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CHAPTER
ONE
INTRODUCTION
Within the last 30 years, the chalcopyrite Cu(In,Ga)Se2 received a lot of attention be-
cause of its suitable properties for thin film solar cell applications. The early work was
carried out mainly at the Bell Laboratories, where the first CuInSe2 solar cell with an
efficiency of 12% was produced [1]. Within the last years, an intense research concen-
trated on Cu(In,Ga)Se2 thin films and pushed the record efficiencies of small laboratory
scale cells constantly upwards to the current record of 20.8% [2] and to 19.6% for 5x5cm2
sub-modules [3].
Today, Cu(In,Ga)Se2 thin films are not only limited to research labs any more and modules
are available for the installation on the rooftops of electrical consumers. The commer-
cially available modules with polycrystalline Cu(In,Ga)Se2 thin films show efficiencies of
15.7% [4]. Nevertheless, modules with a single junction and a comparable absorber thick-
ness based on thin epitaxial GaAs [5] show efficiencies of up to 24.1% [4]. The huge
difference is due to better electrical properties of the epitaxial material, when compared
to the polycrystalline counter part and is also observed for silicon based solar cells [6].
In contrast to GaAs and silicon based cells, the polycrystalline Cu(In,Ga)Se2 material
outperforms the epitaxial devices. On lab scales, the highest reported efficiency for epi-
taxial devices is only 8.5% [7]. However, there is no fundamental reason to assume that
single crystalline Cu(In,Ga)Se2 solar cells should not outperform their polycrystalline
counterparts. In fact, the first efficient CuInSe2 device reaching 12% was based on a
single crystalline absorber, albeit a bulk crystal [1]. Efforts to prepare single crystalline
Cu(In,Ga)Se2 cells have been limited so far because the industrial application is based on
the polycrystalline material.
Chalcopyrites are well known to form a stable phase at significant deviations from the sto-
ichiometric point ranging from Cu-poor ([Cu]/([Ga] + [In]) < 1) to Cu-rich ([Cu]/([Ga] +
[In]) > 1) compositions [8, 9]. The role of the copper content on the material properties
were investigated before by Hall and PL studies [10]. The results indicate an improvement
of several material properties of Cu-rich absorbers. For example, an increase of the charge
carrier mobility [11], a decrease of the defect concentration [12], and an increased excess
charge carrier concentration under illumination [13] are observed. However, the overall
effective influence of the Cu-excess during the growth on the general absorber and device
quality has not been investigated in detail.
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The aim of this work is to investigate the difference of the epitaxial and the polycrys-
talline material. Therefore, the first part (section 3) concentrates on the influence of the
composition for both material types. The second part concentrates on the preparation
and the analyses of solar cells with single crystalline absorbers (section 4) to clarify the
differences in the achieved efficiencies for solar cell devices.
The comparison of polycrystalline and epitaxial material is performed on the bare ab-
sorbers by means of photoluminescence (PL) measurements at room temperature (section
3). Therefore, the PL set-up at the Laboratory for Photovoltaics (LPV) was extended
within this work to perform calibrated PL measurements. Quantitative measurements
allow the determination of the quasi-Fermi level splitting of the bare absorber layer (sec-
tion 2.5.3). The quasi-Fermi level splitting is of importance, since it gives the maximum
achievable open circuit voltage in the solar cell without finishing the device and indi-
cates the quality of the absorber layer. Thereby, the direct comparison of epitaxial and
polycrystalline material and the dependence on the compositions is possible.
The epitaxial material used for the solar cells is grown by metalorganic vapour phase
epitaxy (MOVPE) on a GaAs substrate layer. Before my arrival, the MOVPE system
at LPV was used to grow pure CuInSe2 and CuGaSe2. Therefore, a part of this work
concentrates on the development of a growth process for Cu(In,Ga)Se2 material. By
balancing the [Ga]/([Ga] + [In]) ratio, the lattice mismatch between the GaAs substrate
and the Cu(In,Ga)Se2 absorber can be minimized and the induced strain within the
grown film is minimized ensuring samples of a very high quality. Thereby, the number
of dislocations within the film are reduced coming along with a longer lifetime for the
minority carriers and better transport properties in the device.
At LPV, epitaxial solar cells were not produced so far, so that the production path for
building devices had to be developed as well. The growth process and the characterization
of the first epitaxial Cu(In,Ga)Se2 based solar cells produced in Luxembourg are discussed
in chapter 4.
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TWO
BACKGROUND AND LITERATURE
This chapter provides some background information about the chalcopyrite Cu(In,Ga)Se2
used in this work. First, the crystal structure and the resulting electronic properties are
summarized before explaining the principles of hetero-epitaxial growth which is important
in this work. Afterwards, the physical background of the characterisation methods used
for the analysis shown in the results are highlighted. One focus is the interaction of light
with semiconductors, which is important for the operation of a solar cell and especially for
photoluminescence measurements used in the first part of the results. Furthermore, the
fundamental principles of a solar cell are discussed and the characterisation techniques
providing the most important parameters are explained.
2.1. Chalcopyrites
The name chalcopyrite originates from the abundant mineral CuFeS2 first discovered in
1725 [14]. In the 1970s the first synthesis of CuInSe2 in combination with a n-type CdS
layer showed the first indication, that chalcopyrites may be used as solar cells [15, 16].
Common for all chalcopyrites is the tetragonal crystal structure, as described in the
following, concentrating on Cu(In,Ga)Se2.
2.1.1. Crystal structure
CuIn1−xGaxSe2 belongs to the group of chalcopyrite materials, described with the formula
CuBC2 where B = In,Ga and C = Se, S. The crystal structure is commonly described
as a derivative of the sphalerite structure known from II-VI compounds [18] (also known
as zinc blende) by substituting the bivalent cation by a monovalent copper (1+) and
a trivalent In3+ or Ga3+ cation. Therefore, the periodicity is doubled in one direction
compared to the primary cubic structure (figure 2.1). The modification comes along with
a tetragonal distortion (η = c2a 6= 1, where a and c are the lattice constants) and a
displacement (u) of the anions from the ideal tetrahedral side. The tetragonal distortion
is due to a different bond length between the anion and the two different cations [19]
caused by other bond strengths between the Cu − C and the B − C [16]. The lattice
constants can be determined from X-ray diffraction measurements and show a dilated unit
cell along the c-axis for CuInSe2 with η = 1.005 and a compressed unit cell for CuGaSe2
9
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Figure 2.1.: Crystal structure - Unit cell of the chalcopyrite crystal structure Cu(In,Ga)Se2
[17].
with η = 0.982. The values were calculated using the equation in table B.1, which was
derived by averaging the available data from the literature (see section 2.2.1 for details).
The different bond lengths cause also the anion displacement, which is u = 0.25 for ZnSe.
An estimation of the displacement can be calculated with the bond lengths RCu,C, RB,C,
and the lattice constant a:
u = 14 +
R2Cu,C −R2B,C
a2
. (2.1)
For CuInSe2 , the bond lengths are RCu,C = 2.484A˚, RB,C = 2.586A˚ [20] and the displace-
ment of Se is found to be u = 0.23. On the other hand, the displacement in CuGaSe2 was
calculated to be u = 0.264 [21].
The tetragonal distortion and the anion displacement modify the electronic structure
compared to the related zinc blende type as shown in the next section 2.1.2.
While the ternaries CuInSe2 and CuGaSe2 are suitable to study fundamental properties,
the alloy CuIn1−xGaxSe2 is typically used in solar cell application (with x ≈ 0.3 [22])
taking advantage of the band gap dependence on x (in the following also abbreviated as
GGI referring to the gallium and indium content [Ga]/([Ga] + [In]) ). Concerning the
crystal structure, several studies report about the lattice constants for different GGIs as
disscused later in section 2.2.1 (figure 2.5).
2.1.2. Electronic structure
Similar to the crystal, the electronic structure is also related to ZnSe. Figure 2.2a illus-
trates the conduction band and a three-fold degenerated valence band at the centre of
the Brillouin zone (Γ-point) of an artificial semiconductor with a ZnSe like structure, but
without the spin-orbit coupling.
Due to the anion displacement u for CuInSe2 and CuGaSe2 , this structure is distorted
leading to different electrical fields within the crystal. The so called crystal field split-
ting ∆CF leads to a splitting of the valence band into a non-degenerated and a two-fold
10
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degenerated energy level compared to ZnSe. Because of a positive ∆CF in CuInSe2 and
a negative one in CuGaSe2 , the two levels are inverted when compared to each other.
The interaction of the electron spin with its angular momentum leads to an additional
splitting. The so called spin-orbit coupling (∆SO) leads to an additional splitting of the
valence band levels resulting in three fundamental band gaps. Cu(In,Ga)Se2 is a direct
semiconductor.
EaEbEc
1x
1x
1x
CuInSe2
Δso
1x
1x
1x
Ea Eb Ec
CuGaSe2
ΔsoΔCF>0c/2a>1
2x
1x
Zinc blende
like
Conduction
band
Valence
band
3x
ΔCF=0
c/2a=1
ΔCF<0
c/2a<1
2x
1x
(a) The band diagram of CuInSe2 and CuGaSe2
derived from ZnSe (without spin-orbit cou-
pling). According to [23].
(b) The calculated density of states for CuInSe2
and CuGaSe2 [24].
Figure 2.2.: Electronic structure of CuInSe2 and CuGaSe2 - left side: The band
structure of pure CuInSe2 and CuGaSe2 derives from the one of the zinc blende structure.
The lifting of the degeneracy (shown as 3x, 2x, and 1x) of the valence band is due to
additional contributions of the spin-orbit coupling and the crystal field splitting leading to
three fundamental band gaps at the Γ point [23]. right side: Calculated density of states. [24]
In the 1970 [25–27], electro reflectance, photoluminescence, and x-ray photo emission
measurements were carried out on chalcopyrites to deduce the electrical nature of the
material.
It was shown, that the electronic structure close to the valence band edge is mainly
influenced by the hybridization [28] of the Cu d and the Se p orbitals. This is in agreement
with theoretical calculations, as shown in figure 2.2b. The calculations suggest further
that the conduction band is mainly determined by the BIII − s and a Se-sp like states.
The Cu-d-Se-p hybridization forms an anti bonding valence band maximum implying a
weak bond between the Cu and the Se atoms [24].
Defects
The three different species forming the Cu(In,Ga)Se2 unit cell allow the formation of
various types of defects, while the concentration obviously depends on the composition
and the growth conditions. Four types of defects may be present:
1. The misalignment of several atoms in a crystal leads to the formation of dislocation
or line defects. One differentiates two types of dislocations: screw and edge disloca-
tions. Because of a small lattice mismatch to the substrate, these dislocations can
be formed during epitaxial growth (section 2.2).
11
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2. An array of dislocations is also known as a planar defect, for example stacking
faults. Also at a grain boundary, the orientation of the crystal changes abruptly,
which causes an array of dislocations. Stacking faults are caused by a change in the
ordering of the atomic layers in the crystal [29].
3. A three dimensional defect structure within the crystal can be caused by inclusions
of another material or by a hole within the material, also known as voids.
4. Point defects arise at lattice positions (or at interstitial) in the unit cell structure (in-
trinsic and extrinsic defects). Intrinsic defects determine the doping of Cu(In,Ga)Se2
and are therefore very important for solar cell applications [24]. They further act
as recombination centres.
Point defects can seperated into three subgroups:
1. Vacancies, for instance abbreviated as VCu, describing an unoccupied (Cu ) position
in the lattice.
2. An interstitial is an atom on a position within the crystal which is normally not
occupied. Interstitials are usually denoted as Cui. In this case a copper atom on an
interstitial lattice position.
3. An atom located on a site which is normally occupied by another species is called
antisite, e.g. copper on an indium position CuIn. In this example the copper atom
is located at the position usually occupied by an indium atom.
According to the first theoretical calculations [30] and to the review [24], it is very likely
to form point defects in Cu(In,Ga)Se2. For CuInSe2 (CuGaSe2), the point defects with
the lowest formation enthalpies are the copper vacancy VCu and the cation antisites CuIn
(CuGa) and InCu (GaCu). However, the situation is more complicated, since experiments
revealed, that CuInSe2 can either exhibit a p-type or n-type character [31,32], depending
on the growth conditions. The n-type semiconductor is observed for CuInSe2 grown under
copper and selenium poor conditions [32]. On the other hand, there are no experimen-
tal evidences for a n-type character of CuGaSe2, which was always found to be p-type.
These experimental observations are in agreement with theoretical calculations [33, 34].
For CuGaSe2, the p-type character is due to a very low formation energy of the V −Cu which
may become positive (exothermic) with an increasing Fermi energy and acts as an accep-
tor [34]. In CuInSe2, the formation of the intrinsic In2+Cu double donor under selenium poor
conditions results in a net n-type doping [33]. If this positively charged donor is formed,
two free electrons are released leading to an increase in the Fermi level. Simultaneously,
as mentioned before, the formation enthalpy for V −Cu will decrease and the formation of
copper vacancies gets more probable.
The prediction of which defect is formed is rather difficult, since the formation enthalpy
∆H of a defect depends first on the chemical potential of the species (the growth con-
ditions) [30]. Furthermore ∆H depends on the Fermi level, which itself depends on the
charge carrier densities. Since the carrier densities are also influenced by the charge state
of a defect [24,30,35], a complex interplay has to be accounted for.
The calculation are still a matter of debate [36–39]. Since Pohl’s calculations [39] are
based on a bigger supercells with 216 atoms (compared to 64 in [38]), a short summary of
12
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the recent finding is based on this work. The lowest formation energy in CuInSe2 are found
for the antisite InCu (donor), the vacancy VCu (acceptor), the antisite CuIn (acceptor),
and the interstitial Cui (donor) and is analogue for CuGaSe2. While previous calculations
attributed the effect of doping and self-compensation to InCu (GaCu for CuGaSe2) and
VCu [33] the present computation reveals, that depending on the growth conditions, CuIn,
CuGa, and Cui may substantially contribute to the doping and compensation [39].
With an increasing doping concentration, the formation of defect complexes gets more
likely. For example, in CuInSe2 large concentrations of In2+Cu and V 1−Cu may be present
and form a complex (In2+Cu + 2V −Cu)0. This neutral defect complex can explain the wide
excistance region of CuInSe2 grown under copper deficient conditions [24].
The combination of Hall, photo-, and cathodo-luminescence measurements on samples
grown under Cu-excess revealed the existence of a shallow donor D with an activation
energy of Eact = 10(12) meV for CuInSe2 (CuGaSe2 ). Furthermore, several acceptor
ionization energies could be identified: EA1,act = 40(60) meV, EA2,act = 60(100) meV and
EA3,act = 100(140) meV. The A3 acceptor is observed for more or less every Cu-rich
growth condition. On the other hand, the A1 defect vanishes while the A2 appears with
increasing Cu excess [24]. According to [39], the donor D can be most likely assigned to
InCu or the copper interstitial Cui, the shallowest acceptor A1 to the copper vacancy.
Electrical properties and GGI
The similarities and differences in the electronic structure between the ternaries CuInSe2
and CuGaSe2 were pointed out above. Since the second part of this work concentrates on
epitaxial CuIn1−xGaxSe2 based solar cells with different GGIs, a composition dependent
summary of the previous discussion is depicted in figure 2.3. Shown are the energy gap
and the position of the valence and conduction bands according to [40]. The donor and the
three acceptors are depicted as well. It is to say, that continuous change for an increasing
GGI could be confirmed experimentally for the A1 acceptor [24].
The band gap follows the dependence of the composition as specified in [41]. The values
for the ternaries and the equation used to calculate the properties are summarized in table
B.1.
The band gap energy in dependence of the composition can be calculated with the
equation [41]
Eg(x) = 1.035 + 0.389x+ 0.264x2 (2.2)
where x describes the gallium content in CuIn1−xGaxSe2.
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Figure 2.3.: Electronic properties for Cu(In,Ga)Se2 - Overview of electronic properties
for Cu(In,Ga)Se2 . Depicted are the conduction- and the valence band (and thus the band
gap) and the most common defects.
2.2. Hetero-epitaxial growth
A main task in this work is the development and optimization of a process for a device
fabrication of epitaxial Cu(In,Ga)Se2 based solar sells. The important issues for the
growth of hetero-epitaxial absorber material are summarized in the following. The term
epitaxy derives from the Greek words ”epi” (above) and ”taxis” (in order) and refers to
the deposition of a material onto a single crystalline substrate. If the overlayer and the
substrate are the same material the growth is called homo-epitaxy. If they differ from
each other it is described as hetero-epitaxy. Epitaxy is usually used to grow single crystals
with a very high purity and quality. For this purpose special attention needs to be paid
to two issues: the lattice mismatch at growth temperature and the thermal expansion
coefficient. Both points are described, before discussing the hetero-epitaxial growth in
section 2.2.1.
1. The lattice constants of the substrate and the overlayer generally differ from each
other. If the substrate is much thicker than the overlayer, the magnitude of the
lattice mismatch for the substrate with a lattice constant as and the layer with a
lattice constant al is usually expressed as [42]:
f = as − al
al
. (2.3)
This mismatch leads to strain inside the layer manifesting itself in the deformation
of the layer’s unit cell. Depending on the sign of f , the layer exhibits compressive
strain for f < 1 and tensile strain for f > 1. Either way the strained solid contains
an additional energy term, the strain energy per unit volume. This term increases
14
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linearly with the layer thickness until it exceeds the energy necessary to form a
structural defect (dislocation) which reduces the strain step wise.
Figure 2.4.: Schematic view of hetero-epitaxial growth of CuGaSe2 on GaAs - First,
the CuGaSe2 adapts to the lattice constant of GaAs and grows pseudomorphic. When it gets
energetically more favourable, the strain energy is reduced by the formation of dislocations.
Afterwards, the CuGaSe2 grows relaxed with lattice constants equals to an independent
single crystal. [43]
When a material is grown on a substrate with a slightly different lattice constant,
the material will first adopt to the lattice constant of the substrate and the unit
cell of the material is distorted. With an increasing distance from the substrate,
the distortion decreases until the unit cell exhibits the same dimension as the pure
material would have. As long as the lattice constant of the material differs from the
undistorted unit cell, the growth is called pseudomorphic growth. Afterwards, the
layer starts to grow relaxed. Figure 2.4 illustrates the situation and the transition
from the pseudomorphic growth to a relaxed growth after the formation of a dis-
location. Note that the figure is a schematic picture, since misfit dislocations are
located at the interface to the substrate and not illustrated.
The critical thickness specifying the transition to a relaxed growth is found to be
inversely proportional to the lattice mismatch at growth temperature. For III-V
semiconductor, the empirical relation of
dc ≈ 0.8nm
f(Tgrowth)
(2.4)
was found [44].
2. Normally, the formation of the desired material requires a sufficiently high temper-
ature in the order of a couple of hundred degrees Celcius. Therefore, the thermal
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expansion coefficients of both material should be as close as possible. Otherwise ad-
ditional strain will be induced during the cooling down to room temperature. This
strain may cause the formation of cracks through the whole layer for tensile strain.
Obviously, the substrate’s surface has to be clean to allow an epitaxial growth and to
avoid any contamination of the layer to be grown. Additionally, the growth temperature
should be below the decomposition temperature of the substrate. Indeed, for the growth
of Cu(In,Ga)Se2 on GaAs (T > 470◦C) the desorption of arsenic leads to an abundance
of gallium (see section 2.3.3).
Property x=0 x=0.5 x=1.0 GaAs
a(A˚) 5.7871 5.699 11.63 5.652 [45], 5.654 [46]
c(A˚) 11.63 11.324 11.018 c=a
αa(10−6K−1) 10.65 11.9 13.1 5.7 [47],6.9 [48,49]
αc(10−6K−1) 8.15 6.7 5.2 αa = αc
‖,a (%) T=300K/800K -2.3/-2.5 -0.8/-1.0 0.7/0.4 -
‖,c (%) T=300K/800K -2.7/-2.9 ≈ 0/-0.2 2.6/2.6 -
da (nm) T=800K 31 73 197 -
dc (nm) T=800K 27 410 30 -
Table 2.1.: Summary of structural parameters of Cu(In,Ga)Se2 - Summary of material
properties of CuIn1−xGaxSe2 for x=0, 0.5 and 1 and GaAs. Depicted are calculated values
for the lattice constants a and c, and the thermal expansion coefficient along the a (αa) and
c a (αc) axis following the equation in table B.1. The equation for the lattice constants were
determined by fitting linear equations to the data found in literature. The calculated values
for the strain  (equation (2.6)) along the a- and the c-axis and the estimated thickness of the
pseudomorph layer (equation (2.4)) are based on the extrapolated values. ‖,a corresponds
to the strain along the a axis, assuming that the Cu(In,Ga)Se2 unit cell grows such, that
the a-axis is parallel to the substrate; ‖,c assumes that the c axis is parallel to the surface.
The strain at the growth temperature was calculated with the lattice constants at room
temperature considering the respective thermal expansion (equation (2.5)).
2.2.1. Chalcopyrite grown on GaAs
The Cu(In,Ga)Se2 layers in this work were grown on GaAs (001). The lattice constants
and the thermal expansion coefficients for selected GGIs are given in table 2.1. Figure 2.5
depicts the development of the lattice constants a and c for the alloy Cu(In,Ga)Se2 with
respect to the GGI and for GaAs . The linear relation was extrapolated using a linear fit
to the data (vertical and horizontal symbols) available in literature (compare table B.1).
The solid lines represent the constants at room temperature and the dashed lines at the
growth temperature. The values at growth temperature are calculated using the thermal
expansion coefficients:
a(T ) = a+ aαa(T − Troom). (2.5)
This equation was applied to the linear extrapolation based on the values for the thermal
expansion coefficient given in table 2.1. For the ternaries, the lattice constant a is closer
than 0.5c to the value for GaAs . Indeed, if the ternaries are grown on GaAs (001), the
16
2.2. Hetero-epitaxial growth
c-axis of both, CuInSe2 [50] and CuGaSe2 [43] grows perpendicular to the surface of the
substrate. This is in agreement with the smaller difference between aCuInSe2 and the lattice
constant GaAs when compared to 0.5cCuInSe2 (figure 2.5). The same holds for CuGaSe2.
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c:-0.3060x+5.8150
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Figure 2.5.: Lattice constant in dependence of the composition - Depicted are literature
values of the lattice constants a (star) and 0.5c (crosses) for CuIn1−xGaxSe2 in dependence
of the compositions. The solid line is a linear fit to these data (equation depicted for lattice
constant at room temperature). The lattice constant of GaAs is shown as the solid gray
line. The dashed lines represent the lattice constants at 500 ◦C and were calculated with
the thermal expansion coefficients given in table 2.1. Data (the star for the lattice constant
a and the cross for 0.5c) following [51–70] and [45, 46, 49] for GaAs .
The induced strain parallel to the substrate surface during the pseudomorphic growth
is given by
‖,x =
xstr − x
x
. (2.6)
Depending on the growth direction, x is either the relaxed lattice constant a or c; the index
str refers to the strained constant. If the c-axis is perpendicular to the surface xstr = aGaAs
and for the parallel case xstr = 2aGaAs. As calculated in table 2.1, the smallest strain for
the ternaries is achieved for a c-axis perpendicular to the surface. Nevertheless, there
is a region (0.2 < [Ga]/([Ga] + [In]) < 0.7), where the growth parallel to the surface is
favourable (see section 4.2.1). Almost no strain due to a lattice mismatch can be achieved
for x ≈ 0.5, if the c-axis grows parallel to the surface, such that two unit cells of GaAs
form the interface to the CuIn1−xGaxSe2 .
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The equations (2.3), (2.4), and (2.5) can be used to determine the critical thickness, up
to which a pseudomorphic growth is expected (table 2.1). It has to be pointed out, that
this value is a rough estimation, because the actual degree of relaxation depends also on
the growth procedure [42]. Furthermore, residual strain may be present and the cooling
process may create additional stress [42, 71].
One should keep in mind, that the strain can influence the electrical properties, such as
the band gap or the band bending at the interface. For example, tight-binding calculation
for CuGaSe2 predict the change in the band gap for different c/a ratios [17, 43, 72]. It
was found, that the pseudomorphic CuGaSe2 on GaAs (001) can lower the band gap by
almost 70 meV [72].
For CuInSe2 strain may be observed as well. However, in contrast to CuGaSe2, the c-axis
is only slightly stretched relatively to the relaxed axis and almost no change for the band
gap due to residual strain is expected when grown on GaAs (001) (thus, the c-axis is
perpendicular to the surface of the substrate) [17].
2.2.2. X-ray diffraction
A powerful tool for structural investigation is based on the diffraction of x-rays inside
a crystal since these wavelengths are in the order of the inter atomic distances. A brief
overview of the principle is given before applying it to the grown samples.
The periodicity of a crystal leads to an elastic scattering of x-rays directed onto the
solid. The waves may interfere constructively if the path difference for reflections between
neighbouring planes is a integral multiple n of the wavelength λ as illustrated in figure
2.6 and reflected in the equation
2dhklsinθ = nλ. (2.7)
The reflections diffracted at two different lattice planes with the distance dhkl to each
other can be detected in dependence of the angle θ. Equation (2.7) is called Bragg’s law
and determines only the position θ of the reflex. The intensity is computable by the
0 0
dhkl
dhkl sin(  )0
0
Figure 2.6.: X-ray diffraction technique - X-ray diffraction of two rays at neighbouring
lattice planes. Constructive interference is observable if the path difference of the diffracted
waves 2dhklsinθ is equal to an integral number of the wavelength
structure factor. Since the intensity is only interesting if many peaks are observed, it is
not used in this discussion. Nevertheless it should be mentioned, that strain inside the
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film broadens the peak. The samples investigated in this work grow with a c-axis parallel
or perpendicular to the surface of the GaAs . Either way, only one diffraction plane is
visible. The position of the diffraction peaks for a tetragonal system are given by
sinθ = λ2a
√
h2 + k2 + a
2
c2
l2 (2.8)
where h, k, and l are the Miller indices of the respective lattice planes. For the cubic
system GaAs equation (2.8) is still valid and the quotient a/c is one.
XRD provides an indirect measure for a strained growth process (section 2.2.1). Due
to the relaxation process mentioned above, dislocations occur in the grown film, which
influences the peak shape of the reflected waves. A perfect crystal will produce very
narrow peaks in the diffraction pattern, since the crystal does not change within the
volume which is probed by the incoming beam. Therefore, the perfect crystal has a very
big coherence volume resulting in a coherent diffraction pattern [73]. Dislocations reduce
the coherence volume and a broadening of the peaks in the XRD pattern is observed.
2.3. Growth process
Metalorganic vapor-phase epitaxy (MOVPE) is one possibility to grow samples according
to the previously described hetero-epitaxy (section 2.2). It is frequently used in semicon-
ductor fabrication processes, because of the controllable growth conditions, a very high
quality and purity, and well defined interfaces for multi layer systems. An organic com-
pound acts as the carrier material, which decomposes in a reactor at high temperatures
releasing the metal atom to be deposited. This section aims to explain the basic principle
and the important parameters for epitaxy of Cu(In,Ga)Se2 with a high quality as used in
this work.
2.3.1. The principle
Figure 2.7 shows the scheme of a typical MOVPE system1. It highlights the two most
important parts of the system: the gas cabinet where the raw materials are stored and
the partial pressures are adjusted and the reactor where the actual growth process takes
place:
Gas cabinet
The used system operates with either nitrogen or hydrogen. While nitrogen is used in the
hibernation mode (standby) and for cleaning purposes only, hydrogen acts as the carrier
gas during the process. The metalorganic precursors are stored in stainless steel contain-
ers (bubblers) which then again are stored in a water bath with a defined temperature.
The constant temperature ensures a steady partial pressure of the metal organic inside
the container. The Cu source is stored in an oven, since the operation temperature is
65 ◦C. Mass flow controllers define the flux through the sources and through a bypass, as
1Within this work the AIX 200 manufactured by Aixtron was used
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shown in figure 2.7.
By adjusting the H2 flux through the bubbler (source), where the material’s vapour pres-
sure is taken up, the molar fluxes of the metalorganic source materials can be controlled.
A second mass flow controller (push) is necessary, to allow comparable flow velocities be-
tween different runs. This is achieved by keeping the sum of both fluxes (source and push)
through the pressure controllers always constant. For instance, if the gas flux through the
indium bubbler (the ”source” pressure) is increased, the flux through the ”push” mass
flow controller is decreased accordingly. After adjusting the gas flows precisely, a well
defined amount of all metalorganic is guaranteed. Finally, the bypass above the boubbler
is used when the precursor is not needed or if the machine is in the hibernation mode.
A regulator valve (dashed boxes in figure 2.7) pipes the gas mixture to either the vent
line, which is connected to the exhaust, or into the reactor line (Run MO). These two
lines allow the abrupt switching of the sources and allows for instance the growth of very
abrupt interfaces, when different materials are deposited onto each other. It can further
be used to stabilize the flow by guiding the gas mixture through the vent line before being
piped through the line to the reactor. An exception is the copper vapour, which flows
through a separate line (the dopant line) and joins directly at the entrance to the reactor.
To avoid deposition of the metal organic precursor in the line, the whole Cu supply chain
is heated up to 70 ◦C.
N2 / H2
cleaningsystem
to vent
reactor
pump
IR-heater
to vent
Gas cabinet
CpCuTepDTBSe TEGa TMIn
Reactor
70°C
17°C -5°C 17°C 65°C Mass flow controller
Push
Source
Bypass
Regulator valve
Run MO
Run Cu
Valve
Figure 2.7.: Schematic illustration of the MOVPE - Schematic view of the MOVPE
system.
Reactor
The reactor consists of two glass tubes. The liner, a rectangular shaped tube optimized
for a laminar flow of the gas mixture and a protecting outer round pipe, which surrounds
the liner. The substrate is placed on a graphite block within the liner, the so-called sus-
ceptor and can be rotated with a gas foil rotation system (a rotating disc driven by a
flow of gas) to achieve better homogeneity. This is of interest, because the Cu precursor
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tends to decompose before the other materials immediately after entering the liner. By
rotating the substrate, a homogeneous deposition is ensured. An infrared heating system
below the linear is used to control the growth temperature inside the reactor chamber. A
thermocouple inside the graphite block monitors the temperature inside the system.
Of course, the deposition is not limited to the substrate only so that the liner and the
susceptor block have to be cleaned after a while. Both can be removed and cleaned. While
the liner can be cleaned in concentrated HNO3, the susceptor has to be cleaned manually
by polishing with a soft piece of paper.
The working pressure during the growth process (inside the liner) is typically 50 mbar
achieved by a pump behind the reactor. The pumped gas is cleaned by a filter system,
before exhausted into the environment. Special care has to be taken, that no oxygen is
inside the whole system, since the precursor material reacts exothermically with it.
Therefore, to avoid any contamination inside the reactor, a glove box is connected to the
gas cabinet. The water and oxygen contamination is typically below 0.1 ppm and allows
a clean pre- and post- processing within the dry nitrogen atmosphere. Furthermore, it
avoids the possible leakage of toxic material from the reactor and the GaAs dust into the
lab environment.
2.3.2. Controlling the growth process
The growth process is a very sophisticated process and can fill several textbooks like
[42,71,74]. In the following, the most important issues for the operation are discussed.
Precursor
A common feature of chemical vapor-phase techniques is the transport of the host atom in
the gas phase to the substrate. A thermal dissociation takes place in the reactor near the
surface of the heated substrate. The most important requirements for a proper precursors
ensuring an efficient growth are [42]:
1. The stability should be such, that on one hand the entire decomposition at the
growth temperature is guaranteed. Furthermore, it should not decompose at much
lower temperatures compared to the other precursors in the system. On the other
hand, the long-term storage should not be hampered due to a too low stability.
2. A sufficient material flux is achieved, if the vapour pressure is high. Therefore, the
volatility should be as high as possible to avoid a low growth rate due to insufficient
amounts of the raw materials.
3. A liquid phase is desired because the vaporisation rate does not change with time.
The rate depends on the surface area, which changes for solid precursors while being
used. Liquids ensure, due to the constant area, a steady state and reproducible flow.
In general, most sources have the form MXn, where M represents the metal and Xn alkyls
like methyl (CH3). The decomposition can be controlled by choosing a suitable organic
ligand Xn since the bond strength depends on it. The precursors found to be best suited
for Cu(In,Ga)Se2 are shown in figure 2.8 and their names are:
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• Cyclopentadienyl-Copper-Triethylphosphine (CpCuTEP), C5H5CuP (C2H5)3
• Triethylgallium (TEGa), (C2H5)3Ga
• Trimethylindium (TMIn), (CH3)3In
• Ditertiarybutylselenium (DTBSe), ((CH3)3C)2Se
A detailed discussion about the material properties and the issues with a proper copper
source can be found in [17].
Figure 2.8.: Precursor used in the MOVPE process - Chemical structures of the met-
alorganic source materials [17].
2.3.3. Growth process
The growth process itself is a sophisticated procedure and involves many gas phase reac-
tions, surface reactions, and hydrodynamical aspects. Already the decomposition itself is
a rather complicated mechanism. Since the MOVPE is extensively used and well studied2
for the fabrication of some III-V semiconductors such as GaAs, it can be used to draw
some analogy. For example, the gallium precursor Triethylgallium decomposes following
the reaction mechanism [76]:
Ga(C2H5)3 −→ Ga(C2H5)2 + C2H5 −→ Ga(C2H5) + 2(C2H5) −→ Ga+ 3(C2H5) (2.9)
The left hand side describes the state before entering the reactor, the two reaction steps
in the middle occur within the reactor before the single Ga atom is incorporated into the
GaAs crystal. The remaining 3(C2H5) is pumped to an exhaust.
The crucial parameter for the growth is the partial pressure of each metalorganic precursor
(MO) inside the reactor, since it is directly proportional to the amount of the raw material
available for the growth. The partial pressure is determined by
pmo = pr
Qs
Qtot
pv(T )
pbub − pv(T ) (2.10)
where Q is the volume flow through the (s)ource and the (tot)al gas flow through the
reactor. p represents the pressure inside the (r)eactor, the (bub)bler, and the (v)apor
pressure of the source material at a given temperature T [42]. For the ternaries CuInSe2
[50] and CuGaSe2 [43] it was shown, that the [Cu]/[In] and [Cu]/[Ga] ratio in the deposited
film depend linearly on the ratio of the partial pressures. Both compounds require a
2The elementary processes for the growth of GaAs includes 60 species, more than 200 reactions in the
gas phase, and a total of 19 species and more than 100 mechanisms at the surface [42,75].
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selenium overpressure preventing the re-evaporation of the selenium [77,78]. For CuInSe2
a selenium overpressure is further needed to avoid the possible n-type character observed
for a lack of selenium [79]. While the overpressure for CuGaSe2 is pSe/(pCu + pGa) ≈ 9,
it is pSe/(pCu + pIn) ≤ 25 for CuInSe2 [17] and a value in between for CuIn1−xGaxSe2.
Once the appropriate amounts of MOs are flowing through the reactor with the heated
substrate, the growth with the desired composition starts. The process can be divided
into several steps, as indicated in figure 2.9a [42,71,74]:
1. The decomposition of the MOs is observed as soon as the temperature is sufficient
to overcome the dissociation energy. A process similar to reaction (2.9) starts for
the MOs.
2. Near the substrate, a vertical diffusion onto the growth surface appears.
3. The adsorption of the reactants takes place.
4. Further decomposition processes might still occur and the desorption of the remain-
ing organic compounds takes place.
5. A diffusion process on the surface takes place until
6. the incorporation into the crystal is observed. A desorption process of already
deposited elements might occur as well, if the temperature is too high.
1
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(a) Principle of the growth process inside the
reactor. After [80].
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(b) Limitations of the growth rate in dependence
of the temperature. After [80].
Figure 2.9.: MOVPE growth process - Schematic illustration of the growth process inside
the reactor inside the MOVPE system and a schematic drawing of the limiting factors for
the growth process. The growth mechanism inside the reactor can be divided into different
phases: (1) the decomposition of the MOs, the diffusion (2) of the partly decomposed
MOs, the adsorption (3) of the reactants on the surface followed by further decomposition
processes (4). The metal diffuses (5) on the surface before it incorporates (6) into the grown
crystal.
All processes including the adsorption, the growth, and the desorption are also called inter-
face reaction. The slowest of these processes limits the final growth rate. As schematically
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shown in figure 2.9b, three growth regions can be specified: a kinetically driven, a diffusion
dominated, and a desorption limited process.
Kinetically limited growth at low temperatures, an exponential relation between the
temperature and the growth rate is observed. This indicates a thermally activated
processes. With an increasing temperature T , the number of decomposed molecules
increases and the growth rate is characterised by a certain activation energy Ea of
the pyrolysis: R ∝ exp(− Ea
kbT
). The word pyrolysis describes the thermochemical
decomposition of material.
Transport limited process Once the temperature is sufficient to allow a fast separation
of the carrying molecules from the metal, the transport to the surface is the limiting
factor. The diffusion process towards the substrate depends only weakly on the
temperature, so that the growth rate is almost constant over a wide temperature
range. The process is called transport- or diffusion limited growth.
Desorption dominated process If the temperature is too high, the decomposition of the
MOs starts closely after the reactor entrance leading to a parasitic deposition at the
reactor walls before reaching the substrate. Additionally, the desorption of already
deposited atoms on the substrate gets more likely. As a result, the growth rate
decreases again. Especially for the copper precursor, the temperature should not
be too high, since the dissociation energy is low, compared to the other MOs. The
decomposition starts already at Tinitial = 80 ◦C [81], while the decomposition of the
gallium precursor starts at Tinitial = 225 ◦C, indium at Tinitial = 250 ◦C [82], and
selenium at Tinitial = 300 ◦C [83].
Since the highest growth rate is not sensitive to slight temperature variation in the trans-
port limited region, it is desired to limit the reactor temperature to this region. The
range for a transport limited growth process with the system used at LPV is between
500− 550 ◦C [17].
As pointed out in literature, the diffusion of gallium from the GaAs substrate into the
Cu(In,Ga)Se2 layer cannot be avoided [84, 85]. Due to the decomposition of the GaAs
when the temperature is increased, arsenic desorbs [86, 87] and releases gallium which
diffuses into the Cu(In,Ga)Se2 layer [84]. The desorption of As and the incorporation of
Ga into a metal film was demonstrated to occur already at T = 420 ◦C [88].
For Cu(In,Ga)Se2 it was found, that the diffusion depends on the [Ga]/([Ga] + [In]) ratio
and argued, that Ga diffuses on metal vacancies on either the Cu or the In sublat-
tice [85]. The diffusivity of gallium in dependence of the [Cu]/[In] ratio exhibits a min-
imum around the [Cu]/[In] ≈ 1 and increases for lower and higher ratios [85]. For
[Ga]/([Ga] + [In]) < 0.25 (in the bulk) a gallium gradient within the first ≈ 120 nm was
found. For [Ga]/([Ga] + [In]) ≥ 0.38 a layer (25− 50 nm) of pure CuGaSe2 was measured
prior to a similar gradient for smaller GGIs [50].
Besides the temperature dependent desorption of arsenic, the interface is affected as
well. The formation of voids is more likely for increasing temperatures and can be sup-
pressed consequently by lowering the temperature [13]. Figure 2.10 shows the effect of the
growth temperature for the interface between CuInSe2 grown on GaAs (100) [89]. The
used system and the process are comparable to the MOVPE system used in this work.
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Figure 2.10.: Interface between GaAs and CuInSe2 - The interface between GaAs and
CuInSe2 as found in literature [89]. The CuInSe2 layer was grown on GaAs (100) with a
MOVPE process similar to the one used in this work. The interface on the left hand side
was observed at a growth temperature of T = 570 ◦C; the sample on the right was grown at
T = 500 ◦C. Although the lower growth temperature shows a smoother interface compared
to the higher temperature, a small layer of voids between the GaAs and the CuInSe2 is
visible.
For a growth temperature of T = 570 ◦C (left hand side of figure 2.10), big pyramidal
voids at the interface are observed. The voids almost extend up to the surface. A reduced
temperature (T = 500 ◦C; right hand side) reduces the voids significantly. Nevertheless,
a small layer of voids between the GaAs and the CuInSe2 is still visible. A further re-
duction of the temperature showed the presence of polycrystalline grains throughout the
film [89].
2.4. Interaction of photons and semiconductors
2.4.1. Macroscopic description
d
R
T
Figure 2.11.: Optical processes in solids
- Scheme of optical processes observed in a
semiconductor.
The interplay between light and a semicon-
ductor can be described with three magni-
tudes (figure 2.11): the reflectivity (Rf ),
the transmission (T ) and the absorptivity
(A). These values depend on the photon
energy (Eph) and are related to each other
by equation (2.11). The value represents
the percentage of photons being reflected,
absorbed and transmitted, respectively.
Rf (Eph) + T (Eph) + A(Eph) = 1 (2.11)
Obviously, the different layers in a solar cell
device require the optimisation of the different properties. While the window layer de-
mands a high transmission within a wide spectral range, the absorptivity should be the
dominating term in the absorber layer to maximize the number of available charge carriers
(compare section 2.6.3). Naturally, the reflectivity is meant to be as small as possible.
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The magnitude T is used in the simulation presented in section 4.10.
The relative quantities allow the derivation of more meaningful values, such as the sam-
ple thickness3 or the absorption coefficient [91, 92]. In this work, α was determined from
the absorptivity using two methods: a direct determination by means of the photolu-
minescence spectra at room temperature and an optical model describing the absorption
coefficient. First, the low energy side of the photoluminescence peak at room temperature
is determined by the absorptivity. The usage of equation (2.12) leads to the absorption
coefficient near the band gap and is explained more in detail in section 2.5.4.
A(E) = (1−Rf (E))(1− e−α(E)d) (2.12)
In this work, the sample thickness d was determined from scanning electron microscope
(SEM) measurements.
The absorption coefficient is crucial for any solar cell application and closely linked to
the emission spectra of semiconductors. A detailed discussion is given in the next section
2.4.2.
2.4.2. Absorption coefficient
E
k
EVB
ECB
Eg E2
ΔEC
ΔEV
Figure 2.12.: Parabolic valence and con-
duction band - Schematic illustration of dif-
ferent transition processes in a direct semi-
conductor.
In the macroscopic picture, the absorption
coefficient α can be defined by the Beer-
Lambert law [93–95]:
I(E, x) = I0exp(−α(E)x). (2.13)
The radiation intensity I at the position x
inside a medium is given by an exponential
decay depending on the position and the
absorption coefficient α. In other words, α
describes the inverse extinction length. It
defines the penetration depth for a photon
with a certain energy Eph into a medium
as the inverse of the absorption coefficient.
Figure 2.13 illustrates the calculated ab-
sorption coefficient (left axis) and the re-
sulting penetration depth (right axis) for
Cu(In,Ga)Se2 .
Since the absorption process itself is closely
related to the (photo)luminescence process
in a semiconductor, it is worth to get an overview of the microscopical picture for a direct
semiconductor. In general, the energy of the photon is absorbed by a (quasi) particle
within a crystal, such as charge carriers or phonons. Since the presence of charge carriers
within the conduction band is crucial for the operation of a solar cell, the discussion is
limited to the generation of an electron-hole pair. Then, the absorption of radiation is the
transition of a charge carrier from an (i)nitial state |i〉 to a (f)inal state |f〉, the indices i
3E.g., Swanepoel showed, that the absorption coefficient (α), the refractive index (n), and the sample
thickness (d) can be deduced by only measuring the transmission. [90]
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and f refer to lower and upper energy, e.g. from the Cu-d/Se-p band (the valence band
E < 0) to the In-s/Se-sp band for a CuInSe2 sample (figure 2.2b). Obviously, the photon
energy has to be at least as high as the energy difference of the involved states (Eph ≥ Eg
for the mentioned band-to-band transition). Figure 2.12 illustrates two possible transi-
tions within the E(k) diagram.
In the semi-classical one electron approximation, the interchange of energy between a
photon and an electron is described by the (classical) vector potential ~A attributed to
the photon and the momentum ~p of the quantum mechanically treated (Bloch) electrons.
By applying the time dependent perturbation theory, the Schro¨dinger equation can be
solved [93, 96]4. The result is typically summarized in a transition rate (Fermi’s Golden
rule):
Wi,f =
2pi
~
| 〈i| ~Hpe |f〉 |2δ(Ei − Ef − Eph). (2.14)
The Hamiltonian ~Hpe describes the electron-photon interaction, the indices represent the
initial and the f inal state and Eph is the photon energy. The total transition probability
W totalif from the valence band to the conduction band (compare figure 2.12) can be gathered
by summing up all transitions for all initial and final states. Since a transition can only
occur, if the initial state is occupied and the final state is empty, each transition Wi,k has to
be multiplied with the Fermi-Dirac distribution representing the probability of occupied
and empty states within the valence and the conduction band. The total transition
probability is directly related to the absorption coefficient [93].
Assuming a two band model with different effective masses describing the parabolic
shape of each bands, the total transition probability can be calculated with the joint
density of states [93]. The absorption coefficient is than
α(E) ∝ (2µ
~2
)3/2
√
E − Eg
E
(2.15)
where µ is the reduced mass of the electron and the hole system. Equation (2.15) only
holds for a perfect system with two bands. In reality, the shape of α(E) differs in different
energy regimes.
For illustration purposes, the differences in the absorption coefficient can be divided
into 4 parts (figure 2.13):
1. Transitions near the band gap (chapter 3): The transition near the band gap as
derived within the effective mass theory (equation (2.15)) and is fairly well described
with the square root law.
2. Electronic structure far above the band gap. While the optical properties are very
similar for CuIn1−xGaxSe2 for not too high energies, differences are observed for
higher energies E & 3 eV. They are not discussed in this work but are described in
reference [23].
4Neglecting the quadratic term of the vector potential A for low light intensities and the term rising from
~p acting on ~A (due to a negligible photon momentum p) the Hamiltonian ~H = (~p+e ~A)2/2m0+V (~r) =
~p2/2m0+e/2m0(~p ~A+ ~A~p)+e/2m0 ~A2+V (~r) can be separated. Then, the photon-electron interaction
can be treated separately Hpe = e2m0 ~A~p. [93]
27
2. Background and literature
α(
cm
-1 )
100
1000
1e+04
1e+05
1e+06
 P
en
etr
ati
on
 de
pt
h (
μm
)
0
0.2
0.4
0.6
0.8
1
E (eV)
1 1.5 2 2.5 3 3.5
 
1
2
3
4
Figure 2.13.: Absorption coefficient - Model for the absorption coefficient(left axis) in
Cu(In,Ga)Se2 for different GGIs. Up to = 3 eV, the absorption spectra are very similar. The
penetration depth for the ternaries(dashed lines) is related to the right axis. The dashed
orange line shows the measured absorption coefficient of a polycrystalline CuInSe2 layer
measured in the home lab. The numbers the different parts in the absorption coefficient
influenced by band-to-band transitions (1), transitions far above the band gap (2), defect
related (3) transitions (only symbolic), and the Urbach tailing (4). More details about the
regions are described in section 2.4.2. Data for α after [35] calculated with equation (2.17).
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3. Defect related absorption. Transition from or to a localized defect state may occur
for energies far below the band gap [97].
4. Band tail (Urbach-Martienssen) related absorption (chapter 3): the so called Urbach-
Martienssen tailing describes variations from the square root behaviour closely below
the band gap [98–101]. The tailing can be caused by band gap fluctuations, disorder
in the crystal, optical phonons, impurities and native defects5. In any case, the addi-
tional interactions are responsible for an extension of the density of state and allow
transitions from or into these states. The derivation from the ideal approximation
can be described with an exponential function
α(E) = αue−
(E0−E)
Eu (2.16)
where Eu and αu depend on the measured sample [103]6.
To describe the band gap related transitions and the absorption coefficient for higher
energies, equation
α0
E
√
E − Eg + α1exp
(
E − E1
B1
)
(2.17)
can be used, with the absorption coefficient α0, the band gap energy Eg, the temperature
T . The parameter α1, E1, and B1 describe the high energy region. For CuIn1−xGaxSe2,
the absorption behaviour is very similar (figure 2.13). The change towards higher energies
corresponds the changing band gap. The values E1 and B1 differ only slightly and can
be calculated with the equation given in table B.1. The equation was extrapolated on the
bases of the values given in [35].
Obviously, the absorption coefficient can be used to determine the band gap as de-
scribed later (section 2.5.4 and 3.2.2).
Impressively, one process inverse to the absorption process, derives automatically from
the quantum mechanical treatment [96, 97] and is called ”stimulated emission”. The
photon of a certain energy can induce the transition to a final state lower in energy
compared to the initial state. The created photon has the same properties as the photons
of the incident beam. In contrast to the stimulated emission, the spontaneous emission
occurs independently of an external electromagnetic field and is an intrinsic property of
any semiconductor.
A semiconductor in its thermal equilibrium shows a steady generation of electron-hole
pairs (ehp) due to a finite temperature (T > 0K) balanced by the recombination of these
ehp due to a finite lifetime of the charge carriers. This rate is known as the spontaneous
emission rate Rsp and is closely related to the absorption coefficient discussed above via
the Roosbroeck Shockley relation [105]
R0sp =
n2
pi2~3c2
α(E)E2
e
E
kBT − 1
= Bn0p0. (2.18)
5The higher the impurity density, the more pronounced the tailing [102]
6Sometimes, the Urbach energy is described by using the steepness parameter σ(T ) = kBT/Eu. The
parameter σ depends weakly on the temperature, since for instance the lattice vibrations are tem-
perature dependent. Shioda et al measured the temperature dependence of the absorption coefficient
for CuInSe2 and determined the steepness parameter as a function of the composition. A decreasing
Urbach energy with the [Cu]/[In] ratio was observed [104].
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Here, B is the recombination constant. The spontaneous emission rate can be understood
as a generalisation of the radiation from a black body. An ideal black body absorbs and
emits photons of all energies. Since a semiconductor only absorbs photons with energies
higher than the band gap, the emission is limited by the same restriction. Thus, the
absorption coefficient in (2.18) accounts for these limitation. Photoluminescence experi-
ments benefit from the spontaneous emission rate in non-equilibrium, as described in the
next section.
2.5. Photoluminescence
The spontaneous emission rate is important, since the inverse determines the radiative
lifetime of the charge carrier τ = 1/Rsp. It can be easily described with an material
specific constant B and the intrinsic carrier concentration n2i = n0p0:
R0sp = Bn2i . (2.19)
After the creation of additional eh pairs, the semiconductor is no longer in a thermal
equilibrium and the spontaneous emission rate is modified to:
Rsp = R0sp
np
n2i
−R0sp (2.20)
Since the recombination rate is directly related to the radiative lifetime, it can be used
to estimate the life time in Cu(In,Ga)Se2 to τrad ≈ 10−6 s using the calculated absorption
spectra in figure 2.13. The method is used in [35].
2.5.1. The basic principles
Assuming a semiconductor in a thermal equilibrium (in the dark) suddenly exposed to a
photon flux Φph. Then, the general principle of a PL experiment can be divided into four
steps:
1. The creation of an electron-hole pair (ehp) by absorbing a photon (section 2.4.2).
Obviously, the photon energy has to be at least as high as the energy difference
between the involved states, e.g. Eph > Eg for band-to-band transitions. Right
after the excitation (∆t ≈ 10−14 s [106]), the electrons energy distribution reflects
the spectral distribution of the exciting photon flux (figure 2.14).
2. The relaxation of the previously excited ehp (figure 2.14). The excited charge
carriers lose rapidly (∆t ≈ 10−12 s [106]) their energy due to thermal relaxation
processes, such as the interaction with the lattice, until a new energetical distri-
bution is reached. The new distributions are given by the density of states and
require two quasi-Fermi levels to describe the electron and hole distribution. These
new distributions are completely independent of the spectral shape of the excitation
flux. This is a fundamental difference compared to other interactions like Raman
or Brillouin scattering, where the excitation energy is important for the process it-
self. This is way a monochromatic excitation can be used to perform measurements
equivalent to the photon flux from the sun, as explained later in section 3.1.
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3. The radiative recombination of the relaxed ehp. After the relaxation process,
the charge carriers are distributed close to the band edges (see figure 2.16a) from
where radiative and non-radiative recombination processes can occur. The radiative
recombination leads to the emission of a photon with an energy Eemit = Ei − Ef
according to difference of the involved energy levels.
4. The escape of the emitted photon from the sample. By the radiative recombina-
tion, a photon is created within the material, propagating spherically in the crystal
(assuming an optically isotropic medium). This photon can interact again with the
surrounding and thus might lead to another absorption process or to the stimulated
emission process. As long as the quasi-Fermi level splitting is small compared to
the band gap, the stimulated emission process can be neglected [96]. Nevertheless,
a portion of the emitted photons will reach the surface and leave the crystal.
+
-
ECB
EVB
EF
EFn
EFp
Δμ
10-14s 10-12s
E
Eph
(1) (2) (3)
Figure 2.14.: Illustration of the absorption process in PL experiments - (1) shows
the absorption of one photon with an energy Eph. Usually, many photons are absorbed
and the charge carrier distributions reflects (after ∆t ≈ 10−14 s) the spectral distribution of
the exciting photon flux (2). The distribution can be described wit one Fermi leve. After
∆t ≈ 10−12 s relaxation processes (3), a new distribution is observed and described by two
quasi-Fermi levels, one for the electrons and one for the holes. According to [106].
By analysing the emitted photons, many material properties can be derived. Figure 2.15
summarizes the most common transitions that can be observed in photoluminescence (PL)
measurements, while the dominating recombination path depends on the temperature.
Band-to-band transitions are the dominating process at room temperature and defect or
exciton related transitions are usually visible at lower temperatures.
Since the spontaneous recombination rate is proportional to the absorption behaviour
(equation (2.18) and (2.20)), the above considerations in section 2.4.2 for the absorption
coefficients transfer directly to the spontaneous recombination rate. Again, the probability
for a transition from an initial to a final state traces back to Fermi’s golden rule (2.14).
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Figure 2.15.: Common transitions observed in luminescence measurements - The
dominating transition depends on the temperature.
If the probability for a state being occupied is given by Pi, the spontaneous emission rate
is given by:
Rsp ∝ Wi,fPi(1− Pf ). (2.21)
The number of recombinations per unit time depends on the number of occupied states
n(Eu) in the upper energy and on the number of the unoccupied states in the lower level.
It is given by the product of probability P and the density of states D respectively. The
number of states may describe a discrete energy state (for impurities) or a distribution
(e.g. bands). By finding an appropriate description for the involved states, equation (2.21)
can be used to derive precise descriptions for any transition depicted in 2.15. For band-to-
band and defect related transitions this is shown elaborately in [96]. Real life conditions
aggravate a proper description, since the defect distributions are generally unknown or a
mixture of bulk and surface states. Nevertheless, it turned out that a phenomenological
description is sufficient, to derive defect and exciton related properties, as briefly shown
below. Band-to-band transitions are discussed more in detail in section 2.5.3.
2.5.2. Defect spectroscopy
Within this work, defect spectroscopy based on PL was carried out to confirm the ab-
sorber’s compositions, since the characteristic PL fingerprints can be used to determine
the composition [9, 107]. These measurements are typically carried out at temperatures
of T ≤ 10 K where defect related transitions are dominating. Besides, the PL efficiency7
is higher, since non-radiative recombinations are usually suppressed. The identification
of each transition by changing either the excitation intensity or the temperature and
the determination of activation energy is summarized in [9, 17]. Thus, the description is
limited to a brief description of the transition characteristics. In general, the nature of
a transition can be identified by changing the excitation intensity and the temperature.
7The PL efficiency is the ratio of the radiative and the total lifetime.
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The change of the peak position and corresponding area is characteristic for the most
important transitions. The change of the PL yield with the excitation intensity can be
generally described with
YPL(Φexc) = Φkexc (2.22)
where k is the characteristic parameter. The temperature dependence follows the general
equation
YPL(T ) = 1/
(
1 + T 3/2Cexp
(−Eact
kBT
))
(2.23)
and can be used to determine the activation energy of the involved defect.
The parameter k in equation (2.22) and the change of the position of the emission peak
maximum when performing an intensity dependent measurement can be used to specify
the origin of the transition (discussed below). The position can be described with the
empirical equation Emax(Φexc) = EPL(Φ0) + βlog10(ΦexcΦ0 ) where the parameter β is also
characteristic for the transition. For excitonic transitions β = 0 and 1 < k < 2. For
defect related transitions k < 1. β is zero for Free-to-Bound transitions, a few meV per
decade for weakly compensated material and > 10 meV per decade in the case of strong
compensated semiconductors [9].
Excitonic transitions
Excitonic transitions are typically observed at low temperatures. The electrically neutral
quasi particle (the exciton) consists of an electron-hole pair which is held together by their
Coulomb interaction. The maximum of the PL emission is at Emax,free = Eband−ECoulomb.
If an exciton is bound to a defect, the maximum is given by the so called ”Hayne’s
rule” [108] Emax,bound = Eg − EBE where EBE = A + BEdefect, where A and B depend
on the ionization state of the impurity and the effective masses of the host crystal [109]8.
The line shape of the free exciton is given by an Lorentzian function [110]. Exciton related
transitions are useful, because their position can be used to determine the band gap or
for instance the valance band splitting in CuInSe2 measured on single crystals [111] or in
CuGaSe2 [9]. A bound exciton, or say the constants A and B provide information about
the charged state of the defect they are bound to.
Donor-Acceptor transitions
Transitions from one defect state (or a distribution) to another within the band gap are
typically called donor-acceptor transitions. The transition process requires two neutral
defects as an initial state. An optical transition returns the semiconductor to an equilib-
rium state, schematically illustrated by the reaction D0 + A0 → Eph + D+ + A−. The
oppositely charged defects lead to an additional Coulomb energy which is transferred to
the emitted photon. This results in an emission peak at Eg−EA−ED +Ecoul(rDA). The
Coulomb action in the donor-acceptor case depends on the spatial distance rDA between
the involved defects. Since both defects are localized, the transition involves a tunnelling
step determining the contribution of the Coulomb interaction. While the peak shape is
described theoretically in [112], the analysis is usually based on an empirical equation [9].
8Hayne’s rule may be transformed to EBE = CEdefect for a charged defect and to EBE = CEdefect+EFE
for a neutral defect with the binding energy EFE of the free exciton.
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Donor-acceptor transitions deliver information about the defect ionization energies and
may be used to correlate the Coulomb energy to a defect concentration [17]. The tran-
sition process can involve the interaction with phonons within the sample leading to an
additional peak lower in intensity and shifted by the characteristic energy of the involved
phonon.
Free-to-Bound transitions
Transitions involving a free carrier with a hole trapped at an acceptor are typically referred
to as Free-to-Bound transitions (or via a donor). The emission maximum is reduced by the
binding energy of the defect Edefet with respect to the band gap. The peak shape depends
on the impurity density. For lower concentrations it is well described by Eagles law [113]
IPL ∝
√
E − (Eg − Edefect)e(
−(E−(Eg−Edefect))
kBT
). With increasing impurity concentration, an
overlap of the impurities’ wave functions gets more likely. Finally, the formation of an
impurity band is observed and reflected in the broadening of the emission peak.
Band-to-Band transitions
Transitions between two bands, say the conduction and the valence band, tend to domi-
nate at higher temperatures, where most of the shallowed defects are ionized and excitons
are not observable9. Since measurements at room temperature are excessively used within
this work, the emission peak at room temperature is discussed more in detail in section
2.5.3.
2.5.3. Band-Band transitions
As pointed out by Bebb and Williams [96], it is possible to determine an equation de-
scribing the band-to-band transition with the transition matrix and a detailed analysis of
the density of states.
Nevertheless, the same result can be derived with a thermodynamical treatment of radi-
ation, as introduced by Wu¨rfel [106,114]. Wu¨rfel pointed out, that the emission of lumi-
nescent radiation is a quasi equilibrium problem, if a chemical and thermal equilibrium
among the charge carriers in the conduction and in the valence band exists separately10.
Than, the emission is closely related to the thermal radiation for a black body as de-
scribed by Kirchhoff’s and Planck’s law [106, 115]. Due to the electronic structures of
semiconductors, photons with lower energies are simply transmitted through the mate-
rial. This is reflected in Planck’s generalized law, derived similar to Planck’s derivation.
The differences are an additional therm for the emissivity (absorptivity) and the usage of
two different Fermi levels. The absorptivity (or emissivity) depends on the photon energy
and accounts for the restricted absorption of photons. The different Fermi levels consider
the non-equilibrium situation and describe the charge carrier distributions for holes and
electrons respectively. If EFC is the Fermi-level for the electrons and EFV the Fermi-level
9Excitons usually exhibit small binding energies and are only visible for kBT ≤ EFE where EFE is the
binding energy of the free exciton.
10This is typically the case unless the lifetime of the excitations is very short.
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for the holes, the spontaneous emission rate derives to [106]
Rsp = A(E)
c0
n
Dγ(E)
E2
exp(E−(EFC−EFV )
kBT
)− 1 . (2.24)
Here, A(E) denotes the absorptivity (related to the absorption coefficient with equation
(2.12)) and Dγ = Ωn
3
4pi~3c30
is the density of states for photons in a solid angle Ω in a
medium where n denotes the refractive index. A black body in the sense of Kirchhoff’s
definition [106] absorbs any photon independent of its energy (A(E) = 1). In a thermal
equilibrium, one Fermi level is sufficient to describe the charge carrier distributions. In
this case, EFC − EFV = 0 and equation (2.24) merges to Planck’s equation.
For a Lambertian sample surface (section 2.4.2), the detected photon flux outside of the
material is given by [106,116]
YPL(E) =
Ω
4pic20~3
A(E)E2
exp(E−µ
kBT
)− 1 , (2.25)
if assuming a homogeneous illumination (µ 6= 0), a homogeneous material, and flat Fermi
levels. The surface is assumed to be a Lambertian surface [117,118]. µ is the quasi-Fermi
level splitting and is defined as EFC − EFV = µ.
An illustration of the charge carrier distribution for different quasi-Fermi levels is shown
in figure 2.16a and the corresponding PL emission spectra are depicted in2.16b. Figure
2.16a illustrates three different Fermi levels EFC for electrons in the conduction band
and assumes one value for the holes in the valence band. This situation may refer to a
p-type semiconductor excited with three different intensities or to three slightly different
materials illuminated with the same excitation flux and exhibiting different non-radiative
recombination rates. For simplicity reasons, only one constant EFV is assumed. The
grey line represents the density of states and the filled areas the occupied states with
respect to the corresponding quasi Fermi level. The emission peak in figure 2.16b was
calculated following equation (2.25) requiring the knowledge of the absorptivity (equation
(2.12)). The absorptivity (related to the right axis) was calculated using the absorption
coefficient for a direct semiconductor (equation (2.15)), for an arbitrary value of reflectivity
(Rf = 0.05) and, a sample thickness of 2 µm. The low energy side is determined by the
absorption behaviour around the band gap. On the other hand, the high energy slope
is given by the Boltzmann approximation and determined by the temperature and the
quasi-Fermi level splitting. The peak height is very sensitive to changes in the quasi-
Fermi level splitting11. In the example, an increase of around 8% in the quasi-Fermi level
splitting from 0.75 eV to 0.81 eV leads to a difference in the peak height in one order of
magnitude.
The knowledge of the quasi-Fermi level splitting is important, since it gives an upper
limit for the achievable open circuit voltage in a solar cell by only measuring the bare
absorber [106,120].
2.5.4. Evaluation
As discussed later, it is possible to calculate the absorptivity by modelling the absorption
coefficient and use a fitting procedure to determine the quasi-Fermi level splitting as
11Of course, the intensity is also very sensitive to the temperature, as discussed in [119]
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Figure 2.16.: Schematic for the PL emission peak - Illustrating the relation (left) between
the density of state (gray lines) and the occupied states (coloured area) and the PL emission
peak(right). Note that the occupied states (coloured area) cannot extend the DOS. For
illustration purposes, the area is bigger than the DOS (in the conduction band)
described in section C.2. The model can be easily applied to Cu-rich CuInSe2 samples but
shows limitations for Cu-poor samples. Nevertheless, an alternative evaluation process
can be applied in any case and used to determine the quasi-Fermi level splitting, the
temperature, and the band gap Eg. The path is explained in [119,121] and can be briefly
summarized in two steps:
1. When concentrating on the high energy side (Boltzmann approximation) of the
emission peak with energies above the band gap E > Eg + 0.1 eV [119], the absorp-
tivity can be assumed to be A(E) ≈ 1. Additionally, the ”-1” in the denominator in
equation (2.25) can be neglected and transformed to ln(YPL(E)
CE2 ) = −E−µkBT as shown
in 2.17a. A linear extrapolation (grey lines in figure 2.17a) gives the quasi-Fermi
level splitting µ and the temperature T
2. The knowledge of µ and T allows the determination of the absorptivity by inserting
both values back into equation (2.25). The extracted absorptivity is shown in figure
2.17b. Since the absorption behaviour close to the band gap is determined by the
band gap itself and the Urbach tailing (section 2.4.2), both values can be determined
in the second step. An experience based approach using the absorptivity indicates
that the band gap is related to the energetic position where A(Eg) = 1/e [119] (sec-
tion 2.5.4). Alternatively, after deriving the absorption coefficient α(E) by means
of equation (2.12), The band gap can be deduced by α(E)2 ∗ E to eliminate the
square root in equation (2.15). The intercept with the energy axis of a linear fit to
the linear regime gives the band gap.
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(b) Illustrating the deduced absorptivity near the
band edge. The plot is suitable to determine
the optical band gap: A(Eg) = e−1. Note,
that the absorptivity is independent of the ex-
citation intensity.
Figure 2.17.: Illustration of the evaluation procedure - Examples of two PL spectra
recorded at room temperature measured for one same sample excited with excitation in-
tensities equivalent to one (blue) and five (red) times AM1.5. The determination of the
quasi-Fermi level splitting is shown on the left and the resulting absorptivity on the right.
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2.6. Solar cells
This section deals with the charge transport within semiconductors, in particular in a
pn junction, the electrical properties of solar cells, and what kind of experiments reveal
details of the solar cell characteristics.
2.6.1. Charge carrier transport in semiconductors
E=0
ECB
EVB
-qφ -qφ
Eg
χ
EFn
EFnE
z
En
Ep
Figure 2.18.: General case of the band di-
agram of a semiconductor - Schematic
band diagram of a semiconductor. Note that
q may have a positive or negative sign (ac-
cording to [35]).
Figure 2.18 shows a schematic band dia-
gram in one dimension of a semiconduc-
tor under illumination introducing the im-
portant energy levels used in the following
with respect to a reference level E = 0.
The electro statical potential ϕ accounts
for possible space charges within the semi-
conductor and an external electrical field.
The electron affinity χ gives the difference
from the electro statical potential to the
conduction band maximum ECB and the
valence band maximum EV B is given by
adding the band gap energy Eg. A posi-
tion dependence of Eg or χ may arise due
to a change in composition with the posi-
tion z in the material. Finaly, the quasi-
Fermi levels are illustrated as dotted lines, describing the electro-chemical potential of
the electrons and holes, respectively. The electro-chemical potential itself consists of two
contributions: First, the chemistry of the material in form of the electron affinity which
depends only on the material. Second, the ”reduced chemical potential” which depends
only on the particle densities (n and p) and the density of states in the CB and VB (NC
and NV ). According to figure 2.18 the Fermi levels for electrons and holes are given by
EFn(z) = −qϕ(z)− χ(z)− En(z) (2.26)
EFp(z) = −qϕ(z)− χ(z)− Eg(z) + Ep(z). (2.27)
The transport equation for electrons (and holes) describing the current density within
the device can then be traced back to the position dependent change of the quasi-Fermi
levels
Jn(z) = µnn(z)
dEFn(z)
dz
= µnn(z)(−qdϕ(z)
dz
− dχ(z)
dz
− dEn(z)
dz
) (2.28)
with the charge carrier density n, the electron mobility µn, and z the position inside the
semiconductors (holes by analogy with an additional term for the band gap energy). With
the definition in figure 2.18, electrons are moving in the direction of a decreasing EFn and
holes to an increasing value of EFp.
A proper description of the carrier transport has to take recombination and generation
processes into account. As mentioned in the section about defect spectroscopy (2.5.2),
recombination processes (and thus also generation processes) from one band to another
or transitions involving a defect level in the band gap may occur in a semiconductor. The
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continuity equation for electrons and holes accounts for this generation and recombination
processes and is given for electrons by
δn(z)
δt
= Gn(z)−Rn(z) + 1
q
dJn(z)
dz
(2.29)
where Gn is the generation rate and Rn the recombination rate for electrons. Both rates
may differ for electrons and holes from each other, if the transition process occurs via a
trap state.
Finally, the Poisson equation links the electrostatic potential ϕ(z) to the charge density
ρ(z)
d2ϕ(z)
dz2
= −ρ(z)

(2.30)
where  is the dielectric constant. Intuitively, the position dependent charge density can
be calculated by summing up the electron and hole density and the additionally ionized
defects
ρ(z) = q(p(z)− n(z) +N+D (z)−N−A (z) (2.31)
The transport, the continuity, the Poisson, and the space charge equation ((2.28)-(2.31))
build a set of coupled differential equations allowing the calculation of the charge transport
within a semiconductor or within a junction. An analytical solution is generally not
possible and either a device simulation software should be used or further approximations
are necessary.
2.6.2. Heterojunction
Assuming a p-type semiconductor (with its Fermi level close to the valence band) and
an n-type semiconductor (with its Fermi level close to the conduction band) are brought
together, a new thermal equilibrium with only one Fermi level is adapted. Thus, mobile
charge carriers are transferred across the interface balancing the different charge carrier
concentrations. In the case of a p-type absorber and an n-type window layer, electrons
from the window and holes from the absorber will flow across the junction and form a
depletion region near the junction. Within the depletion approximation, which assumes
that all impurity atoms are completely ionized and that free carriers can be neglected in
the depletion region, the width of the region is controlled by the neutrality condition
− qNA,awa ± qNIF + qND,www = 0 (2.32)
where wa is the space charge width in the absorber, and ww the width within the window
layer. The NIF accounts for possible positive (+) or negative (−) charges at the interface.
Figure 2.19 illustrates the situation of a heterojunction formed by two semiconductors.
The space charge widths are indicated on the z-axis, where z = 0 marks the position of
the interface. Due to differences in the material properties (the band gaps and electron
affinities), a conduction (∆EC) and a valence band offset (∆EV ) appear at the interface.
The potential drop across the junction, the so called built in voltage Vbi, is given by
the conduction band offset, the absorber’s band gap, and the reduced quasi-Fermi levels
(Ep,a = EFp − EV,a for holes in the absorber and En,w = EC,w − EFn for electrons in the
window layer) far away from the junction
eVbi = Eg,a − Ep,a − En,w + ∆EC . (2.33)
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Figure 2.19.: Schematic band diagram of a heterostructure - Illustration of the het-
erostructure formed between a p-type and an n-type semiconductor with different band gaps
and electron affinities. The indices a and w refer to the absorber and the window layer.
An applied voltage V will modify the potential difference between the two sides and
the voltage drop across the junction is modified to (Vbi − V ). Additionally, the depletion
width will be modified. It can be calculated by combining the charge neutrality condition
(equation (2.32)) and the Poisson equation (2.30) and is given by [35]
wa(V ) = +
saNIF
Ω +
√√√√awND,w
NA,a
(
2Ω
q
(Vbi − V )−N2IF
)
(2.34)
ww(V ) = −swNIFΩ +
√√√√awNA,a
ND,w
(
2Ω
q
(Vbi − V )−N2IF
)
(2.35)
with Ω = aNA,a+ wND,w. Equation (2.34) describes the extension into the absorber and
(2.35) into the window layer. The possible interface charges are accounted for by s = −1
for a negative and s = +1 for a positive charge density at the interface. The first positive
sign in combination with the index a describes the width inside the absorber layer and
the negative sign (with index w) gives the extend into the window layer. Thus, the space
charge width increases under a reverse bias and decreases under forward bias.
For an asymmetric n+p junction (ND,w >> NA,a) without interfaces, the width extents
only in the p-type layer and is simplified to [35]
wa(V ) =
√√√√2(Vbi − V )a
qNA,a
. (2.36)
The commonly used structure of Cu(In,Ga)Se2 based solar cells contains an addition buffer
layer. This leads to a slight modification of the above discussion, since another n-type layer
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is introduced between the absorber and the window layer. The resulting modifications of
the above equation are discussed for instance in [35]. However, the principle remains the
same.
2.6.3. Principle of a solar cell
A solar cell is a device which transforms the energy of light into electrical energy. The
cells discussed in this work are based on a heterojunction described above. Photons
with a sufficiently high energy are absorbed and electron-hole pairs are generated. These
charge carriers may then either recombine or be collected at the contacts. The collection
is ensured by a separation of both charge carrier types due to a gradient of the electro-
chemical potential (as indicated in the transport equation (2.28)). Under illumination, two
quasi-Fermi levels are present, so that gradients in the Fermi level for electrons describes
the electron current and the Fermi level for holes the hole current.
Au coated Glas
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ZnO
ZnO/Al
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Figure 2.20.: Schematic drawing of an epitaxial Cu(In,Ga)Se2 solar cell - Left:
Schematics of the epitaxial device used in this work. Details about the deposition are
described in section 4.3. Right: Cartoon of the band structure highlighting the most critical
recombination paths inside the device. Illustrated are recombinations at the interfaces (1),
in the quasi neutral zone (2), in the space charge zone (3), and at the back contact (4).
Tunnelling enhanced recombination process at the interface and in the space charge region
are indicated by (5).
In Cu(In,Ga)Se2 based devices (figure 2.20), the electrons (minority carrier) move to-
wards the pn-junction and holes to the back contact. The photo current is determined
by the minority charge carriers, which is usually limited by recombination processes in
the bulk of the absorber, in the space charge region, at the interface(s), or at the back
contact. The critical recombination paths are highlighted in figure 2.20.
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Diode currents
Information about the dominating recombination paths can be deduced by measuring the
current voltage characteristics of the solar cell. In the dark, a biased solar cell exhibits a
voltage dependent diode current. While almost no current flow is observed under reverse
bias conditions, an exponential increase under a forward bias is observed. Under illumi-
nation, an additional photo current is observed and the total current can be written as a
sum of both
Jlight(V ) = Jdiode(V )− Jph(V ). (2.37)
If the photo current Jph does not depend on the voltage, the current is simplified to
Jlight(V ) = Jdiode(V ) + JSC , where JSC is the short circuit current, and is called shifting
approximation. In practice, solar cells based on heterostructures show all recombination
processed mentioned above in parallel (right hand side in figure 2.20), so that the total
diode current Jdiode is the sum of currents from different regions within the cell, e.g.
the space charge region or the quasi neutral zone. Generally, each contribution can be
described with an exponential equation [35]
Jdiode(V ) = J0
(
exp
(
eV
AkBT
)
− 1
)
with J0 = J00exp
(−Eact
AkBT
)
. (2.38)
Here, T is the temperature, J0 is the saturation current density and A the diode quality
factor, describing the voltage dependence of the current. The saturation current can
further be attributed to a characteristic activation energy Ea and a reference current
density J00. The dominating recombination path may change with the applied voltage.
For instance, a small saturation current and a small diode factor will lead to a low current
density at low voltages and to high currents at higher voltages. On the other hand, a
big J0 and a bigger A for another recombination path may result in a higher current at
low and a smaller contribution at high voltages. Thus, changes in the diode factor of the
total current may occur, since the recombination mechanisms in the different zones (figure
2.20) exhibit characteristic diode quality factors, e.g A = 1 in the quasi neutral region
(QNR, (2) in figure 2.20) and A = 2 in the space charge region (SCR, (3) in figure 2.20).
A detailed discussion about the different characteristics for the reference current density
and the diode quality factor within the different regions can be found elsewhere [35].
Current voltage characteristics
+
-
VRsh
Rs JJdiodeJph
Figure 2.21.: Equivalent circuit of the one
diode model - Equivalent circuit illustrating
the one diode model. The direction of the
current is given within the 4th quadrant of a
V-J plot.
A thin film solar cell can be described with
an equivalent circuit of electrical compo-
nents. The so called one diode model (fig-
ure 2.21) assumes, that the current voltage
characteristic can be approximated by a
diode, a resistor parallel (Rsh) to the diode
representing a possible shunt, and a resis-
tor in series (RS).
The current voltage characteristic of a so-
lar cell under illumination can then be de-
scribed by an implicit function accounting
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for electrical loss mechanisms within the
device [35]
Jlight(V ) = J0
(
exp
(
q(V − Jlight ∗RS)
AkBT
)
− 1
)
+ V − JlightRS
Rsh
+ JSCηec(V ) (2.39)
where J0 is the saturation current density for the recombination under illumination,
JSC is the short circuit current and η the voltage dependent external collection function.
If the series resistance is small and the parallel resistance high, ηec links the short circuit
current to the photo current Jph in equation (2.37) by
Jph(V ) = JSCηec(V ). (2.40)
Before discussing the collection function more in detail (section 2.6.5), the important
parameters which can be extracted from the current-voltage characteristics are introduced.
Characteristic parameters are the open circuit voltage VOC (V(J=0)) and the short circuit
current JSC (J(V=0)) and the fill factor (FF). FF can be calculated with
FF = VmpJmp
VOCJSC
(2.41)
where the index mp describe the point with the maximum power output (maximum power
point). The conversion efficiency of a solar cell is than given by
η = FFJSCVOC
Psun
(2.42)
where Psun is the incident solar power density. Usually, the efficiency is measured at room
temperature with an illumination equivalent to an AM1.5g spectrum [122], to allow a
comparison with other devices. Measuring the temperature dependence of the IV curve
can reveal further information.
2.6.4. Temperature dependent current voltage analyses
Temperature dependent measurements are useful, since they allow the determination of
the dominating recombination path, which may be in the bulk or at the interface. The
distinction is possible, since the diode currents from different regions in the device depend
on the temperature (equation (2.38)). A practical approach describing the temperature
dependence of the open circuit voltage (where J=0) is given by [35]
qVOC = Ea + AkBT ln(
−JSCη(VOC)
J0
− VOC
J0Rsh
). (2.43)
Since the shunt resistance is high in a reasonable cell (> 103 Ωcm2), the last term in the
ln can be neglected. Ea is the activation energy of the dominating recombination path.
It is obtained by plotting VOC versus the temperature and given by the intercept with the
ordinate at T=0K of a line fitted to the data. If bulk recombination is the prevalent one,
the activation energy approximates the absorbers band gap energy. In case of dominating
interface recombinations, it leads to smaller energies compared to the band gap and is
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related to the interface band gap or to φp (figure 2.19 in section 2.6.2). The interface
band gap is the distance from the lowest conduction band to the highest valence band of
two materials.
Additionally, the temperature dependence of the diode quality factor A for a decent solar
cell can reveal more information about the location of the dominating recombination path.
On one hand, recombinations can be classified with respect to the involved particles
Ed1
Ed2 EFnEFp
Ed1
Ed2 EFnEFp
Ed1
Ed2
Nd2 Nd1
EVB ECB
Nd
0
(a) (b) (c) (d)
Figure 2.22.: Defect related recombination via defect states in a solar cell - Defect
related recombination via defect states in the QNR (a), the SCR (b), and at the IF (c) of
an absorber/window heterostructure. A defect distribution is illustrated in (d). According
to [35].
absorbing the recombination energy: photons (radiative recombination), electrons (Auger
recombination), and phonons (phonon recombination). On the other hand, an alternative
classification differentiates band-to-band transitions and defect related transitions. For
decent chalcogenide material, it turned out that defect related transitions (Shockley-Read-
Hall recombination [123,124]) determine the diode current [35]. Therefore, a more careful
discrimination for the diode quality factor is advised, since the defect distribution can
influence A.
If the dominating path is located in the QNR ((a) in figure 2.22), the diode quality factor
is expected to be AQNR = 1 [35]. For an applied forward bias V with qV >> kBT it can
be shown, that the quality factor does not depend on the temperature [35]. It is one for
a single defect level and a defect distribution Nd(E).
The defect distribution is assumed to follow an exponential function decaying into the
band gap with its maximum Nd0 at the conduction band edge (d) in figure 2.22)
dNd(E)
Nd0
=
exp(−(EC−E)
kBT ∗
)dE
kBT ∗
(2.44)
where the decay is described with the characteristic energy kBT ∗. An example is depicted
in figure 2.22.
If the dominating recombination path is in the SCR ((b) in figure 2.22), the quality factor
can be derived to be ASCR = 2 for a single energy level in the middle of the band gap
which is independent of the temperature. If a defect distribution as given in equation
(2.44) is present, the diode factor shows a dependency on the temperature and has to be
modified to ASCR(T ) = 2/(1 + TT ∗ ). An additional correction term may be necessary, if
the device exhibits an enhanced recombination due to tunnelling. In this case, the diode
factor reads ASCR,tunnel(T ) = 2/(1 + TT ∗ − Σ) with Σ = E
2
00
3(kBT )2 where E00 is the charac-
teristic tunnelling energy [35,125].
A device dominated by interface recombinations ((c) in figure 2.22) with a single defect
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level exhibits a diode factor independent of the temperature AIF = 1/(1 − Θ) where
the correction term depends on the doping densities of the absorber and the window
layer Θ = a0NA,a/(a0NA,a + w0ND,w). Again, the above defect distribution adds
a temperature dependence: AIF = 1/(1 − Θ + ΘT ∗ ) [35]. Tunnelling enhanced interface
recombinations influence the quality factor similar to the case of recombinations in the
SCR: AIF = 1/((1−Θ)(1− Σ)) (single defect) and AIF = 1/((1−Θ)(1− Σ) + ΘT ∗ )).
As seen later (section 4.4), the epitaxial cells analysed in this work cannot be described
with the one diode model and the proper determination of the diode quality factor is diffi-
cult. In general, diode factors greater than two can be explained by tunnelling mechanism
(indicated as (5) in figure 2.20). Based on the observation of Riben and Feucht [126] a
device which is dominated by tunnelling mechanisms can be identified with a temperature
dependent diode quality factor, which is proportional to the inverse of the temperature
A ∝ 1
T
. (2.45)
2.6.5. Quantum efficiency measurements
While the IV measurement yields information on the total value of the short circuit current
density, the measurement of the quantum efficiency (QE) can reveal more details about
the collection length and current loss mechanisms. If a bias dependent measurement is
performed, the space charge width of the device can further be derived.
The external quantum efficiency (EQE) is defined as the ratio of minority carriers and
the number of incident photons electons(λ)/photons(λ) for a certain wavelength λ. The
EQE can be written in a differential form [35]
EQE(λ, V ) = −1/qdJph(λ, V )
djγ(λ)
(2.46)
where jγ(λ) is the incident photon flux density at a given wavelength. Equation (2.46)
describes the wavelength dependent current response of the device. Thus, the photo
current Jph can be expressed in these quantities by the integration [35]
Jph(V ) = −q
∫ ∞
0
djγ(λ)
dλ
EQE(λ, V )dλ (2.47)
and gives a possibility to calculate the photo current by measuring the EQE. The knowl-
edge of the external collection function to determine the photo current, as described above
(equation (2.40)), is not required, since it is contained within the measurement.
Typically, the collection function of the absorber is close to unity within the SCR and
declines exponentially with the diffusion length in the QNR [35]. If wa is the width of the
SCR and Ln,a is the electron diffusion length, an effective collection length can be defined
as
Leff = wa + Ln,a. (2.48)
As pointed out before, the space charge width depends on the applied voltage and increases
under a reverse bias (equation (2.36) in section 2.6.2). Therefore, the collection function
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must change and will affect the EQE as well.
The dependency was used by Ga¨rtner [35,127] approximating the shape of the EQE as
EQE(λ, V ) = T (λ) (1−R(λ))
(
1− exp(−αa (λ)wa (V ))1 + αa(λ)Ln,a
)
. (2.49)
Here, T is the transmission of the window and the buffer layer and R the reflectivity
of the solar cell. αa describes the absorption coefficient of the absorber. The EQE
approaches unity for short wavelengths with αa(λ)wa(V ) >> 1 and does not depend on
the voltage [35]. On the other hand, when applying a bias voltage to the device, the change
in the SCR width will influence the EQE for long wavelengths. A further simplification
of (2.49) concentrates on the high wavelength region and allows the determination of the
effective collection length Leff defined above [128,129]:
EQE (αa(λ)) = K(1− exp(−αa(λ)Leff ) (2.50)
where K is a constant accounting for the losses due to the absorption in the window and
buffer layer and the reflectivity of the cell.
Set-Up at LPV
Figure 2.23 illustrates the principle of the technique as it is used in the home laboratory.
A monochromator selects the desired wavelength from two light sources, which is then
guided to the sample to be measured. The different light sources are optimized to cover
the whole spectrum from the ultra violet to the infrared with a sufficiently high intensity.
The spot diameter is in the order of 2 mm. Because of the low signal response from the
sample, the current is measured with a lock-in amplifier. The required reference point
signal for the amplifier is given by a chopper behind the monochromator. The contacts
of the solar cell are connected to a potentiostat which first amplifies the current before
the signal reaches the lock-in system. Additionally, a DC bias voltage can be applied to
the device. The whole system is controlled by a computer program which automatically
calibrates the system with the known current response of a Si and an InGaAs diode.
lamps
monochromator chopper
chopper control
lens
potentiostat
+amplifierlock‐inamplifiercomputer DC‐bias
current signal
clock
currentsignal
sample
contacts
Figure 2.23.: Set-up for QE measurement - The optical path of the light monochromatic
light beam is shown in gray. The sample is connected to a potentiostat amplifying the
signal from the sample before entering into the lock-in amplifier and beeing recorded by a
computer. The amplifier uses the chopper as a clock signal. [130]
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2.6.6. Capacitance measurement
The measurement of the capacitance as a function of voltage is a widely used technique to
determine the doping concentration and the built in voltage of a device. The capacitance
can be determined by applying an AC voltage to a pn-junction and measuring the resulting
admittance Y . The capacitance is then the imaginary part of the admittance
C = Im(Y )
ω
(2.51)
where ω is the angular frequency of the AC voltage. In the specific case of a pn-junction
with a highly doped window layer and without deep defects in the absorber, the space
charge width is given by equation (2.36). For the specific case, the alternating voltage
leads to a constant charging and discharging process of the defect levels located at the
boundaries of the SCR. The capacitance can be expressed as the change of charges with
the changing voltage and in analogy with the charges on the plates of a capacitance, it is
C = dQ
dV
= aA
wa
(2.52)
with the area A of the solar cell, the space charge width wa and the dielectric constant of
the absorber. If an additional external DC voltage is applied to the device, the SCR is
modified (see equation (2.34)) and the capacitance will change accordingly:
C =
√√√√ qA2aNA
2(Vbi − V ) . (2.53)
A transformation yields the Mott-Schottky plot, reflected in
1
C2
= 2
aNAqA2
(Vbi − V ). (2.54)
Thus, by changing the external voltage, the determination of the doping concentration
and the built in potential becomes possible.
2.6.7. Band alignment
The band offsets within a pn-junction play an important role for the electrical properties
of the device. For example, the built in voltage (equation (2.33)) is influenced by the
conduction band offset and changes accordingly the width of the space charge region. A
non-optimized band alignment can further hamper the charge transport due to induced
potential barriers or an increase in recombination at the interface. While the band offsets
for the pn-junction in Cu(In,Ga)Se2 devices is well studied [9, 35], the following section
mainly concentrates on the additional interface to the GaAs substrate. Later, the dis-
cussion will be used in the simulation part (section 4.10) showing the calculations for
epitaxial devices.
Band offsets can be determined experimentally, e.g. by photoemission spectroscopy (PES)
or by capacitance measurements [9, 131] or calculated, e.g. by self-consistent electronic
structure calculations [35]. Referring to the interface between GaAs and Cu(In,Ga)Se2,
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experimental data and theoretical calculations can be found in literature. However, as
seen later, the values differ slightly and are compared below.
In general, the experimental determination of valence band offsets (VBO) is rather dif-
ficult, since various circumstances can falsify the result. For instance, to determine the
VBO between two materials A and B by means of PES, the core levels of the bare ma-
terial A are measured first. Then, thin layers of different thicknesses of material B are
deposited and the change of the core levels are measurement again. The comparison of
the energy levels allows the determination of the valence band offset. During the growth
the interdiffusion of species from material A to B or vice versa might occur, which can
falsifies the result.
Another difficulty for Cu(In,Ga)Se2 is the presence of ordered defect compounds (ODC)
such as CuGa3Se5 in CuGaSe2 . A ODC phase may falsify the results as well. For exam-
ple, when going from a Cu-poor to a Cu-rich composition of CuGaSe2, the valance band
maximum may shift up to ≈ 0.5 eV [132].
An experimental approach [133] studies the band offsets between CuGaSe2 and CuAlSe2
grown on GaAs using PES. The samples were grown with metalorganic vapour phase
epitaxy on a GaAs (001) substrate and are directly comparable with this work. The
authors specify a valence band offset of ∆EV = −0.3 eV when going from the GaAs to
CuGaSe2. With a band gap energy of Eg,GaAs = 1.4 eV for GaAs, the conduction band
offset follows to be ∆EC = 0 eV.
A BC
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ΔEV,AC ΔEV,CB
χA χB
χC
E
z
EG,A
EG,C
EG,B
E=0
Figure 2.24.: Transitivity rule - Illustration of the transitivity rule. The band offsets between
two semiconductor A and B can be calculated with the transitivity rule, if the offset of A
and B are known with respect to a third semiconductor C.
The so called transitivity rule [134,135] helps to derive a comparison and is illustrated
in figure 2.24. The rule states, that the offset between two semiconductors A and B
can be deduced, if the offset to a third material C is known for A and B, respectively:
∆EABv = ∆EACv −∆EBCv .
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∆EV B ∆ECB Method Reference
-0.3 0.0 directly measured (∆EV B) [133]
0.0 +0.3 transitivity rule [136,137]
-0.4 -0.1 IFIGs [131]
≈ +0.1 +0.4 transitivity rule via CuInSe2 [40, 138]
Table 2.2.: Valence band discontinuity between GaAs and CuGaSe2 - Summary of
different valence band offsets found in or deduced from the literature. The last row was
determined based on measurements of CuInSe2 and ZnSe and then transferred to CuGaSe2
allowing a direct comparison.
In this case A is GaAs, B is CuGaSe2 and the reference C is ZnSe. By means of
PES, the valence band discontinuity between CuGaSe2 and ZnSe were determined to be
∆EV = −0.6 eV and the offset of the conduction band calculated to be∆EC = +0.4 eV
[136]. On the other hand, the VBO between GaAs and ZnSe was determined (by PES as
well) in [137]. Here, the offset is determined in dependence of the interface composition
Ga
As and is for a stoichiometric surface ∆EV = −0.6 eV when going from the ZnSe to the
GaAs and ∆EV ≈ −0.7 eV for GaAs ≈ 1.5. Thus, the VBO is ∆EV ≈ 0 eV between GaAs
and CuGaSe2 and the CBO calculated to be ∆EC = +3 eV.
The valence band offset between CuInSe2 and ZnSe was also determined with PES
measurements [138]. The results showed a VBO when going from CuInSe2 to ZnSe of
∆EV = −0.7 eV. According to the transitivity rule, the valence band offset between
GaAs and CuInSe2 is then ∆EV = +0.1 eV resulting in a CB offset of ∆EB = −0.3 eV
for CuInSe2. Since the change of the band maxima for CuIn1−xGaxSe2 are known [40], a
direct comparison to CuGaSe2 is possible. The band offset between CuInSe2 and CuGaSe2
were found to be EV = 0.04 eV and EV = 0.7 eV [40]. Therefore, the offsets between GaAs
and CuGaSe2 read ∆EV = +0.14 eV resulting in a CB offset of ∆EB = +0.4 eV.
Finally, the interface-induced gap state (IFIGs) model [131] was applied to Cu(In,Ga)Se2
before [9, 35, 131]. The IFIGSs model relies on a material specific energy level across the
interface, the so called charge-neutrality level or branch-point energy. At the interface
of two semiconductors, the electronic states determined by the bulk are modified and
additional interface states are formed at the interface. These new states are also known
as virtual gap states and are within the band gap of the bulk material. The branch-point
energy is then defined as the energy level where the character of the virtual gap state
changes from VB-like (donor like) to CB-like (acceptor like) [131]. The difference of the
branch-point energies of two semiconductors 1 and 2 is directly related to the valance
band offset by ∆EV B = WBP,1−WBP,2. Applied to GaAs and CuGaSe2, the valence band
offset reads ∆EV = −0.4 eV [131].
In summary, the valence band offset between CuGaSe2 and GaAs is between
∆EV = −0.4 eV and ∆EV = +0.1 eV (table 2.2). In combination with the band gap, the
conduction band maximum can be calculated (figure 2.24). For the simulation performed
with SCAPS [139], the electron affinity has to be adjusted according to the conduction
band, as described in section 4.10. For different GGIs, the band maxima can be calculated
according to the equation given in table B.1 (compare figure 2.3). The band discontinu-
ities for the common polycrystalline cells were discussed in literature. A summary of the
used values is given in the simulation section 4.10.
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THREE
QUASI-FERMI LEVEL SPLITTING IN CUINSE2 FILMS
This chapter summarizes the results of the PL experiments carried out at room temper-
ature with a series of polycrystalline and epitaxial CuInSe2 samples featuring a range of
composition of [Cu]/[In] ≈ 0.8 − 1.7. Since the set-up is used for all measurements, it
is described in the beginning. The measured spectra were analysed as shown in section
2.5.4 and are discussed in section 3.2 and 3.3.
3.1. Methodology
3.1.1. Set-up
Within this work, the available set-up at LPV was extended to allow intensity calibrated
measurements. To improve the collection of photons emitted from the sample, lenses had
to be exchanged. The new lenses have an anti reflecting coating in the spectral range of
interested around 1 eV. A new spectrally calibrated light source was introduced ensuring
a spectrally correction. The new intensity calibration was established by using the avail-
able laser systems. The correction is described more in detail in section 3.1.2.
All measurements were carried out with the extended self-made set-up schematically
shown in figure 3.1. The set-up uses a confocal geometry, meaning that one lens (2) is
used to focus the excitation onto the sample and to collect the emitted photons from the
sample. An advantage of this configuration is the efficient collection of the emitted signal,
since the position of the sample holder coincidences with the focal point of this lens (lens
2 in figure 3.1). The excitation was realized using the green laser line (λ = 514.5 nm)
of an argon ion laser (green line in figure 3.1). To avoid a high excitation density on a
tiny spot (due to the focusing onto the sample), a beam widener was introduced (the
combination of lens (1) and (2)). The optical path of the excitation is illustrated in figure
3.1 where the position of lens (1) is chosen such that the focal point (circle) of this lens
and the one next to the sample (lens (2)) fall together. Thus, the beam widener acts as
a Keplerian telescope as described in [140] where the optical path of a Gaussian beam
is explained more in detail. The widening ensures a homogeneous excitation reflected in
the parallel beam at the sample’s position in figure 3.1. The beam size was chosen to be
bigger than the detected area and the diffusion length of the charge carriers in CuInSe2.
The diffusion length in CuInSe2 depends on the [Cu]/[In] ratio and is between 1.6 µm
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Figure 3.1.: Schematic view of the PL set-up - Optical path for the confocal set-up
used for the PL measurements. Mirrors (black) and lenses (blue) were used to ensure a big
excitation spot on the sample and to guide the emitted photons to a fiber connected to
the spectrometer. Therefore, the focal points of the lenses (1) and (2) were chosen such
that they act as a Keplerian telescope and thus as a beam widener. Note that the exciting
laser beam (green) is parallel at the measuring position. The sample’s position is at the
focal position of the lens (2), ensuring an efficient collection of the PL signal (red lines) and
parallel light beams on the right hand side of lens (2). The focal point of lens (3) guides
the photons to the fiber connected to the spectrometer.
for Cu-poor and ≈ 3 µm for Cu-rich material [141]. Finally, the emitted photons were
collected and coupled into a fiber optic guiding the signal to the spectrometer (Shamrock
SR-303i-B from the company Andor). The spectrometer is equipped with a Si camera for
the visible spectral range and an InGaAs detector for higher wavelengths.
The beam size at the samples position was determined with a CCD camera. The phys-
ical dimensions of the active area on the chip allows the transformation from pixel to
a physical length. Thereby the determination of the area and thus the power density
of the excitation source is possible. This is crucial to ensure comparable excitations by
allowing the calculation of a photon flux and thus the specification of a sun equivalent.
Figure 3.2 illustrates the calibration function for the excitation, where this flux is plotted
against the power indicated on the control unit of the laser. The right axis (logarithm)
translates the flux into the equivalent of suns assuming a semiconductor with a band gap
of Eg = 1 eV. The translation is done my means of the AM1.5g spectrum [122]. The in-
tegral
∫∞
Eg
AM1.5(E)dE over the AM1.5g spectrum determines the number of absorbable
photons (see appendix C.1).
3.1.2. Correction function
To separate the reflected excitation signal from the actual emission spectrum, the usage
of additional filters is necessary1. These filters may show different transmission character-
istics and can modify the spectrum emitted from the sample. Additionally, the detectors
1In fact, many facts determine the measured spectra. More optical compounds such as grey filters or
colour filters might be in the optical path or gases in the ambient air, for instance water vapour [142]
may absorb the emitted photons and thus falsify the data.
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Figure 3.2.: Calibration of the excitation - The calibration function for measuring equiv-
alent to x-suns. The abscissa shows the laser power on the control panel of the laser.
Measuring the power at the sample position within the set-up and by knowing the diameter
of the laser beam the photon flux density at the sample position can be determined. The
equivalent sun(s) are given on the right axis.
show a wavelength dependent sensitivity. To take the transmission characteristics of the
optical components, the sensitivity of the detector, and other spectral distortion into ac-
count, the raw measurement has to be corrected spectrally. Measuring the spectrum of
a known reference light source allows the determination of a wavelength dependent cor-
rection function. By applying this correction function to the recorded emission spectra
of a sample, all set-up related (spectral) errors are eliminated. The unit of the intensity
measured in the detector is still arbitrary. The spectral correction is illustrated in figure
3.3 where the measured reference spectrum (red line) of the calibration lamp (dotted red
line) is shown. If fexp(λ) is the measured spectrum of a known spectrum fcal(λ), the
spectral correction function c(λ) is given by
c(λ) = fcal(λ)
fexp(λ)
. (3.1)
To determine absolute values of the quasi-Fermi level splitting and the temperature (sec-
tion 2.5.4)2, an additional intensity correction is necessary. The spectral correction has
to be scaled to convert the arbitrary unit into a meaningful power density.
The scaling factor was determined by means of the laser line with a known power
density3. Therefore, the laser peak was measured and spectrally correcting by applying
the spectral correction function given by equation (3.1) (blue peak in figure 3.3). If the
photon flux from the laser is given by φ and the maximum of the spectrally corrected
2Note that the absorption behaviour can be determined without knowing the absolute value of emitted
photons.
3As described above, the area of the laser spot was determined with a CCD camera. The power was
determined with a power meter.
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Figure 3.3.: Absolute correction function - The schematic plot illustrates the spectral and
intensity correction. The spectral shape of a known reference light source (dotted line) can
be used to correct the measured reference (red line). The spectral corrected data can be
scaled to an absolute value by multiplying the data with an additional factor. Note that
depicted laser (blue line) is the second order peak to illustrate the principle. The correction
factor was determined with the main peak at λ = 514 nm. The spectrally and intensity
corrected reference measurement is shown as the dashed blue line.
peak by pmax, the scaling factor is calculated by s = φpmax . Then, the absolute intensity is
given by
cabs(λ) = c(λ)s (3.2)
The dashed blue line in figure 3.3 shows spectrally and intensity corrected reference spec-
trum. To minimise the error, several laser peaks with different photon fluxes (compare
figure 3.2) should be measured and averaged.
3.1.3. Lambertian surface
As pointed out before, the validity of Planck’s generalized law (equation (2.25)) is delim-
ited by various assumptions (see chapter 2.5.3). One of these assumptions is the existence
of a Lambertian surface (section 2.4.2), meaning that the angular dependence of the in-
tensity with respect to the surface normal follows a cosine law described by Lambert’s
emission law [117,118]. Since the evaluation of the performed PL experiments within this
work rely on (2.25) it is worthwhile to revise the angular dependence of the emitted pho-
tons. Exemplary, a Cu-poor and a Cu-rich sample for both material types (polycrystalline
and the epitaxial) were measured. The schematic set-up for the measurement is depicted
in figure 3.4a, where the sample is mounted above the fixed rotation centre of a rotatable
arm. The arm is equipped with a fiber optics connected to the same spectrometer as
used in the later measurements and described in section 3.1.1. The distance between the
surface and the fiber was approximately 4 cm. The incident laser beam was parallel to
the sample’s surface normal. The intensity was chosen such that a compromise between
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a reasonable count rate and the measurement time was found for the different samples,
respectively. To compare the different measurements, the peaks where normalized to the
highest measured signal for one sample.
Top view
Side view
β
(a) Schematic view of the set-up to measure
the angular dependence of the emitted sig-
nals. The green line represents the incident
laser beam.
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Figure 3.4.: Angular dependence of emitted photons for CuInSe2 - Set-up (left) used
to validate the Lambertian surface and the measured intensity distribution(right).
Figure 3.4b summarizes the angular dependence of the peak maximum normalized to
the highest value, respectively. The argumentation is limited to the maximum height,
since neither the position on the sample nor the excitation intensity was changed. Thus,
the peak height is directly proportional to the quasi-Fermi level splitting of each absorber.
The solid line in figure 3.4b represents the expected dependence for a Lambertian surface.
The measured intensities are in reasonable agreement with the theoretical curve. Thus,
one can conclude, that the CuInSe2 samples behave like a Lambertian surface and the
assumption for equation (2.25) is valid.
3.2. Influence of Cu excess during the growth
The following part concentrates on the influence of Cu excess during the growth of the
absorber layers. The influence will be discussed in terms of the quasi-Fermi level split-
tingand the absorption behaviour near the band edge. In the beginning the composition
dependence of the quasi-Fermi level splitting is examined, since this value is compulsory
for the calculation of the absorption behaviour.
Two sample series of CuInSe2 are investigated: an epitaxial and a polycrystalline one.
The epitaxial samples where grown as described in chapter 2.3. The polycrystalline sam-
ples were grown on a molybdenum coated soda lime glass substrate in a molecular beam
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epitaxy (MBE) chamber. The elements were co-evaporated following a modified three-
stage process [143, 144]. For the Cu-poor films the full three-stage process with different
durations of the third step was used. On the other hand, Cu-rich films were prepared by
varying the duration of the second stage without the third step.
All samples were measured, the spectra corrected (section 3.1.2) and evaluated as de-
scribed in section 2.5.4 (compare section D).
3.2.1. Quasi-Fermi level splitting
The dependence of the quasi-Fermi level splitting on the absorber’s composition is de-
picted in figure 3.5 for the polycrystalline samples (blue circles) and for the epitaxial
ones (red diamonds). In general, both series exhibit the same trend: an increase of the
quasi-Fermi level splitting with an increasing [Cu]/[In] ratio. Nevertheless, the epitaxial
material exhibits in general ≈ 50− 100 meV higher values compared to the polycrystalline
ones.
The epitaxial series shows an almost linear correlation between [Cu]/[In] ≥ 0.8
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Figure 3.5.: Quasi-Fermi level splitting of epitaxial and polycrystalline CuInSe2 -
The quasi-Fermi level splitting for epitaxial (red diamond) and polycrystalline (blue circles)
CuInSe2 samples in dependence of their composition. The excitation was equivalent to
AM1.5g (see section 3.1.1).
and [Cu]/[In] ≤ 1.1 starting at ≈ 405 meV up to ≈ 570 meV. However, the value for
[Cu]/[In] ≈ 1.5 does not follow this trend. The significantly lower value of 490 meV is
probably related to a different surface structure. Due to the high Cu excess, it is very
likely to form CuxSe crystals on top of the surface [13, 84]. This additional compound
modifies the reflection behaviour, may introduce non-radiative recombination regions, and
the emitted photons from CuInSe2 can be scattered. Thus, the emission rate outside the
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Figure 3.6.: Open circuit voltage for polycrystalline CuInSe2 - Open circuit voltage of
cells made from polycrystalline absorbers of the same growth process as the samples shown
in figure 3.5.
sample is reduced.
On the other hand, the polycrystalline series exhibits a step like behaviour around the
stoichiometric point. First, the increase for [Cu]/[In] < 1 can be approximated by a linear
behaviour, levelling off for samples grown with a higher Cu supply. Only one point at
[Cu]/[In] = 1.05 does not follow this trend and shows a minor quality compared to the
higher values of the neighbouring compositions. This is most likely related to this partic-
ular growth process.
Since the quasi-Fermi level splitting limits the maximum achievable open circuit voltage
(section 2.5.3), it is interesting to compare the measured values with the VOC of the final
devices. Unfortunately, it was not possible to create pure CuInSe2 based epitaxial solar
cells, which is why the following discussion is limited to the polycrystalline samples.
Correlation with VOC
During one process, four different films can be grown at once with an identical com-
position. While several absorbers are used to perform different characterisation tech-
niques, one is used to make solar cell devices. Figure 3.6 shows the measured VOC of the
finished devices for the above discussed absorbers respectively. Compared to the mea-
surements of the quasi-Fermi level splitting on the bare absorbers, the opposite trend is
observed: The VOC decreases until slightly above the stoichiometric point and levels off
for [Cu]/[In] ≥ 1.2. As indicated already above, the outlier ([Cu]/[In] = 1.05) deviates
from this trend. The deviation can be attributed to a minor absorber quality and could be
observed before. This indicates that the determination of the quasi-Fermi level splitting
before finishing the complete device is a suitable tool to sort out absorber layers with a
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minor quality and thus saving time and resources.
Besides the general contradicting trend (compared to the quasi-Fermi level splitting in
figure 3.5), the values differ significantly. While µ shows values of ≈ 300 meV for the
lowest [Cu]/[In] ratios, the VOC rises up to 0.5 V. This difference is related to the ageing
of the absorber material, which is especially severe for Cu-poor compositions. As dis-
cussed later more in detail (section 3.3), the absorber’s quality is significantly reduced
when exposed to air and can be recovered with an etch in KCN. Since an etch in KCN is
the standard procedure in the lab when making solar cells, the increase is related to the
refreshing etch. The contradicting trends in the VOC and the quasi-Fermi level splitting
leads to the conclusion, that the samples grown under Cu excess have in principle a higher
potential. The quasi-Fermi level splitting of the bare absorbers reveals ≈ 100 meV higher
values than the measured VOC . Thus, the generally observed trend for worse performing
Cu-rich CuInSe2 [145] cannot be explained by a minor absorber quality of samples grown
under Cu excess. A fundamental difference between Cu-rich and Cu-poor compositions
is a higher doping level and a widening of the surface band gap. It is believed that the
enlargement of the band gap is accompanied with a bigger valence band offset to the CdS
layer which is beneficial for the type inversion at the pn-junction [145]. In combination
with the generally observed higher doping concentrations, the interface recombinations
for Cu-rich samples are significantly higher and can explain the difference between the
higher quasi-Fermi level splitting and the lower VOC . The discussion about the difference
between Cu-poor and Cu-rich absorbers and the different situation at the interface is
continued in chapter 3.3.
3.2.2. Absorption
Knowing the quasi-Fermi level splitting (and the temperature), the absorption behaviour
near the band gap can be deduced (section 2.5.4) and therefore the optical band gap and
the Urbach energy. The absorption coefficient can be calculated by means of equation
(2.12), if the sample thickness d and the reflectivity Rf are known. For the evaluation the
reflectivity was assumed to be Rf = 0 since the reflectivity in Cu(In,Ga)Se2 within the
band gap region is low enough that it does not modify the values for the quasi-Fermi level
splitting significantly [119] (compare section C.2). The calculated absorptivity spectra
are depicted in figure 3.7 where the red colour indicates the Cu-rich and the blue the Cu-
poor side. A clear trend is observed, namely a shift to higher energies with an increasing
[Cu]/[In] -ratio. A more detailed analysis is given in the following.
Band gap
In the following, the absorptivity (1) (section 2.5.4) and the absorption coefficient (2)
(equation (2.15)) are used to determine the band gap.
The first method is illustrated in figure 3.7 and shows the absorptivity for the epitaxial
(left) and the polycrystalline (right) samples. The green line indicates the position, where
the absorptivity drops to e−1 so that the intercept with the absorptivity gives the position
of the band gap. Figure 3.8 shows the second method using the absorption coefficient,
and depicts the squared absorption coefficient deduced from the absorptivity. The green
dashed line shows an exemplary linear fit in the linear regime. In this case, the band gap
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Figure 3.7.: Absorptivity for epitaxial and polycrystalline CuInSe2 - Calculated ab-
sorptivity for CuInSe2 absorber layer with different compositions: Cu-poor (blue), Cu-rich
(red), and around the stoichiometric point (grey). The dashed green line represents A = e−1
as an indication for the band gap. The spectra are deduced from PL measurements at room
temperature and determined as described in section 2.5.4
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Figure 3.8.: Absorption coefficient for epitaxial and polycrystalline CuInSe2 - Absorp-
tion coefficient α for CuInSe2 absorber layer with different compositions: Cu-poor (blue),
Cu-rich (red), and around the stoichiometric point (grey). The absorption coefficient was
derived from the absorptivity shown in figure 3.7 with equation (2.12). The absorption coef-
ficient is plotted as α(E)2E in dependence of the energy to determine the band gap energy.
The straight line (green) indicates the region dominated by the square root behaviour of the
absorption coefficient.
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is given by the intercept with the energy axis.
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Figure 3.9.: Composition dependence of the band gap for CuInSe2 - The composition
dependence of the band gap for epitaxial (left) and polycrystalline (right) CuInSe2 with
different [Cu]/[In] ratios determined with different methods.
The results of the composition dependent optical band gap determined via the PL mea-
surement are depicted in figure 3.9b (polycrystalline) and 3.9a (epitaxial) where the red
crosses were determined using method (1) and the blue circle with method (2).
Either way, both sample types show an almost identical shape, namely a constant increase
up to a composition of [Cu]/[In] = 1.0 and levelling off afterwards. In the polycrystalline
case, the levelling off occurs at Eg ≈ 1.01 eV (method (1)) or following method (2) at
Eg ≈ 1.02 eV. Although the values for samples with [Cu]/[In] > 1 are comparable for
both types, the polycrystalline material shows slightly lower values on the Cu-poor side
down to Eg = 0.96 eV and Eg = 0.97 eV for the lowest [Cu]/[In]-ratios, while the epitaxial
counter part reaches values down to Eg ≈ 0.99 eV. The reason for the difference might be
related to strain within the epitaxial film. Tight-binding calculations applied to CuGaSe2
showed a dependence of the band gap on the ratio a/c of the lattice constants [17,43,72].
Therefore, it is likely that the epitaxial Cu-poor samples were slightly strained.
The two methods to determine the band gap lead to slightly different values. Obviously,
the usage of the absorption coefficient seems to be more reliable, since it is identical to
the literature value of Eg = 1.02 eV [41,146,147] since it is rather clear to find the linear
region arising from the transformation from a square root behaviour to a linear shape by
squaring the absorption coefficient. The absorptivity method is slightly hampered by the
influence of the Urbach tailing. However, a clear distinction between the Urbach tailing
dominated part and the band gap related part is clearly possible.
The increasing band gap with an increasing [Cu]/[In] ratio can be explained with im-
proved theoretical calculations. Self-consistent band structure calculations predicted a
pronounced dependence of the band gap on the anion displacement parameter (section
2.1.1. Indeed, huge differences in the displacement parameters had been observed while
the band gap remained unchanged [148]. This indicates, that the theoretical calculations
in the past overestimated the influence by neglecting an other band gap stabilizing effect.
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GW calculations explain this stability for CuInSe2 by a feedback mechanism [148,149]: if
a distortion of the lattice occurs, the variation of the anion displacement affects the size of
the band gap. However, this variation also acts upon the concentration of Cu vacancies,
since the formation energy of this defect is modified by a shift of the valence-band maxi-
mum (VBM). As a result, the variation in the density of Cu vacancies induces a change
in the band gap that counterbalances the initial change due to the distortion [148].
Urbach tailing
As discussed in section 2.4.2, the typical square root character of the absorption coeffi-
cient near band gap has to be extended by an exponential function describing the Urbach
tailing for a proper description below the band gap. By plotting the absorption coefficient
logarithmically, a straight line reveals the region, where the Urbach tailing dominates the
absorption. This can be seen in figure 3.10 showing the logarithm of the absorption co-
efficients for the known sample series. The colour indicates the composition: Cu-poor
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Figure 3.10.: Absorption coefficient for different [Cu]/[In]-ratios of CuInSe2 - The
absorption coefficient of epitaxial (left) and polycrystalline (right) CuInSe2 thin films derived
from PL measurements.
in blue and Cu-rich in red. For the polycrystalline material (figure 3.10b), the Cu-poor
samples exhibit a more convex and the Cu-rich ones a more concave shape. Although
this effect is significantly less pronounced for the epitaxial films, it is still visible. An-
other interesting feature is the appearance of an additional slope within the band gap
(E ≤ 0.9 eV) for the Cu-rich absorbers. As pointed out before (section 2.4.2), this region
is related to transitions into localised states, namely defects.
By fitting the exponential function (2.16) within the linear region right below the previ-
ously determined band gap energy, the Urbach energy can be obtained. The results of the
fitted Urbach energies are depicted in figure 3.11. The red diamonds and the blue circles
show the Urbach energies for the epitaxial and the polycrystalline samples, respectively.
Both kinds of absorbers are again very comparable: With an increasing [Cu]/[In] ratio,
the Urbach energies decrease from ≈ 15 meV (16.5 meV for polycrystalline) until levelling
out for [Cu]/[In] > 1.0 at ≈ 9 meV (11 meV). In general, the values are comparable to
the ones measured on single crystals grown by a freezing method [104].
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Figure 3.11.: Composition dependence of the Urbach energy for CuInSe2 - Urbach
energies for epitaxial(diamond) and polycrystalline(circle) CuInSe2 thin film absorbers.
3.3. Degradation of CISe
This section deals with absorber qualities of bare epitaxial and polycrystalline absorbers
and their degradation. The influence of an etch in KCN, the effect of an additional
CdS layer on top of the absorber, and a comparison of fresh and aged layers is given.
The discussion concentrates on the quasi-Fermi level splitting, since it is interpreted as a
measure of the absorber quality.
All measurements were performed with the same calibrated PL set-up and evaluated as
described in section 2.5.4. For the evaluation of one time series, it is assumed that the
temperature does not change with time while using the same excitation power. Thus,
an average of the determined temperatures (section 2.5.4) for the first ten measurements
was calculated and used as a constant parameter for each fit of a series. This path was
chosen, since the first measurements showed the highest PL intensity resulting in a very
smooth dataset. The excitation flux was set to five times AM1.5g (section 3.1.1). Before
discussing the degradation and the passivation more in detail, the influence of a constant
excitation flux is highlighted.
3.3.1. Illumination dependent effects
A constant illumination influences the degradation speed of freshly grown samples and
refreshed absorbers4. This behaviour is known, e.g. in GaAs [150], CdTe/CdS [151],
or in Cu(In,Ga)Se2 [152]. To specify the difference between the ageing under constant
illumination and in the dark, several spots on the same sample previously not exposed to
4As shown later, an etch in KCN refreshes a degraded CuInSe2 absorber and compares with the freshly
grown material.
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any light were measured. The time dependent change of the quasi-Fermi level splitting
of these measurements is shown in figure 3.12 for a polycrystalline Cu-poor (blue) and a
Cu-rich (red) absorber.
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Figure 3.12.: Ageing in the dark and under illumination - Comparison of a Cu-poor
(red) and a Cu-rich (blue) CuInSe2 thin film. The measurement was performed on different
spots on the samples previously not exposed to light. The first measurement (squares)
correspond to the ”dark” state and the dotted lines to the degradation under illumination.
The grey dashed lines are fits to the dark data points. The Cu-rich sample follows a linear,
the Cu-poor an exponential decay.
Two different states are depicted: 1) The red solid line corresponds to a freshly grown
sample measured with a constant illumination right after leaving the growth chamber
(t = 0). 2) the squares correspond to the first measurement on a spot not exposed to
any light before. Here, t = 0 corresponds to the time after leaving the KCN solution of
the recovery etch. The following dotted line were measured at the same position under
constant illumination.
To highlight the difference to the previously dark spots the ”dark” points were fitted
(dashed grey line) with a linear equation (Cu-rich) and an exponential function (Cu-
poor). Although the decay in the dark is slower compared to the illuminated ones, both
compositions show a decrease in the quasi-Fermi level splitting. Nevertheless, for the Cu-
rich absorber, the degradation speed is significantly reduced. The drop of the quasi-Fermi
level within one day is in the order of 10 meV. On the other hand, the Cu-poor samples
exhibit a faster loss of around 120 meV.
Under constant illumination, the Cu-poor sample looses ∆µ ≈ 50 meV in 60 min and
only ∆µ ≈ 20 meV in the dark (in the plot at t ≈ 100 min). In the same time of 60 min,
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the Cu-rich absorber looses less then 1 meV in the dark and ≈ 6 meV(in figure 3.13a at
t ≈ 1650 min).
3.3.2. Aged samples
Epitaxial and polycrystalline samples with different compositions were exposed to air for
several months until they were considered as ”aged”. This aged state was determined
and is shown in 3.13a (polycrystalline) and 3.13b (epitaxial) as the rectangles at t < 0.
Here, the colour indicates the composition: blue for Cu-poor, red for Cu-rich, and grey for
stoichiometric. The general trend is in agreement with the previous observations, namely
an increase of the quasi-Fermi level splitting with the [Cu]/[In] ratio. It reads (table 3.1)
µ ≈ 400 meV for [Cu]/[In] = 0.95, µ ≈ 450 meV for [Cu]/[In] = 1.05 and µ ≈ 460 meV
for [Cu]/[In] = 1.2 on the polycrystalline side and µ ≈ 460 meV for [Cu]/[In] = 0.9 and
µ ≈ 490 meV for [Cu]/[In] = 1.0 and µ ≈ 500 meV for [Cu]/[In] = 1.6 on the epitaxial
side.
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(a) Polycrystalline CuInSe2 with different com-
positions: [Cu]/[In] = 0.95 (blue), [Cu]/[In] =
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(b) Epitaxial CuInSe2 with different composi-
tions: [Cu]/[In] = 0.9 (blue), [Cu]/[In] = 1.0
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Figure 3.13.: Ageing behaviour of CuInSe2 - Ageing behaviour of polycrystalline (left)
and epitaxial (right) samples. Different colours represent different samples with different
compositions. The solid lines show the change of the quasi-Fermi level splitting with
respect to the time after an etch in KCN. The dashed lines show the time dependent
change after the deposition of a CdS layer.
In the following, each sample was etched just before starting the time dependent mea-
surement. Thereby, the time between the etching process and the first measurement was
about 3 min. Details of the etching process are described in section 4.3.
The time dependent change of the quasi-Fermi level splitting is shown in the solid coloured
lines in figure 3.13. Here, t = 0 refers to the state immediately after the etch and re-
veals significantly higher quasi-Fermi level splitting when compared to the aged state
(table 3.1). However, the extend of the refreshing effect decreases with an increasing
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[Cu]/[In]-ratio. The Cu-poor samples show a much higher increase (≈ 120 meV for the
polycrystalline and ≈ 80 meV for the epitaxial) compared to the Cu-rich ones (≈ 70 meV
and ≈ 60 meV respectively).
For t > 0, all samples show the same trend: a decrease in the quasi-Fermi level splitting
with time. For the polycrystalline samples (3.13a), the Cu-poor absorbers decrease much
faster when compared to the Cu-rich ones and lose around 120 meV levelling off after
15 h. Thereby, the biggest change is observed within the first 4 h. On the other hand, the
Cu-rich counter part loses only around 35 meV within 24 h without reaching the value
of the quasi-Fermi level splitting of the aged state before the etch.
For the epitaxial samples (figure 3.13b), the trends for the lowest and the highest [Cu]/[In]
ratio are comparable to the decay in the polycrystalline case. However, the differences
are less pronounced: after 1100 min it is only around 60 meV compared to 120 meV and
10 meV compared to 30 meV for the Cu-rich case.
Nevertheless, the epitaxial case shows some differences: First, the curves exhibits gaps,
usually followed by higher values afterwards. The gaps occur, because other samples were
measured in the mean time. The higher values afterwards can be explained with a slightly
different position on the sample, after remeasuring the same absorber again. The slightly
different position was not exposed to a continuous illumination and explains the jump, as
discussed previously when comparing the degradation under continuous illumination and
in the dark in section 3.3.1. The difference is in the same order of magnitude. For example
for the Cu-rich absorber (red) in figure 3.13b at the first gap around t ≈ 50 min, the first
value right before and after the gap are almost identical. This compares to the Cu-rich
case in section 3.3.1 showing also a minor change within the same ∆t (figure 3.12).
The second difference shows the almost stoichiometric sample. Under continuous illu-
mination, the decay is comparable to the Cu-poor composition, while it differs for the
polycrystalline sample. The difference might be related to either inhomogeneities in the
sample or due to the error related to the EDX measurements.
To allow a more detailed comparison of the measured samples, the time dependent change
was fitted with an exponential decay function (equation (3.3)) where µ0 represents the
offset, A corresponds to the difference of the aged and the refreshed state and τ is the
characteristic decay constant.
µ(t) = µ0 + Ae−t/τ (3.3)
The composition dependence of the decay time and the difference A for the polycrystalline
samples under a continuous illumination is shown in figure 3.14 where the dashed lines
act as a visual guide. The discussion is limited to the polycrystalline samples, since all
polycrystalline epitaxial
[Cu]/[In] µbefore µafter [Cu]/[In] µbefore µafter
0.95 400 520 0.9 460 540
1.05 450 535 1.0 490 555
1.2 460 530 1.6 500 560
Table 3.1.: Comparison of the quasi-Fermi level splitting before and after an etch in
KCN - A comparison of the quasi-Fermi level splitting in meV of polycrystalline and epitaxial
CuInSe2 absorbers before and after the etch in KCN. The composition was determined by
EDX measurements.
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of them were measured under illumination while the epitaxial ones were not and thus
hampering a direct comparison. For [Cu]/[In] < 0.97 the decay constant is in the range
of 30 min. A remarkable jump around the stoichiometric point is clearly visible, where
the time constant increases suddenly to more than 600 min. On the other hand, the
amount of decay (right axes) decreases with an increasing [Cu]/[In]−ratio from 120 meV
and levelling out to 20 meV at stoichiometry. A further increase in the [Cu]/[In] ratio does
not change A further. Thus, the decay is faster and more severe for Cu-poor absorbers
than for Cu-rich absorbers.
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Figure 3.14.: Summary of fit parameter - The determined decay constants and the am-
plitude are plotted in dependence of their composition for the polycrystalline samples.
The observation can be explained with a different surface composition observed for
different growth conditions [153]. Since ”Cu-poor ” means In-rich, there is more In at the
surface. Thus, it is very likely to form mostly In2O3 as shown in [154, 155]. Since the
Cu-rich material supplies less In, the oxidation is less pronounced.
If an oxidized surface creates new surface states providing the material with new non-
radiative recombination centres, the measured PL signal will be reduced and thus a lower
quasi-Fermi level splitting will be measured. This explains the measured difference in the
degradation speed.
It was shown before that an etch in KCN removes Cu selenide [156], elemental Se [157]
and Cu hydroxide [158]. So, one can conclude, that KCN removes In oxide as well, which
explains the significant improvement of the absorber quality when an aged sample got
etched in KCN.
As the epitaxial and the polycrystalline samples behave very similar, it can further be
concluded that the degradation is rather independent of the Na content, since the epitaxial
samples do not contain sodium. The reason for that lies in the soda lime glass, which is
used for the growth of the polycrystalline material, leading to a Na diffusion from the
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glass into the absorber. However, for the epitaxial samples GaAs is used as a substrate,
which does not contain sodium. Then, it can be concluded that oxygen and not water
is responsible for the oxidation, since the absorption of water at room temperature was
only observed if the material contained Na [159].
Passivation
After the ageing experiment, all samples where etched again in KCN and a CdS buffer
layer was deposited on top of the samples directly afterwards. The deposition process is
described in section 4.3. After the deposition, the same PL measurements were performed
again, also shown in figures 3.13 (dashed lines). Here, the same color represents the same
sample. The plot reveals no change within the first 1500 min. Even after five months in
the dark and even with continuous illumination no change in the quasi-Fermi level split-
ting was observed. Thus it can be concluded that the CdS layer passivates the absorber.
Nevertheless, some observations have to be pointed out: For the polycrystalline samples,
the Cu-poor absorbers exhibit the highest quasi-Fermi level splitting after the CdS deposi-
tion, which differs from the observation of the bare absorbers. In addition, they show the
highest increase compared to the state directly after the etch. Although the quasi-Fermi
level splitting for the stoichiometric sample (grey) is still higher compared to the freshly
etched state, but lower than the Cu-poor sample. Then, a completely different behaviour
is observed for the highest ratio of [Cu]/[In] = 1.2. The quasi-Fermi level splitting for
Cu-rich samples after the CdS deposition is generally lower compared to Cu-poor ones and
especially lower than the freshly etched state. This observation is very likely related to the
interface between the CuInSe2 and the CdS. It seems that the number of non-radiative
interface recombinations increases drastically with an increasing [Cu]/[In] ratio, leading
to a lower PL yield and thus to a lower quasi-Fermi level splitting. This is in agreement
with the best performing cells with a Cu-poor composition [22,160]. Due to the presence
of an ODC phase at the surface, a widening of the surface band gap is observed. The
enlargement of the band gap is accompanied with a bigger valence band offset to the
CdS layer [145] which is beneficial for the type inversion at the interface. Moreover, tem-
perature dependent I-V measurements (section 2.6.4) indicate that Cu-rich devices are
dominated by a fundamentally different recombination behaviour when compared to the
Cu-poor counter part [145]. The activation energy for Cu-poor CuIn1−xGaxSe2 devices
follows the band gap for x = [0, 1] and is thus dominated by bulk recombination. The
activation energy for Cu-rich devices on the other hand indicates a device dominated by
interface recombinations [145]. This agrees well with the observations for the quasi-Fermi
level splitting after the CdS deposition introducing non-radiative recombination centres
at the interface leading to a reduced quasi-Fermi level splitting.
Within this work, no additional structural or compositional examinations were performed
to clarify the situation at the interface between the absorber and the CdS layer. Never-
theless, studies on CuGaSe2 pointed out, that the deposition temperature of the CdS is
important [161]. In this case, the crystal quality for a Cu-rich sample was poor at a de-
position temperature of 60 ◦C. At 80 ◦C, the formation of Cu-S inclusions was observed.
Surely, the used temperature of 67 ◦C is in between both temperatures but may not be
optimal for Cu-rich absorbers.
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3.3.3. Influence of CdS deposition
It is known, that an ammonia solution present in the CdS deposition process, etches
group III oxides [162]. Therefore, the deposition process itself might also show a similar
effect like the etch in KCN. To investigate the influence of the deposition itself, an aged
polycrystalline absorber was quartered. As described above, the quasi-Fermi level splitting
of the aged state was determined with PL measurements on each piece. Afterwards, three
of the four parts were etched in KCN at different times before depositing the buffer layer,
while the remaining piece was not treated. The same deposition bath was used for the set
of four samples to ensure the comparability of the depositions. The results are shown
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Figure 3.15.: Influence of CdS deposition - Comparison of the CdS deposition with a prior
etch in KCN 10 min, 30 min and 80 min before the deposition. The reference sample was
not etched (left side). The sample was a polycrystalline CuInSe2 sample with a composition
of [Cu]/[In] = 0.9.
in figure 3.15 displaying the quasi-Fermi level splitting of each piece before and after the
CdS deposition. The squares reflect the aged state and the circles the measurement after
the CdS deposition, while symbols above each other correspond to the same sample piece.
The time indicated on the abscissa corresponds to the time between the etch and the CdS
deposition, which itself was done at t = 0. The unetched piece is depicted on the left side
of the plot.
All pieces show an almost identical aged state, which is expected since the used absorbers
were homogeneous. In any case, it has to be pointed out, that the CdS deposition process
itself refreshes the absorber layer. The untreated piece shows an increase of around
100 meV. Nevertheless, the gain can be even higher with a prior etch in KCN. The
etch 80 min before the deposition leads to an additional increase of 10− 20 meV. The
highest gain of around 50 meV compared to the untreated piece is observed for the KCN
etch 10 min before the deposition of the buffer layer. Thus, one can state that the CdS
deposition recovers the quality of aged absorbers to a large extend. Nevertheless, a KCN
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etch immediately before the deposition recovers the quality of aged absorbers even more.
3.3.4. Fresh and aged
Since at least one improvement in the history of record efficiencies in Cu(In,Ga)Se2 is
based on an optimization of the process by minimizing the time between each step [22] it
is reasonable to conclude that the absorber state with the highest quality is directly after
the growth or after leaving the growth chamber. The previous discussions in 3.3 revealed
that both, an etch in KCN, and the cleaning in an ammonia solution are able to refresh
CuInSe2 absorber layers. Certainly, it is not clear how the refresh compares to a freshly
grown absorber.
To clarify the situation freshly grown samples where measured directly after the growth
process. Figure 3.16 shows the ageing behaviour of two polycrystalline absorbers with a
[Cu]/[In]-ratio of ≈ 1.2 (red), ≈ 1.0 (blue), and one epitaxial absorber of ≈ 0.9 (orange).
The general behaviour is comparable to the case discussed above in figures 3.13a & 3.13b:
A higher copper content exhibits a slower decline and a higher quasi-Fermi level splitting
(red and blue). The higher splitting for the Cu-poor epitaxial sample can be explained,
since it compares to the epitaxial behaviour discussed above. Figure 3.5 shows, that the
quasi-Fermi level splitting for an epitaxial sample with a composition of [Cu]/[In] ≈ 0.9
can be higher compared to the Cu-rich polycrystalline case. The new information is
shown after the axis break (solid lines) on the right hand side of figure 3.16. The curves
were recorded two month after the first measurement. During this time all samples were
exposed to ambient air and again, etched immediately before the experiment. All samples
show almost identical values after the growth and directly after the etch. A comparable
degradation speed under constant illumination is observed. However, the epitaxial sample
exhibits a slightly smaller value.
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Figure 3.16.: Comparison of fresh and refreshed CuInSe2 absorbers - Depicted are two
polycrystalline absorbers in red ([Cu]/[In] ≈ 1.2) and blue ([Cu]/[In] ≈ 1.0) and an epitaxial
one in orange ([Cu]/[In] ≈ 0.9). The dashed lines are measured directly after leaving the
growth chamber. The solid lines are measured after an etch in KCN .
3.4. Summary
All results were derived from calibrated photoluminescence measurements at room tem-
perature for polycrystalline and epitaxial CuInSe2 absorbers with different [Cu]/[In] ra-
tios. The measurement technique allows the determination of the quasi-Fermi level split-
ting and the analysis of the absorption behaviour near the band gap, which allows the
determination of the band gap and the Urbach energy. This path was not carried out
so far and the direct comparison of epitaxial and polycrystalline CuInSe2 material was
not done before. For doing so, the set-up (section 3.1.1) was extended to allow calibrated
measurements for a quantitative determination of the quasi-Fermi level splitting (section
2.5.4).
3.4.1. Composition dependence of the quasi-Fermi level splitting,
the band gap and the Urbach energy
The quasi-Fermi level splitting measured with an excitation flux equivalent to AM1.5g
shows a clear dependence on the [Cu]/[In] ratio. Epitaxial and polycrystalline CuInSe2
absorber layer with a Cu-poor composition exhibit lower values than the Cu-rich counter
part. For both sample types, the quasi-Fermi level splitting increases with an increas-
ing [Cu]/[In] ratio and levels off beyond the stoichiometric point. For polycrystalline
material, the increase in the order of 150 meV, when the [Cu]/[In] ratio increases from
[Cu]/[In] ≈ 0.9 to > 1.0. The epitaxial samples show a slightly lower increase of 100 meV
for the same range of composition. However, the epitaxial material exhibits ≈ 100 meV
higher values compared to the polycrystalline ones.
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The band gap energies and the Urbach energy were derived from the absorption co-
efficient (section 2.4.2), which was deduced from the PL measurements after the de-
termination of the quasi-Fermi level splitting. The determined band gap energies for
polycrystalline material increase with an increasing [Cu]/[In] ratio from Eg = 0.97 eV
([Cu]/[In] ≈ 0.9) to Eg = 1.02 eV ([Cu]/[In] ≈ 1.0) (figure 3.9b. Similar to the quasi-
Fermi level splitting, the band gap levels out for higher [Cu]/[In] ratios and compares
well with the literature value of Eg = 1.02 eV [41, 147, 163]. Epitaxial samples exhibit
a comparable value for [Cu]/[In] & 1 but a less pronounced decay to Eg = 0.99 eV for
[Cu]/[In] ≈ 0.8 (figure 3.9a). The higher value can be explained with a slightly strained
film.
It was shown, that a clear distinction between the band gap and the Urbach tail-
ing is possible. The determined Urbach energies (figure 3.11) decrease with an increas-
ing [Cu]/[In] ratio. Similar to the band gap energies, the values are levelling out for
[Cu]/[In] & 1 at Eu ≈ 11 meV for polycrystalline samples and at Eu ≈ 9 meV for the epi-
taxial ones. For [Cu]/[In] < 1, the values increase to Eu ≈ 12.5− 17 meV ([Cu]/[In] = 0.9)
for the polycrystalline samples and to Eu ≈ 14 meV ([Cu]/[In] = 0.8) for the epitaxial lay-
ers. This indicates a lower defect formation within the crystals grown under Cu excess.
For any sample it was possible, to distinguish between the band gap (band-to-band tran-
sitions) and the Urbach tailing by analysing the absorption coefficient.
The determined values by PL compare excellent with measurements based on the trans-
mission revealing a similar increase in the band gap and a levelling out for Cu-rich samples
for the band gap as well as the Urbach energies. [104].
3.4.2. Degradation
In general, the measured amount of degradation and the degradation time depends on
the [Cu]/[In] ratio. Cu-poor absorbers decay faster and more severe than the Cu-rich
counter part (figure 3.13a and 3.13b). The degradation speed depends on the illumina-
tion. Measuring under a continuous illumination, the decay is significantly faster than
without (3.12). This is true for both, epitaxial and polycrystalline samples. Nevertheless,
without illumination the loss for Cu-poor epitaxial samples within the first hour after
being etched in KCN is only in the order of 15 meV and around 55 meV for the polycrys-
talline counterpart.
It was shown that the chemical bath deposition of CdS stops the decay. However, the
observed quasi-Fermi level splitting after the passivation of Cu-poor CuInSe2 is higher
when compared to Cu-rich absorbers. This is most likely related to the interface between
both layers. While the Cu-poor surface exhibits less non-radiative recombination centres,
the interface for a Cu-rich surface seems to exhibit more centres leading to a lower PL
yield and thus to lower values of the quasi-Fermi level splitting.
The examination of the CdS deposition itself (figure 3.15) revels that the chemical bath
deposition cleans the surface to an extend of ≈ 100 meV. Nevertheless, a prior etch in
KCN can further improve the gain up to ≈ 60 meV.
Time resolved PL measurements allow the determination of the radiative lifetime of the
charge carriers. Since the lifetime is proportional to the number of radiative recombina-
tion, it is also proportional the measured PL intensity and thus to the quasi-Fermi level
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splitting (section 2.5). As reported before, the lifetime measured on bare polycrystalline
Cu(In,Ga)Se2 films decreases, if the material is exposed to air [152] which is in agree-
ment with the observed decay of the quasi-Fermi level splitting, when the bare absorber
is exposed to air. Since no change in the lifetime was measured, after the deposition of a
CdS layer, it was concluded that the CdS layer has a passivating effect [152]. The long
term measurements of the quasi-Fermi level splitting over several months could confirm
the passivation as well.
Finally, the comparison of the measured quasi-Fermi level splitting of freshly grown ab-
sorbers and the refreshing in KCN of the same samples after two months shows that the
quasi-Fermi level splitting after the etching compares to the state directly after the growth
(figure 3.16).
3.4.3. Epitaxial versus polycrystalline
In general, all PL experiments revealed that epitaxial samples exhibit the same trends in
terms of the quasi-Fermi level splitting, the band gap and the Urbach tailing compared
to their polycrystalline counter part. A significant change around the stoichiometric
point was observed for all measurements: A preceding approximately linear increase (or
decrease) for [Cu]/[In] . 1 is observed followed by an levelling out for higher ratios. Ac-
cording to that, the measured quasi-Fermi level splitting (figure 3.5) and the determined
band gap (figure 3.9a) follow this increasing trend. The Urbach energies decrease (figure
3.11). While the values for the band gap do not differ significantly from polycrystalline
absorbers, the differences in the quasi-Fermi level splitting and in the Urbach energies
are more pronounced. The difference of ∆µ ≈ 100 meV ([Cu]/[In] ≈ 1.1) is remarkable
and clearly indicates a higher absorber quality. A reasonable explanation is the absence
of grain boundaries in the epitaxial films reducing the amount of non-radiative recombi-
nation.
The Urbach energies for the epitaxial samples exhibit slightly lower value over the exam-
ined composition range. Nevertheless, the difference gets more severe for compositions be-
low the stoichiometric point. While the Urbach energy is Eu = 14 meV for [Cu]/[In] = 0.8,
values of up to Eu = 16.5 meV are observed for the polycrystalline case indicating a higher
defect density in the polycrystalline material.
All results indicated, the epitaxial material has a better quality. Since the quasi-Fermi
level splitting determines the maximum achievable open circuit voltage of a finished solar
cell, one can suggest, that the usage of epitaxial Cu(In,Ga)Se2 as the absorber layer in
a solar cell should result in decent performing devices. However, the epitaxial devices
reported in the literature never reached the performance of the polycrystalline counter-
part [7, 11]. The highest reported efficiency is 8.5% for Cu(In,Ga)Se2 grown on GaAs
(111). Since the epitaxial material does not contain grain boundaries, it can help to
understand there role in the polycrystalline devices. The lack of grain boundaries and
the better absorber quality shown in this work motivates further investigate of epitaxial
Cu(In,Ga)Se2 base devices. Therefore, the following part concentrates on the production
of epitaxial Cu(In,Ga)Se2 absorber and the fabrication of devices.
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FOUR
EPITAXIAL SOLAR CELLS
The PL results showed (section 3.2) that the epitaxial absorber exhibits a better material
quality in terms of the quasi-Fermi level splitting compared to the polycrystalline counter
part. However, the highest reported efficiency for epitaxial Cu(In,Ga)Se2 solar cells reach
only 8.5% for material grown on GaAs (111) and 7.3% for a substrate orientation of
(001) [7]. The efficiencies do not compare to the current polycrystalline record devices
showing conversion efficiencies of 20.8% [2]. A fundamental difference is the lack of sodium,
when growing the epitaxial devices. The presence of Na, either due to diffusion from the
soda lime glass substrate or by an additional Na source, is known to increase the device
efficiencies drastically by improving the VOC and the fill factor [164,165].
However, the first photovoltaic device based on CuInSe2 single crystals did not contain
Na and reached a power conversion efficiency of 12% [1] proving that efficiencies above
10% are possible even without Na. In contrast to the solar cells produced by Shay [1] who
used a zone-refining technique1, the later work concentrates on epitaxial Cu(In,Ga)Se2
grown on a substrate. Due to the comparable lattice constant of GaAs, the absorber is
typically grown on GaAs using molecular beam epitaxy [166] or metal organic chemical
vapour deposition [7, 11]. As shown later by simulating the device with an additional
substrate layer (section 4.10), the GaAs does not hamper the device. Therefore, it is
interesting to clarify the causes of the inferior performance of epitaxial devices compared to
polycrystalline ones. Additionally, the epitaxial devices do not contain grain boundaries,
and might help to understand there influence on the device performance.
This chapter describes the growth process of the epitaxial absorber (section 4.1) and the
measurements confirming a good quality (section 4.2). The production steps used in
this work to produce epitaxial devices are illustrated (section 4.3). The analysis of the
devices is based on (temperature dependent) IV, bias dependent quantum efficiency, and
capacitance measurements and is presented afterwards (section 4.4).
1To purify the single crystal, a narrow region within the crystal is molten. By pulling the crystal though
the heater, the molten zone moves along the crystal. The principle can be used to produce crack free
single crystals with a very high purity and quality.
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4.1. The growth process at LPV
The MOPVE at LPV is a computer controlled system. The software provides a recipe
manager which allows to control each parameter digitally. The typical growth recipe
for Cu(In,Ga)Se2 samples is divided into three parts: the preprocessing (leak test and a
cleaning step), the actual growth, and the cool down (after the growth process in, at first
a H2- and finally in a N2 atmosphere). After ensuring the tightness of the reactor by
performing a leak test, the H2 carrier gas is switched on and the reactor pressure is set to
50 mbar. The bake out process is started and the reactor temperature is ramped up to
650 ◦C, which is meant to clean the reactor and the substrate surface. After 5 min, the
temperature is decreased to the growth temperature.
State of the art for CuInSe2 and CuGaSe2
Depending on the desired film composition, the growth temperature is set to 470 ◦C for
CuInSe2 and 520 ◦C for CuGaSe2. Besides, the bubbler flows are adjusted to the desired
[Cu]/[In] or [Cu]/[Ga] ratio and piped though the vent line until a stable flow is achieved.
The composition is adjusted by changing the partial pressures of In, Ga, and Se, while
each recipe requiers an over pressure of selenium. While the over pressure for CuGaSe2
is pSe/(pCu + pGa) ≈ 9, it is pSe/(pCu + pIn) ≤ 25 for CuInSe2 . After 3 min, the flux
is redirected to the run line and the actual growth process starts. Depending on the
growth rate and the desired the sample thickness, the process time is varied between 4
and 10 hours, before the flux is guided through the vent line again. The flux through the
precursors is cut and the cool down under H2 is initialized by switching off the heater.
For T < 170 ◦C, the reactor atmosphere is switched back to N2.
CuIn1−xGaxSe2
A main task in this work is the development and optimization of a process for a device
fabrication of epitaxial Cu(In,Ga)Se2 based solar sells. To grow Cu(In,Ga)Se2 films, the
growth temperature had to be adjusted and the selenium over pressure had to be ad-
justed according to the [Ga]/([Ga] + [In]) ratio. The starting temperature was chosen to
be 500 ◦C, which turned out to work well for compositions between 0.3 < GGI < 0.65 as
shown in the next section. The selenium pressure turned out to be crucial for a smooth
surface without inclusions, as seen later.
For all runs, the partial pressure of copper remained constant. To allow different [Cu]/([Ga]+
[In]) ratios, only the partial pressures for indium and gallium where adjusted. Thereby,
the pressure ratio corresponds to the desired [Ga]/([Ga]+[In]) composition. Accordingly,
the magnitude of the partial pressures of In and Ga is used to control the growth conditions
for Cu-poor or Cu-rich samples. Additionally, the selenium pressure ratio pSe(pCu+pGa+pIn)
had to be adjusted to guaranty a comparable ratio for different runs.
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4.2. Crystal quality
When growing the epitaxial Cu(In,Ga)Se2 films, especially two issues were taken into
account, the strain within the film and the interface to the GaAs substrate. The strain
within the film has to be minimized since it influences the properties of a solar cell.
Obviously, a smooth interface is required as well, to minimize the recombination rate at
the interface. A measure for the defect concentration is the full width half maximum of
the peaks in a x-ray diffraction pattern. One possible origin of the defects is related to
the strain in the film. During the growth process, the strain tends to be minimized by
introducing dislocations in the film (section 2.2). The XRD measurements are presented in
the following. The interface was verified by means of SEM measurements and is described
in section 4.2.2.
4.2.1. XRD
An overview of typical XRD patterns of Cu(In,Ga)Se2 films grown on epitaxial GaAs (001)
is depicted in figure 4.1. Exemplary, the normalized patterns of the ternaries CuInSe2
(grey) and CuGaSe2 (orange), and the GGIs of 0.44 (blue) and 0.65 (red) are depicted.
A reference spectrum of GaAs is shown in green.
For any sample, the highest intensities in the peak structure at 2θ ≈ 66◦ originates from
the (400) planes of the GaAs substrate. The peak consists of different contributions caused
by the x-ray source: Radiation due to CuKα1 (highest intensity) and CuKα2 (slightly lower
intensity compared to the main peak). Due to an aged x-ray source [167] or because of
an insufficient filter after the source, some more parasitic lines are visible. The bump on
the left side of the GaAs peak (2Θ = 65.8◦) is related to the CuKα3 line [167]. Additional
the tungsten WLα1 and WLα2 line explain the reflection at 2θ = 63.0◦ and 2θ ≈ 63.45◦.
The expected peak position for Cu(In,Ga)Se2 of the (008) and the (400) reflection can
be calculated according to equation (2.8) giving the position Θ in dependence of the
wavelength of the used radiation source (λCuKα1 = 1.5406A˚), the indices (hkl), and the
lattice constants. The constants a and c and their dependence on the composition x were
calculated with the equation given in table B.1. The usage of equation (2.8) is justified,
since the film thickness is around 1 µm. Therefore, one can assume, that a relaxed growth
was ensured and the peak position is not influenced by strain effects.
The results are indicated above the XRD pattern in figure 4.1. The upper row (green)
shows the positions for the (400) reflexes, the lower (black) illustrates the (008) positions.
As pointed out in section 2.2.1 CuInSe2 and CuGaSe2 were found to grow with a c-axis
perpendicular to the GaAs surface because of the smaller strain at the interface. Figure
4.1 confirms this: The observed peaks for CuInSe2 (grey) and CuGaSe2 (orange) can be
attributed to the (008) planes, respectively. The slight shift of the expected value for
CuGaSe2 is most likely due to some remaining stress within the film [43].
The CuIn1−xGaxSe2 sample with x=0.65 (red) follows this trend. The peak at 2Θ = 66.54◦
is clearly related to the (800) reflection caused by the CuKα1 radiation, as the calculated
value illustrates. The second peak at 2Θ = 66.81◦ is caused by the CuKα2 line. On the
other hand, the CuIn1−xGaxSe2 samples with x=0.44 (blue) clearly corresponds to the
(400) reflex at 2Θ = 66.37◦ (CuKα1) and 2Θ = 66.56◦ (CuKα2). In this case, the c-axis
is parallel to the surface. Both compositions were grown at the same temperature of
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Figure 4.1.: XRD measuremnts - Overview of selected XRD spectra for CuIn1−xGaxSe2
with x=0, 0.44, 0.65, and 1.0. The most pronounced peak is the (400) reflection of the GaAs
substrate. The lines in the top represent the expected positions of the (400) and the (008)
peaks of the CuIn1−xGaxSe2 for x=0, 0.44, 0.65, and 1. The peaks were calculated with
equation (2.8) using the calculated lattice constants (compare section 2.2.1 and the table
B.1 for the equation). The ternaries and the curve for x=0.65 exhibit the (008) reflection,
while the (400) peak is visible for x=0.44. This indicates, that the latter crystal grows
such, that the c-axis is parallel to the substrate’s surface. The peaks at 2Θ = 63.0◦ and
2Θ = 63.5◦ are caused by WLα1,2. The peak on the left side at 2Θ ≈ 62.4◦ is related to
the (400) reflection of the sample with x=0.45 arising from WLα1.
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T = 500 ◦C. Therefore, it is reasonable to assume, that T = 500 ◦C is suitable for com-
position around [Ga]/([Ga] + [In]) = 0.5.
Figure 4.1 reveals also a change in the full width half maximum (FWHM) of the Cu(In,Ga)Se2
reflection. When comparing the different FWHM for CuIn1−xGaxSe2, a much broader
peak for x=0 is observed. The different peak widths of the pure ternaries reflect the
differences in the strain. A strained film will relax during the growth process by intro-
ducing dislocation in the crystal. Therefore a smaller coherence volume is present in the
crystal, leading to a broadening of the peaks in the diffraction pattern. Coherence volume
describes the volume inside the crystal producing a coherent diffraction pattern [73].
The values specified in table 2.1 show for the strain along the a-axis (at growth tempera-
ture) ‖,a = −2.5 for CuInSe2 and ‖,a = 0.4 for CuGaSe2. The reduced strain for CuGaSe2
can be explained with the lower value ‖,a < ‖,c. Besides, the peak width decreases for
an increasing GGI within the film, which is in agreement with the decreasing stress as
calculated in table 2.1. A more detailed analysis is given in the next section.
Minimizing the strain
A growth temperature of 500 ◦C is suitable for compositions around [Ga]/([Ga] + [In]) =
0.5 as shown above. Nevertheless, the selenium pressure in the reactor influences the
quality as well, as shown in the following. Figure 4.2 depicts three different films grown at
500 ◦C. The partial pressures in the reactor were adjusted such, that the pressure ratios
pCu/(pGa + pIn) and pIn/pGa remain constant. Only the pressure ratio pSe(pCu+pGa+pIn) was
change to 10 (sample S1, grey), 15 (S2, blue), and 20 (S3, red). The crosses represent the
measured data point and the solid line shows the model (solid lines), fitted to the data.
The model has to account for the multiple reflexes from the GaAs and Cu(In,Ga)Se2. Both
materials exhibit at least a double (GaAs a triple) peak structure due to the three copper
lines from the x-ray source. To account for the additional broadening of the signal from
the sample due to the limited resolution of the machine, several Pseudo-Voigt functions
were used2 (see section D for details on the used program and the construction of models).
The equation for the PSV is given by
I(x) = I0
βexp(−2
pi
(x− x0)
(w/2)
2)
+ (1− β) 1
1 +
(
x−x0
w/2
)2
 (4.1)
where x0 is the peak position, w the FWHM, and β determines the fraction of the Gaussian
peak (first term) and the Lorentzian peak (second term). The model consists of the sum
of five PSV functions, where the parameter β describes the resolution of the machine.
β was determined by fitting three PSV functions to the three peaks caused by GaAs,
where β was equal for the three functions. Assuming a constant broadening within the
range of 65◦ ≤ 2Θ ≤ 67◦, the determined β from the GaAs reference measurement was
used to fit the Cu(In,Ga)Se2 peaks as well. For a proper description of sample S1, an
2The Voigt profile is a peak shape commonly used in diffraction experiments. The peak is calculated by
convoluting a Gaussian peak with a Lorentzian peak to account for different broadening mechanisms:
a material related broadening and a machine related broadening. To minimize the calculation time,
the Voigt profile can be approximated with the Pseudo-Voigt (PSV) function, combining both peak
types with a scaling factor β (equation (4.1)).
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additional Gaussian peak was used to describe the bump at 2Θ ≈ 65◦ (caused by the
CuKα3 line). The determined values for the FWHM (w) are summarized in table 4.1 and
read wS1 = 0.092◦, wS2 = 0.102◦, and wS3 = 0.069◦. Sample S2 shows a slightly higher
value compared to the other ones. This seems to be surprising, since lower values are
observed for a higher and a lower selenium pressure. A comparison of PL measurements
at room temperature can help to reveal the discrepancy. The normalized PL spectra from
measurements at room temperature of the same samples (S1-S3) are depicted in figure
4.3.
Int
en
sit
y (
a.u
.)
 
2θ (°)
65 65.5 66 66.5 67
increasing 
Se over 
pressure
GaAs (008)
Kα1 Kα2
Kα3
S1 (data/fit)
S2 (data/fit)
S3 (data/fit)
S3 Model
Figure 4.2.: XRD pattern for different selenium pressures - The selenium pressure
influences the growth visible in a reduced FWHM of the XRD peak an optimized growth.
The data (crosses) were fitted with Pseudo-Voigt functions. The sum of these peaks is
shown in the coloured solid lines (grey, blue, and red). For sample S3, the different peaks
(orange lines) are depicted exemplary.
First, when comparing the peak positions in the PL spectra, a small change in the band
gap is observed (section 2.5). These positions are in agreement with the expected ones,
since they are related to the band gap (section 2.5.3), because the band gap increases
with an increasing GGI. Sample S1, with the lowest GGI exhibits the lowest band gap
and the smallest value for the diffraction peak. Sample S2 shows a very broad shoulder
on the low energy side, which differs significantly from S1 and S3. The wide extend to
lower energies indicates the presents of either a gradient or an influence of the inclusions
on the surface (see below). Therefore, the slightly bigger FWHM is most likely caused
by the same effect and leads to an additional broadening which is not related to strain.
From this it can be concluded, that the used selenium pressure influences the strain: An
increase in the pSe(pCu+pGa+pIn) ratio leads to a reduction of the strain within the layer for
[Ga]/([Ga] + [In]) ≈ 0.45.
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Sample pSe(pCu+pGa+pIn) GGI
a CGIb FWHMc (◦) positiond (◦) Eg (eV)
S1 10 0.40 0.9 0.092 65.306 1.21
S2 15 0.47 0.92 0.102 65.533 1.25
S3 20 0.44 0.88 0.069 65.538 1.25
Table 4.1.: XRD summary - Given are the determined FWHM and the peak positions
according to the model shown in figure 4.2. The samples were grown with different selenium
pressures in the reactor, while the ratios pCu/(pGa + pIn) = 0.88 and pIn/pGa = 1.47 were
unchanged. The band gap was determined from PL measurements (figure 4.3) at room
temperature.
a[Ga]/([Ga] + [In]) determined using EDX
b[Cu]/([Ga] + [In]) determined using EDX
cThe full width half maximum w of the Pseudo-Voigt peak shape described in the text.
dThe position of the peak maximum x0 of the Pseudo-Voigt peak shape for the CuKα1 line.
Besides the defect density within the film, the surface morphology is influenced by the
different selenium pressures as well. Figure 4.3 shows top view pictures obtained from
SEM measurements for the samples S1, S2, and S3. Only sample S3 with the highest
selenium pressure shows a surface without protrusions as it is known from CuInSe2 and
CuGaSe2 [153]. On the other hand, a lower selenium pressure leads to the formation of
inclusions on the surface.
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Figure 4.3.: SEM pictures and PL spectra at room temperature for different selenium
pressure - SEM pictures and PL spectra at room temperature for the samples S1, S2, and
S3. A summary of the compositional properties is given in table 4.1. The SEM pictures
show a flat surface for sample S3 with the highest selenium pressure during growth, which
shows a facet like surface known for Cu-poor CuInSe2 and CuGaSe2 samples [153]. The
highest density of these inclusions is observed for sample S2, which shows a broadening on
the low energy side of the PL spectrum. S1 with a lower density and S2 with no inclusions
show a typical peak shape measured at room temperature.
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4.2.2. Interface and surface morphology
A proper interface is crucial for the solar cell operation, since a non-ideal interface can
significantly increase the recombination rate or pin the Fermi level. The most intuitive
approach to verify a proper interface is a cross section measurement. Two representative
measurements are depicted in figure 4.4 showing a Cu-poor sample with [Ga]/([Ga] +
[In]) ≈ 0.3 and figure 4.5 with [Ga]/([Ga] + [In]) ≈ 0.45. It can be seen, that the
interface between the GaAs and the absorber layer is very smooth and does not exhibit
any unwanted voids for both compositions. This confirms, that the growth temperature
of 500 ◦C works well for both ratios.
1.20μm
5.0μm
Figure 4.4.: SEM cross section of a Cu-poor Cu(In,Ga)Se2 film - Two sample with a
slightly Cu-poor composition of [Cu]/([Ga] + [In]) ≈ 0.9 and a of [Ga]/([Ga] + [In]) ≈ 0.3.
20.0μm1.0μm
Figure 4.5.: SEM cross section of a Cu(In,Ga)Se2 close to the stoichiometric point
- A cross section SEM picture of a Cu(In,Ga)Se2 film with [Cu]/([Ga] + [In]) ≈ 1.0 and
[Ga]/([Ga] + [In]) ≈ 0.5. No formation of voids was observed at a growth temperature of
500 ◦C. Depicted are two different samples.
Two representative top views for a Cu-poor and a stoichiometric composition with
[Ga]/([Ga] + [In]) ≈ 0.3 (figure 4.6a and 4.6b) reveals the known facet like structure
[153] for compositions below the stoichiometric point and a rather smooth surface for a
stoichiometric sample. Figure 4.6b is blurred since focusing on the very smooth surface is
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(a) A Cu-poor film showing the typical facet like
structure.
(b) A stoichiometric film with a smooth surface.
Figure 4.6.: SEM top view - Two SEM top views of Cu(In,Ga)Se2 with [Ga]/([Ga] + [In]) ≈
0.3. Picture (a) is the top view of the same sample shown in figure 4.4 (left hand side).
rather difficult. It is important to note, that the facets are not only observed for CuInSe2
and CuGaSe2. The structure was seen for [Ga]/([Ga] + [In]) ≈ 0.3 (figure 4.4) and for
[Ga]/([Ga] + [In]) ≈ 0.5 and ≈ 0.6 (not depicted).
4.2.3. Summary of the crystal quality
For the first time, epitaxial Cu(In,Ga)Se2 films were successfully grown at the Laboratory
for Photovoltaics in Luxembourg. It was shown, that the modification of the growth
temperature to 500 ◦C for CuIn1−xGaxSe2 films is suitable for compositions between 0.3 ≤
x ≤ 0.65. The analysis of the XRD pattern reveals, that the c-axis of the unit cell grows
for x ≥ 0.65 perpendicular to the substrate’s surface, when grown on GaAs (001). It
could be shown, that a value of x = 0.45 leads to growth where the c-axis of the film
is parallel to the surface of the substrate. This phenomenon can be explained with the
strain in the Cu(In,Ga)Se2 layer. Since the lattice mismatch for x ≈ 0.5 is smaller, if the
c-axis is parallel to the substrate, this orientation is energetically favoured.
The reduced strain causes less dislocations and is therefore visible in the full with half
maximum w of the Cu(In,Ga)Se2 related peaks in the XRD pattern. It was shown,
that w can be reduced down to 0.069◦. Additionally, it was shown, that the selenium
overpressure influences the FWHM as well. Besides, the inclusion on the sample’s surface
can be suppressed by adjusting the over pressure to higher values. In the system at LPV,
an overpressure of pSe(pCu+pGa+pIn)=20 leads to a smooth surface for [Ga]/([Ga] + [In]) ≈ 0.5.
SEM pictures confirmed, that the known characteristics of the facet like surface for Cu-
poor CuInSe2 and CuGaSe2 [153] can be also observed for Cu(In,Ga)Se2. The cross section
picture revealed smooth interfaces between the GaAs and the Cu(In,Ga)Se2 films, which
can be explained with a reduced strain as well.
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4.3. Making epitaxial devices
The typical devices as depicted in figure 2.20 with an epitaxial absorber layer were pro-
duced with the following procedure:
1. Commercially available epi-ready GaAs wafers from Wafer Technology Ltd. were
used as a substrate. The heavily Zn doped material with a charge carrier density
in the order of 5x1018cm−3, a thickness of 0.5 mm, and a diameter of 2 inches were
introduced into the deposition system.
2. The Cu(In,Ga)Se2 absorber layer was grown as described in section 2.3 up to a
thickness of approximately 1 µm. Since the MOVPE system was never used to
deposit the buffer or the window layer, the samples had to be taken out of the
system3. Typically, only half of the wafer is used for the following steps to allow the
usage of the available standard equipment, which is optimized for samples on squared
glas pieces of one inch2. Since the precise cutting is rather difficult, variations of
the device size cannot be avoided.
3. Before dipping the absorber into the chemical bath, the backside has to be protected
to avoid any deposition of CdS on the back side. A CdS layer on the backside of the
wafer would prevent an ohmic back contact. The fastest and most reliable method
is to cover the back side with capton tape. By doing so, the variations of the wafer
size can be handled easily. The dimensions of the wafer may vary, since parts might
be used for different analysis techniques requiring another cutting step.
4. The CdS buffer layer was deposited in a chemical bath. To clean the sample surface
exposed to air an etching step prior to the deposition was performed. Both processes,
the etch and the CdS deposition are described below. The protecting capton tape
on the back side resists both treatments and allows the usage of the same sample
holder for the cleaning and the deposition step. Both processes, the etch and the
CdS deposition, are also described in 3.3, where their influence on the quasi-Fermi
level splitting is examined. There, it was shown, that the time between the etch
and the deposition should be as short as possible in order to avoid a loss in the
open circuit voltage. Based on these observations, the time between the etch and
the CdS deposition was less than one minute.
To avoid any damage in the CdS layer, it is useful to keep off the layer from any
surface. Thus, the tape can be carefully removed by holding the wafer in one hand
and using a scalpel to remove the tape with the other hand.
5. The window layer was deposited by an RF sputtering system4. As a first step, an
80 nm thick layer of i-ZnO was sputtered from a stoichiometric ZnO target in argon
atmosphere. The 300 nm thick ZnO:Al layer was sputtered directly after from a
ZnO/Al2O3 (2%wt) target in argon atmosphere.
3In general, the deposition of CdS and ZnO can be carried out in a MOVPE system. However, the
testing of the appropriated precursors and the optimization of the growth process would have been
too time consuming.
4Orion 8 manufactured by AJA int.
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6. The front contacts are deposited by e-beam evaporation, through a grid-shape pat-
terned mask dividing the absorber in 16 small solar cells per half of a wafer. A
10 nm thick layer of nickel is at first evaporated in order to prevent any oxidation
(from the ZnO) and diffusion of the 2 µm thick layer of aluminium deposited right
after. To allow an easy post processing, the mask should be placed such, that the
contact grid is parallel to one of the crystallographic axis, to simplify the cutting
process. The wafters are shipped with two small flat edges to identify the orienta-
tion. If the squared mask is placed such, that one side is parallel to one of the edges
of the wafer, the separation of each cell is much easier.
7. Finally, the back side of the GaAs substrate was covered with a 200 nm thick gold
layer ensuring an ohmic contact to the device.
The steps 4 to 6 are also used for the polycrystalline material. Since these samples are
directly grown on the molybdenum, which is also used for the back contact, the final de-
position of the gold layer is unnecessary. Besides, the usage of capton tape to protect the
back side can be spared, since the molybdenum layer is protected by the glass substrate.
In addition, the sample holder for the polycrystalline samples used for the CdS deposition
is designed such, that the CdS cannot reach the back side of the glass.
Etching process
Before depositing the CdS buffer layer, each sample was etched for 150 s in a 10 wt. %
aqueous KCN solution. The etch is a standard solution known to remove secondary
phases without disturbing the CuInSe2 matrix [168]. It is used for any solar cell produced
in the laboratory and well established [169–171]. The solution is made by dissolving the
needed amount of KCN-powder in the corresponding mass of deionized water: 22 g of
KCN are introduced in 198 g of distilled water to get the solution. The time between the
etch and the CdS deposition was less than one minute.
CdS deposition
The deposition of a CdS buffer layer is well known in the Cu(In,Ga)Se2 community [172].
Following the established procedure, the buffer was deposited in a chemical bath. 50 mM
thiourea solution was used as a sulfur source and a 2 mM solution of cadmium sulfate as a
cadmium source within a 1.5 mM solution of ammonium hydroxide as described in [173].
The deposition follows the process parameter used at LPV for the polycrystalline devices.
Thus, the deposition time was 5 min and carried out at 67 ◦C resulting in a thickness of
approximately 50 nm. The temperature is achieved by a heated water bath around the
beaker where the deposition takes place. The growth rate depends on the temperature
and the pH of the solution [161].
While polycrystalline cells can be scratched easily to separate one sample into several
smaller cells after the production steps described in the beginning of this section, the
epitaxial material is much more fragile and tends to break in many pieces. Due to the
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Figure 4.7.: Preparation of small devices of epitaxial solar cells - The picture illustrates
the cutting method used to prepare the small devices. The tip of a scalpel is placed a
few millimeter above the sample and perpendicular to the edge. By winding the knife
courageously the sample breaks along the crystallographic axes. For testing purposes, only
a quarter of a wafer is used for the deposition process. In this case, the cutting is performed
on the pure GaAs wafer. To prepare the small test cells (see the right hand side in figure
4.8), the separation of each cell is done after the deposition of all layers, the buffer and the
window, the grid and the back contact (see the description in the beginning of section 4.3).
Scalpel from [174].
MOVPE process a small stripe at the edges (see the left hand side of figure 4.8) tends to
be slightly different in composition compared to the main area. Furthermore, the shunt
resistivity is much higher, if the wafer edges are still present when measuring the final
cell. This is most likely related to a reduced thickness in this area or to the coverage of
the CdS. Thus, the edges have to be removed in a first step. Next, each cell has to be
separated from the others ensuring that no electrical contact exists between them. The
cutting process is done using the first millimetres of the tip of a scalpel. In doing so, it
is important to place the scalpel parallel to one of the crystallographic axis and unroll
the tip on top of the device to initiate the breaking of the crystal along the axis. The
principle of the cutting process is illustrated in figure 4.7.
After all cells are separated from each other, one still has to implement an easily accessible
back contact. All available measurement set-ups require a back contact accessible from
the top. Therefore, the gold backside of each sample was glued with a conductive silver
paste on top of a gold coated glass slice (see the right hand side in figure 4.8).
The separation of the cells requires practice and some experience. During the cutting of
the cells of the first batch, many samples were destroyed or unusable, e.g. if the break
cuts the long ”fingers” of the grid (the thin white stripes in figure 4.8) very close to the
dots used for the electrical characterisation, the photo active area is too small. This is one
reason, why only four samples of the first batch are analysed in the next sections. The
second reason is, that only samples with an efficiency of η > 3.0% were considered worse
to be analysed. For the second batch, the cutting process was much more successful, but
due to the lower GGI, no reasonable efficiency was achieved (section 4.9).
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Au
5mm
Figure 4.8.: Photo of epitaxial solar cells - Left: Picture of a wafer after the deposition
of the absorber, the buffer, and the window layer. The front contact is deposited using a
squared mask leading to the deposition of aluminium visible in the upper part of the wafer.
Right: Cut solar cells glued with a conductive silver paste on top of a glas substrate coated
with gold.
4.4. Characterization of epitaxial devices
The following sections summarize the electrical characterization performed on the first
epitaxial devices. Two batches of samples were produced, one with a [Ga]/([Ga] + [In]) =
0.4 − 0.5 and a second with a lower [Ga]/([Ga] + [In]) ≈ 0.3. Unfortunately, the second
batch did not result in efficient cells (η ≤ 3% and mostly below 1%). Thus, the main eval-
uation focuses on the first batch. The second batch will be presented briefly afterwards.
In the following, the IV characteristics and their temperature dependence, the EQE and
voltage dependent capacitance measurements are presented.
4.5. Current voltage analysis
The current - voltage (IV) characteristic was measured with the set-up available in the
lab. The illumination source was a cold mirror halogen lamp providing a light spectrum
closer to AM1.5g, when compared to a normal halogen source. The lamp was adjusted in
height, until the measurement of the short circuit current (Jsc) of a calibrated reference
solar cell delivered the certified value of Jsc. Hereby, the incident photon flux above the
band gap of the reference cell onto the surface of the solar cells is ensured to be close to
AM1.5g.
A four probe measurement was used to minimise the effect of contact resistances. A com-
puter controlled current-voltage measure unit was used to apply a voltage and to measure
the current of the device. The temperature dependent measurements were performed
with a similar set-up, where the sample is placed into a cryostat. Here, the height of the
illumination source was adjusted until the measured short circuit current corresponded
to the previously measured one with the standard set-up. Thus, the comparability and
the right illumination power density was ensured.
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The single diode equation (2.39) was used to determine the diode factor and the shunts
directly, where the external collection function was assumed to be independent of the
voltage ηec(V ) = 1. For well behaving devices, it was easily possible to fit the implicit
equation (2.39), for worse performing cells not, as described later. The fit was done
with an algorithm implementing the orthogonal distance regression [175] available in the
python library scipy [176,177] (see in the appendix D).
As seen later, most of the IV curves of the analysed devices do not show the typical shape
which can be easily described with the one diode model, This is due to the presence of
a small kink as seen later. Nevertheless, the one-diode model was used as shown in the
following: A comparison of two implicit fits is shown in figure 4.9a with a linear axis; fig-
ure 4.9b shows the absolute values of the current shifted by JSC in log-plot. Exemplary,
the grey crosses show the measured data at T=300K (sample A under illumination). The
blue curve was fitted within the limits −0.5 < V < 0.33V. On the other hand, the red
curve was fitted over the whole measured range. However, the data points within the
grey area (figure 4.9b) were not considered. When comparing both fits, the determined
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Figure 4.9.: Comparison of evaluation methods - Exemplary illustration comparing the
two used fitting procedures methods. The data (cross) were fitted with the implicit diode
equation (2.39). The blue curve was obtained by limiting the fit within the voltage range
−0.5 < V < 0.33V. Te red curve used the whole voltage range, however, the data points
in the grey area were not considered.
diode factors differ from each other. While the red curve show a value of A = 2.6, the
blue curve leads to a higher value of A = 3.2. While the shunt resistance is compara-
ble, Rshunt = 1214 Ωcm2 (red) and Rshunt = 1200 Ωcm2 (blue), the series resistance differs
slightly: Rs,blue = 1.4 Ωcm2 (Rs,red = 0.3 Ωcm2). The later discussion about the tempera-
ture dependent change of the diode parameters is based on the second method: fitting the
whole measured data range and excluding the data points around the kink. Therefore, the
absolute values of the diode factor should be seen as an upper limit. since they are gener-
ally greater than A > 2. Both methods, the limited fitting range and the broader limits
with excluding data points, exhibit the same trends and the discussion is not hampered.
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B2: 0.48 (0.98) η=6.5%
 C: 0.44 (1.00) η=3.3%
Figure 4.10.: Overview of the first epitaxial solar cells - Depicted are the IV curves
at room temperature for the absorbers analysed more in detail in this section. The colour
indicates the sample measured under illumination (solid lines) and in the dark (dashed lines).
Figure 4.10 depicts the IV curves measured at room temperature for the compositions
[Ga]/([Ga] + [In]) = 0.45 and [Cu]/([Ga] + [In]) = 0.94 (grey, sample A), [Ga]/([Ga] +
[In]) = 0.48 and [Cu]/([Ga] + [In]) = 0.98 (blue, sample B1 and red, sample B2), and
[Ga]/([Ga] + [In]) = 0.44 and [Cu]/([Ga] + [In]) = 1.00 (orange, sample C). The set of
samples are the best performing absorbers from the first batch of epitaxial solar cells
fabricated in Luxembourg. Although more absorbers were produced, the discussion is
limited to these four samples, since many were destroyed during the preparation procedure
(see section 4.3). Besides, only cells with an efficiency of η > 3% were fully characterised
(temperature dependent IV, EQE, and capacitance measurements).
The first batch was grown with a [Ga]/([Ga] + [In]) between 0.4 and 0.5 since the lattice
mismatch within this area is expected to be small (see section 2.2 and 4.2) ensuring the
growth of an unstrained layer and thereby minimizing the number of dislocations within
the film. At the same time, the [Cu]/([Ga]+[In]) was aimed at to be grown under Cu-poor
conditions.
The characteristic solar cell properties are summarized in table 4.2. Although all devices
were processed the same why, the two different absorbers with identical composition show
quite different device characteristics. While one exhibited the highest efficiency of 6.5%
within this work, the other showed slightly more than half of this value. This is mostly
due to a low shunt resistance for sample B1 (compare table 4.3). Sample C also suffers
from a low shunt resistance. It should be mentioned, that the highest achieved efficiency
of 6.7% is not depicted, since no temperature dependent measurements are available.
Nevertheless, the open circuit voltage of VOC = 0.505V and the short circuit current
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Sample CGI/GGI η (%) VOC (V) JSC ( mAcm2 ) FF ZnO
A 0.94/0.45 4.1 0.31 28 46 LPV
B1 0.98/0.48 3.4 0.37 25 30 LPV
B2 0.98/0.48 6.5 0.50 30 45 HZB
C 1.00/0.44 3.3 0.38 22 37 LPV
Record device [7]
on GaAs (111) -/0.3 8.5 0.46 31.6 58 -
on GaAs (001) -/0.3 7.3 0.48 24.8 61 -
on GaAs (110) -/0.3 6.4 0.42 27.7 55 -
Table 4.2.: Solar cell parameters at room temperature - Summary of the typical solar cell
parameters for the devices depicted in figure 4.10. The absorber thickness was d ≈ 1 µm.
The bottom part compares the epitaxial record device found in literature [7]. The ZnO was
either deposited at LPV or at the Helmholtz Zentrum Berlin (HZB).
(JSC = 31 mAcm2 ) are comparable to the most efficient sample discussed here (table 4.2).
The higher fill factor of 46 is due to the slightly higher values of VOC and JSC and a
slightly lower series resistance of 0.9 Ωcm2 (compared to 1.5 Ωcm2).
The highest reported efficiency for epitaxial Cu(In,Ga)Se2 solar cells (with a [Ga]/([Ga]+
[In]) ≈ 0.3) reaches 8.5% for material grown on GaAs (111) and 7.3% for a substrate
orientation of (001) (table 4.2) [7]. When focusing on the comparable substrate orientation
of (001), the performance of the the best device is close to the reported record of 7.3%
conversion efficiency. The observed VOC and the short circuit current measured in this
work are even higher than the record device. However, a higher VOC is expected because of
the higher gallium content leading to an increased band gap. Nevertheless, the fill factor
is smaller, which is most likely related to the presence of a kink, as seen later. While
the reported shunt resistance under illumination is in the same order of magnitude, the
measured series resistance in this work is only half of the reported record device (table
4.3).
Sample CGI/GGI Rs,illu Rs,dark Rsh,illu Rsh,dark
A 0.94/0.45 0.5 68 1000 3800
B1 0.98/0.48 1.9 14.5 200 300
B2 0.98/0.48 1.5 5.5 400 1800
C 1.00/0.44 1.9 3 37 37
Record device [7]
on GaAs (111) -/0.3 3 - 330 -
on GaAs (001) -/0.3 3 - 500 -
on GaAs (110) -/0.3 3 - 250 -
Table 4.3.: Comparison of resistances at room temperature - Summary of resistances in
Ωcm2 at room temperature illustrating the huge differences between measurements in the
dark and under illumination. The resistances were determined with a linear fit around 0 V for
the shunt resistance, and around the highest measured voltage for the series resistance. The
bottom part compares the available data for the epitaxial record device found in literature [7].
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Figure 4.10 shows huge differences between the illuminated (solid) and the dark (dashed)
measurements. First, all samples exhibit a cross over and a deviation from the shifting
approximation (section 2.6.3). If the IV curve measured under illumination crossed the
one measured in the dark, the situation is referred to as cross over. Shifting approximation
describes the situation, when the current under illumination is shifted by a constant offset,
namely the short circuit current. Since the external collection function was assumed to
be ηec(V ) = 1 to allow the usage of the one diode model (as described in the beginning
of this chapter), the shifting approximation was assumed for the later evaluation.
There are several explanations for both effects [35]:
Cross over A cross over may be observed, if an electron barrier φ is present in the dark
and significantly reduced under illumination. Examples for a barrier φ vanishing
under illumination are a CdS layer with a high doping concentration [178] or a high
density of acceptors in the absorber close to the interface to the CdS [179].
The first case was shown for CuInSe2 and CdS [178]: a high doping concentration
in the buffer layer will shift its conduction band maximum (CBM) down. As soon
as the energy level of the CBM approaches the value of the conduction band in
the bulk of the CuInSe2 absorber layer, the barrier for the electrons (a spike in
the conduction band when going from the CuInSe2 layer to the CdS ) is increased.
Under illumination, the photo current generated in the absorber is partially blocked
(resulting in a kink in the IV curves when being simulated [179]). Under illumination
(with blue light in the case of [178]), the concentration of free electron and holes
may change significantly. Deep defect levels can be filled with holes. If the holes
have a sufficiently long lifetime in this defect state, the concentration of electrons
in the conduction band is increased and the electron barrier is reduced.
The second case of a high acceptor density in the absorber results in a large negative
charge in the acceptor states. This leads to a large potential drop over the buffer
and forms a barrier for the electrons [35]. Under illumination, the acceptors can be
filled with photo generated holes from the buffer layer, which reduces the acceptor
charge and therefore the electron barrier [35, 179].
In both situation, the diode current is larger under illumination and a cross over is
observed.
Shifting approximation Possible reasons for a violation of the shifting approximation are
a voltage dependent collection function, an illumination dependent shunt path, or
changes of the dominating diode current [35]. A shunt path can also be induced by
conducting dislocations, creating a shunt between the GaAs and the CdS buffer.
First, the voltage dependence of the SCR width, interface recombinations and photo
current barriers result in a voltage dependent collection function (section 2.6). As
seen later more in detail, the devices are indeed dominated by interface recombi-
nations (section 4.6.1), at least one photo current barrier is present (section 4.6.2),
and (partly) small changes in the space charge width are observed (section 4.7).
Second, a shunt path may be present, which is not or less pronounced in the dark.
Nevertheless, if photoconductive material is present in the device, an additional or
more pronounced shunt path may be observed.
Finally, the origin of the diode current may change under illumination.
90
4.6. Temperature dependent analysis
4.6. Temperature dependent analysis
The temperature dependent measurements are shown in figures 4.11 to 4.14. The left
hand side depicts the measurement in the dark while the right hand side illustrates the
measurements under illumination.
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Figure 4.11.: Temperature dependent IV curves (sample A) - Temperature dependent IV
measurements in the dark (left) and under illumination. The measurement ranges from 100K
to room temperature. The composition is [Ga]/([Ga]+ [In]) = 0.45 and [Cu]/([Ga]+ [In]) =
0.94. Note that the scales are different in all IVT measurements.
Sample A with the copper poorest composition in figure 4.11b exhibits a typical diode
behaviour under illumination: with a decreasing temperature, an increasing VOC is ob-
served, while the shunt resistance under illumination remains constant. Also, the series
resistance is changes only slightly down to a temperature of T ≈ 170K (compare be-
low). In the dark, on the other hand, the shunt resistance does not change significantly
down to a temperature of T ≈ 230K and is in a comparable order of magnitude. In
both cases, under illumination and in the dark, it is Rsh ≥ 1000 Ωcm2 at room tempera-
ture. Nevertheless, the series resistance in the dark is higher (at room temperature it is
Rs,dark = 68 Ωcm2 compared to Rs,illu = 0.5 Ωcm2 under illumination) and increases with
a decreasing temperature. This leads to a less typical diode curve until the device is
almost ohmic for T . 200K. Additionally, the current in the dark is much lower than
under illumination (two orders of magnitude). The best performing device B2 shows a
difference of only one order of magnitude, when comparing the currents in the dark and
under illumination. Furthermore, the current in the dark is two orders of magnitude
higher (figure 4.13a), when compared to sample A. This indicates the presence of an illu-
mination dependent potential barrier in sample A, since the currents under illumination
are in the same order of magnitude when compared to the best performing device B2
(figure 4.13b).
Sample B1 (figure 4.12a) exhibits a similar behaviour like sample A, when comparing
the shunt resistances in the dark and under illumination. Both exhibit a comparable
order of magnitude of Rsh,illu = 200 Ωcm2 and Rsh,dark = 300 Ωcm2 at room temperature.
The slope in figure 4.12a appears steeper, since the scales of the current axis is different
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Figure 4.12.: Temperature dependent IV curves (sample B1) - Temperature dependent
IV measurements in the dark and under illumination. The measurement ranges from 100K
to room temperature. The composition is [Ga]/([Ga]+ [In]) = 0.48 and [Cu]/([Ga]+ [In]) =
0.98. Note that the scales are different in all IVT measurements.
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Figure 4.13.: Temperature dependent IV curves (sample B2) - Temperature dependent
IV measurements in the dark and under illumination. The measurement ranges from 100K
to room temperature. The composition is [Ga]/([Ga]+ [In]) = 0.48 and [Cu]/([Ga]+ [In]) =
0.98. Note that the scales are different in all IVT measurements.
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compared to the illuminated case. With a decreasing temperature, the shunt does not
change remarkably. The differences in the current, when comparing the illuminated and
the dark case, are similar to sample A albeit it is only in the order of one magnitude. Still,
compared to the best performing device, the observed currents in the dark are much lower.
The illuminated curve clearly shows a kink around 0.25 V which gets more pronounced
for lower temperatures.
Sample B2 with the identical composition (figure 4.13a) shows a similar kink, however,
much less noticeable at room temperature. Only for decreasing temperatures, it gets
more pronounced. The shunt resistance is reasonable high for the measurement under
illumination and in the dark. Similar, the series resistance shows a comparable order of
magnitude for both measurement conditions (table 4.3).
The observed kink for sample B1 and B2 is most likely not related to the additional
interface to the GaAs. Indications for that are the absence of a pronounced kink for
sample A and C. Furthermore, the simulation in section 4.10 suggest, that the additional
GaAs layer is not harmful for the device. Therefore, it is very likely, that the kink is
related to effects close to the interface between the absorber and the buffer. Even descent
Cu(In,Ga)Se2 based solar cells can exhibit kinks under certain illumination conditions
[180].
Finally, the fourth device C (figure 4.14a) shows generally a very low shunt resistance.
In the dark, it becomes also almost ohmic for lower temperatures. Under illumination,
the low shunt resistance is still present and dominates the IV curves. In general, device
C behaves very unusual, e.g. the VOC decreases with a decreasing temperature. The
device with the highest copper content exhibits the lowest efficiency which makes an
interpretation difficult, since it does not behave like a usual diode and is not further
discussed.
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Figure 4.14.: Temperature dependent IV curves (sample C) - Temperature dependent
IV measurements in the dark and under illumination. The measurement ranges from 100K
to room temperature. The composition is [Ga]/([Ga]+ [In]) = 0.44 and [Cu]/([Ga]+ [In]) =
1.00. Note that the scales are different in all IVT measurements.
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4.6.1. VOC and temperature
Temperature dependent measurements are useful, since they allow the determination of
the dominating recombination path by analysing the temperature dependence of the open
circuit voltage(compare section 2.6.4). The temperature dependence of the VOC is plot-
ted in figure 4.15a and reveals, that all of the measured devices is dominated by interface
recombination (to the buffer layer and/or to the GaAs). The open circuit voltages were ex-
trapolated at zero kelvin to determine the activation energies. These energies are 0.76 eV
for the copper poorest and 1.03 eV for the almost stoichiometric device B2. Sample B1
with the identical composition shows an activation energy of 0.71 eV. The comparison
with the band gap, which was determined from the EQE measurements (compare table
4.4) reveals up to 0.54 eV lower activation energies compared to the respective band gap.
The determination of the band gap is described in section 4.7. The copper richest device
(sample C) does not allow a proper analysis, since its behaviour can not be described with
common models.
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Figure 4.15.: Temperature dependence of the open circuit voltage and the series
resistance - Left: The open circuit voltage in dependence of the temperature for the four
analysed samples. Recombinations at the interface are dominating for all of the samples,
since the activation energy is below the band gap. Right: Temperature dependence of the
series resistance.
4.6.2. Resistances
At room temperature, where the devices would be operated, the series is below 2 Ωcm2
for all devices (table 4.3). Although high efficient cells exhibit lower values in the range
of 0.2− 0.5 Ωcm2 [181], the series resistance is not responsible for the low efficiencies. A
simulation with the device simulator SCAPS [139] shows an efficiency of η = 16.2% for
a series resistance of 0.22 Ωcm2 and η = 14.6% for 2.0 Ωcm2. The situation is similar for
the shunt resistance of sample A, B1, and B2: Values of 1000 Ωcm2 (sample A), 200 Ωcm2
(sample B1), and 400 Ωcm2 (sample B2) are observed. Although a high efficient device
shows values above > 1000 Ωcm2 [35], even a low value of 200 Ωcm2 is still acceptable.
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A similar simulation as for the series resistance shows also only a minor drop in the ef-
ficiency. An efficiency of η = 16.2% is achieved for a shunt resistance of 1000 Ωcm2 and
η = 15.1% for 200 Ωcm2. Thus, the shunt resistance does not explain the low efficiencies
as well. Both simulations were done with the definition file of the ”Numos CIGS baseline”
included in SCAPS. In both cases, only one resistance was changed, while the other was
not accounted for.
When comparing the illuminated and the dark resistances, differences can be observed
(table 4.3). The series resistance in the dark is up to ≈ 130 times higher for the lowest
copper content (sample A) and still ≈ 3.5 times higher for the best performing device.
The differences in the shunt resistance are less pronounced: Apart from the highest cop-
per content (sample C), difference between a factor of 1.5 (sample B1) and 4.5 (sample
B2) are observed. Nevertheless, the shunt increases under illumination while the series
resistance increases. The differences between the illuminated and the dark case indicate
the presence of one or more light dependent conduction paths. For instance, CdS is known
to be photoconductive [182] and may open an additional shunt path under illumination.
Another possible explanation might be an electron barrier due to a high density of accep-
tors in the absorber’s near surface [35]. The negative charge at the acceptor states may
form an electron barrier in the dark. Under illumination, when the absorber acceptors
are filled with holes, which are photogenerated in the buffer. This leads to a reduction
of the acceptor charge and therefore to a lower electron barrier [35,179]. This effect may
explain an illumination dependent series resistance.
The temperature dependence of the series resistance Rs,illu under illumination is shown
in figure 4.15b. Rs,illu was obtained from the implicit fit explained in the beginning of
section 4.5, which is why the values cover different temperature ranges. Due to the kink,
which is more pronounced at low temperatures, a reliable evaluation was not possible
below a certain temperature.
While the lowest copper content (sample A) exhibits almost constant values below 2 Ωcm2
within the whole temperature range, the other samples show a slight increase with a de-
creasing temperature. For the increasing resistances, one can conclude, that a temperature
activated barrier is present. An increasing potential barrier, e.g. an electron barrier in
the conduction band, can explain an increasing series resistance. Nevertheless, device A
does not show the presence of such a barrier.
4.6.3. Diode factor
Next, the diode parameter can reveal further information about the device. The diode
factor was determined as described above (beginning of section 4.5) and is shown in figure
4.16a for the dark and in 4.16b for the illuminated case. First, the diode factor is very
high, since for decent devices it is found to be 1 < A . 2.
The reason was explained in the beginning of this section and is related to the choice
of the fitting limits due to the kink, which is particularly visible at lower temperatures
for the samples B1 (figure 4.12b) and B2 (figure 4.13b) under illumination. As described
above, the region where the kink is pronounced was not considered when fitting the diode
equation to the measured data (for samples A, B2, and C). Since the kink is especially
pronounced in sample B1, leaving out the involved voltage range hampered the fit. There-
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Figure 4.16.: Temperature dependence of the diode factor - The diode factor in de-
pendence of the inverse of the temperature is shown. If a diode is dominated by tunneling
processes, a straight line is expected in this plot.
fore, for sample B1 the fit limits where adjusted according to the kink, as shown in the
blue curve in figure 4.9 As pointed out above, regardless of the fitting process (adjusting
the limits or leaving out the data around the kink), the trends remain the same. Due to
the differently pronounced kinks at low temperatures, the diode factors are plotted down
to different temperatures for the different samples.
Because of the different fitting ranges for sample B1, the diode factors in figure 4.16b are
lower (A < 2), when compared to the other samples (A > 3). It is to mention, that the
values for the samples A, B2, and C are in any case above 2, as exemplary shown in figure
4.9a leading to a diode factor of A = 3.2 or A = 2.6. Except for sample B1, the diode fac-
tors above 2 indicate, that devices are dominated by tunnelling processes (section 2.6.4).
The usefulness of plotting the inverse temperature and the diode factor was pointed out
in section 2.6.4, since it allows conclusions about the tunnelling behaviour of a device as
well. If the change of the diode factor can be extrapolated linearly (with a positive slope),
the device is dominated by tunnelling processes. Excluding the cell B1, the other devices
show a linear increase with the inverse of a decreasing temperature indicating dominating
tunnelling processes. Interestingly, the samples with identical compositions (B1 and B2)
differ from each other. While the record device B2 is dominated by tunnelling, the worse
performing cell B1 is not.
In the dark, no sample showed the presence of a kink. Therefore, the diode factor of
sample B1 is higher in the dark, when compared to the illuminated case (figure 4.16a).
In the dark, all devices show a linear increase with an increasing inverse temperature.
In combination with the generally high values of A > 2, all devices are dominated by
tunnelling processes.
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4.7. Quantum efficiency
Figure 4.17 depicts the QE spectra for the best performing cells. Photons with shorter
wavelengths show an almost identical response of the device. This is not surprising, since
this region is determined by the ZnO window layer and the CdS buffer layer which are
comparable for all devices.
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Figure 4.17.: Overview of QE measurement - The QE spectra of the analysed samples.
For increasing wavelengths, between the band gaps of ZnO and CdS, sample B2 (red
curve) exhibits slightly higher values, which is most likely related to small deviations in
the ZnO, since it was sputtered with a different system in Berlin. Thus, the difference of
the red curve when compared to the others between 650− 800 nm is most likely related to
a different interference behaviour of due to small deviations in the thickness. The shape
of the other devices is qualitatively comparable. Only around the absorber’s band gap the
device with [Ga]/([Ga] + [In]) = 0.44 and [Cu]/([Ga] + [In]) = 1.00 (sample C) remains
the exception. Here, the absorption edges is smeared out. The device with the highest
conversion efficiency exhibits a sharp transition around the band gap and the highest EQE
reaching values of 90% while the other sample’s maxima reaches between 70% and 80%.
This is expected, since the area below the curve is proportional to the photo current. The
area correlates with the measured short circuit currents (table 4.2).
4.7.1. Band gap and collection length
EQE measurements are suitable to determine the band gap and the effective diffusion
length as described in section 2.6.5. Equation (2.50) can be used to determine both
values. Nevertheless, the equation requires the knowledge of the absorption coefficient α.
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Thus, the EQE spectra were fitted using an optical model for α which was extrapolated
from the absorption coefficient obtained from PL measurements at room temperature.
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Figure 4.18.: Absorption coefficient for the evaluation of the EQE spectra - The PL
spectrum of an CuIn1−xGaxSe2 absorber with x = 0.48 (left) used to extract the absorptivity
(right). The absorption coefficient was than fitted with an optical model taking the square
root characteristics for band-to-band transitions into account and an exponential term to
consider the Urbach tailing (equation (C.3)).
Figure 4.18a shows the PL spectrum used to determine the absorptivity, which allows
the calculation of the absorptivity and thus the absorption coefficient (section 2.5.4). The
deduced absorption behaviour is shwon in figure 4.18b. Since no PL measurements at room
temperature were available for the absorbers used for the discussed cells, an absorber with
a comparable composition of [Ga]/([Ga] + [In]) = 0.48 was used. Figure 4.18b shows the
extracted absorptivity and the calculated absorption coefficient using equation (2.12). The
reflectivity was assumed to be Rf = 0 and the sample thickness d = 1.1 µm (determined
from SEM measurements). The calculated absorption coefficient was then fitted with the
optical model described in section C.2 (equation (C.3)) to determine the pre factors α0,
αUrbach, the weeding parameter w and the E0. Important is, that the parameters for an
appropriate description of the absorption coefficient can be specified and used in equation
(2.50) which describes the EQE spectra around the band gap. In principle, the band
gap can be determined without knowing the exact parameters for α0 and αUrbach, since
these parameters determine the steepness of the absorption coefficient curve. The band
gap rather determines the position in terms of energy, where the absorption begins5. To
estimate the effective collection length, the pre factors are important, since both, α0,Urbach
and Le0ff determine the steepness of the EQE (equation (2.46)). For the evaluation, the
steepness determining parameters were kept constant and the band gap and the effective
collection length were fitted. Thereby, the band gap and the effective collection length
can be determined. The data and the respective models are depicted in figure 4.19. An
increasing trend with an increasing [Ga]/([Ga] + [In]) ratio is observed: Eg = 1.19 eV for
5Alternatively, the band gap can be approximately easily by fitting a linear equation to the band gap
region on the long wavelength side.
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sample C, Eg = 1.24 eV for sample A, Eg = 1.25 eV for sample B1, and Eg = 1.27 eV
for sample B2. The values compare reasonable with the excepted ones according to
the dependence of the band gap on the [Ga]/([Ga] + [In]) ratio (table 4.4). The resulting
effective collection lengths are ≈ 850 nm for sample B2, ≈ 540 nm for sample A, ≈ 400 nm
for sample B1, and ≈ 270 nm for sample C. For polycrystalline Cu-poor CuInSe2, the
lengths are in the range of ≈ 2 µm [141]. A summary of the band gap and the collection
lengths is given in table 4.4.
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Figure 4.19.: Band gap determination from the QE measurement - Data (symbols)
and the fitted model (solid lines) according to equation (2.50) and (C.3). The determined
band gaps are summarized in table 4.4.
Sample CGI/GGI Eg,calca Eg,QE Eact,IV T Leff (nm)
A 0.94/0.45 1.26 1.24 0.76 540
B1 0.98/0.48 1.28 1.25 0.72 400
B2 0.98/0.48 1.28 1.27 1.03 850
C 1.00/0.44 1.25 1.19 - 270
aDetermined with the equation given in B.1.
Table 4.4.: Summary of solar cell parameters - Summary of the determined band gap and
the effective collection length from the EQE measurements (section 4.7). The activation
energies were determined by the temperature dependence of the VOC (section4.6.1).
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4.7.2. Bias dependence
Information about an incomplete carrier collection can be gathered by a voltage depen-
dent EQE measurement. Minority carriers generated in the absorber can only be collected
if the generation takes place within a distance of Ln,a +wa(V ) where Ln,a is the diffusion
length of electrons in the absorber and wa the voltage dependent width of the space charge
region (section 2.6.5). If the distance is greater, not all minority carriers can be collected
and an incomplete collection is observed.
An applied reverse bias can increase the space charge region and more charge carriers can
be collected. The bias dependent EQE measurements for the samples B1 and B2 with
an identical composition are depicted in figure 4.20a and 4.20b, sample A in 4.21a, and
figure 4.21b shows sample C. The top part in the graphs shows the EQE responds for
different bias conditions. The bottom plot illustrates the relative change of these spectra
compared to the measurement without bias.
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Figure 4.20.: Bias dependent EQE for sample B1 and B2 - The bias dependent EQE for
the samples with an identical composition with [Ga]/([Ga] + [In]) = 0.48 and [Cu]/([Ga] +
[In]) = 0.98. In the top the EQE spectra measured for different reverse bias conditions
and shown. The bottom illustrates the relative change of different biases compared to the
spectra measured without bias.
Interestingly, the samples B1 and B2 with an identical composition show a very dif-
ferent responds to the revere bias. While the best performing sample B2 does not show
significant changes within the whole spectral range, B1 exhibits differences starting below
the band gap of the CdS (≈ 500 nm) and increases to a factor of 1.5 in the region of the
band gap of GaAs. The highest change - up to 2.5 times more - is observed for higher
wavelength, where the absorber dominates the collection. This is expected, since the re-
verse bias increases the SCR. Therefore, it has the strongest effect on the charge carrier
generation towards the back of absorber. Thus, device B1 suffers from an incomplete
charge carrier collection either due to small SCR and/or a short diffusion length.
On the other hand, sample B2 shows only minor changes within the whole spectral region.
One explanation for this characteristic is fully depleted absorber layer which does not ex-
hibit a SCR (the voltage dependent capacitance measurements in section 4.8 indicate a
100
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(a) Sample A with [Ga]/([Ga] + [In]) = 0.45 and
[Cu]/([Ga] + [In]) = 0.94.
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Figure 4.21.: Bias dependent EQE for sample A and C - In the top the EQE spectra
measured for different reverse bias conditions and shown. The bottom illustrates the relative
change of different biases compared to the spectra measured without bias.
depleted absorber). For a fully depleted absorber, the electrical field through the whole
layer is present and the charge separation of electrons and holes is possible within the
whole layer. An applied reverse bias, does not change the electrical field significantly and
no change in the effective collection length is expected.
The differences between sample B1 and B2 are in agreement with the different short cir-
cuit currents under illumination of 25 mAcm2 for sample B1 and 30
mA
cm2 for sample B2 (table
4.2). According to equation (2.47), the photo current is proportional to the integral of
the product of the EQE and the photon flux. Since the of the EQE of sample B2 has a
bigger area, a higher photo current is expected.
The voltage dependent change of the EQE of sample A (figure 4.21a) exhibits also a
voltage dependent current collection albeit less pronounced than sample B1. Again, this
indicates an incomplete charge carrier collection within the device.
Device C (figure 4.21b) does not show a voltage dependent change in the EQE. The com-
parison with the C-V measurements (appendix 4.8) suggest, similar to device B2, a fully
depleted absorber layer. However, the carrier collection is much worse compared to the
other devices and shorter than the device thickness. The unusual behaviour in the tem-
perature dependent IV measurements already suggested, that this device does not behave
like a typical Cu(In,Ga)Se2 device with a reasonable quality. Thus, the interpretation of
the results are very difficult.
4.8. Voltage dependent capacitance measurement
The set-up used for the temperature dependent IV measurements (section 4.6) can be
used to perform voltage dependent capacitance measurements without changing the con-
tacts on the sample inside the cryostat. A LCR-bridge allows the measurement of the
capacitance within a frequency range of 100Hz to 1MHz and an optional offset voltage.
Thus, the set-up allows voltage and or frequency dependent measurments of the capaci-
101
4. Epitaxial solar cells
tance. Admittance measurements (C-f) allow the determination of the density of defect
states. The voltage dependent measurement (C-V) extents the possibilities to measure
the spatial distribution of defects within a semiconductor. Although both techniques were
applied to the devices, the evaluation was not possible. This is why the discussion in the
following is limited to the C-V measurements.
By changing the external voltage, the determination of the defect concentration gets pos-
sible (section 2.6.6).
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Figure 4.22.: CV profile - Capacitance in dependence of the applied voltage at 200K. The
different colors represent the different samples, the symbols represent measurements with
different AC frequencies as indicated in the plots.
Unfortunately, the slope of the plots in figure 4.22a and 4.22b does not show a typical
behaviour known from descent devices. When fitting a linear equation to the data, the
intercept with the voltage axis should be the built in voltage of ”normal” devices. For
the present cells, the built in voltage extrapolates up to 10− 30 V, which is impossible.
However, the very straight lines can be explained with a fully depleted absorber layer.
An approximation of the expected capacitance for a fully depleted layer can be calculated
using (2.52). With the dielectric constant of Cu(In,Ga)Se2 ( 0 = 13.6 [183]), an sample
area of A = 0.5cm2, and a width of wa = 1000 nm it follows that 1(C/A)2 = 6.9c10
15 cm2
F 2 .
The value is very close to the measured values in figure 4.22. Therefore it is very likely,
that the absorber layer is completely depleted.
4.9. Decreasing gallium content
After the interesting first results more absorber were grown. The aim was to decrease
the copper and the gallium content to be more comparable to the composition of highly
efficient polycrystalline cells [22]. The idea was, to achieve higher efficiencies by following
the polycrystalline example: a Cu-poor grown absorber with [Ga]/([Ga] + [In]) ≈ 0.3.
The IV curves of these absorbers are plotted in figure 4.23 and exhibit only a very poor
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performance. The highest efficiency of 3.0%, with a VOC of 275mVand a short circuit
current of 25 mAcm2 was observed. The other absorbers show significantly smaller VOC and
accordingly efficiencies below 1%.
One absorber with a [Ga]/([Ga] + [In]) = 0.45 was produced together with the freshly
grown absorbers and showed a comparable high efficiency of 6.1%. Thus, neither the CdS
nor the ZnO deposition seems to be problematic and the poor performance is more likely
related to a low absorber quality. Unfortunately, no further measurements are available
to address the problem more in detail.
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Figure 4.23.: IV curves for lower gallium content - Examples of IV curves with a decreas-
ing gallium content. The is [Ga]/([Ga] + [In]) ≈ 0.3 and the copper content was varied.
Nevertheless, no trends were observed.
However, due to the lower GGI, the strain within the film is expected to be higher,
compared to a GGI around 0.5 (section 2.2). To release the stress, the formation of
dislocation gets more likely and more defects are expected for the GGI of 0.3 coming
along with a shorter lifetime for the minority carriers and worse transport properties.
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4.10. Simulation
The highest reported efficiency for epitaxial Cu(In,Ga)Se2 solar cells reach 8.5% for ma-
terial grown on GaAs (111) and 7.3% for a substrate orientation of (001) [7]. The highest
efficiency of η = 6.7% for the epitaxial devices grown on GaAs (0001) in this work (section
4.4) differs only by 0.6% compared to the substrate orientation of (100) used in the record
device in literature.
Nevertheless, the efficiencies do not compare to the current polycrystalline record de-
vices showing conversion efficiencies of 20.8% [2]. A fundamental difference is the lack of
sodium, when growing the epitaxial devices. The presence of Na, either due to diffusion
from the soda lime glass substrate or by an additional Na source, is known to increase
the device efficiencies drastically by improving the VOC and the fill factor [164,165].
However, the first photovoltaic device based on CuInSe2 single crystals did not contain Na
and reached a power conversion efficiency of 12% [1] proving that efficiencies above 10%
are possible even without Na. In contrast to the solar cells produced by Shay [1] who used
a zone-refining technique6, the later work concentrates on epitaxial Cu(In,Ga)Se2 grown
on a substrate. Here, the absorber is typically grown on GaAs using molecular beam
epitaxy [166] or metal organic chemical vapour deposition [7,11]. To clarify, whether the
additional GaAs layer required for the growth process may hamper the performance of
these devices, the device simulation program SCAPS [139] (version 3.2.01) was used to
simulate the structure with the additional GaAs layer.
4.10.1. Band structure
The basis of any simulation is the definition of the band structure. The crucial properties
are the conduction and valence band offsets between two layers of different materials. In
SCAPS, the electron affinity has to be adjusted such, that the offsets of the conduction
bands correspond to the measured or calculated offsets (see section 2.6.7). The valence
band offset is than calculated by means of the respective band gap energies (equation
(2.2)).
The valence band offset between GaAs and CuGaSe2 is between −0.4 eV and +0.1 eV
(table 2.2). For the following discussion of the band structure for Cu(In,Ga)Se2 on top
of GaAs, the electron affinity was tuned such, that the valence band offset is zero. As
shown later, the simulated device properties differ only slightly for any valence band offset
between ∆EV B = ±0.4.
To determine the electron affinity in dependence of the GGI, the valence band maxi-
mum was assumed to be independent of the composition [40]. This approximation is
valid, since the change of the VB offset ∆ECB = 0.7 eV is much more pronounce com-
pared to ∆EVB = 0.04 eV for the VB offset when comparing the offsets between CuInSe2
and CuGaSe2 [40]. Thus, only the electron affinity has to be adjusted and was calcu-
lated according to the band gap energy of the specific composition. The band gap of
CuIn1−xGaxSe2 in dependence of x is known (section 2.1.2) and was calculated by a
quadratic equation given in table B.1 [41]. Therefore, the electron affinity in dependence
6To purify the single crystal, a narrow region within the crystal is molten. By pulling the crystal though
the heater, the molten zone moves along the crystal. The principle can be used to produce crack free
single crystals with a very high purity and quality.
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of the composition x can be calculated with
χ(x) = 4.1 + 1.688− Eg(x)− 0.26 (4.2)
where 4.1 is the electron affinity of GaAs, Eg(x) the band gap, and the −0.26 shifts the
affinity such, that the valence band offset to the GaAs is zero. The conduction band
offset between Cu(In,Ga)Se2 and the buffer layer was adjusted such, that it is zero for
[Ga]/([Ga] + [In]) = 0.3. Further material properties necessary for the simulations are
summarized in table 4.5.
The thickness for the Cu(In,Ga)Se2 was set to 1 µm since the epitaxial films grown in this
work were approximately in this range. The used GaAs has a thickness of d = 0.5mm.
Nevertheless, for the simulation the thickness of the GaAs was assumed to be 1 µm as
well, because SCAPS tends to show convergence failures for thicker layers especially for
low x values. A stepwise increase in the thickness of the GaAs layer did not change the
results, so that the smaller thickness compared to the real substrate does not hamper the
discussion.
CuIn1−xGaxSe2 for x
GaAs 0 0.3 0.7 1 CdS a i-ZnO a ZnO a
χ (eV) 4.1 4.48 4.34 4.08 3.8 4.34 4.55 4.55
Eg (eV) 1.42 1.03 1.17 1.44 1.68 2.4 3.3 3.4
d ( µm) 1.0 1.0 0.05 0.05 0.2
/0 12.9 13.6 10 9 9
NC (cm−3) 4.7e17 7.0e17 4e18 4e18 4e18
NV (cm−3) 7.0e18 1.5e19 9e18 9e18 9e18
ND (cm−3) 0 0 4e15 1e18 1e18
NA (cm−3) 1e18 1e16 0 0 0
Vn (cm/s) 1e7 1e7 1e7 1e7 1e7
Vp (cm/s) 1e7 1e7 1e7 1e7 1e7
µn (cm2/(Vs)) 800 20 20 20 20
µp (cm2/(Vs)) 400 20 20 20 20
Edefect (eV) - 0.515 0.585 0.72 0.845 1.2 1.65 1.7
Type - A D D D
Nd (cm−3) - 5.0x1012 1x1015 1x1018 1x1016
σn (cm/s) - 1.0x10−13 1x10−15 1x10−15 1x10−15
σp (cm/s) - 1.0x10−15 1x10−12 1x10−12 1x10−12
α0 (1041/cm) SCAPS 0.98 0.84 0.79 0.84 SCAPS SCAPS SCAPS
α1 (1031/cm) - 6.04 6.33 5.35 3.59 - - -
E1 (eV) - 1.574 1.546 1.621 1.762 - - -
B1 (eV) - 0.364 0.406 0.403 0.357 - - -
aData from [35]
Table 4.5.: Parameter used for the simulation - A summary of the electrical and optical
properties used for the simulations.
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Figure 4.24 shows the simulated band structure in the dark for CuIn1−xGaxSe2. The
top shows the ternaries CuInSe2 (left) and CuGaSe2 (right). The figures in the bottom
illustrate the situation for CuIn1−xGaxSe2 with x = 0.3 (left) and x = 0.7 (right). The
grey lines describe the conduction band maximum (CBM) and the valence band maxi-
mum (VBM), the red line the Fermi level, and the dashed orange line the mid gap defect
in dependence of the position. The character of the mid gap defect and the electrical
properties follow table 8.4 in [35] and are summarized in table 4.5.
According to the choice of the electron affinity, the valence band maximum (VBM) does
not exhibit a discontinuity when going from the GaAs to the absorber layer for any com-
position x. The slightly higher energy level on the GaAs side is related to the bigger
shallow acceptor density of NA = 1018cm−3 (taken from the data sheet of the bought
GaAs wafer) compared to NA,abs = 1016cm−3 for the absorber layer.
The CBM of the Cu(In,Ga)Se2 increases with an increasing x. For x . 0.7 the conduc-
tion band offset decreases and changes its character from a cliff (∆ECB < 0) to a spike
(∆ECB > 0) for higher compositions. The second difference is the interface to the CdS
which forms a spike for [Ga]/([Ga] + [In]) < 3 and a cliff for larger band gap energies.
The simulated IV and QE curves are discussed in the next section.
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Figure 4.24.: Simulated band structure for CuIn1−xGaxSe2 - Simulated band structure
in the dark for CuIn1−xGaxSe2 . Depicted are the situations for x = 0 (top left), x = 1 (top
right), x = 0.3 (bottom left), and x = 0.3 (bottom right).
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4.10.2. Simulated IV curves
To simulate the parameter solar cell parameter, the optical parameters have to be defined.
For the GaAs, the CdS, and the ZnO layers, the default spectra in SCAPS were used.
For the absorber layer, the optical properties were calculated using equation (2.17) to
describe the band gap region (the square root) of the absorption coefficient and the shape
for higher energies with the exponential function (as described in section 2.4.1 and plotted
in figure 2.13). To calculate the composition dependence of the parameters α0, α1, B1,
and E1, the literature values in [35] were fitted with a quadratic equation (see table
B.1). The values used in the following simulations are given in table 4.5. Note, that
the values were calculated and small deviations from the measured ones may occur, e.g.
α1,calc = 6.04e3cm−1 compared to the literature value α1,measured = 6.01e3cm−1 for x = 0.
To take the reflection losses into account, the reflectivity of a CdS/i-ZnO/ZnO layer was
used. Therefore, CdS was deposited on a glass substrate during the process used for the
epitaxial devices and during the following deposition of the window layer. Afterwards,
the glass witness was used to determine the transmission and the reflection behaviour
of the buffer and the window layer. The optical measurements were performed with
a commercially available UVVIS spectrometer by PerkinElmar. Although the growth
process on glass is not directly comparable to the growth on epitaxial Cu(In,Ga)Se2, it
gives at least a realistic approximation to the transmission behaviour. In the simulation,
the reflection spectrum was accounted for in the optical properties of the front contact.
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Figure 4.25.: Simulated IV curves - Simulated IV curves for CuIn1−xGaxSe2 with x=0
(grey), 0.3 (red), 0.5 (blue), and 1.0 (orange) on top of GaAs . The dashed lines were
simulations without the GaAs and represent the polycrystalline case directly grown on the
back contact.
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Figure 4.25 shows the simulated IV curves at room temperature under illumination
using the AM1.5g spectrum included in SCAPS. The solid lines represent the curves for
x = 0 (grey), x = 0.3 (blue), x = 0.5 (red), x = 0.7 (green), and x = 1 (orange). For
x < 0.5 a kink visible between 0.6V and 0.8V is observed, which disappears for x > 0.5.
To compare the simulation with solar cells without the additional substrate, the GaAs
layer was removed and the simulation was repeated. Exemplary, the simulated curves
for x = 0, x = 0.5, x = 0.7, and x = 1 are also depicted in figure 4.25 (the dashed
lines). While the IV characteristic for CuGaSe2 is comparable for with and without
the additional GaAs layer, it differs for smaller values of x. With an decreasing x, the
difference gets more pronounced and is visible in the solar cell parameters (table 4.6). As
visible in figure 4.25, the difference in the open circuit voltage increases with a decreasing
[Ga]/([Ga] + [In]) ratio. Likewise, the difference in the short circuit current increases
(∆Jsc(x = 0) = 2.63mA/cm2 and ∆Jsc(x = 0.5) = 1.72mA/cm2) with a decreasing
[Ga]/([Ga] + [In]) ratio.
First of all, it can be pointed out, that the additional GaAs layer does not hamper
the performance of epitaxial devices. Although the band offsets may be slightly different
in reality, since additional effects such as strain (in the Cu(In,Ga)Se2 layer) or slightly
different surface compositions of the GaAs can modify the band offsets further. For
instance, theoretical tight binding calculations applied to CuGaSe2 predict, that strain
can modify the band gap energy by a few 10 meV [43, 48]. An idea of the change due to
the surface composition can be found in literature, investigating the valance band offset
for ZnSe grown on GaAs [137]. It was shown, that the valance band offset depends on the
Ga/As ratio. The VB offset is found to increase ≈ 0.12 eV when the surface composition
increases from Ga/As=1.0 to 1.5. Nevertheless, the next section (4.10.3) will show, that an
even more pronounced change in the band offsets will not hamper the device performance.
Second, the appearance of the kink is related to the conduction band offset to the GaAs.
As soon as the CB offset between the substrate and the absorber layer approaches zero
and changes its character from a cliff to a spike like offset (compare the band structure in
figure 4.24), the kink disappears. In other words, as soon as the band gap of the absorber
is comparable or greater compared to the GaAs, the kink disappears. This effect is related
with the absorber thickness, as shown in section 4.10.5.
x VOC (V) JSC (mA/cm2) η (%) FF
âĂć GaAs Without GaAs Without GaAs Without GaAs Without
0 0.802 0.584 35.89 33.26 19 14 67.4 72.0
0.3 0.928 0.721 31.91 29.72 21 16 72.0 76.0
0.5 0.971 0.838 28.13 26.41 21 16 78.1 73.6
0.7 1.003 0.985 27.34 26.35 20 17.6 73.9 67.8
1 1.213 1.216 16.00 16.14 10 11 53.8 55.0
Table 4.6.: Comparison of the solar cell parameter from the simulation with and
without GaAs - Comparison of the open circuit voltage, the short circuit current, the
efficiency, and the fill factor gained from the simulation with and without GaAs .
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4.10.3. Influence of the conduction band offset
As discussed before, the values for the band offset between GaAs and Cu(In,Ga)Se2 vary
within the literature (section 2.6.7). To verify the influence of a possible different value, the
band offsets for GaAs and Cu(In,Ga)Se2 were varied. Therefore, the electron affinity of the
GaAs was varied such, that the valence band offset to Cu(In,Ga)Se2 was between −0.4 eV
and +0.4 eV. All other properties were kept constant as summarized in table 4.5. The
variation of only GaAs is valid, since the ”flat band” option was used in any simulation.
Flat band condition means, that a possible band bending at the metal/semiconductor
interface is neglected. In this case, the work function of the metal is adjusted before the
simulation by SCAPS to ensure flat bands at the interface.
The influence of the different band offsets on the simulated IV curves is depicted in figure
4.26 for x = 0.0, x = 0.3, and , x = 0.7. While the short circuit current does not change
for x < 0.5 (x = 0.5 is not depicted), a small change of ∆JSC = 1 mAcm2 is observed for
x > 0.5. The VOC for x = 0 exhibits almost no change. Small derivation are observed for
x = 0.3 (10compared meV) and for x = 0.7 (20 meV). Due to the very small differences,
it is justified to limit the discussion to a valence band offset of 0 eV for Cu(In,Ga)Se2.
Although the VB offsets found in literature vary between at least −0.4 eV and +0.1 eV
(table 2.2) it is to say, that the epitaxial devices with the additional GaAs layer are not
hampered in any case.
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Figure 4.26.: Influence of the conduction band offset - The simulated IV curves do not
change significantly, if the conduction band offset between GaAs and Cu(In,Ga)Se2 is varied
between −0.4 eV and +0.4 eV. The simulated IV curves do not differ significantly for a
composition of x < 0.5.
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4.10.4. Simulated QE curves
The simulated external quantum efficiency is depicted in figure 4.27. Again, the solid
lines represent the solar cell with a GaAs layer and the dashed lines the case without.
Similar to the IV curves, the EQE for CuGaSe2 does not differ significantly for both
cases. For a decreasing [Ga]/([Ga] + [In]) ratio the differences between with and without
GaAs are especially pronounced within the band gap region indicating an effect due to
the GaAs. The generally lower values for the simulation without GaAs can be explained
with the small thickness of only 1 µm used in the simulation, which is not sufficient for
an efficient absorption of all incident photons. Real polycrystalline solar cells are between
2− 3 µm thick and show higher values in the long wavelength region around the band gap.
This indicates, that the additional GaAs layer acts as an extension of the Cu(In,Ga)Se2
absorber layer, where additional e-h pairs can be generated, as discussed in the next
section. The simulated QE does not show any difference when the band offsets between
the GaAs and the Cu(In,Ga)Se2 are changed, as described above (section 4.10.3).
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Figure 4.27.: Simulated QE curves - Simulated IV curves for CuIn1−xGaxSe2 with x=0
(grey), 0.3 (red), 0.5 (blue), and 1.0 (orange) on top of GaAs. The dashed lines were
simulations without the GaAs and represent the polycrystalline case directly grown on the
back contact.
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4.10.5. Absorber thickness
Figure 4.28a shows exemplary the influence of the absorber thickness on the simulated
EQE spectrum for x = 0.3. Compared are the cases with (blue) and without (dashed
red line) GaAs. An increasing absorber thickness clearly increases the collection close to
the band gap. The previously (figure 4.27) huge differences between with and without
GaAs are significantly reduced. Nevertheless, the EQE for the case with GaAs also shows
an additional increase even though it is less pronounced. This behaviour is expected,
since the number of the absorbed photons increases with the sample thickness. More
interesting is the comparison with the corresponding IV curves depicted in figure 4.28b.
The dashed line compares again the case without GaAs for a thickness of 1 µm and 3 µm.
With the thicker layer, an increase in VOC and JSC is observed. More interesting is
the influence with an additional GaAs layer (solid line). While the short circuit current
remains unchanged, the VOC decreases closer to the case without GaAs. Additionally, the
kink vanishes for an increasing absorber thickness. This indicates, that the GaAs acts
as an increased absorber layer and the current beyond the VOC of the devices without
the substrate layer is related to the generation of e-h pairs within the GaAs. A further
indication is the introduction of a defect at the interface between the substrate and the
Cu(In,Ga)Se2 layer.
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Figure 4.28.: Influence of the absorber thickness - Simulated EQE and IV curves for an
increasing thickness in the absorber layer for [Ga]/([Ga]+ [In]) = 0.3 with and without GaAs
. The arrows indicate the increasing thickness from 1 µm up to 4 µm.
4.10.6. Influence of the interfaces
Figure 4.29 shows the influence of an additional defect state at the interface between the
GaAs and the Cu(In,Ga)Se2 layer with a varying capture cross section for electrons σe
(blue). For comparison reasons, the same absorber layer without the GaAs substrate is
depicted in the red dashed line. The device properties are again as summarized in table
4.5.
The defect type was chosen to be ”neutral” with a single energy level 0.7 eV above the
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VBM of the GaAs with a total defect density of 1012cm−2 and a capture cross section
for holes of σe = 10−15cm2. The capture cross section for electrons was changed from
σe = 10−20cm2 to σe = 10−10cm2. With an increasing σe, the IV curves approach again
the reverence curve without GaAs. At the same time, the kink vanishes for σe ≥ 10−17cm2.
The additional electrons created within the GaAs do no longer contribute to the current
beyond the VOC of the reference simulation without GaAs, since they recombine at the
interface. Therefore, the kink is first suspressed and disappeares when the both curves
(with and without GaAs) approach each other.
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Figure 4.29.: Interface defect between GaAs and Cu(In,Ga)Se2 - The presence of an
interface defect can ”decouple” the GaAs from the absorber. The observed kink disappears
for an increasing capture cross section of the electrons (arrow). The red dashed line is the
equivalent device without a GaAs layer.
4.11. Summary and Outlook
4.11.1. Summary of the experimental part
For the first time, epitaxial Cu(In,Ga)Se2 solar cells were produced in the home labo-
ratory. The necessary steps were optimized for the epitaxial wafers and can be carried
out with the available equipment in the laboratory. The highest efficiency of 6.7% with
a VOC of 0.5 V and a short circuit current of 31 mAcm2 showed, that reasonable epitaxial
solar cells can now be produced in Luxembourg. It could be shown, that it is possible to
produce devices with very acceptable resistances under illumination not hampering the
device (compare table 4.4). The measured solar cell parameters are partly (VOC and JSC)
even better than the record device, although the record efficiency of 7.3% (grown on the
comparable substrate orientation of (001)) [7] is still slightly higher, compared to the cells
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in this work.
The temperature dependent analysis of the IV characteristic revealed, that all devices
within this work suffer from interface recombinations. Since the usage of a single crystal
substrate cannot be avoided and an additional interface to the absorber is introduced.
Therefore, a new source of interface recombinations is present. However, due to the min-
imized strain and an optimized interface between the GaAs and the Cu(In,Ga)Se2, it is
very likely, that the critical interface is between the absorber and the CdS buffer. This is
most likely related to the relatively high gallium content, leading to a bigger cliff in the
conduction band when going from the absorber to the buffer layer. This is not favourable
for the solar cell and an increasing gallium content worsen the performance of the de-
vice [184].
Additionally, as seen in the bias dependent EQE measurements (section 4.7.2) and sup-
ported by the capacitance measurements (section 4.8) two cells were depleted, resulting
in a solar cell with a p-i-n structure.
Although the shunt resistances are not responsible for the poor performance, two devices
showed a decreased shunt resistance under illumination. Therefore, some illumination
dependent shunt paths are present. Possible explanations are the presence of CuxSe or
conducting dislocations within the absorber.
To decrease the interface recombination, the gallium content should be decreased. How-
ever, the decrease will lead to an increased strain and thus to more dislocations, leading
to worse performing cells again. An alternative solution to overcome the predicament is
given in the outlook in section 4.11.3.
From the obtained results, one cannot conclude, that the reason for the poor performance
is the lack of grain boundaries in the epitaxial absorber.
4.11.2. Summary of the simulation
The simulations revealed, that the additional GaAs substrate layer which is necessary to
grow epitaxial Cu(In,Ga)Se2 does not hamper the device performance. Although the band
offsets between the GaAs and Cu(In,Ga)Se2 is not known exactly, it could be shown that
any offset between−0.4 eV and +0.4 eV has only a minor effect on the device performance.
The simulated IV curves showed the appearance of a kink, which is correlated with the
band gap of the absorber material. As soon as Eg is close to the band gap of GaAs, the
kink vanishes and the IV curves are comparable to a reference simulation without the
additional GaAs layer (x ≈ 0.7). The extinct kink for x . 0.5 is reduced for an increasing
absorber thickness, leading to comparable IV curves, when compared to devices without
GaAs. Then, the generation of minority carriers is limited to the Cu(In,Ga)Se2 absorber.
Furthermore, the presence of an interface defect between the GaAs and the Cu(In,Ga)Se2
layer has a similar effect. With an increasing capture cross section of electrons, the kink
disappears likewise. Both, the increasing thickness and the introduction of an interface
defect lead to a ”decoupling” of the substrate and the Cu(In,Ga)Se2 absorber layer. Then,
the solar cell shows a comparable performance than observed for simulations without
GaAs.
The simulated QE curves reveal an influence of the GaAs layer for x . 0.5 as well, if the
Cu(In,Ga)Se2 thickness is not sufficient. An increasing absorber thickness leads obviously
to an improvement in the collection behaviour and the absorption edge of GaAs is not
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visible any more.
The simulation proved, that the epitaxial devices should not behave differently compared
to the polycrystalline counter part, if the thickness is sufficient to absorb the incident
light within the Cu(In,Ga)Se2 layer.
4.11.3. Outlook
It is necessary, to produce much more samples to allow reliable conclusions about epitaxial
devices. The focus should be an a broader range of compositions. Since the composition
with [Ga]/([Ga] + [In]) ≈ 0.3 is comparable to the best performing polycrystalline cells, it
is worth to concentrate on the growth conditions between [Ga]/([Ga]+[In])0−0.5 and put
more effort in Cu-poor devices. The process for compositions of [Ga]/([Ga] + [In]) ≈ 0.3
may be further optimized by changing the temperature and/or by applying temperature
profiles during the process.
To do so, the growth process should be examined more carefully, since the slight de-
crease in the gallium content lead to very badly performing cells. The optimization
of the growth conditions might start with a series of different growth temperatures for
varying [Ga]/([Ga] + [In]) -ratios. Furthermore, a temperature profile during the growth
might further help to an improved crystal quality. Thereby, the influence of the sele-
nium pressure should be studied more carefully. The optimized growth conditions at
[Ga]/([Ga] + [In]) = 0.5 showed, that the selenium influences the absorber surface (sec-
tion 4.2). Low selenium pressures seem to lead to the inclusion of polycrystalline material,
while too high concentrations do not show the typical facet like structure on the surface
(grown under copper poor conditions). The series should be checked with the XRD pat-
tern providing information about the strain and defect densities. Furthermore, the doping
densities should be studied directly on the bare absorber with the newly available Hall
set-up. By doing so, the observed difficulties while performing C-V measurements can be
avoided. Thereby, it is important to keep in mind, that the growth is slightly different,
when grown on undoped GaAs, which is necessary to use, when performing Hall measure-
ments.
Because of the very time consuming growth process of 8-12 hours for a film thickness of
around 1 µm), it is advisable to limit the new runs within a certain range of GGI-ratios.
Since the strain in the absorber increases for [Ga]/([Ga] + [In]) < 0.4, these GGI should
be avoided in the beginning. On the other hand, to avoid problems at the interface to
the CdS buffer for [Ga]/([Ga] + [In]) > 0.4, an epitaxial buffer layer should be deposited
directly after the absorber layer to form two well defined interfaces to the substrate and to
the buffer. As discussed before [136] ZnSe might be suitable for that and can be deposited
in the MOVPE system right after the absorber layer. Additional measurements with a
TEM system would help to optimize the interface to the buffer layer and can be addition-
ally applied to the GaAs /Cu(In,Ga)Se2 interface. Unfortunately, the ZnO layer cannot
be deposited in the MOVPE system, since the usage of oxygen may lead to exothermic
reactions in the other precursors. However, further investigations should also consider
the usage of Zn1−yMgyO instead of the aluminium doped window, because of a tunable
band gap which can be adjusted by changing the Mg content [185] and the conduction
band offset can be more favourable for the device performance [186]. The band gap can
be adjusted between Eg,y=0 = 3.3 eV and Eg,y=1 = 7.7 eV [185]. Therefore, the absorption
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within the window layer can be slightly decreased. The conduction band offset between
the Cu(In,Ga)Se2 and the Zn1−yMgyO changes from a negative (cliff) to a positive (spike)
one which is the reason for a probably improved performance.
115

CHAPTER
FIVE
SUMMARY
The aims of this thesis have been (1) to carry out absolute photoluminescence (PL)
measurements which allows the comparison of different samples and (2) the growth and
characterisation of epitaxial Cu(In,Ga)Se2 solar cells. The growth is performed in the
MOVPE system in the Laboratory for Photovoltaics in Luxembourg.
The available set-up at LPV was extended and optimized to allow absolute PL mea-
surements. Calibrated PL measurements at room temperature are of interest, since they
allow the determination of the quasi-Fermi level splitting inside the absorber layer, and
the absorption characteristics near the band edge of a semiconductor. The quasi-Fermi
level splitting constitutes an upper limit for the maximum achievable open circuit voltage
in a solar cell by only measuring the absorber without having finished the device. Thus,
the quasi-Fermi level splitting is interpreted as a measure of the absorber’s quality.
The growth of epitaxial Cu(In,Ga)Se2 is important, since the material does not contain
any grain boundaries and is suitable to study fundamental properties of the absorber.
Although it was possible to produce epitaxial Cu(In,Ga)Se2 absorbers with a high qual-
ity before, the solar cells show only poor performances. While polycrystalline samples
reach energy conversion efficiencies above 20% [2], the epitaxial counterpart reached val-
ues below 10% [7,11]. This is astonishing, since epitaxial material usually exhibits better
electrical properties, when compared to the polycrystalline material. To clarify this dis-
crepancy in the device performance the established recipes at LPV for the growth of
epitaxial CuInSe2 and CuGaSe2 are optimized to grow CuIn1−xGaxSe2 samples with a
varying gallium content in the home lab in Luxembourg. Additionally, a route to finish
epitaxial devices is established allowing the production of solar cells.
The quasi-Fermi level splitting in CuInSe2
The calibrated set-up allowing the absolute measurements of emitted photons is used to
compare epitaxial and polycrystalline CuInSe2 material. The comparison is based on the
quasi-Fermi level splitting, the band gap, and the Urbach energy. The series of analysed
epitaxial and polycrystalline absorbers cover different [Cu]/[In] ratios and were grown un-
der Cu-poor and Cu-rich conditions. All polycrystalline samples are grown in the home
laboratory by a coevaporation process in a vacuum chamber. The epitaxial devices are
grown with the MOVPE system.
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The comparison of Cu-poor and Cu-rich absorbers reveals higher quasi-Fermi level split-
ting for the material grown under Cu-rich conditions. Both, epitaxial and polycrystalline
absorbers, show a difference of ≈ 150 eV. However, a comparison between the epitax-
ial and the polycrystalline material shows, that the epitaxial absorbers exhibit generally
higher values between 50− 100 eV. This indicates that the material quality in the epitax-
ial case is indeed higher. The worse performance in solar cell devices is not due to inferior
quality of the absorber. Indeed, since the quasi-Fermi level splitting is a measure for the
maximum achievable open circuit voltage, the device should reach reasonable values for
the VOC .
PL measurements at room temperature provide a powerful tool to determine the ab-
sorption behaviour near the band gap. The strength of this technique is the measurement
of an emission spectrum instead of measuring the absorption spectra directly. The de-
tection of a very low photon flux emitted from a semiconductor is much easier, than the
detection of absorbed photons with conventional methods. The absorption spectrum of
CuInSe2 was deduced from the PL measurements and used to analyse the dependence of
the band gap and the Urbach energy on the [Cu]/[In] ratio.
The band gap of CuInSe2 has been investigated before (e.g. [41, 146]). However, a
detailed investigation over a large range of composition extending into the Cu-poor region
has never been done before. The determined values of Eg = 1.02 eV within this work
for the Cu-rich absorbers are in agreement with the previously reported value [41, 146].
The PL measurements revealed, that the band gap decreases linearly with a decreasing
[Cu]/[In] ratio below the stoichiometric point. For a composition of [Cu]/[In] = 0.9 a
value of Eg = 0.97 eV is observed for the polycrystalline absorbers. Most likely because
of a slightly strained films, the epitaxial films exhibit slightly higher values of Eg ≤ 1 eV.
It was shown, that in CuInSe2 a clear distinction between the absorption behaviour due
to band-to-band transitions and due to an Urbach tailing is possible.
The Urbach energy in dependence of the [Cu]/[In] ratio of CuInSe2 single crystals
grown by a freezing method were reported before [104]. Nevertheless, for epitaxial films
grown on GaAs, no data are found in literature. Additionally, a direct comparison between
epitaxial and polycrystalline material was missing. The determined values of and their
dependence on the [Cu]/[In] ratio are in excellent agreement with the reported values
measured on the single crystals [104]. The determined value of EU = 9 meV on the Cu-
rich side is identical to the value measured on epitaxial samples in this work. Similar to
the band gap, the Urbach energy is independent for compositions above the stoichiometric
point. However, a linear increase is observed for a decreasing [Cu]/[In] ratio reaching
a value of EU =≈ 14 meV for [Cu]/[In] = 0.8. The measured polycrystalline absorbers
show an identical trend with slightly higher values in the order of ∆EU = 2 meV. The
lower EU for the Cu-rich material indicates a lower defect density within the crystal.
Degradation of CuInSe2
While pushing the lab efficiencies beyond 20%, the optimization of each production process
was beneficial. By minimizing the time between each step, the performance was increased
[22]. Therefore, it is likely, that a degradation processes plays a role during the production.
In this work, it is shown, that the degradation of CuInSe2 can be observed quantitatively
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and in real time as a decrease in quasi-Fermi level splitting over time. The degree of
the degradation depends again on the sample’s composition: Cu-poor material degrades
much faster than samples grown under Cu-rich conditions. It is shown, that an etch in
KCN refreshes aged samples to a degree so that they perform as well as directly after
the growth process. As a consequence for the solar cell, the maximum achievable VOC
decreases more, the longer the absorbers are exposed to air.
The degradation is more severe, when the samples are constantly illuminated and ex-
hibits the same trend for epitaxial and polycrystalline absorbers. Nevertheless, the loss in
the quasi-Fermi level splitting for a freshly grown or a sample with a prior etch in KCN
within the first hour is in the order of 15 meV for epitaxial samples and in the order of
55 meV for the polycrystalline ones. Since both material types exhibit the same trend,
the ageing behaviour is interpreted to be rather independent of the sodium content. The
polycrystalline samples were grown on Na containing soda lime glass leading to a diffusion
of sodium into the absorber during the growth process. On the other hand, the GaAs
substrate used for the epitaxial sample does not contain sodium. The reason for the
degradation is believed to be related with oxygen and the formation of In2O3 explaining
the faster degradation observed for Cu-poor samples. The refreshing effect of an etch in
KCN suggests the removal of indium oxide.
It is shown, that the chemical bath deposition of the CdS buffer layer cleans the surface
as well, since the quasi-Fermi level splitting increases for aged samples treated directly
with CdS without a prior etch in KCN. The deposition of the CdS layer passivates the
surface and no decrease, even after several months, in the quasi-Fermi level splitting is
observed. Interestingly, the Cu-poor samples show higher quasi-Fermi level splitting after
the deposition of the buffer layer than the Cu-rich ones. This is interpreted to be related
with more non-radiative recombination centres between the absorber and the buffer. This
indicates that the CdS layer is not beneficial for CuInSe2 grown under Cu-rich conditions.
Therefore, the interface to the buffer layer is the problem, and not the surface of the
Cu-rich absorbers.
Epitaxial Cu(In,Ga)Se2
The available recipes for the growth of CuInSe2 and CuGaSe2 in the MOVPE system
are modified to allow the growth of CuIn1−xGaxSe2. Therefore, the temperature and the
selenium flux are adjusted to allow the growth of epitaxial layers with a high quality
within the composition range of 0.4 < x < 0.7. A measure for the quality is the full width
half maximum (FWHM) of the peaks in the diffraction pattern of XRD measurements,
since it indicates the amount of defects within the film. After the optimization of the
growth process, the FWHM shows values below < 0.1◦ better than any Cu(In,Ga)Se2
film reported so far.
A route for the preparation of epitaxial solar cells is established and used to produce
the first epitaxial Cu(In,Ga)Se2 based solar cells at LPV. The highest achieved efficiency
was 6.7% (for [Ga]/([Ga]+[In]) = 0.48) while the record device in the literature [7] grown
on a GaAs substrate with the same orientation showed a value of 7.3%. In this context,
the highest achieved efficiencies in this work is only 0.6% lower than the world record.
However, the devices suffer mostly from interface recombinations, which seemingly is in-
dependent of the additionalGaAs layer. Therefore it is most likely that the recombination
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is taking place at the buffer/absorber interface. To minimize these interface recombina-
tions, the GGI was reduced to [Ga]/([Ga] + [In]) ≈ 0.3 leading to efficiencies of < 3%.
The drastic reduction in performance is very likely to be related with an increased strain
within the layer and thereby with an increased number of dislocations.
Simulation of the epitaxial device with the GaAs substrate revealed, that the GaAs does
not hamper the device performance. As soon as the Cu(In,Ga)Se2 layer is sufficiently thick
to absorb all incident photons, the device behaves like a device without GaAs.
Since this work revealed reasons for the low efficiencies and established the preparation
path for epitaxial devices, the future preparation will hopefully lead to higher efficiencies.
Thereby, the suggestions (section 4.11.3) given within this work may help. One of the
most promising paths is the exchange of the CdS buffer layer. Instead, a ZnSe buffer
layer should be deposited in the MOVPE system directly after the absorber layer. By
optimizing the growth conditions, the interface should be improved significantly.
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MATERIAL PROPERTIES
A list of literature values are summarized in the table below. Included are the ternaries
CuInSe2 and CuGaSe2 and an approximation for the alloy component CuIn1−xGaxSe2 for
x = [0, 1].
CuInSe2 CuGaSe2 CuIn1−xGaxSe2
Crystal structure
a [A˚]a 5.781 [59],5.8512 [53] 5.6 [67],5.619 [64] -0.1769x+5.7871
c [A˚]a 11.614 [62],11.7268 [53] 11.02 [66],11.03 [68] -0.3060x+5.8150
αa 10−6 [K−1] 10.3 [187], 11 [188] 13.1 [189] 2.45*x+10.65
αc 10−6 [K−1] 7.9 [187], 8.4 [188] 5.2 [189] -2.95*x+8.15
Electrical properties
/0 13.6 [183] 11.0 [190] −2.6x+ 13.6
meff,e/m0 0.09 [191] 0.115 [192] 0.025x+ 0.09
meff,h/m0 0.71 [193] 0.64 [192] −0.07x+ 0.71
NC (cm−3)b 6.77e17 9.79e17
NV (cm−3)b 1.50e19 1.28e19
Eg [ eV] 1.03 [41] 1.69 [41] 1.035 + 0.389x+ 0.264x2 [41]
χ [ eV]c 4.48 3.83 4.1 + 1.69− Eg − 0.26
Optical properties [35]d
α0 104[cm−1] 0.98 [35] 0.84 [35] 4.53e3x2 − 5.91e3x+ 9.88e3
α1 103[cm−1] 6.01 [35] 3.59 [35] 4.87e3x2 + 2.42e3x+ 6.04e3
E1 [ eV] 1.574 [35] 1.765 [35] 0.403x2 − 0.215x+ 1.574
B1 [ eV] 0.363 [35] 0.357 [35] 0.211x2 + 0.204x+ 0.364
Table B.1.: Material properties - A summary of the material properties used in this work.
aThe limits of lattice constants found in literature at room temperature. The extrapolation takes more
values into account (compare section 2.2.1).
bCalculated with NC,V = 2
(
2pimeffkBT/h2
)3/2 [194]
cThe derivation is explained in section 4.10.1
dParameter for α(E) = α0
√
E−Eg
kBT
+ α1exp
(
E−E1
B1
)
[35].
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EXPERIMENTAL DETAILS
C.1. Details about the excitation for PL measurements
To allow an excitation equivalent to n-times the solar spectrum, the AM1.5g spectrum
can be used to calculate the number of photons being absorbed within a semiconductor:∫ ∞
Eg
AM1.5(E)dE. (C.1)
The photon flux from a monochromatic laser source can than be tuned to correspond
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(a) AM1.5 sepctrum [122]. The integration over
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Figure C.1.: AM1.5g spectrum and the exciation equivalent - By tuning the photon
numbers from a monochromatic laser source, measurements with an excitation flux equiva-
lent to one sun are possible.
to this calculated number. The AM1.5 spectrum is shown in figure C.1a illustrating the
area which determines the number of absorbable photons for two semiconductor with a
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band gap of Eg = 0.99 eV and Eg = 1.42 eV (the filled area). The number of photons in
dependence of Eg (equation (C.1)) is shown in figure C.1b. The number is important, to
control the excitation flux as shown in figure 3.2.
C.2. Modelling the PL spectra at room temperature
The evaluation of the data in chapter 3 is based on Planck’s generalised radiation law
(section 2.5.3) and equation (2.25) can be used to model the gathered data. In contrast
to the ideal case using the square root dependence of the absorption coefficient for an
ideal direct semiconductor (section 2.5.3) the reality is more challenging, because of the
Urbach tailing.
To achieve a better agreement on the absorption determined side of the PL peak (section
2.5.3), the ideal model has to be extended. One empirical approach, as used in the
software Diplot [195], is the sum of the square root dependence of the band-to-band
transitions (equation (2.15)) and the exponential tailing (2.16). To correct the dominating
exponential Urbach term for energies (far) above the band gap, the sum can be divided
by an additional mathematically motivated correction term
αcorrection = exp
(
(w + 1)(Eg − E)
Eu
+ E0
)
+ 1 (C.2)
where Eg is the band gap (equation (2.15)), Eu the Urbach energy, and E0 the shift of
the Urbach tailing (equation (2.16)). w is a weeding parameter to tune the transition
between equation (2.15) and (2.16). In total, the absorption coefficient near the band gap
can be approximated with
α(E) =
α0
√
E − Eg
E
+ αuexp
(
−(E0 − E)
Eu
) /αcorrection (C.3)
An example for an epitaxial CuInSe2 sample measured at room temperature is shown in
figure C.2. The crosses mark the measured data, the red line shows a fit of the ideal case
of a direct semiconductor1, and the blue line was calculated using the corrected absorption
coefficient in equation (C.3). The reflectivity was assumed to be Rf = 0 and the absorber
thickness to be d = 1 µm (equations (2.25) and (2.12)).
The fit of the red curve lead to a temperature of T = 329.4K (due to the laser, the
sample is heated and the temperature is slightly above room temperature), which was also
used for the blue curve. The other parameters were fitted leading to an Urbach energy of
Eu = 18 meV and a weeding parameter of w = 13.2. The quasi-Fermi level splitting was
found to be 743 meV for the ideal model and 734 meV for the extended one.
The advantage of fitting a model to the complete data set is that all data points are
taken into account. Nevertheless, the determination of the temperature remains difficult
since small changes in the temperature lead to significant changes on the high energy
side. Since the exact change of the absorption coefficient is unknown, the low energy
side cannot be used to support the determination of the temperature. This is why the
1The data were fitted starting slightly above the band gap up to the highest energy point.
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approximation described in section 2.5.4 was used, since it gives a more robust method
for the determination of the quasi-Fermi level splitting.
Nevertheless, the model can easily reveal the influence of the reflectivity. The corrected
absorption model with the previously fitted parameter can be used to keep all determined
parameters constant, except the quasi-Fermi level splitting. When modifying the reflec-
tivity, the quasi-Fermi level splitting was fitted and reads 734 meV for Rf = 0, 737 meV
for Rf = 0.1, and 740 meV for Rf = 0.2. Thus, the difference between a non reflective
surface and a reflectivity of Rf = 0.2 is very small and can be neglected.
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Figure C.2.: Example of a possible evaluation model for PL measurements at room
temperature - The grey symbols represent the measurement of a Cu-rich CuInSe2 sam-
ple. The solid lines illustrate possible ways of an evaluation using Planck’s generalized law
(equation (2.25). The red line assumes the absorption coefficient of an ideal semiconductor;
the blue curve corrects the absorption coefficient with an additional Urbach tailing. Details
about the model are described in the text.
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EVALUATION PROGRAM
Most of the evaluations within this work were done with a self made program (”lll”) written
in python [176]. The program contains several libraries written for different purposes as
described below briefly. The library may either be used in any python environment or
in the included graphical user interface (GUI). While the GUI allows an intuitive way to
solve daily tasks, such as evaluating IV (preferable well behaving ones) or QE curves, the
usage within a python environment allows an extremely flexible usage independent of the
operation system. For example Spyder [196]1 can be used to perform more complicated
operations and combine the library with own functions. The most important features are
highlighted in the following.
Basic mathematical operations
The basis of many operations is the python class ”Spec” inspired by the program peak-
o-mat [197]. The original class provides many convenient features for basic arithmetic
operations related to x-y data sets, such as deviations, integrations or operations like a/b
where a and b are spectral data. For instance, the calculation of a correction function
(section 3.1.2) requires dividing the reference spectrum by the measured reference data.
Generally, the reference spectrum covers a larger range with a different step size ∆λ when
compared to the data obtained from a PL measurement. The division is automatically
performed within the overlapping λ-range and the different step sizes are accounted for
by interpolating data point within one data set. The Spec type was extended to support
variables allowing very general operations and the usage of complex data.
Curve fitting
A mathematical model can be applied to the ”Spec”, which can be fitted with the fitting
module. The fitting module, which is also inspired by [197], was extended to support
the evaluation of implicit functions (e.g the diode equation 2.39) and complex functions
(for data such as the admittance mentioned in 2.6.6 or the complex refraction index).
The fitting procedure itself uses the ODR library available in the scientific python library
1Spyder is a python environment very similar to the commercial MatLabTMby MathWorks R©.
127
D. Evaluation program
scipy [177]2. Nevertheless, the lll-library supports an abstract way to define any model,
by either using an equation (e.g. exp((a ∗ x− x0)/T )) or by combining an arbitrary
number of pre defined functions (Gaussian, Voigt, Lorentzian,...). The parameters are
determined automatically and transferred in a format which is compatible with the ODR
package. Additionally, the fitting parameter can either be ”free”, ”constant”, or bounded
to specified limits, which cannot be done directly with the ODR package.
GUI
The GUI was developed to ensure proper evaluations of many data sets. It can be used to
visualize the properties stored in the ”Spec” type, to retrace operations which were done
automatically, and to handle own extension for specific evaluation procedures (see below).
Figure D.1 shows a screen shot of the GUI. Visible is the toolbox, holding the active data
sets and visualizing the available evaluation tools. The data and the model are shown
in the ”View widget” on the right hand side. In the bottom, the active model and the
corresponding parameters are shown. The parameters can be changed manually, or fitted
with the least square method or by applying orthogonal distance regression [175,177].
Toolbox
active data sets
Properties of the active model
the active model is a real function
Type of measurement
Typical functions
for selected tool
Figure D.1.: GUI for evaluations - The GUI consists of a toolbox where the active data
sets are shown (left side). Below the list, the active tool is visible. Depending on the type
of measurement, different tools can be selected. Each tool offers several functions, such
as attributing variables (e.g. attributing the temperature) or performing calculations. The
data are plotted in the ”view widget” on the right hand side (the crosses). The red line
shows the active model, which can be controlled within the ”Fitting widget”. The example
shows the one-diode model.
2Examples of how to use the library can be found, e.g. under the URL http://docs.scipy.org/doc/
scipy-dev/reference/odr.html
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The library offers plenty of helpful tools for the evaluation of PL data. Figure D.2 shows
the ones implemented in the GUI. One important feature is the calculation of correction
functions (section 3.1.2). The program calculates correction functions based on reference
measurements and stores the data for further measurements. Saved are all data, which
are important for the correct assignment of functions, e.g. the date, the used grating, the
centre wave length, the exposure time, and the used filter combination. The correction
function can be applied automatically (if all parameters are the same) or manually. The
GUI provides a very convenient and fast way to correct a huge amount of measurements.
Additionally, tools for the evaluation at room temperature (section 2.5.4) and at low
temperatures (section 2.5.2) are provided, allowing the fast evaluation of measured data.
spectral correction
Stepwise evaluation
PL at low temperatures
Typical transformations
all datasets are visible
Fitting limits
the evaluation step
Figure D.2.: GUI for PL evaluations - The GUI for daily tasks when performing PL mea-
surments. The active tool allows the stepwise evaluation of the quasi-Fermi level splitting
and the determination of the absorption properties. The ”Trafo” tool provides typical trans-
formation such as converting wavelengths to energies. The spectral correction tool allows
the calculation and the applying of correction functions. The intensity tool can handle the
evaluation of intensity dependent PL measurements at low temperature, or temperature de-
pendent measurements. A bunch of measurements can be displayed simultaneously allowing
the fast evaluation of many datasets. The applied model and the fitting limits can be copied
to the other data.
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