The finite symmetric trilinear integral transform is extended to distributions by using quite different technique than Zemanian (1968) and Dube (1976) and an inversion formula is established using Parseval's identity. The operational calculus generated is applied to find the temperature inside an equilateral prism of semi-infinite length.
Introduction
Sen [6] with the help of trilinear coordinates has solved different types of boundary value problems relating to boundaries in the form of an equilateral triangle.
An equilateral triangular region T is described by the set x = x 1 ,x 2 ,x 3 / 0 < x i < p, x 1 + x 2 + x 3 = p, x i ∈ R, i = 1,2,3 , (1.1) where x 1 , x 2 , and x 3 are the trilinear coordinates of a point and p is the height of an equilateral triangle. Sen [6] has also expressed two-dimensional Laplace operator in trilinear coordinates as where ψ n (x 1 ,x 2 ,x 3 ) = sinλ n x 1 + sinλ n x 2 + sinλ n x 3 are eigenfunctions corresponding to the eigenvalues λ n = 2nπ/ p, n = 1,2,3,..., in an eigenvalue problem ψ n + λ If f (x 1 ,x 2 ,x 3 ) is continuous, has piecewise continuous first-and second-order partial derivatives on T, and satisfies the above Dirichlet type of boundary conditions, then inverse transform of (1.6) is given by [4, page 129] ). In this paper we extend the finite symmetric trilinear integral transform to distributions analogous to the method employed in [1] which is quite different than Zemanian [8] and Dube [2] and establish an inversion theorem by using Parseval's identity as in [3] . At the end we find the temperature inside an equilateral prism of semi-infinite length.
The testing function space A
Let A denote the set of all infinitely differentiable complex-valued functions φ defined on T which satisfy the following two conditions: (i) m φ satisfy Dirichlet type of boundary conditions on T for each m = 0,1,2,...;
(ii)
We note that A is nonempty and for each n ∈ N, eigenfunction ψ n (x) is in A. A is a linear space. The topology of A is that generated by the countable multinorm
A is complete and therefore a Fréchet space.
The proof of this theorem is similar to the proof of [7, Theorem 3.1] . For every φ ∈ A, the finite symmetric trilinear integral transform
exists and by (1.6), one has
We call the sequence (S(φ)(n)) n∈N as the finite symmetric trilinear integral transform S(φ) of φ. Therefore
The expression (2.3) can be seen as an inversion formula for the said transform.
Proof. It can be proved by making use of the property of integrals and
Let L 2 (T) denote the set of complex-valued functions φ defined on T such that
where ψ(x) denotes the complex conjugate of ψ(x). We prove the following results which we need in subsequent sections.
Proof. Integrating by parts and using boundary conditions, we get
Using (2.9), it is quite simple to see that
converges and Bessel's inequality
holds for each m = 0,1,2,3,....
Proof.
Expanding the inner product and using the fact that {ψ n } is an orthogonal set, we get
and so, for any n ∈ N,
It is clear that the series (2.11) converges and taking the limit as n → ∞ we get (2.12).
Proposition 2.5. If φ ∈ A, then the series
converges absolutely and uniformly over T.
Proof. We have
By using Proposition 2.3, Cauchy-Schwarz inequality, and (2.12), we get
In view of c n = 2/3p 3 (see [4, page 129]), λ n = 2nπ/ p, and
It is obvious that
By Weierstrass M test, the series (2.15) converges absolutely and uniformly over T.
18)
and the series converges uniformly over T.
Proof. From (1.6), we have
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The following is an immediate consequence of Corollary 2.6.
Proof. We have from Proposition 2.4 that
Taking the limit as n → ∞ and using Corollary 2.7, we get (2.20). By using polarization identity, we get (2.21).
The space of rapidly decreasing sequences
Let B be the set of all complex sequences (a n ) n∈N satisfying 
c n a n ψ n (x), x ∈ T, for each a = a n n∈N ∈ B.
This proves S is continuous. To prove S −1 is continuous, we proceed as follows.
c n a
n − a n (−1) m λ 2m n ψ n (x) (by Corollary 2.6)
n − a n −→ 0 as k −→ ∞, for each m = 0,1,2,....
(3.6)
This completes the proof.
Distribution space
In this section we will introduce the space of distributions and study its basic properties. The set of all distributions is a complex linear space and it will be denoted by A . Let A 0 denote the set of all functions f (x) which are continuous, have piecewise continuous first-and second-order partial derivatives on T, and satisfy the Dirichlet type of boundary conditions on T.
for all values of n. Moreover, χ n → f uniformly on T follows from Corollary 2.6. Therefore
which proves that (4.2) defines a distribution U f on A. It is clear that the map f → U f is linear, one-to-one, and continuous.
This implies f n → f as n → ∞. Thus A 0 can be embedded in A .
There are distributions that do not have the form (4.2) with f ∈ A 0 .
Example 4.3. Dirac function δ x centered at x ∈ T is given by
It is easy to prove that δ x is linear.
Finite symmetric trilinear integral transform
Take χ n (y)= n k=1 c k ψ k (x)ψ k (y), x, y ∈ T, and x is fixed. Then χ n is in A for each n∈N, 
We have
Thus the condition in the definition of distribution is satisfied with
A is a subspace of A and the topology of A is stronger than that induced on it by A . Here C and r depend on f but not on φ.
The proof is similar to proof of [8, Theorem 1.8.1].
Generalized finite symmetric trilinear integral transform
The generalized finite symmetric trilinear integral transform S of f ∈ A is defined by
c n a n ψ n (x) , a n n∈N ∈ B.
c n a n ψ n (x), then, by Theorem 3.2, (a n ) n∈N = (S(φ)(n)) n∈N = S(φ) and (5.1) can be written as Proof. By using Proposition 4.6, (5.1), Theorems 3.2, and 2.8, it is simple to prove
Motivated by the above result, we define the generalized integral transform S f of f ∈ A as
and we set
We now state and prove an inversion theorem for the elements of A that can be seen as an inversion formula for the S -transformation.
where the limit is taken in the sense of A .
Proof. Let F n (x) = n k=1 c k f ,ψ k ψ k . Since F n ∈ A for every n, by Proposition 4.2,
By using Theorem 2.8, Parseval's identity, we have
The following example illustrates the inversion theorem.
Example 5.5. Dirac function δ x centered at x ∈ T is given by
In Example 4.3, we have shown that δ x is in A . The finite symmetric trilinear integral transform of δ x is given as S δ x (n) = δ x (t),ψ n (t) = ψ n (x). 
for some C > 0 and some k ∈ N, for which H, a n n∈N = ∞ n=1 c n a n b n , a n n∈N ∈ B. n a n n∈N −→ H, a n n∈N (6.5) is continuous by virtue of (6.3). By Hahn-Banach theorem, M can be extended to l 1 as a member of l 1 . Then there exists (d n ) n∈N ∈ l ∞ such that M λ 2k n a n n∈N = H, a n n∈N = ∞ n=1 d n a n λ 2k n , a n n∈N ∈ B. Proof. The condition is necessary and follows from Proposition 4.7. Let (b n ) n∈N be a sequence satisfying condition (6.8).
For any φ ∈ A,
