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Coherent Cohomology on Schubert Subschemes of 
Flag Schemes and Applications 
This paper is a study of a certain class of Scl&ei-t subschems ofj?q 
schemes, defined over a locally noctherian, connected base scheme S. ‘l‘hc 
Schubert schemes we consider are those which can be obtained as the 
scheme theoretic image of a canonical morphism S,(A) - + >YIII,(E) (in 
our notation -Y,,(E) parametcrizes the flags of subbundles of E of type 
p’ --: ( pt’,..., p$‘); for notation se0 (1. I) and (4. I)). It is fairly easy to see 
from ‘I’heorem (4.4.2) that all images of such morphisms are Schubert 
schemes in the usual sense. But not all Schubert schemes can be obtained 
this way except in the case where the LYY,,(E) above is a Grassmannian 
(me show in (5.5) that all the classical Schubert subschcmes of a 
Grassmannian beIong to the class described above). Throughout this 
paper, when we talk about Schubert schemes it will always mean schemes 
of the above type, For convenience, we therefore define a Schubert 
scheme as the scheme theoretic image of a canonical morphism (see (4.1)). 
‘l’he main contents of the paper are the following (a more detailed 
outline follows beIow): 
(1) For any Schubert scheme 1. (of the above type), we construct 
an explicit desingularization X + Y (Sections (4.2))(4.4), with main 
result ‘I’heorem (4.4.2)). 
(2) We study the cohomology of invertible sheaves on -Y, where S 
is as in (1) (Sections (3.1)-(3.4); the main results are (3.3.7), (3.4.3), 
(3.4.12) and (34.16)). 
(3) We use (1) and (2) to compute the cahomology of invertible 
sheaves on Y {Section (4.5), Theorem (4.64)). 
(4) We determine the group of invertible sheaves on I’ relative to 
S (Theorem (4.6.2)). 
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(5) We show exactly which invertible sheaves on Y are very ample 
for the structure morphism g: Y -+ S, and that an invertible sheaf M 
on k’ is ample for g if and only if it is very ample (Theorem (4.63)). 
(6) For S = Spec(k), h w ere K is a field, we determine exactly which 
Schubert varieties are Gorenstein (Section (5.4), Theorem (5.4.6)). 
(7) For S = Spec(K), we prove that Y is arithmetically normal and 
Cohen-Macaulay for any embedding Y C Pn defined by a generating 
set (see comments below) in Ha( Y, AQ, (Sections (5.1))(5.3)). 
(8) We prove that any standard embedding of Y is defined by a 
generating set, so Y is arithmetically normal and Cohen-Macaulay for 
any standard embedding (Section (3.5), Proposition (4.6.6), Theorem 
(5.3.2)). 
(9) We state some of the consequences for the classical Schubert 
subvarieties of Grassmannians, and for certain determinental varieties 
(Section (5.5)). In particular, we show that a determinental variety 
D,(n, m) is Gorenstein if and only if we have n = m (see later in the 
introduction). 
We start in Chapter 1 by introducing the nonsingular Schubert 
schemes X,(A), and establishing some elementary facts about these 
schemes. In Sections (1.3)-( 1.5) we study canonical morphisms 
X,(A) -+ XPr(A’). We give some useful factorizations of the canonical 
morphisms, and get some natural isomorphisms of universal sheaves 
which we need in later chapters. We prove that the schemes X&A) are 
smooth over S, and give a formula for dim, (X,(A)) (see 1.5.3)). 
In Chapter 2 we determine the invertible sheaves on X,(A) (see (2.2)), 
and construct the standard embeddings of X,(A) into projective fibered 
sthemes over S (see (2.3.1)). F ur th er we compute the canonical sheaf 
A Qxls on ,Y = X,(A), where d = dim,(X), in terms of the natural 
invertible sheaves of X,(A) (see (2.4.3)). 
Chapter 3 is a fairly systematic study of the cohomology of invertible 
sheaves on X,(A). The results include those in [17, Chapter 31, and some 
further results ((3.4.3) (3.4.12) (3.4.16)). The main results are Theorem 
(3.3.7) in Section (3.3) together with the Theorems (3.4.3), (3.4.12) and 
(3.4.16) in Section (3.4). In the proofs in Section (3.3) we make extensive 
use of factorizations of a canonical map through morphisms fibered by 
projective spaces, to be able to apply Serre’s theorem for cohomology of 
invertible sheaves on projective spaces. This method of factorization was 
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used by M. Demazure in [2] to ‘compute cohomology of invertible 
sheaves on a homogeneous space over a field of characteristic zero, 
Theorem (3.4.3) IS a strengthening of a theorem proved by G. Kcmpf 
in [7] (see also [17], (3.6. I)). ‘l’he essential ingredient in the proof is 
still induction on the dimension. Our stronger form of this theorem will 
be exactIy what is needed, together with (3.4.16) which we proved in 
[1617 (3.7)), P to rove that the affine cone of a Schubert scheme I’ defined 
by any ample sheaf on k’ is normal and CohenMacaulay (more detailed 
below). 
In Chapter 4 we study the Schubert schemes, which we define, as 
mentioned in the beginning of the introduction, as the images of canonical 
morphisms X,(A) -+ X,(E) (see (4.1)). We p rove, in (4.4.2), that if Y is 
a Schubert scheme, then there is a minimal scheme of the type X,(A) 
with image Y (minimal in the sense of (4.4.2), i)), and this ,Y,(A) maps 
birationally onto Y. In the particular case when Y is a special Schubert 
subscheme nr(A) of a Grassmannian (see (4.3)), then the birational map 
X,(A) + I’ is the dual standard modification introduced by S. Kleiman 
and F. Landolfi in [IO]. 
We use the desinguIarization of Y together with the results in Chapter 
3 to show (Theorem (4.6.2)) that any invertible sheaf on Y C X,,(E) can 
be uniquely represented in the form N, @ AfF1 m-1 IV;!:;, where N is an 
invertible sheaf on S, and where ai is zero if i is such that hati) -.- a(,,~~ 
(notation as in (4.6)). In particular this shows that any invertible sheaf 
on Y is the restriction of an invertible sheaf on ,X{,(E). 
We then show that A& = A$,“* m** &fz-,1 is ample for the structure 
morphism g: 1’ + S if and only if ayi > 1 for all i such that K,,c;, < a,,(;) 
(‘I’heorem (4.6.3)). F th ur ermore, an invertible sheaf 112 on Y is ample for 
g if and only if it is very ample. 
We now use this and the results in Chapter 3 to study the cohomology 
of invertible sheaves on the Schubert scheme Y. Our main result here is: 
'THEOREM (4.6.4). Let M he an invertible sheaf on I; which is amplefk 
the structure morphism g: k’ + S. Then we have R!g,(M$v) := 0 few 
1 < 1 < dim,(Y) - 1 and all Y E L. and the nolzxero dirert images are 
local~v free. 
Further, ;f M’ and Af” ure arbitrary invertible sheaves on Y which are 
ample for g, then the canorkd homomorphism 
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is an epimorphism of US-modules. In particular, the maps 
are epimnvphisms for akl v. 
The problem of surjectivity of the map 0 above was mentioned, for the 
case Y equal to a homogeneous space, by M. Demazure in a seminar 
talk given at MIT in 1972. In [17], we gave a proof that B is surjective 
for the case I’ equal to some X,(A) (see (3.4.12)). 
In Chapter 5 we discuss the algebraic interpretations of the results in 
Chapter 4. A part of Theorem (4.64) stated above was that the direct 
images g+(&PV) are locally free and that the maps (g*(~%l))@~ -+ g,(M@“) 
are all surjective, where Y is as above and ICI is ample for g: Y -+ S. 
This shows that Y and the affine cone 
C = @ Im[(g,(n-iT))‘9p - g*(M@“)] 
!J=u 
of Y determined by M (see (5.1)), are faithfully flat over S (see (5.2.1) 
and (5.3.1)). Furthermore, it follows from (4.4.2) that the fibers of g are 
nonsingular in codimension 3. Therefore, by a theorem of Serre (see 
(5.2.3)), Theorem (4.6.4) cited above shows that the fibers of C over S 
are normal and Cohen-Macaulay. Hence, if S is normal and Cohen- 
Macaulay, then so are C and Y (see. (5.3.1)). 
We will give some comments on the results above for the case S = 
Spec(h), where k is a field: 
An embedding of Y into a projective space Pkn is given by a surjection 
of O,-modules F, -+ M (where F is a K-vectorspace of dimension n + 1, 
and M is a very ample sheaf on Y) which is such that the induced 
homomorphisms 
PF + H”(I;, XP) 
are surjective for v > 0. The corresponding homogeneous coordinate 
ring is 
and the embedding Y -3 IF,” = P(F) comes from the surjection 
@:=a P(F) -+ R. Y is said to be arithmetically normal (resp. Cohen- 
Macaulay) for this embedding if R is normal (resp. Cohen-Macaulay). 
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By the theorem of Serre mentioned above, K is Cohen-XIacaulay if the 
map 
is bijective and if kll( Y, :VJ~Q~*) vanish for I ,< v < dim,.( I’) - 1 and all 
v E Z. The appropriate vanishing is therefore given by ‘l’heorem (4.6.4) 
(stated above). To sho\v that @ is bijective is clearly the same as showing 
that the maps SF -+ H”(Y, f?Wl.) arc surjective for all 1’. Xow for anv L’, 
lye have a commutative diagram 
Our result is that the yV are surjective. ‘i’he only case in which we can 
conclude from this that the 411” are surjective, is when the map 
F --) Ha(Y, &I) is surjective. 
Now to give a surjection F -+ HO( I’, M) is the same as giving a set of 
global sections of M which generate W(Y, M) as a k-module. The 
homogeneous coordinate ring R corresponding to an embedding defined 
in this way by a generating set in H”( I’, Al) is clearly equal to the cone C, 
so our result is that a Schubert variety 1’ is arithmetically normal and 
Cohen-Macaulay for any such embedding 1’ C P,,,“. 
In Section (3.5) and Proposition (4.6.6) we show that if iy z 
(a1 ,*-*, ‘Y,~-~) is a sequence of integers satisfying ai > 0 for all i, then the 
map 
;; i”; q 31i --f rr( J/f”) 
Z-L 
is surjective. ‘I’he notation here is as in (4.6), that is, W is the sheaf 
MyI -.- M;:; , where the AZi are restrictions to 1’ of the AJ&, on ,Iri,,(E) 
(see (4.6) and (4.1)). Y L ow, as mentioned earlier, the ample (or equi- 
valently, by (4.6.3), very ample) sheaves on 1’ are the IW where IY satisfies 
pi 2 1 for all i such that A,(,, < a’n(i) (see (4.6.3)). Htmce the standal-d 
embeddings 
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deduced from twisted Plucker embeddings of Grassmannians (see 
(2.3.1) and (4.6.3)) are all of the type described above. So the Schubert 
scheme Y is arithmeticaIly normal and Cohen-Macaulay for any standard 
embedding. 
Previously, the questions of arithmetic normality and Cohen- 
Macaulay-ness have been studied by algebraic methods by J. I. Igusa 
who proved [6], that Grassmannians are arithmetically normal and for 
the Pliicker embedding. More recently it has been proved, also by 
algebraic methods, by M. Hochster [4] and D. Laksov [ll], that 
Grassmannians and their Schubert subvarieties are arithmetically 
Cohen-Macaulay for the Pliicker embedding. 
In Section (5.4) we determine exactly for which Schubert schemes 
Y C X’ = XW(E) the dualizing sheaf 
is invertibIe, where d’ = dim,(X’) and c is the codimension of Y in X’. 
Namely, if X,(A) -+ Y is the minimal desingularization of Y (see 
(4.4.2), (i)), then oy is invertible if and only if u,+~ - ai = pi + pi+l for 
all i such that Kg < a$ and i $ {n(O),..., n(s)), where ai = rank(&) (see 
(5.5.4)). This shows that for S = Spec(k), where k is a field, Y is 
Gorenstedn if and only if the conditions above are satisfied. 
In the special case of Schubert subvarieties of a Grassmannian G,,, 
(parameterizing the m-dimensional subvectorspaces of an e = m + n 
dimensional vectorspace E over K), this says that Y = Qal,, ..,a, (in the 
classical notation; see Section (5.5)) is Gorenstein if and only if 
Uk -a*. =&-ki for 1 <i<r- 1, where k,=O, K, is the 
la$&t e s&h that ai = a, + e’ - 1, then K, is the largest e such that 
ai = uki+l + i - (K, + 1) and so on (see (5.5)). In particular, if we 
denote by Dr(n, m) the determinental subvariety of the affine space of 
(n ‘x Im)-matrices 
defined by the vanishing of the minors of order 1, then the above result 
will imply that DI(~, RZ) is Gorenstein if and only if n is equal to wz (see 
(5.5.6)). It has been known that these are Gorenstein in the case E-= n 
andI=n-1. 
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1. NONSINGULAR SUBSCHEMES OF FLAG SCHEMES 
(1.1) Notation 
Let T be a scheme and F an O,.-module. Then &’ denotes the dual of F, 
that is, P -- Horn.r(F, Or). 
iln O,-module Q is called a q-po&nt of F iff Q is locally free of 
constant rank 4 and is a quotient module of E, (that is, we have an 
epimorphism of O,-modules F + Q), 
If F is locally free of constant rank f, we call F an f-bundle on 1’. 
A submodule F’ of the bundle F, which is locally free of constant rank 
f ‘, is called an f ‘-subhundZe of F if it is locally a direct summand in F. 
If X+ T is a morphism of schemes, we denote by F, the pullback to 
X of F. 
Let S be a locally noetherian, connected scheme. Throughout this 
paper, S will satisfy these conditions, and all schemes we consider will 
be of finite type over S. Now let E be an e-bundle on S. Let p = 
(P r ,..., pr) be a sequence of positive integers satisfying cirl pi = e, and 
set kj =: rI=, p, for 1 < j < T. For convenience, set p, = K, = 0. 
Clearly, it is equivalent to give a strictly increasing r-sequence (k, ,..., k,) 
of positive integers with k, -_r__ e and then define (p, ,..., p,) by pi = 
ki - kipl for all i. 
Assume we have a sequence A = (A, ,..., A,) of subbundles of E (that 
is, Ai is a subbundle of E for every ;) satisfying the conditions 
(1.1.1) 
Let ,kllDl ,,,., J&Ii ,..., A,) or X,(A) be the contravariant functor whose 
values in an S-scheme T are the sequences J --= (J1 ,..., I,) of subbundles 
of E, which satisfy the conditions 
JlCj2C .-.CJT = E 
J, C Au, 1 <i<P (1.1.2) 
rank(],) = ki , 1 <i<Y. 
For convenience, set I0 = 0. We will call such a sequence J a p-sequence 
of subbundles of A, = (A,,, ,,,,, Ar,T) and write J C A or 
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When all the Ai are equal to E, we also write XP(E). In that case, a 
T-valued point 
*I, c J2 c *” c jr :- ET 
gives rise to the sequence 
of quotients of E, , and E,Jj, is locally free of constant rank e ~ Ki for 
1 < i < Y - 1 (since Ji is locally a direct summand in ET). Conversely, 
every such sequence of quotients 
where Ri is an (e - Q-bundle for all i (which we will call a $-sequence 
of quotients of E, , where 6 = (p, , prPl ,..., p,)), yields a p-sequence 
(J1 ,.,., J,) of subbundles of E, by- taking Ji = ker(E, -+ Rii) for 
1 < i < Y. So the T-valued points of Xp(E) can be described as the set 
of $-sequences of quotients of E, . Hence &(E) is represented by the 
flag scheme, Drap;(E), of type i (see EGA I) equipped with a universal 
-sequence of quotients 
Ex - Ql,, - Q,,, --+ .** - Qr-I,, 
on X = Drap;(E). 
But, most of the time, we will for convenience think of the scheme 
Drap&E) as representing the functor -T&E) and denote it by 1Y&E). 
As such, X = X&E) comes equipped with a universal p-sequence 
of subbundles of E, , that is, for every p-sequecne 9 = (Jr ,..., Jr) of 
subbundles of E, , where T is an S-scheme, there corresponds a unique 
morphism t: T -+ -Y,(E) such that 9 is isomorphic to Kp,= == t+K, (Le., 
we have Ji s i*KiV, for 1 < i < Y). 
When p is the sequence (l,..., l), we also use the notation 9(E) and 
XI4 I..., -4). 
When 0~ is the sequence (p, q), then Xc,,,,)(E) is the Grassmanian of 
p-subbundles of E. We will then also use the notation X,(E) (the common 
notation for X(,,,)(E) is Grass,(E) (see EGA I), the Grassmannian of 
q-quotients of E). The scheme X(,-,,,)(E) (that is, 4 = 1) is the fibred 
projective space P(E). 
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LEMMA (1.2. I). Let A, B, and F be locally free sheaves on a scheme 1’. 
Assume that A and B aye both subbundles of F and that A is a submoduje 
of R. Then A is a subhundIp of R. 
Priwf. ‘I’hc property “A is a subbundle of 11” is local on T. I-Ience, 
since A is a subbundlc of F, WC may assume that ,4 is a direct summand 
in F, that is, we have 1~;’ : ,4 (%I F’ for some O,.-module F’. We get 
B -4 -j (I3 n F’), and the sum is direct. Hence A is a direct summ:md 
in B, that is, A is a subbundle of B. 
11s an immediate consequcncc of the above lemma WC get the folIowing 
COROLLARY (1.2.2). IfJ = (II ,..., 1,) IS a T-pOi?Zt Of ‘y&A1 ,..., a,.) 
(where 7’ is an S-.schemp), then Ji is n subbundle of Ai,, for all i. 
Proof. By definition of a 7’-point of X,(/l, ,..., A,), Ii is a subbundle 
of ET and we have Ji C ,iziVr for all i (see (1.1.2). Hence, since A,,, is a 
subbundle of E,. by assumption, ji is a subbundle of Ai,= by Lemma 
(1.2.1). 
I,EMMA (1.2.3). Let 7’ be an S-scheme. The II’-valued points oj 
X&4, ,..., A,) are in I- I correspondence with the set of morphisms 
t: T + X,(E) st~h that t*K;,, C Ai,r for I CC i -5 Y. 
satisfies (1.1.2) and is therefore a T-point of *Yi(A, ,,,., A,). 
Conversely, let J == (J1 ,..., Jr,) be a T-point of -u,(A, ,..., .4,). ‘I’hcn 
J defines a unique morphism t: T + &(E) such that t*ii& s Ji (see 
(l.l), universal sequence of subbundles on ,Y,(E)), hence t*17~,~ C Ai,, 
for 1 < i < T. 
PROPOSITION (1.2.4). ik’,( A) is represented b-y a closed subscheme &(A) 
of X&E) together with a universal p-sequence K, --: (k; m ,..., Kr.,) of 
subbundles of A = (A, ,..., A,). Moreover, [id, is the restrict& to XV(A) of 
the universal sequence K, on -‘Y,(E). 
Proof. By Lemma (l-2.3), the T-valued points of .?&(A) are in 1-l 
correspondence with the set of morphisms t: T + X,(E) such that 
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t*&,r c -4,r for all i. Now we have t*KiqP C Ai,T if and only if the 
homomorphism t*Ki,p + E,/A,;,, is zero. Since ET/Ai,T is locally free 
(At is locally a direct summand in E), the above homomorphism is zero 
if and only if the homomorphism t*K$,, @ (E,JAi,,)* + 0, is zero. 
It follows that XP(A) is represented by the closed subscheme X,(A) of 
X = X,(E) defined by the ideal 
[ 
r-1 
Im @ & @ (Ex!‘Ai,,r)A -+ 0, , 
i=l 1 
together with the restriction Kw = (K,,, ,..., I;s,,J to XV(~) of the 
universal sequence K, on X,(E). 
Remark (1.2.5). The closed subscheme of Y = X,(E) representing 
the functor whose T-points are the morphisms t: T + X such that the 
homomorphisms l*Ki,on + (E/A,), are zero for 1 < i < T - 1 is called 
the scheme of zeros (or the zero scheme) of the maps Ki,, + (E/A,), , 
1 < i < Y - 1 (see EGA I). 
We note that the T-points of the zero scheme defined above is the set 
of p-sequences (Ji ,,,., Jr) of subbundles of E, which are such that the 
induced homomorphisms ]{ -+ (E/AJx , 1 < i < r ~ 1, are zero (see 
(1.2.3.)). We will occasionally use this description in similar situations. 
Remark (1.2.6). (i) To say that the function X,(A) is represented 
by the scheme X,(A) together with the universal p-sequence K4 = 
(K1.A I”., K,,,) of subbundles of A = (A, ,..., A,) means that for any 
p-sequence J = (Ji ,.,,, J?) of subbundles of A, = (Al,, ,..,, AT,=), 
where T is an S-scheme, there corresponds a unique morphism t: 
T + X,(A) such that J is isomorphic to t*Kw (that is, we have J( s 
t*K,,, for all i). 
(ii) We will therefore think or X,(A)(T) (the set of T-points 
of &(A)) as the set of S-morphisms from T to X,(A), or as the set 
of p-sequences of subbundles of A, whichever is the most convenient in 
the given situation. 
(iii) We note in particular that to define a morphism T---f X,(A) 
of S-schemes, it is enough, by the universality of Kw , to find a p- 
sequence Jl of subbundles of AT , 
Remark (1.2.7). Notation. Throughout this paper, we will let 
06, = (&It ,**a, K,,,) denote the universal sequence of subbundles on 
X,(E), and let K, = (K1,A ,..., KT,&) denote the universal sequence of 
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subbundles on X,(A). Occasionally, we will write K = (k; ,.,,, &.) 
instead of Dd, or K, . But that will be specified in each case, 
PROPOSITION (1.2.x). Let A = (A, ,..., A,) and A’ = (A,‘,..., A,‘) be 
as in (1.1. I), artd assume Ai’ C Ai for all i. 
(i) &(A’) is a closed subscheme of X,(A). 
(ii) Fix j and assume A,’ = Ai for i + j. Then, with X z X,(A), 
the ideal in 0, defining &(A’) as a subscheme of X is 
P~or,f. It is clear from the definition of the functors X,(A) and 
;k’,( A’) that &(A’) is a subfunctor of IO(A). Hence (i) follows immedi- 
ately from (1.2.4). 
(ii) Since we have Ai’ = Ai for i -+ j, it is clear (by essentiaIly 
the same argument as in (1.2.3)) that the T-valued points of XP(A’) are 
in l-l correspondence with the set of morphisms t: T -+ A’,(A) such that 
t*fcj,a is contained in AII;,~ , that is, such that the homomorphism 
t*E;j,~ 
+ Aj,TIAj,T 
is zero. Since we have AiPl = AimI C Ai’ 
and JZ-,,, C Aj-l,x, the above homomorphism factors through 
t*(Kj,A/Kj-l,&>* so we have a commutative diagram 
Clearly, the homomorphism U’ is zero if and only if zc is zero. Now, 
A,.r and AI,T are both subbundles of E, . Hence, by Lemma (1.2.1), 
Ai.; is a subbundle of Aj,T , so Ajv./AJ,, is locally free. Therefore, the 
homomorphism u is zero if and only if the map 
is zero. This concludes the proof of (ii). 
Remark (1.2. IO). The scheme J&(E) is canonically isomorphic to its 
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duaE flag scheme Drap,(e) under the morphism defined on T-points by 
sending (Jr ,..., I,) of X&E) to the sequence 
of quotients of ET. Under this isomorphism, the subschemes X,(A) 
correspond to subschemes D&B, ,..., R,) of D 7: Drap,(E), where 
D,P, ,..., 4) is defined for any sequence of subbundles 
0 = B,CB,-.,C ..-CB, == 8 
of ,!? satisfying rank(BJ < P ~ Ki , 1 < i < I’, as the scheme of zeros of 
the maps B, -+ J& , I < i < P, where 
is the universal sequence of quotients on D. More precisely, the iso- 
morphism X,(E) E Drap,(@ induces an isomorphism 
x&d, ,...) A,) % D,((E/A,)* ,..*, (EM,)*) 
for every p and A as in (1 .I). Furthermore, the sequence 
of quotients of Ex is the pullback to X = X,(A) of the universal p- 
sequence of quotients on D,((E/A,)*,..., (E/A)“). 
Note that with the notation in (2.1), we have 
So from the considerations above, it is easy to see the connection between 
the statements in this paper and in [lb] and [17]. In particular, (3.4.16) 
is just a reformulation of 116, (3.7)]. 
Preserve the notation of (1,2), with p = (p, ,..., p,) and A = 
(A 1 ,***, A,) as in (1.1). Let (k,‘,..., k,‘) be a strictly increasing subsequence 
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of (k, ,.“, k) such that k,’ 7~ k, r, that is, theru is a sequence 
(n(l),..., TI(S)) of integers such that 
(kl’,..., k’) z (k,(,, ,...I h&,)> k,?’ --: k, ~7 t’. 
Let p’ .: ( pl’ ,..., ps’) be th c corresponding sequence (set (I. l)), that is, 
0~’ is defined by 
PSI I~?’ -- k’. 2--l ’ 1 -., i II’ s, 
where we set k,’ = 0 (as in (1 .l)). I,et A’ :: (A,‘,..., A,‘) be a sequence 
of subbundles of B satisfying (I. 1.1) with respect to p’, and such that 
we have A,,(.;) C A.:’ for all i. 
Now let J = (I* ,..., Jr) bc a T-point of XJA). Then the inclusions 
J,,(ij C A,l(i),T and All(;) C A;’ for all i imply 
Furthermore, for eachj, the rank of J,ij) is equal to k,cj, = kj’. Hence the 
sequence (l7Zil) ?‘..I .L,,M) satisfies (I, 1.2) with respect to A’ and p’ and 
is therefore a T-point of ,YP,(A’). So we get a canonical morphism 
defined on T-points by sending (J1 ,..., 1,) to (J,,cl, ,..., jnc,,(,,). 
It is clear from the definitions that we have isomorphisms 
,f “K <,A' ? &j(i),& , I -c; i 5; s, (1.3.1) 
where the Ki+, (rcspcctively the Kj,&,) are the universal subbundles on 
&‘,(A) (respectively X,,(M’)) (for notation see (1.2.7)). 
We mention the particular case when p is the sequence (l,..., I). Then 
ki = i for all i, and for any p’ = (pII,..., pS’), we have a canonical 
morphism 
,f: S(A, ,..., A,.) + h-&4,‘).,., A.,‘) 
with corresponding isomorphisms 
LEMMA (1.3.3). Let the notation be as above. Set X :- i&(A) and 
X’ := Xw,(A’), where A’ r (A,~,~ ,..., A,(,,). 
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(i) Assume rank(Af) = Kj for some j, and Zet (Jl ,..,, J,) be a 
T-point 0f2$(A), Then Jj is equaE to A,,r . 
(ii) Assume rank(Aj) = kj for j $ {n(l),..., n(s)]. Then the canoni- 
cal morphism X,(A) C+ X,,( A’) is a closed immersion. 
Proof. (i) By (1.2.2), ]j is a Qubbundle of A1,T . Therefore, the 
equahty ki = rank(Aj) implies Jj = A,,, . 
(ii) Assume rank(Aj) = Kj forj $ {a(l),..., n(s)], and let (Jr ,..., Jr) 
be a T-point of &&(A). Then, by (i), we have Ji = Aj,T for 
i 6 {W,...~ n(s)). Hence ( J1 ,..., Jr) is uniqueIy determined by the s- 
sequence (Jmcl) ,..., Jn(s)), which is its image in X,(A’)( T). So the 
morphism X&A) -+ X,(A’) is a monomorphism. Since it is also a 
proper morphism (X,(A) and .&‘(A’) both being proper over S), it is a 
closed immersion. 
Remark (l-3.4). Without using the fact that a proper monomorphism 
is a closed immersion, it is easy to see directIy that ;k’,(A) is actually 
isomorphic to the zero schesne (see (1.2.5)) of the homomorphisms 
&)-LX, - Ank)3~‘lKi.A’ 9 n(i) -’ 3 $: n(i - 1). 
LEMMA (1.3.5). With p and A as in (1.3), assume we have rank(Aj) = 
kj and rank(Aj+l) = ki,.l for some j. Set p’ = (p, ,..., pi + pj+l ,..., pr) 
and LY’ = (A, ,,,,, Ajml, Aj+l ,,,., ,4,). Then the canonical morphism 
X,(A) z X,,(W’) is an isomorphism. 
Proof. It follows from the proof of Lemma (1,3.3)(ii) that the map 
on T-points X,(,5)(T) -4 XP(A’)(T) is injective. It remains to prove it 
is surjective. So let J’ = (J1’ ,..., JimI, Ji+: ,..., J,‘) be in X,,(A’)(T). By 
(1.3.3)(i), the equality rank(Ai,,) = k,+l Implies JJ+1 = A1+l,T , hence 
Aj*T C J~‘+I 7 So the sequence J = (jr’,..., /i-r , AjPr , Jj+l ,,.., JT’) 
satisfies (1 .1.2) with respect to p and A and is a T-point of .&(A). 
Clearly, JI’ is the image of J under the canonical morphism. 
PROPOSITION (1.3.6). With the notation in (1.3), assume that the set 
{n(l),-., n(s)) contains all i such thhat A, # Ai+l. Then we have a caresian 
diagram 
-%(A 1 ,*a*, -4,) - -%w 
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Proof. Let T be an S-scheme. We will prove that X,(A)(T) is the 
product over X’,/(E)(T) of X,,(A’)( T) and X&E)(T), where A’ = 
wdl) ?“‘7 &M). 
So let J = (J1 ,,.,, J,) be a T-point of X,(E) whose image under the 
morphism XP(E) + Xp)(E) is in XP,(A’)(7’), that is, 9 satisfies 
Jnci) C A,(i,,T for 1 < i < s. We want to show that J is in X,(A)(T), that 
is, Ji is contained in L& for all i. So let i be different from the n(j)‘, 
and choose j such that n(j - I) < i < n(j). Then, by hypothesis, 
we have Ai = Ai+l = -a* = A,(g . Hence, since we have li C Jab) 
and J,(j) C An(j).T y we get Ji C A,,, _ This completes the proof of 
(1.3.6). 
(I .4) Preseme the Notation of (I. 1) and (I .2) 
PROPOSITION (1.4.1). Fix j and set an’ -_r (p, ,..., pj + Pjtl ,..., p,). Let 
X’ be u closed subscheme of L&,(E) and set X = X’ x x ,(ejX&E). Let 
Ki’ (respectively &) be the restriction to X’ (respectively X) $ the universal 
k,-subbundle &,f (respectively K,i,,) for i # j (respectively for all j). We 
have a commutatizle diagram 
Moreover, the puEEback to X via f of the universal pi-subbundle (respectively 
pj+,-quotient) on X” = X,j,p,+l~(K31+I/Kj-I) is isomorphic to K,/Kfel 
(respectively Kj+,/Kj). 
PYOO~, Since X~p,,p,+l)(K3:+,iK~_,) is isomorphic to 
we may assume X’ = &r(E), hence also X = X,(E). 
The (pi,, pj+&sequence (K,/K+, , Kj+,/Kj-,) is an X-point of 
Xb1’331+l ~(Kj+l/K~-1), hence defines a unique morphism f: X --t X” such 
that K,/K,+, is the pullback via f of the universal pj-subbundle on 
X”. 
To construct the inverse off, let K (respectiveIy Q) be the universal 
607b4/4-2 
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pi-subbundie (respectivelypj+l-q uotient) on X”. Define the +subbundle 
Kj” of I$+,,,* by the following diagram 
The sequence 
is an X”-point of X,(E) (see (1.2.2)), hence defines a unique morphism 
X” + X,(E) (see (1.24) which is clearly the inverse of J 
PROPOSITION (1.4.2). Let X’ be a closed subscheme of X,(E) und set 
xTx’ XX@(E) X(E). Tfkn we have a sequence of morphism of schemes 
x=x,+x,-,+ -*-Fx,-+x* =X’, 
and for each i, 0 < i < s - I, we have a locally free sheaf F4 on Xi such 
thut Xi,, E $(I?,) and the mmphism X,+I + Xi is the stmcture morphism 
P(F,) + xi. 
Proof. It is enough to consider the case X’ = X,(E), because if the 
proposition is proved for that case and we have a sequence 
then the scheme X, = X’ x xm(E) X for 1 < i < s will have the required i 
properties. 
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The proof goes by induction on e - P. For e - r I- 0, there is nothing 
to prove. So assume e - Y > 0 and assume the proposition is true for 
smaller values of the inductive variable. Choose j such that pj > 1 
(such j exists because equalities pi = 1 for all i would imply Y = e). Let 
[in’ be the (r + I)-sequence 
(A s*-., PM ,Pj - 1,1 rPj+1 ,...,P,). 
By (l-4.1), the scheme XP(E) is isomorphic to XG?~~~,~)(~~,~~~~_~,~), 
that is, to P(F,), where we setF, = Kj.,/~j~l., . By induction hypothesis, 
the proposition holds for X,,(E), that is, we have a sequence 
and Fi on Xc with the required properties. This sequence plus the 
canonical morphism X,,(E) + X,(E), which is the structure morphism 
of p(F,), yields the sequence we want. 
(1.5) Let A = (A, ,..., A,) and p =.: (p, ,.‘l, pr) be as in (1.1). 
For 1 <j<r-- 1, set 
p(j) z2 (PI Y.*-,Pj 1 c - &) 
A(j) = (A, I..., Aj ) A,). 
A(j) clearly satisfies (I _ 1.1) with respect to p(j). Set Zi = XPcil(A(j)). 
Now fix j, and Iet Ki-, be the universal kjP,-subbundle on Zj for 
i - j - 1, j. By (1.3), with p, p’, A, and A’ in (1.3) replaced by p(j), 
p(j - I>, A(j), and Nj - I), we have a canonical morphism Zj -+ ZjmI . 
LEMMA (1.5.1). With the notation above, we have a commutative 
diagram 
Moreover, the pullback to Z, of tke universal pj-subbundle (respectively 
(al, - kj)-quotient) on Z’ is isomorphic to Kj/Kj~, (respectively Aj,z,/Kj). 
Proof. Notice that for i < j, we have isomorphisms 
-‘ip,dW) - &,,...D<.a,-?q)(4 7.“) Ai 3 4) 
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defined on T-points by sending a T-point (Jr ,..., Ji , ET) of X,,(A(;)) 
to the T-point (II ,..., Ji ) 4.T) of X(~,,...,ni,aj-~,)(Al ,***I A, 9 4). 
Hence we may assume that E is equal to Aj . But then (1.3.6) applies, 
where, as above, p, p’, A, and A’ are replaced by p(j), p(j - l), A(j), 
and A(j - l), and we get an isomorphism 
The lemma now follows directly from (1.4.1) if we in addition to replacing 
Bm’, p,... as above also replace Ki+r in (14.1) by Aj,,j-l = Ezjml 
COROLLARY (I S.2). With the notation above, we have a sequence of 
schemes 
X,(A) = Zr-l+zrpz-+*..+z~ z= s 
such that for eACk j, the morphism Zj + 2,-a is the structure morphism of 
a Grassmanniun. 
In particdar, the morphism X,(A) + Zj are all smooth. 
Proof. (1.5.2) is an immediate consequence of Lemma (1.5.1) since 
we clearly have Z,-, = X,(A). 
COROLLARY (15.3.). X,(A) is smooth over S and we have 
r-1 
dims(XP(A)) = C pj(aj - kj). 
j=l 
Proof. By the formula for the dimension of a Grassmannian (see 
[S]), we get dimzlml (Zj) = pj(aj - k,), where the Zj are as above. Hence, 
by Corollary (1.5.2), we have 
r-1 
dim,(X,(A)) y c ~,(a, - kj). 
j=l 
2. STANDARD PROJECTIVE EMBEDDINGS OF X (A) 
(2.1) Preserve the notation in Chapter 1. That is, with p = (p, ,,,,, p,) 
and A = (A, ,,,,, A,) as in (l-l), we denote by 
k% = FL, 1..‘, %*A) 
the universal p-sequence of subbundles on X,(A), and by 
06, = w1,p ,*a’, G,,) 
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the corresponding sequence on Xi,(E) (see (1.2.7)). In addition, for 
0 < i < Y, set 
where Q,~ = e - ki = rank(Qi,,), and set 
a; = rank(&), o<i<u. 
For any (r - I)-sequence of integers OL = (01~ ,,.., aTP1), set 
jpf,m zzz? Jq’* ‘.. .‘Jf ;,:“;‘., _ Jf$ 0 .* &J @?;&l 
and define MPE correspondingly. 
Let (n(l),..., n(s)) and p’ = (pr’,..., ps’) and A’ = (A,‘,..., A,‘) be as in 
(1.3), and let 
f :  X,(A) + X$(A’) 
be the canonical morphism. It follows at once from (1.3-l) that we have 
f *!A,,* = L4dd.a > I <i <S--l (2.1 .I) 
and consequentIy 
f *WA> E ~?z(i).Q I 1 <ids--l. (2.14 
PROPOSITION (2.2). Let M b e an invertible sheaf on X .:= X,(A). Then 
theye is an inaertibZe sheaf N on S and a sequence OL = ( iyl ,..., ayTm1) of 
integers such that M is isomorphic to Nx @ 174~~. 
Proof. We prove the proposition by induction on r. For Y 1, we 
have X,(A) = S, and the proposition is trivial. 
So let Y > 1, and assume the proposition is true for r - 1, Set 
p’ = (pl ,..., prP, , e - k,-,) and A’ :: (A, ,..., -4,-, , E). By (1.5.1) 
(withj in (1.5.1) equal to Y -- I), we have a commutative diagram 
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Moreover, the pullback to X of the universal (ore1 - &,)-quotient on 
Xpc,JF) (where we set F = &,,,~/K,-,,A,) is Q = Ar~l,X/Kr--l.A . 
Therefore, M is isomorphic to rW,’ @ (2 Q)@+-l for some arm1 , where 
q = a,-, - h,-, and M’ is an invertible sheaf on X’. (This is so because 
every invertible sheaf on a Grassmannian XQ,#) is of the type above. 
This can be proved, for example, by induction on q+ For the case p = 1, 
see (EGA II (4.2.7)). N ow, by our induction hypothesis, the proposition 
holds for X,t(A’). Hence JY’ is isomorphic to 
where N’ is an invertible sheaf on S. Finally, notice the exact sequence 
yields the isomorphism 
and the proposition follows by taking N equal to 
PROPOSITION (2.3.1). Let the notation be as in (2.1), and Zet 
(n(l),..., 443 P’, and A’ be as in (1.3). 
(i) If a = (aI ,..., +J satisfies CLi > 1 for all i, then MAE is very 
ample for the structure morphism j: X,(A) + S. 
(ii) 1f cy. satisfies cq > 1 for i $ (n(l),..., n(s)), then MAu is very 
ample for the canonical morphism ;k’,(A) + X,,(A’). 
Proof. (i) By (1.2.4), X,(A) is a closed subscheme of X,(E), and by 
(2.13, Mi,, is the restriction to X,(A) of M,,, for all i. Hence it is 
enough to show that if cui > 1 for all i, then Mmm is very ampIe for the 
structure morphism f: X,(E) -+ S. Now set X = X,(E). 
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The subbunbles A& of E, define morphisms X --f X,i(E) (see 
(1.2.6)(iii)). Th ese morphims induce a morphism 
r-1 
x = x&q -+ z = x &(E). 
, =~ 1 
It is clear that this morphism yields a 1-I correspondence between the 
T-points of X,(E) and the T-points (Jr ,..., J,) of 2 which satisfy the 
conditions Ji C Ji+l for 1 6 i < Y ~ 1. But the subfunctor of 2 whose 
T-points satisfy these conditions is represented by the scheme of zeros 
(see (1.2.5)) of the homomorphisms Ki -+ E,/&+, , 1 < i < Y - 1, 
where & is the pullback to Z of the universal ki-subbundle on -YrJE). 
So X is isomorphic to a closed subscheme of 2, and the morphism X ---+ Z 
is a closed immersion. 
Now let Qi be the universal q,-quotient of ,Yki(E). Then the invertible 
sheaf j,wi is very ample for the structure morphism and yields the 
Pliicker embedding 
(see [S, (l-5)] defined on T-points by sending a qi-quotient P of E, to 
‘Ii 
the l-quotient A P of i&E,. Hence (~‘~i)@~~ is very ample for tii 2 1, 
It defines an embedding 
The product of the JJJ~ , 1 < i < Y - I yields an embedding of Z into the 
product scheme )(:I: P((1E)B.i). Composing this with the Segre 
embedding, we get a closed immersion 
The composite morphism 
yields a closed immersion of X,(A) into P. It is clear from the con- 
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struction of this morphism that the pullback to X,(A) of the universal 
invertible sheaf on P is MAa. 
(ii) Assume we have CQ > 1 for i$ (a(l),..., n(s)}. Choose an 
integer p such that p + cznci) 3 1 for 1 < j < s - 1, and set 
s-1 
C/=Ir+ c P%(l) 1 
j=l 
where Ed ,..., Ed is the natural basis for Zor. 
Clearly, (Y’ = (a;,..., &,) satisfies the conditions oli’ > I for 1 < i < 
P ~ 1, Hence M$ is very ample for the morphism f: X,(A) + S by (i). 
Since we have a commutative diagram 
it follows that Mi’ is 
Now, by definition 
very ample for g (see EGA II (4,4.10), (v)). 
of ar’, we have M;’ = MAu @$ M;c~),~ .a. M&.,)A. 
But Mh,w *-- Mi‘L,,,. is the pullback via g of MT,,> .a* Ml-,,&> (see 
(2.1.2)). Hence MAu is very ample for g since M;’ is (EGA II (4.4.9), (i)), 
This completes the proof of (2.3.1). 
Remark (2.3.2). Set X = X,(A). As in (2,2.1), we have exact 
sequences 
for 1 <i<r-- 1, which yield isomorphisms 
TQi,, gg “f;“” (A,,,/&,) @ “7 (E~/A,,~). 
Hence, if we set ai,, = 
ar-4i 
rl (L&,/K,,,) for 1 < i < r - 1, we see that 
Proposition (2.3.1) remains true if we replace M*m by j@Aa (since 
e--a& 
fl (E/L& is pulled back from S). 
PROPOSITION (2.4.1). Let K (respectiweZy Q) be the universal p- 
subbundle (respectiwely (e - p)-quotient) on X = X,(E), and let Qx,, be the 
sheaf of relative differentials of X over S. Then we have an &morphism 
&,ssdw3Q. 
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Proof (Porteous). SetP=X X.X,andletni:X >(,X+X,fori= 
1,2, be the projection morphisms. Consider the map -rrr*K+ Ep -+ rr2*Q. 
The scheme of zeros of the map rrl*K --+ x2*Q is the diagonal in X x s X 
(which is isomorphic to X), and the ideal in 0, defining the scheme of 
zeros is 
Since X is smooth over S, I/Z2 is a locally free OX-module of rank equal 
to codim,(X) = rank(n,*K @ r,*Q). Hence the pullback to X (via the 
diagonal morphism X + X xs X) of the epimorphism rr,*K @ n2*Q + 
I/I2 yeidls an isomorphism K @ Q g 1/12. The proposition now follows 
since we have I/I2 s QXls (EGA O,, (20.4.8)). 
LEMMA (2.4.2). Let X be a scheme (locally noetherian), and let A and 
3 be locally free sheaves on X of constant ransks a and b with a, b 3 1. 
Then we hazje a canonical isomorphism 
Proof. For 0: z= b = 1, the lemma is trivial. Proceed by induction 
on a + b. So let, say, a > 1 and assume the lemma is true for a’, b’ such 
that a’ + b’ -c a + 6. 
Set Y = P(A), let L be the universal l-quotient on Y and set K = 
ker(A, + L), We get an exact sequence 
which yieIds an isomorphism 
Applying the induction hypothesis to K @I B, together with the iso- 
morphism R A, e L @ Ui’ K, we see that the sheaf on the right-hand 
side of the isomorphism above is isomorphic to (;A,)@” @ (iBy)@a. 
The lemma then follows by taking the direct images under the morphism 
p(A) + X of the isomorphic sheaves (;I” A @ I$ and 
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PROPOSITION (2.43). With the notation of (2.1), set X = X,(A) and 
d = dims(X), and let J?,,, be the sheaf of diffeerentials of X over S, We 
have an isomorphism 
where 
Proof. For Y = 1, both sides in the above isomorphism are zero, 
hence the proposition is trivially true in this case. Proceed by induction 
on Y. Let Y > 1 and assume the proposition holds for T - 1, As in the 
proof of Proposition (2.2), set p’ = (9, ,..., pr-, , qrP2) and A’ = 
(A 1 ,*a-, k3 T A,)> and consider the diagram 
x = X,(A) - Xar&L1,X’lfL)~ 
\ / 
where we for convenience write Ki’ (respectively KJ instead of K,,,r 
(respectively Ki,,). Recall ( see (1.5.1) and the proof of (2.2)) that the 
pullback to X of the universal p,-,-subbundle (respectively (a,-, - K,-,)- 
quotient) on X,r_, (A,-,,,,/R~~,) is K,-,/KY-, (respectively A,_,,./&.-,). 
So, by (2.4.1), we have 
-%,x* s (K--l/K-J 0 &l,xl~~-l)** 
Hence, by Lemma (2.4.2), 
2 f&,x’ g (7 FL-l/w) 
@‘(aP-1-&J o (y,.- (~l,l,x(K,,)*)~~r‘ld, 
where d” = dim,<(X). Now we have an exact sequence 
0 --f Kp#&-, + E,JK,-, - E,/K,-, - 0. 
Since E,/K$ = Qi by definition of Qi (where we write Q( instead of 
Q&, the exact sequence above yields 
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This, together with the isomorphism (2.2.1), yields 
Since X is smooth over X’ (see (1.5.2)), we have an exact sequence of 
Iocally free sheaves 
Now set d’ = dim,(X) and take top exterior powers. We get 
d d’ de 
A Q,,, gg A i2yls 13 A Q,,x, . (2) 
By induction hypothesis, the proposition holds for X’, so we bavc an 
isomorphism (setting Ai’ I‘ CZ~+~ - uir ~ pi’ - pi,,) 
i fJxr,&. z L2 Oii 
e-al’ 
A (qjAi~),p~’ 
i=l 
@ z lb?;;;) @ (iE)al-p’ 
i=l 
Now notice that the only difference between 0~ and lip’ is that pi-r = 
p,-, + p, , and the only difference between A and A’ is that &-I = ar = e. 
Using this, it is easy to get the isomorphism in the proposition from the 
isomorphisms (I), (2), and (3) above. 
3. COHOMOLOGY ON THE SCHEMES &(A) 
(3.1) Notation. Preserve the notation of (2.1). When Y is equal to e, 
that is, on X(A, ,..., A.), we will for convenience set 
For any e-sequence 6 = (6, ,..., 8,) of integers, we set 
Notice that, by definition, we have exact sequences 
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Hence, taking top exterior powers, we get isomorphisms 
J!i Ki,w s Li,a @ 21Ki-,W, 
for all i (rank(K& = i since p = (I,,,,, I)). Induction on i then yields 
1 <i<e. (3.1.2) 
e--i 
Furthermore, since A Qi.& is isomorphic to fl” KA 0; I&, (see 
definition of Qi,p, in (2.1)), we get 
e-i 
A 8i.s e L1.a *.*L,A 7 I <i<e. (3.1.3) 
For an arbitrary r-sequence A = (A, ,..., A,), we will let 
f*: X&Y) + s 
denote the structure morphism of X&A), and we will let Rlf,,,(F) 
denote the Ith higher direct image underf, of a sheaf F on X,(A). 
Recall that we set ui = rank(& 1 < i & Y. 
(3.2) Assume we have a commutative diagram of S-schemes 
LEMMA (3.2.1). Let F be an O,-module such that R+g,(F) is zero for 
i + d, where d is some fixed integer. Then we have 
Ri+dh,(F) g Rif,(Pg,(F)) for all i E Z. 
In particular, ;f Rig*(F) vanishes for all i, then we have RZih,(F) = 0 joy 
all i. 
Proof. The Leray spectral sequence (EGA O,,, (12.2.4)) for the 
composite morphismfg has the terms Ei3j = Rif.JRJ’g,(F)) and converges 
to Ri-+ih*(F). By hypothesis, we have Rjg*(F) = 0 forj # d. Therefore, 
the spectral sequence degenerates and the lemma follows. 
LEMMA (3.2.2). Let X b e a closed subscheme of X,(E) for some 
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P = (PI ,a.->PA set z = x x ,y (E)‘Y(E), and let g: Z+ X be the 
restriction of the canonical morphis; X(E) + /i,(E). Then, a.F is a locally 
free II,-module, we have 
R”g*(F,) = 0 for i # 0 
g*(Fz) s F. 
Rw.$ Since F is locally <free, the projection formula (EGA O,,, 
(12.2.3)) y ie Id s an isomorphism Pg,(F,) E F @ Pg,(O,) for all i. 
Hence it is enough to prove the lemma for F = 0, . By (1.4.2), there is 
a sequence of schemes 
and for each J’ < s - 1, there is a locally free sheaf Fj on Xj such that 
X j+l is isomorphic to P(Fj), and the morphism Xj,l -+ -Yj is the 
structure morphism P(Fj) + Xj . Now fixi and consider the commutative 
diagram 
Since 4 is the structure morphism for P(Fj), we have R”$J,(O,,+~) :: 0 
for i + 0, and $*(Oxj+,) = Ox, by S erre’s theorem for cohomology on 
projective spaces (EGA II (2.1.15)). Applying Lemma (3.2.1) to the 
above diagram, we get R”gj.,,,*(Ox,+l) z R”gj,,(O,,) for aI i. Since j 
was arbitrary, and g, is equal to g, the argument above shows that we 
have RigJO,) r Rig&O,) f or all i. The lemma now follows since g, 
is identity on X. 
PROPOSITION (3.2.3). Let X,,(E) + XJE) be a canonical morphism 
(see (1.3)) of jag h SCcmes. Let X be a closed subscheme of X,(E), set 
X’ = X x x fE)XP,(E), and let 9): X’ + X be the induced morphism. Then, 
zjc F is a Eocky free O,V-vnodule, we haze 
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Proof. Set Z = X xx cej X(E) as in (3,2.2), and consider the commu- 
tative diagram of restrict&s of canonical morphisrns 
By Lemma (3.2.2) applied to g’ and the locally free Ox<-module Fx* , 
we have Pg,‘(Fz) = 0 for i # 0 and g*‘(F,) s Fx’ . Hence, by Lemma 
(3.2.1) applied to the diagram above, we get an isomorphism 
%@x,) r Fg#“) f or all E’. The proposition now follows from (3.2.2) 
applied to g. 
COROLLARY (3.2.4). Let the notation be as in (3.2.3), let f: X-+ T be 
an S-morphism, and consider the diagram 
Then we have 
Proof. By (3.2.3), we have R$,(F,,) = 0 for i f 0 and q,(Fy) z F, 
The corollary then follows from (3.2.1). 
(3.3) Let the notation be as in (3,l). In addition, fix the following 
notation (for Section (3.3)): 
Let X be a closed subscheme of X,(E) for some p = (p, ,...,p,), and 
set 2 = X x x tE)X(E). Let f: X 
the commutati;e diagram 
-+ T be an S-morphism. So we have 
Z-X 
ig/ f 
T  
(3.3.1) 
COHERENT COHOMOLOGY ON SCHUBERT SUBSCHEMES 397 
where g is the restriction of the canonical morphism X(E) -+ X,(E). For 
each i, 1 < i < r, set (see (2. I )) 
and on 2, for 1 < i < e, let Xi, Qi , and Mi be the corresponding 
bundles (so, for example, & is the restriction to 2 of the universal i- 
subbundle on X(E)). 
Note that since rank(&) (resp. rank(Qi,,}) is equal to &. (resp. qi), 
WC have (see (1.3.2)) 
E;h., s g*(&x) 
Gii = 9*Kw (3.3.2) 
J!f,< zs g*(JJi,x). 
Finally, set 
Li = Kf/K<-, 1 1 <i<t?. 
Li is the restriction to Z of the corresponding sheaf on X(E) defined in 
(3.1). In particular, Li is the sheaf .Li,* when 2 is equal to X(A) for some 
A = (A, J...) A,). 
PROPOSITION (3.3.3). Let th e notation be as above, the maps as in 
diagram (3.3.1). Fix j, set k’ = kjml , k = kj , a?ld p -= pj = k - k’. Let 
H be a locally free Ox-module, set F = KJ,xlKi-l,x, and denote by S”F 
the PLth symmetric product of F. Let p 2 0. We have the following canonical 
isomorphisms: 
(ii) 
(iii) R’g*(He @LkU) = OfOr 1 < P < P - 1 
398 TORGNY WANES 
Proof, To prove (i), (ii), and (iii), set X’ = P(F) and let L be the 
universal l-quotient on P(F). By Serre’s theorem for cohomoIogy on 
projective spaces (EGA II (2.1.15) and (2.1.16)), the only nonvanishing 
higher direct images of tensorproducts LGQ under the structure morphism 
y: P(F) + X are, for p > 0, 
In particular, Rlpl*(L @(-@I) = 0 for 1 < p < p - 1, Hence, using the 
projection formula (see proof of (3.2.1)), we see that the only non- 
vanishing higher direct images of twistings of Hxs by L are 
In particular, we have 
Now P(F) is, by definition, equal to Xb+#), and by Lemma (1.4. l), 
there is a canonical isomorphism 
X’ = X&E) X$(E) x -=+ X(21,-IdF)~ 
where p’ = (p, ,..,, pj_l , p, - 1, 1, p,,, ,..., p,), and L is isomorphic to 
K;+,/J$‘, where (K,‘,..., Ki,,) is the restriction to X’ of the universal 
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PI-sequence of subbundIes on &t(E). Furthermore, we get a com- 
mutative diagram of canonical morphisms 
where 2 is as in (3.3.1). We have rank(Ki+,) = kii, SO (SCC (3.3.2)) 
g’*(K;+J&‘)is isomorphic to Klt,/K,j-, , henceL, g L,a.j , By (3.3.2), we 
also have E; E K,.,/K,t,j ,) , and consequently (SW (3.3.2) and (3.1.2)) 
ib, z d (K,;jJKh.(jmell) z &+I . ..L., 
Hence we get (i), (ii), and (iii) f rom the isomorphisms I, II, and III above 
by applying (3.2.4) to the diagram above. 
‘1’0 prove (iv), (v), and (vi), set X, = P(P) and let L, be the universa1 
1 -quotient on P(p). N ow use the same procedure as above, noticing that 
we have P(E) - -Yc,,,;P1)(F) an d a canonical morphism 2 + LYE,,,,-,) 
such that the universh1 I-subbundle LF’ on XfL.l,jP,)(F) pulls back to 
L,,-1 = ~7qj~~,+lI~7~(,~ 1) . 
(i) By (3.3.3)(i), we have R1g*(Hz @&I~) = 0 for E + 0 and 
60711414-3 
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g*(Hz @Lk“) z H @I S”F. H ence, by (3.2.1) applied to the diagram 
above, we have 
Rzh,(HZ @Lku) gg R’f,(H @ S’T) 
for all 1. Furthermore, from the definitions of F and Fj , it follows from 
(3.3.2) thatFj is the pullback to 2 ofF. Hence by (3.2.4), we have, for all I, 
R%(H @ SuF) g R1h,(HZ @ PFj). 
The two isomorphisms above yield (i). The proofs of (ii)- are 
essentially the same. 
COROLLARY (3.3.5). Keep the notation of (3.3.4). For any 1, we have 
the following canonical isomorphisms: 
(i) R1h*(Hz) = R”+p-lh,(H, @ Lk*.+l “’ Lk.mlLiPfl) 
- Rz+~-lh+.(Hz @ L$;I:,L;!+z a’. Lkl) 
(ii) R’h.+(Hz LFj) s R’h,(H, @IL& 
s Ri+p-lh*(HZ @ L~~+,L& *.a L;l) 
(iii) R’h,(Hz BP,) z R1h,(Hz @IL,?+,) 
s R1+P-lh,(Hz @ Lkjtl 4.. LkplLip) 
Proof, (i) follows from (3.3.4)(ii) and (v) by choosing p = 0. 
(ii) follows from (3.3,4)(i) and (v) by choosing ,u = 1 and 
noticing that we have (pj)- s Fj (since Fj is 1ocaIly free). 
(iii) follows from (3.3.4)(ii) and (iv) by choosing p = 1. 
We include the foIlowing direct consequence of (3.3.3). 
COROLLARY (3.3,6). Keep the notation of (3.3.4). Let i1 ,..., i,,‘ , 
l1 ,...,j, be n + m different positive integers <r. Set k,?’ = kiapl for 
1 < s < n and k’; = kjl for 1 < t < m. Let 2 be arbitrarily. We have a 
canonical isomorphism 
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Proof. We prove (3.3.6) by induction on n + m. For n + m = 0, the 
statement is trivially true, So, let, say, m > 0, and assume (3.3.6) holds 
for n + m ~ 1. First notice that Fi is the pullback to % of Fi,,~ -.:; 
Ki,,jKi-.,,, for all i, hence 
is the pullback of a sheaf H’ on X. Therefroe (3.3.4)(i) yields 
for all E. By the definition of H’, we have 
Now let X’ and L be as in the proof of (3.3.3), withj in (3.3.3) equal to 
j,, . Then Hz @I LLz is the pullback to 2 of H.y, @LfLm on X’. Hence 
we have the situation of (3.3.6) with X replaced by 9’, H replaced by 
I?,+ @Ly and nz - 1 instead of m. So we can use the induction hypoth- 
esis and get the isomorphism 
This together with the isomorphism (*) above yield the isomorphism in 
the corollary. 
The induction step from n to n - 1 (if n > 0) is similar. In this case 
we argue as above with X’ and L replaced by the A’, and L, defined at 
the end of the proof of (3.3.3). This concludes the proof of (3.3.6). 
Now let k’ and k be integers such that 0 .< k’ < k -< E and set 
p = k - k’. Let ap’ = (pl’,...,p8’) be such that 
{k,‘,..., k,‘). c { I,..., k’, k, k t 1 I..., e) 
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(where kj’ = I$=, pi’ as in (1.1)). Let A = (A, ,..., A,) be as in (l.l), set 
A’ = (AR,r ,..., AILx,), and let 
h: X(/4 + X&i’) 
be the canonical morphism. 
THEOREM (3.3.7). With the notation above, assume A = (A, ,..., A,) 
sat$ies ak,+1 = *.a = ak , and let S = (6, ,..., 6,) be II sequence of integers 
satisfying Sk.‘+1 = -‘* = 6, . SetLi = Li,,for all iandL” = LA6. Then, for 
any 1, we have the following canonical isomorphisms: 
(i) R%,(L”) g R~+wz*(P @ L,fl+, .** L&~I+l) 
- R--‘h*(L” @ Lg-&L& --* Lkl) zzz 
(ii) Rlh,(L” @L,) g Rl+“-lh,(LS @ L~*+lL$.., me* Lil) 
(iii) R’h.+(L~ @L,-!,,) G R1+p-lh,(L8 @L,*+, *.s L,C-lLi”) 
(iv) R”h,(L8@L~,+1***Lnu) = 0 for I <p <p - 1 and 
k+l<n<k---I. 
Proof. Choose p = (l,..., 1, p, l,,.., 1) with p at the (k’ + 1)th place, 
that is, (A, ,,,., k,) = (l,..., k’, k, k + l,,,., e), where Y = e - p + 1 and 
kg is the sum of the first i terms in the sequence go above (as in (1.1)). 
Set A” = (AIC1 ,.,., A,). Then, by (1.3.6), we have a Cartesian diagram 
X(A) -- X(E) 
1 o 1 X&t”) -+ Xm(E) 
(the n(i) in (1.3.6) is equal to IQ). 
By hypothesis, we have {k,‘,..., A,$‘) C {K, ,..., k,], hence there is a 
canonical morphism X,(A”) 4 &,(A’), and we get a commutative 
diagram 
We want to apply (3.3.5) for a suitably chosen H. Set Fi = 
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kTi.eA”iL,A” for I < i < P. Now g*(KiVA-) is isomorphic to k;r,,& (see 
(3.3.2)), hence we have IJki s g*(F,) for i f k’ + I (since ki ~ k,-, r 1 
for these values of + Furthermore, g*(ZFIc,~, J is isomorphic to 
I,,,.,;, .a- L,< (see (3.1.2)). Hence L6 = Lfl **a 1,:~ z Hz , where 
To prove (iv), we use induction on YII - k’. For n - k’ -= 1, (iv) 
foIiows from (3.3.4)(vi) by the same argument as we used above to 
prove fi)-(iii}. So let lir -.- fi’ > I and assume by induction that (iv) holds 
for E - k’ - 1. Let I be arbitrary. Then by (i) proved above applied to 
8’ = S + C’~f,,+,, pi (where E 1 ,..., l g is the natural basis for Z%e), we 
have an isomorphism (the k in i now equal to ti) 
R%*(P’) g.g R’ / “‘--%*(L~:,;I,,-!, * “. L;‘) i Li 
(where p’ = n ~ k’), that is, 
For p = I, the right-hand side is R ‘+J”-~Iz*(L* @ L$ J, which is zero by 
(3.3.4)(vi), since WC have 0 c.< p’ <: n -- k’. For 1 < p -r: p, we have 
l<p-1 < k - (k’ + I). H encc the right-hand side in the iso- 
morphism above is zero by the induction hypothesis applied to 
Ly @ Lr;f3 .. . Li-- I, where Ly m. La @ L”,tf;‘-I. 
(3.4) The JZain Theorem 
We will now prove a theorem which is a strengthening of a theorem 
proved by G. Kempf in [7]. Our weaker hypothesis wiII be exactly what 
is needed to prove that the Schubert subvarieties of flag manifolds 
defined in Chapter 4 are arithmetically Cohen-Macaulay for almost all 
embeddings into a projective space (see (5.3.1.)). 
Preserve the notation of (3.1). Let p = (p, ,,,,, pr) and A = (A, ,..., A,) 
be as in (1.1). For 1 <i <r - I, define the integers h(p, A, ;) and 
v(p, A, i) as follows: 
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Remark (3.4.2). (i) Notice that if pi is equal to 1, then the inequali- 
ties 1 - pi < h(ap, A, z’) < --I are not possible, so in that case we have 
~(p, A, i) = min(-1, h(p, A, i) + 1). 
(ii) Notice also that we always have 
mini---1, A(p, A, i>> < ~(op, A, i) -< mini-l, A@, A, i) + 1). 
Recall from (2.1) and (3.1) that we have set Qz,n = E,,(,,jJ& and 
iI&, = d’Q, for 0 < i f .r - I, and that fA: X,(A) -+ S denotes the 
structure morphism. 
THEOREM (3.4.3). With the notation above, assume n = ((Ye ,,,., (Y,-~) 
is a sequence of integers satisfying E$ >, u(ap, A, i) for all i such that k, < a$ . 
Then we have Rlfw.,(Mwa) = 0 for 1 + 0, and fA,*(Mwa) is locally free 
on S. 
Remark (3.4.4). (i) If N is a locally free OS-module, then setting 
X = ,?&(A), the projection formula yields 
Wi+Wx 6 MC) z+ N 0 W,&W), EEL 
Hence Theorem (3.4.3) remains true if we replace MAa by Nx @ MAm. 
(ii) Now if i is such that ki = ai , then K;,, is equal to J& by 
e-ai 
(1.3.3)(i). Hence we have Mi,a G fA*( A (E/A,)) (see (2.1)). By (i), the 
theorem therefore remains true if we replace MAa by I14tA @ MAE for 
any integer p. This means that CY~ may be arbitrary. 
Reformulation. We will reformulate Theorem (3.4.3) in terms of 
sheaves on the subschemes X(B, ,..., B,) of X(E). To do this, consider 
the e-sequence B = (B, ,..., B,) we get from (A, ,.,., A+.) by setting 
Bi = Aj for kj_1 < i < kj and 1 < j < P, that is, 
(B, ,.a., hI, J&l ,..a, ha ,...) = (A, I..., A, , A, ,+,.I A, ,...) 
with A, at the k, first places, A, at the (k, + I)th to the k,th places, 
and so on. By Proposition (1.3.6), we then have a cartesian diagram 
X(B) --+ X(E) 
g&%/ •J lg 
X,(4 -- 4dE) 
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By (2.1.2), we have Mki,an z g,*(Mi,w) for 1 < i < r ~.- f, hence 
n/Q z g* *(M*q, (3.4.6) 
where IMEa = Mi;,,Mi;,, **. M{;--Y~,,~ _ By (3.2.4) applied to the r 
diagram 
we then have isomorphisms 
It will be convenient in what follows to express MEa in terms of the 
L,,B defined in (3.1). By (3.1.3) (and (2.1)), we have Mi,a s Li+,,@ .--I,,,, 
for 1 < i < e ~ 1. It is then easy to check that we get an isomorphism 
Mrg =“, LBfi, (3.4.8) 
where 6 = (6, ,..., 8,) is defined by setting 6, = rfL1: q1 for kj 1 CC i ,< 
kj and 1 <j < Y, that is, 
(8 . 6 s 6 i , -9 721 I le1+1 P’.‘C k, > Sk,+l )...) == (0 ,..., 0, cyl ,...) ciyl , x1 --;- a2 ,... ). 
From the definition of 8, we have 
(3.4.9) 
Hence a: satisfies a,. 3 v p, ( A,j) for I <<i < r - 1 if and only if 6 
satisfies 
6 k(,+l) - hj 2 dp, &i)l 1 c.; j .<I y ~ 1 . 
Now we have A EIy(B) EL,,, me* L,,, . Hence, in view of remark 
(3.4.4), it is clear from (3.4.7), (3.4.X), and (3.4.9) that Theorem (3.4.3) 
is equivalent to the following theorem. 
THEOREM (3.4.10). With the notation in (3.1) and (3.4), let A = 
(A I ,..., A,) be arbitrary and let ap := (p, ,..., p,) be such that L4~Ci-tlfl ---: 
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*.. = Ali for all j. Set v(p, A, j) = v(p, A”,j), where A” = (Ak, ,..., Ak,) 
(see (3.4. I)). and let 6 = (6, ,..., S,) b e a sequence of iletegers satisfying: 
(i) h(,-l,+l = .-* = 2ikjfor 1 <j <I 
and 
(4 h(.+,) ~ ~5,~ 2 v(p, A, j) for all j such that kj < ai. 
Then we have iy,,:,(LA6) = 0 for 1 # 0, andf,, *(La) is locally free. 
Remark (3.4.11). It wiI1 be convenient to introduce a special notation 
when all the Ai are free (and Y = e as above), In that case, fix a global 
basis for E = A, such that for any i, Ai is the submodule of E generated 
by the first a, elements of the basis (where ai = rank(Ai)). Then to 
every e-sequence a’ = (al’,..., a,‘) of integers which satisfies (see (1. I. 1)) 
(3.4.12) 
associate the sequence A’ = (Al’,..., A,‘) of subbundles of E obtained 
by letting Ai’ be the moduIe generated by the first ai’ elements of the 
basis, In this way, every e-sequence of integers satisfying (3.4.12) 
determines a unique A’ of subbundles of E satisfying the conditions 
(l.l.l), and therefore a unique scheme X(A’). 
In the situation above, we will often use the notation X, or (X,, , , ,!$I 
as well as X(A), and the subscript a as well as A, that is, we write 
fdl , M+ , Li,a ,..., as well as fw , Mi,n ,,.,, and L$, M,- as well as LA8 and 
MA8. Finally, with ap, P, and A” = (Akl ,..., Ak,) be as in Theorem 
(3.4.10), we define h(p, a, ;) and V(P, P, ;) to be X(p, A”, i) (which is equal 
to a kc,+,) ~ uki - pi - pi+l (see (3.4.1))) and ~(p, A”, i), respectively. 
Proof of Theorem (3.4.10). The vanishing of R’f,,*(L,6) is a local 
question on S. So we may assume that al1 the Ai are free, and use the 
notation as in (3.4.11). 
The proof goes by induction on &, (ai - i). For x:-, (ai - i) = 0, 
the conditions (3.4.12) imply ai = i for all i. Hence we have X, = S by 
the definition of -‘i, . So in this case, the theorem is trivial because f, is 
the identity on S. 
Now let CL1 (ai - 4) = d > 0, and assume the theorem is true for 
sequences 81’ = (a,‘,..., a,‘) which satisfy & (a:’ - z) < d. Let k be 
the largest integer such that ak > k (this will mean that a,,, = k + 1 
and a, < akfl , whence a, = k + 1). Then let j be the smallest integer 
such that Uj = US . By the choice of j, we see that ai-r < ag (where we 
COHERENT COHOMOLOGY ON SCHUBERT SUBSCHEMES 407 
set a,, = 0), hence we must havej = kiMl + 1 for some i (by the assump- 
tion on p). We also notice that we have uj = ait, :-- ... = LZ~+~ L- k -+- 1. 
In particular a,! = a+1 unless a,;6 = k, , which is the case if ki is equal 
to k + 1, FinaIly, notlce that if pi is equal to I, then we have ki =z 
k,+, + I = j, hence Ki < a,‘ in this case (by the definition ofj). 
Claim. With the notation above, assume we have k, < CI~:, and that 8 
satisfies ~(p, all, i) < Sk(,,,,) -- 6,.i < - 1. Then we have Rlf,,,(LBi) = 0 
for all 1. 
To prove the cIaim, notice that we have LZ,,~-~,:, = a*- := a,, (,+I) (as 
above). Hence 
and therefore (see (3.4.1)) IQ, P, i) = 1 - pi - p,.kl. Hence the 
hypothesis in the claim yields 
Now apply (3.3.7)(iv) with (k’, n, k) in (3.3.7) equal to (kiPl, R, , Jz,+~) 
and p equal to 6,. - S,, il, , We get Rlf,,,(LB) = 0 for all 1. 
We now ret&n to ihe proof of Theorem (3.4.10). We consider 
separetely the two cases pi : 1 and pi > 1. 
(1) Assume pi = 1. By the remarks above, we then have 
ki < a,. . Hence, by the claim, we may restrict our attention to S’s 
which ih addition to satisfying the conditions in the theorem aIso satisfy 
&&) ~ 8,; z 0. 
Setlk =a---~~, where Ed ,..., Ed is the natural basis for Z*je. Since the 
A, are free, and Kj,,/Kj-,,, is equa1 to Li,. , Proposition (1.2.8) together 
with (1.5.3) yield an exact sequence 
Tensoring the above sequence with Las, we get an exact sequence 
c:, 0 -+ Li”i + L,” -+ L,” + 0, 
We want to see that Ryb9 *(Lb”) vanishes for 1 f 0, and then use induction 
on Sj ~ SjPl , starting with S, - SiVl := - 1, to see that R%,.(LB) 
vanishes for 1 # 0. 
By the definition of b, we have xy=, (bi ~ i) < EL1 (CQ - i), hence 
by the induction hypothesis, the theorem holds for Xb (or rather for the 
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sequence nP = (b, ,..., b,)). So to see that the higher cohomology of L8 
vanishes, we must check that 
(*) p satisfies the condition in the theorem with respect to $, 
that is, we have bkt,-,,+r = a.* = Ble, for 1 < n < 1. 
(**) 8 satisfies the conditions in the theorem with respect to p 
and b, that is, we have 8x-C,ml)+l = ..* = 6,= for 1 < n < Y, and 
6 bL+l) - Sk, > ~(p, b, ;) for all n such that K, < a* . 
We remark here that if k, = akn , then K, = b,. , so the values of n 
for which this happens create no problem. By hypothesis, p satisfies 
condition (*) with respect to a. Hence, since pi is equal to 1 and the only 
difference between a and !a is that we have bj = a, - 1, withj = kip, + 1, 
it is clear that (*) is satisfied. 
To check (**), it is enough (since S is assumed to satisfy the condition 
with respect to II~) to prove that we have 8kC,,t1) - S,, > V(P, b, P’) for 
all n. The only difference between P and b is that ai =. bj + I, where 
j=ki-l+l*s f o ornfi-l,i,wehavev(p,$,n)=v(p,P,n),hence 
6 ?qtatll - Sk, 2 4p, ID, 4, n+i---l,i. 
Further, by the assumption on 6 at the beginning of (I), 
The only value left to be checked is i - 1. We have 
qp, 1, i - 1) = %, - %,imll -pi -Pi-l 
= 4, + 1 - b,,i-,, -A - ~6-1 
= q&b, i - I) + 1 
(we have k, = j since p, = I). Hence (see remark (3.4.2)(ii)), 
I@, a, i - 1) 2 mini-l, A@, a, i - 1)) 
= min(-1, h(p, b, i - 1) + 11 
3 l+J, b, i - 1). 
The hypothesis S,,+< - 81;Ci-,) >, ~(p, a, i - 1) therefore yields 
hq - hq,-li >, v(p, $, i - 1). 
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So the 6’s we consider satisfy the proper conditions with respect to p 
and DD, hence, by the induction hypothesis, we have Ry&(L,S) = 0 for 
1 + 0. 
We will now use the sequence C, above and induction on aj ~ 6jj-1 
to complete the proof in the case pi = 1. Namely, the claim proved 
above yields RIJ,,*(LaB) I- 0 f or all 1 if Sj - ajPL z= .- 1, hence gives a 
starting point for the induction. So let 6 be as in the theorem and such 
that Sj ~ Sjml > 0. Further assume by induction that Rlf,.,(LE’) is zero 
for 1 + 0 for all S’ which in addition to satisfying the conditions in the 
theorem also satisfy sj’ - SJP1 < Sj +- SjVl . NOW set 6’ = 6 -+ l j . 
Then we have sj’ ~ S;-, < 6j - SjV1 . To be able to use the induction 
hypothesis, we must check that 6’ = 6 + l j satisfies the proper conditions 
with respect to ap and m. Since the only difference between 6 and 6’ is 
that aj’ is equal to Sj $ I, we have 
Further, by the assumption on 6, we have 
The remaining value to be checked is i - 1. We have S;Cj - 8L(,-1j =I 
Sk2 -+ 1 - 6, &;I) ’ Hence the hypothesis EiJij - 8,,.ci-,) > ~(p, a~, i - 1) 
yields Sk, - 8k(,-lj > ~(p, m, i - 1). So 6’ = 8 + ex: satisfies the proper 
conditions and the induction hypothesis yields Rya,*(Lif’~) = 0. for 
1 # 0. 
By the results above, the long exact sequence of higher direct images 
corresponding to the sequence C, now yields .Rfa,,(La6) = 0 for E # 0. 
This completes the proof in the case pz = 1. 
(2) Assume pi > 1. For 0 < t < pi - 1, set (recall j = KiPl f 1) 
ED(t) = (by,..., by) 
jet-1 
-a- c 6,. ._ 
Further, set X, = Xcblr)) . We have [ip(t) = nP(l - 1) - <i+P-l . Hence, 
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since %t--l~j+~-~ /K,(t-l),j+t-z is equal to Lj+l-l = L,(1-,),5+1p1 , Proposi- 
tion (1.2.8) together with (1.5.3) yield an exact sequence 
0 - Lj+tq - o,,-l -+ oxt - 0. 
Tensoring with&,-,, , we get an exact sequence 
0 - L6+‘j+*-l 4 L&-,, + I&) - 0. W-1) 
We see that we have bj.i;zl = bjl;r’ and Sj+l-1 = 8i+l _ Hence, by 
(3.3.7)(iv) applied to LiE?&’ with (k’, n, k) in (3.3.7) equal to 
(j+l-2,j+t- l,j+t)and~equaltol,weget 
Wnn,t-lr, *(L:;:;;-9 = 0 
for all 2. Therefore, the long exact cohomology sequence corresponding 
to the above sequence yields 
Now notice that b(O) is equal to a, and set a’ = b(p, - l), that is, 
a’ = (a, ,..., UQml, , aj - I)..,, lQiml - 1, a+ ,...I a,). 
Since we have the above isomorphisms for 1 < t < pi - 1, we get 
W&,‘) GE W&W 1EZ. 
So the complete the proof of the Theorem (3.4.10), it is enough to see 
that Rlf,r, ,(Lif) vanishes for I # 0 and that f,,,,(Li,) is locally free. 
Now we have xi-, (ai’ - 1) < xy=, (ai - i). Hence, by the induction 
hypothesis, the theorem holds for -Ya, . It is therefore enough to find a 
p’ = (Pl’,..., p:,) which satisfies the condition in (3.4.10) with respect to 
a’, and such that S satisfies the proper conditions with respect to a’ 
and k’. We shall see that 
p’ = (PI I.‘., pi-, ,pi ~ 1, 1, PfLl ,...,p,) 
satisfies these conditions, Again (as in (1)) we notice that if n is such that 
k, = ak, , then we also have k, =-: a;,, so these values create no 
problem. 
(*) Looking at the definition of a’, it is clear that we have 
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ai, (&*)+l L --- = a L 1 for I < n < I ~ I (where k,,’ = ~~+, P,,~*’ for all 
n as usual). So p’ sabfies the proper condition. 
(2t-+) It is clear that we have 6,,,,& -1j+l = r.. =: 8,; s for 1 << n < n 
r + I. It remains to see that we have 
We have 
(k,‘,..., q-l , hi’, kktl I...) kb+,) = (A, I..., kimI , /Z< - 1, k, )..., “,) 
and akmj = a,<% and pzL’ = p, for I < w < i - 1. Hence Y(P’, a’, n) = 
Y(P, P, ti) for n < i ~ 2, so the hypothesis 6. 
yields 
%I,.,) - Sk+& 2 v(p, 1, n) 
8k;,,,1, - s,,, ::: v(p’, .a’, n), I .<n<i-2 
For 7~ > i + 1, we have A,,’ = k,-, and a&, = a,(n-r, . Hence for these 
values, 
and therefore &‘, a’, n) := ~(p, a, n - 1). So the hypothesis 
a,:,, - &, 2 IQ, a, 72 - 1) 
yields 
hw - s,<ts I-- v(p’, al’, n), i+ 1 ,<n ::;r. 
It remains to check the values i - 1, i, and i + 1. 
n = i - 1. 
and therefore 
We have Ki = Kg - I, hence a;,,, = a,(? ,.1 --- 1 = a ,,.i ~ 1, 
Hence v(p’, a’, i - I) := v(p, a, i - 1). We also have ?iki, -.= 6,zL-, = a,,,, 
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and Qiml, = SliC,-,) . So the hypothesis S,, - SkCixl) > ~(ap, a, i - 1) 
yields 
n = i. We have k;,, = ki , hence Ski,-rli = Ski . Further, we have 
8,$, = Bki-r , which is equal to ski (since 81,01,+1 = **. = SICi by hypothe- 
sis). Hence 
n=i+ 1. Then, since k,‘=k,-r for na a-i+ 1, we have 
*k;.+l> - bc(i+l; = *k(i+l) - 
equal to a;cis+l) 
Ski . Now, if IQ is equal to ak, , then k;,+l) is 
and there is no condition on Skij+2) - &++,) . For ki < ai , 
we may, by the claim in the beginning of the proof, restrict our attention 
to S’s satisfying SkC,,,) - 6,( > 0 (as in the proof of (I)), hence in this 
case 
This completes the proof of Theorem (3.4.10). 
COROLLARY (3.4.12). With the notation in (3.4.3), set X = X,(A), 
d = dim,(X), a& M = MAa. Assume CI = (ml ,..., aFp1) satis$es q 2 0 
for all i such that k, < aJcl , and where we allow CQ = 0 only for those i 
which satisfy ai+l - ai - P,+~ > 0. Then we have 
(i) RyA,,(M@v) = Ofor 2 # 0, v 2 0 
(ii) Rlfw,+(M@(-Y)) = O$W I # d, Y > 0 
(iii) Rff,,.(f! Qxir; @ M@v) = Ofor 1 # 0, Y > 0 
(iv) RyA,,(~ sZxis @ ACP(-~)) = O~OY 1 # d, Y > 0. 
Proof. (i) 01~ > 0 implies VR( > 0 for v > 0. Hence, by (3.4.3), we 
have R&JAI@@) = 0 for v > 0 and I # 0. 
(iii) By (2,4.3), we have 
where F is a 1ocalIy free sheaf on S. Hence, by the projection formula, 
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it is enough to prove the appropriate vanishing of Rlfw,*(MAb), where 
P = (A Ye”, pY.-r) is defined by, for a fixed v > 0, setting 
for all i. Now if i is such that cxi > 1, then we get vai 12 I and therefore 
(see (3.4.2)(ii)) 
If i is such that CY( = 0, then, by hypothesis, we have ai j r - ai ~ pi+r > 0, 
that is, 
Hence, by (3.4.1), we have X(,, A, i) 3 u(p, A, i) and pi 2 V(P, A, i). So 
for all i (for which ki -c: a,), we have Bi > v(p, A, z’). Hence 
h?fA,*(MAfi) = 0 for 1 + 0 by (3.4.3). Th’ IS completes the proof of (iii). 
(ii) and (iv). Since X is smooth over S (see (1.5.3)) and M and 
Lb 
d 
x,s are locally free, the sheaves MQ~( ~VJ and (A Qx;,) @ M@(-iP) are 
flat over S. Hence it is enough to prove (ii) and [iv) for the fibers of jfi 
(EGA III (7.7) and (7.8)). S o we may assume that S is equal to Spec(k) 
for some field K. Then, by duality, we have 
Hence (ii) follows from (iii), and (iv) follows from (i). 
COROLLARY (3.4.13). Let the notation be as in (3.4.3). Let A = 
(A 
1 ,,.., A,) and A’ = (A,‘,..., A,‘) he such thut Ai’ C Aifor all i. Assume 
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01 = (a1 ,,.., qPl) satisjies cyi 3 0 for all i. Then the canonical homomorphism 
is an epimorphism of OS-modules. 
Proof. Define B = (B, ,..., B,) (resp. B’ = (I$‘,,,., B,‘)) as in the 
reformulation of (3.4.3), that is, we set Bi = A, (resp. I?{’ = A5’) for 
K,-, < i < kj and 1 <i < Y. We then get a Cartesian diagram (see 
(1.2.8) and (3.4.5)) 
X(E) ----f X(B) 
1 q 1 
&(A’) - Jw) 
As in (3.4.8), let 6 = (8, ,..., S,) be defined by setting 6, = 2::; 1y, for 
Iz+r < i < !z~ and 1 <j < Y. From (3.4.7) and (3.4.Q we then get a 
commutative diagram 
(3.4.14) 
where the vertical maps are isomorphisms. (3.4.13) is therefore equivalent 
to the following 
LEMMA (3.4.15). Let B = (B, ,.,,, B,) and 8’ = (B,‘,..., B,‘) be such 
that Bi’ C Bi for all i. Assume 6 = (6, ,..., S,) satisfies Si < Si+1 for 
1 <t<e- 1. Then 
is an epimorphism of OS-modules. 
Proof. First notice that the surjectivity of the map is a local property 
on S. Hence we may assume that the B< are free, and we have the 
situation described in remark (3.4.11). Now use the notation of (3.4.1 l), 
with bi = rank(B,) (resp. b,’ = rank{&‘)) for 1 < i < e. By induction 
on CT-, (6, - bi’), starting at zero, it is clearly enough to consider the 
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case b;’ = bi for i # j and bj’ = bj - I, where j is some fixed integer. 
In this case we have an exact sequence 
(see (1.2.8)), which yieIds an exact sequence 
Since we have 6$ < 6; ,.r , we get S,i’ - 1 < S;,, , I < i < e - 1, where 
8’ = S -/- .sj , Hence we have RrJb,,(Lt+‘j) = 0 for 2 # 0 (by (3.4.10)). 
The lemma then results from the long exact sequence of cohomology 
associated to the exact sequence above. 
We will also use the following result which is proved in [16, (3.7)] (see 
Remark (I .2.10)). 
THEOREM (3.4.16). With the notation in (3.1), let A = (A, ,..., A,) be 
a~6it~ary, and assume that a: = (01~ ,..., u,-J and /3 = (PI ,..., ,I!?,-,) satisfy 
uyi > 0 and pi 2 0 fey 1 < i < r - 1, Then the canonical homomorphism 
is an epimwphism. 
(3.5) We will include a result which will be needed to see that the 
standard embeddings (the ones defined in (2)) are included in the 
results of Chapter 5. 
Preserve the notation of (3.4). 
PROPOSITION (3.5.1). Let p = (p, ,..., p,) and A = (A, ,..., A,) be 
arbitrary, and assume cy = (aI ,..., uPPI) satis$es q > 0 for all i, Then the 
cano&aE homomorphism 
is an epimorphism of OS-modules. 
Remark (3.5.2). The h omomorphism in (3.5.1) is surjective if and 
only if any of the homomorphisms 
wr4/4-4 
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and 
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gy (yf qef 4-f*.* @ (‘i;“’ (Aj,x/Ki,r))@u’) i=l i=1 
are surjective (we have set X = XP(A)). To see this, consider the 
diagrams 
and 
Taking the appropriate tensor products and then the direct images (using 
the projection formula as in the proof of (3.2.2)), we get diagrams from 
which it will be clear that the surjectivities of the three homomorphisms 
above are equivalent. 
Proof of (3.5.1). c onsider the diagram 
g (&)@i 4 
r-1 
d=l 
l g (f*.*wi,3P’“f 
l/ 
fw, .WAU) 
By Theorem (3.4.16), I+J is surjective. Therefore, to how that 8 is, 
surjective, it is enough to show that $ is surjective. Hence it is enough 
to prove that the maps 
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are surjective. Now for a fixed j, define A’ = (Al’,..., A,‘) by setting 
Ai’=A, for 1 <z’<j and Ai’=Ai for j<;<r. Then we have 
Ai C A,’ for all i, so X,(A) is a closed subscheme of X&A’). Consider 
the commutative diagram 
By (3.4.13), the homomorphismfA,,*(Mj,w,) -+ffie,*(MjV,) is surjective. 
Hence we see from the diagram that it is enough to prove that the 
map il E -+fA,,*(Mj,m,) is surjective. By Remark (3.5.2), this map is 
surjective if and onIy if the homomorphism 
is surjective, where we have set X’ = X,(/I’). The wanted resuIt then 
follows from the following lemma. 
LEMMA (3.5.3). Let p = (p, ,..., p,) and A = (A, ,,.., A,) be as in 
as-k< 
(3.5.1). Set x = X&4) and ai,, = A ( A{*,/&), 1 < i < r - 1. 
Let j be suck that A, = --a = Aj . Thels the canonical map 
is an isomorphism. 
Proof, By (3.4.7) (by an argument similar to the one in the proof of 
(3.4.13)), it is enough to consider the case Y = e, that is, A = (A, ,..., A,) 
and kj = j. Also, the question is local on S, so we may assume that the 
Ai are free and use the notation in (3.4.11). 
(1) Reduction to the case ai = max{aj , i}, 1 < i < e. Define 
a’ = (a,‘,..., a,‘) by ai’ = max(a$ , i) for all i. The hypothesis aI = **a = 
aj implies ai’ < ai for all i, hence ;k’,, is a closed subscheme of X, . 
We will prove that we havef,,.(aj,,) g Ja,,*(I@i,.,). The proof goes by 
induction on & (ai - ai’). If this sum is zero, the assertion is triviaI. 
418 TORGNY SVANES 
So let EL, (ai ~ ai’) > 0 and assume the assertion holds for all [ip = 
(6 1 I.‘., be) satisfying the conditions b, = mm* = bj and 
Let m’ be the largest integer such that arrL’ > aj , m’, and let m the 
smallest integer such that a,, = a,, . Then we have a,-, < a,, and 
a,,, (note that a, = e implies m’ < e). Set b = a ~ E~~, . Then b 
ZGies the conditions above, hence, by induction, X,,(BJ,J is isomor- 
phic to fat, *(gj,a,)* S o it is enough to show that we have an isomor- 
phism X,*(Mj,J rf&Mj,,). By (1.2.8) and (1.5.3), we have an exact 
sequence 
0 -+ Lba - o,+ o,-+o, 
hence an exact sequence 
To get the isomorphism above, it is clearly enough, Iooking at the long 
exact cohomology sequence associated to this sequence, to prove that 
Rlfa, *tmj,a 0 Lt,a) is zero for arbitrary 1. To see this, notice that IV,,, 
e--uj 
is isomorphic to &!l,a @ fl (EXjAj,,). H ence, by the projection formula, 
Rlf,,*(fij,, RJL,,,) is zero if and only R!fa,.(Mj,a @L,,,) is zero. But 
by our choice of m, we have j + 1 < m (since am > aJ, hence (see 
(3.1.3)) 
Applying (3.3.7)(’ ) IV , with (k’, n, k) in (3.3.7) equal to (m - 1, m, m -I- 1) 
and p equal to 1, we get Rlf,.,(Mj,, @L,,,) = 0 for all I, which is what 
we want. 
that is? 1 
o we may assume that we have ai = max{u, , i}, 1 < i < e, 
. . . = alL = n, where a = aj , 
Since i$,,!ls equal to Ki,a/K6-l,p 
and a, = i for n < i < e. 
for all i, we have exact sequences 
(*I 
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where we for convenience set Qi = A,,x/Ki,aa for 0 < i < n. WC want to 
prove that the induced homomorphisms 
are isomorphisms. Since Q,, is equal to A,,,,Y -- A,,.r , it will then follow 
rl-j u-j 
that the map A Aj,x +fa.J A ,Oj) is an isomorphism (which is the 
assertion in the lemma). Considering the long exact sequence of coho- 
mology associated to the sequence (*) above, it is cIearly enough to 
n-j-l 
prove that we have Rlf,,+(Li,, @ A Qi) = 0 for I < i <j and all 1. 
But this follows from the following lemma . 
T,EMMA (3.5.4). Let the notntion be as abore. Let i, k, and q be itltegers 
satisfying I < i < j and 1 < q < k + 1. Let ri ,..., rgtti be such that 
7i 7 I, each TV is either 0 or 1, and such that at most q of the v-/ are equal 
to I. Then we have 
for all 1 (n and i are as above). 
Pmf. This lemma is proved by induction on n - i -. k, starting 
with n ~ i ~ k = 1. First notice that since a, is equal to n, we have 
K = A,,., (see (I .3.3)), hence Qnel is equal to .L, p = K,,,/Krt l,i . 
So”&rn-i-k-- l,thatis,fori+K-n- l,wehave 
For n - j - q > I, this sheaf is the zero sheaf and the assertion in the 
lemma is trivial. So we consider the cases n - j - q =y- 0 and IZ - j - 9 =- 
1, that is, q = n-j and q = n--j - 1. In the first case, we have 
7*,-j-r/ 
fl L,, = 0, 3 and at most p x IL -.j of the TV ,..., ~,,-r are I (by the 
w-j-q 
assumption on 4). In the second case, we have A L,., 1 L, B , and at 
most Q .; n -; - 1 of the 7i ,..., ~~-i are 1. Hence, in both cases. the 
sheaf above is equal to f’:fz ~-7 L’,“., where at most n - j of the 71 arc 
equal to I, the remaining ones being 0. Now, since we have i < j, the 
number of 71 is >n - j + I. So at least one of them must be zero. Let 
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m be the smallest number such that TV = 0. Then, since 71 = 1 by 
hypothesis, we have wz > i and T+~ = 1. Now apply (3.3.7)(iv) with 
(k’, n, k) in (3.3.7) equal to (na - 2, m - 1, VI) and p equal to 1. This 
yields R’f,.,(L;f. .a* I&) = 0 for all 1. So the lemma is true for 
?Z--i-k==l. 
For n - i - K > I, consider the exact sequence 
n-i-p-1 n-j-Q p1-j-a 
0 +Li+wl.a 0 LJ Qi+lc+l,. + i-i Qi+o - A Qi+rc+m -+ 0. 
This yields an exact sequence 
n-J-u 
-L’ 0 n Qi+?M.a - 0, 
where LT = L& a*- LZf& , The sheaves to the left and right in the exact 
sequence satisfy the conditions in the lemma, and the inductive variable 
for both these sheaves is equal to n - i - K - 1. Hence the lemma 
follows from the exact cohomology sequence of the above sequence and 
the induction hypothesis. 
4. SCHUBERT SCHEMES 
(4.1) In this chapter we use the previous results to study the Schubert 
schemes (see Definition below). 
Preserve the notation of (3.1). Let p = (p, ,,.., pr) and A = (A, ,..., A,) 
be as in (1 .l), and let [ia’ = ( pl’ ,..., p,‘) be as in (1.3). That is, we have a 
strictly increasing subsequence (k,‘,..,, A,‘) = (k,(,, ,,.., k,(,j) of (k, ,..., A,), 
with k,’ = k, = e, and p’ is defined by 
where we set k,’ = 0. For convenience, we will also set n(0) = 0. Let 
X,(A) - -we) 
be the canonical morphism, defined by sending a T-point (J1 ,..., J,.) of 
X,(A) to the T-point (JR~lj ,.+., Jlto) of X,,,(E) (see (1.3)). 
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DEFINITION (4. I .I). The scheme theoretic image of XP( A) under the 
above morphism is called a Schubert scheme. We denote it by I’,,,,(A) 
or E’,,,(A, ,..., A,). 
We note that if A’ = (Al’,..., A,‘) is any sequence such that A,ci) C Ai’ 
for all i (and satisfying (1.1.1)), th en the canonical morphism above 
factors through X,,(A’) (see (1.3)), that is, we have a commutative 
diagram 
Hence ITPIP j(A) may be viewed as a subscheme of &,(A’). In particular, 
we can consider YP,P(A) a subscheme of X,(A,~,~ ,..., AI,(~)). 
(4.2) Let the notation be as in (4.1). Through Sections (4.2)-(4.4) we 
will see that different morphisms X&A) -+ X,,(E) and X&&i) + X,)(E) 
may have the same image scheme in &e(E). We will now show that every 
morphism &(A) +X,,(E) factors through a scheme Xi(A) which is 
such that the morphism Xb(fi) --+ Yb,,,(fi) = YP,P,(A) is birational (see 
(4.4.2)). 
LEMMA (4.2.1). With p and A as above, $x j. Set 
(Ip’ z (PI I*-.> Pj + Pj +I T***v P.r) 
and A’ = (A, ,..., Ajdl , L$+~ ,..., A,), and Zet f: &(A) + X,,(A’) be the 
canonical morphism. Assume ai+l - uj < 1. Then we have f*( 0,) s 0,) 
and Rlf,(O,) L= 0 for I f 0, where X = &(A) and X’ = &)(A’). 
Proof. Define B = (B, ,..., B,) (resp, B’ = (B,‘,..., II,‘)) from A 
(resp. (A’) as in the Reformulation immediately after (3.4.4). We get a 
commutative diagram 
By (3.4.9, and (3.2.4) applied to the left triangle in the diagram, WC 
have isomorphisms Rff,(O,) g R1h.JOx(e)) for al1 E. Furthermore, by 
(3.4.5) and (3.2.3), we have Rk*‘(O,,,,,) = 0 for 1 # 0 andg,‘(O,(B,)) E 
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0 x’ . Hence it suffices to prove that RVZ*(O~(~J) is isomorphic to 
Rk,‘( Ox(ar~) for arbitrary 1. 
The hypothesis is that caj+l - aj < 1. Notice now that if u~+~ - aj = 0, 
then IS is equal to 8’, hence in this case the lemma is already proved 
above. 
There remains the case ai+l - nj = 1 (by (1 .I .I) we always have 
aj+l - aj > 0). The question being local on X’ = X,,(A’), we may 
assume that the Bi and Bi’ are free and use the notation in (3.4.11) with 
bi = rank(BJ and bi’ = rank(Bi’) for 1 < i < e. Notice that by the 
definition of Bi and Bi’, we have bi = b,’ for d $ {Kim1 + l,..., A,}, and 
for the values between kjpl and kj we have 
(b&m,,+1 I***, bicj 1 Kq+l ,..-I bt,,,l,) = (aj+l I.--t aj+l)r 
where a, = rank(AJ for all i. Now set b(t) = $’ - zic, E~(~-~)+~ for 
0 < t < p, . Clearly, since aj+l is equal to ai + 1, we have ID’ = ID(O) 
and II = ED(P$). For 1 < t <pj, X,(B is a subscheme of Xb(l-l) of 
codimension 1, and by (1.2.8) we have an exact sequence 
where Lc,_lj+ t is the restriction to Xb(l-l) of the corresponding sheaf on 
X(E). Let 
h, :  &D(t) + -&a@‘), o<tgpj, 
be the canonical morphisms. (these are defined since B,,.; C A,’ for 
1 < i < Y - 1, where K,’ = C”,-, p,’ as usual). We now apply (3.3.7)(iv) 
with (k’, n, k) in (3.3.7) replaced by 
(kj-1 + t - 1, kj-1 + tj Kj-1 + t  + 1) 
(for 1 < 5 < pi) and p equal to 1 (the only thing to check is that Dn(t - I) 
is constant on the half-open interval (kjel + t - 1, Kj-l + t + I], which 
is clear from the definition). We get Rihl-l, .+(15,~,-~,+~) = 0 for all 1. The 
long exact cohomology sequence associated to the exact sequence above 
then yields Rthl,f(OXbc,,) g RVZ,-,,*(O~~~~-~~) for 1 < 1 < pi and all 1. 
Now we have h, = g’ and hrj, = h. Hence we get 
W*‘(Ox,J iz RL~*(O,), 
which is what we want. 
LEMMA 
aj+l < aj 
COHERENT COHOMOLOGY ON SCHUBERT SUBSCHEMES 423 
(4.2.2.) With th e notation of Lemma (4.2.1), assume we have 
t Pi+1 * 
(i) Then we havef,(O,) s O,, and R1f.JOx) = 0 for 1 p’- 0. 
(ii) If aj > kj , then f is not an isomorphism (joy aj = kj , f is an 
isomorphism by (3.1.5), since aj =kj and the inequality above implies 
aj+l = kj+d 
Prooof. The statements are local on X’, hence we may assume that 
the Ai are free and use the notation in (3.4. I I), writing &(a) and XP,(a’) 
instead of X,(A) and XP,(A’). 
Forpj,, = 1, the hypothesis is aj+r - aj < 1. This case is taken care 
of by Lemma (4.2.1). 
We proceed by induction on pi+r , So let pj+r > I, and assume the 
lemma is true for smllaer values. Set 
We have the following commutative diagram of canonical morphisms: 
x’“’ = &+““) 
We will check that we can use the induction hypothesis on the 
morphisms g, g’, and f ‘, These three morphisms are namely all of the 
types described in the lemma, the ‘7” of the maps being respectively 
j+ I, jandj. 
By definition of a”, we have ai+a - aI+1 = aj+l - (ai,. - 1) = 1, 
hence Lemma (4.2.1) applied to g: -&*(A”) + J&(A) with j in (4.2.1) 
replaced by j + 1 yields g,(O,a) s 0, and R’g,(O,~) = 0 for 2 # 0. 
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Then (3.2.1), applied to the triangle to the right in the above diagram, 
yields 
W*(Ox) s R’h,(OX”) for all 1. (1) 
We have &r - a; = (ai+l - 1) - ai , and, by hypothesis, u~+~ - uj < 
Pj+l * Hence we get a;+1 - a; < pj+l - 1 = pj;l . Since P:+~ is CP,+~ , 
we can apply the induction hypothesis to g’ to get g.+‘(O,n) E O,ae and 
R’g,‘(O,-) = 0 for 2 i 0. Then (3.2.1), applied to the left triangle in 
the diagram above, yields 
R%*(Ox”) E Rlf,‘(O,-) for all 1. (2) 
Finally, we have uy+r = ay = aj+r - (aj+r - 1) = 1. So we can 
apply Lemma (4.2.1) to f' and get 
Iy*‘(O,-) = 0, 110 
f*‘(O,-) gg ox> . (3) 
The isomorphisms (l), (2), and (3) above now yield (4.2.2)(i). 
(ii) By hypothesis, we have aj + pi+l - ai+r > 0. For 
4 +I%+1 - ag+1 > 0, 
it is easy to check, using the formula for dimension given in (1.5.3), that 
dims(X,(A)) is strictly greater than dim,(+(A’)). Hence f: X,(A) + 
X,(A’) cannot be an isomorphism. 
For ui + pitI - aj+l = 0 and aj > kj, define b = (6, ,..., b,) by 
b, = ki for i <j - 1 and bi = maxi+ , k,} for i 2 j. Then set b’ = 
(b 1 ,..., b,-, , bj+l >a.., b,). Clearly, we have inclusions X&b) C X,(a) and 
X,@‘) C Xon(a’). Moreover, f maps X,(b) into X,@‘). Now it can 
easily be checked that we have dimJX&)) > dim,(X,@‘)). Hence f 
can not be an isomorphism (because in that case the restriction 
f IxJb): X,(b) -+ XrJ@‘) would have to be injective). 
PROPOSITION (4.2.3). With the notation of (4.1), let Y = Ym,PI(A) be 
a Schubert scheme. Then there is a stvictZy increasing sequence (k, ,..., A,) 
satisfying 
h’,..., 4’1 C {ff, ,,..I &I C W, s-e., k,), &m, = k;-, , ii, = k,‘, 
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and such that ;f we dejine m(i) by E, = km($) , 1 < e’ < t, and set ~5~ = a,,ti) , 
then: 
6 c (f!‘) 
iri + $i+l < Giiil for i such that & $ (kO’,,.., k,‘} (where 
1 ,..., p,) corresponds to (k, ,..., w,) as iti (I .I)). 
(ii) With ,& = (A,,,,(1) ,..., A,(,)), we have a commutative diagram 
and the image off is equal to Y. 
(iii) If f is an isomorphism, then g andf are both isomorphisms and 
we hawe kj = ajfor j $ {m(l),..., m(r)}. 
J+oof. Set F = (P, ,..., P~(,A , e - kc,-,)) and 
and consider the diagram 
By definiton, X is the scheme Zn(sPI) in (1.5). Hence, by (1.5.1) and 
(1.5.2), g is the composite of structure morphisms for Grassmannians. 
It then follows easily from (3.2.3) and (3.2.11, by an argument as in the 
proof of (3.2.2), that we have g,(O,) z Ox, and R$r,(O,) = 0 for 
I f 0. So by Lemma (3.2.1), we have jJ0~) rjx(Ox). Hence 
ker(O,f -+j*(Ox)) is equa1 to ker(O,( +j+.(Oz)), and the images off 
and j are the same. 
So to prove the proposition, p may be replaced by i, that is, we may 
assume k,-, = A:-, and k, = k,‘. Now suppose there is a j with 
kj $ (k*‘,..., k,‘) such that ai+l - ai < pi+l . Then set 
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and consider the commutative diagram 
By Lemma (4.2.2), we have g*(O,) z 0,” and Rlgg(OO) = 0 for 1 + 0. 
So by Lemma (3.2.1),f,‘(O,s) is isomorphic tof,(O,). Hence the images 
off and f’ are the same (as forf andf above). 
Now if p” does not satisfy the condition (i) in the proposition, we 
repeat the above procedure with X replaced by X”. It is clear that the 
process will stop with a F and an A as described in the proposition. 
(iii) To prove (iii), consider first diagram (*). If f is a closed 
immersion, then s is a closed immersion, Hence, since we have g,( 0,) s 
0, , g is an isomorphism. By (1.5.3), we get 
r-1 
dim,(X) - dim,(X) = 1 pj(aj - kj), 
j=n(s-lN1 
which is equal to zero only if k, = aj for n(s - 1) + 1 < j < r ~ 1, 
that is, for j < n(s - 1) and j $ (m( 1) ,,,,, ml(t)). 
Next, consider diagram (**). Again, if f is a closed immersion, then 
g is a closed immersion. But then, with j as in (**), we have kj = aj by 
(4.2.2)(ii). This argument repeated at every step (see the end of the 
proof of(i) and (ii)) yields kj = uj forj < n(s - 1) and j # {m(l),..., m(t)). 
This concludes the proof of (iii). 
(4.3) Special Schubert Schemes 
Preserve the notation of (4.1). C onsider the special case p = (p, , p, , p3) 
and A = (A, E, E), where A is a subbundle of E of rank a. In the notation 
of (4.2.1), let j be equal to 1, that is, p’ = (p, + 9, , p3). We have the 
canonical morphism 
Assume a2 - a, - p, > 0, that is, p, > a - q (where a, , a, , a3 are the 
ranks in the sequence (A, E, E), hence a2 = e and a2 ~ p, = 
e - (k - pr)). Then, setting p = p, , we have 
a-q<p<a. (43.1) 
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If (K1 , K, , K3) is the universal sequence of subbundles on -Y, we have 
a commutative diagram 
u-lJ+1 
The rank of Ax/K1 is LI - p, hence A (Ax/k;) is zero, Therefore, the 
map u in the above diagram is the zero homomorphism. That shows that 
the canonical morphism X+ XC,~,,J(E) factors through the pth special 
Schubert subschemc a,(A), which is defined as the scheme representing 
the subfunctor of X(,,,,,(E) whose values in an S-scheme T are the 
u--;0+1 a--p+1 
morphisms t: T + -Y,,.,,(E) such that the map A A, + A t*Q is 
the zero homomorphism, where ,Q is the universal g-quotient on Xck,,,(E) 
(see [S] and [lo]). S o we have a commutative diagram 
x = x&I, E, E) --3 X(,~.JE) 
The map X -+ up(A) is the same as the dual standard mod$ication of oI,(A) 
introduced by S. Kleiman (see [IO, (6.4)]). It is an &morphism off 
g-Y%+1 (4) (see uw A s seen in (I .5.2), we have morphisms 
x cz X,,(B,IH) --f % = x&q ---, s, 
where H is the universal p-subbundle on 2. Considering the diagram of 
O,-modules 
where Ul , I2 7 J31,) is a T-point of XP( A), it is easy to see that gp1(u1,+l( A)) 
is isomorphic to a,(A,/H) (defined relative to the structure morphism 
of the Grassmannian XJE,/H) + 2). 
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Now, the dual standard modification for o1 = aI(Az/H) is the 
morphism X’ -+ o1 , defined by the following diagram: 
X’ = X,-,(E,jH’) - ~1 C -WEzJW 
I 1 Z’ = X#z/H) - 2 = X,(A) 
Here we have set H’ = ker(A,, --f Q’), where Q’ is the universal 
(a - p - I)-quotient on Z’, But by (1.5.2), X’ is isomorphic to 
X~pl,l,,,-l,ps)(A, A, E, E), and the map X’ + u1 is the canonical 
morphism 
Since the dual standard modification X’ + u1 is surjective (as a map of 
sets), we conclude that 
is an isomorphism off the image YPaep(A, A, E, E) of the morphism (*) 
above, where p’ = (Pl, LPz- l,P,)* 
We mention here that if we have a = p, then by (1.3.3), the map 
&(A) cft Xc,,,,(E) is a closed immersion. So in this case the map 
4Jov 3 YP,Ps(A) is an isomorphism. This corresponds to the fact that 
for a = p, the sequence (A, A, E, E) does not satisfy (1 .l.l) with 
respect to p”, in which case we set Y,n,,(A, A, E, E) = 0. 
We summarize the above discussion in the following lemma. 
LEMMA (4.3.1). ~~thd=(pl+p,,p,)an~p”=(Pl,Lp,--I,P,), 
and the notation above, the morphism 
is an isomorphism off Y,*,,(A, A, E, E) (which is the image of the map 
X&A, A, E, E) 4 X,(A, E, E)), where we set Y,*,&A, A, E, E) = sir, if 
a = p1 . 
(4.4) Let[inandAbeasin(l.l),Forl <i<r--,set 
p(j) = (p~),***,p~~l) = (PI r-*-rpj F l,pj*l - lrPj+2 ****,PT) 
Aa’j’ = (Ai”‘,.,., A;!,) = (A, ,..., A,-, , A, , Aj , Aj+1 ,.*., A,). 
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Define .Xj C X,(A) by: 
x, : $3 if uj=k,, 
xj = Yp(j).rp(An('))r 
that is, -Yj is the image of the map XPcjj(A(j)) + X,(A), if aj > kj . 
LEMMA (4.4. I). With the notation above, $x, j, I <j 6 r ~ 2. 
ASSUWZ~ aj+l - aj > pj,l . Then the canonical morphism X, -+ Yp,p~(A) is 
us isomorphism off -Yj . 
Proof. With the notation of (1.52) and (1.5.3), we have sequences 
X,(A) = z,_, + I” -+ zjal -* ... + Z” = s 
Since we have Ai’ = Ai for 1 < i < j - I, it is clear from the definition 
of Zi and Zi’ that we have Zi = Z,’ for i ,< j - 1. Let f1{ (resp. Hi’) be 
the universal A,-subbundle on Zi (resp. 2,‘). Clearly, Hi = Hi’ for 
i <j ~ 1. By (1.5.2), we have a commutative diagram 
zj+I S Xnj+l(A5+l.Zj/Hj) i____F ZJ,’ s q.+pitl t4+1. z,Jfw 
I 
where the map Z,,l -+ Z, ’ is the canonical morphism. By (1.5.2), the 
map Zj-*-+ ZjPl is the structure morphism 
X (q.llj+l.Qj+l-@j+1 dBj I Bj,-l Y Bj+l) + zj-l 7 
where Bi = Ai z , ,-l/NiP, for i :.I j, j + 1. Hence the map Zj+i + Zj’ is 
the map in (4.3.1), with (p, , p, , pa) (resp. (A, E, E)) replaced by 
(Pi ) Pj+l ) ++l - /z~+,) (resp. (Bj, Bi+, , B,+r)). It is therefore an 
isomorphism off the image of the morphism 
4' = Xfs,,l,e,~l-l.dj+l-fi,+l)(Bj 9 Bj > Bw 3 %d - Z,+, . 
Using (1.5.2), t i is easy to see that Xj’ is isomorphic to &-(A”), where 
p” = (~1 ,-,, P, , 1, Pi+, - 1, ajt-1 - &) and 
A” = (A, ,.,., Aj-1 I ii j 1 Aj 7 Aj+l 9 x4 j+J* 
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Hence we get (by considering T-points) Cartesian diagrams 
xj - X,(A) = zr-l - X,f(A’) = z;-, 
1 
D 
1 
I7 
1 
Xj' w zj+l l Z*’ 
It follows that X@(A) + XPp(A’) is an isomorphism on X,(A) - Xj , 
THEOREM (4.4.2). Let Y be a Schubert subscheme of X,*(E) as dejined 
in (4.1). Then 
(i) We haoe Y = Y,,,(A), where 0~ and A can be chosen such 
that k,-, = k:-, and aj+l - aj > pjql for j $ (n(O),..., n(s)). 
With this choice, with Xj as in (4.4), and 2 = UjEr X, , where r = 
T(p, p’) = ( j 1 kj f ki’, 0 < i < s>, then: 
(ii) The canonical morphism f: X,(A) -+ Y is an isomorphism on 
x&q - 2. 
(iii) Codim,(Z) 2 2, where X = X,(A). 
(iv) Codim,(f(Z)) > 3. 
(v) Y is smooth over S at precisely the points in Y -f(Z). 
(vi) The fibers off on f (Z) have positive dimension. 
Proof. (i) is a reformulation of (4.2.3), 
(ii) will be proved by induction on the number n(p, p’) of 
elements in T(p, p’). For TZ(~, p’) = 1, (ii) follows from Lemma (4.4.1). 
So let n(p, p’) > 1, and assume (ii) holds for smaller values. Let j be the 
smallest integer in T(op, a’) ( i.e., k, = ki’ for i < j - 1 and ki < k,‘). Set 
p” = (p;,..., fJ:-J = ($1 )***I Pj + Pj+l I*-‘, A-1 
We have a commutative diagram of canonical morphisms 
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Let E”’ be the image of the morphism S -+ X” and P-’ the image of the 
morphism X” - X’. Then we have a commutative diagram 
We have 
Hence it is clear that we have n(p”, p’) = n(p, 0~‘) - 1. SO by he 
induction hypothesis, the morphism &#(A”) + Y’ is an isomorphism 
outside &.cN,~,) Xr , where the X,: C X,$A”) are defined as in (4.4) 
with respect to p” and A” (p” satisfies the condition in (i)) since p does). 
We get the diagram (+*) of canonical morphisms (which we show below 
as cartesian) : 
for i E r(p, p’) and i +j (the index is i - I instead of 1: to the right in 
the diagram because KY-r = Ki for i &j + I). We will now see that the 
diagram is Cartesian. From the definition in (4.4), we have (remember 
i >j + I): 
A T-point of X&A) x ,rP~~(n”)XO-(r-l)(A “(i-1)) is a pair of r-tuples 
t L ((I1 I..., Jr); Ul’Y, K, 5 JJ+, ,..-1 II-1 1 1,: Ji 1 Ji’,l >‘*‘I Jr’>) 
w/74/4-5 
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satisfying: JI C A,,, for all E, II = Jr for 1 # j, finally Ji C Ai,T and 
rank(y,) = ki + 1. Since we have inclusions 
the sequence 
will be a T-point of XP(i)(A(iJ). Hence we get a morphism 
X,(A) x xD.(An) xp”(~~,)(A”‘~-~)) + x,,,,(A’“q 
defined on T-points by sending t to t’. This map is clearly the inverse 
of the map we get from the canonical maps in the diagram above. 
Since the map X” -+ Y’ is an isomorphism outisde &ET(P-,C,) Xl , it 
follows from the diagrams (*) and (**) that the map Y” + Y is an 
isomorphism outside the union of the images of the composite maps 
xp(i,(A(i’) + X,(A) - Y”, iE T(p”, p’). 
By the induction hypothesis, we also get that the map X&A) + Y” is 
an isomorphism outside the image of the map X,(g(A(j)) --+ X,(A). 
We conclude that the composite morphism X,(A) + Y” + Y is an 
isomorphism outside UiEr(C,Cf) Xi . 
(iii) Let i E F(p, p’). The map XPtr)(A(i)) + Xi is an iso- 
morphism on an open set (by (ii)) or by Lemma (4.4-l)), hence 
dim,(XJ = dim,(XPct,(A(i))). So the codimension of Xi in X,(A) is equal 
to dim,(X,(A)) - dim,(XP(i,(A’i’)). Using the formula in (1.5.3), it is 
easy to see that this difference is a,,, - ai - pi+l + 1. Hence, since we 
have a,,, - ai - P,.,.~ > 0 by hypothesis, we get codim,,&X,) > 2. 
(iv) It is enough to see that we have codim,(f(Xj)) 3 3 for 
every j E r(p, p’) such that Xj = -+. Consider the diagram 
where we set ap” = p(j) = (P, ,..., pj , 1, p,,, - 1, pj.+z ,..., P,) and 
A” = A(j) = (A, ,..., AimI, Aj , A,, Aj+l ,..., A,). Since Xi is the image 
of X,e(A”) -+Xp(A),f(Xj) is the image of X,.(A”) -Xx,p(A’) (EGA I 
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(9.5.5)). By hyp o th esis, we have I <j < r ~ 2 andj $ {rz( I),..., z(s)}, and 
by definition of A”, we have ui-+i 7:: a;. Hence there is a commutative 
diagram 
where Op = (p, ,..., pi-r , pi + I, jj+l ~ I, pi : 2 ,..., p,). Ily Lemma (4.2.1) 
(or (4.2.3)), the image off” is equal to the image off, that is, f(Xj) is 
equal to the image off. Therefore, codim,(f(,Yj)) is at most equal to 
dim,(Y) - dir+,y;(A)) =: dims(X;(A)) - dim,(,7i,(A)) 
(dim,(Y) is equal to dimJX,(A)) by (ii)). Again, using (1.5.3) it is easy 
to see that 
dim,(,Y,(A)) - dims(li’&A)) = aj+i ~ aj + 1. 
By hypothesis, we have Qj ,.i - aj > pi+i . Since pj, I 3 1, we get 
uj+l -- aj + 1 > 3, and (iv) follows. 
(vi) Using formula (I .5.3), one easily checks that 
dim.&QdA(i))) 
is equal to dim,(X;(A)) + pjtl , h ence dim,(,&)( Am)) > dim,y( f(,“r,)), 
and (vi) follows. 
(v) By (ii), we have Y - f(2) :“- X,(A) - Z, hence Y -f(Z) 
is smooth over S. To show that Y is not smooth at any point inf(Z), it 
is enough to prove it for the geometric fibers over S. So we may assume 
that S is equal to Spec(k) where 12 is an algebraically closed field. Let Y’ 
be the open set of points where Y is smooth over 5’. Then, since 
J i,~lc,~,:f-l(Y’) -+ Y’ is an isomorphism exactly on f-l(Y’) - 2, 
Z nf-i(Y’) should be of codimension 1 inf-‘(Y’) (see D. Mumford, 
“Introduction to Algebraic Geometry”, p. 415), which would imply that 
Z is of codimension 1 in X,(A). By (iii), this is not the case, hence we 
must have Y’ z Y. 
COROLLARY (4.4.3). With the notation in (4.1), letf: X,(A) +-Yp,(E) 
be the canonical morphism. Then f is a closed immersion ;f and only if we 
have kj = ajfor j $4 {n(l),..., n(s({. 
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Proof. If ki = aj for i $ (a(l),..., n(s)}, then f is a closed immersion 
by (1.3.3). 
Conversely, assume f is a closed immersion. With the notation in 
(4.2,3), we have a commutative diagram 
Sincef is a closed immersion, g is an isomorphism and Bj = aj all j such 
that k, $ (A, ,..., K,} by (4.2.3)(iii). H ence] is a closed immersion. But by 
(4.4.2)(vi), that can be so only if Z is the empty set,, that is, if & = & 
for every i such that Li $ {kl’,..., k,‘), Hence we get ki = ai for every i 
such that ki $ (kl’,..., k,‘}, that is, for j +J {n(l) ,..., n(s)). 
(4.5) With th e notation in (4.1), set X = -!&(A) and Y = Y,,,>(A) and 
consider the diagram 
(4.5.1) 
LEMMA (4.5.2). Let F be a coherent Ox-module and M an ample 
invertible &-module. Assume Rjf*(F @ MF”) = 0 for v > 0 and j + j,, , 
where j,, is a$xed integer. Then we have: 
(i) Rjg*(F) = Ofo~j # j0 
(ii) Rih,(RjUg.+(F) @ IN@“) z R”+jof+.(F @ Mp”) for all p and 
all i, 
Proof. Rjg,(F) is coherent for all j and is nonzero for only a finite 
number of values of j. So for v > 0, since M is ample for h, 
R”h*(R’g*(F) @) MB!“) 
is zero for i # 0 and i arbitrary (EGA III (2.2.1)). By the projection 
formula (EGA Or,, (12.2.3)), the sheaves Rjg*(F @ MF”) and 
MS” @ Rig,(F) are isomorphic for all j and V. Hence we have 
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That means that the Leray spectral sequence for the composite morphism 
f = kg, with terms EC = R%.+.(Rjg.JF @ M$‘“)) and abutment 
degenerates, giving isomorphisms 
I@j&F 0 h/r(;‘)) ‘s R%(F c$jj I@“), I’ :.> 0. 
This isomorphism together with the hypothesis yield 
forv>Oandj#j,,, hence, by the projection formula as above, 
Now, since the map 
is an epimorphism for large v (EGA III (2.2-l)), we conclude that 
#g*(F) @ M@v is zero for v >.~ 0 and j + j,, . ‘l’hen (i) follows since Mr ” 
is invertible. 
(ii) As above, WC have RJ”.+(F @ lW$‘“) g Mr+u @ Rjg.+(F) for 
all p and j. (ii) therefore follows from (i) and 1,emma (3.2.1). 
PROPOSITION (4.5.3). With the notation of(4.5. I). we haoe Rjt,(O,) = 
0 for j f 0, and g,(O,y) z 0, . 
Proof. The sbeaf M -= &c!~,~. A*. MS-i,,, is very ample for S’ -:: 
X,(E) over S by (2.3-l), h ence MY is very ample for Y over S. The 
pulIback of M to 9 = X,(A) is (see (2.1.2)) Mx e A!Z~~(l),m ... &ZncS l),A 
Now for any fixed v > 0, define 01 := (~1~ ,..., <x7 i) by iMAx z MT’. We 
clearly have ‘Y~ > 0 for all i, hence Rif,(M$j”) = 0 forj -+ 0 by (3.4.4). 
The first assertion in the proposition then follows directly from (4.5.2). 
It remains to prove g,(C),) G 0, , By the definition of 1’ (see (4.1)), 
0, is isomorphic to 0,*/r, where r : ker(0,) +g,(O,)). Hence it is 
enough to prove that the map O,, --+g,(O,Y) is an epimorphism of 
OxI-modules. Now the map O,r, +g,(O,) is surjective if and only if 
the map MOU~gg,(O,) @ Mc3y is surjective, where Y is arbitrary (since 
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M is invertible). Letf’ = f,r: X’ + S be the structure morphism. Then 
we have a commutative diagram 
f ‘If,‘(MQp) - f ‘“f*‘(g,(W 0 M@“) 
1 A 1 
M@J’ - g,(Ox) @M@ 
For large Y, the vertical maps are surjective (since M is ample). Hence, 
to prove that h is surjective, it is enough to prove that the upper horizontal 
map in the diagram is surjective for v > 0. So it is enough to prove that 
is an epimorphism for v > O(h,(g,(O,) @ I&?‘) is isomorphic to 
f+‘(g,(O,) @J A@“‘) since g,(O,) @I k.PV is an O,-module). To prove 
this, consider the diagram 
x = X,(A) - X,(E) 
g 1 1 8’ 
Y - X’ = X$(E) 
By (4.5.2)(ii), we have f,(Mp’) s h,(g,(OJ @ IMP’). By (3.2.2) 
applied to the diagram 
we have f’*(MBV) E~~,.(M,~), where a: = (q ,..., ~i,-~) is as in the 
beginning of the proof. Hence, since f = fA, we want to prove that 
is surjective. But this follows from (3.4.13) . 
(4.6) Ample Sh eaves on the Schubert Schemes 
With the notation in (4.1), let Y = Y,,,,(A) be a Schubert scheme 
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(where we include the case p = p’ with p arbitrary). In this section we 
will set X = X,(A) and denote by 
the canonical morphism. Further, we set 
n/r, = Pi.P,)Y , I .<i<s--1, 
that is, IL& is the restriction to Y of h~?~,~ .
We will now show that the invertible sheaves on Y are all of the form 
&fm -- J.f,ci . . . jj,J;-jl modulo pulIbacks of invertible sheaves on S, and 
where we may choose “i equal to 0 if i is such that k,u) = anti) (recall 
that p’ is the s-sequence corresponding to a subsequence (IQ’,..., A,‘) = 
Pdl( 1***, knd of (k, 7..., k,)). Moreover, this representation is unique 
(Proposition (4.6.2)). 
Further, we will show that ,VQ is ample if and onIy if a satisfies CQ > I 
for all i such that k,ti) < a,($) (Theorem (4.6.3)). 
FinaIIy (Theorem (4.6.4)) we will see that if M is any ample sheaf on 
Y, then we have R&(M@) = 0 for 1 < I < dim,(Y) - 1 and al1 v E Z, 
and the map 
(f*(M))~‘Y --f*(.!%P) 
is surjective for any v E Z. 
Remark (4.6.1). Recall that if i is such that ki = ai , then M,l,, is the 
e-q 
pullback to X = X,(A) of the sheaf A (E/Ai) on S (see remark (3.4.4)). 
Therefore, when we have an invertible sheaf on X and write it as a tensor 
product Nx Q M,B;, a’. M~T:~ , where N is an invertible sheaf on S 
(which can be done by (2.2)), th en we may choose & equal to zero for 
every i such that ki = ui by, if necessary, replacing N by 
THEOREM (4.6.2). With the notation in (4.6), let M be an invertible 
sheaf on Y. Then there is an invertible sheaf N on S and a sequence of 
integers 0: = (ml ,..., CX,-~) such that M is isomorphic to My (%J M,“’ *-a MI:?. 
Furthmnore, we may choose cyi equal to 0 for every i such that k,ti) = a,ci) . 
This representation is unique, that is, we have My @I Mm r IVY’ Q Ma’ 
;f and only if N E N’ and 01 = CZ’. 
438 TORGNY SVANES 
PYUOf. Consider the morphism f: X 
of M is isomorphic to N, @ Mf$ *-a 
-+ Y. By (2.2), the pullback M, 
M:L;tw , where N is an invertible 
O,-module and /3 = (& ,..., /$-r) is a sequence of integers. By Remark 
(4.6.1), we may assume that ,$ = 0 for every E’ such that Ki = ai _ Now 
suppose we have proved that fii is zero for i $ {n(l),..., n(s)}. Then MAO 
is equal to M$:;,A p-1 M:‘$I~\,~ , and since Mnti,,, is the pullback to X 
of Mi (see (2.1.2)), MA8 will be the pullback to X of M,“““’ -** Mflfi;“-“. 
Hence, by (4.5.3) and the projection formula, we have 
N, @ Mp~I) I*’ Mfi*-J G f*(Nx @ 121,“). s--l 
This together with the isomorphism M -f*(Mx) (which also follows 
from (4.5.3) and the projection formula yield 
and the sequence (c~i ,..., my-r) = (/3%(r) ,..,, /3n(8P1)) is as in the theorem. 
So it suffices to prove that we have p$ = 0 for i $ (n(l),..., n(s)). TO prove 
this, set 
(m(l),..., m(t)} = {$l),..*, n(s)) u {i I Bi < 01 
with pn(i) < m(; + 1) for all i. Then set (K; ,..., K;) = (K,(r) ,.,,, K,(,)). 
We have a commutative diagram 
where p” = (& ,,,., pI_i) corresponds to (k; ,..., Ki) as in (l.l), and Y” is 
the image of the canonical morphism X-+ X,*(E). By the definition of 
the m(i), we have 18j > 1 for j $ {m(l),..., m(t)}. So by (2.3.1)(ii), Mws is 
very ample forf’, hence Mx E N, @I MAE is very ample forf’. But Mx 
is isomorphic to f’*(My#). Th ere ore f 0, must be very ample for f’ 
(EGA II (4.4.9)(i)). Since we have Or- rf*‘(O,) (by (4.5.3)), this means 
that f’ is an isomorphism, By (4.4.3), we therefore have kj = aj for 
j $ {q,..., m(t)]. But & is zero for every i such that ki = aj , so every 
suchj is equal to m(i) for some i. Hence we must have (m(l),..., m(l)) = 
(I,,.., p.). This shows that pi < 0 for i $ (n(l),..., n(s)}. 
Now we prove that we have pi 3 0 for i$ (n(l),..., n(s)} by using the 
above argument with M replaced by M-l. We conclude that we have 
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Pi = 0 for i C# (n(l),..., n(s)), and the first assertion in the theorem is 
proved. 
To show the uniqueness of a: and N, suppose we have N’ and a’ = 
(sir’,..,, CX:-~) such that M is isomorphic to NY’ @I fiP. Then we have 
0, g (N & N’-r), @ IIJI~-~~‘. So it is enough to show that if NY @ Mu 
is isomorphic to Or , then we have N E 0, and CQ = 0 for all i. Now, by 
(4.5.3) and the projection formula (as above), we have 
and f*(O,) E 0, . Hence it is clearly enough to prove that an iso- 
morphism Nx @ MA6 g 0, implies N E 0, and pi -’ 0 for all i (where 
we again assume pi m= 0 for all i such that ki v= ui). To prove this, set 
{m(l),..., m(t)) = {i ’ pi < 0) 
and (kl ,..., 6) = (km(,) ,...I k,,,~,)). Then, by (2.3.I)(ii), the sheaf MAB is 
very ample for the map X + Xpp(E). IIence, 0, g Nx @ n/IAn is very 
ample for this map. As in the proof of the first part of the theorem, we 
conclude form this that (m(I),..., m(t)) is equal to (I,..., r), which means 
that we have & < 0 for all i. 
Now the same argument for M-r 2. 0, yields ,1’3~ > 0 for all i, hence 
pi = 0 for all i. 
Finally, the isomorphism 0, z Nx yields f*(O,) --f,(N,), from 
which we get 0, z N by (3.4.4). Th is concIudes the proof of (4.62). 
THEOREM (4.6.3). With the notation of (4.6.2), let M be an invertible 
sheaf on Y, so M gg NY @ Mx (see (4.62)). 
(i) M is very ampZe if and only if 17~ = (a1 ,..., CL,~~~) satisfies ‘ai > 1 
for all i such that k,,cil < a,(,) . 
(ii) M is ample if and only if it is very ample. 
Proof. First we notice that (ii) is an immediate consequence of (i). 
Namely, M is ample if and only if JPU is very ample for some v > 0. 
But for v > 0 we have xL >z 1 if and only if urxi > 1, hence, by (i), if 
MOV is very ample, so is M. 
(i) NY @ M* is very ample if and only if Mm is very ample, so 
we assume for convenience that we have M = W. Also, recall from 
Remark (4.6.1) that if i is such that ki is equal to a, , then ML is the 
pullback to Y of the sheaf /l* (E/A,0 on S. Hence, the values of cyi for 
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these i wilI not be subject to any conditions in the question of ampleness 
of Ma. 
First, if CL satisfies the condition in (i), then M is veri ample by (2.3.1) 
and the remarks above. 
Conversely, assume iW is very ample. 
(1) Consider first the case Y = X,(A). Set 
(m(l),..., m(t)} = (i 1 ai > I or ki = q}. 
Since, by assumption, MAa = Ma is very ample for X,(A) ---f S, it is very 
ample for the morphism g: X,(A) +2&e(E) (see EGA II (4.4.10)(v)), 
where p” = ($1 ,,,,, pi) corresponds to the subsequence (Ki ,..., R;) = 
kn(l) ?‘**I h,,) of (4 ,..a, kT). Now set St = max{O, --aJ for 1 <; < 
r - 1, and 6 = (6, ,..., S&, and finally set y = cy. + 6, Then we have 
yi = ai for iE {m(l),..., m(t)} and yi = 0 otherwise. 
Since Si 2 0 for all i, we have a surjection 
g (i Ex) @” - MA6 
i=l 
(see (2.1)). Hence M,v = MAa @ MA8 is very ample since Mwa is 
(EGA II (4.4.8)). But since we have yi = 0 for i $ {m(l),..., m(s)), IwAy is 
the puIIback from X,*(E) of the sheaf Ml$’ *-* MrTt,:! (see (2.1.2)). 
Hence 0, cpi) is very ample for g, and we conclude as in the proof of 
(4.6.2) tha” (na(1) ,,,,, m(t) must be equal to (l,,.., r), that is, czyi > 1 for 
all i such that k, < ai . 
(2) Now consider the general case 
f: X = X,(A) -+ YC AJE) 
with p # p’. We have M = M,“’ --- Ma”-’ where Mj is as in (4.6). Set a-l I 
M’= @ Ai&. 
ie(n(l),...,nra)} 
By (2.3.1)) M’ is very ample forf. Since M is very ample for the structure 
morphism Y -3 S by hypothesis, M” @ M@* is very ample for fA: 
X,(A) + S for some v > 0 since fA is the composite of the two maps 
above. Define /3 = (/3, ,..., #I+,) by IMA8 = M” @ My. Now M, is 
isomorphic to Mi;l,,n --a M$Y,,,. (see (2.1.2))) hence we have pncl) = vet 
for 1 < i < s - 1. By what we proved in case (1) above, we have & < 1 
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for all i such that ki < ai (since MO is very ample for X + S). Hence we 
have cq > 1 for all i such that knfi) < anti) . 
THEOREM (4.6.4). With the nofation of (4.6.3), let g: k’--+ 5’ be the 
structure mouphism, and let M be an inverfible ample sheaf on I’. Then 
(i) We huve R’g,(M@JV) = 0 for 1 < E < dims(Y) - 1 and all 
v E &. The non~wo direct images aye Iocally free OS-modules. 
(ii) If M’ and M” are ample inverfibze sheaves on I’, then the 
canonical homomorphism 
is an epimorphism of OS-modules. In particular, the homomorphisms 
k&w) @” - .f*P@% Y E z, 
are all swjective. 
Pmof. By (4.6.3), M is isomorphic to NY @ W, where CY. =
(% ,***, 0~x-J satisfies oli 3 1 for all i such that krlci) < a,ci) (notation as 
in (4.6.3)). Now for p’ = p, the theorem (3.4.12) and (3.4.16). 
For p’ # p, consider the commutative diagram 
x;“‘“)~7y 
S 
By (4.4.2), we may assume that we have A~+~ - ai - pi+I 
i $ {n(O),..., n(s)). By (4.5.3) and (3.1.2), we have 
BLEW@‘) 6X @A, *(JfB”), 1, E 7, 
> 
(4.6.5) 
0 for 
for 1 arbitrary. Now define /3 = (PI ,..., /IPI) by setting Mxu z MAB, 
that is, we have /In(i) = IY~ for I < i < s - 1 and & = 0 otherwise, 
Then /3 satisfies the condition in (3.4.12), and (i) follows directly from 
the isomorphism above and (3.4.12)(i) and (ii). 
(ii) By (4.5.3) and (3.1.2), we get a commutative diagram 
R*bW 0 ‘4+f”) --j g,(M’ @ M”) 
1 
1 
I 
1 
h.*Wx’) Ofi* - hi, *wfx 0 Mi) 
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where the vertical maps are isomorphisms. (ii) therefore follows from 
(3.416) by an argument as in the proof of (i). 
PROPOSITION (4.6.6). Let the notatiopr be as in (4.6), g: Y+ S us ia 
diagram (4.6.5). Assume CC = (CQ ,..., LX-~) satisfies ai > 0 for all i, Then 
the canonicu1 homomorphism 
is surjective (as map of OS-modules). 
ProoJ (4.6.6) foIIows from (3.5.1) by essentially the same argument as 
in the proof of (4.6.4)(ii). 
PROPOSITION (4.6.7). Keep the notation in (4.6.4). Choose X = X,(A) 
such that ai+l - ai - pi+l > 0 for i $ {n(O),..., n(s)} (see (4.4.2)(i)), and 
let the maps be as in diagram (4.6.5). Set d = dim,(Y). Then we have 
(i) 
d 
(ii) R”g,(f,(A Axis) @ ALP-~) = Ofor I # d, v 2 0 
(iii) The nonzero direct images under g of f*($ Axis) Q h.P are 
locallyfveefor allv E Z, 
Proof. The proposition is an immediate consequence of (3.4.12) and 
(4.5.2). 
5. THE STRUCTURE OF SCHUBERT SCHEMES 
In this chapter we give algebraic interpretations of the results in 
Chapter 4. We prove that if S is normal and Cohen-Macaulay, then the 
affine cone defined by any ample invertible sheaf on a Schubert scheme 
Y is normal and Cohen-MacauIay (see (5.3.1)). In the case that S is equal 
to Spec(K) for some field K, this says that Y is arithmetically normal and 
Cohen-Macaulay for any embedding Y C P,” defined by a generating 
set in HO(Y,L) ( see 5.1). In particuIar then, by (4.6.6), this holds for 
all standard embeddings defined in (2.2) (and (46.3)). 
We also prove that if S equal to Spec(k), where k is a field, then a 
Schubert scheme YD,P(A) is Gorenstein if and only if u,+~ - ai = 
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pi + P,.~, for all i + (a(O),..., n(s)} such that ki < ui (Theorem (5.4.5)), 
where A = (A, ,..., A,) is chosen minimal in the sense of (4.4.2)(i), 
(5.1) Preserve the notation in (4. I>. Recall that we consider schemes 
over a fixed base scheme S which is assumed to bc locally noetherian and 
connected. 
Ixt f: Y + S be a proper morphism, and let L be an invertible sheaf 
which is ample forf. Set 
We will call Spec(C) the a$ine cone of Y determined by L. 
Let F be a locally free sheaf on S, and F -+f,(L) a homomorphism. 
Suppose L is very ample for f and that the induced homomorphisms 
PF +-f.+(L@:V) are surjective for v :> 0. Then the induced homo- 
morphism of OS-algebras 
6 SF l c 
v---O 
defines a closed immersion 
k’ = Proj(C) -t P(F). 
When S is equal to Spec(k) for some field k, and we set m = rank,(F), 
then P(F) is the projective (m ~ I)-space pr-‘, and the embedding 
above is 
We say that 1’ is arithmetically normal (resp. arithmetically Cohen- 
Mucu&y) for the embedding above if the corresponding homogeneous 
coordinate ring Im(@& PF -+ Cl is normal (resp. Cohen-Macaulay). 
If the map F -+ H”(Y,L) is surjective, then the corresponding 
homogeneous coordinate ring is clearly equal to C. Now to give a map 
p): F 4 Ei”( Y, 1,) is the same as giving a set of 7~2 + I global sections ofL. 
Moreover, y is surjective if and only if the given set of section generates 
H”( Y, L) as a k-module. We then say that the embedding Y C picn is 
defined by a generating set in HO( Y, L). 
(5.2) We recall some preliminary results. 
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LEMMA (5.2.1) P reserve the notation of (5.1). Let K be u coherent 
&-module. 
(i) Assume f,(K @ L@“) is locally free for v > 0. Then K is 
faithfully JEat over S. 
(ii) Assume f,(LaV) are locally free and that the homomorphisms 
(f,(L))@v _tf,(L@*) are surjective for all Y 2 0, Then the a&e cone 
Spec(C) is faithfully fiat over S. 
Proof. (i) Set K’ = @:&&(K @I L$?), where V* is chosen such 
thatf,(K @Lmy) is locally free for v > v0 . Then R is isomorphic to R’. 
Hence the modules K(U) over affines U in Y are direct summands of 
localizations of the locally free O,-module K’ and are therefore faithfully 
flat over S. 
(ii) By the hypothesis, C will be a direct sum of locally free 
O,-mosules, hence faithfully flat over S. 
We will now give two propositions which are reformulations of two 
theorems by Serre, proved in [IS], (Theorem 2, Section 74, and Proposi- 
tion 2, Section 77, in [15]). 
PROPOSITION (5.2.2). P reserae the notation in (5.2.1). Assume S is 
Cohen-Macaulay. Further, assume that f,(K @Lou) is locally free for 
Y > 0 and that Rtf,(K @ L@(-+)) vanishes for v > 0 and 1 = dim,(Y). 
Then K is Cohen-Macaulay. 
Proof. By (5.2.1), K is faithfully flat over S. So it is enough to prove 
the proposition for the fibers off (see [9, VII (4.3)]). We may therefore 
assume that S is equal to Spec(k), where k is a field. Also, the statements 
in the proposition are invariant under field extensions of k, hence we 
may assume that K is algebraically closed. 
In this situation we can consider K as an O,-module, where P is the 
projective (m - I)-space Pr-’ = P(H”( Y, L)), where 
m = rank,(P( Y, L)). 
Now let y be a point in Y C P. Let O,,, (resp. O,,,) be the local ring of 
0, (resp. 0,) at y, and set K, = K &,, O,,, . We want to show that 
K,, is Cohen-Macaulay, Since K, is an O,,,-module, this will follow if 
we prove that depth,p,w(K,) 2 dim(O,,,). Now OP,y is a regular ring, 
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hence K, has finite homological dimension, and we have the equality 
(Auslandar-Buchsbaum): 
depth+JK,) t WKJ = dW%,,), 
where hd(K,,) denotes the homoIogica1 dimension of R,, as O,,,-module. 
Hence it suffices to prove 
hd(K,) < dim(Op,,) - dim(Or,,). 
Since, by hypothesis, H’(P, K @L”(p”)) is zero for v :>> 0 and 2 < 
dim,,.(Y) ~ I, this follows from Serre’s Theorem 2 in [IS, Section 741. 
PROFOSITION (5.2.3). P reserve the notation in (5.2.1). Assume S is 
Cohen-Mucaulay. Further assume 
(i) we haoe RE~,(L’*?o) = O~OY 1 < I < dim,(Y) ~ 1 and Y E Z, 
(ii) f*(Lc:v) is locally free fey all Y 3 0, and 
(iii) the homomorphisms (f,(L))Ov +f*(Lc;3 are surjectiwe for aEE 
Y > 0. Then the a&e cone of l’ over S is Cohen-Macaulay. 
Proof. By (5.2.11, the affine cone of Y is faithfully flat over S. 
Therefore, as in the proof of (5.2.2), we may assume that S is equal to 
Spec(k) for some algebraically closed field k. The proposition now 
follows from Serre’s Proposition 2 in [15, Section 771 by an argument 
similar to the argument in the proof of (5.2.2). 
THEOREM (5.3.1). Let Y be a Schubert scheme as de$ned in (4.1). Let 
I.. be an invertible ample sheaf on Y, and let V = Spec(C) be the cowe- 
spending aflne cone (see (5.1)). Then: 
(i) I’ and Ff are fadhfully flat ozjer S. 
(Z) If S is normal and Cohen-Macaulay, then so are E’ and V. 
Proof. (i) follows directly from (4.64) and (5.2.1). 
(ii) By (4.6.4) and (5.2.2) (resp. (5.2.3)), Y (resp. V) is Cohen- 
Macaulay. To prove normality, it suffices, by Serre’s criterion (EGA IV 
(5.X.6)), to prove that Y and V are nonsingular in codimension 2. Since 
Y and Y are faithfully flat over S, we may assume that S is equal to 
Spec(k), where k is a field (see [9, VII (4.8)] and the proof of (5.2.2)). 
But then Y, and therefore also V, is nonsingular in codimension 3 by 
(4.4.2)(k). This completes the proof. 
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THEOREM (5.3.2). With the notation in (5.3.1), assume S is equal to 
Spec(k), where k is a Jield. Then Y is arithmetically normal and Cohen- 
Macaulay for any embedding Y C P h.n dejined by a generating set in 
Na( Y, L). In particular, Y is arithmetically normal and Cohen-Macaulay 
for all standard embeddings defined in (2.2). 
Proof. The first statement follows from (5.3.1) and the definition of 
natural embedding (see (5.1)). Th e second statement follows from the 
first since the standard embeddings are all natural by (4.66). 
(5.4) We have seen in (5.3) that the Schubert schemes over a Cohen- 
Macaulay base scheme are Cohen-Macaulay. We will now determine 
exactly which Schubert schemes, defined over a field, are Gorenstein. 
We will do this by determining the cases for which the sheaf 
(in the notation below) is invertible. 
In this section we will assume that S is Cohen-Macauluy. With the 
notation of (4.1), let Y = YP,pj(A) be a Schubert scheme, and let 
be the canonical morphism, where we will assume that A = (A, ,..., A,) 
and P = (pl ,--, P,) are chosen such that qtl - ai > pi+1 for all 
i 4 {n(O),..., n(s)] (see (4.4.2)(i)). Let Qyis be the sheaf of differentials of 
X over S, Finally, set 
d = dim,y(9) (resp. d’ -.= dim,(X)). 
Note that dim,(X) = dim,(Y) by (4.4.2)(iv). 
PROPOSITION (5.4.1). With the notation above, the O,-module 
f ,(: i2x,s) is faithfully flat over S and Cohen-Macaulay. 
Proof. The proposition foil ows from directly from (4.6.7), (5.2. I), and 
(5.2.2). 
LEMMA (5.4.2). Let the notation be as in (5.4), and let c be the codimert- 
d’ 
sion of Y in X’ (i.e., c = d’ - d). Set wy = &z$~,(O,, A Qxf,,). Then 
wy is Cohen-Macaulay. 
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Proof. Since S is Cohen-Macaulay, Y is Cohen-Macaulay by the 
proof of (5.3.1). We want to see that the stalk w~,~ is CohenMacaulay 
for cvcry point 3’ E Y. Now, the stalk (2 QX,is)i, (here y is consider-cd a 
point in X’) is isomorphic to OX,., Hence (5.4.2) follows from the 
following Lemma: 
LEMMA (5.4.3). Let A and U be local, noetherian, Cohen-Mucaulay 
rings such that A = B/I, where I is mt ideal in B. Set t .:: dim B ~ dim A. 
7’hen Ext,‘(A, II) is Cohen -Macaulay. 
For a proof of this lemma, see, for example, [9, I (2.3)]. 
PROPOSITION (5.4.4). Let the lzotation be as in (5.4.2). Then we have 
an isomovphism 
Pmof. By (4.4.2), there is an open set U in I’ such that the restriction 
f:f-'(17) q U is an isomorphism. Moreover, U is smooth over S. It 
follows that wY IV is isomorphic to 2 D,/.Y, and, since f is an iso- 
morphism on f-‘(U), that i J2nv,s is isomorphic to f,(~! Qnx/s)lU . 
By (5.4.1) and (5.4.2), the sheaves j*($ fix/,) and wy are both Cohcn- 
Macaulay. Furthermore, by (4.4.2), we have codim,( Y - U) 3 3. Hence, 
for any open set V in Y, we have isomorphisms 
(see [3, (1.11), and (3.8)). Therefore, the isomorphism 
extends to an isomorphism on Y. This completes the proof. 
Remark (5.4.5). W e could have given a slightly different proof of 
607ir414-6 
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(5.4.4) using the fact that codim,(X -f-l(U)) > 2 (by (4.4.2)). That 
would give an isomorphism 
Hence, since r(f-‘( V), j a,,,) ’ 1s equal to r( V, f,(; Gx,s)), we would 
get the wanted isomorphism. In our proof the condition 
codim,(K -f-“(U)) > 2 
is not needed because the vanishing of the cohomology of the twistings 
off,(?l .Q,,.) by an ample sheaf on 1’ shows that f,(j Qx,,) has maximal 
depth, which is enough to prove the isomorphism. 
THEOREM (5.4.6). Preseroe the notation of(5.4.3). Then wY is inv.&ible 
if and only if we hoe a,+l - ai = pi + p.c+l fOY UEZ i $ {n(O),..., n(S)) SUCh 
that ki < ai . 
Proof. Assume we have aiil - ui = pi + pi+1 for ail i $ {n(O),..., n(s)) 
such that ki < ai . By (2.4.3), we have 
where F is an OS-module. Furthermore, if i is such that ki = a, , then 
e--ai 
iI!&, is the pullback to X of the sheaf LI (E/A,) on S (see (3.4.4)). 
Hence, repIacing, if necessary, F by F tensored with a suitable product of 
e--a, 
A (E/A,), we may write 
where N is an O,-module and 01~ is equal to 0 for every i such that 
k, = ui . Since ‘Ye is equal to ai+l - a, - p, - JI~+~ for the remaining i, 
the hypothesis implies a< = 0 for a11 ;c# (n(O),..., n(s)]+ Hence we have 
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and therefore (see (2.1.2) 
where iWi is the restriction to Y of Miap, {as in (4.6)). So by the projection 
formma and (4.5.3), we have an isomorphism 
f* (A $-&) g N, @) My’) -I* n!P-. 
Furthermore, by (5.4.4), f,(i DX,,) ’ IS isomorphic to wY . Hence wy is 
invertible. 
Conversely, assume wY is invertible. Then, by (4.6.2), wY is isomorphic 
to a sheaf of the form IVY @ M,“’ .a* MZL;‘, where N is an O,-module. 
Hence, since wY is isomorphic to f.JA Q,,,) by (5.4.4), we have a 
homomorphism 
that is (see (2.1.2)), a homomorphism 
d 
which is an isomorphism on f-l{ U). Since X is Cohen-Macaulay (X 
being smooth over the Cohen-Macaulay scheme S), and since 
codim,(X -f-l(U)) > 2 by (4.4.2), the above homomorphism is an 
isomorphism on all of X (see [3], (1.1 l), (3.8), and the proof of (5.4.4)). 
Now we have 
By the uniqueness of the exponents (see (4.6.2)), we must have 
%+l - Cli - pi - p<+l = 0 
for all i $ {n(O),.,,, n(s)) such that kg < clg . This completes the proof. 
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'THEOREM (5.4.7). Preserve the notation of (5.4.6), and assume in 
addition that S is equal to Spec(k) for some field k. The?1 the Schubert 
scheme Y is Gorenstein ;f and only ;f we have ai+l - aQ = pi + pi+l for 
aZZ i $ (n(O),..., n(s)) such that ki < ai . 
Proo3’. (54.7) . IS an immediate consequence of (5.4.6), since Y is 
Gorenstein if and only if wy is invertible. 
(5.5) The Classical Schubert Subvarieties of a Grassmannian 
Let k be a field, E a vectorspace over k of rank e, and wz and n two 
positive integers such that n + m = e. Let Gm,, be the Grassmannian of 
m-subspaces of E (that is, G,,, is the variety Xc,,&E) in the notation 
of (1.1)). Now let (al ,..., a,) be a sequence of integers satisfying 
1 < aI < a2 < .e* < a, = e, 
and let Q+.., be the corresponding Schubert subvariety of G,,, (the 
classical notati”on), i.e., the k-point of Qa,,,,a, are the m-subspaces J of E 
such that 
rank(J n Ai) 2 i, 1 <i<YH, 
where Ai is the subspace of E spanned by the first ai elements of a fixed 
basis for E. In our notation, the variety Qn,l.,.,w represents the functor 
whose values in a k-scheme T are the m-subbundles J of E, such that 
the maps 
are the zero homomorphisms. 
Now set k, = 0, let k, be the largest integer i such that ai = al + i -+ 1, 
and inductively define kj.~1 as the largest integer i such that ai = 
a,#,, + a’ - ki ~ I. This yields a sequence (k, ,..., kTml), with k,-, = m. 
Set k, = e, and define 0~ = (pi ,..., pg.) by setting pi = ki ~ ki, for 
1 < i < P (as in (1.1)). Th e f unctor above is the product over G,,,, of 
the functors cr,JBJ, hence it is represented by the scheme theoretic 
intersection ~~~(23,) n ... n o~(,-~)(B~-~), where we set B, = Aki for 
1 < i < r, and where ~~~(22~) is the k,th special Schubert variety 
determined by B, (see (4.3)). A s in (4.3), one checks, looking at T-points, 
that the canonical morphism 
&#4 ,a.., B,) - Gn., 
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(with the notation in (4.1), we have s = 2 and (n(l), n(2)) = (t - 1, Y)) 
factors through u,,. (BJ for each i, hence through the intersection D52,1,.,0m . 
So we get a morphism 
One can prove, by induction on Y using (1.5) and (4.3) (or arguing 
directly on T-points as in [X, (2.8)]), thatfis birational. Since SO,l,,,,,m is 
integral ([4]), it is therefore equal to the image off. Hence we can apply 
our results to the varieties D,,l,,.l,Vfi . Among the results, we have the 
folIowing: 
(5.5.1) Hy (I .5.3), the dimension of X,(B, ,..., B,) is equal to 
r-1 
z PjCnkj - k~)- 
By the definition of the Kj , we have 
ai ~ i = R,qj ,,+I - (k-, + 11, kjml + 1 z; i 1:; kj , 
hence we have (by (4.4.2)) 
dim Qqrl, ..n,, = El (% - iI> 
which is the classical formuIa. 
(5.5.2) By (4.4.2), th e singular Iocaus of 9,,l.,.,m is the union of the 
suvarieties Q, , 1 < j < Y - 2, where Qj is the Schubert variety cor- 
responding to the sequence 
(a 1 ,.*-y a/:,, I, 7 %,,-,, t1 - I,..., atj ~ I I %, , Qj+B ,.a., %). 
(5.5.3) The only invertible sheaves on AZ?,,~...,,~ are the restrictions of 
invertible sheaves on G,,,,, , so Pic(O,,l..~,m) -..: H (Theorem (4.6.2)). 
(5.5.4) J41...c1,, is arithmetically normal and Cohen-Macaulay for any 
embedding ~2”,...,,~~ C ED,” defined by a generating set of sections of a very 
ample sheaf (Theorem (5.3.2)). 
We will give a consequence of (5.5.5) in terms of detcrminentai 
varieties. Let ~1, a, and 1 be positive integers. Denote by D,(n, u) the 
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determinental subvariety of the affine space Spec(kETii]14i~n,l~j4,) of 
(a x n)-matrices, defined by the vanishing of subdeterminants of order 2. 
THEOREM (55.6). Let I be an integer such that 1 6 1 < min{q a>. 
Then D,(n, a) is Gorenstein ;f and only $ n = a. 
Proof. Let m be an integer >a, set e = m + n, and Iet GnaWn be as 
in (5.5). Let A be a subspace of dimension a of the vector-space E. Let 
p be an integer satisfying 
1 + max{a - n, O> < p < a - 1. 
As in (4.3), th e minimal desingularization of up(A) (in the sense of 
(4.4.2)(i)) is 
X(nm-n.n)M -C ~3 - ~,(4. 
By (5.4.77, up(A) is G orenstein if and only if a, - al - k, = 0, that is 
(where (al, u2, a3) =: (a, e, ef and k, = m), e - a - m = 0, or a = n. 
NOW up(A) is locally isomorphic to D,(n, a), where E = a - p + 1 
(see [lo], (4.10)). As p runs through the values 1 + max{a - ra, 0) to 
a - 1, 2 runs through the values 2 to min{a, n}, which are all the non- 
trivial determinental varieties. It follows that D,(n, a) is Gorenstein if 
and only if a = 7a. 
REFERENCES 
1. R. BOTT, Homogeneous vector bundles, Ann. of Mat/~ 66 (1957), 203-248. 
2. M. DEMAZURE, Une dCmonstration algkbrique d’un th&orime de Bott, Inwent. Math. 
5 (1968), 349-356. 
3. A. GHOTEIENDIECK, “Local Cohomology,” Lecture Notes in Mathematics, Vol. 41, 
Springer Verlag, 1967. 
4. M. HOCHSTER, Grassmannians and their Schubert subvarieties are arithmetically 
Cohen Macauly, to appear in J. Algebra. 
5. M. HOCHSTER AND J. A. EAGON, Cohen Macauly rings, invariant theory, and the 
generic perfection of determinental loci, Amer. J. Math. 93 (1971), 1020-IO%. 
6. J. 1. ICUSA, On the arithmetic normality of the Grassmann variety, Proc. Nat. Acad. 
SEE’. 40 (1954), 309-313. 
7. G. KEMPF, “Introduction to Cohomology on Schubert varieties,” Stichting mate- 
matisch centrum, Amsterdam, July 1971. 
8. S. L. KLEIMAN, Geometry of Grassmannians and applications to splitting bundles 
and smoothing cycles, Iwst. Hat~rtes. &tdes Sci. Publ. Moth. No. 36 (1969), 281-298. 
9. S. L. KLEIMAN AND A. ALTMAN, “Introduction to Grothendieck duality Theory,” 
Lecture Notes in Mathematics, Vol. 146, Springer Verlag. 
COHERENT COHOMOLOGY ON SCHUBERT SUBSCHEMES 453 
10. S. L. KLEIMAN AND J. LANDOLFI, Geometry and deformation of special Schubert 
varieties, Compositio Math. 23, Fast. 4 (1971), 407-434. 
11. D. LAKSOV, Concerning the arithmetic Cohen Macauly character of Schubert schcmcs, 
ilcta MC&. 129 (1972), l-10. 
12. T. NLSHIMURA, On the arithmetic normality of the extended Grassmann variety, 
Bull. Kyoto Gakugei Univ. Ser. B No. 22 (1963). 
13. I. H. PORTEOUS, “Proceedings of Liverpool Singularities-Symposium 1,” Lecture 
Notes in Mathematics, Vol. 192, Springer Verlag. 
14. J. P. SERRE, “Algchre Locale Multiplicitcs,” Lecture Notes in Mathematics, Vol. I I, 
Springer Vcrlag. 
15. J. P. SERRE, Faisceaux algkbrique coherent, Ann. of 1Watlz. 61 (1955). 197-278. 
16. T. SVANES, Coherent cohomology on flxg manifolds and rigidity, Ph.D. Thesis, hlIT, 
Cambridge, Mass. (1972). 
17. T. SVANES, Arithmetic normality for projective embedding of flag manifolds, M&. 
Stand. 33 (19731, 55-68. 
PGA. ,4. GROTHENDIECK, %lCments de GeomPtrie Algebrique,” Publ. Math. I.H.E.S. 
