In this work, we consider a new approach to the practical stability theory of impulsive functional differential equations. With Lyapunov functionals and Razumikhin technique, we use a new technique in the division of Lyapunov functions, given by Shunian Zhang, and obtain conditions sufficient for the uniform practical (asymptotical) stability of impulsive delay differential equations. An example is also discussed to illustrate the advantage of the proposed results.
Introduction
Because of a large number of applications in control theory, biology and electronics, the theory of impulsive functional differential equations has undergone rapid development over the years. Many interesting results on stability [2] [3] [4] [5] [6] [7] [8] [9] 11] , stabilization [13] and properties of solutions [10] in impulsive functional differential equations have been obtained.
On the other hand, practical stability which stabilizes a system into a region of phase space can be acceptable in many applications for quality analysis, see [2, 4, 6, 12, [14] [15] [16] [17] . To unify a variety of stability concepts and to offer a general framework for the investigation of the stability theory, the notion of stability in terms of two measures has been proved to be very powerful; see [2, 6, 12, 14, 15] . However, sometimes it is rather difficult to construct Lyapunov functions of all components of the state variable x. In fact, most of the known examples to demonstrate the method of Lyapunov-Razumikhin function are of scalar equations, which is the disadvantage of using one function containing all components of x.
Motivated by the idea of [1] , we use a new technique to study (h 0 , h)-uniform practical stability of impulsive functional differential equations. We divide the components of x into several groups. Correspondingly, several functions V j (t, x ( j) ) ( j = 1, 2, . . . , m) are employed (where x = (x (1) , . . . , x (m) ) T ). In this way, construction of the suitable Lyapunov functions is much easier than that in [2] and more functions can be adopted. Furthermore, we extend the practical stability analysis in [8] to uniform practical (asymptotical) stability analysis.
The work is organized as follows. In Section 2, we introduce some basic definitions and notation. In Section 3, we get some criteria for uniform practical stability and uniform practical asymptotical stability of impulsive delay differential equations. An example is also presented to illustrate the effectiveness of the new approach. Finally, conclusion is given in Section 4.
Preliminaries
Consider the following impulsive delay differential equations:
where
, R n ) denotes the space of piecewise right continuous functions φ : [−τ, 0] → R n with the sup-norm φ = sup −τ ≤s≤0 |φ(s)|, where | · | is a norm in R n , and φ(t − ) exist, wheret denotes a finite number at which φ does not continuous,
, R n ), the initial value problem of (1) iṡ
. .
Under the above conditions, we can see that there is a unique solution x(t, t 0 , ϕ) to problem (2) through (t 0 , ϕ), and denote
For convenience, we define
We use the following notations:
We introduce some definitions as follows: Definition 1. A continuous function w : R + → R + is called a wedge function if w(0) = 0 and w(s) is (strictly) increasing.
Definition 2. Suppose that h 0 ∈ Γ n τ , x t ∈ PC{[−τ, 0], R n }, for any t ∈ R + , we definẽ
Definition 3 ([14]
). Let h 0 ∈ Γ n τ , h ∈ Γ n . Then, the impulsive functional differential equation (2) is said to be (S1) (h 0 , h)-practically stable, if given (u, v) with 0 < u < v, thenh 0 (t 0 , x t 0 ) < u implies h(t, x) < v, t ≥ t 0 for some t 0 ∈ R + ; (S2) (h 0 , h)-uniform practically stable if (S1) holds for every t 0 ∈ R + ; (S3) (h 0 , h)-practically asymptotically stable if (S1) holds and for any t 0 ∈ R + , u > 0, > 0, there exists a T = T (t 0 , ) > 0, such that h 0 (x 0 ) < u implies h(x(t)) < , t > t 0 + T ; (S4) (h 0 , h)-uniform practically asymptotically stable if (S2) holds and the T in (S3) is independent of t.
is locally Lipschitzian in x ∈ R m ; (3) for each k = 1, 2, . . . , the following limits exist finitely
where x(t) is the solution of problem (2) .
In what follows, we will split
∈ R n , we adopt the notation similar to that used before, as for ϕ ∈ PC(ρ). Let |x ( j) | = max 1≤k≤n j |x
is piecewise continuous and bounded}, and PC
Main results
For simplicity, we begin with the case of m = 2, and establish the following criterion for the (h 0 , h)-uniform practical stability.
. . , for which b k ≥ 0, and
are wedge functions, then the zero solution of (2) is (h 0 , h)-uniformly practically stable with respect to (u, v).
Proof. Since b k ≥ 0, and
In the following, we denote, for the sake of brevity,
Then we divide our proof into four steps.
Step 1. We claim that for any
In fact, if V 1 (t) ≥ V 2 (t), then by (3) and condition (i),
whereas, if V 2 (t) ≥ V 1 (t), we also have the left-hand inequality in (4). On the other hand, the right-hand inequality in (4) obviously holds.
Step 2. we aim to show that for each t ≥ t 0 ,
First, suppose V 1 (t 0 ) ≥ V 2 (t 0 ) and there exists some r 1 > t 0 such that
If r 1 = ∞ we arrive at the assertion that (5) is true for all t ≥ t 0 . Otherwise, there exists a r 2 > r 1 such that
By the similar analysis to case 1 and case 2, we also have (5) when t ∈ [r 1 , r 2 ). If r 2 = ∞, then (5) holds for all t ≥ t 0 . Otherwise, repeat the above argument to arrive at the assertion that (5) is valid for all t ≥ t 0 .
As for the case of V 1 (t) ≤ V 2 (t) for t ∈ [t 0 , r 1 ), the process is similar and thus omitted here.
Step 3. Now, we define
and we shall prove that ifh 0 (t, x t ) < u, then h(t, x) ≤ v, ∀t ≥ t 0 . From Section 2, we know that for any t 0 ∈ R + , there is a unique solution of (2) through (t 0 , ϕ). We denote it by x(t; t 0 , ϕ) = (x (1) (t; t 0 , ϕ (1) ), x (2) (t; t 0 , ϕ (2) )).
Without losing generality, we can assume that t 0 < τ 1 .
, then by (iv) and the definition ofh 0 (t, x t ), h(t, x), we can geth 0 (t 0 ,
, w 12 (v)}, where u, v are given by (iv). We assume
From the definition of h, we have h(t 0 , x(t 0 )) < v.
In the following we prove that
By the definition of V (t), it is easy to get that V (t, x(t)) ≤ v * 2 . Second, we claim that
Otherwise, there is at ∈ (t 0 , τ 1 ) such that
. By (ii), we have V (t) ≤ 0. This is a contradiction. So (7) holds. Third, we prove that
If
; from the inequality (7) and condition (iii), we have (8) does not hold, then there is at ∈ (τ 1 , τ 2 ) such that
From (6) and (7),
. By (ii), we have V (t) ≤ 0, which leads to a contradiction. So (8) holds.
Fourth, we prove that
. from the inequality (8) and condition (iii) we have
we have the same result. By simple induction, we can prove that, in general,
Finally, combining this with (4) and
Since Mv * = min{w 11 (v), w 12 (v)}, we have
Therefore, by the definition of h(t, x(t)), we have h(t, x) ≤ v, ∀t ≥ t 0 . Thus the zero solution of (2) is (h 0 , h)-uniform practically stable with respect to (u, v). The proof is completed.
Remark 1. It should be noticed that Theorem 1 is an extension of the result in [8] (Theorem 1). Our result which is the uniform practical stability, is more general than that given in [8] . Moreover, our result is also better than Theorem 1 of [2] , because our Lyapunov functions are easier to construct.
, for all i = j and l, j ∈ {1, 2, . . . , m} it holds that
t )) where φ ( j) , j = 1, 2, . . . , m are wedge functions, then the zero solution of (2) is (h 0 , h)-uniform practically stable with respect to (u, v).
We only need to mention two points in the proof of Theorem 2, the rest is the same as in the proof of Theorem 1, and thus, are omitted.
First, for x(t) = (x (1) (t), . . . , x (m) (t)), we define
Second, instead of (4) we can claim that
Next, we consider the (h 0 , h)-uniform practical asymptotical stability of the zero solution of (2). As before, we begin with the case of m = 2.
Theorem 3. Let w i j , i, j = 1, 2 be wedge functions x(t) = (x (1) , x (2) ) is a solution of (2). If there exist V j ∈ V n j (·), j = 1, 2 satisfying (i), (iii), (iv) in Theorem 1 and the following condition:
then the zero solution of (2) is (h 0 , h)-uniform practically asymptotically stable with respect to (u, ).
Proof. As in the Theorem 1, let x(t) = x(t, t 0 , ϕ) be a solution of (2). If we define V (t) by (3), then (4) is still valid. Let P(z) = min{P 1 (z), P 2 (z)}. Clearly, P(z) is also continuous and P(z) > M z, z > 0. We also divide the proof into several steps.
Step 1. Instead of (5), we may claim that on any interval where
on any interval where
Suppose V 1 (t 0 ) ≥ V 2 (t 0 ) and there is some r 1 ≥ t 0 such that (12) holds for all t ≥ t 0 . Otherwise, there are two possible cases: Case 1. r 1 is a time of impulse effect, that is, r 1 = τ i for some i ∈ Z + , then V 1 (r
There exists a r 2 > r 1 such that V 1 (t) ≤ V 2 (t), t ∈ [r 1 , r 2 ). In a similar way, we can prove that for t ∈ [r 1 , r 2 ) and t is not a time of impulse effect there holds (13) is valid for all t ≥ r 2 . Otherwise, we may continue the above process and we can see that the interval [t 0 , ∞) can be divided into finite or infinite number of successive subintervals and on each of them either (12) or (13) holds and (14) is always true.
Step 2. Defining
our objection is to prove that, for ∀ ∈ (0, u),
Trivially, since the assumption (ii) implies (ii), then the impulsive functional differential Eq. (2) is (h 0 , h)-uniform practically stable with respect to (u, v) . From the proof of Theorem 1,h 0 (t 0 , x t 0 ) < u implies that
For any given
First, we prove that
Suppose that
, from the proof of Theorem 1 and the assumption imposed on function P, when −τ ≤ s ≤ 0, we get
Let
Together with the definition of γ we know V (t) ≤ −W 1 (h (1) (t, x (1) (t))) ≤ −γ , t ∈ I 1 . In a similar way we can prove V (t) ≤ −W 2 (h (2) (t, x (2) (t))) ≤ −γ , t ∈ I 2 . For t ∈ J 1 , we have V (t, x(t)) ≤ −γ , and integrating both sides of the above inequality from t 0 to t 0 + h yields
This is a contradiction, and so there is at ∈ J 1 such that
Let m = min{k ∈ Z + : τ k >t}. We claim that
If inequality (20) does not hold, then there is a r 1 ∈ (t, τ m ) such that
There also exists a r 2 ∈ (t, r 1 ] such that V (r 2 ) > 0 and
In view of condition (ii) we get V (r 2 , x(r 2 )) ≤ 0, which leads to a contradiction and so (20) holds. From (14) , (20) we have
Therefore,
With the similar analysis ast ≤ t ≤ τ m , we may show that
and by a simple induction, we can prove in general that Thus, V (t) ≤ * + (N − 1)d for t ≥t, and so (17) holds. If N = 1, then setting T = h, (17) equivalent to (16), we complete the proof of (16) . In subsequent, we assume that N > 1.
Second, similarly, we can prove there exists at ∈ [t 0 + 2h, t 0 + 3h] with V (t) ≤ M −1 ( * + (N − 2)d) and Therefore, when choosing i = N we obtain V (t) ≤ * , t ≥ t 0 + (2N − 1)h = t 0 + T, hence from condition (i), together with (4) and the definition of * we get h (1) (t, x (1) (t)) ≤ , h (2) (t, x (2) (t)) ≤ , t ≥ t 0 + T.
By the definition of h(t, x(t)), we have h(t, x(t)) ≤ , t ≥ t 0 + (2N − 1)h = t 0 + T.
Thus, the impulsive functional differential problem (2) is (h 0 , h)-uniform practically asymptotically stable with respect to (u, ).
In the same way as Theorem 2, we may generalize Theorem 3 to the following result. 
