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Das Ziel dieser Arbeit ist die Entwicklung und Implementierung einer neuen Methode fu¨r
den rechnergestu¨tzten Abgleich von Mikrowellenﬁltern und Multiplexern fu¨r Raumfahrt-
anwendungen. Typische Speziﬁkationen fu¨r solche Filter erfordern schmale relative Band-
breiten, eine niedrige Da¨mpfung im Durchlassbereich und geeignetes Frequenzverhalten im
Sperrbereich. Zur Erfu¨llung dieser Erfordernisse wird meistens die Hohlleitertechnologie ein-
gesetzt, wobei die Filter durch gekoppelte Resonatoren mit hohen unbelasteten Gu¨ten in
Single- und Dual-Mode Technologie realisiert werden. Diese passiven Komponenten mu¨ssen
fu¨r die Raumfahrtanwendung qualiﬁziert und daher trotz ho¨chster Qualita¨tsanforderungen
mit mo¨glichst geringem Zeitaufwand und kostengu¨nstig gefertigt werden. Daher ist es not-
wendig, den in der Literatur sogenannten optimalen Entwurf durchzufu¨hren. Dieser Entwurf
erfu¨llt einerseits die Speziﬁkationen und minimiert andererseits die Herstellungskosten. Das
ist ein allgemeines Ziel, das die Mitwirkung der gesamten Produktlinie vom elektrischen Ent-
wurf bis zur Testphase und Lieferung erforderlich macht. Die Verfu¨gbarkeit von eﬃzienten
Simulationswerkzeugen und im Allgemeinen die Rechnerunterstu¨tzung ist fu¨r den optimalen
Entwurf von Filtern und Multiplexern auf jeden Falls unerla¨sslich.
Die Notwendigkeit, Software fu¨r den rechnergestu¨tzten Abgleich zu entwickeln, ergibt
sich aus der Tatsache, dass die Fertigungsverfahren mit endlichen Toleranzen behaftet sind
und ho¨here Anforderungen an die Fertigungsgenauigkeit ho¨here Kosten bedingen. Das Pro-
blem wird von bestimmten Variablen gekennzeichnet. Diese sind die relative Bandbreite und
die Mittenfrequenz des Filters, Filtergrad und Filtercharakteristik. Filter mit schmaler re-
lativer Bandbreite, hoher absoluter Betriebsfrequenz und komplexen Anforderungen an den
Frequenzgang von Betrag und Phase der U¨bertragungsfunktion erfordern die Einhaltung
kleiner Toleranzen. Das gilt besonders fu¨r die meisten Filter fu¨r die Satellitenkommunikati-
on, wie z. B. die Kanalﬁlter eines Ausgangsmultiplexers und die hochkreisigen selbstentzer-
renden Kanalﬁlter eines Eingangsmultiplexers. Diese Filter sind sehr empﬁndlich und und
machen somit eine Abstimmung des Filters nach der Fertigung notwendig. Dieser Abgleich
wird durch die Einstellung derjenigen Filterparameter erzielt, welche das Verhalten des Fil-
ters maßgeblich bestimmen, na¨mlich der Resonanzfrequenzen und Kopplungen. Der optimale
Entwurf muss in diesem Fall den besten Kompromiss zwischen Fertigungs- und Abgleich-
kosten schließen. Ein Weg, dieses Ziel zu erreichen, ist die Minimierung der Abgleichkosten
durch rechnergestu¨tzten Abgleich und wird in dieser Dissertation behandelt.
Da die Abstimmung eines Filters ohne die Unterstu¨tzung des Computers extrem zeit-
aufwa¨ndig und teuer ist, wurden in der Literatur verschiedene Algorithmen pra¨sentiert. Die
Eigenschaften dieser Methoden werden in Kapitel 2 untersucht. Die besten vorgeschlagenen
Algorithmen unterstu¨tzen aber nur den letzten Feinabgleich, wo kleine Abweichungen der
Filterparameter detektiert und korrigiert werden ko¨nnen. Der sogenannte Vorabgleich, wo die
gro¨ßten Parametera¨nderungen korrigiert werden mu¨ssen, wird nicht unterstu¨tzt. Das Pro-
blem ist einfach zu erkla¨ren. Der Stand der Kopplungen und Resonanzfrequenzen nach der
Fertigung und der Montage des Filters ist zufa¨llig und schwierig zu modellieren. Das inverse
Problem, na¨mlich die Identiﬁzierung der Parameter aus gemessenen Daten, ist kompliziert
und uneindeutig. Die Algorithmen funktionieren also nur unter der notwendigen Annahme,
dass die Kopplungen und Resonanzfrequenzen des gemessenen Filters den berechneten be-
reits sehr nah sind. Das sichert die Lo¨sbarkeit (siehe Kapitel 2) der Parameteridentiﬁzierung
und die Konvergenz des Abgleichs.
Der neuartige Algorithmus, der in Kapitel 3 beschrieben wird, lo¨st das inverse Problem
und erlaubt den vollsta¨ndigen Abgleich, (Vor- und Feinabgleich) eines Mikrowellenﬁlters aus
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gekoppelten Resonatoren. Der Anfangszustand fu¨r die Abstimmprozedur ist ein deﬁniert
verstimmtes Filter, bei dem alle Resonanzfrequenzen stark verstimmt und alle Kopplungen
minimiert sind. Dieser Zustand ist sowohl schnell zu realisieren, als auch einfach zu modellie-
ren. Fu¨r diesen Anfangszustand und auch fu¨r das ideale Filterverhalten werden Filtermodelle
generiert. Ein weiteres aktuelles und adaptives Modell folgt dem Filterzustand wa¨hrend des
Abgleichs und ist die wichtigste Neuheit des Verfahrens. Die Parameter des aktuellen Mo-
dells, na¨mlich Kopplungskoeﬃzienten und Resonanzfrequenzen, werden durch eine Methode
zur Parameteridentiﬁzierung bestimmt. Das Ziel des rechnergestu¨tzten Abgleichs ist die Kon-
vergenz des adaptiven Modells auf das ideale Modell. Der praktische Abgleich wird durch
die sequentielle Abstimmung jeder Resonanzfrequenz und Kopplung durchgefu¨hrt. Der Al-
gorithmus erlaubt gleichzeitig die Einstellung der Filterparameter und die Diagnose, d. h.
die Identiﬁkation der fehlerbehafteten Parameter, deren Werte außerhalb des Toleranzbe-
reichs liegen. Fehlerbehaftete oder unabgleichbare Parameter ko¨nnen also einfach detektiert
und korrigiert werden. Durch den neuen vorgeschlagenen Ansatz werden alle einstellbaren
Filterparameter systematisch eingestellt und die Zielfunktion erreicht.
Kapitel 1 fu¨hrt die theoretischen Grundlagen der Filtertheorie ein, die in der Fortset-
zung der Arbeit gebraucht werden. Kapitel 4, 5 und 6 erla¨utern weitere Mo¨glichkeiten, den
Feinabgleich durchzufu¨hren. Der Stand des Filters nach der Anwendung der neuen Metho-
de ist na¨mlich eine Funktion der Genauigkeit der Einstellung. Sehr genaue Abstimmungen
fu¨hren das Filter in einen Zustand, wo u¨berhaupt kein Feinabgleich mehr gebraucht wird. Der
Feinabgleich ist jedenfalls eine zusa¨tzliche Mo¨glichkeit, das Frequenzverhalten des Filters zu
verbessern und wird durch die Optimierung der Koppelmatrix oder die Empﬁndlichkeitsana-
lyse durchgefu¨hrt. Zahlreiche Beispiele zum Filterabgleich zeigen erhebliche Reduktion der
Abgleichzeiten fu¨r Filter und Multiplexer und besta¨tigen die Gu¨ltigkeit der vorgeschlagenen
Methode.
1 Grundlagen der Synthese von Reaktanzﬁltern
1.1 Einleitung
Die Theorie der Filtersynthese und die Modellierung eines gemessenen schmalbandigen Mi-
krowellenﬁlters durch eine Vierpolersatzschaltung bilden die Voraussetzungen fu¨r einen eﬃzi-
enten Abgleichsalgorithmus. Das Studium dieses Kapitels der Grundlagen der Filtersynthese
ist deshalb unentbehrlich fu¨r das Versta¨ndnis der vorliegenden Arbeit. Hier wird die Theorie
der Reaktanzﬁlter aus konzentrierten Elementen behandelt. Zur Modellierung von Filtern
aus gekoppelten Resonatoren wa¨ren Ersatzschaltungen aus verteilten statt konzentrierten
Elementen besser geeignet. Geschlossene Syntheseverfahren fu¨r den Fall beliebig verteilter
Elemente sind derzeit jedoch nicht bekannt. Die Verfu¨gbarkeit von zahlreichen analytischen
Verfahren fu¨r die Synthese von Reaktanzvierpolen und die Einfachheit, mit der diese Schal-
tungen in Schaltungen aus verteilten Elementen transformiert werden ko¨nnen, machen die
Synthese von Reaktanzﬁltern auch fu¨r die Hochfrequenztechnik geeignet. Reaktanzvierpo-
le repra¨sentieren aber nur eine Na¨herungslo¨sung fu¨r schmalbandige Mikrowellenﬁlter, die
Bandbreite der modellierten Filter ist daher beschra¨nkt.
Im Folgenden werden die Voraussetzungen der Realisierbarkeit, das Problem der Appro-
ximation und die typischen Berechnungsverfahren von ein- und beidseitig abgeschlossenen
minimal- oder nichtminimalphasigen Reaktanzﬁltern eingefu¨hrt. In Kapitel 1.7 werden die
Besonderheiten einiger Abgleichsalgorithmen untersucht, die auf der Theorie der Synthese
von Reaktanzﬁltern basieren und die das inverse Problem behandeln. Wenn diese Parameter
erst einmal abgeleitet sind, ko¨nnen sie mit den Kopplungskoeﬃzienten und Resonanzfre-
quenzen des idealen Filters verglichen werden. Dieser Vergleich ergibt die fehlerbehafteten
Parameter, welche durch Abstimmung korrigiert werden mu¨ssen.
1.2 Betriebseigenschaften von Reaktanzﬁltern
Dieses Kapitel beschreibt die Haupteigenschaften von ein- und beidseitig abgeschlossenen
schmalbandigen Filtern. Obwohl die klassische Literatur des Filterentwurfs sich hauptsa¨ch-
lich mit der Synthese von beidseitig abgeschlossenen Filtern bescha¨ftigt, hat die Entwicklung
von Multiplexern mit eng benachbarten Kana¨len in den letzten Jahrzehnten zum Einsatz von
einseitig abgeschlossenen Filtern gefu¨hrt. Diese Schaltungen liefern exzellente Startwerte fu¨r
die Optimierung von hochkanaligen Multiplexern [Cri 64, Che 76, Pep 00], die optimierten
Kana¨le ko¨nnen fast wie einseitig abgeschlossene Filter betrachtet werden. Die Theorie des
rechnergestu¨tzten Abgleichs darf daher diese Klasse von Filtern nicht vernachla¨ssigen.
1.2.1 Beidseitig abgeschlossenes Reaktanzﬁlter
Wird ein Reaktanzﬁlter an beiden Toren mit einem ohmschen Widerstand abgeschlossen,
wobei noch Spannungsquellen in Serie oder Stromquellen parallel zugeschaltet sein du¨rfen,
spricht man von einem beidseitig abgeschlossenen Reaktanzﬁlter.
Das Verhalten des Filters wird mit Hilfe von komplexwertigen Spannungen und Stro¨men
als Funktionen der komplexen Frequenz s=σ+jω beschrieben. Diese komplexwertigen Gro¨-
ßen bedeuten im Allgemeinen die Laplace-Transformierte von zeitabha¨ngigen Gro¨ßen. Im
Sonderfall s=jω sind sie die zum stationa¨ren zeitharmonischen Fall mit der Kreisfrequenz
ω=2πf geho¨rigen Phasoren. Um den allgemeinen Fall zu beschreiben, werden die meisten
Zusammenha¨nge als Funktion der komplexen Frequenz s dargestellt. Einige Ausdru¨cke gelten
jedoch nur fu¨r s=jω.













Abbildung 1: Beidseitig abgeschlossenes Filter.
Abbildung 1 zeigt ein Beispiel eines beidseitig mit ohmschen Widersta¨nden R1 und R2
abgeschlossenen Filters. Das Zweitor wird von einer Spannungsquelle U0(s) gespeist. Der
frequenzunabha¨ngingen Innenwiderstand der Quelle ist R1, wa¨hrend Z1(s) und Z2(s) die
komplexwertigen frequenzabha¨nginge Eingangs- und Ausgangsimpedanzen des Filters be-
deuten. Die maximal verfu¨gbare Wirkleistung der Quelle ist Pmax=|U0(jω)|2/8R1. Die an
der Last abgegebene Wirkleistung ist P2=|U2(jω)|2/2R2. Das Verha¨ltnis zwischen Pmax und








Die vollsta¨ndig Leistungsu¨bertragung entspricht der Bedingung P2=Pmax.
Das Betriebsverhalten eines beidseitig abgeschlossenen Filters wird vollsta¨ndig durch die
Streumatrix [S] beschrieben. Die Elemente der Streumatrix sind die sogenannten Streupa-
rameter. Sie sind im Allgemeinen komplexe Gro¨ßen und Funktionen von s. Ihre u¨bliche
Darstellung in Betrag und Phase ist:
Sij(jω) = |Sij(jω)|ejϕij(ω). (2)








Sein Betragsquadrat bei s=jω entspricht P2/Pmax, also dem Verha¨ltnis der an der Last abge-
gebenenWirkleistung zur maximal verfu¨gbaren Leistung der Quelle. Fu¨r reziproke Netzwerke
gilt S12=S21. Der Reﬂexionsfaktor am ersten Tor ergibt sich aus der Eingangsimpedanz Z1





Bei eingangsseitiger Anpassung gilt Z1=R1 und es tritt die gesamte verfu¨gbare Wirkleistung
der Quelle durch das Eingangstor in das Filter ein. Der Ausgangsreﬂexionsfaktor S22 ergibt
sich analog zu Gleichung 4 aus der Impedanz Z2 und dem Abschlusswiderstand R2. U¨bli-
cherweise werden die Betra¨ge der Streuparameter fu¨r s=jω logarithmisch dargestellt oder






1.2 Betriebseigenschaften von Reaktanzﬁltern 5






deﬁniert. Die Gruppenlaufzeit τ21 dru¨ckt aus, welche Zeit die Einhu¨llende eines schmalban-
digen Signals mit der Mittenfrequenz ω beno¨tigt, um das Zweitor zu durchlaufen:
τ21 (ω) = − d
dω
ϕ21(ω). (7)
Man kann jedes Signal durch Superposition schmalbandiger Signale verschiedener Mitten-
frequenz darstellen. Ist die Gruppenlaufzeit frequenzunabha¨ngig, beno¨tigen alle diese Fre-
quenzanteile die gleiche Zeit, um das Filter zu passieren. Wenn zusa¨tzlich die Da¨mpfung
frequenzunabha¨ngig ist, wird ein betrachtetes bandbegrenztes Signal nicht verzerrt. Analog
zu τ21 deﬁniert man die Gruppenlaufzeit τ11 fu¨r das reﬂektierte Signal S11.
Betriebsu¨bertragungsfaktor und Reﬂexionsfaktoren einer Filterschaltung aus konzentrier-












Fu¨r LC Filter sind die Koeﬃzienten der Polynome E(s), F (s), C(s) und P (s) reell. Bei
der Modellierung von Reaktanzbandpa¨ssen wird diesen zweckma¨ßigerweise ein a¨quivalen-
ter Tiefpass zugeordnet. Da dieser a¨quivalente Tiefpass im Prinzip durch Verschiebung der
Pole und Nullstellen des Bandpassﬁlters in den Tiefpassbereich entsteht, hat er im Allge-
meinen nicht die Eigenschaften eines realisierbaren LC Tiefpasses. Im Fall asymmetrischer
Bandpa¨sse werden die Polynomkoeﬃzienten von E(s) komplex und diejenigen von F (s),
C(s) und P (s) sind fu¨r gerade Potenzen von s rein reell und fu¨r ungerade Potenzen rein
imagina¨r. Der Grad von P (s) ist Nz≤N . Die Nz komplexen Nullstellen von P (s) sind die
Nullstellen des Betriebsu¨bertragungsfaktors, die von F (s) und C(s) sind Nullstellen der Re-
ﬂexion. Die klassischen Funktionen der Filtersynthese, die U¨bertragungsfunktion H(s) und











deﬁniert. Sie sind auch gebrochene rationale Funktionen von s mit komplexen Koeﬃzienten
und ko¨nnen durch die Polynome E(s), P (s) und F (s) ausgedru¨ckt werden.
Fu¨r passive verlustlose Netzwerke gilt fu¨r s=jω, also Frequenzen auf der imagina¨ren
Achse [S]H · [S]=[I] [Col 66], wobei die Matrix [S]H die transponierte konjugierte komplexe
Matrix von [S] ist. [I] ist die Einheitsmatrix. Die Bedingung der Verlustlosigkeit ergibt sich
fu¨r s=jω aus:
S11 · S∗11 + S21 · S∗21 = 1 (10)
S22 · S∗22 + S12 · S∗12 = 1 (11)
S11 · S∗12 + S21 · S∗22 = 0. (12)
Da die komplexen Streuparameter durch Gleichung 2 in Betrag und Phase gegeben werden,
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gilt aus Gleichung 12 [Col 66]





· (2k ± 1) fu¨r ω ∈ R (13)
wobei R die Menge der reellen Zahlen und k eine ganze Zahl ist. Gleichung 13 zeigt, dass
die Diﬀerenz zwischen der Phase von S21 und dem Mittelwert der Phase von S11 und S22
das ungerade Vielfache von π/2 sein muss. Aus Gleichung 10 und 11 folgt
S11 · S∗11 = S22 · S∗22 (14)
und deshalb
F (s)F (−s) = C(s)C(−s) (15)
fu¨r s=jω. Aus Gln. 14 folgt, dass fu¨r verlustlose Netzwerke |S11|=|S22| gilt. Fu¨r symmetrische
Zweitore gilt auch S11=S22. Da S11(s), S21(s) und S22(s) denselben Nenner E(s) teilen, gilt
Gleichung 13 auch fu¨r die Polynome P (s), F (s) und C(s). Um diese Gleichung zu veriﬁzieren,
mu¨ssen die zwei folgenden Bedingungen erfu¨llt werden [Cam 03]:
1. Die Nullstellen von P (s) mu¨ssen entweder auf der imagina¨ren Achse liegen oder sie
mu¨ssen um dieselbe Achse herum symmetrisch sein. Das bedeutet, dass die Koeﬃzi-
enten von P (s) abwechselnd reell und imagina¨r mit steigender Potenz von s sind;
2. Die Nullstellen von F (s) mu¨ssen entweder mit den Nullstellen von C(s) auf der ima-
gina¨ren Achse zusammenfallen oder sie mu¨ssen mit den Nullstellen von C(s) gespie-
gelte Paare zu dieser Achse bilden. Auch die Koeﬃzienten von F (s) und C(s) sind
abwechselnd reell und imagina¨r.
Soll das Filter ein symmetrisches Verhalten u¨ber der Frequenz haben, werden P (s), C(s)
und F (s) gerade oder ungerade Polynome in s [Saa 58].
Gleichung 10 stellt die Energieerhaltung des verlustlosen Filters dar. Aus Gleichung 9
und 10 fu¨r s=jω erha¨lt man die sogenannte Feldtkeller-Gleichung [Saa 58]
K (s)K (−s) = H (s)H (−s)− 1
|K (jω) |2 = |H (jω|)2 − 1
(16)
die die Energieerhaltung durch die Funktionen H(s) und K(s) darstellt. Die Beziehung
zwischen charakteristischer Funktion und Betriebsu¨bertragungsfaktor ist also:
|S21 (jω) |2 = 1
1 + |K (jω) |2 . (17)
Zur Synthese von beidseitig abgeschlossenen Reaktanzﬁltern ist also die charakteristische
Funktion K(s) zu bestimmen. Ist die gebrochene rationale Funktion K(s) gegeben, sind
die Polynome F (s) und P (s) festgelegt. Um die U¨bertragungsfunktion H(s) zu bestimmen,
muss man den Polynom E(s) berechnen. Das wird durch die folgende Feldtkeller-Gleichung
ermo¨glicht
E(s)E(−s) = P (s)P (−s) + F (s)F (−s) (18)
wie z. B. in [Mac 97] gezeigt. Bei allen praktisch aufgebauten Filtern weichen die Mess-
ergebnisse von dem ohne Beru¨cksichtigung der Verluste berechneten Verhalten etwas ab,
1.2 Betriebseigenschaften von Reaktanzﬁltern 7
da in den Schaltelementen Energieverluste auftreten. Der Entwurf von verlustbehafteten
Filtern, den sogenannten vorverzerrten Filtern, wurde in verschiedenen Vero¨ﬀentlichungen
[Dar 39, Saa 55, Liv 69, Wil 84, Yu 84, Wil 85] ero¨rtert und geht u¨ber das Ziel dieser Dis-
sertation hinaus. Interessant ist aber der Verlusteinﬂuss auf die Pol- und Nullstellen der
Betriebsda¨mpfungsfunktion H(s). Ein Reaktanzﬁlter ist aus verlustlosen induktiven Wi-
dersta¨nden sL und kapazitiven Leitwerten sC aufgebaut, wobei fu¨r reelle Frequenzen s=jω
zu setzen ist. Der Verlusteinﬂuss la¨sst sich bei Induktivita¨ten und Kapazita¨ten so darstellen,
dass man den ersten ohmsche Widersta¨nde R in Serie und den letzten ohmsche Leitwerte G
parallelschaltet. Kann man erreichen, dass R/L=G/C= konstant und frequenzunabha¨ngig
ist, dann gehen die induktiven Widersta¨nde und die kapazitiven Leitwerte u¨ber in:
sL+R = (s+R/L)L = (s+ )L
sC +G = (s+G/C)C = (s+ )C.
(19)
Die Betriebsda¨mpfungsfunktion des aus verlustbehafteten Schaltelementen aufgebauten Fil-
ters kann man also dadurch erhalten, dass man in der Betriebsda¨mpfungsfunktion H(s) des
verlustlosen Filters s durch s+ ersetzt und fu¨r s=jω auswertet. Die neue Funktion wird:




Die Nullstellen von P (s) und E(s) eines verlustbehafteten Filters werden also in der kom-
plexen s-Ebene um  nach links verschoben. Diese Besonderheit wird in den na¨chsten Kapi-
teln an gemessenen Filtern veriﬁziert.
1.2.2 Einseitig abgeschlossenes Reaktanzﬁlter
Wird das Reaktanzﬁlter nur an einer Seite mit einem ohmschen Widerstand R>0 belastet, so
spricht man von einem einseitig abgeschlossenen Reaktanzﬁlter [Mat 64]. Abbildung 2 zeigt
ein Beispiel eines einseitig abgeschlossenen Filters mit einseitigem Abschluss am zweiten Tor.
Abbildung 2: Einseitig abgeschlossenes Filter mit einseitigem Abschluss am zweiten Tor.
Eine Spannungsquelle mit Innenwiderstand R1=0 oder eine Stromquelle mit ohmschem in-
neren Leitwert G1=0 hat eine unendlich große verfu¨gbare Leistung Pmax. Weiterhin kann ein
Abschlusswiderstand R2→0 oder R2→∞ keine Wirkleistung aufnehmen. Aus diesem Grund
ist die zu P2/Pmax proportionale Betriebsda¨mpfungsfunktion S21 (s) nicht deﬁnierbar. Auch
die U¨bertragungsfunktion H(s) und die charakteristische Funktion K(s) der Gleichung 9
ko¨nnen nicht benutzt werden. Man kann aber die Spannungsu¨bertragungsfunktion oder die
Stromu¨bertragungsfunktion deﬁnieren. Das in Abbildung 2 gezeigte einseitig abgeschlosse-
ne Filter ko¨nnte z. B. durch die folgende Spannungsu¨bertragungsfunktion charakterisiert






Fu¨r die Synthese von beidseitig abgeschlossenen Filtern sind beide Funktionen K(s) und
H(s) erforderlich, fu¨r die Synthese von einseitig abgeschlossenen Filtern genu¨gt eine cha-
rakteristische Funktion wie z.B. die Spannungsu¨bertragungsfunktion D(s). Wie H(s) und
K(s), kann die Spannungsu¨bertragungsfunktion eines einseitig abgeschlossenen Filters aus
konzentrierten Elementen durch ein Verha¨ltnis von Polynomen in s ausgedru¨ckt werden.
Die Energieerhaltung eines verlustlosen einseitig abgeschlossenen Filters wird durch die
folgende Betrachtung erreicht, dass die von der Eingangsimpedanz verbrauchte Wirkleistung
der Wirkleistung an der Last gleichen muss. Diese Bedingung entspricht der Gleichung
Re (Z1 (jω)) =
R2
|D (jω) |2 (22)
die gleichbedeutend ist mit der Energieerhaltung in Gleichung 10. In Analogie zum Fall der
beidseitigen abgeschlossenen Filter wird die charakteristische Funktion KS (s) eines einseiti-
gen abgeschlossenen Filters durch die folgende Gleichung deﬁniert:
1
|D (jω) |2 =
1
1 + |KS (jω) |2 . (23)
Zur Synthese von beidseitig abgeschlossenen Reaktanzﬁltern ist also die charakteristische
Funktion KS(s) zu bestimmen. Die Synthese beginnt na¨mlich mit der Bestimmung von
KS (jω) derart, dass die Eingangsimpedanz realisierbar ist und die Spannungsu¨bertragungs-
funktion die Speziﬁkationen erfu¨llt. A¨hnlich zum Fall der beidseitig abgeschlossenen Filter




= 20 log(|D(jω)|) (24)









und die Gruppenlaufzeit ist
τe (ω) = − d
dω
be(ω). (26)
Fu¨r verlustbehaftete einseitig abgeschlossene Filter gelten die gleichen U¨berlegungen wie die
fu¨r beidseitig abgeschlossenen Filter.
1.3 Bedingungen fu¨r die Realisierbarkeit
Die Eingangsimpedanz Z1(s) oder der Eingangsleitwert Y1(s) eines Reaktanzﬁlters sind ge-
brochene rationale Funktionen von s. Nicht alle gebrochenen rationalen Funktionen Z1(s)
oder Y1(s) beschreiben aber ein Netzwerk, sondern nur die Funktionen, die die folgenden
notwendigen vier Bedingungen erfu¨llen [Hum 70]:
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1. Eingangsimpedanz und Eingangsleitwert sind rationale Funktionen von s, im Allge-
meinen mit komplexen Koeﬃzienten.
2. Der Nenner der Eingangsimpedanz oder des Eingangsleitwerts muss ein Hurwitz- oder
ein modiﬁzierter Hurwitzpolynom sein.
3. Fu¨r s=jω muss der Realteil der Eingangsimpedanz oder des Eingangsleitwerts gro¨ßer
oder gleich Null sein.
4. Die Residuen der Polstellen von Z1(s) oder Y1(s) auf der imagina¨ren Achse mu¨ssen
reell und positiv sein.
Die selben Bedingungen gelten auch fu¨r Z2(s) oder Y2(s). Beweisbar ist, dass eine rationale
Funktion Z1(s) die Eigenschaften 2-4 genau dann erfu¨llt, wenn die Bedingung
Re(Z1(s)) ≥ 0 fu¨r Re(s) ≥ 0 (27)
oder
|Arg(Z1(s))| ≤ |Arg(s)| fu¨r |Arg(s)| ≤ π/2 (28)
erfu¨llt wird [Val 60, Hum 70]. Eine Funktion Z(s), die die Bedingung 27 erfu¨llt, wird positive
Funktion genannt. Der Kehrwert Y (s)=1/Z(s) einer positiven Funktion Z(s) ist eine posi-
tive Funktion. Die Eingangsimpedanz eines Filters aus konzentrierten Elementen ist immer
eine positive Funktion. Die Bedingung positive Funktion ist also erforderlich fu¨r die Reali-
sierbarkeit einer Schaltung aus konzentrierten Elementen. Sie ist auch genu¨gend wenn die
Schaltung durch das Verfahren von Brune [Bru 31] oder Darlington [Dar 39] realisiert wird
[Rho 76]. Das bedeutet, dass Z1(s) immer durch die Eingangsimpedanz einer Zusammen-
schaltung von nicht-negativen Induktivita¨ten, Kapazita¨ten, Blindwidersta¨nden, ohmschen
Widersta¨nden und Transformatoren realisiert werden kann. Das ist fu¨r ein- und beidseitig
abgeschlossene Filter gu¨ltig.
Die Bedeutung der Voraussetzung der Realisierbarkeit wird deutlich, wenn man ein beid-
seitig abgeschlossenes Filter ohne Verluste betrachtet. Durch Gleichung 4 und die Annahme
R1=R2=1 ist beweisbar [Hum 70], dass Z1(s) genau dann eine positive Funktion ist, wenn:
• |S11(s)| ≤ 1 fu¨r Re(s) ≥ 0.
Diese Bedingung kann ersetzt werden durch:
• S11(s) analytisch fu¨r Re(s) > 0 und |S11(jω)| ≤ 1 fu¨r −∞ ≤ ω ≤ +∞.
Durch das Gesetz der Energieerhaltung in Gleichung 10 erha¨lt man:
• S21(s) analytisch fu¨r Re(s) > 0 und |S21(jω)| ≤ 1 fu¨r −∞ ≤ ω ≤ +∞.
Durch Gleichung 8 ergibt aus der vorigen Bedingung:
• |S21(jω)| ≤ 1, fu¨r −∞ ≤ ω ≤ +∞
E(s) ist ein Hurwitzpolynom,




Der erste Schritt bei der Synthese eines Reaktanzvierpols besteht darin, eine rationale ma-
thematische Funktion zu ﬁnden, die einerseits die Speziﬁkationen erfu¨llt und anderseits exakt
mit einer Schaltung realisiert werden kann. Mo¨chte man z. B. die charakteristische Funktion
K(s) oder KS(s) approximieren, so sucht man die Koeﬃzienten einer rationalen Funktion
von mo¨glichst niedrigstem Grad, die gerade noch die vorgeschriebenen elektrischen Spezi-
ﬁkationen erfu¨llt. Diese Speziﬁkationen werden beispielsweise durch Restriktionen fu¨r die
Amplitude im Durchlassbereich und im Sperrbereich und die Phase im Durchlassbereich
angegeben. Das perfekte Filter sollte verschwindende Reﬂexion im Durchlassbereich, unend-
liche Da¨mpfung im Sperrbereich und einen linearen Phasengang im Durchlassbereich haben.
Solch ein Filter existiert in der Praxis nicht, daher muss ein Kompromiss gefunden werden.
Hierin liegt die Kunst des Filterentwurfs. Typische charakteristische Funktionen sind die
Butterworth-, die Tschebyscheﬀ- und die elliptische Funktion und sie werden im Folgenden
untersucht. Es wird angenommen, dass die Funktion
|G(jω)|2 = 1
1 + |K(jω)|2 (29)
den Betriebsu¨bertragungsfaktor in Gleichung 17 eines beidseitig abgeschlossenen Filters oder
den Realteil der Eingangsimpedanz eines einseitig abgeschlossenen Filters in Gleichung 22
darstellt.
Die Butterworthfunktion ist:
|K(jω)|2 = ω2N . (30)
Die Funktion |K(jω)|2 hat 2N−1 Null-Ableitungen in ω=0. Aus diesem Grund wird die
Butterworth Funktion auch maximal ﬂach genannt. Die Funktion |K(jω)|2 steigt monoton
mit 20N dB/Decade, fu¨r |ω|1, deshalb fa¨llt |G(jω)|2 20N dB/Decade im selben Bereich.
Die Funktion G(s) hat keine endlichen Nullstellen. Die N Polstellen der realisierbaren Funk-
tion von G(s) liegen in der linken Ha¨lfte der komplexen s-Ebene, auf dem Kreis mit Radius
1 und Zentrum s=0.
Die Tschebyscheﬀ-Funktion ist:
|K(jω)|2 = 2 · T 2N(ω) = 2 · cos2(N cos−1(ω)). (31)
TN(ω) oszilliert zwischen -1 und +1 fu¨r |w|<1. Deshalb oszilliert die Funktion |G(jω)|2 zwi-
schen 1 und 1/(1+2) fu¨r |w|<1. Man spricht also von einer Welligkeit im Durchlassbereich.
Die N Polstellen der realisierbaren Funktion G(s) liegen auf der linken Seite der komplexen
















Die Nullstellen von G(s) liegen alle im Unendlichen. Durch rekursive Formel ist beweisbar,































Abbildung 3: Da¨mpfungsverlauf der Funktion G(jω) mit Butterworth-, Tschebyscheﬀ- und quasi-
elliptischer- Charakteristik (links) und Verteilung der Pol- und Nullstellen von G(s) (rechts). Bei-
spiel eines sechskreisigen Filters mit =0.05. Links: Butterworth (), Tschebyscheﬀ- (◦) und ellip-
tische Funktion (−). Rechts: Polstellen-Butterworth (), Polstellen-Tschebyscheﬀ (◦), Polstellen-
Elliptisch (×) und Nullstellen-Elliptisch auf der imagina¨ren Achse ().
Fu¨r |ω|1 steigt deshalb die Funktion TN(ω)2 monoton mit 20N dB/Decade, genauso wie
die Butterworth Funktion. Die Trennscha¨rfe der Tschebyscheﬀ-Funktion um den Durch-
lassbereich herum ist aber besser als die der Butterworth Funktion.
Die Elliptische Funktion ist:








1− ω/ωi . (34)
Die Funktion CN(ω) oszilliert zwischen -1 und +1 fu¨r |ω|<1, ist 1 fu¨r ω=1 und ist gro¨ßer als
1 fu¨r |ω|>1. Der komplexe Wert si=jωi ist die i-te Polstelle von CN , und deshalb die i-te






Wichtige Eigenschaften von CN(w) sind die niedrigste Reﬂexion im Durchlassbereich und die
Mo¨glichkeit, Nullstellen des Betriebsu¨bertagungsfaktors in der komplexen s-Ebene zu posi-
tionieren. Diese Pole ko¨nnen hohe Da¨mpfung im Sperrbereich und Entzerrung der Gruppen-
laufzeit bewirken, ohne die Welligkeit im Durchlassbereich zu vera¨ndern (siehe Abbildung
3). Es gilt, dass Da¨mpfungspole auf der imagina¨ren Achse die Selektivita¨t verbessern, aber
Phase und Gruppenlaufzeit verschlechtern. Die Pole auf der reellen Achse oder die konjugiert-
komplexen Pole verbessern Phase und Gruppenlaufzeit und verschlechtern aber Selektivita¨t
in jω. Die elliptischen Funktionen sind sehr ﬂexibel und fu¨r die Bedu¨rfnisse anspruchsvoll-
sten Filterentwurfs geeignet. Heutzutage stellt diese Klasse von Funktionen den Standard
fu¨r die Synthese von Mikrowellenﬁlter dar. Der Nachteil der Nutzung dieser Funktionen ist
die Schwierigkeit, rationale Polynome in s zu bilden. Zu diesem Zweck sind aber in der Lite-
ratur verschiedene Methoden angegeben. Cameron [Cam 82, Cam 99] und Amari [Ama 00]












Abbildung 4: Tiefpassprototyp eines beidseitig abgeschlossenen Filters aus gekoppelten Resona-
toren; ji,j sind Admittanzinverter zwischen den Resonatoren i und j, ci sind Kapazita¨ten und bi
Blindleitwerte.





zu ﬁnden. Macchiarella [Mac 97] benutzt eine geschlossenen Formel von Rhodes [Cha 83]
fu¨r CN(s) und eine Prozedur von Polynomapproximation. Orchard und Temes [Orc 68], Bell
[Bel 01] und Levy [Lev 94] benutzen eine transformierte Variable z2 von s. Die Variable z2
wurde urspru¨nglich vorgeschlagen, um das Problem der Genauigkeit in der Filtersynthese zu
verringern [Bin 64] und ermo¨glicht die Bestimmung der rationalen Funktion CN(z
2) wie in
Gleichung 36. Die ganze Filtersynthese wird in diesem Fall in z2 ausgefu¨hrt.
Das Approximationsproblem schließt sich mit der Bestimmung der Polstellen und Null-
stellen der charakteristischen Funktion. Der na¨chste Schritt der Filtersynthese ist die Be-
rechnung der Vierpolersatzschaltung.
1.5 Berechnung von Filtern aus konzentrierten Elementen
Die Aufgabe der Berechnung des Filterprototyps besteht in der Bestimmung einer Schal-
tung, in unserem Fall aus konzentrierten Elementen, mit der die vorgegebenen rationellen
Funktionen sich realisieren lassen. Wie gezeigt, sind diese Funktionen normalerweise in der
Form von Streuparametern oder Eingangsimpedanzen gegeben. Das in Abbildung 4 gezeigte




CiCj fu¨r i, j = 0, 1, · · ·, N + 1 i = j C0 = CN+1 = 1
Bi = bi/Ci fu¨r i = 1, 2, · · ·, N
(37)
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deﬁniert die normierte Koppelmatrix [K]
[K] =

1 jJ0,1 · · · jJ0,N jJ0,N+1






JN,0 jJN,1 · · · jBN jJN,N+1
JN+1,0 jJN+1,1 · · · jJN+1,N 1
 (38)
und entspricht einer zu in Abbildung 4 gezeichneten a¨quivalenten Schaltung mit
ji,j = Ji,j fu¨r i, j = 0, 1, · · ·, N + 1 i = j
bi = Bi fu¨r i = 1, 2, · · ·, N
Ci = 1 fu¨r i = 1, 2, · · ·, N .
(39)
Die so deﬁnierte Koppelmatrix ist eine Leitwertmatrix. Sie ist symmetrisch zur Hauptdia-
gonale, die Elemente der Hauptdiagonale Bi sind normierte Blindleitwerte und stellen die
Frequenzverschiebungen der entsprechenden Resonatoren von der Mittenfrequenz des Filters
dar (siehe Kapitel 3).
In der Literatur sind zahlreiche Beispiele von Realisierungen bekannt. Diese Beispiele
ko¨nnen schematisch in drei Gruppen unterteilt werden. Die ersten zwei Methoden benutzen
das klassisches Verfahren von Darlington, d. h. die Methode der Kurzschlussleitwerte und
Leerlaufwidersta¨nde, die Stro¨me und Spannungen an den Toren einer Schaltung in Verbin-


























wobei y11, y22 , y21 und y12 Polynome in s sind (das gleiche gilt fu¨r die Leerlaufwidersta¨nde).
Fu¨r reziproke Netzwerke gilt y21=y12 und z21=z12. Kurzschlussleitwerte und Leerlaufwi-
dersta¨nde sind leicht aus den Funktionen H(s) und K(s) oder D(s) ableitbar. Einzelheiten
fu¨r ein- und beidseitig abgeschlossene Filter sind in [Val 60, Hum 70, Cam 99] gegeben und in
[Orc 68] fu¨r den Fall der Variablen z2. Die dritte Methode stu¨tzt sich ganz auf Optimierung.
Nach der Approximation werden die konzentrierten Elemente der Vierpolersatzschaltung
durch Optimierung berechnet, ohne dabei die Kurzschluss- oder Leerlaufparameter zu be-
rechnen. In den folgenden Kapiteln werden diese drei Verfahren kurz beschrieben. Das Ziel
der Beschreibung ist, die Grundlagen fu¨r das inverse Problem zu legen.
1.5.1 Berechnung durch Extraktion
Die Realisierung wird in diesem Fall durch die Extraktion der Komponenten der Vierpoler-
satzschaltung ausgefu¨hrt. Es handelt sich um ein iteratives Verfahren, das durch Extraktion
von Komponenten, die verbleibende Transferfunktion der Schaltung auf Null abbaut.
Ein Beispiel der Extraktion fu¨r die kanonische beidseitig abgeschlossene Schaltung in
Abbildung 5 ist durch die Kettenmatrix oder ABCD Matrix gegeben [Cam 82b]. Fu¨r den















wobei A(s), B(s), C(s), D(s) und L(s) Polynome in s sind. Die Nullstellen von L(s) sind
genau die Nullstellen von S21(s).
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Das Verfahren beginnt mit der Bestimmung der Kettenmatrix aus den Leerlaufwider-
sta¨nden oder Kurzschlussleitwerten. Die Extraktion eines Elements wird durch zwei Schritte
durchgefu¨hrt:
1. Die Transfermatrix der Schaltung wird mit der umgekehrten ABCD Matrix des zu
extrahierenden Elements vormultipliziert.
2. Der Wert des Elements wird durch die Bedingung berechnet, dass die neue Matrix
einen niedrigeren Grad hat.
















C(s)− sCsA(s) D(s)− sCsB(s)
]
(42)















wobei C ′(s) und D′(s) Polynome in s mit niedrigem Grad als C(s) und D(s) sind. Die
Vorgehensweise fu¨r die kanonische Schaltung in Abbildung 5 ist wie folgt:
- Extraktion Admittanzinverter j0,1
- Extraktion Kapazita¨t C1
- Extraktion Blindwiderstand b1
- Extraktion Admittanzinverter jN,L
- Extraktion Kapazita¨t CN
- Extraktion Blindwiderstand bN
- Extraktion Admittanzinverter j1,N
- ...
und endet, wenn alle Elemente der Schaltung extrahiert worden sind. Diese Bedingung hat
zur Folge, dass die Polynome der verbleibenden ABCD Matrix den Grad Null haben.
Die Realisierung durch Extraktion ist fu¨r Schaltungen mit kanonischen oder In-Line
Topologien (siehe Abbildung 5) besonders geeignet, ist schnell zu berechnen und nume-
risch genau. Man kann Netzwerke mit minimaler- oder nichtminimaler Phase extrahie-
ren [Rho 70, Pﬁ 77, Rho 80, Pﬁ 82, Cha 83, Mac 97], mit asymmetrischem Frequenzgang
[Cam 82b] und ist fu¨r ein- und beidseitig abgeschlossene Filter geeignet [Lev 94]. Gross
[Gro 66] hat gezeigt, dass die Einfu¨hrung von Querkopplungen eine maximale Anzahl von
endlichen Transmissionsnullstellen erzeugt, die sich aus
NZMAX = N −NC (45)
ergibt. Dabei ist NC die Anzahl der Resonatoren, die auf dem ku¨rzesten Weg zwischen Ein-
gang und Ausgang des Filters liegen und N ist der Grad des Filters. Fu¨r die kanonische
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Abbildung 5: Kanonische und In-Line Koppelstrukturen. Oben: kanonische Koppelstruktur; unten:
In-Line Koppelstruktur. Die Knoten stellen einen Parallelkreis aus einer Kapazita¨t Ci=1 und einem
Blindleitwert Bi dar. Die Parameter Jij sind Admittanzinverter zwischen den Knoten i und j. Die
Hauptkopplungen sind in halbfett, die Querkopplungen in Schraﬀur dargestellt.
Struktur heißt das, dass ein N -kreisiges Filter ohne Quelle-Last Kopplungen ho¨chstens N−2
Transmissionsnullstellen generiert [Ama 99] und dass ein Filter mit Quelle-Last Kopplun-
gen ho¨chstens N Nullstellen haben kann. Vor kurzem wurde die Methode der Extraktion
auch auf Filter mit Quelle-Last Kopplungen erweitert [Mon 00, Ama 01]. Die Realisierung
durch Extraktion kann auch u¨ber die transformierte Variable der Frequenz z2 erreicht wer-
den [Wen 71, Lev 94, Lev 95, Bel 01]. Die gefaltete kanonische Struktur in Abbildung 5
erlaubt die maximale Anzahl an Transmissionsnullstellen N mit der minimalen Anzahl der




(N − 1)/2 N ungerade (46)
Transmissionsnullstellen und wird fu¨r den Entwurf von Filtern in der sogenannten Dual-
Mode Hohlleitertechnologie benutzt (siehe Kapitel 2).
1.5.2 Berechnung durch Orthonormierung
Die zweite Kategorie der Realisierungverfahren wurde von Atia und Williams [Ati 71] vor-
gestellt und berechnet die in Abbildung 6 gezeichnete Vierpolersatzschaltung. Das Filter
ist durch LC Resonatoren und Impedanzinverter realisiert. Der Kern des Verfahrens besteht
darin, die schon bekannten Polynome y22(s) und y21(s) in Gleichung 40 mit den unbekannten
Polynomen y22(s) und y21(s) der Schaltung in Abbildung 6 durch die Gleichungen [Ati 74a]
y21 (s) = j [−[M ]− ω[I]]−1N1
y22 (s) = j [−[M ]− ω[I]]−1NN
(47)


























Abbildung 6: Beidseitig abgeschlossenes Netzwerk aus gekoppelten Resonatoren. Jeder Resonanz-
kreis ist durch die Reihenschaltung einer Kapazita¨t und einer Induktivita¨t (des Wertes 1 F bzw.
1 H) geformt. Die Parameter Mij sind Impedanzinverter zwischen den Resonatoren i und j.
in Verbindung zu bringen. Dabei ist [M ] die normierte Koppelmatrix, sie ist reell und sym-
metrisch und entha¨lt die Werte Mi,j der Schaltung (die Einzelheiten sind in [Ati 72] zu
ﬁnden). Die Matrix [I] ist die Einheitsmatrix. Das Problem besteht jetzt in der Bestimmung
einer Koppelmatrix [M ], die die vorigen Gleichungen erfu¨llt. Da die Matrix [M ] reell und
symmetrisch ist, sind ihre Eigenwerte reell. Deshalb existiert eine reelle orthogonale Matrix
[T ], so dass
[M ] = −[T ][∆][T ]T (48)
gilt. Dabei ist [∆]=diag [λ1, λ2, · · ·, λN ] eine diagonale Matrix. Die Eigenwerte von [M ] sind λi
fu¨r i=1, 2, · · ·, N . Die Matrix [T ]T ist die transponierte Matrix von [T ]. Durch mathematische
Umformung erha¨lt man aus Gleichung 47:
y21 (s) = j
∑N
k=1 TNkT1k/(ω − λk)






Da die Kurzschlussleitwerte y21(s) und y22(s) bekannt sind, ist die Identiﬁkation der Resi-
duen T1k und TNk mo¨glich, die erste und die letzte Reihe der Matrix [T ] ko¨nnen bestimmt
werden. Eine Mo¨glichkeit die verbleibenden N−2 Reihen von [T ] zu berechnen ist das Gram-
Schmidt Orthonormierungsverfahren. Mit diesem Verfahren wa¨hlt man N−2 Vektoren, die
mit der ersten und letzten Reihe von [T ] eine Basis fu¨r den N -dimensionalen euklidischen
Vektorraum generieren. Diese Vektoren ko¨nnen nach Belieben in [T ] gelegt werden. Die Ma-
trix [M ] wird schließlich durch Gleichung 48 berechnet und ha¨ngt von [T ] ab. Die Lo¨sung
des Syntheseproblems ist deshalb uneindeutig und die Matrix [M ] ist voll besetzt. Das heißt,
dass alle mo¨glichen Kopplungen in [M ] sein ko¨nnen. Das ist ein großes Problem fu¨r die Rea-
lisierung des Filters, da durch die A¨hnlichkeitstransformationen die Matrix [M ] vera¨ndert
werden muss (siehe Kapitel 1.6). Dieses Verfahren ist kompliziert und kann manchmal nicht
konvergieren, vor allem mit Filtern hohen Grades. Aus diesem Grund ist die Synthese durch
Extraktion der Schaltung stabiler und somit vorzuziehen.
Anwendungen der Methode der Orthonormierung sind in [Ati 72] fu¨r symmetrische Fil-
ter gegeben. Die Berechnung der Vierpolersatzschaltung durch Orthonormierung ist auch
fu¨r beidseitig abgeschlossene Filter mit nichtminimaler Phase [Ati 74b] und fu¨r einseitig
abgeschlossene Filter [Che 77] erweitert worden.
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1.5.3 Berechnung durch Optimierung
Die Berechnung der Ersatzschaltung durch Optimierung der Koppelmatrix wurde von Atia
beschrieben [Ati 98]. Das Verfahren besteht in der Bestimmung der Matrix [M ], die die
gleichen Pol- und Nullstellen der charakteristischen Funktion und die gleiche Welligkeit im
Durchlassbereich bildet.
Aus der Koppelmatrix [M ] des in Abbildung 6 gezeichneten Prototyps werden die Streu-
parameter durch die folgenden Gleichungen berechnet
S11 =
D − P0R1R2 + j (P11R1 − P22R2)
D + P0R1R2 − j (P11R1 + P22R2) (50)
S21 =
−2j√R1R2P12
D + P0R1R2 − j (P11R1 + P22R2) (51)
wobei P11, P12, P22, P0 und D Polynome in s der Koppelmatrix [M ] sind und
[s[I]− [M ]]−111 = P11/D [s[I]− [M ]]−122 = P22/D
P0D = P
2
12 − P11P22 [s[I]− [M ]]−112 = P12/D
(52)







|S21 (Z21i)|2 + (− ̂)2 . (53)
Dabei sind die komplexen Werte Z11i bzw. Z21i die gewu¨nschten Nullstellen der Reﬂexion
und der Transmission. Die Parameter S11(s), S21(s) und  werden durch die aktuelle Kop-
pelmatrix berechnet. Es gilt, dass =|S11(s)|s=j1 ist. Die reelle Anzahl ̂ ist der vorgegebe
Wert von |S11(s)|s=j1.
Dieses Verfahren ist genauso einfach wie ma¨chtig. Man kann die gewu¨nschte Topologie der
Koppelmatrix vorgeben und die Rotationen der Koppelmatrix in Kapitel 1.6 sind nicht mehr
notwendig. Es gilt fu¨r minimalphasige und nicht minimalphasige Filter und schließt den Fall
von Quelle-Last Kopplungen ein. In a¨hnlicher Weise ko¨nnte das Verfahren in der Synthese
einseitig abgeschlossener Filter verwendet werden. Die Methode gilt auch fu¨r die Synthese
von Koppelstrukturen wie die CT und die CQ [Ati 00], fu¨r die Cul-de-Sac [Cam 02] oder
fu¨r andere Koppelschemen [Ros 02]. Die Konvergenz der Optimierung ist sicher, denn die
Anfangskoppelmatrix ist in der Na¨he der Lo¨sung. Die Methode ist unabha¨ngig von der Topo-
logie der Koppelmatrix. Die Nachteile des Verfahrens sind der Zeitaufwand der Optimierung
und die Notwendigkeit, die richtige Koppelstruktur fu¨r eine vorgegebene Transferfunktion
zu kennen.
1.6 A¨hnlichkeitstransformationen
Eine komplexe Zahl λ ist Eigenwert einer reellen oder komplexen Matrix [A], wenn es einen
Vektor 4x gibt, so dass
[A]4x = λ4x. (54)
Die Eigenwerte von [A] erfu¨llen die Gleichung det ([A]−λ[I]) =0.
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Ist [R] eine reelle oder komplexe nicht singula¨re Matrix und 4y=[R]−14x, folgt aus Gleichung
54
[R]−1[A][R]4y = [R]−1[A]4x = λ[R]−14x = λ4y. (55)
Das bedeutet, dass λ auch Eigenwert der Matrix [R]−1[A][R] ist. Die Transformation
[B] = [R]−1[A][R] (56)
wird A¨hnlichkeitstransformation genannt, [A] und [B] sind a¨hnliche Matrizen. A¨hnliche Ma-
trizen haben auch dasselbe charakteristische Polynom, da
det ([R]−1[A][R]− λ[I]) = det ([R]−1 ([A]− λ[I]) [R]) =
= det([R]−1)det([A]− λ[I])det([R]) = det([A]− λ[I])
ist. Zwei a¨hnliche Koppelmatrizen [K] (in Gleichung 38) haben die gleichen Eigenwerte und
Eigenvektoren. Sie produzieren also die gleiche Transferfunktion. Diese Eigenschaft erlaubt,
eine Koppelmatrix in eine neue Koppelmatrix mit bestimmten Besonderheiten zu transfor-
mieren, ohne die charakteristische Funktion zu vera¨ndern. Dies ist z. B. erforderlich, wenn
die Struktur des Filters gewisse Kopplungen nicht realisieren darf und diese Kopplungskoef-
ﬁzienten auf Null gesetzt werden mu¨ssen. Die Minimierung der Anzahl der Querkopplungen
ist fu¨r den optimalen Entwurf auch ein interessantes Ziel, da Filter mit wenigen Querkopp-
lungen einfacher herzustellen und abzugleichen sind. A¨hnlichkeitstransformationen ko¨nnen
auch benutzt werden, um die Werte der Kopplungskoeﬃzienten zu variieren. Eine zu große
Kopplung ist schwer zu realisieren, die Wirkung einer zu kleinen Kopplung wird oft durch
parasita¨re Eﬀekte beeinﬂusst.
Die Rotationsmatrix [R] der Filtersynthese ist normalerweise eine orthogonale Matrix,
die wie folgt deﬁniert ist. Sie ist eine Einheitsmatrix, in der aber die Elemente
Ri,i = Rk,k = cos (θr)
Ri,k = −Rk,i sin (θr)
(57)
gesetzt sind. Um die Transferfunktion des Filters zu gewa¨hrleisten, mu¨ssen die A¨hnlichkeit-
stransformationen keine Abschlussknoten einbeziehen [Bel 82]. Das impliziert, dass in den
vorigen Gleichungen weder i noch k die Werte 1 oder N+2 gleichen ko¨nnen. Die rekursive




wobei die neue Koppelmatrix [K]r Funktion der letzteren Koppelmatrix [K]r−1 ist.
In der Literatur sind verschiedene Beispiele von A¨hnlichkeitstransformationen fu¨r Fil-
ter mit Kreiszahlen von 6 bis 12 gegeben. Rhodes [Rho 80b] transformiert die kanonische
Koppelstruktur in die In-Line Struktur. Seine Transformationen gelten nur fu¨r symmetri-
sche Filter mit symmetrischer Struktur und mit Kreiszahlen N=6, 8, 10 und 12. Cameron
[Cam 81] erweitert sie zu asymmetrischen Realisierungen. Bell [Bel 82] realisiert asymme-
trische kanonische Koppelstrukturen fu¨r Filter mit symmetrischem oder asymmetrischem
Frequenzgang. Ku¨rzlich hat Macchiarella [Mac 02] einen auf A¨hnlichkeitstransformationen
basierenden Optimierungsprozess fu¨r den Fall von CT Filtern mit Quelle-Last Kopplun-
gen eingefu¨hrt und Cameron hat Tabellen fu¨r die Transformation kanonisch zu Cul-De-Sac
vero¨ﬀentlicht [Cam 02].
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Die kanonische Koppelmatrix ist also einfach zu transformieren. Das ist nicht immer der
Fall fu¨r die vollbesetzte Koppelmatrix, fu¨r die keine allgemeine Regel existiert. Benutzbar
ist deshalb die Synthese durch Extraktion, weniger praktisch ist die Synthese durch Or-
thonormierung. Am geeignetsten ist die Filtersynthese durch Optimierung, hier wird keine
Transformationen der Koppelmatrix beno¨tigt. Diese U¨berlegungen werden eine große Rolle in
der Wahl des besten Synthese-basierenden Algorithmus fu¨r den rechnergestu¨tzten Abgleich
von Mikrowellenﬁltern spielen.
1.7 Filtersynthese und rechnergestu¨tzter Abgleich
Die Theorie der Filtersynthese kann dem rechnergestu¨tzten Abgleich angepasst werden. Das
so genannte inverse Problem liegt darin, die Kopplungskoeﬃzienten und Resonanzfrequenzen
eines gemessenen Filters zu bestimmen. Wenn diese Parameter erst einmal abgeleitet sind,
ko¨nnen sie mit den Kopplungskoeﬃzienten und Resonanzfrequenzen des idealen Filters ver-
glichen werden. Dieser Vergleich zeigt die fehlerbehafteten Parameter, die die Verstimmung
verursachen und eingestellt werden mu¨ssen. Beim manuellen Abgleichen kann aber nur ein
einzelnes Abstimmelement benutzt werden, ein eﬃzientes Auswahlkriterium des Korrektur-
elements ist deshalb notwendig. Die in der Literatur vorgeschlagene Regel fu¨r die Auswahl
des Abstimmelementes ist der gro¨ßte Unterschied zwischen idealer und aktueller Koppelma-
trix. Dieses Problem ist fu¨r die schnelle Konvergenz des Abgleichs sehr wichtig und wird in
den folgenden Kapiteln weiter erarbeitet. Eine schnelle Konvergenz existiert nur dann, wenn
der Unterschied zwischen idealem und gemessenem Filterverhalten empﬁndlich gegen das
abzugleichende Element ist.
Das Problem des Abgleichs durch Filtersynthese wird in drei Schritten bearbeitet:
1. Bestimmung der Pol– und Nullstellen des gemessenen Filters.
2. Berechnung einer verlustbehafteten Schaltung (oder einer Koppelmatrix) der gewu¨n-
schten Topologie.
3. Auswahl des Korrekturelements und Abgleich.
Ibbetson [Ibb 00] realisiert den Tiefpassprototyp, der einem gemessenen Filter entspricht,
durch Extraktion der Schaltungselemente. Diese Methode wurde implementiert, insbesondere
wurde die Extraktion durch die Kettenmatrix benutzt (Einzelheiten sind in Kapitel 1.5.1).
Wegen der beschra¨nkten Genauigkeit der gemessenen Daten und wegen der Eﬀekte des
Rauschens, ist die Anzahl der Elemente begrenzt, die mit einer akzeptablen Genauigkeit
extrahiert werden ko¨nnen. Die Schaltung ko¨nnte komplexe Kapazita¨ten und unrealisierbare
Elemente enthalten, die Anzahl dieser Elemente wu¨rde im Laufe der Extraktion ansteigen.
Selbst wenn der Prototyp synthetisiert werden kann, mu¨ssen A¨hnlichkeitstransformationen
seine Topologie zu der tatsa¨chlichen Topologie fu¨hren. Wie erkla¨rt, stellt die Berechnung
der Schaltung ein Beispiel fu¨r ein uneindeutiges Problem dar. Zahlreich sind die Netzwerke,
die bestimmte Streuparameter generieren ko¨nnen, vor allem bei hochkreisigen Filtern. Die
A¨hnlichkeitstransformationen konvergieren nicht immer zur gewu¨nschten Topologie. Selbst
dann wenn die Konvergenz existiert, kann die Lo¨sung uneindeutig sein und eﬃziente Kriterien
fu¨r die Gu¨ltigkeit der Lo¨sung sind nicht in der Literatur zu ﬁnden.
Der Ansatz von Kahrizi [Kah 00] basiert auf der Realisierung des Filterprototyps durch
Optimierung der Koppelmatrix. Die zu optimierende Matrix ist die Koppelmatrix des idealen
Tiefpassﬁlters. Die Fehlerfunktion wird durch die Nullstellen der gemessenen Streuparameter
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deﬁniert. Wie schon in Kapitel 1.5.3 erkla¨rt, ist dieses Verfahren sehr eﬃzient. Der vorge-
schlagene Algorithmus bereitet jedoch Schwierigkeiten. Die Fehlerfunktion beru¨cksichtigt nur
die Nullstellen von S11(s) und S21(s) und ignoriert die Nullstellen von S22(s). Verlustbehafte-
te Zweitore haben aber im Allgemeinen |S11(s)|=|S22(s)|. Das Verfahren ignoriert den Term
[−̂] der Welligkeit im Durchlassbereich in Gleichung 53. Das Hauptproblem der Methode
liegt darin, dass die Optimierung lokale Minima und uneindeutige Lo¨sungen ﬁnden kann,
vor allem bei stark verstimmten Filtern. Die vorgeschlagene Lo¨sung zu diesem Problem ist
die Mehrstufenoptimierung. Zuna¨chst optimiert man die Hauptkopplungen, dann die Quer-
kopplungen und schließlich die Resonanzfrequenzen. Die Autoren erkla¨ren aber nicht, warum
dieser Ansatz zu besseren Lo¨sungen fu¨hren soll.
Eine weitere Methode ist in [Sey 98] beschrieben. Die Streumatrix [S] eines wie in Ab-





F (s) P (s)
P (s) C(s)
]
= [C] (jω[I]− [M ])−1 [B] + [D] (59)
wobei [C]2×N , [M ]N×N und [B]N×2 reelle oder komplexe Matrizen sind und [B]T=[C]. Die
Matrizen [I]N×N und [D]2×2 sind Einheitsmatrizen, [M ] ist die Koppelmatrix. Die Polynome
E(s), F (s), C(s) und P (s) sind in Abschnitt 1.2.1 deﬁniert und werden durch Polynomappro-
ximation der gemessenen Streuparameter berechnet. Eine bestimmte Streumatrix [S] kann
von unendlichen Kombinationen der Matrizen [B], [M ] und [C] generiert werden. Die ers-
te Lo¨sung fu¨r die Matrix [M ] ist eine diagonale Matrix, deren Elemente die Polstellen der
Transferfunktion sind. Die anderen Lo¨sungen ko¨nnen durch die Transformation
[M ]′= [T ]T · [M ] · [T ]
[B]′ = [T ]T · [B]
[C]′ = [C] · [T ]
(60)
bestimmt werden, wobei [T ] eine reelle oder komplexe orthogonale Matrix ist. Dieses Ver-
fahren ist der in Abschnitt 1.5.2 beschriebenen Methode sehr a¨hnlich. Die Transformationen
der Gleichung 60 sind praktisch A¨hnlichkeitstransformationen und die gewu¨nschte Filterto-
pologie kann durch eine Reihe von Rotationen erreicht werden. Alle mo¨glichen realisierbaren
Lo¨sungen fu¨r eine bestimmte Topologie ko¨nnen auch durch Optimierung der orthogonalen
Matrix [T ] identiﬁziert werden. Die zu minimierende Fehlerfunktion wird durch die Sum-
me der unerwu¨nschten Kopplungskoeﬃzienten berechnet. Diese besondere Methode fu¨r die
Parameteridentiﬁzierung ist innerhalb einer Methode fur die Vollwellenoptimierung von Mi-
krowellenﬁltern verwandt worden [Bil 99, Bil 01, Bai 01, Bil 01b]. Nach einer Vollwellensimu-
lation wird die Koppelmatrix durch das beschriebene Verfahren extrahiert. Sie wird mit der
idealen Koppelmatrix des Filters verglichen. Anhand der Ergebnisse der Gegenu¨berstellung
wird entschieden, ob die zwei Koppelmatrizen hinreichend genau u¨bereinstimmen, und das
Ende des Optimierungsprozesses erreicht ist, oder welche Filterabmessungen korrigiert wer-
den mu¨ssen. Das Verfahren funktioniert aber nur dann, wenn das Filter einen guten Stand
der Reﬂexion im Durchlassbereich zeigt. Die Transformationen der Gleichung 60 ergeben
Schwierigkeiten vor allem bei hochkreisigen Filtern.
Alle beschriebenen Methoden zum Filterabgleich setzen ein vorabgeglichenes Filter vo-
raus. Da die Realisierung durch Optimierung in [Kah 00] keine A¨hnlichkeitstransformationen




In diesem Kapitel wurden die Grundlagen der Synthese von schmalbandigen Filtern aus kon-
zentrierten Elementen vorgestellt. Die Einfu¨hrung in die Theorie der Filtersynthese hat die
folgenden Themen betroﬀen: Deﬁnition von ein- und beidseitig abgeschlossenen Filtern, Ana-
lyse der Besonderheiten der typischen charakteristischen Funktionen, Voraussetzungen der
Realisierbarkeit, Polynomapproximation und Berechnung der Vierpolersatzschaltung. Die
analysierten Ersatzschaltbilder bestehen grundsa¨tzlich aus LC Kreisen und Admittanzinver-
tern oder Impedanzinvertern. Sie sind zur Modellierung von schmalbandigen Hohlleiterﬁltern
aus gekoppelten Resonatoren geeignet, da jeder LC Kreis eine elektrische Resonanz und jeder
Inverter eine Kopplung zwischen zwei Resonatoren darstellt.
Da die Theorie der Realisierung der Schaltung auch fu¨r das so genannte inverse Problem
benutzt werden kann, wurden die Eigenschaften und Nachteile der auf der Theorie der Syn-
these von Reaktanzﬁltern basierenden Hauptalgorithmen des rechnergestu¨tzten Abgleichs
beschrieben. Vorgeschlagene Methoden unterstu¨tzen aber nur den Feinabgleich und ko¨nnen
nur kleine Abweichungen der Parameter bestimmen. Sie brauchen ein Filter, dessen Verhal-
ten in der Na¨he des optimalen Zustandes liegt. Die Wirksamkeit von diesen Methoden ist
deshalb stark eingeschra¨nkt.
2 Stand der Forschung zum rechnergestu¨tzten Filter-
abgleich
2.1 Einleitung
Hochfrequenzﬁlter mit kleiner relativer Bandbreite sind sehr empﬁndlich gegenu¨ber Parame-
tera¨nderungen. Aufgrund von Fertigungstoleranzen, parasita¨ren Eﬀekten und Ungenauigkei-
ten des Simulationsmodells erfu¨llen oft die gefertigten schmalbandigen Filter ihre Speziﬁka-
tion nicht. Daher besteht die Notwendigkeit, einerseits den sogenannten optimalen Entwurf
zu berechnen und andererseits das gefertigte Filter abzugleichen.
Die Berechnung der Filterabmessungen kann durch die Zuweisung von realistischen Tole-
ranzen (engl.: Tolerance Assignment) und Abgleichsbereichen (engl.: Tolerance-Tuning Pro-
blem) durchgefu¨hrt werden. Das Ziel der Zuweisungen ist, einen Entwurf zu ﬁnden, mit dem
die elektrische Speziﬁkation erfu¨llt und eine Minimierung der Herstellung- und Abgleichsko-
sten erreicht wird. Dieser Entwurf wird optimal genannt.
Der Ersatz von fehlerhaften Elementen oder ihr Abgleich sind zwei Mo¨glichkeiten, ein
gefertigtes Filter abzustimmen. Der erstere Ansatz ist in der Literatur als Fehleranalyse
bekannt und ist normalerweise fu¨r die Hochfrequenztechnik zu teuer und zeitintensiv. Beim
Abgleichen werden die Werte der fehlerhaften Parameter durch geeignete Abstimmelemente
eingestellt. Das Ziel des rechnergestu¨tzten Abgleichs ist die Senkung der Zeitdauer und der
Abgleichkosten und ist das Thema dieser Dissertation.
Deterministischer und funktioneller Abgleich sind Abgleichmethoden, die auf das Pro-
blem der Parameteridentiﬁzierung (oder inverses Problem) zuru¨ckgefu¨hrt werden ko¨nnen.
Dieses ist die eindeutige Bestimmung der Parameterwerte einer Schaltung, die durch direkte
Messungen oder durch mathematische Verfahren durchgefu¨hrt wird. Die a¨ltere Theorie der
Fehleranalyse schaﬀt die Voraussetzungen fu¨r die Lo¨sbarkeit der Parameteridentiﬁzierung
und wird in Kapitel 2.4 beschrieben. Das generelle Problem der Parameteridentiﬁzierung
ist fu¨r passive RLC Filter aus konzentrierten Elementen, aktive Filter und Versta¨rker aber
auch fu¨r Mikrowellenﬁlter gu¨ltig. Im Allgemeinen ist die Parameteridentiﬁzierung fu¨r Mikro-
wellenﬁlter nicht einfach. Verschiedene Methoden sind in der Literatur angegeben. Kapitel
2.7 analysiert Vorteile und Grenzen dieser Verfahren, um zu verstehen, welche mit Erfolg
verwendet werden ko¨nnen und was noch zu tun ist. Diese U¨berlegungen sind hilfreich, die
Ziele dieser Arbeit zu verdeutlichen.
2.2 Zur Notwendigkeit des Abgleichs
Die Realisierung eines schmalbandigen Mikrowellenﬁlters wird normalerweise in drei Schrit-
ten durchgefu¨hrt, Entwurf, Fertigung und Montage, und wirs im Folgenden analysiert.
Der Entwurf ist die Bestimmung der Filterstruktur einschließlich ihrer geometrischen Ab-
messungen, so dass im Rahmen des Feldsimulationsmodells der Frequenzgang des Filters
die Speziﬁkation erfu¨llt. Dieser Entwurf wird gewo¨hnlich in vier Schritten durchgefu¨hrt: Be-
rechnung des Tiefpassprototyps, Bandpasstransformation des Prototyps, Bestimmung der
Anfangsdimensionen und Optimierung des Feldsimulationsmodells. Die endgu¨ltigen Abmes-
sungen des Filters werden also mittels Optimierung festgelegt. Das Feldsimulationsmodell
beru¨cksichtigt normalerweise keine Verluste. Die Verluste verschieben Pol- und Nullstellen
des Filters weiter in die linke Halbebene der komplexen s-Ebene und erho¨hen die Da¨mpfung
im Durchlassbereich (siehe Kapitel 1). Weiterhin ist die Genauigkeit der Modellierung des



















Abbildung 7: Tiefpassprototyp mit Admittanzinvertern und sein a¨quivalentes Feldsimulations-
modell in Dual-Mode Hohlleitertechnologie. Beispiel eines vierkreisigen Filters mit einer negativen
Querkopplung. Die Pfeile im rechten Bild geben die Richtung des Elektrischen Feldes an.
Feldsimulationsmodells beschra¨nkt. So ist z. B. in Abha¨ngigkeit des verwendeten Verfahrens
(Mode-Matching, Finite Elemente, Finite Diﬀerenzen usw.) die Zahl der beru¨cksichtigten
ho¨heren Moden beschra¨nkt. Weiterhin wird die numerische Genauigkeit durch Rundungs-
fehler begrenzt.
Die Fertigung und die Montage betreﬀen die Realisierung des sich aus dem Feldsimu-
lationsmodell ergebenden Filters. Jede Fertigungsmethode ist von bestimmten Toleranzen
gekennzeichnet und aufgrund dieser Toleranzen werden oft die gefertigten Filter ihre elektri-
schen Speziﬁkationen nicht erfu¨llen. Typische Fertigungsmethoden fu¨r Hohlleiterﬁlter sind
Fra¨sen und Drehen, wobei die Toleranzen in der Gro¨ßenordnung von ein bis zwei Hundert-
stel Millimeter liegen. Kleinere Toleranzen sind auch mo¨glich, die Fertigung wird dadurch
aber langsamer und teurer. Es muss also ein Kompromiss zwischen Toleranzen und Kosten
gefunden werden. Die Schwierigkeiten des Problems der Toleranzen ist eine Funktion der
relativen Bandbreite und Mittenfrequenz des Filters. Filter mit schmalen relativen Band-
breiten und hohen Mittenfrequenzen sind sehr empﬁndlich gegenu¨ber Parametera¨nderungen
und erfordern kleine Toleranzen. Weitere Probleme sind zu erwarten, wenn besondere Geo-
metrien gefertigt werden mu¨ssen, z. B. rechteckige Kanten. Diese werden durch Fra¨sradien
angena¨hert. Gefertigte und geforderte Geometrien sind also nicht identisch. Das gemessene
Filterverhalten wird also vom berechneten Frequenzgang abweichen und es muss deshalb
abgestimmt werden. Die direkte Messung der Filtergeometrien hilft nicht, das Problem des
Abgleichs zu lo¨sen. Es ist na¨mlich unpraktisch oder manchmal unmo¨glich Fehler zu korri-
gieren, die im Bereich der Toleranzen liegen. Die Anwendung von Abstimmelementen ist
deshalb unverzichtbar.
Auch kleine Abweichungen der Geometrie, die die Montage mit sich bringen kann, ko¨nnen
Variationen der Kopplungskoeﬃzienten und Resonanzfrequenzen des Filters verursachen. Die
Geometrien ko¨nnten leicht verformt werden und die Position einer Koppelblende auf dem
Querschnitt ko¨nnte z. B. nicht mit der idealen Position u¨bereinstimmen. Die Eﬀekte der
Montage ko¨nnen nicht vorausgesehen werden. Hochkreisige Filter mit zahlreichen Kompo-
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nenten, hoher Mittenfrequenz und schmaler relativer Bandbreite sind normalerweise sehr
empﬁndlich auch gegenu¨ber Montagetoleranzen.
Der Abgleich ist die Einstellung der Kopplungen und Resonanzfrequenzen eines Filters.
Wie in Kapitel 1 gezeigt, ha¨ngt das elektrische Filterverhalten nur von diesen Parametern
ab. Nur Kopplungen und Resonsnzfrequenzen mu¨ssen deshalb abgeglichen werden. Abgleich
kann viele Ungenauigkeiten kompensieren: Ungenauigkeiten der Simulation, der Toleranzen,
der Radien und weitere Ungenauigkeiten bei Fertigung und Montage. Abbildung 8 zeigt
ein Beispiel von Filtern in Single- und Dual-Mode [Wil 70, Wil 77] Hohlleitertechnologie.
Solche Filter nutzen die TE Moden, z. B. TE101 bzw. TE111. Die Resonanzfrequenzen der
Filter werden durch die gezeigten Abgleichschrauben abgeglichen. In einem Dual-Mode Filter
werden die Kopplungskoeﬃzienten zwischen zwei orthogonalen Moden im selben Resonator










Abbildung 8: Vierkreisiges Rechteckhohlleiterﬁlter in Single-Mode Technologie (links) und vier-
kreisiges Rundhohlleiterﬁlter in Dual-Mode Technologie (rechts).
Die Verschiebung der Resonanzfrequenz durch eine Variation des Volumens des Resona-
tors oder durch eine Variation des Materials des Resonators kann mit der Sto¨rungstheorie
untersucht werden. Eine metallische Schraube in einem metallischen Resonator wird die
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a¨ndern, wobei ω0 die Resonanzfrequenzen des ungesto¨rten Resonators und ω die neue Re-
sonanzfrequenz ist. ∆V und V sind das Volumen der Schraube und des Resonators,  und
µ sind Dielektrizita¨ts- und Permeabilita¨tskonstante im Resonators, 4E0 und 4H0 sind elek-
trische und magnetische Felder des ungesto¨rten Resonators. ∆UH und ∆UE sind die durch
die Schraube bewirkten A¨nderungen der magnetischen und elektrischen Feldenergie. U ist
die Gesamtenergie, die der Resonator entha¨lt. Die Resonanzfrequenz wird also erho¨ht oder
erniedrigt in Abha¨ngigkeit von Position und Eindringtiefe der Schraube.
In einem Dual-Mode Resonator ist die wechselseitige Abha¨ngigkeit der zwei Resonanzfre-
quenzen und des Kopplungskoeﬃzienten von der entsprechenden Eindringtiefe der Schrauben
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nichtlinear (siehe Abbildung 9). Ein Inkrement der Tiefe der Abgleichschraube TE11cos ver-
ursacht eine kapazitive Verringerung der entsprechenden Resonanzfrequenz und eine kleine
induktive Steigerung der Resonanzfrequenz des orthogonalen Modes TE11sin. Ein Inkrement
der Eindringtiefe der Koppelschraube verursacht eine Erho¨hung des Kopplungskoeﬃzienten
und die kapazitive und induktive Verminderung der Resonanzfrequenz der zwei orthogonalen
Moden. Diese wechselseitige Abha¨ngigkeit der Resonanzfrequenzen und des Kopplungskoef-
ﬁzienten machen den Abgleich von Filtern in Dual-Mode Technologie sehr schwierig. Diese
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Abbildung 9: Quer- und La¨ngschnitt eines Rundresonators mit dem Feldverteilung des TE111
Modes, zwei Abgleichschrauben und einer Koppelschraube.
Von Interesse ist auch die mo¨gliche Vera¨nderung der Resonanzfrequenz durch eine Va-






(µ1 − µ)| 4H0|2 + (1 − )| 4E0|2)dv∫
V
(µ| 4H0|2 + | 4E0|2)dv
(62)
wobei 1, µ1 und ∆V Dielektrizita¨tskonstante, Permeabilita¨tskonstante und Volumen des in
Resonator eingefu¨gten Elements sind. Gleichung 62 zeigt, dass eine Vergro¨ßerung von  oder µ
immer die Resonanzfrequenz vermindert. Dielektrische Abgleichschrauben verursachen Va-
riationen (1−)=0 und (µ1−µ)=0, und sind da wirksam, wo die elektrische Komponente
des elektromagnetischen Feldes ungleich Null ist. Die Wirkung der Koppel- und Abgleich-
schrauben auf die unbelastete Gu¨te des Resonators wurde von Thal [Tha 77] untersucht.
Ergebnisse zeigen, dass die unbelastete Gu¨te verringert wird, wenn die Eindringtiefe der
Schrauben zunimmt.
Die Resonanzfrequenzen des Filters werden also durch Abgleichschrauben abgeglichen.
Die Kopplungskoeﬃzienten zwischen zwei orthogonalen Moden werden durch die Koppel-
schrauben generiert und abgestimmt. Die induktiven Koppelblenden ko¨nnen auch mittels
Abstimmschrauben abgeglichen werden. Der Abgleich korrigiert die Ungenauigkeiten der To-
leranzen, der Montage und des Feldsimulationsmodells durch Abstimmung von Kopplungs-
koeﬃzienten und Resonanzfrequenzen. Es ko¨nnen aber nur kleine Fehler korrigiert werden.
Die von einer falschen Montage verursachten gravierenden Fehler (siehe Kapitel 2.4) ko¨nnen
z. B. nicht abgestimmt werden. Auch die Verluste sind nicht einstellbar. Im Allgemeinen ist
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der Abgleich nur dann erfolgreich, wenn die Geometrien des gefertigten Filters in der Na¨he
der berechneten Abmessungen liegen. Normalerweise mu¨ssen die Abmessungen des Filters
im Toleranzbereich liegen.
2.3 Optimaler Entwurf
Das grundsa¨tzliche Ziel eines Entwurfs ist es, einen Nennvektor 4φ0= [φ01, φ
0
2, · · ·, φ0P ]T der
Schaltungsparameter φ1, φ2, · · ·, φP (z. B. Geometriedaten, Hohlleiterla¨ngen, Kopplungsko-
eﬃzienten usw.) zu ﬁnden, mit dem die Schaltung die Speziﬁkationen erfu¨llt.
Die Beru¨cksichtigung der Toleranzen im Abschnitt des Entwurfs ist notwendig, um ein
funktionierendes theoretisches Modell in ein herstellbares Produkt zu verwandeln [Pin 75].
Das Problem der Zuweisung der Toleranzen und das generelle Problem der Zentrierung des
Entwurfs mit der optimalen Zuweisung der Toleranzen sind in der Literatur ausfu¨hrlich be-
schrieben worden [Pin 72, Ban 74, Ban 74b, Ban 75, Pin 75, Eli 75]. Sowohl deterministische
als auch statistische Methoden sind benutzt worden [Geh 71]. Die erste Methode ist in der
Literatur als Worst-Case Entwurf, die letztere als statistischer Entwurf bekannt.
Das Problem der Zentrierung des Entwurfs mit der optimalen Zuweisung der Toleranzen
und die Verfu¨gbarkeit des Abgleichs wurde zuerst durch Bandler [Ban 74c, Ban 75b, Ban 76]
untersucht. Die Grundidee ist, dass Fertigung, Abgleich und Betriebseigenschaften einer elek-
trischen Schaltung simuliert werden ko¨nnen [Kje 75]. Die Theorie verbindet die Parameter
der Nennschaltung, die entsprechenden Toleranzen und die Abgleichsbereiche. Das Ziel ist,
einen Nennvektor 4φ0, die Toleranzen und den Abgleichsbereich zu berechnen, mit denen die
Herstellungskosten reduziert und die Speziﬁkationen erfu¨llt werden ko¨nnen. Beispielsweise
kann ein Entwurf mit dem breitesten Toleranzbereich und dem kleinsten Abgleichbereich zur
Minimierung der Herstellungskosten fu¨hren.
Der Entwurf besteht in einem Nennvektor 4φ0= [φ01, φ
0
2, · · ·, φ0P ]T , einem Toleranzvektor
4= [1, 2, · · ·, P ]T und einem Abgleichsvektors 4t= [t1, t2, · · ·, tP ]T , wobei P die Anzahl der
Parameter der Schaltung ist. Das Ergebnis des Entwurfs ist der Vektor
4φ = 4φ0 + [E]4µ+ [T ]4; 4φ ∈ RC . (63)




reelle diagonale Matrizen. Sie stel-
len Toleranz- bzw. Abgleichsbereiche dar. Die Vektoren 4µ und 4σ legen die Auswirkung der
Toleranzen und des Abgleichs fest. Alle Vektoren der Schaltungsparameter, mit denen die
Schaltung die Speziﬁkation erfu¨llt, sind in der Menge RC enthalten. Die Speziﬁkationen
werden mathematisch durch begrenzte Funktionen 4g(4φ) dargestellt, wie z. B.
RC =
{
4φ | 4g(4φ) ≥ 40
}
. (64)
Die Aufgabe des Entwurfs besteht in der Bestimmung der Vektoren {4φ0,4,4t}, die die Funk-
tion der Herstellungskosten C( 4φ0,4,4t) minimieren, unter der Bedingung 4φ∈RC und der Be-
schra¨nkungen 4φ0,4,4t≥40. Die Funktion C muss geeignete Terme enthalten, die die Abgleich-
kosten darstellen. Diese Abgleichkosten wachsen im Allgemeinen sowohl mit der Zahl abzu-
gleichender Parameter als auch der Weite der Abgleichbereiche. Eine genaue Scha¨tzung der
Kosten ist eine unerla¨ssliche Voraussetzung zur Erreichung des optimalen Entwurfs.
Die Ergebnisse dieser Theorie beweisen die Wichtigkeit des Abgleichs. Die Einbeziehung
von abgleichbaren Parametern kann na¨mlich die Toleranz u¨ber denselben Parameter erho¨hen
und kann die Unbestimmtheiten des Modells kompensieren. Die Minimierung der Abgleichs-




Nach der Fertigung und der Montage der Schaltung muss gepru¨ft werden, ob die elektrischen
Speziﬁkationen erfu¨llt sind. Bei Nichterfu¨llung wird die Schaltung korrigiert. Bei der Fehler-
analyse werden die fehlerbehafteten Elemente ersetzt. Ein Element ist fehlerhaft, wenn es
Vera¨nderungen der idealen U¨bertragungsfunktion verursacht. Die Fehler ko¨nnen klein oder
gravierend sein. Man hat einen kleinen Fehler, wenn das Element zwar richtig funktioniert,
aber sein Wert vom Nennwert abweicht. Der gravierende Fehler entspricht dem Fall, dass
das Bauteil seine charakteristische Funktion verliert. Normalerweise verursacht ein solcher
Fehler einen Kurzschluss oder einen Leerlauf an den Knoten des Bauteils.
Das Problem der Fehleranalyse wird gewo¨hnlich als Parameteridentiﬁzierung bezeich-
net [Tri 78]. Durch die Parameteridentiﬁzierung berechnet man die aktuellen Parameter der
Schaltung. Wenn dies eindeutig mo¨glich ist, wird das inverse Problem gelo¨st. Durch den Ver-
gleich von aktuellen und idealen Parametern ko¨nnen fehlerbehaftete Elemente identiﬁziert
und ersetzt werden. Die Lo¨sbarkeit der Parameteridentiﬁzierung wurde zuerst von Berko-
witz [Ber 62] betrachtet, der den Begriﬀ der Erreichbarkeit einfu¨hrte. Dieser kennzeichnet
die Mo¨glichkeit, Spannungen oder Stro¨me an den Knoten eines Bauteiles einer Schaltung
aus konzentrierten Elementen zu messen oder einzupra¨gen. Lo¨sbar ist die Parameteridentiﬁ-
zierung fu¨r eine Schaltung genau dann, wenn alle Werte ihrer Parameter aus den Messungen
an den erreichbaren Knoten eindeutig bestimmt werden ko¨nnen.
Das Gelingen der Fehleranalyse ha¨ngt von der Technologie ab. Eine Begrenzung fu¨r die
Lo¨sbarkeit ist die Unerreichbarkeit einiger oder aller Knoten der Komponenten. Berkowitz
[Ber 62] zeigt, dass lineare Schaltungen aus erreichbaren Knoten lo¨sbar sind. Auch lineare
Schaltungen, die nicht zusammengesetzt sind, sind lo¨sbar, da ihre Knoten erreichbar sind.
Ausnahme sind die Elemente mit Parallelanschluss, die nicht eindeutig aus der Messung
von Spannung und Strom bestimmt werden ko¨nnen. Ein anderer Fall liegt vor, wenn einige
Knoten teilweise erreichbar sind, nur Spannungen oder Stro¨me gemessen oder eingepra¨gt
werden ko¨nnen, oder gar nicht erreichbar sind. Der Fall einer Schaltung mit einer gegebenen
Topologie und mit einigen nicht erreichbaren Knoten wurde von Mayeda [May 78] unter-
sucht. Schaltungen aus teilweis erreichbaren Elementen, wobei keine Stro¨me gemessen oder
eingepra¨gt werden ko¨nnen, wurden in [Elt 75] untersucht. Das Problem der Lo¨sbarkeit von
nichtlinearen Schaltungen ist noch ungelo¨st. Die Parameterwerte einer nichtlo¨sbaren Schal-
tung ko¨nnten auch mittels eines Optimierungsprozesses berechnet werden. Die Ergebnisse
einer Optimierung sind aber im Allgemeinen uneindeutig. Notwendige Voraussetzung fu¨r die
Lo¨sbarkeit der Parameteridentiﬁzierung durch Optimierung ist deshalb, dass
”
die meisten
Parameterwerte der gemessenen Schaltung nahe den nominalen Werten liegen“ [Ban 80].
Die Theorie der Fehleranalyse wurde fu¨r Filter aus konzentrierten Elementen entwickelt.
Die Methode beno¨tigt eine große Anzahl von Messungen und liefert nicht immer akzeptable
Ergebnisse bei gravierenden Fehlern. Weiterhin sind die meisten Messungen invasiv, sie sto¨ren
das Filterverhalten und den gemessenen Parameter. Mikrowellenﬁlter sind also in den meisten
Fa¨llen nicht untersuchbar. Der Ansatz zur Parameteridentiﬁzierung muss also anders sein,
als mittels direkter Messung der Kopplungskoeﬃzienten, der Resonanzfrequenzen oder der
Geometrien. Bei kleinen Fehlern ist es außerdem zu teuer und viel zu aufwa¨ndig die Bauteile
zu ersetzen, viel besser ist es, die Werte der fehlerbehafteten Parameter abzugleichen. Der
Abgleich lo¨st also das Problem der Toleranzen und bietet die beste Mo¨glichkeit zur Korrektur
des hergestellten Filters.
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2.5 Theoretische Formulierung des Problems des Abgleichs
Im Folgenden wird das Problem des Abgleichs fu¨r ein Filter mit P Parametern (Elementen)
beschrieben. Von diesen P Parametern sind nur K≤P Elemente abgleichbar und damit die
verbleibenden P−K Elemente unabgleichbar. Dieses Faktum kann formal dadurch ausge-
dru¨ckt werden, dass man aus dem P -dimensionalen Vektor 4φ=[φ1, φ2, · · ·, φP ] der Parameter
einen K-dimensionalen Teilvektor der abgleichbaren Elemente
4φt = [φ1, φ2, · · ·, φK ]T (65)
und einen (P−K)-dimensionalen Teilvektor
4φr = [φK+1, φK+2, · · ·, φP ]T (66)
der unabgleichbaren Elemente bildet und diese Zerlegung gema¨ß 4φ=[4φt, 4φr] formuliert. Fu¨r
ein aktuelles Filter ko¨nnen durch jede Methode zur Parameteridentiﬁzierung die P aktuellen
Parameter 4φa=[φa1, φ
a
2, · · ·, φaP ]=[ 4φat , 4φar ] gefunden werden. Durch Abgleich kann nur der zu 4φt





= [4φt, 4φar ] (67)
zur Verfu¨gung. Da zur Erfu¨llung der elektrischen Speziﬁkationen nur die K Parameter 4φ zur










In Gleichung 64 wurde die Menge aller P -dimensionaler Vektoren 4φ, welche die Speziﬁka-
tionen erfu¨llen, mit RC bezeichnet. Der Abgleich ﬁndet aber nur in derjenigen Untermenge










Das Ziel des Abgleichs ist, einen aktuellen Vektor 4φt zu ﬁnden, so dass
4φat + [Tt]4φt ∈ RCT . (70)
Dabei ist [Tt] eine Untermatrix der im Kapitel 2.3 deﬁnierten Matrix [T ], ihre Ordnung ist




2, · · ·, φaK ]T .
Es sind zwei begriﬄich verschiedene Ansa¨tze in der Literatur fu¨r den rechnergestu¨tzten
Abgleich zu ﬁnden, die unter der Bezeichnung deterministischer und funktioneller Abgleich
bekannt sind [Mos 78]. Der deterministische Abgleich betriﬀt die Feinabstimmung der Kom-
ponenten im Vergleich zu Werten, die analytisch vorgegeben sind. Der funktionelle Abgleich
impliziert die Feinabstimmung eines zusammengesetzten und funktionierenden Netzwerkes,
so dass seine U¨bertragungseigenschaft wa¨hrend des Abgleichs u¨berwacht werden kann. Die
Theorie des deterministischen und des funktionellen Abgleichs wird in den folgenden Ab-
schnitten erkla¨rt.
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2.6 Deterministischer Abgleich
Der deterministische Abgleich ist die Abstimmung von einigen Komponenten einer RC akti-
ven Schaltung. Die notwendigen Abweichungen fu¨r die Einstellung werden aus einer Kombi-
nation von Vierpolgleichungen und Bauelementemessungen vorgeschrieben. Der Hauptunter-
schied zwischen der a¨lteren Theorie der Fehleranalyse und dem deterministischen Abgleich
ist, dass jetzt einige Parameter abgeglichen werden ko¨nnen.
Am Anfang wird die Transferfunktion der idealen Schaltung berechnet. Die Koeﬃzienten
dieser Funktion ha¨ngen von den Werten der Schaltungsparameter ab. Ein nichtlineares Glei-
chungssystem, das Parameterwerte und Koeﬃzienten der Transferfunktion in Verbindung
bringt, kann deshalb aufgestellt werden. Da ein Filter durch die Koeﬃzienten seiner Trans-
ferfunktion charakterisiert wird und da diese Koeﬃzienten Funktionen der Kapazita¨ten und
der ohmschen Widersta¨nde der Schaltung sind, kann die Invarianz der Transferfunktion bei
der Messung der Kapazita¨ten und dem Abgleich der ohmschen Widersta¨nde erreicht werden.
Zum Beispiel wird die Gleichung RC=k1 mit der gemessenen Kapazita¨t C=C1 und der Wahl
R=k1/C1 veriﬁziert. Die Auswahl der ohmschen Widersta¨nde als abgleichbare Elemente ist
nicht zufa¨llig, da es schwierig ist, Kapazita¨ten zu variieren [Lop 77]. Normalerweise wird La-
ser Trimming benutzt, um die Werte der ohmschen Widersta¨nde zu erho¨hen. Die Lo¨sung des
Problems des Abgleichs wird also durch die Inversion eines nichtlinearen Systems berechnet.
Der deterministische Abgleich besteht im Grunde genommen im Trimming von Wider-
sta¨nden. Das Verfahren ist einfach und schnell in der Ausfu¨hrung, jedoch mu¨ssen die nichtli-
nearen Gleichungen die ersten und oft auch die zweitrangigen parasita¨ren Eﬀekte beru¨cksich-
tigen. Typische parasita¨re Eﬀekte sind die Verluste und Frequenzabha¨ngigkeit der Konden-
satoren und die Frequenzabha¨ngigkeit der Operationsversta¨rker. Notwendige Voraussetzung
fu¨r den Erfolg des Algorithmus ist, dass die Knoten der Kondensatoren erreichbar sind. Die
Genauigkeit der Methode ha¨ngt von der Pra¨zision der Messungen der Kondensatoren und
der ohmschen Widersta¨nde ab, sowie von der Genauigkeit des Trimmings.
Das Hauptproblem des Verfahren liegt darin, dass man fu¨r eine Menge abgleichbarer Ele-
mente nicht sicher sein kann, dass eine Lo¨sung des nichtlinearen Systems existiert und, dass
sie eindeutig ist. Um diese Schwierigkeit zu beheben schla¨gt Lopresti [Lop 77] eine Methode
fu¨r den deterministischen Abgleich von RC aktiven Filtern vor. Das Verfahren invertiert
grundsa¨tzlich das System durch Optimierung. Die Berechnung der Empﬁndlichkeiten der
Koeﬃzienten der Transferfunktion zu den Werten der Elemente der Schaltung unterstu¨tzt
die Optimierung. Obwohl dieser Algorithmus das Problem der Eindeutigkeit lo¨st, scheint
die Optimierung u¨ber Koeﬃzienten der Transferfunktion Nachteile zu haben. Es ko¨nnte
passieren, dass einige Koeﬃzienten hohe Empﬁndlichkeiten zu einigen Parametern haben.
Um diese Schwierigkeit zu umgehen, ko¨nnte man Gewichtungsfaktoren benutzen, aber dafu¨r
ko¨nnten schlechte Konditionen auftreten.
Ein weiterer Algorithmus ist von Alajajian, El-Masry und Trick vorgeschlagen worden
[Ala 79, Ala 80]. Das Verfahren verwendet den Begriﬀ des adjungierten Netzwerks und das
diﬀerentielle Tellegenstheorem [Dir 69], um eine Beziehung zwischen Parametera¨nderungen
∆GK und entsprechenden Spannungsa¨nderungen ∆VK an den abgleichbaren Knoten der







) · V̂ iK∆GK − c · V iod = −V iom. (71)
Dabei ist T die Anzahl der abgleichbaren ohmschen Widersta¨nde. VK bzw. V̂K sind Spannun-
gen der idealen und der adjungierten Schaltung u¨ber alle abgleichbaren Elemente. Vom bzw.
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Vod sind Ausgangsspannungen der gefertigten und der idealen Schaltung. Die Hochstellung
i bezeichnet die Frequenz, an der die Spannungen betrachtet werden. c ist eine unbekann-
te Konstante. VK+∆VK sind die Spannungen nach dem Abgleich. Diese ko¨nnen durch die
Spannungen der idealen Schaltung angena¨hert werden:
VK +∆VK ∼= VKD, fu¨r K = 1, 2, · · ·, T . (72)
Auf diese Art ko¨nnen die erforderlichen Abgleichbetra¨ge ∆GK einfach durch die Lo¨sung eines
linearen Gleichungssystems bestimmt werden. Dieser Algorithmus ist eﬃzient. Er zwingt
na¨mlich sowohl Ausgangsspannungen als auch Innenspannungen, die Speziﬁkationen zu er-
fu¨llen. Die Abgleichbetra¨ge sind jedoch außer Kontrolle und man kann nichts dagegen tun,
wenn diese Beitra¨ge zu groß werden.
Obwohl noch weitere eﬃziente Algorithmen fu¨r den deterministischen Abgleich von RC
aktiven Filtern existieren [Lue 77], scheint die Anwendung dieses Verfahrens fu¨r Mikrowel-
lenﬁlter aus gekoppelten Resonatoren sehr unwahrscheinlich zu sein. In diesem Fall ist die
direkte Messung der Filterparameter sehr schwierig, ungenau und manchmal gar unmo¨glich.
Das Problem ist die Unerreichbarkeit der Knoten. In den meisten Fa¨llen kann die beste elek-
trische Performance nur dann erreicht werden, wenn alle Filterparameter, d. h. Resonanzfre-
quenzen und Kopplungskoeﬃzienten, einstellbar sind. Die Anwendung des deterministischen
Abgleichs ist also hauptsa¨chlich fu¨r Filter aus konzentrierten Elementen pra¨destiniert.
2.7 Funktioneller Abgleich
Der funktionelle Abgleich bedeutet die Abstimmung der kritischen Parameter des Netzwerks
wenn alle Komponenten zusammengesetzt worden sind und das Verhalten des Filters gemes-
sen werden kann. Der klassische Ansatz zum funktionellen Abgleich nutzt den Begriﬀ der
Empﬁndlichkeitsanalyse und wird im Abschnitt 2.7.3 beschrieben. In diesem Kapitel werden
aber auch weitere Algorithmen untersucht, die fu¨r den Abgleich von Mikrowellenﬁltern aus
gekoppelten Resonatoren geeignet sind. Diese Methoden verwenden zusammengesetzte Fil-
ter. Aus diesem Grund werden sie als Algorithmen des funktionellen Abgleichs betrachtet.
Vorher werden die Algorithmen untersucht, die auf der Kurzschlussmethode basieren. Dann
werden die Algorithmen durch Optimierung der Koppelmatrix beschrieben. Sie sind fu¨r den
Feinabgleich geeignet, aber sie beru¨cksichtigen keine parasita¨ren Eﬀekte. Danach werden die
Algorithmen durch Empﬁndlichkeitsanalyse beschrieben. Diese werden auch wa¨hrend des
Feinabgleichs verwendet, sie brauchen keine Ersatzschaltung und beru¨cksichtigen die pa-
rasita¨ren Eﬀekte des gemessenen Filters. Schließlich wird der Algorithmus im Zeitbereich
beschrieben und es werden noch weitere Verfahren untersucht.
2.7.1 Abgleich basierend auf der Kurzschlussmethode
Zu der Klasse der Kurzschlussmethoden geho¨ren die Abgleichsalgorithmen, die ein Filter
mit einem Kurzschluss an einem Tor betrachten. Die Kopplungskoeﬃzienten und die Reso-
nanzfrequenzen werden normalerweise durch Messung des Reﬂexionsfaktors Γ (ω) an dem
anderen Tor berechnet.
Die Methode wurde erstmals von Atia und Williams vorgestellt [Ati 75, Wil 83]. Sie
konnten die Kopplungskoeﬃzienten eines Tschebyscheﬀ-Filters mit schon abgeglichenen Re-
sonanzen durch Messung der 00 und 1800 Phasenstellungen von Γ (ω) berechnen, wie auch in
[McD 76] gezeigt. Diese Frequenzstu¨tzstellen sind einfach zu messen. Die Kenntnis der 00 und
2.7 Funktioneller Abgleich 31
1800 Phasenstellungen gibt die Mo¨glichkeit, die Pol- und Nullstellen der Eingangsimpedanz





wobei Z1 und R1 die Eingangsimpedanz des Filters und der Innenwiderstand der Quelle
sind. Die 00 und 1800 Phasenstellungen von Γ (ω) entsprechen den Pol- und Nullstellen von
Z1(ω). Die Kenntnis der Eingangsimpedanz erlaubt schließlich durch rekursive Formeln die
Identiﬁzierung aller Kopplungskoeﬃzienten. Die Grenzen des Verfahrens sind oﬀensichtlich.
Die Resonanzfrequenzen mu¨ssen schon eingestellt sein, sie werden nicht identiﬁziert. Die vor-
geschlagenen Formeln gelten nur fu¨r verlustlose Filter ohne Querkopplungen. Ku¨rzlich wurde
das Verfahren um die Extraktion der Resonanzfrequenzen erweitert [Ati 00b], Anwendun-
gen der Methode fu¨r den Entwurf von Entzerrern der Gruppenlaufzeit sind in [Hsu 01] zu
ﬁnden. Die vorgeschlagenen rekursiven Formeln gelten aber nur fu¨r verlustlose Tschebyscheﬀ-
Filter. Auch in diesem Fall ist notwendige Bedingung fu¨r die Anwendbarkeit der Methode,
dass die Filtercharakteristik bereits in der Na¨he des optimalen Verhaltens liegen muss. Die
Einfu¨hrung von Querkopplungen wurde in [Hsu 02] betrachtet. Diese Arbeit untersucht ka-
nonische verlustlose Netzwerke mit symmetrischer Anordnung der Resonanzfrequenzen um
die Ebene der Symmetrie des Filters herum, wie z.B. fres1=fresN , fres2=fresN−1 usw. Diese
Beschra¨nkungen machen das Verfahren fu¨r den rechnergestu¨tzten Abgleich ungeeignet.
Accantino [Acc 86, Acc 87] realisiert die Extraktion von Resonanzfrequenzen und Kopp-
lungskoeﬃzienten eines Tschebyscheﬀ-Filters durch Synthese einer verlustlosen LCX Schal-
tung (siehe Kapitel 1 fu¨r die Einzelheiten). Wenn das Filter zusa¨tzliche Querkopplungen hat,
wird eine Optimierung der Koppelmatrix benutzt. Die Fehlerfunktion wird durch 00 und 1800
Phasenstellungen von Γ (ω) deﬁniert. Dieses Verfahren beno¨tigt ein vorabgeglichenes Filter
um das Problem der lokalen Minima und der Eindeutigkeit der Lo¨sung zu verringern. Erst
wenn das Filter nah am idealen Verhalten liegt, kann der Algorithmus angewendet werden.
Deshalb ist die Wirksamkeit der Methode sehr begrenzt.
Interessant ist das in [Che 77b] beschriebene Verfahren. Die Methode basiert auf der
U¨bereinstimmung zwischen gemessener und simulierter Eingangsimpedanz. Die Ersatzschal-
tung des Filters ist in Abbildung 6 gezeigt und sie wird durch die Impedanzmatrix dargestellt.
Zu Beginn des Abgleichverfahrens werden alle Resonanzen verstimmt und die Elemente der
Impedanzmatrix dementsprechend eingestellt. Die Resonatoren 1, 2, 3, · · ·, N werden entspre-
chend der U¨bereinstimmung der gemessenen und simulierten Eingangsimpedanzen einzeln
systematisch abgeglichen. Dieses Verfahren berechnet keine Kopplungskoeﬃzienten und Re-
sonanzfrequenzen des gemessenen Filters und es lo¨st kein inverses Problem. Die Wechselwir-
kung der Abstimmelemente macht den Abgleich kompliziert und ungenau. Die sogenannte
Fehlerausbreitung verbietet, hochkreisige Filter abzugleichen. Abgleichfehler in den vorigen
Resonatoren verursachen na¨mlich gro¨ßere Fehler in den inneren Resonatoren des Filters. Das
Verfahren ist im Allgemeinen langsam und ungenau.
Die Folgerungen aus diesem Kapitel sind einfach zu ziehen. Die Parameteridentiﬁzierung
durch analytische Verfahren funktioniert nur unter bestimmten Bedingungen, insbesondere
darf in den meisten Fa¨llen das Filter nicht verlustbehaftet sein. Die rekursiven Formeln
gelten na¨mlich nur in diesem Fall. Die systematische Methode von Chen identiﬁziert keine
Kopplungskoeﬃzienten und Resonanzfrequenzen, und das Verfahren ist ungenau. Die Sys-
tematik dieser Methode ist interessant, aber sie war schon lange in der Literatur bekannt
[Dis 51] (siehe Kapitel 2.7.5).
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2.7.2 Abgleich durch Optimierung der Koppelmatrix
Die Algorithmen dieser Klasse optimieren eine normierte Koppelmatrix mit einer vorgege-
benen Topologie. Das Ziel der Optimierung ist, die gemessenen Streuparameter zu errei-
chen. Das Ergebnis des Verfahrens ist eine neue Matrix [K]a, die den aktuellen Stand der
Kopplungskoeﬃzienten und Resonanzfrequenzen des gemessenen Filters darstellt. Die Diﬀe-
renz zwischen idealer und aktueller Koppelmatrix [K]−[K]a deﬁniert die Verstimmung jedes
Kopplungskoeﬃzienten und jeder Resonanzfrequenz und kann fu¨r den Abgleich benutzt wer-
den. Der Prozess wird wiederholt angewendet und endet, wenn das Filter die Speziﬁkation
erfu¨llt.
Der Algorithmus in [Har 00, Har 00b, Har 01, Har 01b, Har 02, Har 02b] ist der im zwei-
ten Kapitel beschriebenen Methode [Kah 00] a¨hnlich. Die Fehlerfunktion ist durch den Unter-
schied zwischen gemessenen SMEShk (f) und modellierten S
MOD








∣∣SMEShk (fi)− SMODhk (fi)∣∣2 (74)
wobei np die Anzahl der Stu¨tzstellen ist. Die Methode wurde mit einer Empﬁndlichkeitsanaly-
se kombiniert, um die Fehlerdrehwinkel jeder Abstimmschraube zu berechnen. Die Annahme
dazu ist, dass Kopplungskoeﬃzienten und Resonanzfrequenzen eines Filters lineare Funktio-
nen der Drehwinkel jeder Schraube sind. Das Filter muss schon vorabgeglichen sein, um
die Mo¨glichkeit lokaler Minima und uneindeutiger Lo¨sungen wa¨hrend der Optimierung der
Koppelmatrix zu verringern. Die gemessene Transferfunktion muss in der Na¨he des optima-
len Verhaltens liegen. Der Vorabgleich kann viel Zeit dauern und der aus dem Algorithmus
gezogene Gewinn ist sehr gering. Die Koppelmatrix entha¨lt keine parasita¨ren Eﬀekte wie
Frequenzabha¨ngigkeit und Verluste der Kopplungen, parasita¨re Kopplungen, ho¨here Moden
usw., außer natu¨rlich der Resonatorverluste. Das ko¨nnte Schwierigkeiten wa¨hrend des Feinab-
gleichs durch Empﬁndlichkeitsanalyse mit sich bringen und die Konvergenz des Algorithmus
behindern.
Macchiarella [Mac 01] minimiert dieselbe Fehlerfunktion wie in Gleichung 74 wa¨hrend der
Optimierung der Koppelmatrix. Ist die aktuelle Koppelmatrix [K]a berechnet, werden die
Kopplungskoeﬃzienten und Resonanzfrequenzen nacheinander abgeglichen. Der Algorith-
mus berechnet na¨mlich die Streuparameter des Filters, wenn ideale abzugleichende Kopp-
lungskoeﬃzienten oder Resonanzfrequenzen in [K]a eingegeben sind. Die entsprechenden
Korrekturelemente mu¨ssen eingestellt werden, bis die berechneten (d. h. die vorgesehenen)
und die gemessenen Streuparameter u¨bereinstimmen. Das Problem der Methode ist, dass
eine einzige Abstimmschraube verschiedene Parameter des Filters vera¨ndern kann. In ei-
nem Dual-Mode Filter ist dieser Eﬀekt drastisch. Gemessene und berechnete Kurven werden
kaum u¨bereinstimmen und die Konvergenz des Algorithmus wird verloren gehen.
Die Parameteridentiﬁzierung durch Optimierung der Koppelmatrix erzeugt nur unter
bestimmten Annahmen gute Ergebnisse. Der Frequenzgang des Filters muss mit einer Kop-
pelmatrix beschrieben werden ko¨nnen und das Filter darf keine parasita¨ren Eﬀekte haben.
Die Koppelmatrix muss verfu¨gbar sein und die relative Bandbreite soll kleiner als 3% sein.
Die Kopplungskoeﬃzienten und Resonanzfrequenzen des gefertigten Filters mu¨ssen Werte
nahe den nominalen haben, d. h. ein Vorabgleich ist erforderlich. Nur dann, wenn diese
notwendigen Bedingungen erfu¨llt sind, kann die Optimierung der Koppelmatrix akzeptable
Lo¨sungen liefern und das Abgleichsverfahren wird konvergieren.
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2.7.3 Abgleich durch Empﬁndlichkeitsanalyse
Die Empﬁndlichkeitsanalyse ist ein ziemlich einfaches mathematisches Verfahren, das oft
benutzt wird, um festzustellen, ob ein hergestelltes Filter die Speziﬁkationen erfu¨llen wird
und welche Toleranzen seine Komponenten haben mu¨ssen [Lid 86].
Das Problem des Abgleichs durch Empﬁndlichkeitsanalyse kann wie folgt formuliert wer-
den. Die Schaltung wird durch eine charakteristische Funktion F (f, 4φt, 4φr) deﬁniert, wobei
f , 4φt und 4φr die Frequenz, den Vektor der abgleichbaren Komponente und den Vektor der
unabgleichbaren Komponenten darstellen. Das Problem des Abgleichs wird gelo¨st, indem ein
Vektor 4∆φt bestimmt wird, so dass
F
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gilt. Dabei sind 4φ0t und
4φ0r die Nennwerte von





sind die aktuellen Werte der abgleichbaren und unabgleichbaren Elemente. Die aktuellen
Parameter 4φar mu¨ssen jetzt nicht bekannt sein oder gemessen werden.
Obwohl weitere Algorithmen bekannt sind, um Gleichung 75 zu lo¨sen [Naz 85, Naz 85b,
Ban 83, Ban 85], verwendet die klassische Methode den Gedanken der Empﬁndlichkeitsma-
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) ∼= F (f, 4φat , 4φ0r + 4∆φr)+ [E] · 4∆φt (76)
wobei F (f, 4φat ,
4φ0r+
4∆φr) das aktuelle und messbare Verhalten der Schaltung darstellt. Die













Die Menge der Empﬁndlichkeiten E& (fν) fu¨r alle Komponenten φ& fu¨r ;=1, 2, · · · , K und bei
allen Frequenzen fν fu¨r ν=1, 2, · · · , np wird durch die Empﬁndlichkeitsanalyse des Netzwerks
berechnet oder gemessen. Die Empﬁndlichkeitsmatrix ist also:
[E] =
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Aus Gleichung 75 und 76 erha¨lt man












wobei 4e der Fehlervektor ist. Dieser Vektor wird durch den Unterschied zwischen gemessenem
und idealem Verhalten des Filters bestimmt. Um das letztere lineare System zu lo¨sen, muss
die Bedingung np≥K erfu¨llt werden.
Mu¨ller [Mue 79, Ant 75] berechnet die notwendige Variation der Korrekturelemente durch
Minimierung des restlichen Fehlers nach dem Abgleich. Der Fehlervektor 4eR nach dem Ab-
gleich (Variation von − 4∆φt der Korrekturelemente) ist
4eR = 4e+ [E] 4∆φt. (80)
2.7 Funktioneller Abgleich 34
Der Vektor ∆4φt wird durch die Bedingung bestimmt, dass die Norm des Fehlervektors 4eR






Notwendige Bedingung fu¨r die schnelle Konvergenz des Abgleichs ist eine lineare Funktion
der Filterparameter [Mue 76, Mar 77]. Ist die Funktion F nicht linear, gilt die Approximati-
on der Gleichung 76 nicht. Der Vektor 4∆φt approximiert die optimale Lo¨sung nur schlecht.
Die Konvergenz wird langsam, und deshalb werden wiederholte Iterationen des Algorith-
mus notwendig. Aus diesem Grund wird die Empﬁndlichkeitsanalyse nur beim Feinabgleich
benutzt. Die gemessenen Betra¨ge der Streuparameter sind als Zielfunktion nicht geeignet,
da das Verhalten zwischen Drehwinkeln der Schrauben und |S11| oder |S21| nichtlinear ist.
Um das Problem der Nichtlinearita¨t zu lo¨sen, schla¨gt Mu¨ller die Entdeckung von Manaktala
[Ada 75] vor, wonach die Stellung der Nullstellen der Eingangsimpedanz eines kurzgeschlos-
senen Filters eine lineare Funktion der Filterparameter ist. Analytische Beweise sind aber
dafu¨r nicht gegeben worden. Ein weiteres Problem ist die Zeitaufwa¨ndigkeit der Messung
der Empﬁndlichkeitsmatrix, die durch aufeinander folgende Variationen aller abgleichbaren
Elemente gewonnen wird. Der Algorithmus von Mu¨ller wurde auch in [Jer 88] beschrieben
und mit dem weniger eﬃzienten Algorithmus von Pinel [Pin 71] in [Jer 91] verglichen. Der
Algorithmus von Marshall [Mar 91] ist dem von Mu¨ller sehr a¨hnlich. Interessant ist auch
die Methode von Shockley [Sho 73], der die Empﬁndlichkeit der Transferfunktion durch die
Empﬁndlichkeiten der Pol- und Nullstellen derselben Funktion berechnet. Vor- und Nachteile
dieser Methoden bleiben aber unvera¨ndert.
Eine weitere Lo¨sung fu¨r das Problem der Messung der Empﬁndlichkeiten wurde von
Bandler [Ban 81] vorgeschlagen. Die Idee ist, ein Model des Filters zu benutzen, wie z. B. ein
Feldsimulationsmodell, und seine Empﬁndlichkeiten zu berechnen. Die aktuellen Werte der
hergestellten Komponenten sind aber unbekannt, die Ungenauigkeiten und die parasita¨ren
Eﬀekte eines gemessenen Filters sind schwer zu modellieren.
Der Vorteil der Empﬁndlichkeitsanalyse liegt darin, alle parasita¨ren Eﬀekte zu beru¨ck-
sichtigen und die Fehlerdrehwinkel jeder Abstimmschraube zu berechnen, ohne eine Ersatz-
schaltung des Filters zu kennen. Der Nachteil ist der Zeitaufwand der Messung der Emp-
ﬁndlichkeiten. Weitere U¨berlegungen betreﬀen die Berechnung der gewu¨nschten Funktion
F (f, 4φ0t ,
4φ0r). Diese Funktion kann durch ein Feldsimulationsmodell berechnet werden. Wie
schon im Abschnitt 2.2 gezeigt, beru¨cksichtigt dieses Modell keine Verluste. Es besteht des-
halb das Risiko, dass die Funktion F nicht erreicht werden kann. Viel besser wa¨re, diese
Funktion aus einem gemessenen und schon abgeglichenen Filter zu deﬁnieren. Der erste Fil-
ter wird durch andere Methoden oder ohne die Unterstu¨tzung des Rechners abgeglichen, die
folgenden Filter durch Empﬁndlichkeitsanalyse. Dieses Prinzip ist aber nur in der Serienfer-
tigung sinvoll, wenn zahlreiche identische Filter hergestellt werden mu¨ssen.
2.7.4 Abgleich im Zeitbereich
Der Algorithmus fu¨r den rechnergestu¨tzten Abgleich im Zeitbereich wurde von Dunsmore
entwickelt [Dun 99, Dun 99b]. Die Methode nutzt die reﬂektierten Signale S11(t) oder S22(t).
Der Kern der Entdeckung liegt darin, dass Minima der reﬂektierten Signale (engl.: Dips) nur
entstehen, wenn die Resonanzfrequenzen der Mittenfrequenz des Filters gleichen. Das erste
Minimum von S11(t) entsteht nur, wenn der erste Resonator abgestimmt ist, das zweite
Minimum nur, wenn der zweite Resonator abgestimmt ist usw. Ein tiefes Minimum der i-
ten Resonanzfrequenz ist nur dann zu erwarten, wenn alle Resonatoren 1, 2, · · ·, i−1 richtig
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abgeglichen sind. Ist die Resonanzfrequenz j verstimmt, werden die Minima j, j+1, · · ·, N
verschwinden. Daraus folgt das Kriterium, Resonanzfrequenzen einzustellen. Man fa¨ngt mit
den Außenresonatoren an und gleicht alle Resonatoren in Folge ab.
Sind zwei Resonatoren stark gekoppelt, dringt mehr Energie ins Filter ein. In diesem Fall
wird weniger Energie reﬂektiert und das Maximum (engl.: Peak) zwischen zwei Minima ist
niedrig. Der Kopplungskoeﬃzient zwischen zwei Resonatoren ist also durch das Maximum
von S11(t) zwischen zwei Minima bestimmt. Das ist also das Kriterium, um die Kopplungs-
koeﬃzienten abzugleichen. Diese Besonderheiten der Maxima und Minima der reﬂektierten
Signale bilden die Methode der Dips and Peaks.
Probleme sind zu erwarten, wenn das Filter Querkopplungen hat. Es ist na¨mlich nicht
klar, in welcher Reihenfolge diese Kopplungen abgeglichen werden sollen. Filter mit asymme-
trischem Frequenzverhalten, wie z. B. die Filter eines Multiplexers, haben Resonatoren, deren
Resonanzfrequenz von der Mittenfrequenz des Filters abweichen. Diese Resonatoren ko¨nnen
nicht durch Minima der Reﬂexion abgeglichen werden. Spezielle Verfahren sind hierfu¨r vor-
geschlagen worden, aber sie sind in der Benutzung kompliziert.
2.7.5 Weitere Abgleichverfahren
Das funktionelle Abgleichsverfahren von Dishal [Dis 51] benutzt ein Filter, dessen Resonanz-
frequenzen stark verstimmt sind. Anhand von bestimmten Eigenschaften des gemessenen
Reﬂexionsfaktors werden die Resonanzfrequenzen hintereinander abgeglichen. Die Methode
setzt voraus, dass alle Kopplungen schon richtig zentriert sind und dass das Filter symme-
trisch ist. Die Methode von Dishal wurde auch in [Kur 99] beschrieben.
Die Methode von Ness [Nes 98] ist der Methode von Dishal sehr a¨hnlich. Alle verstimmten
Resonanzfrequenzen werden hintereinander abgeglichen. Ness berechnet aber die Kopplungs-
koeﬃzienten durch den Wert der Gruppenlaufzeit von S11 bei der Mittenfrequenz des Filters.
Die Resonanzen werden durch die Bedingung abgeglichen, dass die Gruppenlaufzeit symme-
trisch um die Mittenfrequenz des Filters ist. Deshalb gilt die Methode nur fu¨r symmetrische
Filter. Der Abgleich von Kopplungen und Resonanzfrequenzen auf der Basis der Symmetrie
der gemessenen Funktionen ist immer sehr kompliziert, ungenau und zeitaufwa¨ndig. Ein eﬃ-
zienter Algorithmus muss Zahlen liefern. Diese Zahlen mu¨ssen auf eindeutige Weise angeben,
welches Korrekturelement zu a¨ndern ist, und wann die Einstellung beendet werden muss.
Verschiedene weitere Algorithmen lo¨sen das inverse Problem durch Optimierung [Tha 78,
Gom 89, Ish 90, Jil 96]. Ihre Schwierigkeiten sind aber denen in Kapitel 2.7.2 sehr a¨hnlich.
Mirzai [Mir 89, Gra 89] benutzt einen intelligenten Abgleich durch
”
Machine-Learninig“ An-
satz. Die Trainingsphase kann aber viel Zeit kosten und der Algorithmus funktioniert nur
dann, wenn alle Resonanzen bereits im Durchlassbereich des Filters liegen.
2.8 Zusammenfassung
Der zeitaufwa¨ndige und damit teure Abgleich ist wegen der hohen Empﬁndlichkeit gegenu¨ber
Parametera¨nderungen aufgrund von Fertigungstoleranzen und von Ungenauigkeiten der Si-
mulationswerkzeuge unverzichtbar. Der rechnergestu¨tzte Abgleich bietet die Mo¨glichkeit,
diese Aufgabe zu vereinfachen und damit die entsprechenden Abgleichkosten zu senken. Da-
her ist es notwendig, Software fu¨r den rechnergestu¨tzten Abgleich zu entwickeln.
In den meisten Fa¨llen besteht das Problem des rechnergestu¨tzten Abgleichs in der Para-
meteridentiﬁzierung, die auch als inverses Problem bekannt ist. Das stellt fu¨r Mikrowellenﬁl-
ter ein uneindeutiges Problem dar. Hierzu sind spezielle Abgleichsalgorithmen vorgeschlagen
worden und wurden in diesem Kapitel analysiert.
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Die analytischen Verfahren auf der Basis der Kurzschlussmethode funktionieren nur unter
der Bedingung der Verlustlosigkeit. Keine der vorgeschlagenen Algorithmen scheint in der
Praxis das Problem des Abgleichs zu lo¨sen. Ihre Ergebnisse sind zufa¨llig und schwer voraus-
zusehen. Die Algorithmen durch Optimierung der Koppelmatrix brauchen vorabgeglichene
Filter, um das Problem der Uneindeutigkeit der Lo¨sung zu beschra¨nken. Die Koppelma-
trix entha¨lt normalerweise keine parasita¨ren Eﬀekte. Diese Eﬀekte ko¨nnen durch Empﬁnd-
lichkeitsanalyse beru¨cksichtigt werden. Die Messung der Empﬁndlichkeiten ist aber zeit-
aufwa¨ndig und die Hypothese der Linearita¨t der charakteristischen Funktion ist schwer zu
erfu¨llen. Die Methode der Empﬁndlichkeitsanalyse sollte ho¨chstens wa¨hrend des letzteren
Feinabgleichs benutzt werden. Das Verfahren im Zeitbereich hat Schwierigkeiten bei asym-
metrischen Filtern mit Querkopplungen.
Die beste vorgeschlagene Methode ist die Optimierung der Koppelmatrix. Diese erfordert
aber einen Vorabgleich, d. h. ein Filter, dessen Verhalten bereits in der Na¨he des optimalen
Frequenzganges liegt. Der Vorabgleich wird zuerst nicht vom Rechner unterstu¨tzt, er ist also
zeitaufwa¨ndig. Die Wirksamkeit des Algorithmus ist deshalb begrenzt. Was also in der Lite-
ratur fehlt, ist ein eﬃzientes Verfahren, das gleichzeitig Vor- und Feinabgleich unterstu¨tzen
kann. Die Entwicklung eines solchen Algorithmus ist deshalb das Ziel des folgenden Kapitels.
3 Ein neuartiger Algorithmus fu¨r den rechnergestu¨tz-
ten Abgleich von Mikrowellenﬁltern aus gekoppelten
Resonatoren
3.1 Einleitung
Dieses Kapitel erla¨utert einen neuartigen Algorithmus fu¨r den sequentiellen rechnergestu¨tz-
ten Abgleich von Mikrowellenﬁltern aus gekoppelten Resonatoren. Wie in den vorigen Kapi-
teln gezeigt wurde, ist die Literatur fu¨r den rechnergestu¨tzten Abgleich von stark verstimm-
ten Filtern kaum zu verwenden. Vorgeschlagene Methoden fu¨r die Parameteridentiﬁzierung
sind in den meisten Fa¨llen akademisch. Ihre Voraussetzungen sind schwer und manchmal
sogar unmo¨glich zu erfu¨llen, wie z. B. die Verlustlosigkeit. Die Parameteridentiﬁzierung ist
kompliziert und das inverse Problem hat uneindeutige Lo¨sungen. Aus diesem Grund konzen-
triert sich die Literatur des rechnergestu¨tzten Abgleichs auf Filter, deren Verhalten schon
fast abgestimmt ist. Die vorgeschlagenen Algorithmen unterstu¨tzen na¨mlich nur den letz-
ten Feinabgleich, wo noch kleine Parameterabweichungen bestimmt und korrigiert werden
ko¨nnen. Der erste Schritt des Abgleichs, der sogenannte Vorabgleich, wo die schlimmsten
Abweichungen korrigiert werden mu¨ssen, wird bis jetzt nicht vom Rechner unterstu¨tzt. Die
Unterstu¨tzung des Rechners ist deshalb insgesamt gering und der Abgleich bleibt eine un-
systematische und zeitaufwa¨ndige Arbeit.
Der neue Algorithmus ermo¨glicht Vor- und Feinabgleich gleichzeitig und fu¨hrt das Fil-
ter zu seinem optimalen Verhalten. Fu¨r den stark verstimmten Anfangszustand des Filters
wird ein Filtermodell generiert, wa¨hrend ein zweites Modell das ideale Filterverhalten be-
schreibt. Ein weiteres aktuelles und adaptives Modell folgt dem Filterzustand wa¨hrend des
Abgleichs und ist die wichtigste Neuheit des Verfahrens. Die Kopplungskoeﬃzienten und die
Resonanzfrequenzen des aktuellen Modells werden durch eine Methode fu¨r die Parameter-
identiﬁzierung bestimmt. Das Ziel des rechnergestu¨tzten Abgleichs ist die Konvergenz des
adaptiven Modells zum idealen Modell. Der praktische Abgleich wird durch die systematische
Abstimmung jeder Resonanzfrequenz und Kopplung durchgefu¨hrt.
Im Folgenden wird zuerst das Filtermodell beschrieben. Danach werden der Algorith-
mus, praktische Beispiele zum Filterabgleich und die Vorteile und Grenzen des Verfahrens
pra¨sentiert.
3.2 Ersatzschaltung eines Mikrowellenﬁlters
Hohlleiterﬁlter aus gekoppelten Resonatoren werden in diesem Kapitel durch die in Abbil-
dung 10 gezeichnete Ersatzschaltung aus verteilten und konzentrierten Elementen model-
liert. Jeder entnormierte Admittanzinverter Wi,j repra¨sentiert eine Kopplung zwischen zwei
Resonatoren. Die elektrischen Resonanzkreise sind durch verteilte Elemente dargestellt, d.
h. leerlaufende Leitungen der La¨nge nrλh0i/2, wobei λh0i die Hohlleiterwellenla¨nge bei der
Resonanzfrequenz fresi des i-ten Resonators und nr eine ganze positive Zahl ist. Diese Er-
satzschaltung gilt fu¨r einseitig und beidseitig abgeschlossene, minimalphasige und nicht mi-
nimalphasige, symmetrische und asymmetrische Filter. Alle mo¨glichen Querkopplungen und
auch die Quelle-Last Kopplungen sind einfach zu modellieren. Die Ausbreitungskonstante
der Leitung ist im Allgemeinen komplex und die Resonatorverluste ko¨nnen einfach beru¨ck-
sichtigt werden. Außerdem ist die Genauigkeit dieser Modellierung eines Hohlleiterﬁlters
fu¨r gro¨ßere relative Bandbreiten besser als die von Ersatzschaltungen aus konzentrierten



















Abbildung 10: Ersatzschaltung fu¨r ein Bandpassﬁlter bestehend aus Leitungen und entnormier-
ten Admitanzinverter. Alle Resonanzleitungen haben charakteristische Leitwerte Y1, La¨nge li und
zeigen einen parallelen Resonanztyp. Schnitte A-A1 und B-B1 sind die Referenzebenen der Kali-
brierung. Die Leitungen der La¨nge lL und lR haben charakteristischen Leitwert Y0 und modellieren
die Hohlleiteradapter zwischen Referenzebenen und Eingangs- und Ausgangsblenden des Filters.
Elemente gema¨ß Abbildung 4. Der Nachteil dieses Modells ist, dass die Kopplungen fre-
quenzunabha¨ngig sind. Diese Grenze scheint aber nicht kritisch zu sein, da Formeln fu¨r die
Frequenzabha¨ngigkeit der Inverter gegeben sind [Lev 67, Lev 68] und da die relative Band-
breite eines Filters fu¨r Multiplexer selten 3% u¨berschreitet. Die Frequenzabha¨ngigkeit einer
Kopplung in einem schmalen Frequenzbereich ist na¨mlich unerheblich.
3.2.1 Allgemeine Betrachtungen
Der in Abbildung 10 gezeigte Vierpol ist durch parallelgeschaltete Resonanzleitungen ge-
bildet. Er muss aber Filter modellieren, die durch seriengeschaltete Hohlleiterresonatoren
realisiert sind. Das gemessene Filter wird also durch seine duale Schaltung modelliert. Duale
Schaltungen unterscheiden sich in einer Phasendiﬀerenz der Reﬂexionsfaktoren von 180 Grad.
Das in Abbildung 10 gezeichnete Modell verursacht also einen Fehler von 180 Grad fu¨r die
Phasen von S11(f) und S22(f). Diese Abweichung ist frequenzunabha¨ngig und muss korrigiert
werden. Die Korrektur der Phase der Reﬂexionskoeﬃzienten entspricht einer Umwandlung
einer Schaltung mit Admittanzinvertern und parallelgeschalteten Resonanzleitungen in ih-
re duale Schaltung mit Impedanzinvertern und seriengeschalteten Resonanzleitungen. Das
kann in der Praxis umgesetzt werden durch das Einfu¨gen von zwei Admittanzinvertern mit
Betrag Y0 vor W0,1 und nach WN,N+1 in Abbildung 10. Die Admittanzinverter vera¨ndern die
Phase von S11(f) und S22(f) um 180 Grad und die Phase von S21(f) um -180 Grad. Die
notwendige Bedingung im Verlustlosenfall in Gleichung 13 wird deshalb immer erfu¨llt.
Die zweite Betrachtung gilt der Bestimmung der La¨ngen lL und lR. Die Referenzebenen
der Kalibrierung sind in Abbildung 10 durch die Schnitte A-A1 und B-B1 dargestellt. Zwei
Adapter der messbaren La¨nge LAR und LAL verbinden die Referenzebenen und die ersten
induktiven Kopplungen des gemessenen Filters. Diese Kopplungen sind durch induktive Blen-
den realisiert und werden durch zwei Impedanzinverter dargestellt, deren WerteK0,1=1/W0,1
und KN,N+1=1/WN,N+1 sind. Eine mo¨gliche Ersatzschaltung eines Impedanzinverters in der
Na¨he der Mittenfrequenz des Filters ist in Abbildung 11 zu ﬁnden. Die Eingangsblende wird
von dem Blindwiderstand jx modelliert. Die La¨nge δl1 muss deshalb von der La¨nge LAL





Abbildung 11: Impedanzinverter und seine Ersatzschaltung bestehend aus zwei Leitungen und
einem Blindleitwert.
subtrahiert werden, dasselbe gilt am zweiten Tor. Die La¨ngen der Leitungen lL und lR in
Abbildung 10 sind also
lL = LAL − δl1L
lR = LAR − δl2R
(82)
wobei δl1L bzw. δl2R die Korrekturen des Eingangsinverters und Ausgangsinverters sind. Die
Werte von jx, δl1 und δl2 werden aus der Bedingung berechnet, dass der Impedanzinverter
und seine Ersatzschaltung dieselben Streuparameter in Betrag und Phase bei der Mittenfre-











































2 − (Z22 + Z21)K20,1
(85)
gilt. Dabei sind fc1 und fc2 Grenzfrequenzen der rechten und linken Hohlleiter in Abbildung
11. δl1 und δl2 sind negative La¨ngen. Die Formeln 85-84 verallgemeinern die Formeln von
Cohn [Coh 56], die mit Z1=Z2 und fc1=fc2 angesetzt sind.
Hohlleiterﬁlter fu¨r Raumfahrtanwendungen werden fu¨r den Orbit modelliert und be-
rechnet. Sie werden aber in Luft abgeglichen. Die Dielektrizita¨tskonstante der Luft ist eine
Funktion der Umgebungstemperatur, Luftfeuchtigkeit und Luftdruck. Eine Variation der
Dielektrizita¨tskonstante in einem Hohlleiter verursacht Variationen der Grenzfrequenz, der
Wellenla¨nge, der Gruppengeschwindigkeit des Hohlleiters sowie der Resonanzfrequenz eines
Hohlleiterresonators. Die Wirkung der Luft ist eine Verringerung der Resonanzfrequenzen
und deshalb der Mittenfrequenz des Filters. Normalerweise wird diese Verringerung durch
empirische Formeln berechnet und muss wa¨hrend des Abgleichs beru¨cksichtigt werden.
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3.2.2 Berechnung der Filterparameter
Die Parameter des Bandpassﬁlters werden durch die normierte Koppelmatrix (oder Leit-










wobei ω0 und ∆ω Mittenfrequenz und Bandbreite des Filters sind. Wie in Abbildung 12
gezeigt, wird eine Kapazita¨t Ci in einen Parallelkreis Li1Ci1 mit Ci1=Ci/∆ω und Li1 =
∆ω/(ω20Ci) transformiert. Wegen ihrer Frequenzunabha¨ngigkeit werden Blindleitwert jBi









Abbildung 12: Berechnung der Schaltungsparameter. Tiefpass-Bandpass Transformation.
Zwei Parameter beschreiben einen Resonanzkreis Li1-Ci1-Bi, na¨mlich die Resonanzfrequenz























Der Resonanzkreis aus konzentrierten Elementen wird danach in eine leerlaufende Leitung
umgewandelt, wie Abbildung 12 zeigt. Die Umwandlung ist nur dann gu¨ltig, wenn die zwei
Resonanzkreise dieselbe Resonanzfrequenz und denselben Susceptance-Slope-Parameter ha-
ben. Die Transformation gilt deshalb nur in der Na¨he der Resonanzfrequenz. La¨nge li und
















wobei fc die vorgegebene Grenzfrequenz des Hohlleiters ist. Gleichung 89 stellt sicher, dass die
geo¨ﬀnete Leitung die Resonanzfrequenz fresi hat. Durch die Bedingung, dass konzentrierte
und verteilte Resonatoren denselben Slope-Parameter haben, erha¨lt man durch mathemati-
sche Umformung die endgu¨ltigen Formeln fu¨r die entnormierten Admittanzinverter:
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Wi,j = Y0 · Ji,j
√
(SihSjh)/(SiSj) fu¨r i, j = 1, 2 · · ·N i = j
W0,j = Y0 · J0,j
√
Sjh/Sj fu¨r j = 1, 2 · · ·N
Wi,N+1 = Y0 · Ji,N+1
√
Sih/Si fu¨r i = 1, 2 · · ·N
W0,N+1 = Y0 · Ji,N+1.
(91)
Die Verluste der Resonatoren werden durch die komplexen Ausbreitungskonstante
γi(f) = αi(f)+jβ(f) fu¨r i = 1, 2, · · ·, N (92)











wobei c die Lichtgeschwindigkeit ist. Die La¨nge li bestimmt durch β(fresi) · li=nrπ die Reso-
nanzfrequenz fresi des i-ten Resonators. Fu¨r den Fall von kleinen Verlusten gilt αi(f)li1
fu¨r f nah der Mittenfrequenz des Filters. Die Eingangsleitwerte δi(f) der Leitungen werden
wie folgt approximiert
δi(f) = Y1tanh(αi(f) + jβ(f))li  Y1 [j · tanh (β(f)li) + αi(f)li] (94)






fu¨r i = 1, 2, · · ·, N . (95)
Die endgu¨ltige Na¨herung fu¨r δi(f) ist also

















fu¨r i=1, 2, · · ·, N . Die freien Parameter des Filters sind also die Resonanzfrequenzen fresi
(diese werden durch die La¨ngen li dargestellt), die unbelasteten Gu¨ten Qi und die Admittan-
zinverterWi,j. Sind die La¨ngen li und die entnormierten Admittanzinverter gegeben, ko¨nnen







+ f 2c (97)
berechnet werden ko¨nnen.
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Danach ko¨nnen die Blindleitwerte
Bi =
f 20 − f 2resi
fresi∆f
(98)
berechnet werden. Die Annahme dazu ist Ci=1 in Gleichung 87. Die Slope-Parameter werden
durch die Formeln in Gleichung 88 und 90 berechnet. Die normierten Kopplungskoeﬃzienten
Ji,j werden schließlich durch die Inversion der Gleichungen 91 bestimmt.
Der Algorithmus fu¨r den rechnergestu¨tzten Abgleich, der in diesem Kapitel vorgeschla-
gen wird, lo¨st das inverse Problem durch die Bestimmung der Resonatorla¨ngen, der ent-
normierten Admittanzinverter und der unbelasteten Gu¨ten. Aus diesen Variablen ko¨nnen
na¨mlich die Streuparameter der Ersatzschaltung einfach berechnet werden (siehe Kapitel
3.2.3). Nach der Identiﬁzierung werden aber die normierten Kopplungen und die Resonanz-
frequenzen berechnet. Das praktische Ziel der Einstellung ist na¨mlich die Minimierung des
Unterschieds zwischen idealen und identiﬁzierten Resonanzfrequenzen und zwischen idealen
und identiﬁzierten normierten Kopplungskoeﬃzienten. Der Grund dafu¨r ist, dass die Werte
der entnormierten Kopplungen sehr klein und schwierig zu handeln sind. Die Werte der nor-
mierten Kopplungen ha¨ngen nicht von der Mittenfrequenz und Bandbreite des Filters ab, sie
sind also fu¨r die praktische Abstimmung besser geeignet. Auch die Hohlleiterla¨ngen sind fu¨r
den Abgleich nicht geeignet. Diese La¨ngen sind na¨mlich nicht einstellbar, es werden deshalb
die Resonanzfrequenzen als Abstimmgro¨ßen gewa¨hlt.
3.2.3 Berechnung der Streuparameter
Die Streuparameter des Filters werden aus der entnormierten Admittanzmatrix [W ] berech-
net. Es gilt die Formel
4i = [W ]4v (99)
wobei der Vektor 4i die externen oder eingepra¨gten Stro¨me und 4v die Spannungen an den
Knoten der Schaltung in Abbildung 10 darstellt. [W] ist die (N+2) dimensionale komplexe
Admittanzmatrix. Die Dimension der reellen Vektoren4i und 4v ist auch (N+2). Die Elemente
der Matrix [W ] außerhalb der Hauptdiagonale sind die entnormierten Admittanzinverter in
Gleichung 91. Die Elemente der Hauptdiagonale sindW0,0=WN+1,N+1=Y0 und die Eingangs-
leitwerte der verlustbehafteten Leitungen
Wi,i = δi fu¨r i = 1, 2, · · ·, N (100)
wobei δi in Gleichung 96 berechnet wurden.







fu¨r 4i = [2
√
Y0, 0, 0, · · ·, 0]T
S22 = vN+1
√





wobei 4v=[v0, v1, · · ·, vN+1] gilt. Die verlustfreien Leitungen lR und lL a¨ndern die Phase der
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fu¨r 4i = [2
√







e−2jβalR fu¨r 4i = [0, 0, · · ·, 0, 2√Y0]T .
(102)
Dabei ist βa die Ausbreitungskonstante der Hohlleiteradapter. Das negative Vorzeichen vor
S11 und S22 entspricht der Korrektur der Phase von 180 Grad. Weitere mo¨gliche Abwei-
chungen zwischen modellierter und gemessener Phase von S21 ko¨nnen einfach detektiert und
korrigiert werden.
3.2.4 Beispiel eines vierkreisigen Filters
In diesem Kapitel werden die Streuparameter eines gemessenen und schon richtig abgegli-
chenen vierkreisigen Filters in Dual-Mode In-Line Technologie mit den Streuparametern des
entsprechenden Filtermodells verglichen. Das Ziel dieses Vergleichs ist die Besta¨tigung der
Korrektheit der vorgeschlagenen Formeln und Transformationen.
Das gemessene Filter nutzt den TE113 Resonanzmode, seine Mittenfrequenz im Vaku-
um ist f0=11.8 GHz, die Bandbreite ist ∆f=36 MHz, das Filterverhalten ist symmetrisch.
Die Mittenfrequenz des Filters ist durch die Wirkung der Luft um 3.7 MHz verringert. Die
Grenzfrequenz der Rundhohlleiter ist fc=6.6545 GHz. Die simulierten Resonatoren haben
unbelastete Gu¨te Qi=13000 und La¨nge li=46.1533 mm fu¨r i=1, 2, · · ·, N . Die Hohlleiterad-
apter sind lAL=39 mm und lAR=38 mm lang und haben die Grenzfrequenz fa=7.86857 GHz.
Die korrigierten La¨ngen sind lL=39.4789 mm und lR=40.4789 mm. Normierte und entnor-
mierte Kopplungen sind in Tabelle 1 aufgefu¨hrt. Abbildung 13 zeigt gemessene und simulierte
Streuparameter in Dezibel und Phasen in Grad. Die U¨bereinstimmung zwischen modellierten
und gemessenen Streuparametern besta¨tigt die Korrektheit der vorgeschlagenen Formeln.
4-kreisiges Filter
Normierte Kopplungen Entnormierte Kopplungen
J0,1= 1.1566287 W0,1= 2.0853415E-3
J1,2= 1.0012606 W1,2= 1.6273598E-4
J2,3= 0.8687456 W2,3= 1.4119818E-4
J3,4= 0.8687456 W3,4= 1.4119818E-4
J4,5= 1.0012606 W4,5= 1.6273598E-4
J5,6= 1.1566287 W5,6= 2.0853415E-3
J1,4=-0.2526081 W1,4=-4.1056673E-5
Tabelle 1: Beispiel zur Filtermodellierung. Normierte und entnormierte Koppelfaktoren eines
vierkreisigen Filters.
3.3 Deﬁnition des Algorithmus
In diesem Kapitel wird der neue Algorithmus fu¨r die systematische Abstimmung von Mi-
krowellenﬁltern aus gekoppelten Resonatoren pra¨sentiert. Der erste Abschnitt erkla¨rt die
Systematik des Algorithmus. Die folgenden Abschnitte beschreiben alle weiteren Einzelhei-
ten und Mo¨glichkeiten des Verfahrens.
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Abbildung 13: Beispiel zur Filtermodellierung. Gemessene (gestrichelt) und simulierte (durchge-
zogen) Streuparameter eines vierkreisigen Filters in Dual-Mode Technologie.
3.3.1 Systematik
Der Abgleichalgorithmus, der in diesem Kapitel beschrieben wird, wurde fu¨r die Klasse von
Hohlleiterﬁltern aus gekoppelten Resonatoren erarbeitet, insbesondere fu¨r Filter in Dual-
Mode In-Line und Single-Mode Technologie. Die Prinzipien des Algorithmus gelten aber
auch fu¨r andere Realisierungen, im Allgemeinen fu¨r alle Mikrowellenﬁlter, die durch eine
Koppelmatrix beschrieben werden ko¨nnen.
Wie schon in Kapitel 2 erkla¨rt, erreicht das Filter nur dann gute elektrische Eigenschaf-
ten, wenn alle Kopplungen und Resonanzfrequenzen abgeglichen werden ko¨nnen. Aus diesem
Grund erlaubt die vorgeschlagene Methode die Identiﬁkation von allen Kopplungsfaktoren
und Resonanzfrequenzen des Filters. Die aus der Literatur bekannten leistungsfa¨higsten Al-
gorithmen unterstu¨tzten nur den Abgleich von leicht verstimmten Filtern, um das Problem
der Eindeutigkeit zu umgehen. Der Grund dafu¨r ist, dass die Kopplungen und Resonanz-
frequenzen eines Hohlleiterﬁlters nach der Fertigung und der Montage zufa¨llig und schwer
vorauszusehen und zu modellieren sind. Zu diesem Zweck werden neu bestimmte und wohl
deﬁnierte Bedingungen u¨ber den Anfangszustand des Filters eingefu¨hrt:
Bedingung 1: Alle Resonanzfrequenzen werden stark verstimmt, d. h., dass fresi=f0±5∆f
gilt. Dabei sind f0 bzw. ∆f Mittenfrequenz und Bandbreite des Filters. Die verstimmten
Resonanzfrequenzen du¨rfen auf keinen Fall in den gemessenen Frequenzbereich fallen.
Bedingung 2: Die kapazitiven Kopplungskoeﬃzienten zwischen zwei orthogonalen Moden
eines Dual-Mode Resonators verschwinden, das heißt, dass die entsprechenden Koppelschrau-
ben entfernt werden.
Diese Bedingungen sind einfach zu verwirklichen und eindeutig zu modellieren. An die in-
duktiven Kopplungskoeﬃzienten zwischen zwei Resonatoren wird keine Bedingung gestellt.
Dies ergibt sich aus der Tatsache, dass die Wirkung einer verstimmten Resonanzfrequenz
dieselbe ist wie die eines verschwindenden Kopplungskoeﬃzienten, na¨mlich eine Unterbre-
chung der Signalu¨bertragung (siehe Abbildung 14). Die Anfangsbedingungen fu¨r Filter in
Dual- und Single-Mode Technologie sind also a¨quivalent. Die Anfangskoppelmatrix, die den
Anfangszustand eines vierkreisigen Dual-Mode Filters mit einer induktiven Querkopplung











Abbildung 14: Eingangsleitwert einer Schaltung bestehend aus einem Admittanzinverter und einer
parallelgeschalteten Leitung. Ein verschwindender Kopplungskoeﬃzient W=0 oder eine verstimmte
Leitung tanh(γl)→∞ verursachen dieselbe Wirkung, na¨mlich eine Unterbrechung der Signalu¨ber-
tragung Yin=0.





W0,0 jW0,1 0 0 0 0
jW0,1 ρ1 0 0 jW1,4 0
0 0 ρ2 jW2,3 0 0
0 0 jW2,3 ρ3 0 0
0 jW1,4 0 0 ρ4 jW4,5
0 0 0 0 jW4,5 W5,5
 . (103)
Die Matrix hat die Kopplungskoeﬃzienten W1,2=W3,4=0 weil die entsprechenden Koppel-
schrauben entfernt werden und W0,0=W5,5=Y0. Die Terme ρi sind die Eingangsleitwerte der





W0,0 jW0,1 0 0 0 0
jW0,1 W1,1 jW1,2 0 jW1,4 0
0 jW1,2 W2,2 jW2,3 0 0
0 0 jW2,3 W3,3 jW3,4 0
0 jW1,4 0 jW3,4 W4,4 jW4,5
0 0 0 0 jW4,5 W5,5
 . (104)
Das Abgleichverfahren fa¨ngt mit der Abstimmung der ersten Resonanzfrequenz und der
Eingangskopplung an. Die aktuelle Eingangskopplung W a0,1 und der Parameter W
a
1,1 (La¨nge
la1 und Gu¨te Q
a
1) mu¨ssen deshalb identiﬁziert werden. Auch die La¨nge l
a
L muss bestimmt
werden. Die Formeln fu¨r die Berechnung von δl1 und δl2 sind na¨mlich approximiert. U¨berdies
sind lL und lR Funktionen der abzugleichenden Eingangskopplung. Die Methode fu¨r die




∣∣S11(f)MES − S11(f)MOD(1) ∣∣2 (105)
wobei np die Anzahl der Frequenzstu¨tzstellen ist. Die Fehlerfunktion ist durch den Unter-




gegeben. Der modellierte Reﬂexionsfaktor wird durch die Formeln in Gleichung 102 und
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ρ2 jW2,3 0 0
jW2,3 ρ3 0 0
0 0 ρ4 jW4,5
0 0 jW4,5 W5,5
 . (107)
Die Untermatrix [A](1)a entha¨lt die zu identiﬁzierenden Parameter, na¨mlich die Eingangs-
kopplung W a0,1, die Resonatorla¨nge l
a
1 und die Gu¨te Q
a
1. Das Ziel des Abgleichs ist die Kon-






















wird Sub-Filter 1 genannt, die Matrix [W ](1)a stellt also das aktuelles Sub-Filter 1 dar. Das
Sub-Filter i entha¨lt i abgestimmte Resonanzkreisen (d. h. die ersten i Resonanzfrequenzen
und die gegenseitigen Kopplungen) und N−i verstimmte Resonanzkreisen. Das Ziel des
Abgleichs des ersten Sub-Filters ist also die Konvergenz von [W ](1)a zu [W ](1). Die Matrix
[W ](1) entha¨lt die Startwerte fu¨r die Optimierung der Matrix [W ](1)a . Die neuartige Methode
berechnet die aktuelle Matrix [A](1)a . Sie wird mit der Matrix [A](1) verglichen, danach
wird ein fehlerbehafteter Parameter abgeglichen. Der Ablauf wiederholt sich solange der
Unterschied zwischen [A](1)a und [A](1) klein oder nicht mehr besser einstellbar ist. Das
bedeutet, dass die aktuelle Matrix [W ](1)a auf die Matrix [W ](1) konvergierte. Dieser Zustand
entspricht der Ende-Bedingung fu¨r die Abstimmung des ersten Sub-Filters.
Im na¨chsten Schritt wird das zweite Sub-Filter abgeglichen, d. h. die zweite Resona-
torla¨nge la2 , der Kopplungskoeﬃzient W
a
1,2 und die Gu¨te Q
a
2, zusammen mit den vorigen






L werden identiﬁziert. Der Grund der wiederholten Einstel-
lung von diesen Parametern ist, dass der Abgleich einer neuen Kopplung oder einer neuen
Resonanzfrequenz die schon abgeglichenen Parameter leicht vera¨ndert. Diese Kopplungen
und Resonanzfrequenzen mu¨ssen deshalb noch einmal abgeglichen werden. Dieser Eﬀekt ist
sehr wichtig, vor allem bei Filtern in Dual-Mode Technologie, wo sich zwei orthogonale Mo-
den denselben Resonator teilen. Die Fehlerfunktion (2) ist der in Gleichung 105 a¨hnlich. Die














Die Untermatrizen [A](2)a , [B](2), [C](2) und [D](2) sind wie [A](1)a , [B](1), [C](1) und [D](1)
deﬁniert. Das Verfahren wiederholt sich analog zur ersten Resonanzfrequenz. Alle Resonanz-
frequenzen und Kopplungskoeﬃzienten werden mit derselben Strategie systematisch abge-
glichen. Das Ziel ist in diesem Fall die Konvergenz von [W ](2)a zu [W ](2). In der Fortsetzung
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Abbildung 15: Ablaufdiagramm des Algorithmus fu¨r den Abgleich von Mikrowellenﬁltern aus
gekoppelten Resonatoren durch die sequentielle Abstimmung von Sub-Filtern.
dieser Arbeit werden die Elemente der Matrix [W ](ID) alsW
(ID)
j,k bezeichnet, wobei der kleins-
te Wert fu¨r j und k Null ist. A¨hnliche Betrachtungen gelten fu¨r die Matrizen [W ](0), [A](i),
[B](i), [C](i), [D](i) und alle Matrizen, die in diesem Kapitel benutzt werden. Abbildung 15
entha¨lt zwei folgende Sektionen des Ablaufdiagramms des Algorithmus und sie werden im
Folgenden erkla¨rt.
Der erste Schritt des Abgleichsverfahrens ist die Verstimmung des Filters und die Be-
rechnung der Matrizen [W ](ID) und [W ](0). Danach werden alle Sub-Filter nacheinander
abgeglichen. Der Abgleich des Sub-Filters i in Abbildung 15 fa¨ngt mit der Messung der





∣∣S11(fj)MES − S11(fj)MOD(i) ∣∣2 (111)
wird berechnet. Dabei sind S11(fj)
MES bzw. S11(fj)
MOD
(i) gemessener und modellierter Reﬂe-
xionsfaktor. Der modellierte Reﬂektionsfaktor ist eine Funktion der Frequenz f , der Adap-
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j+i+1,k+i+1 fu¨r j, k = 0, 1, · · ·, n− i
[C](i) = [B](i)T .
(113)
Die Matrix [A](i)a hat dieselbe Topologie von [A](i). Die Elemente der Untermatrix [A](i)a
mu¨ssen identiﬁziert werden. Sind Frequenz, entnormierte Koppelmatrix [W ](i)a und Adap-
terla¨nge gegeben, ko¨nnen die Streuparameter durch die Formel in Gleichung 102 berechnet
und die Fehlerfunktion (i) deﬁniert werden. (i) wird durch eine Optimierung der Koppelma-
trix [W ](i)a und der La¨nge laL minimiert. Bestimmte Werte begrenzen die zu optimierenden
Variablen. Sowohl die aktuelle Matrix [A](i)a als auch die aktuelle La¨nge lLa und die aktuelle
Koppelmatrix [W ](i)a werden berechnet. Danach wird die aktuelle Untermatrix [A](i)a mit
der Zielmatrix [A](i) verglichen.
Durch den Vergleich zwischen [A](i)a und [A](i) bestimmt man, ob ein Parameter abge-
glichen werden soll. In diesem Fall wird eine Abgleichschraube ausgewa¨hlt (siehe Kapitel
3.3.4) und das Filterverhalten abgeglichen. Danach wird die komplette Prozedur wiederholt.
Die Entscheidung ob die Matrizen [A](i)a und [A](i) ausreichend genau u¨bereinstimmen, liegt
bei dem Menschen, der den Abgleich durchfu¨hrt. Der Autor dieser Dissertation empﬁehlt,
die U¨bereinstimmen als ausreichend zu betrachten, wenn die Fehler u¨ber den normierten
Kopplungen kleiner als 0.5% sind. Der akzeptable Fehler in den Resonanzfrequenzen ist eine
Funktion der Mittenfrequenz und Bandbreite des Filters. Fehler kleiner als 0.5 MHz haben
fu¨r den Abgleich von typischen Filtern fu¨r Raumfahrtanwendungen in X-, Ku- und Ka-Band
immer gute Ergebnisse erzielt. Reicht die U¨bereinstimmung zwischen aktueller und idealer
Koppelmatrix aus, wird der Abgleich des i-ten Sub-Filters beendet. In diesem Fall wird die
(i+1)-te Resonanzfrequenz des Filters vorbereitet, den Abgleich des Sub-Filters (i+1) zu
ermo¨glichen. Das wird Un-Shorting genannt und bedeutet die Verschiebung der neuen Re-
sonanzfrequenz in den Durchlassbereich des Filters. Das ist mit Hilfe der gemessenen Phase
von S11(f) sehr einfach zu erzielen.
Die aktuellen Werte der schon abgeglichenen Resonanzfrequenzen, Kopplungskoeﬃzien-
ten, aber auch der Gu¨te und der Adapterla¨nge werden gespeichert (Speicherung des Fehlers
in Abbildung 15). Das gilt aber nur fu¨r i>1. Die Werte der schon identiﬁzierten und abge-






und in der Variablen lLl=l
a
L gespeichert. Dabei sind die Matrix [A]
(i)a und die La¨nge laL schon
bekannt. Der Zweck und der Nutzen der Speicherung wird im Folgenden klar. Nach dem Ab-
gleich aller Sub-Filter wird die aktuelle Koppelmatrix [W ](N)a wird in [W ](N)l gespeichert
([W ](N)l=[W ](N)a) und der Abgleich beendet. Das Ziel des Algorithmus ist also, eine Kop-
pelmatrix [W ](N)l zu erreichen, so dass der Unterschied zwischen [W ](N)l und [W ](ID) klein
ist und das Verhalten des Filters die Speziﬁkationen erfu¨llt.
In den na¨chsten Abschnitten werden die folgenden Themen behandelt: Auswahl der zu op-
timierenden Parameter, Bestimmung der Matrix [A](i) aus [A](i−1)l , Fehlerausbreitung beim
Abgleich, Abgleich von zwei Toren und Berechnung des analytischen Gradienten der Fehler-
funktion. Diese Themen entsprechen der Beschreibung der besten Strategie fu¨r eine schnelle,
genaue und eindeutige Optimierung, die das Problem der Fehlerausbreitung beschra¨nken
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muss. Die Auswahl des Abstimmelementes beim Abgleich beeinﬂusst die Konvergenz des
Abgleichs und ist das Thema des letzten Kapitels.
3.3.2 Auswahl der zu optimierenden Parameter
Im allgemeinen Fall sollen alle Parameter der Matrix [A](i)a und die La¨nge laL optimiert wer-
den. Wenn man viele Freiheitsgrade hat, wird die Optimierung langsamer und die Mo¨glich-
keit, uneindeutige Lo¨sungen zu ﬁnden erho¨ht sich. Diese sind aber nicht die einzigen Gru¨nde,
die Anzahl der zu optimierenden Parameter zu beschra¨nken.
Wird z. B. die i-te Resonanzfrequenz mittels einer Abstimmschraube abgeglichen, a¨ndern
sich im Prinzip alle Werte der Filterparameter, d. h. Kopplungskoeﬃzienten und Resonanz-
frequenzen. Von diesen sind aber nur wenige relevant, und zwar die Variationen der Para-
meter, die in der Na¨he der abzugleichenden Resonanzfrequenz liegen. Ein Beispiel hilft das
Problem zu erkla¨ren. Ein sechskreisiges Filter in Dual-Mode In-Line Hohlleitertechnologie
hat eine Querkopplung J1,4, eine relative Bandbreite von 1% und eine Mittenfrequenz von
20 GHz. Das Filter wurde mittels der in diesem Kapitel beschriebenen Methode abgegli-
chen. Danach wurde die Koppelschraube zwischen fu¨nfter und sechster Resonanzfrequenz
variiert und alle normierten Kopplungskoeﬃzienten und Resonanzfrequenzen durch die im
Kapitel 4 beschriebene Methode identiﬁziert. Normierte Kopplungskoeﬃzienten und Reso-
nanzfrequenzen als Funktion der normierten Kopplung J5,6 sind in Abbildung 16 dargestellt.

























































Abbildung 16: Identiﬁzierung der Parameter eines sechskreisigen Filters in Dual-Mode Hohl-
leitertechnologie. Identiﬁzierte Resonanzfrequenzen (links) und normierte Kopplungskoeﬃzienten
(rechts) als Funktionen der normierten Kopplung J5,6.
Die gro¨ßten Variationen der Kopplungen und Resonanzfrequenzen treten im dritten Reso-
nator auf, wo die Koppelschraube J5,6 positioniert ist. Die Parameter des ersten Resonators
wurden nur leicht gea¨ndert: 1 MHz fu¨r die erste und die zweite Resonanzfrequenz, etwa
1% fu¨r J0,1, J1,2, J2,3 und J1,4. Diese Variationen sind eine Funktion der Struktur und der
relativen Bandbreite des Filters. Die Resonatoren eines schmalbandigen Filters sind licht
verkoppelt. Die Wirkung der Parametera¨nderung eines Resonators u¨ber den Parametern der
vorigen Resonatoren ist deshalb klein. Das Beispiel besta¨tigt, dass einige Parameter nicht
optimiert werden du¨rfen. Ihre Werte werden na¨mlich nur leicht vera¨ndert, wenn entfernte
Resonanzfrequenzen und Kopplungen abgeglichen werden.
Die angenommene Regel fu¨r schmalbandige Mikrowellenﬁlter in Dual-Mode In-Line Tech-
nologie ist, dass nur die Parameter des aktuellen und des vorigen Hohlraums optimiert werden
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Abbildung 17: Auswahl der zu optimierenden Parameter. Oben: Topologie eines Filters in Dual-
Mode In-Line Technologie, wobei die sechste Resonanzfrequenz mittels S11 abgeglichen werden muss.
Resonatoren 7 and 8 are kurzgeschlossen. Unten: Topologie eines Filters in Single-Mode Technologie
ohne Querkopplungen, wobei die vierte Resonanzfrequenz mittels S11 abgeglichen werden muss. Der
Resonator 5 ist kurzgeschlossen. Die zu optimierenden Parameter liegen innerhalb der gestrichelten
Rechtecke.
mu¨ssen. Ein Maximum von vier Resonanzfrequenzen und die entsprechenden Kopplungsko-
eﬃzienten werden deshalb zusammen optimiert. Fu¨r Filter in Single-Mode Technologie wer-
den drei Resonatoren beru¨cksichtigt, d. h. drei Resonanzfrequenzen und die gegenseitigen
Kopplungskoeﬃzienten (siehe Abbildung 17). Diese Regel wurde empirisch durch Beispiele
besta¨tigt, die mit Single- und Dual-Mode Filtern in X-, Ka- und Ku-Band mit verschiedenen
Bandbreiten und Empﬁndlichkeiten durchgefu¨hrt wurden. Die Reihenfolge der zu optimie-
renden Parameter fu¨r ein Dual-Mode Filter ist also














































wa¨hrend die fu¨r Single-Mode Filter

































ist. Dabei bedeuten die TermeW aj,j sowohl Gu¨te Q
a
j als auch La¨nge l
a
j . In der Abfolge ko¨nnen
neben den Hauptkopplungen natu¨rlich auch die Querkopplungen Platz ﬁnden.
Eine genaue Auswahl der zu optimierenden Parameter beschleunigt die Optimierung und
verringert die Wahrscheinlichkeit lokale Minima und uneindeutige Lo¨sungen zu ﬁnden. Die
Anzahl der zu optimierenden Parameter ist na¨mlich beschra¨nkt und die Werte der festen
Parameter sind bekannt. Es sei m die Anzahl der Resonatoren (einschließlich des Resonators
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i), die wa¨hrend des Abgleichs des i-ten Sub-Filters abgeglichen werden sollen. Nur ein Teil















i,k fu¨r k = 0, 1, · · ·, i−m.
(115)
Die restlichen Elemente von [A](i) stimmen mit den entsprechenden Elemente von [A](i−1)l
u¨berein. Nur die Elementen in Gleichung 115 werden optimiert. Dual-Mode Hohlleiterﬁlter
werden mitm=4 abgeglichen, Single-Mode Filter mitm=3. Eine genaue Auswahl der zu opti-
mierenden Parameter ermo¨glicht die Speicherung und die Modellierung von Abgleichfehlern.
Ein fehlerbehafteter Parameter, der nicht richtig abgeglichen wurde oder nicht abgleichbar
war, wird z. B. in [A](i−1)l gespeichert und nicht optimiert. Der Reﬂexionsfaktor S11(f)MOD(i)
des i-ten Sub-Filters wird mit diesem Parameter berechnet, das heißt, dass S11(f)
MOD
(i) eine
Funktion von einigen Elementen der Matrix [A](i−1)l ist. Das Ziel des Abgleichs ist deshalb
adaptiv.
La¨sst sich das Filter abgleichen, werden die Fehler klein. Die Matrix [A](i−1)l na¨hert sich
der entsprechenden Untermatrix der Koppelmatrix [W ](ID). Kleine restliche Abweichungen
werden in [A](i−1)l gespeichert und mittels S11(f)MOD(i) modelliert. Der Stand des Filters nach
dem Abgleich ha¨ngt von dem Wert der Anna¨herung ab, aber die inneren Resonanzfrequen-
zen und Kopplungskoeﬃzienten werden von den Fehlern der vorigen Resonanzfrequenzen
und Kopplungskoeﬃzienten unabha¨ngig abgeglichen. Die sogenannte Fehlerausbreitung wird
deshalb abgebrochen. Die Optimierung ist schnell und eindeutig, weil eine Untermenge der
Parameter schon bekannt ist und weil nur eine beschra¨nkte Anzahl von Parametern optimiert
werden muss.
Wenn aber stark fehlerbehaftete und unabgleichbare Parameter auftreten, konvergiert
die aktuelle Matrix [A](i−1)a zu der Zielmatrix [A](i−1) nicht. In diesem Fall wird die Feh-
lerfunktion in Gleichung 111 minimiert, aber einige Abmessungen des Filters liegen außer-
halb des Toleranzbereichs. Nach dem Abgleich des (i−1)-ten Sub-Filters wird die Matrix
[A](i−1)l gespeichert. Die neue Zielmatrix [A](i) wird durch [A](i−1)l und [W ](ID) fu¨r ein gege-
benes m deﬁniert. Der Abgleichfehler wird in S11(f)
MOD
(i) beru¨cksichtigt. Auch in diesem Fall
wird die Fehlerausbreitung unterbrochen, die Optimierung ist eindeutig und schnell, aber
der Stand des Filters nach dem Abgleich wird schlechter. Fehlerbehaftete unabgleichbare
Bauteile mu¨ssen jetzt ausgetauscht werden. Der Vorteil der Methode ist, dass die fehlerbe-
hafteten Parameter erkannt und ihre Abweichungen bestimmt werden. Das Verfahren hat
also Diagnosefa¨higkeiten.
Die Methode nutzt insgesamt drei Koppelmatrizen. Diese sind die ideale Koppelmatrix
[W ](ID), eine aktuelle Matrix [A](i)a und eine Zielmatrix [A](i). Konvergiert die Matrix [A](i)a
zu [A](i) fu¨r i=1, 2, · · ·, N , konvergiert die Koppelmatrix des N-ten Sub-Filters [W ](N)a zu
[W ](ID) und der Abgleich erfolgt. Die globale Konvergenz wird also durch eine Reihe von
lokalen Konvergenzen gewa¨hrleistet. Das systematische Verfahren kann an beiden Toren an-
gewendet werden. Besondere Beachtung gilt dem Fall, wenn schon durch das erste Tor abge-
glichene Resonanzfrequenzen mit durch das zweite Tor abzugleichenden Resonanzfrequenzen
gekoppelt sind. Diese Resonanzfrequenzen und die gegenseitigen Kopplungen mu¨ssen dann
auch identiﬁziert werden (siehe Abbildung 18).
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Abbildung 18: Auswahl der zu optimierenden Parameter. Topologie eines Filters in Dual-Mode In-
Line Technologie, in dem die ersten vier Sub-Filter mittels S11 abgeglichen wurden. Oben: Abgleich
des siebten Sub-Filtes (sechste Resonanzfrequenz) mittels S22. Unten: Abgleich des achten Sub-
Filters (fu¨nfte Resonanzfrequenz) mittels S22. Die zu optimierenden Parameter sind innerhalb der
gestrichelten Rechtecke.
3.3.3 Analytischer Gradient der Fehlerfunktion
Die Optimierung, die die Fehlerfunktion minimiert, benutzt den Begriﬀ des Gradienten der
Fehlerfunktion. Dieser Gradient ist die erste Ableitung einer Funktion nach ihrer Varia-
blen und kann numerisch oder analytisch berechnet werden. Die numerische Methode ist im
Allgemeinen ungenau. Die entsprechende Optimierung braucht wiederholte Messungen des
Gradienten und die Konvergenz ist langsam. Die analytische Methode ist jedoch genau und
die entsprechende Konvergenz schneller. Daher ist es notwendig, den analytischen Gradien-
ten der Fehlerfunktion zu berechnen. Der Gradient der Fehlerfunktion wird durch die erste
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Die letztere Gleichung gilt, weil 4i unabha¨ngig von x ist. Es sei [T ]i,j eine Topologiematrix.
Diese ist eine Nullmatrix in der aber die Elemente T i,jµ,ν=T
i,j
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. Dann ermo¨glicht das Element Λ
(i,j)
0 die Berechnung des Gradienten



























Man kann dasselbe Verfahren fu¨r die Berechnung von ∂S22/∂x und ∂S21/∂x verwen-
den. Um die Verbesserung der Geschwindigkeit der Optimierung durch den analytischen
Gradienten der Fehlerfunktion zu testen, wurden die FORTRAN Routinen DBCONF, die
eine Optimierung auf Basis des numerischen Gradienten durchfu¨hrt und DBCONG, die den
analytischen Gradienten wa¨hrend der Optimierung benutzt, verglichen. Die Fehlerfunktion
wurde durch die vier Streuparameter deﬁniert (wie in Gleichung 74) und die Optimierungen
von einem Rechner Pentium III der Taktrate von 800 MHz und 256 MB Speicher durch-
gefu¨hrt. Tabelle 2 zeigt eine Verbesserung um 50% in der Geschwindigkeit der Optimierung
mit dem analytischen Gradienten. Der Restfehler nach der Minimierung der Fehlerfunkti-
on ist kleiner, wenn DBCONG benutzt ist, und das Beispiel besta¨tigt die Genauigkeit der
vorgeschlagenen Formeln.
Analytischer Gradient der Fehlerfunktion
Parameter DBCONF DBCONG Verbesserung %
Geschwindigkeit der Optimierung [sec.] 1.73249 0.85122 50.86
Anzahl der Iterationen 60 36 40.00
Anzahl der Auswertung der Fehlerfunktion 150 68 54.66
Anzahl der Auswertung des Gradients 62 37 40.32
Restlicher Fehler 3.46E-2 1.81E-2 47.48
Tabelle 2: Vergleich der Leistung einer Optimierung durch numerischen (DBCONF) und analy-
tischen (DBCONG) Gradienten der Fehlerfunktion.
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3.3.4 Auswahlkriterium des Korrekturelements beim Abgleich
Die Geschwindigkeit der Konvergenz des Abgleichs ha¨ngt stark von der Entscheidung ab,
welches Abstimmelement zuerst beta¨tigt werden muss. Daher ist die Auswahl des besten Kor-
rekturelements sehr wichtig. Das Problem hat bestimmte Randbedingungen. Beim Abgleich
kann nur ein einzelner Parameter vera¨ndert werden und nicht alle optimierten Parameter
lassen sich einstellen, wie z. B. die Resonatorverluste und die Adapterla¨ngen lL und lR.
Die hier pra¨sentierte allgemeine Abhandlung zum Auswahlkriterium der Korrekturelemente
beim Abgleich wird auch in den na¨chsten Kapiteln benutzt.
Das Kriterium bei der Auswahl des Abstimmelements ist die Variation der Fehlerfunkti-
on. Man gleicht den Parameter ab, der die gro¨ßte Variation der Fehlerfunktion verursacht.
Die vorgeschlagene Lo¨sung nutzt den Begriﬀ von Empﬁndlichkeiten. Man nimmt an, dass die
Parameter des aktuellen gemessenen Filters bekannt sind. Sie werden na¨mlich durch Optimie-
rung der Koppelmatrix berechnet. Durch die Formeln fu¨r die Berechnung des analytischen
Gradienten der Fehlerfunktion ist die Berechnung der aktuellen Empﬁndlichkeitsmatrix [E]a
der in Abbildung 10 gezeigten Schaltung mo¨glich. Der Fehlervektor 4e=F ( 4φ0+ 4∆φ)−F ( 4φ0)
ist durch den Unterschied zwischen gemessenen und idealen Streuparametern deﬁniert (sie-
he Abschnitt 2.7.3). Der restliche Fehler nach dem Abgleich von allen Elementen, d. h. die
Variation − 4∆φ der Parameter, ist in Gleichung 80 gegeben. Die quadrierte euklidische Norm
des restlichen Fehlervektors 4eR ist:
τ = || 4eR||2 = 4eR+ 4eR = 4e+4e+ 4e+[E]a 4∆φ+ 4∆φ+[E]a+4e+ 4∆φ+[E]a+[E]a 4∆φ (126)
wobei das Zeichen + transponiert, komplex-konjugiert bedeutet. Der Korrekturvektor ∆φ
ist durch den Unterschied zwischen aktuellen und idealen Parametern gegeben und ist
4∆φ = (dφ1, dφ2, · · ·, dφK , dφK+1u , dφK+2u , · · ·, dφPu) (127)
wobei K die abgleichbaren und (P−K) die unabgleichbaren Parameter sind. Die Einstellung
eines Parameters wird durch den Vektor 4∆φj=(0, 0, · · ·, dφj, 0, 0, · · ·0) dargestellt, wobei j≤K
gilt. Die Norm des Fehlervektors τj nach dem Abgleich des j-ten Parameters ist
τj = 4e





und es gilt, dass





ist. Dabei ist 4ej der j-te Spaltenvektor der Empﬁndlichkeitsmatrix. Man wird also den Pa-
rameter j abgleichen, der die gro¨ßte Variation |4e+4e−τj| verursacht. Der restliche Fehler nach
dem Abgleich ha¨ngt von drei Variablen ab: von der Gro¨ße des Spaltenvektors |4ej|, von dem
Skalarprodukt zwischen Spaltenvektor und Fehlervektor 4e+j 4e, und von der Abweichung ∆φj.
Das Problem der Auswahl des abzugleichenden Parameters ist gut zu lo¨sen, wenn:
1. Der Fehler ∆φj ungleich Null ist, d. h. der Parameter fehlerbehaftet ist.
2. Die Norm der Spaltenvektoren 4ej groß ist, d. h. die Funktion F empﬁndlich gegen den
Parameter φj ist.
Diese Bedingungen stellen sicher, dass der Term in Gleichung 129 ungleich Null ist. Sie gelten
auch, wenn die Spaltenvektoren 4ej wechselseitig parallel sind. In diesem letzten Fall muss
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man den Parameter auswa¨hlen, dessen Norm des Spaltenvektors 4ej, und dessen Fehler ∆φj
am gro¨ßten sind. Mit anderen Worten, man muss den Parameter auswa¨hlen, dessen Variation
|4e+4e−τj| am gro¨ßten ist. Es ist interessant festzustellen, dass die Auswahl durch den gro¨ßten
Unterschied zwischen idealer und aktueller normierter Koppelmatrix richtig ist, falls die
Spaltenvektoren der Empﬁndlichkeitsmatrix parallel sind und sie dieselbe Norm haben. Das
ist also ein besonderer Fall der vorgeschlagenen Lo¨sung. Folgende Betrachtungen sind jetzt
notwendig.
1. Die Empﬁndlichkeitsmatrix wird aus der Schaltung in Abbildung 10 berechnet. Sie ist
nur eine Na¨herung der Empﬁndlichkeitsmatrix des gemessenen Filters und beru¨cksich-
tigt keine Abha¨ngigkeiten, die von der Geometrie des Filters verursacht werden. Die
Auswahl des Korrekturelements kann aber mit der berechneten Matrix durchgefu¨hrt
werden, da im Allgemeinen diese Abha¨ngigkeiten zweitrangige Eﬀekte sind.
2. Die Voraussetzung fu¨r die Empﬁndlichkeitsanalyse ist, dass die Funktion F linear gegen
die Parameter φi ist. Die Vorhersage, welches Element abzugleichen ist, gilt nur bei
kleinen Abweichungen ∆φi.
3. Die Einstellung des j-ten Abstimmelements la¨sst nicht unbedingt das eindimensionale




liegt. Die Projektion des Vektors 4∆φ auf den j-ten Basisvektor stimmt na¨mlich nicht
unbedingt mit dφjMIN u¨berein. Schlimmstenfalls ko¨nnten die Richtung des projezierten
Vektors und die Richtung der j-ten Komponenten von ∆φ entgegengesetzt sein, der
restliche Fehler τj nach dem Abgleich wird also gro¨ßer als τ . Den optimalen Fall erreicht
man, wenn die Empﬁndlichkeitsmatrix diagonal ist, d. h. dass die Funktion F linear ist.
Ist die Empﬁndlichkeitsmatrix diagonal, stimmt die Projektion von ∆φ auf dem j-ten
Basisvektor mit dφjMIN u¨berein. Die Auswahl des abzugleichenden Abstimmelementes
ist in diesem Fall nicht entscheidend fu¨r die Konvergenz des Abgleichs. Die Reihenfolge
der Einstellung ko¨nnte einfach dφ1, dφ2, · · ·, dφK sein.
3.4 Beispiele zum Filterabgleich
In diesem Kapitel werden drei Beispiele zum Filterabgleich von beidseitig abgeschlossenen
Hohlleiterﬁltern gezeigt: ein Beispiel eines fu¨nfkreisigen pseudoelliptischen Filters in Dual-
Mode In-Line Technologie mit 0.3% relativer Bandbreite und zwei Da¨mpfungspolen; ein
sechskreisiges Tschebyscheﬀ-Filter in Single-Mode Technologie mit 2.37% relativer Band-
breite; schließlich ein zwo¨lfkreisiges pseudoelliptisches selbstentzerrendes Dual-Mode In-Line
Filter mit 0.62% relativer Bandbreite. Die Funktion S21(s) dieses Filters hat 6 Nullstellen,
na¨mlich 2 Da¨mpfungspole und 4 komplexe Nullstellen fu¨r die Entzerrung der Gruppenlauf-
zeit. Diese Beispiele beweisen, dass der Algorithmus exzellente Ergebnisse liefert bei
1. Single- und Dual-Mode Filtern.
2. Filtern mit NZ=0 bis NZ=6 (0 bis 5 Querkopplungen).
3. Filtern mit 0.3% bis 2.37% relativer Bandbreite.
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4. Fu¨nf- bis zwo¨lfkreisigen Filtern.
5. Ku- und Ka-Band Filtern.
Die Parameteridentiﬁzierung wurde mittels eines Rechners mit einem Prozessor Pentium III,
einer Taktrate von 800 MHz und 256 MB Speicher durchgefu¨hrt. Beispiele zum Abgleich von
einseitig abgeschlossenen Filtern fu¨r Multiplexer werden in Kapitel 5 pra¨sentiert.
Fu¨nfkreisiges Filter in Dual-Mode Technologie
Dieses Rundhohlleiterﬁlter nutzt den TE113 Resonanzmode, hat eine Mittenfrequenz von
12.704 GHz, eine Bandbreite von 38 MHz, zwei imagina¨re Da¨mpfungspole und dadurch eine
Querkopplung zwischen den Resonatoren 1 und 4. Das Filtermodell hat 26 dB Reﬂexion im
Durchlassbereich. Zwei Hohlra¨ume sind Dual-Mode, der letzte Hohlraum ist Single-Mode
und entha¨lt die fu¨nfte Resonanzfrequenz.
Um die Resonanzfrequenzen zu verstimmen, war die Entfernung der entsprechenden Ab-
gleichschrauben ausreichend. Alle weitere Koppel- und Abgleichschrauben wurden auch ent-
fernt. Die Resonanzfrequenzen 5, 4, 3 und 2 wurden mittels S22 abgeglichen, die Resonanzfre-
quenz 1 schließlich mittels S11. Der letzte Schritt hat zwei Hohlra¨ume und deshalb die ersten
vier Resonanzfrequenzen einbezogen. Der rechnergestu¨tzte Abgleich dauerte 13 Minuten,
die Dauer jeder Parameteridentiﬁzierung lag zwischen 1.191 und 3.545 Sekunden. Ergeb-
nisse sind in Tabelle 3 und in Abbildung 19 gegeben. Tabelle 3 entha¨lt die idealen und die
identiﬁzierten Filterparameter, d. h. Resonanzfrequenzen, normierte Kopplungskoeﬃzienten,
unbelastete Gu¨te und Adapterla¨ngen. Abweichungen zwischen modellierten und identiﬁzier-
ten Parameterm sind sehr klein, was die Genauigkeit der Abgleichmethode besta¨tigt. In
Abbildung 19 sind gemessene und durch [W ](i) simulierte Streuparameter gezeigt.
5-kreisiges Filter
Hauptkopplungen Querkopplungen
Modell Berechnet Abw. [%] Modell Berechnet Abw. [%]
J0,1 1.11745 1.12834 0.97 J1,4 -0.47413 -0.47824 0.86
J1,2 0.82667 0.83199 0.64
J2,3 0.90991 0.90700 -0.31 Adapterla¨ngen [mm]
J3,4 0.52707 0.52355 -0.66 Modell Berechnet Abw. [mm]
J4,5 0.95298 0.94827 -0.49 lL 39.338 39.290 -0.052
J5,6 1.11745 1.11684 -0.05 lR 40.313 40.263 -0.050
Resonanzfrequenzen [MHz] Gu¨te
Modell Berechnet Abw. [MHz] Modell Berechnet Abw. [%]
fres1 12704.10 12704.20 0.10 Q1 12000 11690 -2.58
fres2 12704.10 12704.16 0.06 Q2 12000 11712 -2.40
fres3 12704.10 12704.09 -0.01 Q3 12000 11786 -1.78
fres4 12704.10 12704.13 0.03 Q4 12000 11779 -1.84
fres5 12704.10 12704.07 -0.03 Q5 12000 11743 -2.14
Tabelle 3: Beispiel zum Filterabgleich durch die Methode der Sub-Filter. Fu¨nfkreisiges Filter
in Dual-Mode Hohlleitertechnologie. Vergleich zwischen den idealen Parametern aus der Matrix
[W ](ID) (Modell) und den Parametern aus der Matrix [W ](N)l (berechnet).
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Abbildung 19: Beispiel zum Filterabgleich durch die Methode der Sub-Filter. Fu¨nfkreisiges Filter
in Dual-Mode Hohlleitertechnologie. Gemessene (gestrichelt) und durch [W ](i) simulierte Streupara-
meter (durchgezogen). Oben links: Abgleich der 5-ten Resonanzfrequenz mittels S22 (Sub-Filter 1).
Oben rechts: Abgleich der 4-ten Resonanzfrequenz mittels S22 (Sub-Filter 2). Mitte links: Abgleich
der 3-ten Resonanzfrequenz mittels S22 (Sub-Filter 3). Mitte rechts: Abgleich der 2-ten Resonanz-
frequenz mittels S22 (Sub-Filter 4). Unten links: Abgleich der 1-ten Resonanzfrequenz mittels S11
(Sub-Filter 5). Unten rechts: Vergleich mit dem idealen Filterverhalten.
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Sechskreisiges Filter in Single–Mode Technologie
Dieses Rechteckhohlleiterﬁlter nutzt den TE101 Resonanzmode. Die Mittenfrequenz des Fil-
ters ist 14.128 GHz, die Bandbreite ist 335 MHz. Das Filter hat keine Da¨mpfungspole und
24 dB Reﬂexion im Durchlassbereich. Alle Resonanzfrequenzen wurden mit den entsprechen-
den Abgleichschrauben verstimmt. Diese Schrauben wurden tief in die Resonatoren einge-
taucht. Die ersten fu¨nf Sub-Filter wurden mittels S11 abgeglichen, das sechste mittels S22.
Ergebnisse sind in Tabelle 4 und Abbildung 20 gezeigt. In Abbildung 20 sind Messungen
und durch [W ](i) simulierte Streuparameter dargestellt. Die kleinen Abweichungen zwischen
gemessenem und idealem ϕ11, die wa¨hrend des Abgleichs der ersten und der zweiten Re-
sonanzfrequenzen auftreten, ha¨ngen davon ab, dass die Formel fu¨r die Korrektur der Re-
ferenzebenen in Gleichungen 83 und 84 approximiert sind. Sie gelten nur in der Na¨he der
Mittenfrequenz des Filters und nur mit kleinen relativen Bandbreiten. Es ist sehr interessant
zu sehen, dass der Algorithmus diese Abweichung detektiert, sie gespeichert und durch adap-
tive Sub-Filter spa¨ter modelliert hat. Die Abweichung verschwindet na¨mlich ab der dritten
Resonanzfrequenz, im Einklang mit der in Kapitel 3.3.2 gegebenen Reihenfolge (m=3). Der
Abgleich dieses Filters dauerte 18 Minuten, die Zeitdauer jeder Optimierung lag zwischen
1.391 und 3.344 Sekunden.
6-kreisiges Filter
Hauptkopplungen Adapterla¨ngen [mm]
Modell Berechnet Abw. [%] Modell Berechnet Abw. [mm]
J0,1 1.08398 1.08104 -0.27 lL 111.481 111.985 0.504
J1,2 0.92025 0.92001 -0.02 lR 111.481 111.993 0.512
J2,3 0.64025 0.64030 0.01
J3,4 0.60586 0.60485 -0.16
J4,5 0.64025 0.64067 0.06
J5,6 0.92025 0.91981 -0.04
J6,7 1.08398 1.08411 0.01
Resonanzfrequenzen [MHz] Gu¨te
Modell Berechnet Abw. [MHz] Modell Berechnet Abw. [%]
fres1 14128.00 14127.91 -0.09 Q1 12000 9660 -19.5
fres2 14128.00 14128.09 0.09 Q2 12000 10431 -13.1
fres3 14128.00 14128.03 0.03 Q3 12000 10499 -12.5
fres4 14128.00 14127.91 -0.09 Q4 12000 10502 -12.5
fres5 14128.00 14128.23 0.23 Q5 12000 10444 -12.9
fres6 14128.00 14128.17 0.17 Q6 12000 9422 -21.5
Tabelle 4: Beispiel zum Filterabgleich durch die Methode der Sub-Filter. Sechskreisiges Filter
in Single-Mode Hohlleitertechnologie. Vergleich zwischen den idealen Parametern aus der Matrix
[W ](ID) (Modell) und den Parametern aus der Matrix [W ](N)l (berechnet).
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Abbildung 20: Beispiel zum Filterabgleich durch die Methode der Sub-Filter. Sechskreisiges Filter
in Single-Mode Hohlleitertechnologie. Gemessene (gestrichelt) und durch [W ](i) simulierte Streupa-
rameter (durchgezogen). Oben links: Abgleich der ersten Resonanzfrequenz mittels S11 (Sub-Filter
1). Oben rechts: Abgleich der 2-ten Resonanzfrequenz mittels S11 (Sub-Filter 2). Mitte links: Ab-
gleich der 3-ten Resonanzfrequenz mittels S11 (Sub-Filter 3). Mitte rechts: Abgleich der 4-ten Reso-
nanzfrequenz mittels S11 (Sub-Filter 4). Unten links: Abgleich der 5-ten Resonanzfrequenz mittels
S11 (Sub-Filter 5). Unten rechts: Abgleich der 6-ten Resonanzfrequenz mittels S22 (Sub-Filter 6).
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Zwo¨lfkreisiges selbstentzerrendes Filter in Dual-Mode Technologie
Dieses Rundhohlleiterﬁlter nutzt den TE113 Resonanzmode. Das Filter hat eine Mittenfre-
quenz von 19.24 GHz und eine Bandbreite von 120 MHz. Die Funktion S21(s) hat 6 Nullstel-
len, na¨mlich zwei Da¨mpfungspole und ein Quadrupel fu¨r die Entzerrung der Gruppenlauf-
zeit. Das Filter hat fu¨nf Querkopplungen und 26 dB Reﬂexion im Durchlassbereich. Dieses
Filter stellt ein schwieriges Beispiel zum rechnergestu¨tzten Abgleich dar: hoher Filtergrad,
komplexe Filtercharakteristik mit Entzerrung der Gruppenlaufzeit und Da¨mpfungspolen,
schmale relative Bandbreite, hohe Mittenfrequenz und hohe Empﬁndlichkeit gegenu¨ber Pa-
rametera¨nderungen. Ohne die Unterstu¨tzung des Rechners wa¨re der Abgleich dieses Filters
extrem zeitaufwa¨ndig und teuer.
12-kreisiges Filter
Hauptkopplungen Querkopplungen
Modell Berechnet Abw. [%] Modell Berechnet Abw. [%]
J0,1 1.09421 1.09282 -0.12 J1,4 0.31087 0.31105 0.05
J1,2 0.85370 0.85124 -0.28 J3,6 0.18477 0.18310 -0.90
J2,3 0.41903 0.42112 0.49 J5,8 -0.39908 -0.39710 -0.49
J3,4 0.57082 0.57039 -0.07 J7,10 0.18477 0.18515 0.20
J4,5 0.48176 0.48388 0.43 J9,12 0.31087 0.30997 -0.28
J5,6 0.15690 0.15730 0.25
J6,7 0.92799 0.92465 -0.36 Adapterla¨ngen [mm]
J7,8 0.15690 0.15598 -0.58 Modell Berechnet Abw. [mm]
J8,9 0.48176 0.48087 -0.18 lL 46.091 46.137 0.046
J9,10 0.57082 0.56961 -0.21 lR 46.091 46.137 0.046
J10,11 0.41903 0.41666 -0.56
J11,12 0.85370 0.85889 0.60
J12,13 1.09421 1.09636 0.19
Resonanzfrequenzen [MHz] Gu¨te
Modell Berechnet Abw. [MHz] Modell Berechnet Abw. [%]
fres1 19242.50 19242.45 -0.05 Q1 12000 11444 -4.63
fres2 19242.50 19242.65 0.15 Q2 12000 11618 -3.18
fres3 19242.50 19242.41 -0.09 Q3 12000 11623 -3.14
fres4 19242.50 19242.64 0.14 Q4 12000 11549 -3.76
fres5 19242.50 19242.61 0.11 Q5 12000 11534 -3.88
fres6 19242.50 19242.55 0.05 Q6 12000 11962 -0.31
fres7 19242.50 19242.36 -0.14 Q7 12000 12055 0.45
fres8 19242.50 19242.26 -0.24 Q8 12000 11505 -4.12
fres9 19242.50 19242.32 -0.18 Q9 12000 11983 -0.14
fres10 19242.50 19242.14 -0.36 Q10 12000 11453 -4.56
fres11 19242.50 19242.26 -0.24 Q11 12000 11134 -7.21
fres12 19242.50 19242.36 -0.14 Q12 12000 11915 -0.71
Tabelle 5: Beispiel zum Filterabgleich durch die Methode der Sub-Filter. Zwo¨lfkreisiges Filter
in Dual-Mode Hohlleitertechnologie. Vergleich zwischen den idealen Parametern aus der Matrix
[W ](ID) (Modell) und den Parametern aus der Matrix [W ](N)l (berechnet).
3.4 Beispiele zum Filterabgleich 61
Abbildung 21: Beispiel zum Filterabgleich durch die Methode der Sub-Filter. Zwo¨lfkreisiges Filter
in Dual-Mode Hohlleitertechnologie. Gemessene (gestrichelt) und durch [W ](i) simulierte Streupa-
rameter (durchgezogen). Oben links: Abgleich der 8-ten Resonanzfrequenz mittels S11 (Sub-Filter
8). Oben rechts: Abgleich der 9-ten Resonanzfrequenz mittels S11 (Sub-Filter 9). Mitte links: Ab-
gleich der 10-ten Resonanzfrequenz mittels S11 (Sub-Filter 10). Mitte rechts: Abgleich der 12-ten
Resonanzfrequenz mittels S22 (Sub-Filter 11). Unten links: Abgleich der 11-ten Resonanzfrequenz
mittels S22 (Sub-Filter 12). Unten rechts: Vergleich mit dem idealen Filterverhalten.
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Um die Resonanzfrequenzen zu verstimmen wurden tief in die Resonatoren eingetauchte
Abgleichschrauben benutzt. Die Koppelschrauben und die Schrauben der induktiven Blenden
wurden entfernt. Die ersten 10 Sub-Filter (Resonanzfrequenzen von 1 bis 10) wurden mittels
S11 abgeglichen, die Resonanzfrequenz 12 und 11 schließlich mittels S22. Der letzte Schritt
mit der Resonanzfrequenz 11 hat die letzten vier Resonanzfrequenzen einbezogen, na¨mlich
12, 11, 10 und 9. Ergebnisse sind in Tabelle 5 und in Abbildung 21 gegeben. In Abbildung
21 sind gemessenen und simulierte Streuparameter nach dem Abgleich des entsprechenden
Sub-Filters dargestellt. Der Abgleich dauerte eine Stunde und 55 Minuten, die Dauer jeder
Optimierung lag zwischen 3.705 und 14.771 Sekunden. Ein rechnergestu¨tzter Abgleich von
zwo¨lfkreisigen Filtern mit hoher Anzahl von Querkopplungen, mit hoher Mittenfrequenz, mit
kleiner relativer Bandbreite und hohen Empﬁndlichkeiten wurde noch nicht in der Literatur
pra¨sentiert.
3.5 Diagnosefa¨higkeiten
Die Konvergenz des Abgleichs wird durch eine Reihe von N Unterkonvergenzen garantiert.
Diese sind na¨mlich die Konvergenz der Matrix [A](i)a zu [A](i) fu¨r i=1, 2, · · ·, N . Ist keine
Konvergenz einer aktuellen Matrix zur idealen Matrix zu erreichen, sind zwei Fa¨lle mo¨glich:
Das Filter hat unabgleichbare Elemente oder das Filter hat parasita¨re Eﬀekte.
Wie gesehen ko¨nnen die Fehler klein oder gravierend sein. Gravierende Fehler sind im
Allgemeinen durch die vorgeschlagene Methode einfach zu detektieren. An der Stelle wo
der gravierende Fehler auftritt, z. B. wa¨hrend der Abstimmung der i-ten Resonanzfrequenz,
konvergiert der Abgleich nicht und der Unterschied zwischen Modell und Messung ist groß.
Gravierende Fehler mu¨ssen sofort korrigiert werden.
Kleine unabgleichbare Fehler ko¨nnen auch identiﬁziert werden. Solche liegen vor, wenn
der Algorithmus die genaue Lo¨sung zwar ﬁndet, die die Fehlerfunktion (i) minimiert, aber die
Abweichungen nicht korrigiert werden ko¨nnen. In diesem letzten Fall ko¨nnen die fehlerbehaf-
teten Elemente ersetzt werden. Man kann aber auch die ganze Abgleichprozedur fortfu¨hren.
Die unabgleichbaren Fehler werden na¨mlich gespeichert. Nach dem Abgleich stimmt das
Filterverhalten dann aber nicht mit dem idealen u¨berein.
Die Wirkung der parasita¨ren Eﬀekte ist im Allgemeinen kleiner als die der Hauptparame-
ter, d. h. der Kopplungen und der Resonanzfrequenzen. Die Koppelmatrix [W ](ID) entha¨lt
aber keine parasita¨ren Eﬀekte und infolgedessen ist die Konvergenz der Matrix [A](i)a zu
[A](i) bei parasita¨ren Eﬀekten schlecht konditioniert. Der Algorithmus ﬁndet keine Koppel-
matrix, die die Fehlerfunktion minimiert. Das heißt, dass die Streuparameter der Matrix
[K](i)a nicht vo¨llig mit den gemessenen Streuparametern u¨bereinstimmen ko¨nnen. Die vor-
geschlagene Methode kann deshalb nur einen Vorabgleich ausfu¨hren. Der Feinabgleich wird
danach mittels Empﬁndlichkeitsanalyse ausgefu¨hrt.
3.6 Beispiel zur Filterdiagnose
Als Beispiel zur Diagnose eines kleinen Fehlers wird die Eingangskopplung des im vorigen
Kapitel abgeglichenen sechskreisigen Filters vergro¨ßert. Die rechteckige O¨ﬀnung wurde zu
breit gefertigt. Die ersten fu¨nf Sub-Filter wurden mittels S11 und die letzte Resonanzfre-
quenz mittels S22 abgeglichen. Die in Abbildung 22 und in Tabelle 6 gezeigten Ergebnisse
besta¨tigen die genaue U¨bereinstimmung zwischen Messungen und adaptivem Modell [K](N)l .
Nach der Einstellung der zweiten Resonanzfrequenz wurde der detektierte Fehler gespeichert
und weiter modelliert. Das Verhalten des Filters nach dem Abgleich ist zwar unzureichend,
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Abbildung 22: Diagnose des sechskreisigen fehlerbehafteten Filter in Single-Mode Technologie.
Gemessene (gestrichelt) und durch [W ](i) simulierte Streuparameter (durchgezogen). Oben links:
Abgleich der ersten Resonanzfrequenz mittels S11 (Sub-Filter 1). Oben rechts: Abgleich der 2-ten
Resonanzfrequenz mittels S11 (Sub-Filter 2). Mitte links: Abgleich der 3-ten Resonanzfrequenz mit-
tels S11 (Sub-Filter 3). Mitte rechts: Abgleich der 4-ten Resonanzfrequenz mittels S11 (Sub-Filter 4).
Unten links: Abgleich der 5-ten Resonanzfrequenz mittels S11 (Sub-Filter 5). Unten rechts: Abgleich
der 6-ten Resonanzfrequenz mittels S22 (Sub-Filter 6).
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Diagnose des 6-kreisigen Filters
Hauptkopplungen Adapterla¨ngen [mm]
Modell Berechnet Abw. [%] Modell Berechnet Abw. [mm]
J0,1 1.08398 1.12791 3.89 lL 111.481 112.002 0.521
J1,2 0.92025 0.91999 -0.03 lR 111.481 112.162 0.681
J2,3 0.64025 0.63982 -0.06
J3,4 0.60586 0.60411 -0.28
J4,5 0.64025 0.64059 0.05
J5,6 0.92025 0.91916 -0.11
J6,7 1.08398 1.08491 0.08
Resonanzfrequenzen [MHz] Gu¨te
Modell Berechnet Abw. [MHz] Modell Berechnet Abw. [%]
fres1 14128.00 14126.76 -1.24 Q1 12000 9541 -20.5
fres2 14128.00 14127.90 -0.10 Q2 12000 10612 -11.6
fres3 14128.00 14128.23 0.23 Q3 12000 10095 -15.8
fres4 14128.00 14128.07 0.07 Q4 12000 9942 -17.1
fres5 14128.00 14127.72 -0.28 Q5 12000 10360 -13.6
fres6 14128.00 14128.03 0.03 Q6 12000 9262 -22.8
Tabelle 6: Diagnose des sechskreisigen fehlerbehafteten Filter in Single-Mode Technologie. Ver-
gleich zwischen den idealen Parametern aus der Matrix [W ](ID) (Modell) und den Parametern aus
der Matrix [W ](N)l (berechnet).
na¨hert sich aber dem erwarteten Filterverhalten. Das besta¨tigt die Gu¨ltigkeit der neuen
Methode auch fu¨r die Diagnose.
3.7 Vorteile und Grenzen des Verfahrens
Die vorgeschlagene Methode hat zahlreiche Vorteile. Sie vereinfacht den Abgleich von Mi-
krowellenﬁltern aus gekoppelten Resonatoren aufgrund von:
• Vollsta¨ndigkeit: Das Verfahren beginnt mit einem verstimmten Filter und fu¨hrt es bis
zu seinem idealen Verhalten.
• Anfangswerte: Verstimmte Resonanzfrequenzen und verschwindende Kopplungen wer-
den eindeutig durch eine Koppelmatrix modelliert.
• Parameteridentiﬁzierung: Gute Startwerte fu¨r die Optimierung vermeiden lokale Mini-
ma und sichern eindeutige Lo¨sungen.
• Systematik: Die Resonanzfrequenzen, Haupt- und Querkopplungen werden nacheinan-
der abgeglichen.
• Konvergenz: Die Konvergenz des globalen Abgleichs wird durch eine Reihe von Unter-
konvergenzen gesichert.
• Fehlerausbreitung: Das adaptive Modell verhindert die Fehlerausbreitung.
3.8 Zusammenfassung 65
• Optimierung: Die Auswahl der zu optimierenden Parameter macht die Optimierung
schnell und eindeutig.
• Genauigkeit: Kopplungskoeﬃzienten und Resonanzfrequenzen werden mit hoher Ge-
nauigkeit identiﬁziert. Die entsprechenden Abgleichelemente ko¨nnen mit hoher Pra¨zi-
sion eingestellt werden.
• Geschwindigkeit: Die Geschwindigkeit der Parameteridentiﬁzierung erlaubt die Ge-
schwindigkeit des ganzen Abgleichsverfahren.
• Diagnose: Die Genauigkeit und Eindeutigkeit der Parameteridentiﬁzierung zusammen
mit der Systematik des Verfahren machen die Diagnose mo¨glich.
• Unterstu¨tzung: Die Methode fu¨hrt das Filterverhalten immer in einen Zustand, in
dem die Parameteridentiﬁzierung durch Optimierung der Koppelmatrix oder der rech-
nergestu¨tzte Abgleich durch Empﬁndlichkeitsanalyse mo¨glich ist. Die Parameter des
Filters sind nach Anwendung der vorgeschlagenen Methode na¨mlich in der Na¨he der
optimalen Lo¨sung.
Eine genaue Untersuchung der Eigenschaften der Methode muss notwendigerweise auch ihre
Grenzen beru¨cksichtigen:
• Verstimmung: Alle Resonanzfrequenzen mu¨ssen verstimmt werden ko¨nnen.
• Koppelmatrix: Die Koppelmatrix muss gegeben sein. Grenzen sind relative Bandbreite,
Unabha¨ngigkeit der Kopplungskoeﬃzienten von der Frequenz, parasita¨re Eﬀekte.
• Filterstruktur: Die Methode ist strukturabha¨ngig. Hohlleiterﬁlter in Dual-Mode In-
Line und Single-Mode Technologie wurden beru¨cksichtigt, weitere Strukturen ko¨nnen
in a¨hnlicher Weise behandelt werden.
3.8 Zusammenfassung
Ein neuartiger Algorithmus fu¨r den systematischen Abgleich von Mikrowellenﬁltern aus ge-
koppelten Resonatoren wurde pra¨sentiert. Dieser lo¨st das inverse Problem, na¨mlich die Be-
stimmung der Filterparameter aus gemessenen Daten. Die mit Hilfe eines Netzwerkanaly-
sators gewonnenen Daten sind der Frequenzgang der komplexwertigen Eingangs- und Aus-
gangsreﬂexionsfaktoren. Der Algorithmus erlaubt die sequentielle Abstimmung jeder Reso-
nanzfrequenz und Kopplung. Die Methode fu¨r die Parameteridentiﬁzierung ist die Opti-
mierung der Koppelmatrix. Die Mo¨glichkeit, ein verstimmtes Filter durch eine verstimmte
Koppelmatrix zu modellieren und die Verwendung eines adaptiven Modells machen die Pa-
rameteridentiﬁzierung eindeutig. Das inverse Problem wird also systematisch und eindeutig
gelo¨st. Die Konvergenz des Abgleichs ist durch eine systematische Reihe von Unterkonvergen-
zen garantiert. Ein solcher Algorithmus, der den Abgleich von hochkreisigen asymmetrischen
Filtern mit Querkopplungen systematisch ermo¨glicht, ist einzigartig in der Literatur.
Alle analytischen Einzelheiten der Methode wurden beschrieben. Beispiele zum Filter-
abgleich mit hohem und niedrigem Filtergrad, mit Filtern in Single- und Dual-Mode Tech-
nologie und mit verschiedenen relativen Bandbreiten besta¨tigen die Wirksamkeit und die
Gu¨ltigkeit des Verfahrens. Die Methode ist auch diagnosefa¨hig: Fehlerbehaftete unabgleich-
bare Parameter werden einfach detektiert und ko¨nnen korrigiert werden.
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Der Abgleich kann also durch die vorgeschlagene neue Methode durchgefu¨hrt werden.
Nur wenn notwendig wird ein zusa¨tzlicher Feinabgleich durch Optimierung der Koppelma-
trix oder Empﬁndlichkeitsanalyse erga¨nzt. Der neue Algorithmus ist na¨mlich eine notwen-
dige Voraussetzung fu¨r die Konvergenz des Feinabgleichs durch die bekannten Methoden.
Abgleich durch Optimierung der Koppelmatrix und durch Empﬁndlichkeitsanalyse wurden
schon in den ersten zwei Kapiteln eingefu¨hrt und werden in den folgenden Kapiteln genauer
untersucht.
4 Zusa¨tzlicher Feinabgleich von beidseitig abgeschlos-
senen Filtern durch Optimierung der Koppelmatrix
4.1 Einleitung
In diesem Kapitel wird der rechnergestu¨tzte Abgleich von beidseitig abgeschlossenen Mi-
krowellenﬁltern durch Optimierung der Koppelmatrix untersucht. Insbesondere werden zwei
Mo¨glichkeiten vorgeschlagen. Die erste nutzt die Synthese eines Tiefpassprototyps durch
Optimierung der normierten Koppelmatrix. Die Fehlerfunktion wird durch die komplexen
Nullstellen der gemessenen Streuparameter S11(s), S22(s) und S21(s) deﬁniert und verbes-
sert die bekannte Fehlerfunktion in [Kah 00]. Die Optimierung ist nur dann mo¨glich, wenn
die Lage dieser Wurzeln u¨ber der komplexen s-Ebene genau bestimmt werden kann. Aus
diesem Grund wird das Problem der Interpolation fu¨r rationale Funktionen untersucht. Die
zweite Methode optimiert die Parameter einer entnormierten Schaltung aus verteilten und
konzentrierten Elementen. Dieser Vierpol wird durch eine entnormierte Koppelmatrix darge-
stellt. Obwohl die Abgleichsmethode durch Optimierung der Koppelmatrix mittels gemesse-
ner Stu¨tzstellen bekannt ist, wurden in der Literatur keine Ersatzschaltungen aus verteilten
Elementen benutzt. Schließlich werden Vorteile und Grenzen der Methoden beschrieben und
Beispiele zum Filterabgleich gegeben. Notwendige Bedingung fu¨r die Lo¨sbarkeit der Para-
meteridentiﬁzierung durch Optimierung ist, dass die meisten Parameter bereits nahe an den
nominalen liegen. Deshalb stellt die Anwendung der Methode der Sub-Filter in Kapitel 3 die
notwendige Voraussetzung fu¨r die erfolgreiche Parameteridentiﬁzierung durch Optimierung
der Koppelmatrix dar. Der Feinabgleich durch Optimierung der Koppelmatrix ist also eine
zusa¨tzliche Mo¨glichkeit, das Filterverhalten zu verbessern.
4.2 Adaptives Abtastverfahren von Streuparametern
Das Problem der Interpolation fu¨r eine rationale Funktion
Ψ(s) =
a0 + a1s+ a2s
2 + · · ·+ aµsµ
b0 + b1s+ b2s2 + · · ·+ bνsν
einer Variablen s besteht in der Bestimmung der komplexen Parameter ai und bi, so dass,
wenn Paare von reellen oder komplexen Nummern (si, ti), i=0, 1, · · ·, np gegeben sind, mit
np≥µ+ν+1, si =sj fu¨r i =j, die Gleichung
Ψ(si, a0, · · ·, aµ, b0, · · ·, bν) = ti fu¨r i = 0, 1, · · ·, np (131)
gilt [Sto 80]. Ist die Anzahl der Stu¨tzstellen gleich oder gro¨ßer als die Anzahl der Koeﬃzienten
(np≥µ+ν+1), wird die Lo¨sung des Interpolationsproblems eindeutig. Ist das Problem der
Interpolation gelo¨st, ko¨nnen Pol- und Nullstellen von Ψ(s) eindeutig bestimmt werden. In
der vorliegenden Arbeit werden gemessene Funktionen der Frequenz mit Hilfe der Variablen
s=jω interpoliert.
Die folgenden Kapitel beschreiben die Lo¨sung des Interpolationsproblems durch die Me-
thode von Prony im Frequenzbereich [Bri 80]. Es gibt auch Pronys Methode im Zeitbereich.
Dieses Verfahren bestimmt eine Funktion, die durch eine Reihe von Exponentialfunktionen
modelliert wird. Die Methode im Frequenzbereich hat einen großen Vorteil im Vergleich zu
der im Zeitbereich: Die Lage der Stu¨tzstellen si ist frei und die Stu¨tzstellen mu¨ssen nicht
gleichverteilt in ω gewa¨hlt werden. Bekannt in der Literatur ist auch die Cauchy-Methode,
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die das entsprechende Cauchy-Problem lo¨st [Adv 93, Adv 97]. Das ist die Bestimmung der
Koeﬃzienten ai und bi und der Grade µ und ν indem einige Stu¨tzstellen (si, ti) und Ab-
leitungen der zu interpolierenden Daten vorgeschrieben werden. Da die Ableitungen von
gemessenen Daten schwierig zu bestimmen sind, wird die Cauchy-Methode nicht weiter un-
tersucht. Stattdessen werden die Abtastmethoden durch rekursive Formeln ausgewertet und
mit der Methode durch Singula¨rwertzerlegung verglichen.
Im Folgenden wird angenommen, dass die Werte µ und ν bekannt sind. Die zu approximie-
renden Parameter sind na¨mlich Streuparameter, und sie werden durch gebrochen rationale
Funktionen in s dargestellt (siehe Gleichung 8). Der Za¨hler von S11(s) und S22(s) hat den
Grad N , der Za¨hler von S21(s) den Grad NZ . Der gemeinsame Nenner hat den Grad N .
Solche Approximation gilt nur dann, wenn der analysierte Frequenzbereich schmal ist. Bei
schmalbandigen Filtern ist das aber normalerweise der Fall. Da die zu optimierende nor-
mierte Koppelmatrix einem Tiefpassprototyp entspricht, muss eine Bandpass zu Tiefpass-
Transformation auf den gemessenen Frequenzbereich angewendet werden. Diese wurde in
Gleichung 86 eingegeben und entspricht einer Tiefpass zu Bandpass-Transformation.
4.2.1 Abtastung durch Least-Squares-Singula¨rwertzerlegung
Das Problem der Interpolation fu¨r S11(s) wird hier durch die Lo¨sung eines Least-Squares
Problems durch Singula¨rwertzerlegung berechnet. A¨hnliche Betrachtungen gelten auch fu¨r
S22(s) und S21(s). Die Anfangsgleichung ist
S11(s)|s=jωi =
f0 + f1s+ · · ·+ fNsN




fu¨r i=1, 2, · · ·, np. Dabei ist ti der komplexwertige gemessene Reﬂexionsfaktor in ωi, wobei
ω=2πf gilt. f ist die normierte technische Frequenz des Tiefpassprototyps und entspricht
einem Filter, dessen Durchlassbereich zwischen −1 und 1 deﬁniert ist. Die Funktion S11(s)
hat 2N+2 komplexe Koeﬃzienten, wobei der Wert eines Koeﬃzienten frei ist. Hier wird eN=1
gewa¨hlt. Es gibt also 2N+1 Unbekannte. Gleichung 132 wird wie folgt neu geschrieben:

1 · · · (jωi)N −t1 · · · −t1(jω1)N−1

























Das Problem der Interpolation wird also durch die Lo¨sung eines linearen Systems
[A]4x = 4b (134)
angegangen. Da im Allgemeinen np>2N+1 gilt, ist das System u¨berbestimmt. Normalerweise
haben u¨berbestimmte Systeme keine exakte Lo¨sung [Gol 82]. Das Least-Squares Problem ist
die Berechnung von dem Vektor 4x, der die euklidische Norm ||[A]4x−4b||2 minimiert. Dieses
Problem hat eine eindeutige Lo¨sung 4xLS mit minimaler Norm || 4xLS||2 und sie wird durch die
Singula¨rwertzerlegung der Matrix [A] berechnet.
Ist [A] eine komplexe Matrix, dann existieren zwei komplexe orthogonale Matrizen [U ]
und [V ] so dass die Gleichung
[U ]Hnp×np [A]np×(2N+1)[V ](2N+1)×(2N+1) = [Σ]p×p = diag[σ1, σ2, · · ·, σp] (135)
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gilt. Dabei ist
p = min{np, 2N + 1} = 2N + 1 (136)
und σ1≥σ2≥ · · · ≥σp≥0 sind die singula¨ren Werte von [A]. Die Lo¨sung des Interpolations-
problems ist deshalb
4xLS = [V ][Σ]
−1([U ]H4b). (137)
Die Matrix [V ][Σ]−1[U ]H ist die allgemeine Inverse von [A]. Das Verha¨ltnis zwischen gro¨ßtem
und kleinstem singula¨rem Wert heiß Konditionsnummer. Ist die Konditionsnummer unend-
lich, ist die Matrix [A] singula¨r und ihr Rang ist kleiner als 2N+1. Ist die Konditionsnum-
mer groß, ist die Matrix [A] schlecht konditioniert. Das ist der Fall, wenn die reziproke Zahl
der Konditionsnummer kleiner als die Gleitkommadarstellung des Rechners ist (10−12 mit
doppelter Genauigkeit). Die Matrix [A] entha¨lt die gemessenen Parameter ti, die im Allge-
meinen ungenau und verrauscht sind. Es kann passieren, dass die Anzahl ihrer singula¨ren
Werte gro¨ßer als 2N+1 ist. Die Matrix [A] ist also schlecht konditioniert. In diesem Fall
mu¨ssen die zusa¨tzlichen singula¨ren Werte zu Null eingestellt werden. Das entspricht der Eli-
mination von linearen Gleichungen eines linearen Systems. Es scheint paradox zu sein, dass
die Lo¨sung eines linearen Systems ohne bestimmte Gleichungen genauer als die Lo¨sung des
vollen Systems sein kann. Das ist aber der Fall, da die zu eliminierenden Gleichungen genau
die fehlerbehafteten Gleichungen sind. Diese ko¨nnten na¨mlich die Norm des Vektors 4xLS
vergro¨ßern und den Rest ||[A] 4xLS−4b||2 des Least-Squares Problems verschlechtern [Pre 92].
Das Rauschen wird also durch Elimination der fehlerbehafteten Gleichungen geﬁltert. Man
muss aber vorsichtig sein. Das Verfahren ist nur dann mo¨glich, wenn die Grade von Nenner
und Za¨hler vorgeschrieben sind und (oder), wenn man einen bestimmten Rest ||[A] 4xLS−4b||2
erreichen will.
4.2.2 Abtastung durch Total-Least-Squares-Singula¨rwertzerlegung
Aus der Gleichung 132 wird ein neues System extrahiert

1 jω1 · · · (jωi)N −t1 · · · −t1(jω1)N






















Ist die Anzahl der Stu¨tzstellen gro¨ßer als die Anzahl der Unbekannten (np≥2N+2), wird die
Lo¨sung des Systems eindeutig. Gleichung 138 entspricht dem System
[[B]− [C]]4x = 40. (139)
Dabei ist [B] eine komplexe np×(N+1) Matrix, die die ersten N+1 Spalten der Matrix in
Gleichung 138 und deshalb keine gemessenen Daten entha¨lt. Die Matrix [B] ist fehlerfrei. Die
Matrix [C] ist eine verrauschte komplexe np×(N+1) Matrix. Sie entha¨lt na¨mlich die letzten
N+1 Spalten der Matrix in Gleichung 138 und deshalb die fehlerbehafteten Messungen ti.
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Eine sogenannte QR Zerlegung der Matrix [[B]−[C]] bis zu der (N+1)-ten Spalte erzeugt








wobei 4f=[f0, f1, ···, fN ] und 4e=[e0, e1, ···, eN ] ist. Die Matrix [R] der linken Seite der Gleichung
140 ergibt sich aus der Zerlegung [[B]−[C]] = [Q][R]. Die (N+1)×(N+1) Matrix [R11] hat
nur Eintra¨ge auf und oberhalb der Hauptdiagonale. Die Matrix [R12] hat die Dimension
(N+1)×(N+1), die (np−N−1)×(N+1) Matrix [R22] ist fehlerbehaftet.
Aus der Singula¨rwertzerlegung der Matrix [R22] erha¨lt man
[U ][Σ][V ]H4e = 40. (141)
Fu¨r die Theorie der Total-Least-Squares [Gol 82] ist die Lo¨sung der Gleichung 141 propor-
tional zum letzten Spaltenvektor von [V ]:
4e = 4vN+1. (142)
Dabei ist 4vN+1 der (N+1)-te Spaltenvektor der Matrix [V ]. Der Vektor 4f wird schließlich
durch die Gleichung
[R11]4f + [R12]4e = 40 (143)
bestimmt. Diese Lo¨sung muss im Allgemeinen genauer sein als die Lo¨sung durch den Least-
Squares Ansatz. Das Least-Squares Problem basiert auf der stillschweigenden Annahme, dass
der Fehler nur im Vektor 4b ist. In der Methode des Total-Least-Squares ist die Matrix [A]
im Allgemeinen fehlerbehaftet. Außerdem entha¨lt die Matrix in Gleichung 140 alle gemes-
senen Daten (auch den Vektor 4b in Gleichung 138) und die Unterdru¨ckung des Rauschens
durch Singula¨rwertzerlegung mu¨sste pra¨zisere Lo¨sungen erzeugen. Weitere U¨berlegungen
u¨ber Least-Squares und Total-Least-Squares sind in [Gol 80, Gol 82] zu ﬁnden.
In der Literatur sind zahlreiche Anwendungen der Abtastung durch Least-Squares und
Total-Least-Squares beschrieben [Mil 87, Bur 88, Bur 89, Mil 90, Kot 91, Kot 91b, Mil 91,
Adv 93, Mil 95, Adv 97, Wer 00]. Beide Ansa¨tze sind mit einer einzigen Variablen s oder mit
mehreren Variablen beschrieben worden. Felder, Strahlungscharakteristiken, Streuparameter
usw. von simulierten oder gemessenen Strukturen ko¨nnen interpoliert und die entsprechen-
den Funktionen generiert werden. Einerseits verbessert die Interpolation die Eﬃzienz der
Simulation von elektromagnetischen Strukturen. Aufgrund der Interpolation ist die Anzahl
der simulierten Stu¨tzstellen minimiert. Andererseits ist die Information, die eine Funktion
entha¨lt, gro¨ßer als die Information einiger Stu¨tzstellen. Was hier beschrieben wurde ist eine
mo¨gliche Anwendung des Verfahrens, die fu¨r die Bestimmung der Pol- und Nullstellen einer
gemessenen Funktion geeignet ist.
4.2.3 Abtastung durch rekursive Prozeduren
Algorithmen fu¨r die rationale Interpolation durch rekursive Prozeduren wurden von Stoer
und Burlisch [Sto 80] beschrieben. Diese Algorithmen sind der Neville-Art und des Thieles-
Kettenbruchs und fu¨hren die Interpolation von tabulierten Daten in einer rekursiven Art
durch.
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Es sei R1 der Wert der einzigen rationalen konstanten Funktion, die durch den Punkt
(s1, t1) geht. Dasselbe gilt fu¨r R2, R3, · · ·, Rk. Die einzige rationale Funktion mit Grad 1, die
durch (s1, t1) und (s2, t2) geht, ist R1,2. Dieselbe Deﬁnition gilt fu¨r R2,3, R3,4, · · ·, Rk−1,k und
a¨hnliche Betrachtungen fu¨r die anderen Polynome, bis R1,2,···,np . Das ist die einzige Funktion,
die die np Punkte interpoliert, und deshalb ist sie die erwartete Lo¨sung fu¨r das Problem der
Abtastung. Stoer und Burlisch demonstrierten, dass die folgende rekursive Formel fu¨r die
rationale Interpolation der Neville-Art gilt:










Der Grad von Nenner und Za¨hler ist (np−1)/2, wenn np ungerade ist, anderenfalls ist der
Grad des Nenners np/2 und der Grad des Za¨hlers np/2−1. Der Algorithmus durch den
Thieles-Kettenbruch basiert auf dem Begriﬀ von inversen Diﬀerenzen. Er ist dem Neville-
Art Algorithmus a¨hnlich und der Leser wird auf Stoer und Burlisch [Sto 80] verwiesen. Der
Algorithmus der Neville-Art im mehrdimensionalen Fall wurde in [Pei 98] beschrieben. Der
mehrdimensionale Algorithmus der Thieles-Kettenbruch Art wurde in [Leh 01] gegeben.
Der gro¨ßte Vorteil der rekursiven Methoden ist, dass sie keine Inversion einer Matrix
brauchen. Sie sind deshalb numerisch genau und sehr schnell zu berechnen. Anderseits ist
die Inversion einer Matrix ungenau und langsam. Der Nachteil dieses Verfahrens ist, dass der
Grad von Nenner und Za¨hler mit der Anzahl der Stu¨tzstellen np steigt. Die Bestimmung der
Pol- und Nullstellen der Transferfunktion eines Filters ist deshalb kompliziert, weil notwen-
digerweise einige Wurzeln ausgeschlossen werden mu¨ssen. Die Auswahl dieser Wurzeln ist
nicht einfach. Das passiert vor allem, wenn die Daten fehlerbehaftet sind und viele Stu¨tzstel-
len gebraucht werden. Der Ansatz durch rekursive Methoden scheint also die beste Lo¨sung
fu¨r das Interpolationsproblem zu sein. Der Ansatz durch Singula¨rwertzerlegung ist fu¨r die
Bestimmung der Pol- und Nullstellen der Transferfunktion eines Filters besser geeignet.
4.2.4 Algorithmus zum adaptiven Abtastverfahren
Die Auswahl der Stu¨tzstellen (si, ti) ist ein wichtiges Problem, denn die Genauigkeit der
Interpolation ha¨ngt na¨mlich von der Lage dieser Stellen ab. In diesem Kapitel werden das
Problem der Auswahl der Stu¨tzstellen und das Kriterium fu¨r den Abschluss der Interpolati-
onsprozedur untersucht.
Mu¨ssen simulierte Daten interpoliert werden, ist ein adaptives Abtastverfahren sehr
wichtig. Die Berechnung der Stu¨tzstellen ti kann na¨mlich viel Zeit kosten, z. B. wenn
ein Feldsimulationsmodell benutzt wird, und die Interpolation mit der kleinsten Anzahl
von Samples durchgefu¨hrt werden muss. Das Problem des adaptiven Abtastverfahrens im
Rahmen der simulierten Netzwerke ist in der Literatur ausfu¨hrlich beschrieben worden
[Ure 94, Dha 95, Mil 96, Pei 98, Tim 00, Leh 01, Dha 02]. Im rechnergestu¨tzten Abgleich
ist das Problem der Berechnung der Samples unwichtig. Alle Stu¨tzstellen sind na¨mlich aus
den gemessenen Streuparametern verfu¨gbar. Was in diesem Fall wirklich za¨hlt ist die Ge-
nauigkeit der Abtastung, d. h. die U¨bereinstimmung zwischen gemessenen und modellierten
Streuparametern. Das gewa¨hrleistet na¨mlich die Genauigkeit der Berechnung der Pol- und
Nullstellen der gemessenen Streuparameter. Das Ablaufdiagramm der adaptiven Abtastung
ist in Abbildung 23 gezeigt und wird im Folgenden erkla¨rt.




















Abbildung 23: Ablaufdiagramm des Algorithmus fu¨r das adaptive Abtastverfahren.
Anfangsstu¨tzstellen: 2N+2 Anfangsstu¨tzstellen der Reﬂexionsfaktoren S11 und S22 wer-
den gleichfo¨rmig im Durchlassbereich gewa¨hlt. Zwei weitere Samples liegen an den Extrem-
stellen des gemessenen Frequenzbereichs. Die N+NZ+2 Anfangsstu¨tzstellen des Transmissi-
onsfaktors S21 liegen gleichfo¨rmig im Sperrbereich, zwei weitere Samples im Durchlassbereich.
Interpolation: Fu¨r den rechnergestu¨tzten Abgleich wurde die Methode durch Total-Least-
Squares und Singula¨rwertzerlegung ausgewa¨hlt.
Berechnung des Fehlers: Die Ergebnisse der aktuellen und der vorherigen Interpolation
werden verglichen. Der Vergleich ist notwendig, um die Konvergenz der Interpolation zu kon-
trollieren. Die vorausgehende Interpolation wurde mit einer kleineren Anzahl von Stu¨tzstellen
durchgefu¨hrt. Im Allgemeinen mu¨sste eine gro¨ßere Anzahl von Samples die Genauigkeit der
Interpolation verbessern, das passiert z. B. mit den rekursiven Methoden. Gleichzeitig muss
aber eine gro¨ßere Matrix invertiert werden. Da die gemessenen Daten ungenau und fehler-
behaftet sind und da die Genauigkeit der Berechnung beschra¨nkt ist, ist die Inversion der
Matrix kritisch und schlechte Lo¨sungen ko¨nnten auftreten. Die Funktion der Interpolations-
fehler zeigt also ein Minimum u¨ber der Anzahl der Stu¨tzstellen. Das Ziel des Algorithmus
ist dieses Minimum und die beste Lo¨sung fu¨r die Interpolation zu ﬁnden. Der Fehler der
Interpolation fu¨r den Streuparameter Sjk durch i Stu¨tzstellen ist
i = max{|SINTjk (jωL)− SMESjk (jωL)|} fu¨r L = 1, 2, · · ·, nm (145)
Dabei sind SINTij (jω) und S
MES
ij (jω) interpolierte und gemessene Streuparameter und nm
ist die Gesamtanzahl der gemessenen Frequenzstu¨tzstellen. Ist der aktuelle Fehler i kleiner
als der vorherige Fehler i−1, wa¨hlt der Algorithmus ein neues Sample an der Stelle wo der
Unterschied
∆U = |20log10|SINTjk (jωL)| − 20log10|SMESjk (jωL)|| fu¨r L = 1, 2, · · ·, nm (146)
am gro¨ßten ist. Die Interpolation wiederholt sich und die Anzahl der Stu¨tzstellen wird i+1.
Die logarithmische Funktion versta¨rkt die kleinsten Ziﬀern. Der Algorithmus arbeitet des-
halb hauptsa¨chlich im Durchlassbereich mit Reﬂexionsfaktoren und im Sperrbereich mit dem
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Transmissionsfaktor. Ist der aktuelle Fehler gro¨ßer als der vorherige Fehler, wird die Inter-
polation beendet. Die Genauigkeit der Interpolation muss jetzt gepru¨ft werden.
Untersuchung der Genauigkeit: Die Genauigkeit der Interpolation ist aureichend, wenn
die Bedingung
||SINTjk (jωL)| − |SMESjk (jωL)|| ≤  fu¨r L = 1, 2, · · ·, nm j, k = 1, 2 (147)
gilt. Die Variable  ist die geforderte Genauigkeit. Es wurde gepru¨ft, dass Werte von  kleiner
als 0.03 zu genauen Scha¨tzungen der Pol- und Nullstellen der Transferfunktion fu¨hren. Ist
die Bedingung 147 veriﬁziert, werden die Pol- und Nullstellen berechnet.
Scheitern der Interpolation: Ist die Bedingung in Gleichung 147 nicht veriﬁziert, ko¨nnen
die Ergebnisse der Interpolation nicht benutzt werden. Der rechnergestu¨tzte Abgleich durch
Optimierung der Koppelmatrix und den gemessenen Pol- und Nullstellen der Transferfunkti-
on kann nicht ausgefu¨hrt werden. Eine neue Interpolation oder ein alternativer Algorithmus
(siehe Kapitel 4.4) ko¨nnten angewendet werden.
4.2.5 Vergleich der Abtastverfahren
In diesem Kapitel werden zwei Beispiele von adaptiven Abtastverfahren pra¨sentiert. Das er-
ste Beispiel nutzt den Frequenzgang des im vorigen Kapitel gemessenen und abgeglichenen
fu¨nfkreisigen Filters. Vor der Abtastung der Streuparameter ist eine Variation der Bezugs-
ebene der Kalibrierung notwendig. Das Filter wird durch zwei Adapter der La¨nge 37 mm und
38 mm gemessen, die Wirkung der entsprechenden Leitungen muss herausgerechnet werden
(engl.: de-embedding). Das ist ein einfaches Problem und der Leser ist auf [Poz 98] verwiesen.
Das zweite Beispiel nutzt den asymmetrischen Frequenzgang eines simulierten zwo¨lfkreisigen
Filters mit Entzerrung der Gruppenlaufzeit. Die Funktion S21(s) dieses Filters hat insgesamt
8 endliche Nullstellen, 4 Da¨mpfungspole und ein Quadrupel fu¨r die Entzerrung der Gruppen-
laufzeit. Die Streuparameter wurden durch eine Simulation der in Abbildung 10 gezeigten
Schaltung berechnet, die Resonatoren haben alle eine unbelastete Gu¨te Qi=13000. Ergeb-
nisse der Interpolation sind in Tabelle 7 und in Abbildung 24 gegeben. Die Verringerung des
Interpolationsfehlers fu¨r das zwo¨lfkreisige Filter durch adaptive Abtastung ist in Abbildung
25 dargestellt.
5-kreis LS TLS Neville
N0 S11 14 14 79
Fehler S11 2.60E-2 1.65E-2 2.12E-3
N0 S22 22 21 76
Fehler S22 7.03E-3 6.18E-3 2.13E-3
N0 S21 67 67 84
Fehler S21 2.72E-2 2.70E-2 6.99E-4
12-kreis LS TLS Neville
N0 S11 44 44 104
Fehler S11 9.32E-4 9.31E-4 2.99E-6
N0 S22 61 63 99
Fehler S22 7.92E-4 7.87E-4 1.41E-6
N0 S21 25 25 97
Fehler S21 3.09E-3 2.97E-3 1.13E-5
Tabelle 7: Vergleich zwischen den adaptiven Abtastverfahren durch Least-Squares, Total-Least-
Squares und Neville-Typ. Die Tabellen enthalten die Anzahl der verwendeten Stu¨tzstellen und den
restlichen Interpolationsfehler  fu¨r ein fu¨nfkreisiges Filter (links) und ein zwo¨lfkreisiges Filter
(rechts).
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Abbildung 24: Adaptives Abtastverfahren. Oben links: Vergleich zwischen Least-Squares und Total-
Least-Squares Abtastungen mit einem fu¨nfkreisigen Filter, die Filterkurven liegen genau u¨berein-
ander. Oben rechts: Vergleich zwischen Neville-Typ und kubischem Spline mit dem gleichen fu¨nf-
kreisigen Filter. Mitte links: Anfangszustand der Interpolation durch Total-Least Squares mit dem
zwo¨lfkreisigen Filter. Mitte rechts: Endzustand der Interpolation durch Total-Least-Squares mit dem
zwo¨lfkreisigen Filter. Unten links: Nullstellen und Polstellen des fu¨nfkreisigen Filters. Unten rechts:
Nullstellen und Polstellen des zwo¨lfkreisigen Filters.
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Abbildung 25: Adaptives Abtastverfahren u¨ber S11, simuliertes zwo¨lfkreisiges Filter. Links: An-
fangsfehler ∆U und Stu¨tzstellen si. Rechts: Endfehler ∆U und Stu¨tzstellen si. Der Algorithmus hat
den Fehler detektiert und minimiert.
Die Beispiele zeigen, dass die Methode durch Total-Least-Squares leicht bessere Lo¨sungen
als die durch Least-Squares liefert. Die rekursiven Methoden erreichen bessere Genauigkeiten,
und die Genauigkeit steigt mit der Anzahl der Stu¨tzstellen.
4.3 Abgleich durch gemessene Pol- und Nullstellen der Transfer-
funktion
Abbildung 26 zeigt das Ablaufdiagramm fu¨r den rechnergestu¨tzten Abgleich durch gemessene
Pol- und Nullstellen der Transferfunktion und Optimierung der normierten Koppelmatrix.











Abbildung 26: Ablaufdiagramm fu¨r den rechnergestu¨tzten Abgleich durch gemessene Pol- und
Nullstellen der Transferfunktion und Optimierung der normierten Koppelmatrix.
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Messung: Die gemessenen Daten (komplexe Streuparameter) werden mit Hilfe eines Netz-
werkanalysators gewonnen.
Tiefpass-Transformation: Die Transformation ist in Gleichung 86 gegeben. Parameter
sind die Mittenfrequenz und die Bandbreite des Filters.
Abtastung: Das adaptive Verfahren nutzt die Methode durch Total-Least-Squares und Sin-
gula¨rwertzerlegung. Scheitert die Abtastung, muss der Algorithmus beendet werden.










|S21(Z21i)|2 + (− ̂)2 (148)
wobei Z11i , Z22i und Z21i die komplexen Nullstellen der gemessenen Streuparameter sind.
Der letzte Term der Gleichung 148 ist
(− ̂)2 = |SMES11 (fk)− SMOD11 (fk)|2+
|SMES22 (fk)− SMOD22 (fk)|2 + |SMES21 (fk)− SMOD21 (fk)|2
(149)
wobei fk eine gemessene Frequenz ist. Eine rationale Funktion ist na¨mlich durch ihre Pol-
und Nullstellen und durch einen Multiplikationsfaktor festgelegt. Da die Pol- und Null-
stellen bekannt sind, wird der Multiplikationsfaktor aus dem Wert der Funktion in einer
Frequenzstu¨tzstelle berechnet.
Die Fehlerfunktion in Gleichung 148 verbessert die Fehlerfunktion in [Kah 00]. Sie beru¨ck-
sichtigt na¨mlich auch die Nullstellen von S22(s) und die Multiplikationsfaktoren in Gleichung
149. Die modellierten Streuparameter werden aus den aktuellen Matrizen [K]a+[G]a be-
rechnet, wobei die aktuelle normierte Koppelmatrix [K]a dieselbe Topologie des Filters hat
und in Gleichung 38 deﬁniert wurde. Die diagonale Matrix [G]a=diag[0, g1,1, g2,2 · ··, gN,N , 0]
entha¨lt die Resonatorverluste, die durch die Leitwerte gi,i modelliert werden. Die Streupara-
meter werden aus den Matrizen [K]a und [G]a a¨hnlich zu der in Kapitel 3.2.3 beschriebenen
Methode berechnet. Die zu optimierenden Parameter sind die Kopplungskoeﬃzienten, die
Blindleitwerte Bi, die Leitwerte gi,i und die Adapterla¨ngen an beiden Toren. Die Startwerte
fu¨r die Optimierung sind die ideale Koppelmatrix [K], die Nullmatrix [G] = diag[0, 0, · · ·, 0]
und die Adapterla¨ngen in Gleichung 82. Die abzugleichenden Parameter sind die Kopplungen
und die Resonanzfrequenzen des Filters. Die Resonanzfrequenzen des Filters werden durch
Gleichung 87 berechnet, wobei Ci=1 gilt. Der Gradient der Fehlerfunktion wird a¨hnlich zu
dem Verfahren in Kapitel 3.3.3 berechnet.
Auswahl des abzugleichenden Parameters: Dabei wird das in Kapitel 3.3.4 vorgeschla-
gene Kriterium benutzt.
Abgleich: Abgleich bedeutet die Minimierung der Abweichung zwischen idealem und aktu-
ellem Parameter (Resonanzfrequenzen und normierten Kopplungskoeﬃzienten) mittels Ab-
stimmschrauben. Sind alle Abweichungen klein oder nicht mehr besser einstellbar oder erfu¨llt
das Filter die Speziﬁkation, wird der Abgleich beendet. Wenn das Filter parasita¨re Eﬀekte
hat und das Verhalten nicht mehr weiter zu verbessern ist, ko¨nnte eine Empﬁndlichkeitsana-
lyse benutzt werden.
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4.4 Abgleich durch gemessene Stu¨tzstellen
Die Parameteridentiﬁzierung durch Optimierung der entnormierten Koppelmatrix [W ] in
Kapitel 3 und der gemessenen Stu¨tzstellen wird nur dann benutzt, wenn die rationale Inter-





Abbildung 27: Ablaufdiagramm fu¨r den rechnergestu¨tzten Abgleich durch Optimierung der ent-
normierten Koppelmatrix mittels gemessener Stu¨tzstellen.
Der Unterschied zwischen diesem und dem vorigen Algorithmus ist die Strategie der Optimie-
rung. Die zu minimierende Fehlerfunktion wurde in Gleichung 74 deﬁniert. Die modellierten
Streuparameter werden durch eine entnormierte aktuelle Koppelmatrix [W ]a berechnet, wie
in Kapitel 3.2.3 gezeigt. Die Anwendung einer Schaltung aus verteilten Elementen fu¨r den
rechnergestu¨tzten Abgleich ist neu in der Literatur. Der analytische Gradient der Fehler-
funktion und das Auswahlkriterium der Abstimmschrauben wurden schon in Kapitel 3.3
festgelegt und werden auch bei diesem Verfahren angewendet.
4.5 Vorteile und Grenzen des Verfahrens
Die Parameteridentiﬁzierung durch Optimierung der Koppelmatrix auf der Basis der gemes-
senen Nullstellen der Streuparameter erzeugt im Allgemeinen genauere Lo¨sungen als die,
die auf der Basis der gemessenen Stu¨tzstellen berechnet werden ko¨nnen. Dies ist so, da eine
rationale Funktion besser durch ihre Pol- und Nullstellen als durch eine begrenzte Anzahl
ihrer Stu¨tzstellen dargestellt wird. Die Identiﬁzierung der Pol- und Nullstellen wird durch
ein adaptives Abtastverfahren durchgefu¨hrt, das zeitaufwa¨ndig und rechenintensiv ist. Wei-
terhin konvergiert diese Abtastung nicht immer zu der gewu¨nschten Genauigkeit und der
Algorithmus kann scheitern. Die Optimierung durch gemessene Stu¨tzstellen liefert dagegen
immer eine Lo¨sung fu¨r das inverse Problem. Im Grunde genommen ist also die Optimierung
durch Nullstellen genauer, die Optimierung durch Stu¨tzstellen jedoch stabiler. Beide Algo-
rithmen fu¨hren den Feinabgleich durch und berechnen nur dann eindeutige Lo¨sungen, wenn
die gemessenen Streuparameter bereits nahe am idealen Filterverhalten sind. Notwendige
Voraussetzung fu¨r die Konvergenz ist deshalb die vorherige Anwendung der Methode der
Sub-Filter in Kapitel 3.
Die Koppelmatrix entha¨lt keine parasita¨ren Eﬀekte wie Frequenzabha¨ngigkeit und Verlus-
te der Kopplungen, ho¨here Moden usw. Normalerweise sind diese Eﬀekte bei schmalbandigen
Filtern gering und der Abgleich durch Optimierung der Koppelmatrix konvergiert. Anderen-
falls werden die Algorithmen in Schwierigkeiten geraten. Die normierte Koppelmatrix mo-
delliert nur schmalbandige Filter, daher ist die relative Bandbreite beschra¨nkt. Breitbandige
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Hohlleiterﬁlter sind aber sehr selten in der Satelliten-Telekommunikation. Eine große relati-
ve Bandbreite impliziert auch eine niedrige Empﬁndlichkeit zu den Parametera¨nderungen.
Normalerweise werden breitbandige (ab 3% relativer Bandbreite) Tschebyscheﬀ-Filter in
Rechteckhohlleiter-Technologie mit einer Genauigkeit besser als den geforderten Toleranzen
gefertigt. Diese Filter brauchen also keinen Abgleich. Der rechnergestu¨tzte Abgleich durch
Empﬁndlichkeitsanalyse, die alle parasita¨ren Eﬀekte und Frequenzabha¨ngigkeiten beru¨ck-
sichtigt, wird in Kapitel 6 weiter untersucht.
4.6 Beispiele zum Filterabgleich
In diesem Kapitel werden zwei Beispiele zur Parameteridentiﬁzierung und zum Filterabgleich
pra¨sentiert, na¨mlich ein sechskreisiges und ein zwo¨lfkreisiges Filter. Diese Beispiele besta¨ti-
gen, dass unter bestimmten Bedingungen die Parameteridentiﬁzierung durch Optimierung
der Koppelmatrix genaue Lo¨sungen liefert und der rechnergestu¨tzte Abgleich mo¨glich ist.
Die pra¨sentierten Beispiele wurden mittels eines Rechners mit einem Prozessor Pentium III,
einer Taktrate von 800 MHz und 256 MB Speicher durchgefu¨hrt.
Sechskreisiges Filter in Single-Mode Technologie
Das erste Beispiel berechnet die Parameter des im vorigen Kapitel verstimmten sechskreisigen
Tschebyscheﬀ-Filters in Single-Mode Technologie (siehe Abbildung 22).
6-kreisiges Filter
Hauptkopplungen Adapterla¨ngen [mm]
Modell Berechnet Abw. [%] Modell Berechnet Abw. [mm]
J0,1 1.08398 1.11881 3.22 lL 111.481 112.031 0.550
J1,2 0.92025 0.91215 -0.88 lR 111.481 112.136 0.655
J2,3 0.64025 0.63834 -0.29
J3,4 0.60586 0.60432 -0.25
J4,5 0.64025 0.64056 0.04
J5,6 0.92025 0.92318 0.31
J6,7 1.08398 1.09047 0.60
Resonanzfrequenzen [MHz] Leitwerte [Ω−1]
Modell Berechnet Abw. [MHz] Modell Berechnet Abw.
fres1 14128.00 14128.51 0.51 g1,1 0 6.052E-3 6.052E-3
fres2 14128.00 14127.14 -0.86 g2,2 0 6.075E-3 6.075E-3
fres3 14128.00 14127.17 -0.83 g3,3 0 5.895E-3 5.895E-3
fres4 14128.00 14127.30 -0.70 g4,4 0 6.277E-3 6.277E-3
fres5 14128.00 14126.41 -1.59 g5,5 0 6.207E-3 6.207E-3
fres6 14128.00 14126.17 -1.83 g6,6 0 6.933E-3 6.933E-3
Tabelle 8: Abgleich durch Optimierung der normierten Koppelmatrix. Vergleich zwischen den
idealen (Modell) und den optimierten (berechnet) Parametern des sechskreisigen Filters in Single-
Mode Technologie.
4.6 Beispiele zum Filterabgleich 79
Abbildung 28: Adaptive Abtastung und Parameteridentiﬁzierung des sechskreisigen Filters in
Single-Mode Technologie durch Optimierung der normierten Koppelmatrix. Oben: Verteilung der
Pol- und Nullstellen u¨ber der komplexen s-Ebene. Unten: Vergleich zwischen idealem (gestrichelt),
gemessenem (durchgezogen) und durch identiﬁzierte Parameter simuliertem Filterverhalten (durch-
gezogen mit Sternen).
Die Pol- und Nullstellen der Streuparameter wurden durch adaptive Abtastung berechnet.
Die normierten Kopplungskoeﬃzienten und die Resonanzfrequenzen dieses Filters werden
mittels der Optimierung der normierten Koppelmatrix identiﬁziert. Fu¨r das Optimierungs-
problem wurde eine Stu¨tzstelle bei fk=1 genommen. Die in der normierten Koppelmatrix
identiﬁzierten Parameter sind in Tabelle 8 gegeben, das inverse Problem wurde in 4.977 Se-
kunden gelo¨st. Die Abweichung der Kopplung J0,1 stimmt mit der durch die neue Methode
berechneten Abweichung in Tabelle 6 u¨berein. Alle weiteren Kopplungen und Resonanzfre-
quenzen sind in der Na¨he des idealen Verhaltens. Das besta¨tigt die Gu¨ltigkeit des systema-
tischen Abgleichs in Kapitel 3. Abbildung 28 zeigt die Pol- und Nullstellen des Filters und
den Vergleich zwischen idealem, gemessenem und simuliertem (mittels der identiﬁzierten
Parameter) Filterverhalten. Die Verteilung der Nullstellen von S11(s) und S22(s) erfu¨llt die
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Bedingungen der Realisierbarkeit in Kapitel 1, obwohl das gemessene Filter leicht verlust-
behaftet ist. Die Genauigkeit der Optimierung wird durch die U¨bereinstimmung zwischen
gemessenen und identiﬁzierten Streuparametern besta¨tigt.
Zwo¨lfkreisiges Filter in Dual-Mode Technologie
Das zweite Beispiel berechnet die Kopplungskoeﬃzienten und die Resonanzfrequenzen des
zwo¨lfkreisigen selbstentzerrenden Filters in Dual-Mode Technologie aus Abbildung 21. Dieses
hochkreisige Filter mit hoher Mittenfrequenz, schmaler Bandbreite, großen Empﬁndlich-
Abbildung 29: Rechnergestu¨tzter Abgleich des zwo¨lfkreisigen selbstentzerrenden Filters durch Op-
timierung der entnormierten Koppelmatrix und gemessene Stu¨tzstellen. Vergleich zwischen idealem
(gestrichelt), gemessenem (durchgezogen) und durch identiﬁzierte Parameter simuliertem Filter-
verhalten (durchgezogen mit Sternen). Oben: Anfangszustand des Filters. Unten: Endzustand des
Filters.
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12-kreisiges Filter
Hauptkopplungen Querkopplungen
Modell Berechnet Abw. [%] Modell Berechnet Abw. %
J0,1 1.09421 1.09175 -0.22% J1,4 0.31087 0.31110 0.07
J1,2 0.85370 0.85119 -0.29% J3,6 0.18477 0.18693 1.16
J2,3 0.41903 0.41835 -0.16% J5,8 -0.39908 -0.39982 0.18
J3,4 0.57082 0.57185 0.18% J7,10 0.18477 0.18776 1.61
J4,5 0.48176 0.48428 0.52% J9,12 0.31087 0.31194 0.34
J5,6 0.15690 0.15710 0.12%
J6,7 0.92799 0.92721 -0.08% Adapterla¨ngen [mm]
J7,8 0.15690 0.15633 -0.36% Modell Berechnet Abw. [mm]
J8,9 0.48176 0.48101 -0.15% lL 46.091 46.113 0.022
J9,10 0.57082 0.57011 -0.12% lR 46.091 46.077 -0.014
J10,11 0.41903 0.41770 -0.31%
J11,12 0.85370 0.85543 0.20%
J12,13 1.09421 1.093975 -0.02%
Resonanzfrequenzen [MHz] Gu¨te
Modell Berechnet Abw. [MHz] Modell Berechnet Abw. [%]
fres1 19242.50 19242.97 0.43 Q1 12000 10383 -13.5
fres2 19242.50 19243.03 0.53 Q2 12000 10568 -11.9
fres3 19242.50 19243.01 0.51 Q3 12000 11846 -1.28
fres4 19242.50 19243.20 0.70 Q4 12000 11502 -4.15
fres5 19242.50 19242.95 0.45 Q5 12000 11507 -4.10
fres6 19242.50 19243.10 0.60 Q6 12000 11907 -0.77
fres7 19242.50 19243.04 0.54 Q7 12000 11976 -0.27
fres8 19242.50 19242.50 0.00 Q8 12000 11803 -1.64
fres9 19242.50 19242.90 0.40 Q9 12000 11681 -2.66
fres10 19242.50 19243.48 0.98 Q10 12000 11842 -1.31
fres11 19242.50 19243.16 0.66 Q11 12000 11359 -5.34
fres12 19242.50 19242.83 0.33 Q12 12000 11316 -5.70
Tabelle 9: Beispiel des zwo¨lfkreisigen abgeglichenen Filters in Dual-Mode Technologie. Vergleich
zwischen den idealen Parametern aus der Matrix [W ](ID) (Modell) und den optimierten Parame-
tern (berechnet). Parameter sind normierte Kopplungskoeﬃzienten, Resonanzfrequenzen, unbela-
stete Gu¨te und Adapterla¨nge.
keiten und mit einer großen Anzahl von Querkopplungen ist ein schwieriges Beispiel zum
rechnergestu¨tzten Abgleich. Die Parameteridentiﬁzierung wird durch die Optimierung der
entnormierten Koppelmatrix mittels gemessener Stu¨tzstellen gewonnen. Da das gemessene
Filterverhalten sehr nahe am idealen Verhalten liegt, ist die Mo¨glichkeit minimiert, uneindeu-
tige Lo¨sungen oder lokale Minima zu ﬁnden. Ist das inverse Problem gelo¨st, kann das Filter
abgeglichen werden. Die Endergebnisse des Abgleichs sind in Abbildung 29 und Tabelle 9
gegeben.
Der Feinabgleich durch Optimierung dauerte insgesamt eine Stunde, die Dauer einer Op-
timierung lag zwischen 49.973 und 51.654 Sekunden, die Anzahl der Stu¨tzstellen war np=32.
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Der Abgleich dieses Filters hat also drei Stunden gedauert, zwei Stunden fu¨r die Metho-
de in Kapitel 3 und eine Stunde fu¨r den Feinabgleich. Der Abgleich dieses Filters ohne die
Unterstu¨tzung des Rechners ko¨nnte Tage oder Wochen dauern, was von der U¨bung des Tech-
nikers abha¨ngt, der den Abgleich durchfu¨hrt. Die Geschwindigkeit und die Genauigkeit des
Abgleichs mit einem so komplizierten Filter besta¨tigen die hohe Qualita¨t der vorgeschlage-
nen Abgleichmethoden. Zusa¨tzliche Verbesserungen der Geschwindigkeit sind zu erwarten
bei schnelleren Rechnern. Rechner mit dem Prozessor Pentium IV, 2.3 GHz Taktrate und
256 MB Speicher wurden gepru¨ft, dabei betrug die Dauer einer einzigen Optimierung nur
circa 7 Sekunden.
4.7 Zusammenfassung
In diesem Kapitel wurden zwei Algorithmen des rechnergestu¨tzten Abgleichs durch Optimie-
rung der Koppelmatrix pra¨sentiert. Die untersuchten Methoden werden fu¨r den Feinabgleich
von beidseitig abgeschlossenen Mikrowellenﬁltern aus gekoppelten Resonatoren angewendet.
Der erste Algorithmus synthetisiert einen Tiefpassprototyp und nutzt Pol- und Nullstel-
len der gemessenen Streuparameter. Die Streuparameter werden na¨mlich durch gebrochen
rationale Funktionen dargestellt, die Koeﬃzienten der Polynome werden durch adaptive
Abtastung berechnet. Abtastverfahren durch die Theorie des Least-Squares und des Total-
Least-Squares und der Algorithmus von Neville wurden beschrieben. Die Methode durch
Total-Least-Squares wurde fu¨r den rechnergestu¨tzten Abgleich ausgewa¨hlt. Beispiele von
Abtastungen mit gemessenen und simulierten Streuparametern wurden gegeben. Der zweite
Algorithmus zum Filterabgleich optimiert die Parameter einer Ersatzschaltung mit verteil-
ten und konzentrierten Elementen. Die Verwendung einer solchen Schaltung im Rahmen des
rechnergestu¨tzten Abgleichs durch Optimierung der Koppelmatrix ist neu.
Beispiele zum Filterabgleich durch Pol- und Nullstellen und durch gemessene Stu¨tzstel-
len besta¨tigen die Gu¨ltigkeit der Abgleichmethode durch Optimierung der Koppelmatrix.
Der erste Algorithmus mittels Pol- und Nullstellen ist im Allgemeinen genauer, aber bei
verrauschten Daten kann die Interpolation scheitern. Der zweite Algorithmus ﬁndet im-
mer eine Lo¨sung fu¨r das inverse Problem und funktioniert auch bei hochkreisigen Filtern
mit verrauschten Streuparametern. Der Abgleich eines zwo¨lfkreisigen Filters in Dual-Mode
Technologie besta¨tigt den Erfolg dieser Methode.
Die Parameteridentiﬁzierung durch Optimierung ist normalerweise ein uneindeutiges Pro-
blem. Das inverse Problem ko¨nnte also nicht eindeutig gelo¨st werden. Das wu¨rde die Kon-
vergenz des Abgleichs durch Optimierung der Koppelmatrix bei stark verstimmten Filtern
behindern. Notwendige Voraussetzung fu¨r die Eindeutigkeit ist, dass Kopplungskoeﬃzienten
und Resonanzfrequenzen nahe den nominalen liegen. Aus diesem Grund wird eine Optimie-
rung der Koppelmatrix nur dann verwendet, wenn das Filter schon mit der Methode der
Sub-Filter abgeglichen wurde. Der neue Algorithmus in Kapitel 3 stellt na¨mlich sicher, dass
der Frequenzgang des Filters immer in der Na¨he des gewu¨nschten Verhaltens liegt und dass
der Unterschied zwischen nominalen und aktuellen Parametern klein ist. Die Parameteriden-
tiﬁzierung durch Optimierung der Koppelmatrix ist also eine zusa¨tzliche Mo¨glichkeit, den
Feinabgleich durchzufu¨hren. Das folgende Kapitel beschreibt den Abgleich von Filtern eines
Multiplexers durch Optimierung der Koppelmatrix. Der Fall von Filtern mit parasita¨ren
Eﬀekten wird schließlich in Kapitel 6 untersucht.
5 Zusa¨tzlicher Feinabgleich eines Filters im Multiple-
xer durch Optimierung der Koppelmatrix
5.1 Einleitung
Der Abgleich von Multiplexern aus Sammelhohlleiter ist zeitaufwa¨ndig und teuer. Typische
hochkanalige Ausgangsmultiplexer ko¨nnen hunderte von Abstimmelementen haben und jedes
muss eingestellt werden. Die Verfu¨gbarkeit von Software fu¨r den rechnergestu¨tzten Abgleich
ist deshalb unverzichtbar, und ein eﬃzienter Algorithmus wird in diesem Kapitel vorgestellt.
Die schmalbandigen Filter eines Multiplexers ko¨nnen durch eine Koppelmatrix modelliert
werden. Der systematische Abgleich aus Kapitel 3 wird also immer bei abgetrennten Filtern
zuerst benutzt. Die Filter eines Multiplexers sind aber nicht beidseitig abgeschlossen, und sie
werden erst von dem Rest des Multiplexers angepasst. Abgetrennte Kanalﬁlter sind also nicht
angepasst und ihre Charakteristik ist der von einseitig abgeschlossenen Filtern sehr a¨hnlich.
Die Nullstellen der Reﬂexionsfaktoren liegen nicht auf der imagina¨ren Achse der komplexen
Frequenzebene, und diese Funktionen zeigen keine Welligkeit im Durchlassbereich. Sie sind
deshalb schwieriger abzugleichen. Weiterhin kann der Frequenzgang eines einzelnen Filters
nach der Anwendung der Methode der Sub-Filter in Kapitel 3 nicht direkt mit der Speziﬁ-
kation verglichen werden. Der Feinabgleich sollte am besten nur dann durchgefu¨hrt werden,
wenn alle Kanalﬁlter an den Sammelhohlleiter angeschlossen sind. Die Kana¨le beeinﬂussen
sich aber gegenseitig, und das Problem des gleichzeitigen Feinabgleichs von allen Filtern ist
schwierig.
Der rechnergestu¨tzte Abgleich durch Optimierung der Koppelmatrix, der in diesem Ka-
pitel beschrieben wird, lo¨st das Problem des Feinabgleichs durch den Gedanken eines Anpas-
sungsnetzwerks. Das ist ein idealer, simulierter Vierpol, der das abzugleichende Kanalﬁlter
anpasst, und wird in Kapitel 5.3 beschrieben. Vorher werden aber die Ersatzschaltung ei-
nes Kanalﬁlters und des gesamten Multiplexers deﬁniert und die bekannten Grundlagen der
Synthese von Multiplexern eingefu¨hrt. Dann wird der Algorithmus beschrieben. Ein Beispiel
zum rechnergestu¨tzten Abgleich besta¨tigt schließlich die Gu¨ltigkeit der vorgeschlagenen Me-
thode.
5.2 Ersatzschaltung eines Multiplexers mit Sammelhohlleiter
Der rechnergestu¨tzte Abgleich durch Optimierung der Koppelmatrix basiert auf einer ge-
eigneten Ersatzschaltung des Multiplexers. In diesem Kapitel werden also die Grundlagen
der Synthese von Multiplexern beschrieben. Insbesondere wird gezeigt, wie die Parameter
der Kanalﬁlter, d. h. entnormierte Kopplungskoeﬃzienten und Resonanzfrequenzen, aus den
normierten Koppelmatrizen von einseitig oder beidseitig abgeschlossenen Filtern berechnet
werden ko¨nnen. Die Ersatzschaltung jedes abgetrennten Kanalﬁlters stellt na¨mlich das Ziel
fu¨r den rechnergestu¨tzten Abgleich durch Optimierung der Koppelmatrix dar und wird in
der Fortsetzung dieses Kapitels gebraucht.
5.2.1 Blockschaltbild eines Multiplexers
Das Blockschaltbild eines Multiplexers ist in Abbildung 30 gezeigt. Die R Eingangssignale
mit den Eingangsleistungen P1, P2, · · ·, PR und den Mittenfrequenzen f01 , f02 ,· · ·,f0R werden
durch R Bandpassﬁlter der Bandbreite ∆f1,∆f2, · · ·,∆fR gefu¨hrt und am Ausgang der an
einem Ende kurzgeschlossenen gemeinsamen Leitung – des Sammelhohlleiters – verlustarm















Abbildung 30: Blockschaltbild eines Multiplexers.
ohne Abgleichelemente zu einem Summensignal der Leistung Psum zusammengefasst. Im Fol-
genden wird angenommen, dass der komplexwertige Reﬂexionsfaktor S11(f) an den Knoten
Ai in Abbildung 30 gemessen wird. Der Reﬂexionsfaktor S22(f) eines Filters im Multiple-
xer wird an dem Knoten C deﬁniert, oder an den Knoten Bi, falls ein abgetrennter Kanal
gemessen wird.
Der Multiplexer wird durch die Anzahl R der Kana¨le, die Mittenfrequenzen f0i und die
Bandbreiten ∆fi der einzelnen Filter charakterisiert. Die geforderte Nahselektion bestimmt
dann den Grad und den Typ des Filters im jeweiligen Kanal. Bandbreiten und Filtergrad
ko¨nnen fu¨r jeden Kanal unterschiedlich sein. Die wesentlichste Randbedingung ist, dass die
Einfu¨geda¨mpfung so gering wie mo¨glich gehalten wird. Dies kann nur durch einen mo¨glichst
niedrigen Filtergrad und durch die Verwendung von Resonatoren hoher Gu¨te erreicht werden.
Der Entwurf eines Multiplexers fa¨ngt mit der Synthese der Ersatzschaltungen der einzel-
nen Filter an. Diese Modelle werden dann auf der gemeinsamen Ersatzschaltung des Sam-
melhohlleiters mittels T-Verzweigungen zusammengeschaltet. Die Kopplung zum Sammel-
hohlleiter ist die Kopplung W0,1, die Eingangskopplungen der Kanalﬁlter sind deshalb mit
den Knoten Bi in Abbildung 30 verbunden. Da die Kanalﬁlter eines Multiplexers nach dem
Sammelschienenprinzip sich gegenseitig beeinﬂussen und da die analytische Synthese eines
Multiplexers unbekannt ist, muss die gesamte Ersatzschaltung des Multiplexers optimiert
werden.
Fu¨r den Entwurf eines Multiplexers werden in Bezug auf den Abstand der Mittenfre-
quenzen der Kana¨le beidseitig oder einseitig abgeschlossene Filter verwendet. Einseitig ab-
geschlossene Filter liefern exzellente Startwerte fu¨r die Optimierung bei Multiplexern mit
eng benachbarten Kana¨len [Pep 00]. Die resultierenden optimierten Kana¨le ko¨nnen fast wie
einseitig abgeschlossene betrachtet werden. Die optimierten Filter sind aber im Durchlassbe-
reich nicht angepasst, sondern nur im Multiplexer, wie Abbildung 31 zeigt. Die gemessenen
Streuparameter eines von dem Rest des Multiplexers getrennten Filters ko¨nnen also nicht
mit der Speziﬁkation verglichen werden und die Filter sollen gleichzeitig im Multiplexer
abgeglichen werden. Das ist aber ein kompliziertes Problem, vor allem bei hochkanaligen
Multiplexern mit eng benachbarten Kana¨len. Die Filter beeinﬂussen sich gegenseitig, und
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Abbildung 31: Simuliertes Kanalﬁlter, Beispiel eines X-Band Diplexers. Links: abgetrenntes Fil-
ter. Rechts: Filter im Diplexer. Das Filter wird erst durch die Verbindung mit der Sammelschiene
angepasst.
ein Kanal kann nur dann angepasst werden, wenn alle anderen Kana¨le bereits angepasst
sind. Aus diesem Grund wird eine geeignete Methode fu¨r den rechnergestu¨tzten Abgleich
von Multiplexern, die dieses Problem lo¨st, in den folgenden Kapiteln beschrieben.
5.2.2 Ersatzschaltung eines Kanalﬁlters
Abbildung 32 zeigt das Blockschaltbild eines Kanalﬁlters. Der erste Block von rechts stellt
die Eingangsblende des Filters an der Sammelschiene dar. Die Leitung der La¨nge l1 mit
charakteristischem Leitwert Y1 modelliert den ersten elektrischen Resonator. Die Ausbrei-
tungskonstante der Leitung ist im Allgemeinen komplex und die Resonatorverluste ko¨nnen
beru¨cksichtigt werden. Die Verwendung eines Admittanzinverters im dritten Block, dessen
Betrag Y1 ist, wird im Folgenden klar. Der erste Block von links entha¨lt die Ersatzschaltung
des restlichen Filters und damit N−1 gekoppelte Resonatoren. Diese Schaltung wird durch




Abbildung 32: Blockschaltbild eines Kanalﬁlters.
Die gewu¨nschte Ersatzschaltung eines Kanalﬁlters ist in Abbildung 33 gezeichnet. Die Ele-
mente dieser Ersatzschaltung werden aus der normierten Koppelmatrix [K] in Gleichung
38 berechnet. Diese Matrix entspricht der in Kapitel 1, Abbildung 4 gezeigten normier-
ten Schaltung, deren Elemente Admittanzinverter und parallelgeschaltete Kapazita¨ten und
Blindleitwerte sind. Wie schon in Kapitel 3 gezeigt, verursacht dieser Vierpol einen Fehler
um 180 Grad in der Phase von S11(f) und S22(f) bei der Modellierung von Hohlleiterﬁltern
in Single-Mode und Dual-Mode Technologie. Diese Abweichung wird durch zwei Admittan-
zinverter mit Betrag eins am Eingangs- und Ausgangstor des Modells korrigiert.
Um den Phasenfehler am Sammelhohlleiter zu korrigieren, wird die in Abbildung 34 ge-
zeigte A¨quivalenz benutzt. Die Schaltung auf der linken Seite entha¨lt eine Sektion des nor-













Abbildung 33: Ersatzschaltung eines Kanalﬁlters aus verteilten und konzentrierten Elementen.
Die Resonanzleitungen haben den charakteristischen Leitwert Y1. Die Kopplung an der Sammel-





Abbildung 34: Transformation einer Schaltung mit einem Admittanzinverter und einer Parallel-
kapazita¨t in eine Schaltung mit einem Impedanzinverter und einer Reiheninduktivita¨t.
mierten Zweitor in Abbildung 4 und einen Inverter fu¨r die Korrektur der Phase von S22(f).
Die Schaltung auf der rechten Seite in Abbildung 34 ist durch einen Impedanzinverter, eine
Reiheninduktivita¨t, einen Blindimpedanz jD1 und durch einen Impedanzinverter K0,1 gebil-
det. Dieser Inverter modelliert also die induktive Eingangskopplung an der Sammelschiene,
die Induktivita¨t stellt den ersten Resonator dar. Die A¨quivalenz zwischen beiden Schaltun-
gen wird mittels der Kettenmatrix bewiesen. Die Kettenmatrix des Vierpols auf der linken
Seite in Abbildung 34 wird durch die Multiplikation von drei Kettenmatrizen gegeben,(
1 0










−(jω + jB1)/J0,1 −J0,1
)
(150)
dasselbe fu¨r die Schaltung auf der rechten Seite. Die Kettenmatrizen sind also( −1/J0,1 0




−(jω + jD1)/K0,1 −K0,1
)
.
Wa¨hlt man also die dimensionslosen Werte K0,1=J0,1 und D1=B1, so wird die A¨quivalenz
veriﬁziert. Die Ersatzschaltung aus konzentrierten Elementen in Abbildung 4 wird in Abbil-
dung 35 wieder gezeigt. Dieses Zweitor verursacht nur einen Fehler um 180 Grad in der Phase
von S11(f), der durch einen Admittanzinverter mit Betrag eins vor JN,N+1 korrigiert werden
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Abbildung 35: Tiefpassprototyp aus konzentrierten Elementen fu¨r ein Kanalﬁlter.
kann. Eine Tiefpass zu Bandpass-Transformation und die Umwandlung der konzentrierten
Resonanzkreise in Resonanzleitungen sind jetzt erforderlich. Einzelheiten wurden schon in
Kapitel 3 gegeben. Nach der Transformation bekommt man also die gemischte Schaltung
in Abbildung 33 mit N−1 Parallelresonanzleitungen und einer Reihenresonanzleitung der
La¨nge l1. Diese entnomierte Schaltung entha¨lt Admittanzinverter und einen Impedanzinver-
ter W0,1, der die Kopplung an der Sammelschiene modelliert.
Die Streuparameter eines Kanalﬁlters werden durch eine Kaskade von vier Streumatrizen
berechnet. Die Streuparameter der Kopplung an der Sammelschiene sind










Die Streuparameter einer angepassten Leitung sind
S11 = S22 = 0
S21 = S21 = e
−jβl1 (153)
und die des Einheitsimpedanzinverter sind
S11 = S22 = 0
S21 = S21 = e
−jπ/2.
(154)
Die Streumatrix [SF ] des Restes des Kanalﬁlters werden schließlich durch die Admittanzma-
trix berechnet, wie schon in Kapitel 3.2.3 gezeigt.
Die Streuparameter einer Kaskade von zwei reziproken Vierpolen, deren Streumatrizen

























Dabei ist F=(1−SA22SB11)−1. Die Streuparameter des Filters werden also durch drei aufeinan-
derfolgende Anwendungen von Gleichung 155 berechnet.
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5.2.3 Entwurf eines Multiplexers
Der Entwurf eines Multiplexers besteht zuerst in der Synthese von einseitig oder beidseitig
abgeschlossenen Tiefpass-Prototypen. Dann werden die entnormierten Prototypen mit der





















Abbildung 36: Netzwerkmodell eines Multiplexers.
Die Sammelschiene ist ein Rechteckhohlleiter mit vorzugebenden Querschnittsabmessungen.
Die La¨ngenabschnitte der Sammelschiene werden durch Leitungen der La¨ngeWGi dargestellt
und die Verzweigungen durch a¨quivalente 3-Tor Streumatrizen [ST i]. Diese sind normaler-
weise E-Ebenen T-Verzweigungen. Ihre Streuparameter ko¨nnen u¨ber einen vorzugebenden
Frequenzbereich nach der Mode-Matching-Methode berechnet und als Matrix im Netzwerk
eingetragen werden. Die Startwerte fu¨r die Abmessungen der Sammelschiene werden durch
die Formeln in [Mor 97] berechnet. Die Parameter des Multiplexers, d. h. Kopplungskoeﬃ-
zienten und Resonanzfrequenzen sowie die Absta¨nde der Sammelhohlleiter, werden schließ-
lich optimiert. Die Einzelheiten wurden in [Goe 03] genannt. Nachdem der Multiplexer ein-
schließlich Sammelhohlleiter als optimiertes Ersatzschaltbild vorliegt, werden die einzelnen
Kana¨le in ein Feldsimulationsmodell umgewandelt. Dieses genauere Modell wird danach op-
timiert, die Ergebnisse der Optimierung sind die endgu¨ltigen Abmessungen des Multiplexers.
Der Multiplexer wird schließlich hergestellt und montiert. Das Problem der Toleranzen, der
Montage und der Empﬁndlichkeiten der Filter ist auch bei Multiplexern sehr wichtig und
die resultierenden Kana¨le mu¨ssen abgeglichen werden.
Die Filterschaltungen aus konzentrierten und verteilten Elementen, mit denen der Mul-
tiplexer seine Speziﬁkation erfu¨llt, stellen dann das Ziel des rechnergestu¨tzten Abgleichs
dar. Sind die Parameterwerte der entnormierten Ersatzschaltung in Abbildung 36 gegeben,
ko¨nnen die entnormierten Koppelmatrizen [W ](ID) der Kanalﬁlter berechnet werden. Der
systematische rechnergestu¨tzte Abgleich in Kapitel 3 wird also immer zuerst angewendet.
Anschließend wird ein zusa¨tzlicher Feinabgleich durch Optimierung durchgefu¨hrt und dies
wird im folgenden Kapitel beschrieben.
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5.3 Anpassungsnetzwerk eines Kanalﬁlters
Das Problem des gleichzeitigen Abgleichs von allen Kanalﬁltern eines Multiplexers wird
durch den Begriﬀ des Anpassungsnetzwerks vereinfacht. Dies ist eine (2×2) dimensionale
komplexe Matrix [SR]
(i), die die simulierten Streuparameter des Multiplexers entha¨lt, wenn
das abzugleichende Filter entfernt wird. Muss das i-te Kanalﬁlter abgeglichen werden, wer-
den alle idealen Filter und die Sammelschiene mit einer angepassten Last Z0 abgeschlossen.
Die Streuparameter des Anpassungsnetzwerks werden zwischen den Knoten Bi und C in
Abbildung 37 berechnet. Die Streumatrix [SF ]
(i) des i-ten Filters wird gemessen, die des An-
passungsnetzwerks [SR]
(i) wird simuliert und in die Messung eingebettet (siehe Abbildung
38). Die komplexe und frequenzabha¨ngige Matrix [SR]
(i) passt das abzugleichende Filter an























Abbildung 37: Anpassungsnetzwerk des i-ten Kanalﬁlters. Die Streuparameter des Anpassungs-










Abbildung 38: Kaskade eines Filters und seines Anpassungsnetzwerks.
Die Streuparameter der Kaskade zweier Tore werden durch die Formeln in Gleichung 155 be-
rechnet. Man misst also die Streumatrix [SF ]
(i) eines einzelnen Filters und durch Einbettung
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von [SR]
(i) simuliert man das Verhalten des Filters im Multiplexer. Wurde das gemessene
Filter richtig abgeglichen, ist das Filterverhalten angepasst, wie in Abbildung 30 gezeigt.
Sind alle Filter des Multiplexers abgestimmt, werden sie mit der Sammelschiene verbunden.
Der Algorithmus fu¨r den Feinabgleich wird in dem folgenden Kapitel vorgestellt. Dazu
sind einige Vorbetrachtungen notwendig. Die Referenzebene der Kalibrierung liegt an den
Knoten Ai und Bi in Abbildung 38. Die Wirkung eines eventuellen Adapterhohlleiters am
zweiten Tor des Filters muss deshalb aufgehoben werden, die eines Adapters am ersten
Tor wird beru¨cksichtigt. Die Phase des Reﬂexionsfaktors am ersten Tor wird um 180 Grad
korrigiert. Die von der Wirkung der Luft verursachte Variation der Mittenfrequenz des Filters
muss auch beru¨cksichtigt werden, die Ersatzschaltung des Multiplexers wurde na¨mlich nur
fu¨r den Vakuum berechnet.
5.4 Algorithmus zur Optimierung der Koppelmatrix
Abbildung 39 zeigt das Ablaufdiagramm des Algorithmus fu¨r den rechnergestu¨tzten Abgleich
von Filtern eines Multiplexers. Es wird angenommen, dass die Kanalﬁlter schon mittels des
in Kapitel 4 beschriebenen neuen Verfahrens vorabgeglichen wurden. Der in diesem Kapitel
vorgeschlagene Algorithmus fu¨hrt also nur den letzten Feinabgleich durch, wobei noch kleine
Parameterabweichungen identiﬁziert und korrigiert werden ko¨nnen. Der Algorithmus wird









Abbildung 39: Ablaufdiagramm fu¨r den rechnergestu¨tzten Abgleich durch Optimierung der ent-
normierten Koppelmatrix mittels gemessener Stu¨tzstellen.
Messung: Die komplexen Streuparameter S11(f), S22(f) und S21(f) eines Kanalﬁlters wer-
den gemessen.
Einbettung des Anpassungsnetzwerks: Die simulierten Streuparameter des Anpas-
sungsnetzwerks werden mit den gemessenen Streuparametern des Kanalﬁlters verknu¨pft.
Die resultierenden Streuparameter SMESSij (f) simulieren das Verhalten des Filters im Mul-
tiplexer.
Optimierung: Resonatorla¨ngen li, Resonatorverluste Qi und entnormierte Kopplungsko-
eﬃzienten Wi,j werden optimiert. Die zu minimierende Fehlerfunktion ist in Gleichung 74
deﬁniert worden, wobei SMODij (f) die modellierten Streuparameter des Filters und seines
Anpassungsnetzwerks sind. Die Streuparameter des Filters werden mittels einer aktuellen
Koppelmatrix [W ]a berechnet, die eine vorgegebene Topologie hat. SMESSij (f) sind die Streu-
parameter des gemessenen Filters und seines Anpassungsnetzwerks. Die Optimierung nutzt
den Begriﬀ des Gradienten der Fehlerfunktion. Dieser Gradient g(φ) wird mittels des Diﬀe-
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renzenquotienten numerisch berechnet
g(φi) =
F (φ1, φ2, · · ·, φi + δφi, · · ·, φP )− F (φ1, φ2, · · ·, φi, · · ·, φP )
δφi
. (156)
Die Variable δφi ist eine kleine Abweichung des i-ten Parameters. Um genaue Scha¨tzungen
des Gradienten zu erreichen muss diese Abweichung klein sein und die Wurzel der numeri-
schen Genauigkeit des Rechners anna¨hern.
Auswahl des Abstimmelementes: Das Auswahlkriterium des Korrekturelements beim
Abgleich ist dasselbe wie in Kapitel 3.3.4. Es wird das Element ausgewa¨hlt, dessen Abgleich
die gro¨ßte Variation der Fehlerfunktion verursacht.
Abgleich: Abgleich ist die Minimierung der Abweichung zwischen idealen und aktuellen nor-
mierten Kopplungskoeﬃzienten und Resonanzfrequenzen mittels Abstimmschrauben. Sind
alle Abweichungen klein oder nicht mehr besser einstellbar oder erfu¨llt das Filter die Spe-
ziﬁkation, wird der Abgleich beendet. Der Fall von Filtern mit parasita¨ren Eﬀekten wird
mittels der Empﬁndlichkeitsanalyse behandelt.
5.5 Vorteile und Grenzen des Verfahrens
Der gro¨ßte Vorteil des beschriebenen Algorithmus ist die Mo¨glichkeit, ein Kanalﬁlter durch
sein Anpassungsnetzwerk abzuschließen. Dieses Anpassungsnetzwerk simuliert einen idea-
len Multiplexer, aus dem das abzugleichende Filter entfernt wurde. Durch mathematische
Umformung ist die Berechnung der Streuparameter des abzugleichenden Filters und seines
Anpassungsnetzwerks mo¨glich. Alle einzelnen Kanalﬁlter werden also mittels der modiﬁzier-
ten Streuparameter gemessen und abgeglichen.
Im U¨brigen sind alle weiteren Vorteile und Grenzen des Algorithmus zu denen aus Ka-
pitel 4 fu¨r den Abgleich von beidseitig abgeschlossenen Filtern a¨hnlich und werden hier
nicht wiederholt. Die Methode fu¨hrt den Feinabgleich durch und liefert nur dann eindeutige
Lo¨sungen, wenn die gemessenen Streuparameter das ideale Filterverhalten bereits anna¨hern.
Notwendige Voraussetzung fu¨r die Konvergenz ist deshalb die Anwendung der neuartigen
Methode der Sub-Filter aus Kapitel 3, solange das Filter noch stark verstimmt ist.
5.6 Beispiel zum Filterabgleich
Als Beispiel wird in diesem Kapitel ein X-Band Diplexer vorgestellt. Beide vierkreisigen
Dual-Mode Kanalﬁlter haben eine Bandbreite von 100 MHz. Das erste Filter hat eine Mit-
tenfrequenz von 8.109 GHz, eine relative Bandbreite von 1.23 % und wird Kanal CH1 ge-
nannt. Das zweite Kanalﬁlter wird Kanal CH2 genannt, seine Mittenfrequenz ist 8.226 GHz
und seine relative Bandbreite ist 1.22 %. Der Frequenzabstand zwischen den zwei Kana¨len
ist 21 MHz und die Kana¨le ko¨nnen deshalb als eng benachbart betrachtet werden. Beide
Filter haben eine Querkopplung W1,4 zur Realisierung von zwei Da¨mpfungspolen, um die
Selektivita¨t der Filter zu verbessern. Die Koppelblenden W1,4 und W2,3 sind nicht einstell-
bar. Die Sammelschiene ist ein rechteckiger Hohlleiter mit E-ebenen T-Verzweigungen, die
Sammelhohlleiterla¨ngen ko¨nnen nicht eingestellt werden. Die Parameteridentiﬁzierung wur-
de mittels eines Rechners mit einem Prozessor Pentium III, einer Taktrate von 800 MHz
und 256 MB Speicher durchgefu¨hrt. Die Kanalﬁlter wurden zuerst mittels des systemati-
schen neuen Verfahrens aus Kapitel 3 als Einzelﬁlter abgeglichen. Die Ergebnisse sind in
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Abbildung 40: Rechnergestu¨tzter Abgleich des Kanals CH1 durch die Methode der Sub-Filter, Mes-
sung (durchgezogen) und Modell (gestrichelt). Oben links: Abgleich der vierten Resonanzfrequenz
mittels S11 (Sub-Filter 1). Oben rechts: Abgleich der dritten Resonanzfrequenz mittels S11 (Sub-
Filter 2). Unten links: Abgleich der zweiten Resonanzfrequenz mittels S11 (Sub-Filter 3). Unten
rechts: Abgleich der ersten Resonanzfrequenz mittels S22 (Sub-Filter 4).
Abbildung 40 und 41 gezeichnet. Der rechnergestu¨tzte Abgleich jeden Filters dauerte 15
Minuten.
Danach wurden beide Filter mit dem simulierten Anpassungsnetzwerk verbunden. Ab-
bildung 42 zeigt also den Filterzustand nach dem Gebrauch der neuen Methode in Kapitel
3. Beide Kanalﬁlter sind in der Na¨he des optimalen Verhaltens. Die Optimierung der Kop-
pelmatrix kann also eindeutige Ergebnisse liefern, und der in diesem Kapitel beschriebene
rechnergestu¨tzte Abgleich kann angewendet werden.
Die Kanalﬁlter werden schließlich mittels der Optimierung der Koppelmatrix abgeglichen.
Dieser letzter Feinabgleich dauerte insgesamt 30 Minuten, die Dauer jeder Parameteridentiﬁ-
zierung lag zwischen 8.363 und 12.037 Sekunden. Tabellen 10 und 11 zeigen die identiﬁzierten
Parameter der Filter nach dem Feinabgleich. Das Verhalten der Filter nach dem rechner-
gestu¨tzten Abgleich ist in Abbildung 43 dargestellt. Die Querkopplung beider Kanalﬁlter ist
zu groß. Die entsprechenden Koppelblenden ko¨nnen aber nicht eingestellt werden. Das Ver-
halten der Filter nach dem Feinabgleich erfu¨llt vorgegebene Speziﬁkationen, und die Blenden
mu¨ssen nicht getauscht werden.
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Abbildung 41: Rechnergestu¨tzter Abgleich des Kanals CH2 durch die Methode der Sub-Filter, Mes-
sung (durchgezogen) und Modell (gestrichelt). Oben links: Abgleich der vierten Resonanzfrequenz
mittels S11 (Sub-Filter 1). Oben rechts: Abgleich der dritten Resonanzfrequenz mittels S11 (Sub-
Filter 2). Unten links: Abgleich der zweiten Resonanzfrequenz mittels S11 (Sub-Filter 3). Unten
rechts: Abgleich der ersten Resonanzfrequenz mittels S22 (Sub-Filter 4).
Abbildung 42: Streuparameter der gemessenen Kanalﬁlter mit Anpassungsnetzwerk des Diplexers
nach der Anwendung der Methode der Sub-Filter, Messung (durchgezogen) und Modell (gestrichelt).
Links: Kanal CH1. Rechts: Kanal CH2.
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Kanal CH1
Hauptkopplungen Querkopplungen
Modell Berechnet Abw. [%] Modell Berechnet Abw. [%]
J0,1 0.88641 0.88973 0.37 J1,4 -0.17429 -0.18937 8.65
J1,2 0.73742 0.73601 -0.19 Adapterla¨ngen [mm]
J2,3 0.77594 0.77955 -0.29 Modell Berechnet Abw. [mm]
J3,4 0.96120 0.95909 0.46 lL 10.023 9.978 0.0045
J4,5 1.13037 1.13168 0.12 lR – – –
Resonanzfrequenzen [MHz] Gu¨te
Modell Berechnet Abw. [MHz] Modell Berechnet Abw. [%]
fres1 8128.26 8128.53 0.27 Q1 12000 7396 -38.36
fres2 8105.74 8105.93 0.19 Q2 12000 7001 -41.65
fres3 8107.73 8107.50 -0.23 Q3 12000 8117 -32.35
fres4 8108.20 8107.91 -0.29 Q4 12000 8226 -31.45
Tabelle 10: Feinabgleich durch Anpassungsnetzwerk und Optimierung der entnormierten Koppel-




Modell Berechnet Abw. [%] Modell Berechnet Abw. [%]
J0,1 0.97257 0.97159 -0.10 J1,4 -0.20070 -0.20742 3.35
J1,2 0.79547 0.79520 -0.03 Adapterla¨ngen [mm]
J2,3 0.79894 0.80694 1.00 Modell Berechnet Abw. [mm]
J3,4 0.97093 0.97278 0.19 lL 10.815 10.371 -0.444
J4,5 1.13602 1.13748 0.13 lR – – –
Resonanzfrequenzen [MHz] Gu¨te
Modell Berechnet Abw. [MHz] Modell Berechnet Abw. [%]
fres1 8242.51 8242.54 0.04 Q1 12000 7624 -34.46
fres2 8229.53 8229.26 -0.27 Q2 12000 7255 -39.54
fres3 8226.06 8225.85 -0.21 Q3 12000 8909 -25.75
fres4 8225.78 8225.56 -0.22 Q4 12000 8770 -26.91
Tabelle 11: Feinabgleich durch Anpassungsnetzwerk und Optimierung der entnormierten Koppel-
matrix. Kanalﬁlter CH2. Vergleich zwischen idealen (Modell) und optimierten (berechnet) Parame-
tern.
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Abbildung 43: Rechnergestu¨tzter Feinabgleich mittels des Anpassungsnetzwerks der zwei Kanal-
ﬁlter eines Diplexers. Die Kurven zeigen gemessene (durchgezogen), modellierte (gestrichelt) und
durch die identiﬁzierten Parameter simulierte (durchgezogen mit Sternen) Streuparameter. Oben:
Kanal CH1. Unten: Kanal CH2.
Das gemessene Verhalten des Diplexers ist schließlich in Abbildung 44 dargestellt, wobei
der Reﬂexionsfaktor an dem Knoten C der Sammelschiene und die Da¨mpfungsfunktionen
jedes Kanalﬁlters gezeigt sind. Die in diesem Kapitel gezeigten Ergebnisse besta¨tigen einer-
seits die Genauigkeit der in Kapitel 3 gegebenen systematischen Methode bei Kanalﬁltern als
auch den Erfolg des rechnergestu¨tzten Abgleichs durch Anpassungsnetzwerk und Optimie-
rung der Koppelmatrix. Der Abgleich von Filtern und Multiplexern wird also betra¨chtlich
vereinfacht und die Abgleichkosten werden minimiert.
5.7 Zusammenfassung
In diesem Kapitel wurde eine Lo¨sung fu¨r das Problem des rechnergestu¨tzten Abgleichs von
Kanalﬁltern eines Multiplexers vorgestellt und ein Algorithmus durch Optimierung der Kop-
pelmatrix pra¨sentiert. Vorher wurde die Ersatzschaltung eines Multiplexers mit Sammel-
schiene beschrieben. Diese Schaltung nutzt verteilte und konzentrierte Elemente. Einige
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Abbildung 44: Gemessene (durchgezogen) und simulierte (gestrichelt) Streuparameter des Diple-
xers nach dem rechnergestu¨tzten Abgleich von beiden Kanalﬁltern.
Elemente im Sammelhohlleiter werden auch von Streumatrizen dargestellt, die die Streu-
parameter eines Bauelements als Funktionen der Frequenz enthalten. Diese Streumatrizen
werden mittels Feldsimulation erzeugt und erlauben die Implementierung in die Ersatz-
schaltung eines Multiplexers von frequenzabha¨ngigen T-Verzweigungen. Die Grundlagen der
Synthese von Multiplexern wurden beschrieben, mit dem Ziel zu erkla¨ren, wie die Parame-
ter der Kanalﬁlter, d. h. Resonanzfrequenzen und Kopplungskoeﬃzienten berechnet werden
ko¨nnen. Die entsprechenden Koppelmatrizen stellen das Ziel des rechnergestu¨tzten Abgleichs
dar. Einzelne Kanalﬁlter werden also immer zuerst mittels der Methode der Sub-Filter aus
Kapitel 3 abgeglichen.
Da die Streuparameter eines einzelnen Kanalﬁlters nicht direkt mit der Speziﬁkation
verglichen werden ko¨nnen, und da der gleichzeitige Abgleich von allen Kana¨len in der Sam-
melschiene zu kompliziert ist, wurde der Begriﬀ des Anpassungsnetzwerks eingefu¨hrt. Das
Anpassungsnetzwerk bietet die Mo¨glichkeit, das Verhalten des gemessenen Filters im Mul-
tiplexer zu simulieren und einen zusa¨tzlichen Feinabgleich durch die Optimierung der Kop-
pelmatrix durchzufu¨hren. Wie fu¨r den Fall von beidseitig abgeschlossenen Filtern ist also die
Abgleichmethode durch Anpassungsnetzwerk eine zusa¨tzliche Mo¨glichkeit, den Frequenzgang
des Filters weiter zu verbessern. Beispiele zum Filterabgleich besta¨tigen die Genauigkeit der
Methode und damit erhebliche Verringerungen der Abgleichzeiten.
Die bis zu diesem Kapitel vorgeschlagenen Abgleichmethoden gru¨nden sich auf den Be-
griﬀ der Koppelmatrix. Wie gezeigt, entha¨lt diese Matrix keine parasita¨ren Eﬀekte und
sonstige Ungenauigkeiten des hergestellten Filters. Die Wirkung dieser Eﬀekte ist normaler-
weise unerheblich, unerwartete Kopplungen sind na¨mlich sehr klein und der rechnergestu¨tzte
Abgleich durch Optimierung der Koppelmatrix konvergiert. Zur Vollsta¨ndigkeit der Behand-
lung des Abgleichproblems wird das Problem der parasita¨ren Eﬀekte im folgenden Kapitel
betrachtet und eine Lo¨sung basierend auf Empﬁndlichkeitsanalyse beschrieben.
6 Zusa¨tzlicher Feinabgleich durch Empﬁndlichkeits-
analyse
6.1 Einleitung
In diesem Kapitel wird ein Algorithmus fu¨r den rechnergestu¨tzten Abgleich durch Empﬁnd-
lichkeitsanalyse untersucht. Die Grundlagen der Theorie der Empﬁndlichkeitsanalyse wur-
den schon in Kapitel 2 eingefu¨hrt und zeigen, dass diese Methode die Mo¨glichkeit bietet, alle
parasita¨ren Eﬀekte des Filters und Ungenauigkeiten der Messung zu beru¨cksichtigen. Aus
diesem Grund ist diese Methode fu¨r den Abgleich von Filtern geeignet, deren Ersatzschaltung
ungenau oder gar nicht verfu¨gbar ist.
Das in diesem Kapitel beschriebene Verfahren erga¨nzt also die Strategie fu¨r den rech-
nergestu¨tzten Abgleich von Mikrowellenﬁltern aus gekoppelten Resonatoren. Zuerst werden
die auf der Koppelmatrix basierenden Algorithmen angewendet. Nur dann, wenn im Fil-
ter starke parasita¨re Eﬀekte auftreten und die Konvergenz des Abgleichs in Schwierigkeiten
gera¨t, werden die gemessenen Empﬁndlichkeiten benutzt. Die Messung der Empﬁndlichkei-
ten ist sehr zeitintensiv, und diese Methode wird als die letzte Mo¨glichkeit betrachtet, den
rechnergestu¨tzten Feinabgleich durchzufu¨hren.
Kapitel 6.2 beschreibt die Einzelheiten des Algorithmus, und ein praktisches Beispiel zum
Filterabgleich besta¨tigt schließlich die Gu¨ltigkeit der Methode.
6.2 Algorithmus zum rechnergestu¨tzten Abgleich
Das Problem des rechnergestu¨tzten Abgleichs durch Empﬁndlichkeitsanalyse wurde schon
in Kapitel 2.7.3 eingefu¨hrt. Im Besonderen wird in diesem Kapitel der Algorithmus von
Mu¨ller [Mue 79] weiter untersucht. Das Ablaufdiagramm des rechnergestu¨tzten Abgleichs
mittels Empﬁndlichkeitsanalyse ist in Abbildung 45 gezeigt, die Einzelheiten werden in den
folgenden Kapiteln beschrieben. Die Grundidee ist die Empﬁndlichkeiten des Filters erst
zu messen, die notwendigen Korrekturen zu berechnen, und schließlich die fehlerbehafte-
ten Abstimmelemente nacheinander einzustellen. Der Prozess wiederholt sich bis gemessene










Abbildung 45: Ablaufdiagramm des Algorithmus fu¨r den rechnergestu¨tzten Abgleich durch Emp-
ﬁndlichkeitsanalyse.
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6.2.1 Messung der Empﬁndlichkeitsmatrix
Zur Bestimmung der Empﬁndlichkeitsmatrix [E] mu¨ssen alle Abstimmschrauben nacheinan-
der aus ihrer Sollstellung um einen bestimmten Verstellwinkel ausgelenkt und die jeweilige
gemessene charakteristische Funktion gespeichert werden. Um die Empﬁndlichkeitsmatrix
zu bestimmen muss man die geeignetste charakteristische Funktion F auswa¨hlen. Die Be-
rechnung des Korrekturvektors 4∆φt ha¨ngt na¨mlich von dieser Funktion ab und ist nur dann
genau, wenn ein hinreichender linearer Zusammenhang zwischen den Elementa¨nderungen
und den entsprechenden A¨nderungen der betrachteten Eigenschaftsfunktionen besteht. Die
Funktionen Betriebsda¨mpfung a21 und Reﬂexionsda¨mpfung a11 in Gleichung 5 und 6 sind fu¨r
die Empﬁndlichkeitsanalyse als Zielfunktionen nicht geeignet, da ihre Koeﬃzienten von der
Kombination verschiedener Abgleichelemente gleichzeitig abha¨ngen. Die Zielfunktion muss
die Forderung nach Linearita¨t erfu¨llen und gleichzeitig das Filter vollsta¨ndig charakterisieren.
Gu¨nstige Linearita¨tseigenschaften ergeben sich bei dem Real- und Imagina¨rteil bestimm-
ter U¨bertragungsgro¨ßen [Mue 79], in diesem Fall werden die komplexwertigen Streuparame-
ter S11(f) und S22(f) beru¨cksichtigt. Fu¨r diese Gro¨ßen gilt das Bilineare Theorem [Geh 71],
d. h. die Abha¨ngigkeit einer komplexen Gro¨ße F (f) von einem beliebigen Element φi einer
RLC Schaltung kann in der Form




dargestellt werden. Die Funktion F ist also durch das Verha¨ltnis von komplexen linearen
Polynomen der Variable φi gegeben. Fu¨r die in Abbildung 10 gezeigte Ersatzschaltung, gilt
die bilineare Abha¨ngigkeit fu¨r die Eingangsadmittanzen δi in Gleichung 94. Die Abha¨ngigkeit
von S11(f) oder S22(f) mit den Admittanzinvertern Wi,j ist biquadratisch, und kann in der
Form
F (f, φi) =
a2(f)φ
2
i + a1(f)φi + a0(f)
b2(f)φ2i + b1(f)φi + b0(f)
(158)
dargestellt werden, wobei ai(f) und bi(f), fu¨r i=0, 1, 2, beliebige Funktionen der Frequenz
sind. Eine wichtige Eigenschaft der linear gebrochenen oder bilinearen Form in Gleichung
157 ist, dass sie Kreise in Kreise u¨berfu¨hrt. Mit anderen Worten, ein Kreis in der φi-Ebene
entspricht einem Kreis in der F -Ebene. Gerade Linien sind hierbei eingeschlossen, da sie
Kreise mit unendlichem Radius sind. Natu¨rlich ist aber nicht gesagt, dass gerade Linien not-
wendigerweise in gerade Linien u¨berfu¨hrt werden. Bei einer bestimmten Frequenz f erha¨lt
man also bei A¨nderungen des Elements φi als Ortskurve fu¨r F (f, φi) einen Kreisbogen in
der komplexen Ebene. Das ist also die geforderte approximierte Bedingung fu¨r die Linearita¨t
und wird fu¨r die Bestimmung der charakteristischen Funktion angewendet. Voraussetzung fu¨r
die Linearita¨t und fu¨r die Anwendung der Methode sind also kleine Abweichungen ∆φi. Als
besonders vorteilhafte Zielfunktion erweist sich der komplexe Eingangsreﬂexionsfaktor des
Filters bei ausgangsseitigem Nennabschluss. Das Filter wird in seiner normalen Betriebsan-
ordnung gemessen. Die Empﬁndlichkeitsmatrix wird durch den komplexen Reﬂexionsfaktor
deﬁniert, der Fehlervektor 4e durch den Unterschied zwischen gemessenen und modellierten
komplexen S11(f) oder S22(f). Die notwendigen Abweichungen zum Filterabgleich 4∆φt wer-
den durch die im folgenden Kapitel beschriebene Methode berechnet, die entsprechenden
Abstimmelemente werden schließlich eingestellt.
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Wie schon im Kapitel 2.7.3 erkla¨rt, ko¨nnen die Soll-Reﬂexionsfaktoren an beiden Toren
simuliert oder gemessen werden. Simulierte Streuparameter ko¨nnten aber nicht alle para-
sita¨ren Eﬀekte und Ungenauigkeiten der Messung enthalten, die Konvergenz des Abgleichs
ko¨nnte deshalb in Schwierigkeiten geraten. Die zweite Weise, die Soll-Reﬂektionsfaktoren
zu bestimmen ist messtechnisch, anhand eines abgeglichenen Filters. Ein Filter wird also
ohne die Unterstu¨tzung des Rechners abgeglichen, und die gemessenen S11(f) oder S22(f)
als Zielfunktionen fu¨r den Abgleich der folgenden Filter gespeichert. Diese Lo¨sung ist aber
nur fu¨r die Serienfertigung geeignet, wo viele identische Filter nacheinander gemessen und
abgeglichen werden mu¨ssen.
Das letzte Problem ist die Auswahl der Stu¨tzstellen, an denen die Empﬁndlichkeiten und
der Fehlervektor berechnet werden mu¨ssen. Eine interessante Behandlung dieses Problems
wurde von Mu¨ller gegeben, und der Leser wird fu¨r die Einzelheiten auf [Mue 79] verwiesen.
Die Stu¨tzstellen mu¨ssen auf jeden Falls das Filterverhalten eindeutig bestimmen, die Anzahl
der Stu¨tzstellen muss gro¨ßer als die Anzahl der Abstimmelemente sein. Die Lage der Stu¨tz-
stellen stimmt im Wesentlichen mit den Nullstellen des Reﬂektionsfaktors u¨berein. Weitere
Stu¨tzstellen sind bei der Mittenfrequenz und in den Da¨mpfungsﬂanken.
6.2.2 Berechnung des Korrekturvektors
In diesem Kapitel wird die notwendige Variation 4∆φt der Korrekturelemente berechnet, so
dass der restliche Fehler nach dem Abgleich
4eR = 4e+ [E] 4∆φt (159)
minimale euklidische Norm erreicht. Die Berechnung der Lo¨sung ist also ein typisches Least-
Squares Problem. Die in [Mue 79] vorgeschlagene Lo¨sung nutzt Orthogonaltransformationen
und ist deshalb aufwa¨ndig zu berechnen. Sie bietet aber den Vorteil gro¨ßerer numerischer
Genauigkeit als die Gauss-Newton Lo¨sung in Gleichung 81. Durch eine Folge von K Ortho-
gonaltransformationen
[Q](np×np) = [Q]K , · · ·, [Q]1 (160)
wobei [Q], [Q]1, · · ·, [Q]K orthogonale Matrizen sind, wird Gleichung 159 mit





4eR = 4e+ [E] 4∆φt (162)
transformiert. Dieses Gleichungssystem ist aufgrund der Orthogonalita¨t von [Q]
[Q]+[Q] = [I] (163)
bezu¨glich der Vektornormen zu Gleichung 159 a¨quivalent:
||4e||2 = 4e+4e = 4e[Q]+[Q]4e = 4e+4e = ||4e||2
|| 4eR||2 = 4eR+ 4eR = 4eR[Q]+[Q] 4eR = 4eR+ 4eR = || 4eR||2.
(164)
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Das Zeichen + bedeutet das transponierte komplex-koniugierte von einem Vektor oder ei-
ner Matrix. Setzt man die einzelnen Transformationen in Gleichung 160 als Householder























wobei die komplexen Vektoren
4eR = ( 4eRa, 4eRb) und 4e = (4ea, 4eb) (167)
in zwei K- und (np−K)-dimensionale Teilvektoren unterteilt worden sind. Der Vektor 4eRb
ist unabha¨ngig von 4∆φt, das Minimum von || 4eR|| entspricht also dem Minimum von || 4eRa||.
Das neue reduzierte System ist also
4eRa = 4ea + [R] 4∆φt. (168)
Zur Minimierung von || 4eRa|| kann die Bedingung 4eRa=40 gefordert werden, da die Anzahl der
Gleichungen mit der Anzahl der Unbekannten u¨bereinstimmt. Der Korrekturvektor erfu¨llt
also die Gleichung
[R] 4∆φt = −4ea. (169)
Die Matrix [R] ist dreieckig, der Vektor 4∆φt wird einfach durch Ru¨cksubstitution berechnet.
Die Empﬁndlichkeitsmatrix muss also nicht invertiert werden, das ist der numerische Vorteil
im Vergleich zu der Gauss-Newton Lo¨sung in Gleichung 81. Die Kenntnis des Korrekturvek-
tors 4∆φt erlaubt jetzt, die Wirkung des Abgleichs zu berechnen. Es ist na¨mlich sichergestellt
[Mue 79], dass die Fehlernorm nach der Korrektur kleiner, ho¨chstens aber gleich der Fehler-
norm vor dem Abgleich ist:
|| 4eR||2 ≤ ||4e||2. (170)
Diese Bedingung sichert die Konvergenz des Abgleichs mittels Empﬁndlichkeitsanalyse.
6.2.3 Auswahlkriterium der Korrekturelemente beim Abgleich
Die quadrierte Norm des restlichen Fehlers nach dem Abgleich von allen Abstimmelementen
ist
τ = || 4eR||2 = 4eR+ 4eR = 4e+4e+ 4e+[E] 4∆φ+ 4∆φ+[E]+4e+ 4∆φ+[E]+[E] 4∆φ. (171)
Beim manuellen Abgleichen kann jedoch nur ein einzelnes Abstimmelement nach dem ande-
ren eingestellt werden. Es ist deshalb notwendig, dass die Wirkung jedes Abstimmelements
und die entsprechende Einstellung getrennt und angemessen quantiﬁziert wird. Das kann in
der Praxis mittels des folgenden Vektors gemacht werden
4∆φti = (∆φ1,∆φ2, · · ·,∆φi, 0, · · ·, 0) (172)
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wobei die Variable i fu¨r die Einstellung des i-ten Abgleichelements steht. Der Vektor 4φti
entha¨lt die ersten i-ten Komponenten des in Gleichung 169 berechneten Lo¨sungvektors 4φt.
Der restliche Fehler nach dem Abgleich der ersten i Abstimmschrauben ist also
τi = 4e





[E]+[E] 4∆φti . (173)
Das Auswahlkriterium der Korrekturelemente beim Abgleich wird also einfach festgelegt:
Man fa¨ngt mit der ersten Abstimmschraube an und stellt in Folge alle Elemente ein. Das
Ziel wa¨hrend der Einstellung der i-ten Abstimmschraube ist, den vorgesehenen Fehler τi zu
erreichen.
6.3 Vorteile und Grenzen des Verfahrens
Der in diesem Kapitel beschriebene Abgleichalgorithmus durch Empﬁndlichkeitsanalyse bie-
tet die Mo¨glichkeit, alle parasita¨ren Eﬀekte im Filter und Ungenauigkeiten der Messung zu
beru¨cksichtigen. Zu der Klasse der parasita¨ren Eﬀekte geho¨ren die unerwarteten U¨berkopp-
lungen zwischen den Resonatoren, Verluste und Frequenzabha¨ngigkeiten der Koppelblenden
und der Koppelschrauben, ho¨here Resonanzmoden usw. Die Methode braucht keine Ersatz-
schaltung oder analytische Beschreibungen des Filters und wird nicht durch die Bandbreite
des Filters beschra¨nkt. Das Verfahren gilt sowohl fu¨r Hohlleiterﬁlter als auch fu¨r elektri-
sche Schaltungen aus konzentrierten Elementen. Diese Besonderheiten machen die Emp-
ﬁndlichkeitsanalyse auch fu¨r die Optimierung elektrischer Schaltungen geeignet, die einzige
Grenze ist die Zeitaufwa¨ndigkeit der Berechnung der Empﬁndlichkeiten. Dasselbe Problem
tritt wa¨hrend des rechnergestu¨tzten Abgleichs auf. Der Aufwand fu¨r die Messung der Emp-
ﬁndlichkeiten ist zu groß und die notwendige Genauigkeit und Geschwindigkeit ko¨nnte nur
durch die Anwendung von Robotern erreicht werden. Die Zeitaufwa¨ndigkeit der Messung der
Empﬁndlichkeitsmatrix spielt eine wichtige Rolle bei stark verstimmten Schaltungen, deren
charakteristische Funktion nicht linear gegenu¨ber den abzugleichenden Gro¨ßen ist. Die be-
rechnete Lo¨sung ist in diesem Fall nicht exakt und der Algorithmus muss iteriert werden.
Das heißt, dass die Messung der Empﬁndlichkeiten und der Abgleich mehrmals wiederholt
werden mu¨ssen. Die Unterstu¨tzung der Empﬁndlichkeitsanalyse ist also nur wa¨hrend des
Feinabgleichs geeignet. Die notwendigen A¨nderungen der Parameter sind na¨mlich klein und
die Approximation der Linearita¨t der charakteristischen Funktion ist deshalb genauer.
Ein weiteres Problem ist die Bestimmung der Zielfunktion. Wird diese Funktion berech-
net, ko¨nnte sie nicht bei dem hergestellten Filter erreicht werden. Die Konvergenz des Al-
gorithmus wird schlecht. Das passiert z. B. wenn das Simulationsmodell keine Verluste oder
weitere parasita¨ren Eﬀekte beru¨cksichtigt. Aus diesem Grund empfahlen einige Autoren, ei-
ne gemessene Funktion als Ziel zu benutzen. Das ist zwar eine gute Lo¨sung des Problems,
aber nur fu¨r die Serienfertigung geeignet.
6.4 Beispiel zum Filterabgleich
Als Beispiel zum Filterabgleich wird ein vierkreisiges Filter in Dual-Mode Hohlleitertech-
nologie benutzt. Die Mittenfrequenz des Filters ist 11.8 GHz, die Bandbreite 36 MHz, die
relative Bandbreite ist 0.3%. Das Filter hat eine Querkopplung zwischen dem Resonator 1
und dem Resonator 4, die zwei Da¨mpfungspole erzeugt. Der Frequenzgang des Filters ist
symmetrisch.
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Die Empﬁndlichkeiten wurden durch die A¨nderung der Abstimmschrauben um 90 Grad
gemessen. Die Zielfunktion war der komplexe Reﬂexionsfaktor S11(f). Dieser wurde durch die
in Abbildung 10 gezeichnete Schaltung berechnet. Der Reﬂexionsfaktor beru¨cksichtigt also
die Dispersion und die Verluste der Resonatoren. Als Stu¨tzstellen wurden 15 Frequenzen
zwischen den Da¨mpfungsﬂanken gleichfo¨rmig ausgewa¨hlt
Abbildung 46 zeigt den Filterzustand nach einer ganzen Iteration des Algorithmus. Die
U¨bereinstimmung mit dem Sollverlauf ist gut, obwohl das Filterverhalten weiter verbessert
werden ko¨nnte. Abweichungen zwischen Messung und Sollverlauf liegen hauptsa¨chlich in der
Genauigkeit der Messung der Empﬁndlichkeitsmatrix, die manuell durchgefu¨hrt wurde.
Abbildung 46: Abgleich durch Empﬁndlichkeitsanalyse. Links: Anfangszustand des Filters vor
dem Abgleich. Rechts: Endzustand des Filters nach einer Iteration der Abgleichmethode.
6.5 Zusammenfassung
In diesem Kapitel wurde ein Algorithmus fu¨r den rechnergestu¨tzten Abgleich durch Emp-
ﬁndlichkeitsanalyse untersucht. Der Algorithmus beru¨cksichtigt alle im Filter auftretenden
parasita¨ren Eﬀekte und die Ungenauigkeiten der Messung und ermo¨glicht die Berechnung
der Korrekturdrehwinkel jeder Abstimmschraube. Die Messung der Empﬁndlichkeiten ist
aber zeitaufwa¨ndig. Die Methode wird deshalb nur fu¨r den Feinabgleich angewendet, falls
die Algorithmen durch die Koppelmatrix in Schwierigkeiten bei der Konvergenz geraten.
Die Theorie der Empﬁndlichkeitsanalyse erga¨nzt also die in dieser Arbeit beschriebene
Strategie fu¨r den rechnergestu¨tzten Abgleich von Mikrowellenﬁltern aus gekoppelten Re-
sonatoren. Nach der Fertigung und Montage des Filters wird die Methode der Sub-Filter
angewendet. Wenn notwendig, wird der Frequenzgang eines beidseitig abgeschlossenen Fil-
ters oder eines Kanalﬁlters durch Optimierung der Koppelmatrix weiter verbessert. Schließ-
lich ko¨nnen alle parasita¨ren Eﬀekte des hergestellten Filters mittels Empﬁndlichkeitsanalyse
beru¨cksichtigt werden. Die Kombination dieser drei Verfahren gewa¨hrleistet eine schnelle
Konvergenz und ist insgesamt die vorgeschlagene Lo¨sung fu¨r das Problem des Abgleichs.
Zusammenfassung und Ausblick
In dieser Arbeit wurde eine neue Methode fu¨r den rechnergestu¨tzten Abgleich von schmal-
bandigen Mikrowellenﬁltern aus gekoppelten Resonatoren vorgestellt. Zuerst wurden in Ka-
pitel 1 die Grundlagen der Filtertheorie eingefu¨hrt. Insbesondere wurden die wichtigsten
Eigenschaften von beidseitig und einseitig abgeschlossenen Filtern beschrieben. Diese Vier-
pole ko¨nnen durch die sogenannte Koppelmatrix modelliert werden, die einer Schaltung mit
Admittanzinvertern und parallelgeschalteten Resonatoren entspricht. Das Konzept der Kop-
pelmatrix schaﬀt na¨mlich die Voraussetzung fu¨r einen eﬃzienten Abgleichalgorithmus. In
Kapitel 2 wurde das Problem der Toleranzen und des Abgleichs untersucht und der Begriﬀ
des optimalen Entwurfs beschrieben. Da der Abgleich eines Mikrowellenﬁlters zeitaufwa¨ndig
und teuer ist, wurden Vorteile und Grenzen der eﬃzienteren Algorithmen des rechnergestu¨tz-
ten Abgleichs abgewogen, die in der Fachliteratur gefunden werden ko¨nnen. Diese Methoden
sind aber nur fu¨r den Feinabgleich geeignet, die Entdeckung eines neuen und besseren Ver-
fahrens war deshalb unverzichtbar.
Die vorgeschlagene neue Lo¨sung basiert auf der entnormierten Koppelmatrix und nutzt
eine bessere Strategie fu¨r die Identiﬁzierung der Kopplungen und Resonanzfrequenzen des
abzugleichenden Filters. Vor dem Abgleich werden alle Resonanzfrequenzen absichtlich ver-
stimmt und die Kopplungen minimiert. Die entsprechende verstimmte Koppelmatrix wird
dann generiert. Sie modelliert den Anfangszustand des Filters und legt zusammen mit der
idealen Koppelmatrix, die Ziel des Abgleichs darstellt, eine neue Koppelmatrix fest. Diese
adaptive Matrix wurde Sub-Filter genannt und bietet die Mo¨glichkeit, alle Resonanzfrequen-
zen und Kopplungen des Filters nacheinander durch eine rekursive Prozedur abzustimmen.
Die Methode fu¨r die Parameteridentiﬁzierung ist die Optimierung, der Sollverlauf ist der
Frequenzgang des komplexwertigen Eingangs- oder Ausgangsreﬂexionsfaktors. Dieses Ver-
fahren hat drei wichtige Vorteile, die einzigartig in der Fachliteratur sind: die Systematik,
die Konvergenz und die Diagnosefa¨higkeit. Die Systematik besteht darin, alle Resonanzfre-
quenzen und Kopplungen nacheinander abzustimmen. Die Konvergenz des Abgleichs kann
also einfach kontrolliert werden. Konvergiert der Abgleich nicht, wird sofort festgestellt, ob
das Filter unabgleichbare Parameter oder parasita¨re Eﬀekte hat. Die Diagnose wird dadurch
systematisch durchgefu¨hrt. Werden alle Abstimmschrauben genau eingestellt, konvergiert
der Abgleich zum idealen Frequenzverhalten und es ist kein zusa¨tzlicher Feinabgleich erfor-
derlich. Anderenfalls muss ein zusa¨tzlicher Feinabgleich durchgefu¨hrt werden.
Die Anwendung der neuen Methode schaﬀt damit auch die Voraussetzung, die bekannten
Algorithmen durch Optimierung der Koppelmatrix oder Empﬁndlichkeitsanalyse zu benut-
zen. Man hat zwei Mo¨glichkeiten, den Feinabgleich durch Optimierung der Koppelmatrix
durchzufu¨hren, je nachdem ob beidseitig abgeschlossene Filter oder die Kanalﬁlter eines
Multiplexers abgeglichen werden mu¨ssen. Fu¨r den Feinabgleich von beidseitig abgeschlosse-
nen Filtern wurden zwei Algorithmen vorgestellt. Der erste nutzt die gemessenen komplexen
Nullstellen der Streuparameter, um eine neue Fehlerfunktion zu berechnen. Adaptive Algo-
rithmen fu¨r die rationale Interpolation wurden beschrieben und ihre Eigenschaften bewertet.
Die zweite Methode ist die Optimierung einer Ersatzschaltung aus verteilten Elementen und
ist neu in der Literatur. Ein weiterer Algorithmus wurde fu¨r den Abgleich von Multiplexern
pra¨sentiert. Da die abgetrennten Kanalﬁlter eines Multiplexers nicht angepasst sind, werden
sie durch Hintereinanderschaltung mit einem geeigneten und simulierten Anpassungsnetz-
werk abgeglichen. Mittels des Anpassungsnetzwerks kann das Verhalten des gemessenen Fil-
ters im Multiplexer simuliert werden. Beispiele zum Filterabgleich besta¨tigen die Gu¨ltigkeit
der Methoden bei Filtern und Multiplexern.
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Eine weitere Mo¨glichkeit, den Feinabgleich durchzufu¨hren, ist die Empﬁndlichkeitsanaly-
se, die in Kapitel 6 beschrieben wurde. Diese Methode ist schon seit langem in der Fachlitera-
tur bekannt und beru¨cksichtigt alle parasita¨ren Eﬀekte des Filters und die Ungenauigkeiten
der Messung. Die praktische Messung der Empﬁndlichkeiten ist aber zeitaufwa¨ndig und das
Verfahren ist besser fu¨r die Anwendung mit Robotern geeignet.
Der optimale Algorithmus ist also die Kombination von drei Verfahren. Zuerst wird die
neue systematische Methode benutzt, die den ersten wichtigsten Schritt unterstu¨tzt. Nur
wenn notwendig werden danach noch die zusa¨tzlichen Algorithmen durch Optimierung der
Koppelmatrix oder Empﬁndlichkeitsanalyse angewendet. Diese Algorithmen wurden in einer
Software implementiert. Zahlreiche durchgefu¨hrte Beispiele zum rechnergestu¨tzten Filterab-
gleich zeigen eine erhebliche Verringerung der Abgleichzeiten und Kosten.
Mo¨gliche zusa¨tzliche Entwicklungen der vorgeschlagenen Theorie sind die Veriﬁkation
des neuartigen Algorithmus bei anderen Filtertopologien und Filtertypen, der Einsatz von
Robotern und die Verbesserung der Methode durch Empﬁndlichkeitsanalyse. Die neuartige
Methode ist zwar strukturabha¨ngig, neue Topologien oder weitere Filtertypen ko¨nnen aber
einfach beru¨cksichtigt werden. Der Einsatz von Robotern ist fu¨r die Serienfertigung geeig-
net und ko¨nnte einen schnelleren Feinabgleich ergeben. Mit Hilfe von Robotern ko¨nnen die
Empﬁndlichkeiten besser und schneller gemessen werden. Das ga¨be die Fa¨higkeit weitere
analytische Verfahren wie die neuronalen Netzwerke [Hay 94, Zha 00] zu benutzen und die
Konvergenz des Feinabgleichs fu¨r Filter mit parasita¨ren Eﬀekten zu verbessern.
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