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FOR CONVECTION-DIFFUSION EQUATIONS IN A CIRCLE:
THE GENERIC NONCOMPATIBLE CASE∗
CHANG-YEOL JUNG† AND ROGER TEMAM‡
Abstract. We study the boundary layers and singularities generated by a convection-diﬀusion
equation in a circle with noncompatible data. More precisely, the boundary of the circle has two
characteristic points where the boundary conditions and the external data f are not compatible.
Very complex singular behaviors are observed, and we analyze them systematically for highly non-
compatible data. The problem studied here is a simpliﬁed model for problems of major importance
in ﬂuid mechanics and thermohydraulics and in physics.
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characteristic points, noncompatible data
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1. Introduction. The problem of the behavior of a ﬂuid, when the viscosity is
small, remains an outstanding problem in science and engineering in relation with
the study of turbulent boundary layers. Some advances have been made recently
for the cases where the boundary of the ﬂuid is noncharacteristic [26], [11]. When
the boundary is characteristic the problem of the behavior at small viscosity of the
solutions of the incompressible Navier–Stokes equations remains a major problem in
nonlinear analysis. Even in the two-dimensional case for which both the incompress-
ible Navier–Stokes equations and the Euler equations are known to possess a unique
smooth solution for all times (see [16] and, e.g., [25]), the question of the convergence
of the solutions of the Navier–Stokes equations to that of Euler equations when the
viscosity goes to 0 remains unsolved and is even questioned by some authors. On the
engineering side, the needs of aeronautics and astronautics have led to the develop-
ment of a core of empirical laws, starting with the works of Prandtl and Von Karman,
and followed by many others. However, it is well understood that substantial im-
provements can be obtained with a better understanding of the boundary layers and
possibly their annihilation by control theory, a subject of current development.
The simpliﬁed model that we consider in this article corresponds to a two-
dimensional stationary problem linearized around the velocity (0,−1); the equation
applies to either component of the velocity or to the temperature in a thermohy-
draulic problem. Note that even in the simpliﬁed form considered in this article, little
progress has been made on the theoretical side in the analysis of the boundary lay-
ers generated by the problem since very early works by Levinson [18], Eckhaus and
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SINGULAR PERTURBATION PROBLEMS IN A CIRCLE 4275
de Jager [9], and Grasman [10]; see also [28]. On the computational side, this simpli-
ﬁed problem remains a serious one; see, e.g., the review article [24]. In fact we hope,
when we will improve our understanding of the boundary layers built in this problem,
to be able to improve its numerical solution by combining numerical methods and
boundary layer analysis, as we did in simpler situations in, e.g., [13], [14]. Note also
that when we improve our understanding of the phenomena, we conjecture that there
will appear some parabolic boundary layers which will be the basis of phenomena of
so-called whispering walls (see, e.g., [1]) type. Finally, as an additional motivation in
the background of this work, let us mention that by replacing −uεy by −uε in (1.1)
below we obtain a problem which is central in classical acoustics and optics as well
as in the modern theory of lasers and nonlinear optics [1], [5], [17]. This related
situation will, however, necessitate speciﬁc developments. In summary we hope that
the complexity of the problem studied below will give at least an indication of the
complexity of the phenomena that we might encounter in ﬂuid mechanics (as well as
probably in acoustics, magnetohydrodynamics, and optics).
In this article we are concerned with singularly perturbed problems of the form{
Lεu
ε := −εΔuε − uεy = f(x, y) in D,
uε = 0 on ∂D,
(1.1)
where 0 < ε  1, D is the unit disk with center (0, 0), and the function f is as
smooth as needed. Here we note that (±1, 0) are the characteristic points for the
limit operator, that is, when ε = 0.
We denote the upper and lower half parts of the unit circle by Cu(x) =
√
1− x2
and Cl(x) = −
√
1− x2, respectively. The limit problem (i.e., when ε = 0) is then
formally deﬁned by { −u0y = f(x, y) in D,
u0 = 0 on Γu,
(1.2)
where Γu = {(x, y)| x2 + y2 = 1, y > 0}. We denote Γl = {(x, y)| x2 + y2 = 1, y < 0}.
The choice of the boundary condition (1.2)2 (u
0 = 0 on Γu rather than, say,
u0 = 0 on Γl = {(x, y)| x2 + y2 = 1, y < 0}) is justiﬁed by the convergence theorems
below (see, e.g., Theorem 4.1).
Its solution is then explicitly found:
u0(x, y) =
∫ Cu(x)
y
f(x, s)ds, (x, y) ∈ D.(1.3)
Before we proceed we introduce here the full asymptotic expansion of uε, uε ∼∑∞
j=0 ε
juj . Inserting this expansion in (1.1)1, we formally obtain, for j = 0, 1, . . . ,{ −ujy = Δuj−1 in D,
uj = 0 on Γu.
(1.4)
Here, for convenience, we have written Δu−1 = f(x, y). The solutions uj of (1.4)
vanishing on Γu are easily found:
uj(x, y) =
∫ Cu(x)
y
Δuj−1(x, s)ds, (x, y) ∈ D.(1.5)
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4276 CHANG-YEOL JUNG AND ROGER TEMAM
The convergence of uε to u0 in L2(D), as ε → 0, has been studied in previous
articles. Among others, the readers may consult Bardos [2], Levinson [18], Eckhaus
and de Jager [9], and Temme [27]. However, and unlike here, these results are not
valid in the vicinity of the characteristic points (±1, 0). Furthermore, [18] and [9]
make use of the maximum principle, which we avoid here; this makes us believe that
our methods and results apply to cases where the maximum principle is not available,
such as, e.g., systems and higher order equations. When we started this work and
the earlier work [15], we were not aware of the existence of an extensive literature
concerning this problem, pointed out to us by one of the referees; see [10], [28], and
the references therein. Our work is not abrogated by these results, and we explain
below how our work compares to that of [10].
Of course there is a vast literature available on singular perturbation problems
for partial diﬀerential equations, abstract elliptic or parabolic equations, or equations
related to ﬂuid mechanics; see, e.g., [3], [7], [8], [19], [21], [22], [24], [23], [26], [29], [1],
[4], [5], [17], [13], [12], [28], [6], [20], and the references therein.
This work started in our previous article [15], in which we established general re-
sults and in particular suﬃcient conditions on the data which guarantee that the outer
solutions u0, uj , j ≥ 1, are smooth (bounded) at the characteristic points (±1, 0), the
so-called compatibility conditions which are recalled below. In [15] we also derived
a full asymptotic expansion for the solution uε which includes the appropriate cor-
rectors, when the data are compatible. In the present article we consider the case of
incompatible data. The proof proceeds by steps considering that the problem is lin-
ear. First we observe that we can make the data compatible up to a certain order by
removing from f part of its Taylor expansion fˆ and, for f − fˆ , we use the results from
our previous article. We are then left with considering fˆ , which is polynomial, the
sum of simple monomials. Finally considering a cut-oﬀ function compactly supported
around the points (±1, 0) we decompose fˆ into a function f∗ vanishing identically
in a neighborhood of the characteristic points and a function fˆ − f∗, which is small,
supported near these points. Again the results of [15] apply to the solution corre-
sponding to f∗ with some modiﬁcations due to the cut-oﬀ function, and most of our
analysis concentrates on f∗, which we approximate using the methods and asymptotic
expansions from [15]. Finally when all the estimates have been derived, we compare
the error from the approximation of f∗ with the suitable norms of the “remainder”
fˆ−f∗ and choose the radius of the cut-oﬀ function as a function of ε, so as to optimize
(minimize) the total error.
As we said above, the same problem has been extensively studied in the book [10],
where the author introduces the stretching of the tangential and normal variables at
the characteristic points (±1, 0) leading to the so-called intermediate and interior
boundary layers, valid in the vicinity of the characteristic points, which permit us
to capture the sharp transitions of solutions of (1.1). The matching with the outer
solutions of these boundary layer solutions is made at order 1 using some explicit
representation (at order 1) of the boundary layers, based on special functions like the
Airy and modiﬁed Bessel functions; the analysis is quite involved in [10]. Rather,
we approach here the same problem in an explicit and intuitive way to reveal the
boundary layer structures, replacing the concept of matched asymptotic expansions
developed by Lagerstrom, Eckhaus, and others with the concept of correctors intro-
duced by J. L. Lion [19]. This simplicity would eventually allow us to tackle more
challenging problems like the Navier–Stokes equations, or higher order equations or
systems. However, a subsequent step after [15] and this article would be to study
the asymptotics at all orders for a general f , which would mean concentrating on the
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SINGULAR PERTURBATION PROBLEMS IN A CIRCLE 4277
data fˆ − f∗ with the notation above. Our methods have allowed us to obtain the ﬁrst
order asymptotics for a general f . We now believe that by using the stretching of
the tangential and normal variables and introducing the corresponding intermediate
and interior boundary layers as in [10], we will be able in a future work to obtain the
asymptotics at all orders for a general f .
This article is organized as follows. In section 2 we present the problem and data f
and recall the compatibility conditions from [15]. In section 3 we study the regularity
of the outer solutions corresponding to f∗ as deﬁned above. In sections 4 and 5
we construct the boundary layer correctors which resolve the discrepancy between
the zero boundary conditions (1.1)2 and those of the outer solutions (1.2)2 at order
zero and (1.4)2 at higher orders. We estimate these correctors and then derive the
asymptotic errors. In a subsequent publication we will combine the present results
and those of [15] to derive the asymptotic error at any order for the model problem
supplemented with any data f .
2. The settings. One of the major diﬃculties in this singular perturbation
problem comes from the lack of regularity of u0 and uj. In [15], we have shown that
the smoothness of u0 and uj depends on the ﬂatness of f at the characteristic points.
A “maximal” result in this direction is the following one.
Lemma 2.1. Assume that f ∈ C∞(D¯) is inﬁnitely ﬂat at (±1, 0) (f and all its
derivatives vanish at these points). Then u0 and all the uj, j ≥ 1, belong to C∞(D¯)
and are inﬁnitely ﬂat at (±1, 0).
Proof. With the recursion formula (1.5) and the convention that Δu−1 = f , it
suﬃces to prove the result for u0. We estimate ∂i+mu0/∂xi∂ym. For i ≥ 0,m ≥ 1,
from (1.2) we note that ∂i+mu0/∂xi∂ym = −∂i+m−1f/∂xi∂ym−1 ∈ C∞(D¯). Hence,
we just need to verify the case i ≥ 0,m = 0. To do this, we write from (1.3) that
u0 = Cu(x)
2MH(x, y), M ≥ 0, integer, where H(x, y) = ∫ Cu(x)
y
f˜(x, s)ds, f˜(x, y) =
Cu(x)
−2Mf(x, y). Since f is inﬁnitely ﬂat at (±1, 0), f˜ ∈ C∞(D¯), and f˜ is also
inﬁnitely ﬂat at (±1, 0). Diﬀerentiating H in x and using (2.4) below, it is not
diﬃcult to ﬁnd that∣∣∣∣∂iH∂xi (x, y)
∣∣∣∣ ≤ κi r∏
k=0
|C(nk)u (x)|mk ≤ κ(Cu(x))
∑r
k=1(1−2nk)mk(2.1)
for some ki > 0 and integers r, nk,mk ≥ 0. Since u0 = Cu(x)2MH(x, y) for all
i ≥ 0, we may choose M > 0 large enough that 2M +∑rk=1(1 − 2nk)mk > 0 and
thus ∂iu0/∂xi ∈ C0(D¯), and ∂iu0/∂xi = 0 at (±1, 0). Hence, u0 ∈ C∞(D¯) and is
inﬁnitely ﬂat at (±1, 0).
On the contrary when f is not ﬂat and if, e.g., f = 1, then (1.2)2 implies that
u0y = 0 at x = 1, y = 0, in contradiction with (1.2)1. Intermediate levels of regularity
of u0 and uj depend on the compatibility conditions (between D and f) that we
introduced in [15] and which include the ﬁrst order compatibility (ﬂatness) condition,
f = 0 at (±1, 0),(2.2)
and more generally the higher order compatibility conditions for j ∈ N:
∂α+βf
∂xα∂yβ
= 0 at (±1, 0), 0 ≤ 2α+ β ≤ l + 3j, α, β ≥ 0, l = 0, 1, or 2.(2.3)
For example, f = 1 does not satisfy (2.2), whereas, e.g., f = 1− 12 (1− x)− 12 (1 + x)
satisﬁes it.
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4278 CHANG-YEOL JUNG AND ROGER TEMAM
In view of the estimates, it is useful to measure the singularities of the functions
Cu(x) =
√
1− x2, Cl(x) = −
√
1− x2 at x = ±1.
Lemma 2.2. For C = Cl or Cu, we have, for any n ≥ 0, m = . . . ,−2,−1, 0, 1,
2, . . . ,
dnCm
dxn
(x) = pn(x)C
m−2n
u (x), −1 < x < 1,(2.4)
where pn(x) is a polynomial of degree n at most.
In particular, if m > 0 is an even number, Cm(x) is a polynomial of degree m,
and we have
dnCm
dxn
(x) = pm−n(x), −1 < x < 1,(2.5)
and 0 for n > m > 0.
Remark 2.1. In general, we can write that, for −1 < x < 1,∣∣∣∣dnCmdxn (x)
∣∣∣∣ ≤ κn{ χ(−∞,m](n) if m is even,Cm−2nu (x) if m is odd.(2.6)
The singularities in the derivatives of Cm(x) occur only if m is odd and m < 2n.
Proof. We prove (2.4) by induction on n; (2.4) is obvious for n = 0; assuming
that it is true at order n, we then have at order n+ 1, since C′u(x) = −xC−1u (x),
dn+1Cmu
dxn+1
(x) =
d
dx
(
dnCmu
dxn
(x)
)
= p′n(x)C
m−2n
u + (m− 2n)pn(x)Cm−1−2nu C′u
=
(
p′n(x)(1 − x2)− (m− 2n)pn(x)x
)
Cm−2−2nu = pn+1(x)C
m−2(n+1)
u (x),
(2.7)
and thus (2.4) is also valid at order n+ 1.
If m > 0 is an even number, m = 2l, we observe that Cmu = (1 − x2)l, and thus
dnCm/dxn is a polynomial of degree m − n if m = 2l ≥ n, and if m = 2l < n, it is
zero.
In this article we deal with the case where the function f on the right-hand side of
(1.1) does not satisfy the compatibility conditions (2.2) or (2.3). We ﬁrst decompose
f as f˜ + fˆ , where
fˆ(x, y) = f(−1, 0)1− x
2
+ f(1, 0)
1 + x
2
;(2.8)
more generally for p, q ≥ 0, fˆ is related to the Taylor series expansion of f at x = ±1,
at order 2p+ q: for l = 0, 1, or 2,
(2.9)
fˆ(x, y) =
∑
0≤2p+q≤l+3j
[
∂p+qf
∂xp∂yq
(−1, 0) (1− x)
2p+1p!q!
− ∂
p+qf
∂xp∂yq
(1, 0)
(1 + x)
(− 2)p+1p!q!
]
Cu(x)
2pyq.
We can then easily see that f˜ satisﬁes the compatibility conditions (2.2) for (2.8) or
(2.3) for (2.9), and therefore the results from [15] apply when f is replaced by f˜ .
Thanks to the principle of superposition of solutions by linearity, we only further
have to investigate the solutions of (1.1) corresponding to f = fˆ = (1± x)Cu(x)2pyq.
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Thanks to the symmetry, we just consider the ﬁrst case, which can resolve the com-
patibility conditions at (1, 0). Unless we specify f diﬀerently, we consider from now
on the case where f = (1 + x)Cu(x)
2pyq = (1 + x)(1 − x2)pyq. It is noteworthy that
these functions f are themselves smooth.
Unless stated otherwise, we therefore consider from now on the following singu-
larly perturbed problems: for p, q ≥ 0,{
Lεu
ε := −εΔuε − uεy = f = (1 + x)Cu(x)2pyq in D,
uε = 0 on ∂D.
(2.10)
3. The regularities of the outer solutions u∗j. From (1.3) with f = (1 +
x)Cu(x)
2pyq we obtain the zeroth order outer solution:
u0(x, y) =
1
q + 1
(1 + x)Cu(x)
2p(Cu(x)
q+1 − yq+1).(3.1)
We easily estimate the solution and its derivatives. It is regular in y. If q is an odd
number, then u0 is a polynomial in x and y and therefore smooth in x, y. Further-
more, (3.1) implies that u0 = 0 on ∂D so that there is no discrepancy of boundary
values between uε and u0, and this case will be exactly explained at the beginning
of Theorem 4.1. When q is an even number, we easily ﬁnd that the derivatives of u0
are singular near x = ±1. For example, since Cu(x)′ = −xCu(x)−1, near x = 1, if
p = q = 0,
u0x = O((1 − x)−
1
2 ), u0xx = O((1 − x)−
3
2 ).(3.2)
If p = 0, q = 1, u0 is regular on the whole domain.
To isolate the singularities of uj at x = ±1, we introduce a smooth cut-oﬀ function
ρ = ρ(x) ∈ C∞(R), ρ ≥ 0, ρ = 0 for x ≥ 1, ρ = 1 for x ≤ 1 − σ˜, 0 < σ˜ < 1, and
0 ≤ ρ(x) ≤ 1 for 1 − σ˜ ≤ x ≤ 1. Furthermore, for m ≥ 1, the derivatives of ρ are
required to satisfy the following properties:∣∣∣∣dmρdxm (x)
∣∣∣∣ ≤ κσ˜mψ
(
x− 1 + σ˜
σ˜
)
χ(1−σ˜,1)(x) for some κ = κm > 0,(3.3)
ψ(x) = ψc(x) = exp
[
− c
1− exp(1− 1x2 )
]
for some c > 0(3.4)
(see Figure 1); for example, with c = 1, we could choose
ρ =
⎧⎨⎩
eψ1
(
x−1+σ˜
σ˜
)
if 1− σ˜ < x < 1,
0 if x ≥ 1,
1 if x ≤ 1− σ˜;
(3.5)
here σ˜ = 1 − cosσ, with σ > 0 small, which will be speciﬁed and expressed in terms
of ε later on (see Figure 2).
Here we note that the function ψ(x) is inﬁnitely ﬂat at the points x = 0 and 1
where the derivatives are all zero.
Remark 3.1. We note that, for small σ > 0, σ˜ ∼ σ2 in the sense that
c0σ
2 ≤ σ˜ = 1− cosσ = sin
2 σ
1 + cosσ
≤ c1σ2 for some c0, c1 > 0.(3.6)
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Fig. 1. The graph of eψ(x) = eψ1(x) = exp
[
1− (1− exp(1 − x−2))−1].
Γ u
−1 1
1
−1
−1 + σ∼ 1 − σ∼
2π − σ
π + σ
Fig. 2. Constructing a cut-oﬀ function ρ to isolate the singularities of the outer solutions uj
near the characteristic points x = ±1; here cos σ = 1− σ˜.
Deﬁning f∗ as
f∗(x, y) = ρ(x)ρˇ(x)f(x, y) = ρ(x)ρˇ(x)(1 + x)Cu(x)2pyq, with ρˇ(x) = ρ(−x),(3.7)
we infer that like 1−ρ(x)ρˇ(x) the diﬀerence f−f∗ is compactly supported in [−1,−1+
σ˜] ∪ [1− σ˜, 1]. More precise estimates on f − f∗ appear in (3.14) below.
With f as in (2.10), we write f = f∗ + f − f∗ and consider the corresponding
decomposition of u0 as u0 = u∗0+u0−u∗0. We now perform the analysis corresponding
to f∗, which satisﬁes all the compatibility conditions (2.2), (2.3), since f∗ is inﬁnitely
ﬂat at (±1, 0). The analysis for f − f∗ is performed in sections 4 and 5.
3.1. Outer expansions u∗j. We consider the outer expansion equations for f∗
(compare to (1.4)):{ −u∗0y = f∗ = ρ(x)ρˇ(x)(1 + x)Cu(x)2pyq in D,
u∗0 = 0 on Γu,
(3.8)
and, for j ≥ 1, { −u∗jy = Δu∗(j−1) in D,
u∗j = 0 on Γu.
(3.9)
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We observe that u∗0 = ρρˇu0, with u0 as in (3.1), and we easily conclude that u∗j ∈
C∞(D¯) for all j ≥ 0.
Before we proceed, we establish the following technical result.
Lemma 3.1. For every α ∈ R, c0, c1, with 0 < c1 < c0, there exists a positive
constant κ, independent of σ, σ˜ > 0, such that
(1 − x)αψc0
(
x− 1 + σ˜
σ˜
)
χ(1−σ˜,1](x) ≤ κσ˜αψc1
(
x− 1 + σ˜
σ˜
)
χ(1−σ˜,1](x)(3.10)
and
| sin η|αψc0
(
cos η − cosσ
1− cosσ
)
χ(2π−σ,2π](η) ≤ κσαψc1
(
cos η − cosσ
1− cosσ
)
χ(2π−σ,2π](η),
(3.11)
where ψc is as in (3.4).
Proof. We ﬁrst prove (3.10). We set y = x−1+σ˜σ˜ . For α ∈ R, 0 < c1 < c0, we
observe that the left-hand side of (3.10) is equal to
σ˜α(1− y)α exp
[
− c0
1− exp(1− 1y2 )
]
χ(1−σ˜,1](x)
≤ κσ˜α exp
[
− c1
1− exp(1− 1y2 )
]
χ(1−σ˜,1](x),
(3.12)
which proves (3.10).
Since cosσ = 1 − σ˜, setting x = cos η we write the left-hand side of (3.10) in the
form
(1 − cos η)αψc0
(
cos η − cosσ
1− cosσ
)
χ(2π−σ,2π](η).(3.13)
Applying (3.6) and (3.10), with α replaced by α/2, we deduce (3.11). The lemma
thus follows.
Let Dσ = D ∩ ({−1 < x < −1 + σ˜} ∪ {1 − σ˜ < x < 1}). Using the fact that
|1|L2(Dσ) ≤ κσ
3
2 and |y| ≤ Cu(x) ≤ κσ for (x, y) ∈ Dσ, we infer from (3.10) that
(f − f∗, eyw∗) = ((1 + x)Cu(x)2pyq(1− ρ(x)ρˇ(x)), eyw∗)
≤ κ ∣∣Cu(x)2p+q∣∣L2(Dσ) |w∗|L2(D) ≤ κσ2p+q+ 32 |w∗|L2(D),(3.14)
where ( , ) is the scalar product in L2(D), and w∗ ∈ L2(D).
For the convenience of the notation we will alternatively write ∂x = ∂/∂x, ∂y =
∂/∂y. We deﬁne a primitive of g in y by
∂−1y g(x, y) =
∫ Cu(x)
y
g(x, s)ds.(3.15)
The notation ∂−1y should be used with care as (∂−1y )(∂y) is not the identity and ∂−1y
does not commute with ∂x. In particular,
∂−1y [∂yg](x, y) = g(x,Cu(x)) − g(x, y), ∂y[∂−1y g](x, y) = −g(x, y),(3.16a)
∂x[∂
−1
y g](x, y)− ∂−1y [∂xg](x, y) = g(x,Cu(x))C′u(x).(3.16b)
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4282 CHANG-YEOL JUNG AND ROGER TEMAM
We now give pointwise estimates on the u∗ and their derivatives which make explicit
their singularity at x = ±1.
Lemma 3.2. For all i, j ≥ 0 and m ∈ Z, the following estimates hold: for
(x, y) ∈ D¯, ∣∣∂my [∂ixu∗j](x, y)∣∣ ≤ κCu(x)λ1H(x),(3.17)
where
λ1 = λ1(j, i,m) = 1− 3j − 2i−m+ 2p+ q(3.18)
and
(3.19)
H(x)=ψ
(
x− 1 + σ˜
σ˜
)
χ(1−σ˜,1](x) + ψ
(
x+ 1− σ˜
σ˜
)
χ[−1,−1+σ˜)(x) + χ[−1+σ˜,1−σ˜](x),
with ψ = ψc, as in (3.4).
Remark 3.2. Hence a derivative in x introduces a factor C−2u in the bound on
u∗j , a positive derivative in y introduces a factor C−1u , and a negative derivative in y
introduces the multiplying factor Cu.
Proof of Lemma 3.2. Thanks to the Leibniz rule, Lemma 2.2, (3.3), and (3.10),
we ﬁrst observe that, for x ∈ (1 − σ˜, 1),
∣∣∂lx [(1± x)Cu(x)2pρ(x)]∣∣ =
∣∣∣∣∣
l∑
k=0
(
l
k
)
∂kx
[
(1± x)Cu(x)2p
]
∂l−kx [ρ(x)]
∣∣∣∣∣
≤ κ
∣∣∣∣∣
l∑
k=0
σ˜−(l−k)Cu(x)2p−2kψ
(
x− 1 + σ˜
σ˜
)∣∣∣∣∣
≤ (using σ˜−(l−k) ≤ κC−2(l−k)u , l − k ≥ 0)
≤ κCu(x)2p−2lψ
(
x− 1 + σ˜
σ˜
)
.
(3.20)
Using the fact that |y| ≤ Cu(x) for (x, y) ∈ D¯, we also observe that
∣∣∂syyq∣∣ ≤ κ
⎧⎨⎩
(|y|q−s + Cq−su ) for s < 0,
|y|q−s for 0 ≤ s ≤ q,
0 for s > q,
(3.21)
and thus ∣∣∂syyq∣∣ ≤ κCu(x)q−s.(3.22)
Thanks to Lemma 2.2 we then estimate f∗, deﬁned in (3.7), (3.8), as follows: for
l ≥ 0, s ∈ Z, ∣∣{∂sy [∂lxf∗]} (x, y)∣∣ = ∣∣∂syyq∣∣ ∣∣∂lx [ρ(x)ρˇ(x)(1 + x)Cu(x)2p]∣∣
≤ κCu(x)q−s
∣∣∣∣∂lx [ρ(x)(1 + x)Cu(x)2p]χ(1−σ˜,1](x)
+ ∂lx
[
(1 + x)Cu(x)
2p
]
χ[−1+σ˜,1−σ˜](x)
+ ∂lx
[
ρˇ(x)(1 + x)Cu(x)
2p
]
χ[−1,−1+σ˜)(x)
∣∣∣∣
≤ (thanks to (3.20)) ≤ κCu(x)2p−2l+q−sH(x).
(3.23)
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We now prove (3.17). To this end, we proceed by induction on j.
(1) We ﬁrst verify (3.17) for j = 0.
We will use the following fact, which is shown in [15]: for i ≥ 0,
∂ixu
∗0 =
∑
l+s≤i−1, l,s≥0
g0lis(x)∂
l
x∂
s
yf
∗(x,Cu(x)) + c0i ∂
−1
y
[
∂ixf
∗] (x, y),(3.24)
where
∣∣g0lis(x)∣∣ ≤ κCu(x)1−2i+2l+s. Then, with (3.10) and (3.23), we verify (3.17) for
m = 0 (and j = 0). Applying the operator ∂−1/∂y−1 repeatedly to (3.24) proves
(3.17) for m ≤ −1. For m ≥ 1, since −u∗0y = f∗, we ﬁnd that ∂my
[
∂ixu
∗0] =
−∂m−1y
[
∂ixf
∗]. Applying (3.23), thus (3.17) holds for j = 0, i ≥ 0, m ∈ Z.
(2) We now prove (3.17) for j ≥ 1. Assuming that (3.17) holds at orders 0, 1, . . . , j
for all i ≥ 0, m ∈ Z, we want to prove that it holds at order j + 1 for all i ≥ 0,
m ∈ Z. From (3.9) we ﬁrst derive the same expression (3.24) with u∗0, f∗, respectively,
replaced by u∗(j+1), Δu∗j . Then using the induction assumption and (3.17) at order j,
we ﬁnd with (3.15) that
∂ixu
∗(j+1) =
∑
l+s≤i−1, l,s≥0
g0lis(x)∂
l
x∂
s
yΔu
∗j(x,Cu(x)) + c0i ∂
−1
y
[
∂ixΔu
∗j] (x, y),(3.25)
and then ∣∣∣∂ixu∗(j+1)∣∣∣ ≤ ∑
l+s≤i−1, l,s≥0
∣∣g0lis(x)∣∣ ∣∣∂lx∂syΔu∗j(x,Cu(x))∣∣
+ κ
∣∣∣∣∣
∫ Cu(x)
y
∂i+2x u
∗j(x, s)ds + ∂ix∂yu
∗j(x,Cu(x))− ∂ix∂yu∗j(x, y)
∣∣∣∣∣
≤ κ
[ ∑
l+s≤i−1, l,s≥0
Cu(x)
1−2i+2l+sCu(x)−3−3j−2l−s+2p+q
+ Cu(x)
−3−3j−2i+2p+q(Cu(x)− y) + Cu(x)−3j−2i+2p+q
]
H(x)
≤ κCu(x)1−3(j+1)−2i+2p+qH(x),
(3.26)
which implies (3.17) at order j + 1 for m = 0, i ≥ 0.
For m = 0, we refer the reader to Remark 3.2 and observe that each time we
apply the operator ∂y to ∂
i
xu
∗j we multiply its bound by C−1u , and when we apply
the operator ∂−1y we multiply its bound by Cu. The case m = 0 follows. This proves
the lemma.
We now estimate the u∗j in the L2-norm.
Lemma 3.3. The following norm estimates of u∗j and its derivatives hold: for
j, i,m ≥ 0, ∣∣∂ix∂my u∗j∣∣L2(D) ≤ κBD1(j, i,m),(3.27)
where, setting λ1 = λ1(j, i,m, p, q) = 1− 3j − 2i−m+ 2p+ q as in (3.18),
BD1(j, i,m) = BD1(j, i,m, p, q) =
⎧⎨⎩
1 if λ1 > −1,
(− lnσ) 12 if λ1 = −1,
σ1+λ1 if λ1 < −1.
(3.28)
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4284 CHANG-YEOL JUNG AND ROGER TEMAM
Proof. We recall that Cu =
√
1− x2 = (1− x) 12 (1 + x) 12 . From (3.17) and (3.10)
we ﬁnd that, for i,m ≥ 0,∣∣∂ix∂my u∗j∣∣L2(D) ≤ κ ∣∣Cu(x)λ1H(x)∣∣L2(D)
≤ κ
[∫ 1−σ˜
0
(1− x2)λ1dx
] 1
2
≤ κ
[∫ 1−σ˜
0
(1− x)λ1dx
] 1
2
.
(3.29)
Using (3.6) (σ˜ ∼ σ2) we see that the last sum is on the order of BD1(j, i,m) in all
cases, and thus the lemma follows.
3.2. Boundary-fitted coordinates. To resolve the discrepancies of boundary
values and to determine the correctors, it is convenient to consider the problem in
the boundary-ﬁtted coordinates. Let ξ be the distance to the boundary ∂D counted
positively in the inward normal direction, and let η be the arc length of ∂D starting
at (x, y) = (1, 0) and counted positively counterclockwise.
Using the boundary-ﬁtted coordinates, x = (1−ξ) cos η, y = (1−ξ) sin η, ξ = 1−r,
where r is the distance to the center (0, 0) and η is the polar angle fromOx, the domain
D is mapped onto the domain
D∗ = {(η, ξ) ∈ (0, 2π)× (0, 1)},(3.30)
and the diﬀerential operators are transformed to
∂
∂x
= − cosη ∂
∂ξ
− sin η
1− ξ
∂
∂η
,
∂
∂y
= − sin η ∂
∂ξ
+
cos η
1− ξ
∂
∂η
.(3.31)
We also transform the diﬀerential operators of (1.1) to
Lεu
ε = −εΔuε − uεy
= − ε
(1− ξ)2
∂2uε
∂η2
+
ε
1− ξ
∂uε
∂ξ
− ε∂
2uε
∂ξ2
+ sin η
∂uε
∂ξ
− cos η
1− ξ
∂uε
∂η
,
(3.32)
and we observe that for u ∈ H1(D), v ∈ H10 (D),
(Lεu, v) =
∫
D
(−εΔu− uy)vdxdy =
∫
D
(ε∇u · ∇v − uyv)dxdy
=
∫
D∗
ε
1− ξ
∂u
∂η
∂v
∂η
dηdξ +
∫
D∗
(
ε
∂u
∂ξ
−
(
ε
∂2u
∂ξ2
− sin η ∂u
∂ξ
)
(1− ξ)− cos η ∂u
∂η
)
vdηdξ.
(3.33)
In (3.32) and (3.33) we have used the same symbol for the expressions of a function
u in the x, y and ξ, η variables.
Hence, the nonzero boundary values of u∗j are u∗j(cos η, sin η) for π < η < 2π,
which will be corrected by the boundary layer correctors below.
Before we proceed, we verify the following estimates on v∗j(η) = −u∗j(cos η, sin η)
which will be used repeatedly.
Lemma 3.4. Let v∗j(η) = −u∗j(cos η, sin η). For all j, r ≥ 0, α ∈ R, there exist
a constant κ > 0 and a constant c > 0, such that for η ∈ [π, 2π]∣∣∣∣drv∗j(η)dηr
∣∣∣∣ ≤ κ| sin η|1−3j−r+2p+qH˜(η),(3.34)D
ow
nl
oa
de
d 
08
/0
7/
13
 to
 1
14
.7
0.
7.
20
3.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
SINGULAR PERTURBATION PROBLEMS IN A CIRCLE 4285
where H˜(η) = H(cos η), H as in (3.19), that is,
(3.35)
H˜(η)= ψ
(
cos η − cosσ
1− cosσ
)
χ(2π−σ,2π](η)+ψ
(
cos η + cosσ
1− cosσ
)
χ[π,π+σ)(η) + χ[π+σ,2π−σ](η),
with ψ = ψc, as in (3.4).
Proof. We use the following fact, which was shown in [15]: for j, r ≥ 0,
(3.36)
drv∗j(η)
dηr
=
∑
l+s≤r
l,s≥0
cls| sin η|2l−r+s∂lx∂syu∗j(cos η, sin η) +
∑
0≤r′≤r−1
cr′(sin η)
r′−r d
r′v∗j(η)
dηr′
,
where the functions cls = cls(η), cr′ = cr′(η) belong to C
∞([0, 2π]) and may be
diﬀerent below at diﬀerent occurrences.
For η ∈ [π, 2π], we set ξ = 0, x = cos η, y = sin η in (3.17); observing that
Cu(x) = | sin(η)|, we ﬁnd∣∣| sin η|2l−r+s∂lx∂syu∗j(cos η, sin η)∣∣ ≤ κ| sin η|1−3j−r+2p+qH˜(η).(3.37)
To prove the lemma, we proceed by induction on r. For r = 0, (3.34) is just
a rewriting of (3.17) with m = i = 0, x = cos η, y = sin η, Cu(x) = | sin η|, and
cosσ = 1− σ˜.
We now assume that (3.34) is valid at orders 0, 1, . . . , r and aim to prove it at
order r + 1. Using (3.36) and (3.37), with r replaced by r + 1, we obtain the desired
bound for the ﬁrst term on the right-hand side of (3.36). The second term is similarly
bounded thanks to the induction assumptions, and ﬁnally (3.34) is also true at order
r + 1. The lemma follows.
Remark 3.3. As in Remark 3.2 we observe that each diﬀerentiation of v∗j(η) in
η introduces a factor | sin η|−1 = Cu(x)−1 in its pointwise bound.
We now verify the following norm estimates.
Lemma 3.5. There exists a constant κ > 0 such that for j, r ≥ 0, α ∈ R∣∣∣∣(sin η)α drv∗j(η)dηr
∣∣∣∣
L2(0,2π)
≤ κBD2(j, r, α),(3.38)
where, setting λ2 = λ2(j, r, α, p, q) = 1− 3j − r + α+ 2p+ q,
BD2(j, r, α) = BD2(j, r, α, p, q) =
⎧⎨⎩
1 if λ2 > − 12 ,
(− lnσ) 12 if λ2 = − 12 ,
σ
1
2+λ2 if λ2 < − 12 .
(3.39)
Proof. Multiplying (3.34) by | sin η|α and using the estimate (3.11), we ﬁnd∣∣∣∣| sin η|α drv∗j(η)dηr
∣∣∣∣
L2(0,2π)
≤ κσλ2
∣∣∣∣ψc1(cos η − cosσ1− cosσ
)
χ(2π−σ,2π](η)
+ ψc1
(
cos η + cosσ
1− cosσ
)
χ[π,π+σ)(η)
∣∣∣∣
L2(π,2π)
+ κ
[∫ 2π−σ
π+σ
(− sin η)2λ2dη
] 1
2
≤ (thanks to | sin η| ≤ |η − π| for η ∈ (π, 2π))
≤ κσ 12+λ2 + κ
[∫ 2π−σ
π+σ
(η − π)2λ2dη
] 1
2
.
(3.40)
Hence, the lemma follows.
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Remark 3.4. For later use, we observe that BD1 and BD2, deﬁned in (3.28) and
(3.39), depend only on λ1 and λ2, respectively, up to a multiplicative constant κ. More
precisely, BD1 is a decreasing function of λ1 = λ1(j, i,m) = 1− 3j − 2i−m+ 2p+ q
and BD2 is a decreasing function of λ2 = λ2(j, r, α) = 1− 3j − r + α+ 2p+ q.
4. The zeroth order boundary layer correctors θ∗0, θ¯∗0. We now note
that uε − u0 is generally not equal to zero on Γl. To account for this discrepancy at
the boundary Γl, we introduce the boundary layer correctors, which are deﬁned as
follows: at ﬁrst order,
θ∗0 = −u∗0(cos η, sin η) exp
(
sin η
ε
ξ
)
χ[π,2π](η).(4.1)
Notice that θ∗0 is the solution of the following equation:
−ε∂
2θ∗0
∂ξ2
+ sin η
∂θ∗0
∂ξ
= 0.(4.2)
We consider its approximate form:
θ¯∗0 = −u∗0(cos η, sin η) exp
(
sin η
ε
ξ
)
δ(ξ)χ[π,2π](η),(4.3)
where δ = δ(ξ) is a smooth cut-oﬀ function, 0 ≤ δ ≤ 1, such that δ = 0 if ξ ≥ 1/2
and δ = 1 if ξ ≤ 1/4. We will need to estimate the correctors θ∗0, θ¯∗0 and the
diﬀerence θ¯∗0 − θ∗0. We postpone this part to the more general cases examined in
Lemmas 5.1 and 5.2 hereafter, and we now proceed with the estimate of the error
w∗0 = u
ε − u∗0 − θ¯∗0.
4.1. Error estimates. Writing w∗0 = w
∗, we infer from (2.10) and (3.8) that{ −εΔw∗ − w∗y = R.H.S.,
w∗ = 0 on ∂D,(4.4)
where
R.H.S. = f − Lεu∗0 − Lε(θ¯∗0) = f − f∗ + εΔu∗0 − Lε(θ¯∗0).(4.5)
Since w∗ = 0 on ∂D, we ﬁrst observe that
(εΔu∗0, eyw∗) ≤ κmin{ε|u∗0|H1(D)|w∗|H1(D), ε|Δu∗0|L2(D)|w∗|L2(D)},(4.6)
where ( , ) is the scalar product in L2(D). We now introduce a smooth function
δ˜(ξ) = 1 − δ(1 − ξ) such that δ˜(ξ) = 1 if ξ ≤ 1/2 and δ˜(ξ) = 0 if ξ ≥ 3/4. Since
θ¯∗0 = 0 for ξ ≥ 1/2, using (3.32) and (3.33), we ﬁnd that
(Lε(θ¯
∗0), eyw∗) = (Lε(θ¯∗0), eyw∗δ˜(ξ))
= (Lεθ
∗0, eyw∗δ˜(ξ)) + (Lε(θ¯∗0 − θ∗0), eyw∗δ˜(ξ))
=
∫
D∗
⎛⎜⎜⎜⎝ε∂θ∗0∂ξ +
(
−ε∂
2θ∗0
∂ξ2
+ sin η
∂θ∗0
∂ξ
)
(1− ξ)︸ ︷︷ ︸
= 0 from (4.2)
− cosη ∂θ
∗0
∂η
⎞⎟⎟⎟⎠ eyw∗δ˜(ξ)dηdξ
+
∫
D∗
ε
1− ξ
∂θ∗0
∂η
∂(eyw∗δ˜(ξ))
∂η
dηdξ + (Lε(θ¯
∗0 − θ∗0), eyw∗δ˜(ξ)),
(4.7)
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and applying (3.33) to Lε(θ¯
∗0 − θ∗0) again,
|(Lε(θ¯∗0), eyw∗)| ≤ κ
∣∣∣∣ξ(ε∂θ∗0∂ξ − cos η ∂θ∗0∂η )
∣∣∣∣
L2(D∗)
|ξ−1w∗δ˜(ξ)|L2(D∗)
+ κε
∣∣∣∣∂θ∗0∂η
∣∣∣∣
L2(D∗)
(∣∣∣∣∂w∗∂η δ˜(ξ)
∣∣∣∣
L2(D∗)
+ |w∗δ˜(ξ)|L2(D∗)
)
+ κ
(
ε|∇ξ,η(θ¯∗0 − θ∗0)|L2(D∗) + |θ¯∗0 − θ∗0|L2(D∗)
)|∇ξ,η(eyw∗δ˜(ξ))|L2(D∗).
(4.8)
We use the Hardy and Poincare´ inequalities and Lemmas 5.1 and 5.2 with j = 0,
and r = r1, r2, r3 chosen below and ﬁnd
|(Lε(θ¯∗0), eyw∗)|
≤ κ
[
ε
3
2
(
BD2
(
0, 1,
1
2
)
+BD2
(
0, 1,−3
2
)
+BD2
(
0, 0,−3
2
))
+ εr1+
3
2BD2
(
0, 0,−r1 − 1
2
)
+ εr2+
3
2BD2
(
0, 0,−r2 − 3
2
)
+ εr3+
1
2BD2
(
0, 0,−r3 − 1
2
)]
|w∗|H1(D)
≤ (setting r1 = r2 = 0, r3 = 1 and using Remark 3.4)
≤ κε 32BD2
(
0, 1,−3
2
)
|w∗|H1(D).
(4.9)
Hence, taking the scalar product ( , ) of (4.4)1 with e
yw∗ we ﬁnally obtain, using
(3.14) and Remark 3.4, that
√
ε|w∗|H1(D) + |w∗|L2(D)
≤ κσ2p+q+ 32 + κεBD2
(
0, 1,−3
2
)
+ κmin{ε 12 |u∗0|H1(D), ε|Δu∗0|L2(D)}
≤ κσ2p+q+ 32 + κεBD2
(
0, 1,−3
2
)
+ κmin{ε 12BD1(0, 1, 0), εBD1(0, 2, 0)}.
(4.10)
Now λ1(0, 1, 0, p, q) = −1 + 2p+ q, λ1(0, 2, 0, p, q) = −3 + 2p+ q, λ2(0, 1,− 32 , p, q) =− 32 + 2p+ q, so that, with (3.28) and (3.39),√
ε|w∗|H1(D) + |w∗|L2(D)
≤ κ
⎧⎪⎪⎨⎪⎪⎩
σ
3
2 + εσ−1 +min{ε 12 (− lnσ) 12 , εσ−2} if 2p+ q = 0,
σ
5
2 + ε(− lnσ) 12 +min{ε 12 , εσ−1} if 2p+ q = 1,
σ
7
2 + ε+min{ε 12 , ε(− lnσ) 12 } if 2p+ q = 2,
σ2p+q+
3
2 + ε if 2p+ q ≥ 3.
(4.11)
We now state our main theorem for this section, which will be based on (4.11)
and on suitable choices of σ = σ(ε).
For simplicity in the notation, we introduce the energy norm
‖u‖ε = |u|L2(D) +
√
ε|u|H1(D).(4.12)
Theorem 4.1. Let uε be the solutions of (2.10) and u0 be as in (3.1). The
following estimates then hold: if p, q ≥ 0, q odd,
‖uε − u0‖ε ≤ κε.(4.13)
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4288 CHANG-YEOL JUNG AND ROGER TEMAM
If p, q ≥ 0, q even,
‖uε − u∗0 − θ¯∗0‖ε ≤ κ
⎧⎨⎩
ε
1
2 (− ln ε) 12 if 2p+ q = 0 (i.e., p = q = 0),
ε(− ln ε) 12 if 2p+ q = 2,
ε if 2p+ q ≥ 4,
(4.14)
where u∗0, θ¯∗0 are, respectively, deﬁned in (3.8), (4.3).
Proof. For p ≥ 0, q odd, i.e., q = 2r + 1, r ≥ 0, we note that u0(x, y) =
1
2r+2 (1 − x)(1 − x2)p((1 − x2)r+1 − y2(r+1)). We thus ﬁnd that u0(cos η, sin η) = 0.
Hence, no corrector is needed in this case, and from (1.1) and (1.2) we then ﬁnd that
ε|uε − u0|2H1(D) + |uε − u0|2L2(D)
= ε
∫
D
Δu0(uε − u0)dxdy ≤ κε2 + 1
2
|uε − u0|2L2(D);
(4.15)
hence (4.13).
For p ≥ 0, q even, setting σ = ε 13 and using (4.11), estimates (4.14) follow.
Remark 4.1. If uε are the solutions of (2.10) with f being replaced by f∗ =
ρ(x)ρˇ(x)(1 + x)Cu(x)
2pyq as in (3.8), since f − f∗ = 0 in (4.5), the term κσ2p+q+ 32
disappears in (4.10)–(4.11), and we then have the following: for p, q ≥ 0, q even,
‖uε − u∗0 − θ¯∗0‖ε ≤ κ
⎧⎨⎩
εσ−1 +min{ε 12 (− lnσ) 12 , εσ−2} if p = q = 0,
min{ε 12 , ε(− lnσ) 12 } if 2p+ q = 2,
ε if 2p+ q ≥ 4
(4.16)
for arbitrary 0 < σ << 1. The diﬀerence f − f∗ in (4.5) with f as in (2.10) will be
completely resolved in forthcoming papers.
5. The high order boundary layer correctors θ∗j, θ¯∗j, j ≥ 1. We now
look for improved approximations of uε using the higher order functions and correctors
u∗j , θ∗j , θ¯∗j , j ≥ 1. The u∗j have been deﬁned in (3.9); we now deﬁne θ∗j , θ¯∗j .
5.1. Boundary layer correctors θ∗j, θ¯∗j. As in [15], we introduce the bound-
ary layer correctors θ∗j corresponding to the inner expansion uε ∼ ∑∞j=0 εjθ∗j . We
observe that (1 − ξ)−1 = ∑∞k=0 ξk, and (1 − ξ)−2 = ∑∞k=0(k + 1)ξk with ξ = ξ¯ε,
ξ¯ = O(1); balancing the diﬀerential operators (3.32) at each order of εj , we deduce
that, for 0 ≤ ξ¯ < ∞, π < η < 2π, j = 0, 1, . . . ,
− ∂
2θ∗j
∂ξ¯2
+ sin η
∂θ∗j
∂ξ¯
=
j−2∑
k=0
(j − k − 1)ξ¯j−k−2 ∂
2θ∗k
∂η2
−
j−1∑
k=0
ξ¯j−k−1
∂θ∗k
∂ξ¯
+ cos η
j−1∑
k=0
ξ¯j−k−1
∂θ∗k
∂η
.
(5.1)
We supplement these equations with the boundary conditions{
θ∗j = v∗j(η) = −u∗j(cos η, sin η) at ξ¯ = 0,
θ∗j → 0 as ξ¯ → ∞.(5.2)
The explicit solutions of (5.1) are available (see, e.g., [15]) and are of the form
θ∗j = P ∗j(η, ξ¯) exp
(
(sin η)ξ¯
)
χ[π,2π](η), j ≥ 0,(5.3)
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where
P ∗j(η, ξ¯) =
j∑
i=0
2j−2i∑
k=0
a∗i,3j−3i−k(η)ξ¯
k,(5.4)
a∗i,q(η) =
∑
m+r≤q,
m,r≥0
cm,r
sinm η
drv∗i(η)
dηr
,(5.5)
and v∗j(η) = −u∗j(cos η, sin η). Here the coeﬃcients cm,r = cm,r(η) ∈ C∞([0, 2π)).
Remark 5.1. Subsequently we will use the same notation cm,r to denote similar
functions in C∞([0, 2π)) which may be diﬀerent at diﬀerent occurrences. Similarly,
a∗i,q(η) may be subsequently diﬀerent at diﬀerent places. With this notational conven-
tion (see [15]), we will write
d
dη
cm,r(η) = cm,r(η),
d
dη
a∗i,q(η) = a
∗
i,q+1(η),(5.6a)
and, for k ≥ 0,
(sin η)ka∗i,q(η) = a
∗
i,q−k(η).(5.6b)
We also have (see below, for example)(
dj
dηj
+
dm
dηm
)
a∗i,q(η) = a
∗
i,q+m(η), 0 ≤ j ≤ m.(5.6c)
Also, with this notational convention
∂θ∗j
∂η
=
[
j∑
i=0
2j−2i+1∑
k=0
a∗i,3j−3i−k+1(η)ξ¯
k
]
exp((sin η)ξ¯)χ[π,2π](η),(5.6d)
∂θ∗j
∂ξ¯
= ε
∂θ∗j
∂ξ
=
[
j∑
i=0
2j−2i∑
k=0
a∗i,3j−3i−k−1(η)ξ¯
k
]
exp((sin η)ξ¯)χ[π,2π](η).(5.6e)
Remark 5.2. From (3.34) we note that (sin η)α d
rv∗j(η)
dηr → 0 for any α ∈ R, as
η → π, 2π and so does a∗i,q(η), deﬁned in (5.5). Hence, ∂
i+mP∗j
∂ξi∂ηm (η, ξ¯) → 0 as η → π, 2π
for all i,m ≥ 0. Considering θ∗j and the approximate correctors
θ¯∗j = P ∗j(η, ξ¯) exp
(
(sin η)ξ¯
)
δ(ξ)χ[π,2π](η),(5.7)
we see that, similarly, all the derivatives of θ∗j , θ¯∗j tend to zero as η → π, 2π. Thus
θ∗j , θ¯∗j ∈ C∞(D¯) and u∗j + θ¯∗j ∈ H10 (D) ∩ C∞(D¯).
We ﬁrst estimate the correctors θ∗j , θ¯∗j appearing in (5.3) and (5.7).
Lemma 5.1. The following estimates hold for θ∗j and its derivatives: for l ∈
Z, s,m ≥ 0, and for a constant κ > 0,∣∣∣∣(sin η)l (ξε
)n
∂sξ∂
m
η θ
∗j
∣∣∣∣
L2(D∗)
≤ κε−s+ 12BD2
(
j, n, l − 1
2
+ s−m
)
,(5.8)
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4290 CHANG-YEOL JUNG AND ROGER TEMAM
where D∗ is as in (3.30), BD2 as in (3.39), and κ > 0 is a constant independent of ε,
and σ.
Proof. We diﬀerentiate (5.3) using the Leibniz rule. Thanks to the notational
convention (5.6a)–(5.6e), and especially (5.6c), we ﬁnd (see also [15])
∂sξ¯∂
m
η θ
∗j = εs∂sξ∂
m
η θ
∗j
=
[
j∑
i=0
2j−2i+m∑
k=0
a∗i,3j−3i−k−s+m(η)ξ¯
k
]
exp((sin η)ξ¯)χ[π,2π](η).
(5.9)
Hence, ∂sξ∂
m
η θ
∗j is of the form ε−sA(m− s,m) with
A(β, γ) :=
[
j∑
i=0
2j−2i+γ∑
k=0
a∗i,3j−3i−k+β(η)ξ¯
k
]
exp((sin η)ξ¯)χ[π,2π](η)(5.10)
for β, γ integers. We now estimate expressions like A(β, γ). Using (5.6b) and setting
τ = 3j − 3i− l + n+ 1 + β, we ﬁnd that∣∣(sin η)lξ¯nA(β, γ)∣∣2
L2(D∗)
=
∣∣∣∣∣
j∑
i=0
2j−2i+γ∑
k=0
a∗i,τ (η)(sin η)((sin η)ξ¯)
k+nexp((sin η)ξ¯)
∣∣∣∣∣
2
L2((π,2π)×(0,1))
≤ (using |(sin η)ξ¯|k+ne(sin η)ξ¯ ≤ κec(sin η)ξ¯ for η ∈ [π, 2π])
≤ κ
j∑
i=0
∫ 2π
π
∫ 1
0
(a∗i,τ (η))
2(sin η)2 exp
(
c(sin η)
ξ
ε
)
dηdξ
≤ (integrating with respect to ξ and using sin η ≤ 0)
≤ κε
j∑
i=0
∫ 2π
π
| sin η|(a∗i,τ (η))2dη ≤ κε
j∑
i=0
∑
m+r≤τ
m,r≥0
∣∣∣∣| sin η| 12−m drv∗idηr
∣∣∣∣2
L2(π,2π)
≤ κε
j∑
i=0
∑
m+r≤τ
m,r≥0
BD22
(
i, r,
1
2
−m
)
≤
(
using Remark 3.4, λ2
(
i, r,
1
2
−m, p, q
)
≥ λ2
(
j, n, l − 1
2
− β, p, q
))
≤ κεBD22
(
j, n, l − 1
2
− β
)
.
(5.11)
Since ∂sξ∂
m
η θ
∗j is of the form ε−sA(−s + m,m), β = −s + m, γ = m, the lemma
follows.
Lemma 5.2. The following estimates hold for θ¯∗j − θ∗j and its derivatives: for
any r ∈ R, s,m ≥ 0,∣∣∂sξ∂mη (θ¯∗j − θ∗j)∣∣L2(D∗) ≤ κεr+ 12BD2
(
j, 0,−r − 1
2
−m
)
.(5.12)
Proof. To prove the lemma, we ﬁrst note that
θ¯∗j − θ∗j =
[
j∑
i=0
2j−2i∑
k=0
a∗i,3j−3i−k(η)ξ¯
k
]
exp
(
(sin η)ξ¯
)
(1− δ(ξ))χ[π,2π](η),(5.13)
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and we write θ¯∗j − θ∗j = A(0, 0)(1 − δ(ξ)), where A(β, γ) is deﬁned in (5.10). In
relation with (5.6a), (5.6b), we also note the following relations:
∂ξ¯A(β, γ) = A(−1 + β, γ), ∂ηA(β, γ) = A(β + 1, γ + 1).(5.14)
Hence, applying the Leibniz rule to the diﬀerentiation in ξ¯, we ﬁnd that
∂sξ¯∂
m
η (θ¯
∗j − θ∗j) = ∂sξ¯
[
∂mη [A(0, 0)(1− δ(ξ))]
]
= ∂sξ¯ [A(m,m)(1 − δ(ξ))]
= A(−s+m,m)(1− δ(ξ)) +
s−1∑
l=0
εs−l
(
s
l
)
A(−l +m,m)∂s−lξ δ(ξ).
(5.15)
Since 1 − δ(ξ) = ∂s−kδ(ξ)∂ξs−k = 0 for ξ ≤ 1/4, s − k ≥ 1, we estimate A(β, γ) as in
(5.10), this time in L2((π, 2π)× (14 , 1)): for any k ∈ R,
|A(β, γ)|2L2((π,2π)×( 14 ,1))
≤ κ
∣∣∣∣∣
j∑
i=0
2j−2i+γ∑
k=0
a∗i,3j−3i+β(η)(sin η)
k ξ¯k exp((sin η)ξ¯)dηdξ
∣∣∣∣∣
2
L2((π,2π)×( 14 ,1))
≤ κ
j∑
i=0
∫ 2π
π
(a∗i,3j−3i+β(η))
2 exp
(
sin η
ε
)
dη
≤ κε2k+1
j∑
i=0
∫ 2π
π
(a∗i,3j−3i+β(η))
2(sin η)−2k−1 exp
(
sin η
2ε
)
dη
≤ κε2k+1
j∑
i=0
∑
m+r≤3j−3i+β
m,r≥0
∣∣∣∣| sin η|−k− 12−m drv∗idηr exp
(
sin η
4ε
)∣∣∣∣2
L2(π,2π)
≤ κε2k+1
j∑
i=0
∑
m+r≤3j−3i+β
m,r≥0
BD22
(
i, r,−k − 1
2
−m
)
≤
(
using Remark 3.4, λ2
(
i, r,−k − 1
2
−m, p, q
)
≥ λ2
(
j, 0,−k − 1
2
− β, p, q
))
≤ κε2k+1BD22
(
j, 0,−k − 1
2
− β
)
.
(5.16)
Setting k = r + l, β = −l+m, and γ = m, we can write
|A(−l +m,m)|L2((π,2π)×( 14 ,1)) ≤ κε
r+l+ 12BD2
(
j, 0,−r − 1
2
−m
)
.(5.17)
Hence, we obtain from (5.15) that∣∣∣∂sξ¯∂mη (θ¯∗j − θ∗j)∣∣∣
L2(D∗)
≤ κ
s∑
l=0
εs−l |A(−l +m,m)|L2((π,2π)×( 14 ,1))
≤ κεs+r+ 12BD2
(
j, 0,−r − 1
2
−m
)
.
(5.18)
The lemma thus follows.
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4292 CHANG-YEOL JUNG AND ROGER TEMAM
5.2. Error estimates. We now set u∗εn =
∑n
j=0 ε
ju∗j and θ¯∗εn =
∑n
j=0 ε
j θ¯∗j
and write w∗n = u
ε − u∗εn − θ¯∗εn. We see that
{ −εΔw∗n − w∗ny = R.H.S.,
w∗n = 0 on ∂D,
(5.19)
where the R.H.S. can be written as
R.H.S. = f − f∗ + εn+1Δu∗n − Lε(θ¯∗εn).(5.20)
As in [15], the expression for Lεθ
∗
εn is derived
Lεθ
∗
εn = −
ε
(1− ξ)2
(
εn−1
∂2θ∗(n−1)
∂η2
+ εn
∂2θ∗n
∂η2
)
+
εn+1
1− ξ
∂θ∗n
∂ξ
− cos η ε
n
1− ξ
∂θ∗n
∂η
− ε
n−2∑
j=0
εj
∂2θ∗j
∂η2
∞∑
k=n−1−j
(k + 1)ξk
+ ε
n−1∑
j=0
εj
∂θ∗j
∂ξ
∞∑
k=n−j
ξk − cos η
n−1∑
j=0
εj
∂θ∗j
∂η
∞∑
k=n−j
ξk.
(5.21)
Using the fact that
∞∑
k=n−j
ξk = ξn−j
∞∑
k=0
ξk =
ξn−j
1− ξ ,(5.22)
∞∑
k=n−1−j
(k + 1)ξk = ξn−1−j
∞∑
k=0
(k + n− j)ξk(5.23)
= ξn−1−j
( ∞∑
k=0
(k + 1)ξk +
∞∑
k=0
(n− 1− j)ξk
)
= ξn−1−j
(
1
(1− ξ)2 +
n− 1− j
1− ξ
)
,
we rewrite (5.21):
(5.24)
Lεθ
∗
εn = −
εn+1
(1 − ξ)2
∂2θ∗n
∂η2
−
n−1∑
j=0
εj+1ξn−1−j
(
1
(1− ξ)2 +
n− 1− j
1− ξ
)
∂2θ∗j
∂η2
+
n∑
j=0
εj+1
ξn−j
1− ξ
∂θ∗j
∂ξ
− cos η
n∑
j=0
εj
ξn−j
1− ξ
∂θ∗j
∂η
.
We take the scalar product of (5.19)1 with e
yw∗n and use that (Lεθ¯
∗
εn, e
yw∗n) =
(Lεθ¯
∗
εn, e
yw∗nδ˜(ξ)) = (Lεθ
∗
εn, e
yw∗nδ˜(ξ)) + (Lε(θ¯
∗
εn − θ∗εn), eyw∗nδ˜(ξ)). Using (5.24) we
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then ﬁnd
ε|w∗n|2H1(D) + |w∗n|2L2(D) ≤ κ|(f − f∗, eyw∗)|
+ κεn+1
∣∣∣∣∫
D
Δu∗neyw∗ndxdy
∣∣∣∣+ κ ∣∣∣(Lε(θ¯∗εn − θ∗εn), eyw∗nδ˜(ξ))∣∣∣
+ κεn+1
∣∣∣∣∂θ∗n∂η
∣∣∣∣
L2(D∗)
(∣∣∣∣∂w∗n∂η δ˜(ξ)
∣∣∣∣
L2(D∗)
+ |w∗nδ˜(ξ)|L2(D∗)
)
+ κεn+1
n−1∑
j=0
∣∣∣∣∣
(
ξ
ε
)n−j
∂2θ∗j
∂η2
∣∣∣∣∣
L2(D∗)
|ξ−1w∗nδ˜(ξ)|L2(D∗)
+ κεn+2
n∑
j=0
∣∣∣∣∣
(
ξ
ε
)n+1−j
∂θ∗j
∂ξ
∣∣∣∣∣
L2(D∗)
|ξ−1w∗nδ˜(ξ)|L2(D∗)
+ κεn+1
n∑
j=0
∣∣∣∣∣
(
ξ
ε
)n+1−j
∂θ∗j
∂η
∣∣∣∣∣
L2(D∗)
|ξ−1w∗nδ˜(ξ)|L2(D∗).
(5.25)
Thanks to Lemma 3.3, we ﬁrst estimate as before:∣∣∣∣∫
D
Δu∗neyw∗ndxdy
∣∣∣∣ ≤ κmin{|u∗n|H1(D)|w∗n|H1(D), |Δu∗n|L2(D)|w∗n|L2(D)}
≤ κmin{BD1(n, 1, 0)|w∗n|H1(D), BD1(n, 2, 0)|w∗n|L2(D)}.
(5.26)
We then estimate |(Lε(θ¯∗εn − θ∗εn), eyw∗nδ˜(ξ))|. From Lemma 5.2 we have
|θ¯∗j − θ∗j |L2(D∗) ≤ κεk1+ 12BD2
(
j, 0,−k1 − 1
2
)
,(5.27)
|∇ξ,η(θ¯∗j − θ∗j)|L2(D∗) ≤ κεk2+ 12BD2
(
j, 0,−k2 − 3
2
)
.(5.28)
Setting k1 = mj and k2 = mj − 1, where mj ≥ 1 will be speciﬁed below, we can
deduce that
∣∣∣(Lε(θ¯∗εn − θ∗εn), eyw∗nδ˜(ξ))∣∣∣
≤ κ
n∑
j=0
εj
(
ε|∇ξ,η(θ¯∗j − θ∗j)|L2(D∗) + |θ¯∗j − θ∗j |L2(D∗)
)|∇ξ,η(w∗n ˜δ(ξ))|L2(D∗)
≤ κ
n∑
j=0
εj+mj+
1
2BD2
(
j, 0,−mj − 1
2
)
|w∗n|H1(D)
≤ (setting mj = n+ 1− j)
≤ κεn+ 32
n∑
j=0
BD2
(
j, 0,−(n+ 1− j)− 1
2
)
|w∗n|H1(D)
≤ (using Remark 3.4)
≤ κεn+ 32
n∑
j=0
BD2
(
j, n+ 1− j,−1
2
)
|w∗n|H1(D).
(5.29)
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Thanks to Lemma 5.1, we also ﬁnd that
εn+1
∣∣∣∣∂θ∗n∂η
∣∣∣∣
L2(D∗)
≤ κεn+ 32BD2
(
n, 0,−3
2
)
,(5.30)
εn+1
n−1∑
j=0
∣∣∣∣∣
(
ξ
ε
)n−j
∂2θ∗j
∂η2
∣∣∣∣∣
L2(D∗)
≤ κεn+ 32
n−1∑
j=0
BD2
(
j, n− j,−5
2
)
,(5.31)
εn+2
n∑
j=0
∣∣∣∣∣
(
ξ
ε
)n+1−j
∂θ∗j
∂ξ
∣∣∣∣∣
L2(D∗)
≤ κεn+ 32
n∑
j=0
BD2
(
j, n+ 1− j, 1
2
)
,(5.32)
εn+1
n∑
j=0
∣∣∣∣∣
(
ξ
ε
)n+1−j
∂θ∗j
∂η
∣∣∣∣∣
L2(D∗)
≤ κεn+ 32
n∑
j=0
BD2
(
j, n+ 1− j,−3
2
)
.(5.33)
Using Remark 3.4, we ﬁnd that all the bounds of (5.29)–(5.33) are majorized by
κεn+
3
2
∑n+1
j=0 BD2(j, n+ 1− j,− 32 ).
Hence, from (3.14) we ﬁnd
ε|w∗n|2H1(D) + |w∗n|2L2(D) ≤ κσ2p+q+
3
2 |w∗n|L2(D)
+ κεn+1min{BD1(n, 1, 0)|w∗n|H1(D), BD1(n, 2, 0)|w∗n|L2(D)}
+ κεn+
3
2
n+1∑
j=0
BD2
(
j, n+ 1− j,−3
2
)
|w∗n|H1(D)
≤ κσ2(2p+q+ 32 ) + κε2(n+1)
n+1∑
j=0
BD22
(
j, n+ 1− j,−3
2
)
+ κε2(n+1)min{ε−1BD21(n, 1, 0), BD21(n, 2, 0)}
+
ε
2
|w∗n|2H1(D) +
1
2
|w∗n|2L2(D).
(5.34)
Using again Remark 3.4, we obtain
n∑
j=0
BD2
(
j, n+ 1− j,−3
2
)
=
n∑
j=0
BD2
(
j +
n− j
3
, 1,−3
2
)
≤ κBD2
(
n, 1,−3
2
)
,
(5.35)
and we thus obtain that
√
ε|w∗n|H1(D) + |w∗n|L2(D) ≤ κσ2p+q+
3
2 + κεn+1BD2
(
n, 1,−3
2
)
+ κεn+1min{ε− 12BD1(n, 1, 0), BD1(n, 2, 0)}
≤ κ
⎧⎪⎪⎨⎪⎪⎩
σ3n+
3
2 + εn+1σ−1 + εn+1min{ε− 12 (− lnσ) 12 , σ−2} if 2p+ q = 3n,
σ3n+
5
2 + εn+1(− lnσ) 12 + εn+1min{ε− 12 , σ−1} if 2p+ q = 3n+ 1,
σ3n+
7
2 + εn+1 + εn+1min{ε− 12 , (− lnσ) 12 } if 2p+ q = 3n+ 2,
σ2p+q+
3
2 + εn+1 if 2p+ q ≥ 3n+ 3.
(5.36)
Setting σ = ε
1
3 , we obtain the following theorem, which is our main result in this
article.
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Theorem 5.1. Let uε be the solutions of (2.10) and u∗j be as in (3.8)–(3.9). The
following estimates then hold: for all p, q ≥ 0,
‖uε − u∗εn − θ¯∗εn‖ε ≤ κ
⎧⎪⎨⎪⎪⎩
εn+
1
2 (− ln ε) 12 if 2p+ q = 3n,
εn+
2
3 if 2p+ q = 3n+ 1,
εn+1(− ln ε) 12 if 2p+ q = 3n+ 2,
εn+1 if 2p+ q ≥ 3n+ 3,
(5.37)
where u∗εn =
∑n
j=0 ε
ju∗j and θ¯∗εn =
∑n
j=0 ε
j θ¯∗j .
Remark 5.3. In general, we ﬁnd that uj(cos η, sin η) = 0 for j ≥ 1 for any q, and
we thus cannot make the diﬀerence q odd and q even as in Theorem 4.1.
Remark 5.4. If 2p+ q < 3n, we write 2p+ q = 3m+ r, r = 0, 1, 2. Theorem 5.1
then holds for n = m.
Remark 5.5. If uε are the solutions of (2.10) with f being replaced by f∗ =
ρ(x)ρˇ(x)(1+x)Cu(x)
2pyq as in (3.8), since f−f∗ = 0 in (5.20), the terms κσ2(2p+q+ 32 ),
κσ2p+q+
3
2 disappear in (5.34), (5.36), respectively, and from (3.28) and (3.39) we then
have the following: for p, q ≥ 0,
‖uε − u∗εn − θ¯∗εn‖ε ≤ κεn+1
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
σ−3n+2p+q(σ−1 +min{ε−12 , σ−2}) if 2p+ q ≤ 3n− 1,
σ−1 +min{ε−12 (−lnσ)12 , σ−2} if 2p+ q = 3n,
(−lnσ)12 +min{ε−12 , σ−1} if 2p+ q = 3n+ 1,
min{ε−12 , (−lnσ)12 } if 2p+ q = 3n+ 2,
1 if 2p+ q ≥ 3n+ 3
(5.38)
for arbitrary 0 < σ  1. The diﬀerence f − f∗ in (5.20) with f as in (2.10) will be
completely resolved in forthcoming papers.
Remark 5.6. We considered in the text problem (2.10) with f = (1+x)Cu(x)
2pyp.
As indicated in the introduction, we will consider, in a subsequent publication, the
general case where f is arbitrary noncompatible.
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