gions ( Figure 1B shows a cartoon of a model circuit that both meets these requirements and reproduces a 6 Correspondence: ken@phy.ucsf.edu
. We argued ) that the postulated correlation structure is a plausible one because it would naturesponses in cat layer 4 simple cells is largely determined by the pattern of thalamic input they receive (Fersrally arise if spontaneous quantal noise in photoreceptors was the source of spontaneous LGN activity (as it ter et al., 1996; Chung and Ferster, 1998; Gillespie et al., 2001). Accounting for the simultaneous development is for spontaneous retinal activity in adult cats [Mastronarde, 1989 ]), and we showed that the correlations exof this model circuit and Hubel-Wiesel geniculocortical connectivity constitutes the second goal of our model. pected under this scenario accurately predicted the preferred spatial frequencies of cortical cells. (Another To address the development of the layer 4 columnar circuit, we are guided by our previous results (Miller, commonly discussed source of correlated activity is the spontaneous "waves" of retinal activity that exist in very 1994). We showed that a simple correlation structure in the LGN activity patterns, which could plausibly exist in young animals [Wong, 1999] . These disappear just before the development of orientation selectivity and, so, the spontaneous (or dark) activity of LGN cells in the absence of vision, can give rise under Hebbian or "correare unlikely to play a role in that development [see Discussion in Erwin and Miller, 1998 ]). Accordlation-based" development to the Hubel-Wiesel pattern of LGN inputs to simple cells. This correlation structure ingly, we posit that this correlation structure exists in cat LGN when the layer 4 circuit is developing, which is described in Figure 2A . This scenario of Hebbian development guided by spontaneous activity is consistent constitutes one key prediction of our model (see Discus-sion). Thus, the patterns of LGN activity in the present as neurotrophins, but if such feedback is strong, the main effect would be to constrain the Hebbian dynamics model are noise that has been filtered to have the postuto explore only a subspace of weights (the subspace lated correlation structure (an example is in Figure 2B) . in which all cells maintain their summed received and We now ask whether these LGN activity correlations are projected weights) (Miller and MacKay, 1994) . Given our sufficient to account for the development of the layer current ignorance of the actual biological dynamics that 4 columnar unit of cat V1, i.e., for the simultaneous achieve competition (Turrigiano and Nelson, 2000) , we development of the Hubel-Wiesel patterns of LGN infeel it is simplest to directly constrain the Hebbian dyputs, the postulated intracortical connectivity, and the namics, thus modeling the fact of competition, but not local invariance of orientation, but not spatial, phase.
its mechanism. Thus, we demand that each cortical cell must maintain constant sums of projected weights and Results of each type (thalamocortical, intracortical excitatory, and intracortical inhibitory) of received weight. The initial condition for the model is illustrated in Figure  The final column resulting from this development (Fig-3A, (Callaway and Katz, 1992) . Second, all cortical afferents is driven by the correlation structure possible connections among a local set of neurons are in the LGN along with Hebbian rules by which "neurons potentially available to the network, with selection of that fire together, wire together" as described above appropriate connections occurring by developmental and in . The alignment of the orientations rules described below. The cortex, of course, explores of the simple cell RFs of different cortical cells is driven its possible connections through a process of sprouting by the intracortical connections. Hebbian dynamics lead and retraction, rather than by making all possible conto a final state in which excitatory connections link cells nections at once. We model this for simplicity by initially that have strongly correlated receptive fields, while inconnecting all cells and allowing the network to prune hibitory connections link cells that have strongly anticorconnections over time, but models involving sprouting related receptive fields. Consider two cortical cells, A and retraction of connections will yield similar results if and B. Suppose A and B share correlated LGN inputs. the developmental rules for selecting surviving synAs a consequence, they will tend to be coactive, so that apses are similar (Miller, 1998 Figure  3B , and a uniform distribution of orientations would have standard deviation 52Њ). Thus, there was a very strong tendency for orientations to be aligned.
Extensions to Multiple Columns and Maps
We have experimented with simulations of multiple columns with weak all-to-all coupling between neighboring columns. We have found that multiple columns will si- same or opposite absolute spatial phase, respectively), it seems unlikely that any simple between-column wiring scheme would produce periodicity; periodicity of orienorientation, but to vary in spatial phase. This result is apparent in Figure 3 . In Figure 3A , note that only two tation requires that an uncorrelated RF, representing the orthogonal orientation, be preferred at some distance. relative spatial phases develop. A diversity of relative spatial phases and receptive field structures will develop A similar problem appeared in our previous modeling of development of geniculocortical synapses ) if the initial LGN input projections show more retinotopic scatter between cortical cells ( Figure 3B ), though again, for similar reasons. In that work, maps that appeared periodic to the eye developed, but Fourier analysis only two absolute phases develop.
Each of these results is quite robust to variation in the showed that the maps often tended to be low-pass (having similar power at all frequencies below some cutoff) parameters of the model (see Experimental Procedures), as expected from the simple and general intuition underrather than band-pass or periodic (having a peak of power at some nonzero frequency). We expect the preslying the results. The results also robustly arise across different networks run with identical parameters but beent model would develop maps similar to those in Miller (1994) if we could simulate at higher resolution (we have ginning from different random initial conditions. Figure  4 summarizes the connectivity across 128 such simulathus far been limited computationally to small networks-12 ϫ 12 columns-with only nearest-neighbor tions, 64 without retinotopic scatter ( Figure 4A ) and 64 with random retinotopic scatter ( Figure 4B ). In both coupling between columns). There seem to be at least two ways that genuinely cases, excitatory connections arose predominantly between neurons of the same preferred orientation and periodic maps might be produced. First, periodicity of orientation tuning might be established by horizontal phase, while inhibitory connections predominantly connected neurons of the same orientation but opposite interactions among complex cells in other layers, which respond to stimuli of any phase; the results could then phase; these tendencies were slightly weaker with retinotopic scatter than without. To characterize the degree propagate back to layer 4. Horizontal interactions among complex cells that are excitatory at short range to which cells became orientation selective, we defined an orientation selectivity index or OSI (see Experimental and inhibitory at longer range or that otherwise yield spatially periodic activity patterns (Chiu and Weliky, Procedures). For calibration, the OSI was 0.51 Ϯ 0.01 (mean Ϯ standard deviation) for the cells in Figure 3A 2001) can suffice to organize a periodic pattern of orientations (von der Malsburg, 1973). Second, plasticity rules and 0.51 Ϯ 0.06 for the cells in Figure 3B; given two eyes, maximally anticorrelated receptive fields they also address the origins of columnar invariance:
would be expected to be those representing the same the reasons why some properties are locally invariant in eye and same orientation but having opposite absolute layer 4 and thus candidates for columnar invariance, while spatial phase. The present work knits together elements of our previferred orientation but differ in their absolute spatial ous work. We have previously shown that a correlation phases. A more complete model would also have a structure like that used here will lead to development greater diversity of spatial and temporal receptive field of a Hubel-Wiesel pattern of LGN inputs to simple cells types, which would provide more dimensions along in the context of fixed intracortical connectivity (Miller, which receptive fields may differ and become decorre-1994), but we did not address the simultaneous developlated. In the model, the preferred spatial frequency of ment of intracortical connections. We have also precells is determined by the correlation structure of the viously shown that the model intracortical circuit car-LGN inputs, and there is no diversity in this structuretooned in Figure 1 
Generalizations for Layer 4 of the Cortical Circuit
The present results suggest direct generalizations from the functional properties of cat V1 to more general properties of the cortical layer 4 circuit, which in turn can be tested experimentally. The only thing specific to cat V1 in our model is the nature of the inputs received (the inputs come in two varieties, ON-center and OFF-center, and have a correlation structure similar to that shown in Figure 2A ), yet this is sufficient to account for at least a functioning skeleton of the layer 4 cat V1 circuit. This suggests the generalization that layer 4 more generally develops through simple Hebb-like rules, instructed simply by the correlations in the activities of its inputs. Given a codeveloping mix of excitatory and inhibitory cells, this leads naturally to opponent inhibition: cells (Komatsu, 1996) , and that (4) if APV is removed previously , with maximum value set to one. All cortical cells are centered on the same retinotopic point unless retinotopic from the bath solution, tetanic stimulation or application of NMDA to the postsynaptic neuron induces a decrease in the initial slope scatter is introduced (e.g., Figure 3B ). To model scatter (Hubel and Wiesel, 1974; Albus, 1975 This rule takes the following form for an inhibitory weight w xy : while leaving the other four fixed; as mentioned above, the weight sums chosen were selected primarily to ensure contrast-invariant orientation tuning in the mature circuit. Varying "averaging" parame-
ters, such as the number of stimulus presentations over which we averaged before updating the weights or the number of activity where i x ϭ ⌺ zʦI w xz u z is the summed inhibitory input received by the iterations in cortex for each stimulus presentation, had no effect on postsynaptic cell, and ī is the recent time-average of i.
cortical alignment of orientations provided the number of iterations In practice, the above weight changes are accumulated over some was five or greater. Even differences between geniculocortical and number of input patterns ( These numbers were chosen by running a simulation with all weight bin is centered on j . We then take the Fourier transform of this sums equal to 1.0, then multiplicatively scaling weight sums in the tuning curve, R n ϭ ͚ j e 2inj/18 R j . The OSI is then defined to be ͌2 |R 1 |/ final state to determine those sets of sums that gave contrast-(͚ i |R i | 2 ) 1/2 . The factor of ͌2 is included so that the OSI is 1 if all the invariant orientation tuning and choosing one of the latter. The repower is in the first harmonic (note, because R j is real, |R 1 |ϭ|R Ϫ1 | sulting numbers reflect the overall dominance of inhibition, as rewhere R Ϫ1 ϭ R 17 ). We showed in that, without the factor quired to achieve such tuning (Troyer et al., 1998) and as suggested of ͌2, cells appeared strongly orientation selective to the eye for by experiments (Ferster and Jagadeesh, 1992; Chung and Ferster, OSI Ն 0.13, which corresponds to OSI Ն 0.18 with the present 1998). Inhibitory synaptic strengths were multiplied by a factor which normalization. To determine the spread of preferred orientations ramped linearly from 0.2 to 1.0 over the first 6,000 batches and across a column, we computed the standard deviation of the distriremained 1.0 thereafter. This increase in inhibitory strength, which bution of preferred orientations as follows. Preferred orientations mimics the experimentally observed increase of inhibitory strength were in the range 0Њ-180Њ. We considered a line ranging from 0Њ to over development (Luhmann and Prince, 1991; Ben-Ari et al., 1997), 360Њ and placed each preferred orientation twice on this line, once was included because of concern that the dominant inhibition could at and once at 180Њ ϩ . We then found the shortest line segment initially prevent excitatory cells from responding to any pattern and that contained all of the column's preferred orientations once. We thus from learning. We also conserved the total weight projected then computed the ordinary mean and standard deviation about by each cortical cell. This was set for each cell to the value found this mean of the orientations on this segment. after initial normalization of received weights to the above values.
To determine orientation tuning curves, we display fixed, oriented Over 64 columns, the conserved projected weights were: excitatory, gratings of 36 orientations and 8 spatial phases, with spatial fre-0.44 Ϯ 0.02 (mean Ϯ standard deviation); inhibitory, 3.56 Ϯ 0.14. quency equal to the mean preferred spatial frequency across cells The normalization was applied either presynaptically or postsynaptiin multiple simulations with identical parameters. The steady-state cally at alternating time points, for practical reasons: simultaneously response of each cortical neuron to each stimulus is determined as satisfying both presynaptic and postsynaptic constraints is compudescribed above. Responses are averaged over spatial phases to tationally difficult, but with a small learning rate, is well approximated yield the neuron's orientation tuning curve. To determine the LGN by alternation.
response to a grating of a given contrast, we equate the mean Weights are bounded below by zero and above by a maximum activity of the LGN inputs during the developmental simulations value. This maximum is 0.018 times the value of the arbor function (about 0.275 in our arbitrary units) with a rate of 15 Hz, corresponding at a given retinotopic position for geniculocortical weights and 0.5 to experimentally observed background rates (Levine and Troy, times the received weight sum for each intracortical weight type. 1986). We then determine the firing rates in response to a sinusoidal Weights in these simulations ultimately tend to go to the maximal grating of a given contrast from the data of Sclar (1987) for LGN or minimal allowed values (Miller and MacKay, 1994) , so, given the responses to 2 Hz gratings. We assume LGN firing rates are sinusoiconstraint on total synaptic weight received, the choice of the maxidally modulated across space about the background rate of 15 Hz, mum value determines the number of nonzero synapses ultimately except that negative rates are set to zero, with ON-center and OFFreceived, i. 
