Many fluid-dynamics applications require solutions in complex geometries. In these cases, mesh generation can be a difficult and computationally expensive task for mesh-based methods. This is alleviated in meshless methods by relaxing the neighborhood relations between nodes. Meshless methods, however, often face issues computing numerically robust local operators, especially for the irregular node configurations required to effectively resolve complex geometries. Here we address this issue by using Discretization-Corrected Particle Strength Exchange (DC PSE) operator discretization in a strong-form Eulerian collocation meshless solver. We use the solver to compute steady-state solutions of incompressible, laminar flow problems in standard benchmarks and multiple complex-geometry problems in 2D with a velocity-correction method in the Eulerian framework. We verify that the solver produces stable and accurate results across all benchmark problems. We find that DC PSE operator discretization is more robust to varying node configurations than Moving Least Squares (MLS). In addition, we find that in more challenging complex geometries, the solver using MLS operator discretization fails to converge, whereas DC PSE operators provide robust solutions without node adjustment.
Introduction
Solving fluid dynamics equations in complex geometries is essential across several branches of science and engineering. Examples of applications that necessitate fluid-dynamics simulations in complex geometries include gas turbine combustors [46, 49] , turbulent flow past a landing gear [29] , physics of plasma processing devices [36] , swimming of fish-like organisms [26, 66] , and physics of active matter in biological morphogenesis [16, 30, 32, 55] . In such applications, the efficacy of mesh-based numerical methods, such as Finite Difference Methods (FDM), Finite Volume Methods (FVM), and Finite Element Methods (FEM) [17, 70] , is limited by the quality of the mesh used to discretize the spatial domain. De-spite developments, mesh generation in complex irregular geometries still presents a significant bottleneck for mesh-based methods and can be the most computationally demanding part of a simulation [3] . Furthermore, for irregular 3D geometries there is a lack of fully automated mesh generators with hexahedral elements, with most methods still requiring manual mesh correction [40] . Motivated by these issues, a large family of numerical pointcollocation schemes, called meshless methods or particle methods , have been formulated [8, 18, 33, 37, 38, 50, 53, 65] . Meshless methods can eliminate the need for a mesh by relaxing the requirement for explicit neighborhood relationships, or configurations, between nodes.
In meshless methods, the spatial domain is discretized by a set of nodes arbitrarily distributed without any interconnectivity. Resolution refinement, therefore becomes a relatively straightforward procedure of selectively adding nodes where more resolution is required in the domain. Since the introduction of Smoothed Particle Hydrodynamics (SPH) [28, 45] , meshless methods proliferated with developments such as the element-free Galerkin (EFG) method [9] diffuse element method (DEM) [52] , partition of unity finite element method (PUFEM) [7] , hp -clouds method [21] , finite point method [54] , local boundary integral equation (LBIE) method [69] , meshless local Petrov-Galerkin (MLPG) method [4, 5] , reproducing kernel particle methods (RKPM) [42, 43] , and Particle Strength Exchange (PSE) [23] . Specifically, in the field of fluid dynamics, meshless methods have been developed based on the weak (Galerkin) [1,39,44,4 8,62,6 8] , and strong (collocation) [10] [11] [12] [13] 47, 51] ] formulations. Strong-form methods largely rely on Moving Least Squares (MLS) [35, 63] and Radial Basis Functions (RBFs) [15] for the approximation/interpolation of the unknown field functions and their derivatives. These methods do not face the same consistency issues as earlier meshless methods, such as SPH [41] . However, despite their success in producing accurate numerical results across benchmark problems, strong-form methods still pose challenges regarding robustness of operator computation across different node configurations, especially when dealing with irregular geometries [31] . Therefore, there is still a need for research into finding meshless numerical schemes that combine the ease of node generation of meshless methods with robust operator computation in complex and irregular geometries.
Strong-form meshless methods, also known as meshless collocation methods, usually require the inversion of a matrix, often termed the Moment Matrix or Coefficient Matrix , in order to compute the kernel weights of the discrete operators. This matrix depends on the local spatial distribution of nodes in the operator support. The condition number of this matrix limits the accuracy of the inversion and may dominate the global error [31] . Therefore, strong-form collocation methods in the Eulerian framework have been found to fail to converge under irregular node distributions in complex geometries [14, 31, 40] . This is induced by the numerical errors in the kernel weights and is not related to von-Neumanntype stability. Jin et al. [31] proposed the use of positivity conditions for the discretized operator, which, when satisfied, ensure a low condition number of the coefficient matrix in the Finite Cloud Method (FCM). For RBF, Schaback [58] proved an uncertainty principle, stating that there is a trade-off between having a low condition number for the operator and the operator's order of accuracy. Using the MLS method, Bourantas et al. [14] found that the condition number of the moment matrix for a given node distribution anti-correlates with the stability of the numerical scheme, with complex geometries and irregular node configurations often leading to high condition numbers and hence non-convergent solutions.
The DC PSE method [59] [60] [61] was originally formulated to overcome consistency issues of weak-form PSE operators [19, 20, 23] on irregular node distributions. The method is formulated by establishing a set of discrete moment conditions over a local distribution of nodes that, when satisfied, insure the approximation of a given differential operators with a specified convergence order. In the strong form [56] this results in a formulation similar to other collocation methods, such as MLS or RPKM, with the required inversion of a matrix comparable to the moment matrix or coefficient matrix of other schemes. The DC PSE method is general, in that similar discrete moment conditions must be satisfied by all meshless schemes to ensure convergence. For the strongform operators investigated here, the DC PSE formulation is similar to that of the independently developed Differential Reproducing Kernels (DRK) [67] for solid mechanics applications. The DC PSE method has previously been used in 2D and 3D Lagrangian particle methods for linear advection-diffusion problems [56, 60, 61] . In Lagrangian methods, irregular node distributions occur due to advection of the particles. Simulating flows in a purely Lagrangian framework is hampered by the all-against-all N -body interaction. This is avoided in hybrid particle-mesh methods and in Eulerian meshless formulations.
Here, we use DC PSE operator discretization in a standard Eulerian meshless collocation solver. We show that this improves the robustness of the method, leading to coefficient matrices with small condition numbers. We also present a novel compact formulation of strong-form DC PSE operators using the Vandermonde system. This is the first time that DC PSE operators are used to solve flow problems. We investigate the robustness of the DC PSE method in the Eulerian framework by computing steady-state incompressible flows using the velocity-correction method [22] in irregular 2D geometries. Accuracy and robustness are assessed in well-known benchmark problems where we compare with established results [2, 24, 25, 27, 34, 64] . Without loss of generality, we focus on 2D problems since they are easier to visualize and analyze. The robustness of the local linear systems is independent of the dimensionality of the domain, as it is always a tensor of second order that only depends on the neighboring nodes. We focus on the or robustness of DC PSE operators and the resulting numerical scheme in several irregular geometries. Specifically, we use examples of flow behind a cylinder, flow single and multiple stenosed arteries, and a fully irregular bifurcating flow problem. For each problem, we test both regular and irregular node distributions. To assess the robustness of the DC PSE operators we provide maximum condition numbers of the moment matrices for both DC PSE and MLS operators in comparison. Furthermore, we compare the results obtained in each test problem with those from the MLS method [14] , as a meshless benchmark.
The rest of this paper is structured as follows: In Section 2 , we revisit DC PSE for operator discretization and provide a compact and cogent formulation of collocation DC PSE. In Section 3 , we review the governing flow equations in their velocity-vorticity formulation along with the velocity-correction method. In Section 4 , we present the numerical benchmark examples, illustrating the accuracy and robustness of the proposed scheme in simple and complex geometries. Finally, in Section 5 , we present our conclusions.
DC PSE
DC PSE [60] was originally formulated as a correction of the Particle Strength Exchange method (PSE) [20, 20, 23] on irregular particle distributions. PSE is used for the evaluation of spatial derivatives of any degree of a (sufficiently smooth) function discretized over scattered collocation points. The PSE operators can be derived in two steps: First by constructing an integral operator that satisfies continuous moment conditions, ensuring it approximates a spatial derivative to a defined order of accuracy in the continuous domain. Second, by discretizing the integral operator over the particle positions using the mid-point quadrature method. A drawback from this two-step procedure is the introduction of an overlap condition for the PSE operators [60] . The overlap condition requires that for the operator to be consistent, the inter-particle spacing h and the width of the operator kernel have to satisfy h ≤ a q , 0 < a < 1, q > 1, where q depends on the order of the operator. This results in a large number of particles being required for small kernel sizes . For the DC PSE method, the overlap condition can be relaxed by directly satisfying discrete moment conditions over the collocation points, requiring only that h = a , independent of the order of the operator and for any a > 0.
The discrete moment conditions for DC PSE can be thought of as a direct analogue to the continuous moment conditions for PSE. The DC PSE operators therefore overcome the limitation in PSE that the error resulting from operator discretization (i.e., the quadrature error) dominates the overall order of accuracy of the operator as prescribed by the moment conditions.
Here we briefly review the DC PSE operators for strong-form formulations (i.e. neglecting collocation point volumes) in 2D and how to construct them. For simplicity, we present the DC PSE formulation in 2D, with standard kernel functions and form. However, the formulation of the DC PSE operators in n dimensions with arbitrary kernel functions is straight forward and the reader is directed to [59] [60] [61] for the original formulations and in-depth analysis.
We begin by considering a differential operator, of arbitrary order, for a sufficiently smooth field f (
where m and n are integers that determine the order of the differential operator. The DC PSE operator for the spatial derivative
, (2) where ( x ) is a spatially dependent scaling or resolution function, η( x , ( x )) a kernel function, 2 and N ( x p ) is the set of points in the support of the kernel function. The sign in Eq. (2) is positive for m + n odd, and negative if even. The form of the operator in Eq. (2) , including the sign change, is chosen to match with [60] for similarity to the original PSE operators [23] . However, the DC PSE formulation outlined here can also be applied in general to operators written in the form
We want to construct the DC PSE operators so that as we decrease the average spacing between nodes, h ( x p ) → 0, the operator converges to the spatial derivative D m, n f ( x p ) with an asymptotic rate r :
where it is convenient to explicitly define the component-wise average neighbor spacing as h (
where N is the number of nodes in the support of x p .
Therefore, we need to find a kernel function η( x ) and a scaling relation ( x p ) that satisfy Eq. (3) . To achieve this, we replace the terms f ( x q ) in Eq. (2) with their Taylor series expansions around the point x p . This substitution gives:
It is convenient to re-write Eq. (4) in the form:
where
are the discrete moments of η. Now if we restrict the scaling parameter ( x p ) to converge at the same rate as the average spacing 2 The original weak-form formulation includes a particle volume v p and a dimension-dependent normalization factor for the particle volume (
, where d is the number of spatial dimensions, providing a normalization of the integration length, area, or volume for the particle. As we consider strong-form formulations both are omitted here.
then we find that the discrete moments Z i,j are O(1) as h ( x p ) → 0 and ( x p ) → 0. This is because the terms
are O(1) from the scaling relation and definition of h ( x p ). Further, the second term η
is O(1) , through normalization of the function argument. These qualities are the motivation for the form of the normalized kernel function. Therefore, the scaling behavior of Eq. (5) is determined solely by the ( x p ) i + j−m −n term with the smallest power and non-zero coefficient. Note that Eq. (7) is a much looser constraint on the average spacing of nodes when compared to the overlap condition h ≤ a q , 0 < a < 1, q > 1 for the PSE method [60] . Given Eq. (7) , the convergence rate r of the DC PSE operator Q m,n ( Eqs. 3 and 5 ) is determined by the coefficients of the terms 
where α min is 1 if m + n is even and 0 if odd. This is due to the zeroth moment Z 0,0 canceling out for odd i + j. 
This is a monomial basis multiplied by an exponential window function, where r c sets the kernel support and the a i, j are scalars to be determined to satisfy the moment conditions in Eq. (8) . The cut-off radius r c should be set to include at least l collocation nodes in the support N (x ) . In this paper, r c is set implicitly by using the l − 1 nearest neighbors of each node. Alternatively, adaptive methods can be used [56] . We direct the reader to [61] for the exploration of more general kernel choices and the impact of the various parameters on the computational cost. If α min = 1 , the a 0, 0 coefficient is a free parameter and can be used to increase the numerical robustness of solving the linear system of equations for the remaining a i, j [59] .
To construct the operator Q m,n f ( x p ) at node x p , the coefficients are found by solving a linear system of equations from Eqs. (9) and (8) . We outline now a convenient novel way of formulating the operator and the linear system ( [59] ). With our choice of kernel function we have,
} and a ( x ) are vectors of the terms in the monomial basis and of their coefficients in Eq. (9) , respectively. Using this formulation, the operator system becomes straightforward. For example, if we set r = 2 and approximate the first spatial derivative in the x direction, D 1,0 , we have l = 6 moment conditions and the monomial basis is
The linear system for the kernel coefficients then is:
The scalar number k ≥ l is the number of nodes in the support of the operator, l the number of moment conditions to be satisfied, and V ( x p ) the Vandermonde matrix constructed from the monomial basis p ( x p ). E ( x p ) is a diagonal matrix containing the square roots of the values of the exponential window function at the neighboring nodes in the operator support. Further, for node x p
, the set of vectors pointing to x p from all neighboring nodes x q in the support of x p . So then explicitly
Once the matrix A ( x p ) is constructed at each node x p , the linear systems can be solved for the coefficients a ( x p ) used in the DC PSE operators at each node as in Eq. (10) . The matrix A ( x p ) only depends on the number of moment conditions l and the local distribution of nodes in N ( x p ) . Therefore, if the system in Eq. (11) is solved using a decomposition (such as LU), of A ( x p ). This form can be re-used for multiple right-hand sides, i.e., for different differential operators (albeit with different convergence rates r ). The matrix A has an analogue in MLS where it is often called moment matrix .This contains information about the spatial distribution of the collocation nodes around the center point x p . The invertibility of A depends entirely on that of the Vandermonde matrix V , due to E being a diagonal matrix with non-zero entries. The condition number of A depends on both V and E and determines the robustness of the numerical inversion.
Governing equations at steady state
The governing equations express conservation of mass and linear momentum. In their velocity-pressure formulation (
at steady state, they are: Continuity equation
Momentum equation
where u is the fluid velocity, p is the fluid pressure, ρ the density, and μ the dynamic viscosity.
Since for Eulerian primitive-variables formulations pressure boundary conditions are hard to define, the governing equations can be rewritten in velocity-vorticity formulation, which can be extended to 3D studies, by taking the curl of the momentum equation and accounting for the continuity equation. A vector Poisson equation relates the velocity and vorticity fields. Eqs. (17) and (18) then become:
where ω is the vorticity. We seek a solution of Eqs. (19) and (20) in the spatial domain that satisfies the boundary conditions
Since we consider the steady-state case in two-dimensional domains, the governing equations in a Cartesian coordinate system simplify to:
where u = (u, v ) and ω = ∂v ∂x − ∂u ∂y is a scalar.
Velocity-correction method
After discretizing the governing Eqs. (17) - (24) using DC PSE, the differential operators are represented by sparse matrices of dimension N × N , with N being the total number of nodes. An iterative velocity correction scheme [22] , previously also used for MLS in [12] , is used for numerically solving these linear equations. Initially, the Poisson equations for the velocity components ( Eqs. (22) - (23) 
Without loss of generality, we assume that the velocity correction is irrotational (but not the flow itself), i.e. ∇ · ∂ u k +1 = 0 , then a Helmholtz potential (or correction potential) ψ k +1 can be defined as: ∇ψ k +1 = ∂ u k +1 . Since the new velocity update is required to satisfy continuity, i.e. ∇ · ∂ u k +1 = 0 , the correction potential ψ k +1 must satisfy the Poisson-type equation
Once this Helmholtz-Poisson problem is solved, the velocity field is updated in order to satisfy continuity. The momentum equation is still satisfied because the correction is irrotational. From the updated velocity field u k +1 we calculate the vorticity. The vorticity transport Eq. (20) is then solved using the updated vorticity boundary values. Then, the new vorticity values ω k +1 are used for the next iteration. The entire algorithm hence is:
• Use an initial guess for the velocity components u (0) and v (0) .
• Calculate the initial vorticity field ω (0) using the formula ω (0) = ∇ × u (0) .
• Calculate the vorticity gradients (right-hand sides of Eqs. (22) - (23) ) and solve the Poisson equations for the velocity components, yielding the intermediate velocity field u * and v * .
• Calculate the Helmholtz potential ψ using the appropriate boundary conditions and calculate the updated velocity fields.
• Solve the vorticity transport equation ( Eq. (24) ).
• Check for error convergence and iterate. This is a standard method that has been used before. However, the convergence of the iterative scheme to the steady state solution depends on how the differential operators are discretized.
Numerical experiments
We explore the robustness of the solution when using DC PSE and MLS. First, we assess our method in terms of accuracy and validity by using two well-established benchmark problems: the liddriven cavity flow, and the backward-facing step. Second, we explore the stability of the numerical scheme in complex geometries in four flow problems: flow behind a cylinder, single and multiple stenosed arteries, and a bifurcating artery.
The lid-driven cavity flow and the backward-facing step are standard test problems with extensive reference data available in the literature. They are frequently used to assess numerical methods for flow problems [2, 24, 25, 27, 34, 64] . We present both qualitative, through figures, and quantitative solution values, through tables, in order to assess the method's accuracy and as a reference for comparison with previous works. In all cases we check the validity of the computed solutions by comparing with benchmark data from established methods. Furthermore, we perform gridconvergence studies for all problems to obtain grid-independent solutions with respect to these benchmark solutions.
A key issue in the application of meshless methods, especially for strong-form collocation methods, is their lack of numerical robustness in complex geometries [14, 31, 33, 40, 50, 60, 65] . Lack of convergence of the iterative solver, has been associated with node distributions with high condition numbers of the moment matrices [14, 31, 40] , or with certain asymmetries [60] . Here, we use four flow problems in complex geometries to test our method's numerical stability and assess its robustness against node rearrangements. We validate the accuracy of the solutions by comparison with the established solvers from COMSOL and the same meshless scheme [14] using MLS, instead of DC PSE to discretize the differential operators. We use the MLS meshless scheme as a stability benchmark for the different geometries. For every problem we provide the maximum condition number of the moment matrix for the MLS operators and its equivalent for DC PSE, the maximum absolute difference of the solution, and whether either scheme had issues regarding convergence. Although the comparison of the absolute value of the condition numbers across the MLS and DC PSE methods is not meaningful, due to different prefactors, the relative variation of the condition numbers for each method by itself across node distributions does provide an indication of the sensitivity of the operator to node rearrangement. The robustness of the overall solution is also reflected in the condition number of the global linear system for the Poisson-type equations. While the condition number of the global linear system depends on the condition numbers of the local (i.e., moment matrix) systems, it also depends on many other factors that are problem dependent. Therefore, we restrict our discussion of robustness to the local linear systems. Further, we do not provide a computational cost study for the method here, as the numerical procedure of computing the DC PSE operators is identical to that when using other strong-form collocation methods, such as MLS or FCM. The computational cost is independent of the choice of operator discretization and simply reflects the [27] . N × N is the total number of nodes used in the simulation, and N the number of nodes in each direction.
cost of the Eulerian solver [12] . Here we are interested in whether solutions can be obtained at all and how robust they are across different node configurations.
Lid-driven cavity flow
We first test our method on the lid-driven flow in a square cavity, for the domain x ∈ [0, 1] and y ∈ [0, 1]. Lid-driven flow is a computationally demanding problem due to the multiple recirculation zones at the corners, especially for moderate and high Reynolds numbers. The problem has been intensively studied over the years, and numerical studies for Re ≤ 10 0 0 produce consistent results across methods. Here we present numerical solutions from our method for Reynolds numbers up to 10,0 0 0, for which the flow regime is considered to be laminar and the solution stable.
For the flow boundary conditions, we apply no slip at all cavity walls, except the top, which moves with unit velocity to drive the flow. For the DC PSE operators, r = 2 for first-order derivatives, and r = 1 for second-order derivatives. The support cutoff radius r c of the kernel is set to 2.5 h for interior nodes and 3.5 h for boundary nodes, where h ( h = 1 260 ) is the inter-node spacing. To assess the convergence of our method in a mesh-refinement sense, we compute the solution with progressively higher resolution at constant Re = 400, reporting norms relative to the highest resolution used (201 × 201). We use regular Cartesian node distributions for this test. The resulting convergence curve is shown in Fig. 1 , demonstrating that the scheme converges at a rate between 1.5 and 2.5.
For Re = 10 0 0 and Re = 20 0 0 we use a uniform node distribution of 261 × 261 nodes with a total of 68 , 121 nodes. For Re = 10,0 0 0 we use a uniform grid of 361 × 361 nodes. We assess the numerical solution of our method through both quantitative and qualitative comparisons with benchmark numerical results from the literature [24] . For qualitative evaluation of the solution, stream-lines (computed as in [24] ) of the flow field are presented for Re = 10 0 0 in Fig. 2 , for Re = 2500 in Fig. 3 , and for Re = 10,0 0 0 in Fig. 4 . These figures show the formation of the counter-rotating secondary vortices that appear as the Reynolds number increases. For quantitative comparison, we present velocity values along the vertical center line for u in Table 1 , and for v in Table 2 , for both Re = 10 0 0 and Re = 2500 alongside the numerical results form [24] . Assessing the numerical robustness of the scheme relative to MLS, we find the maximum condition number of the moment matrix for MLS and DC PSE operators on the same 261 × 261 node distribution to be 167 for DC PSE and 2.74 × 10 13 for MLS. When comparing the solutions using MLS and DC PSE as operator discretization, the maximum absolute differences for the u and v velocity components are 5 . 54 × 10 −2 and 5 . 06 × 10 −2 for Re = 10 0 0, and 5 . 96 × 10 −2 and 5 . 34 × 10 −2 for Re = 2500, respectively. Therefore, we find that the DC PSE scheme reproduces previous results for the lid-driven cavity flow benchmark problem in this simple geometry.
Backward-facing step
As a second benchmark problem, we consider the backwardfacing step (BFS) [2] . The backward-facing step involves a channel of width H ( H = 1 ) and length L ( L = 30 H), with a backwardfacing step (of height H /2) placed at the left-most edge of the inlet ( x = 0 ) where flow is assumed to be fully developed. This flow is set to have a parabolic inflow velocity profile given by u = (12 y − 24 y 2 , 0) for y > 0.5. Fully developed flow is also assumed at the outlet (right edge), with the velocity profile given
The BFS is considered a demanding benchmark flow problem due to the vortices formed after the step. The BFS has been studied both experimentally [2] and numerically [2, 25, 34, 64] . The flow has been found to be stable and two-dimensional for Re ࣠ 400, allowing the flow to be numerically modeled in 2D and compared directly with experiments [2] . Beyond this Reynolds number, the flow is 3D and the 2D approximation is no longer valid. However, numerical results for the 2D problem for Re > 400 are still given in the literature as a purely numerical benchmark problem [25] .
Here, we present numerical results for our method for Re = 200, for comparison with both experimental and numerical results such as [2] , and Re = 800 for comparison with the purely numerical benchmarks given in [25, 34, 64] . For the DC PSE operators, r = 2 for first-order derivatives, and r = 1 for second-order derivatives. The cut-off radius r c of the kernel function is set to 2.5 h for interior nodes and 3.5 h for boundary nodes, with h being the 
Table 1
Lid-driven cavity flow: u velocity component along the vertical line passing through the center of the cavity at Re = 10 0 0 and Re = 2500 compared with [24] . Table 3 lists the reattachment length values obtained using Radial Basis Functions and the Finite Element Method from [12] along with those from our DC PSE method. The DC PSE reattachment lengths are consistent with those of established methods. Fig. 6 shows the streamlines and vorticity contours for Re = 800. After reattachment of the upper wall eddy, the flow slowly recovers towards a fully developed Poiseuille flow. For our method, the measured separation and reattachment points at Re = 800 are L lower ≈ 6.1 for the lower wall separation zone, L upper ≈ 5.11 for the upper separation zone, and separation begins at x ≈ 5.19. Comparison of the present scheme with other numerical methods for 2D computations shows good agreement, especially with respect to the lower wall separation zone. In [64] the authors used a finite difference method and predicted separation lengths of L lower ≈ 6 . 0 and L upper ≈ 5 . 75 , while [64] using the FI-DAP code predicted L lower ≈ 5.8 and the upper L upper ≈ 4.7. In order to validate our method, cross-channel profiles of a variety of quantities, and the equivalent data form [25] , are provided at Table 4 , and at x = 15 in Table 5 . These cross-channel profiles and solution comparisons for Re = 800 are shown in Fig. 7 , providing an example of the convergence studies performed for all test cases.
Assessing the relative numerical robustness of the DC PSE scheme, we find the maximum condition number for DC PSE to be 167 and for MLS 1.01 × 10 9 for the same node distributions. Further, when the solution is compared to that with MLS operators, the maximum absolute differences for the u and v velocity components are 3 . 11 × 10 −2 and 6 . 65 × 10 −2 for Re = 800, and 2 . 1 × 10 −2 and 9 . 1 × 10 −2 for Re = 200, respectively. In summary, the numerical results obtained here show good agreement with the established benchmarks for the backward-facing step flow problem.
Flow past a cylinder
We consider flow in a 2D rectangular duct with a circular occlusion. This problem showcases a regular geometry with an internal obstacle. The spatial domain is We present results for Re = 30. A total number of 25 , 405 nodes is used, with 45 nodes distributed on the cylinder perimeter to enforce the boundary condition there. For the DC PSE operators, r = 2 for first-order derivatives, and r = 1 for second-order derivatives. The cut-off radius r c of the kernel function is 2.5 h for interior nodes and 3.5 h for boundary nodes, where h ( h = 0 . 02 ) is the inter-node spacing.
Contour plots for the velocity components and streamlines are shown in Fig. 8 . Two symmetric vortices with opposite rotation directions are formed behind the cylinder. These vortices have a recirculation length of L = 0 . 00144 m from the center of the cylinder. For solution validation, the same problem is solved using COM-SOL with a total number of 72 , 466 degrees of freedom. The COM-SOL solution is interpolated to the DC PSE node locations for direct comparison. The COMSOL solution shows similar flow profiles with a recirculation length of L = 0 . 00142 m. The maximum absolute differences in the u and v velocity components of the COMSOL and DC PSE solutions are 1 . 67 × 10 −2 and 9 . 31 × 10 −3 , respectively.
Checking the relative numerical robustness of the solution, the maximum condition numbers are 179 for DC PSE operators and 2.496 × 10 15 for MLS. When computing the solution with MLS, the node arrangement needed to be manually refined with nodes close to degeneracy having to be redistributed for the method to converge. This manual refinement was not required when using the DC PSE operators. The maximum absolute difference between the DC PSE and MLS solutions are 4 . 88 × 10 −4 and 5 . 47 × 10 −4 for the u and v velocity components, respectively. In summary, we have shown that DC PSE produces consistent solutions for flow past a cylinder, and shows improved robustness with regard to node distribution than when using MLS operators. Table 2 Lid-driven cavity flow: v velocity component along the vertical line passing through the center of the cavity at Re = 10 0 0 and Re = 2500 compared with [24] . 
Flow in stenosed arteries
As a first test case with complex geometry, we simulate fluid flow in a stenosed, or contracted, artery. We present results for two cases: a duct with an asymmetric stenosis, and a more general case with several irregular stenoses. In both problems, the length and width of the unconstrained channel is L = 10 and H = 1 , respectively. At the inlet, the flow is assumed to be fully developed with the velocity having a parabolic profile. On the lower and upper walls, no-slip boundary conditions are imposed. Hence:
Inflow:
Outflow:
Walls:
These flow problems showcase the performance of our method on increasingly irregular geometries and node distributions. Therefore, we test both regular and irregular node distributions. The irregular distributions are generated by extracting the vertex positions, and ignoring the mesh neighbor properties, produced by the COM-SOL mesh generator. While this is not how one would place nodes in practice, it serves as a reproducible benchmark for comparison between the MLS and DC PSE operators.
Single stenosis
The computational domain has a single stenosis of asymmetric shape: (29) where sech is the hyperbolic secant function. The positive constants A 1 , A 2 control the degree of constriction of the channel, while B 1 , B 2 control the length of the constricted area. The stenosis location is controlled by the constants x 1 and x 2 for the lower and upper channel walls, respectively. We use A 1 = 0 . 5 , A 2 = 0 . 4 , B 1 = 6 , and B 2 = 4 , with the stenosis positioned at x 1 = 3 , x 2 = 4 . We present results for the flow problem at Re = 200. A gridindependent solution was obtained by a convergence study using successively finer node distributions. For the uniform node distribution, we use a total number of 61 , 073 nodes with 1760 of them representing the boundary. For the irregular node distribution, 12 , 061 nodes are used. For the DC PSE operators, r = 2 for first-order derivatives, and r = 1 for second-order derivatives. The cutoff r c of the kernel function is 2.5 h for interior nodes and 4.5 h for boundary nodes, where h is the average inter-node distance ( h = 0 . 0125 ). Fig. 9 shows the solution's stream function isocontours ( a ) and vorticity isocontours ( b ) for Re = 200. Two vortices of opposite sign form downstream of the stenosis, the first clock-wise and the second counter-clock-wise. For future validation, cross-channel velocity profiles at x = 3 . 5 and x = 5 (where the vortices are) are tabulated in Tables 6 and 7 , respectively. The results are compared with a solution obtained using COMSOL. The maximum absolute error between the DC PSE and COMSOL solution are 0.14 and 0.022 and the L2 norms are 0.04494 and 0.00962 for the u and v velocity components, respectively. To assess the robustness of our method against variations in the node distribution, we interpolated the solution from the irregular nodes to the regular nodes. The maximum absolute difference between the two solutions is 1 . 234 × 10 −9 .
For the regular node distribution, the DC PSE operators had a maximum condition number of 2.64 × 10 3 , whereas MLS had 1.28 × 10 10 . For the irregular node distribution, the DC PSE operators had a maximum condition number of 2.5 × 10 2 , MLS of 3.5 × 10 13 . The solver using the MLS operators on the irregular node distribution did not converge unless further node refinement was done manually. The maximum absolute differences between the MLS and DC PSE solutions for the u and v velocity components is 3 . 25 × 10 −2 and 5 . 64 × 10 −2 . [25] . Table 3 Backward-facing step: Primary vortex strength and location, length of recirculation region, and comparison with RBF and FEM solutions from [12] 
Table 4
Backward-facing step: Cross-channel profiles for the two velocity components u, v and the vorticity ω at x = 7 compared with the FEM solution from Ref. [25] . 
Multiple stenoses
As a more complex case, we simulate flow past multiple stenoses in the same duct. First, the channel narrows with a symmetric stenosis close to the inlet, then recovers its width downstream. A second, more severe asymmetric stenosis follows halfway through the channel. After full recovery from this second stenosis, the channel slowly narrows towards the exit, which has a smaller diameter than the inlet. The lower and upper walls of the channel are defined by the equations:
where C 1 is a positive constant taken as C 1 = 0 . 075 and the piecewise-constant functions C 2 ( x ), D ( x ), and E ( x ) are defined as: Fig. 7 . Backward-facing step: ( a ) Horizontal velocity u profile at x = 7 and x = 15 for Re = 800 compared to [25] and ( b ) grid convergence study for successfully higher numbers of y -direction nodes N y ; u -velocity profile at x = 7 , compared against [25] . The flow is simulated at both Re = 200 and Re = 400. For the uniform node distribution a total of 51,794 nodes are used with 1 737 nodes representing the boundary. For the irregular distribution, 88 164 nodes are used. For the DC PSE operators, r = 2 for first-order derivatives, and r = 1 for second-order derivatives. The cutoff radius r c of the kernel is 2.5 h for interior nodes and 4.5 h for boundary nodes, with h being the average inter-node spacing ( h = 0 . 0125 ).
We present the solution's velocity stream function and vorticity isocontours in Fig. 10 for both Re = 200 and Re = 400. A grid-independent solution was obtained in a convergence study using successively finer node distributions. For future validation, cross-channel velocity profiles are provided in Table 8 ( x = 3 ) and Table 9 ( x = 6 ) at the locations of the vortices. The results are compared with a solution obtained using COMSOL. The maximum absolute error between the DC PSE and COMSOL solutions for Re = 200 is 0.16 and 0.044 and the L2 norms 0.0174 and 0.0027 for the u and v velocity components, respectively. For Re = 400 the maximum absolute errors are 0.17 and 0.042 and the L2 norms 0.0182 and 0.0029 for the u and v velocity components, respectively.
For the regular node distribution, the DC PSE operators had a maximum condition number of 2.51 × 10 3 (7.31 × 10 8 for MLS). For the irregular node distribution, the DC PSE operators had a maximum condition number of 2.5 × 10 2 (2.7 × 10 13 for MLS). The solution using the MLS operators on the irregular node distribution did not converge without manual node curation. The maximum absolute differences in the u and v velocity components between the MLS and DC PSE solutions on the regular node distribution is 4 . 5 × 10 −2 and 2 . 6 × 10 −2 for Re = 200, and 3 . 4 × 10 −2 and 2 . 3 × 10 −2 for Re = 400. In summary, we find that DC PSE produces robust solutions across increasingly complex geometries without requiring manual curation on irregularly distributed nodes.
Flow in a bifurcation
As a final complex-geometry test case, we consider flow in an irregular bifurcating channel. This case models a 2D stenosed artery with a bifurcation. As boundary conditions, a uniform velocity of u = 0 . 001 We present results for Re = 80. For the uniform distribution, we use a total number of 25 , 282 nodes with 1840 nodes distributed on the boundary. For the irregular distribution, 35 , 421 nodes are used. For the DC PSE operators, r = 2 for first-order derivatives, and r = 1 for second-order derivatives. The cutoff r c of the kernel is set to 2.5 h for interior nodes and 3.5 h for boundary nodes, with h being the average inter-node spacing ( h = 5 × 10 −4 ).
The numerical results for the isocontours of the u -velocity, vvelocity, and stream function are presented in Fig. 11 . For validation, the results are compared against COMSOL, with the maximum absolute differences found as 4 . 7 × 10 −2 and 2 . 64 × 10 −2 for the u and v velocity components, respectively, interpolated from the uniform node distribution.
For the regular node distribution, the DC PSE operators had a maximum condition number of 2.5 × 10 2 (4.5 × 10 15 for MLS). For the irregular node distribution, the DC PSE operators had a maximum condition number of 2.5 × 10 2 (4.5 × 10 15 for MLS). The solution using MLS operators did not converge without further manual node adjustment for both the regular and irregular node distributions. DC PSE produced consistent results in all cases. In addition, the DC PSE operators result in numerically robust schemes for irregular node distributions and geometries, where standard MLS operators fail to converge due to the large condition numbers of the moment matrices.
Conclusions
We presented for the first time the use of DC PSE operators for Eulerian meshless collocation schemes in computational fluid mechanics. We used a velocity-correction method to numerically solve incompressible steady-state flow problems in two-dimensional geometries. We have focused on the method's robustness in complex geometries and on irregular node distributions, demonstrating competitiveness and superiority of the DC PSE approach when compared to MLS.
First, we showed that DC PSE provides accurate results in regular geometries using the benchmark fluid flow problems of the lid-driven cavity and the backward-facing step. Both numerical and qualitative results were given, with tabular results provided for future reference. We then showed the robustness of DC PSE across four complex-geometry problems. COMSOL was used as a reference solver for the complex geometries, demonstrating that our method provides consistent results. To assess the robustness to different node configurations and relative to established strong-form collocation methods, we repeated all numerical experiments using MLS to discretize the differential operators instead of DC PSE. Across all complex geometry problems, we found favorable robustness of the numerical solutions when DC PSE operators were used. This was in contrast to the MLS scheme that had convergence issues across all four complex geometry flow problems, especially when using irregular node distributions. In the flow past a cylinder, DC PSE did not require any refinement to the node distribution. This is in contrast to MLS that required manual removal of near-degenerate nodes to render the method stable. For the stenosis flow problems, DC PSE was again observed to be robust for both regular and irregular node distributions, whereas MLS did not converge for irregular node distributions. Finally, for flow in a bifurcation only DC PSE yielded solutions. The condition numbers of the moment matrices at each node, or the equivalent matrix in DC PSE ( Eq. (14) ), has been associated with the numerical robustness of meshless schemes [14, 31, 40, 60] . For all results we have presented maximum condition numbers 
Table 9
Single stenosis: Cross-channel velocity profiles for the velocity components u and v , the vorticity ω, and the stream function ψ at x = 6 . 0 for Re = 400. for both DC PSE and MLS operators. Although the magnitudes of the condition numbers across the schemes can not be meaningfully compared due to prefactors, the variability and sensitivity of the condition numbers of either scheme is meaningful. We observed that the maximum condition numbers for MLS operators varied over seven orders of magnitude, whereas those of DC PSE showed variations over only one order of magnitude. This shows that DC PSE operators are more robust. Condition numbers of 10 12 and higher, as found for MLS, render it impossible to numerically obtain accurate solutions from the matrix. Our results show that using DC PSE for operator discretization in meshless Eulerian collocation methods for fluid flow provides robust and accurate solutions across a range of 2D problems in both regular and irregular geometries. The robustness to node configuration of the DC PSE scheme was superior to that of MLS as an operator discretization. However, we have only presented a small subset of numerical problems with empirical results, Gaussian kernel functions, and a specific strong-form velocity-vorticity correction method. It is possible that for alternative problem formulations, window functions, and node distributions, the DC PSE and MLS operators have different performance and robustness properties. However, the results presented here are an encouraging indication, but not a final proof. In addition, we have only presented results for 2D steady-state flow problems, while the most computationally demanding applications require fluid flow solutions in complex 3D geometries. While the method presented here is extendable to transient and 3D cases, this is left for future research.
These limitations indicate that further exploration of the use of DC PSE operators for the numerical computation of solutions to systems of partial differential equations in complex geometries is needed. First steps should include the benchmarking and evaluation of accuracy and stability in both 3D and transient flow problems. The results also motivate further analytical analysis of the DC PSE operators and of their relationship to other meshless methods, such as MLS and RKPM, and how this relates to their respective numerical robustness and condition numbers under varying node configurations. In addition, further research is required in order to understand how the choice of kernel function and/or window function affects the numerical robustness under different node distributions. This would help select optimal operators for different problems [61] .
We believe that DC PSE operators have the potential for providing a robust paradigm for numerically solving fluid flow problems in complex geometries. In addition, DC PSE meshless methods can utilize the infrastructure provided by software libraries like the parallel particle-mesh library (PPM) [57] along with its domainspecific language (PPML) [6] to perform scalable parallel simulations. This would enable highly resolved stable numerical simulations of fluid flow problems in complex geometries.
