Abstract-The spectra of spin models have been investigated in computation experiments. For the Sherrington Kirkpatrick and Edwards Anderson models we have determined the basic spectral char acteristics: the average depth of a local minimum, the spectrum width, the depth of the global mini mum. The experimental data are used to build the relations between these quantities and the model dimensionality N and find their asymptotic values for N→ ∞.
INTRODUCTION
The paper presents the experimental research into the spectra of local minima of a multiple extremum quadratic functional built around a given matrix in an N dimensional configuration space. For mally, we deal with the spectrum of local minima of a spin system whose behavior is governed by the Hamiltonian (1) that is defined in the configuration space of states with binary variables Here N is the number of spins, and is a symmetric matrix with zero diagonal elements Note that expression (1) does not hold multiplier 1/2, which is usually present in equations of physics.
The depth of a minimum, which is determined as (2) where is a good term to describe the spectrum of the system. It will be seen below that the normalization introduced in (2) is universal enough because quantity E is almost independent of dimensionality N. In these terms the Hamiltonian of the system has the form and the energy dimensionality dependence is reduced to expression The knowledge of the local minima spectrum is necessary in many fields of science. In informatics it is essential for tackling quadratic minimization problems [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] , generating algorithms for searching the global minimum [11] [12] [13] [14] [15] [16] [17] [18] and the optimal graph cross section [19] [20] [21] [22] [23] [24] [25] [26] . In neuroinformatics the knowl edge of spectra is necessary for building associative memory systems [27] [28] [29] [30] [31] [32] [33] [60] [61] , developing neural nets and neural minimization algorithms [34] [35] [36] [37] [38] [39] [40] . This kind of knowledge is most popular in physics in research on spin glass models [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] and even in description of four photon mixing in non linear media [58] [59] . The problem of local minima spectra has been studied for many years. However, it is still a challenge because there is no definite answer to the question raised. The data published in scientific literature are rather contradictive. In particular, there is no general agreement as to the shape of the spectrum (see the references in [41] ) and the depth of the global minimum. As an illustration, let us look what values differ ent methods give for the global minimum depth:
To avoid misunderstanding, note that because of the absence of multiplier 1/2 in (1) our values of glo bal minimum depths are twice as greater as those presented in publications on physics. In particular, there is relation where is a symbol of the global minimum depth introduced in [41] . As is seen from (3), the data from various sources differ so greatly that they can hardly be relied on in calculations. For this reason we have carried out a large scale experiment to determine the basic spectral characteristics: the average local minimum depth, the spectrum width, the global minimum depth. Using the experimental data, we have built relations between these parameters and the model dimensionality N and find their asymptotic values for
The paper consists of three sections. Section II gives the description of the experiment and analysis of the experimental data. The experimental results are discussed in Section III. The appendix holds data tables for different models.
THE EXPERIMENT
The Edwards-Anderson model relying on sparse matrix and Sherrington-Kirkpatrick model involving fully connected matrix were used in the experiment to investigate the spectra of local minima.
The minimization algorithm (see Fig. 1 ) was used to determine the spectrum. We present this well known algorithm to avoid misunderstanding because in literature it is referred differently: Monte Carlo algorithm SRS (Standard Random Search), Hopfield algorithm, local search algorithm etc.
The experiment was done as follows. 100 matrices were generated for each model. For each matrix 10 6 runs were made during which M local minima were found ( because the system passed into some minima more than once). We used the collection of to generate the spectral density and find their mean and standard deviation σ, which can be regarded as the spectrum half width:
Provided the sufficient computational resources, we also determined the deepest minimum E* and global minimum E 0 .
Since E*, and σ vary from matrix to matrix, we averaged the values over all 100 matrices to deter mine mean values and fluctuations The experimental results are collected in Tables 2-5 (see the Appendix) . The tables also hold the averaged depths of global minima and their fluctuations which were determined by using the algorithms designed for finding deeper minima: Mix Matrix algorithm [18, 26] , DDK algorithm [16] , GRA algorithm [11] and Branch&Bound method [15] .
The experimental data allowed us to get the relations between these quantities and dimensionality N. The least square method was applied to optimize the relations. We minimized relative error which is computed as ( )
and evaluated the quality of the approximation formulas with the help of the reliability parameter:
where is experimental data, is the experimental mean, are the values generated by the approximation formula. 1) SK model. The Sherrington Kirkpatrick model is used for a fully connected grid in which each spin interacts with all other spins and non zero matrix elements obey the normal distribution.
The experimental data for the SK model are given in Table 2 . The analysis shows that is weakly (log arithmically) dependent on N, so we approximated this quantity by an expansion in terms of small value It proved to be enough to retain only the first term of the expansion. The resultant approximation formulas and corresponding reliability parameters have the form: 
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Unfortunately, an insufficient number of values of do not allow us to build the approximation relation for this model. Formulas (6) describe the spectral characteris tics of the model very well. Figure 2 shows depen dence which perfectly agrees with the data from Table 2. Figure 3 shows the relative error computed by using formulas (6) and data of Table 2 : (7) We can see that the relative error is no greater than ~2 × 10 -3 at and falls quickly with N amounting to ~2 × 10 -3 at When the difference between theoretical values and experimental data is knowingly less than the fluctu ation value
The N dependence of the spectral half width determined by the third of expressions (6) also describes the data of Table 2 very well. When the relative error is under 1%, and the dif ference between theory and experiment is less than
The form of relation is shown in Fig. 4 .
As follows from (6) with the growing N the aver age approaches It means that the whole spectrum shifts to the deeper segment. The spectrum half width decreases rapidly as
The fluctuations of the median and half width of the spectrum approach zero with N. This fact means that with the spectra become very stable, that is, they stop changing from matrix to matrix. Figure 5 0 E ( )
→ ∞ N
shows how the local minima spectra change the shape with N.
2) 3D EA model. The 3D Edwards Anderson model implies the three dimensional (cubic) grid with a spin only interacting with six neighbors and non zero matrix elements obeying the normal dis tribution.
The experimental data for this model are given in Table 3 , and the approximation formulas have the form: The formulas describe the spectral characteristics of the model very well. Dependence computed by (8) is shown in Fig. 6 : it agrees with the data of Table 3 perfectly. Figure 7 shows the relative error computed with expression (7) using formulas (8) and data from Table 3 . It is seen that the relative error is no greater than ~2 × 10 -4 over the whole range of N from 5 × 10 2 to 2.7 × 10 4 . When the difference between theoretical and experimental data is knowingly less than the fluctuation value Defined by the third expression of set (8) , the N dependence of also agrees well with the data from Table 3 : the relative error is less than 0.16%, and the difference between the theory and experiment is less than Dependence is shown in Fig. 8 .
As follows from (8) , with the growing N the average approaches It means that the whole spectrum moves to the deeper segment. The half width of the spectrum rapidly decreases as
The fluctuations of the median and half width of the spectrum approach zero with N. The last fact means that with the spectra become very stable, i.e. they stop changing from matrix to matrix. Figure 9 shows how the local minima spectrum changes with N. Unlike the SK model, the shift of the spectrum to the deeper segment is almost invisible -only the narrowing of the spectrum with N is seen.
3) 2D EA model. 2D EA model involves a two dimensional grid with spins interacting only with four neighbors and non zero matrix elements complying with the normal distribution. The experimental data for this model are given in Table 4 , and the approximation formulas have the form: (9) Comparison with the experiment shows that the formulas describe the spectral characteristics of the model very well. Dependence computed by (8) is shown in Fig. 10 : the agreement with the data of Table 4 is perfect. Figure 11 shows the relative error computed with expression (7) using formulas (9) and data from Table 4 . With the increasing N the relative error decreases from (at ) to (at ). When the difference between theoretical values and experi mental data is knowingly less than the fluctuation value Defined by the third expression of set (9) , the N dependence of also agrees well with the data from Table 4 : the relative error is less than 0.16% when and the difference between the theory and experiment is less than Dependence is shown in Fig. 8 .
As follows from (9), with the growing N the whole spectrum moves to the deeper segment and the aver age approaches The half width of the spectrum rapidly decreases as The fluctuations of the median and half width of the spectrum approach zero with N. The last thing means that with the spectra become very stable, i.e. they stop changing from matrix to matrix. Figure 13 shows how the local minima spectrum changes with N. The shift of the spec trum to the deeper segment is almost invisible -only the narrowing of the spectrum with N is seen.
The last expression from set (9) describes how the global minimum depth depends on dimension ality N, determining that with 4) SK* model. In addition to the above mentioned models, we have studied the Sherrington-Kirk patrick model for a fully connected matrix whose non zero elements obey the normal distribution. The experimental data for this model are given in Table 5 , and the approximation formulas have the form: (10) Comparing data from Tables 2 and 5 , and expressions (10) and (6) we can see that the difference between SK and SK* is small: the data differ only in the third decimal place. Just as set (6) for the SK model, formulas (10) also describe the experimental data well for the SK* model. So we omit unnecessary comments and present the figures showing the spectral characteristics for this model: Fig. 14 gives depen dence resulted from (10), Fig. 15 shows the relative error computed with (7) using formulas (10) and data of Table 5 , Fig. 16 shows dependence the change of the spectrum of local minima with N is given in Fig. 17 . 
DISCUSSING THE RESULTS
The examination of experimental data showed that with large dimensionality the spec tral density of local minima can be approxi mated fairly accurately by the normal distribution:
For a particular value of N appropriate values of and from Tables 2-5 or their approximations from formulas (6)-(10) should be substituted in this expression. A good agreement between (11) and experimental data is seen in Figs. 18-19 , which show the spectral density of the SK and 2D EA models for by way of example.
Testing the four models enabled empirical rela tions (6)- (10) for basic characteristics of the local minima spectrum. Our goal was to obtain the expressions that could reliably determine the N dependence over the whole range of N for a particu lar problem. This kind of dependence allowed us to define the asymptotic behavior of the spectral char acteristics when It is clear that one can approximate the experimental data presented in Tables 2-5 in a different way and get expressions that differ from (6)-(10). This fact does not change the primary goal of the study: however the approxima tion relations are, they must correctly describe the characteristics over a particular range of N and pro duce reliable asymptotic expressions for
The asymptotic expressions for basic spec tral characteristics are collected in Table 1 .
Let us examine the data given in Table 1 . It should be note at once that asymptotic values for and do not raise doubt with us because the corresponding expressions (6)- (10) Table 2 does not allow us to determine dependence correctly because there is not any noticeable monotonous asymptotic behavior of experimental data points with the growing N (see Fig. 20 ). We have a similar situation with the SK and SK* models.
( ) 
This quantity was noticed to be almost independent of N and for large N it can be evaluated as (13) Direct tests can confirm that the last relation in (13) agrees nicely with asymptotic expression (9) . We assumed that with expressions (13) hold true for the 3D EA, SK and SK* models either. Using available asymptotic values for and in view of (13) we calculated asymptotic values of and put them in Table 1 . To make sure that expression (13) and data from Table 1 do not give excessive values of the global min imum depth, we used the MM algorithm [18, 26] which allows us to find the deepest local minima (but not the global minimum). The typical form of local minima spectra produced by this algorithm for 2D EA, 3D EA and SK models are given in Figs. 21-23 (the spectra for the SK* model are similar to those for the SK model, so we do not present them here). As we see, there are a great number of local minima whose depth is clearly larger than the corresponding and less than values of produced by (13) . That is to say, the experiment with the MM algorithm allowed us to make sure of the corresponding inequalities: (14) ( ) 
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for SK and SK* models; for 3D EA model; for 2D EA model. In conclusion we would like to point out that the global minimum depths determined by Table 1 are clearly greater than those given in (3). The greatest value found by Sherrington and Kirk patrick by the Monte Carlo method [43] is close to the average we found for the SK model. Most prob ably the authors took the deepest local minimum found by the Monte Carlo method (the analog of the SRS algorithm) for the global minimum.
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APPENDIX. EXPERIMENTAL DATA TABLES
The dashes in the tables mean that we could not find the global minimum for the particular N. 
