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Abstract-Generalization of the maximum entropy method (MEM) for the reconstruction of 
sign-altering functions from two-dimensional tomographic measurement data is developed. Three- 
dimen-sional algorithms for parallel beam geometry are considered. Results of numerical simulations 
for composite model are presented. @ 2000 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Maximum entropy method (MEM) is one of typical methods to reconstruct images from un- 
derdetermined projection data. It is widely applicable in astronomy, radioastronomy [l-3], and 
scattering experiments [4,5]. Review of applications of maximum entropy and Bayesian statistics 
to crystallography is given in [6]. MEM is also applied to the classical moment problems (71, to 
solving integral equations [8-lo]. 
The rough idea of ME:M is to seek a solution with minimum prejudice for the lacking informa- 
tion. This is realized by maximizing the entropy functional. Entropy is a probabilistic concept 
and the unknown source function g(x), x = (2, y,z), is usually interpreted as a probability 
distribution, thereby following the restrictions: 
9(x> 2 0, JJ g(x) dx = 1, (1) 
D 
where D is the region of definition of g(x). The entropy functional is then defined as follows [ll]: 
v(g) =- JJ++)ln(g(*)). (2) 
D 
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More generally, if a prior estimate m(x) of g(x) ( w ic is most often a constant V) is known, h h 
then [13], 
77(g) = -JJkwn (gg. 
D 
The key point of the success of this method lies in the fact that this is a strictly concave functional 
of g (i.e., v[crgr + (1 - a)gs] > crq(gi) + (1 - a)q(gp), for 0 < cr < 1 and gr # gs); see [14]‘, where 
the convergence and well-posedness of MEM was shown. The discussions in Hilbert spaces for 
tomographic problems were given in [16]. 
It is proposed here a generalization of the maximum entropy method to sign-altering functions. 
Obviously, restrictions (1) have no place in our case. Then the information-theoretic motivation 
for this new method is definitively lost, although we continue to use the word ‘Lentropy” as a 
generalization of MEM. The need for such a generalization, besides the natural problems where 
the observed data are underdetermined but not nonnegatively definite, comes also from the 
following two situations: first, it comes from the use of difference measurements data [17] and 
neutron diffraction data [18]; use of the difference method reduces the dynamical range of the 
reconstruction substantially, in such a way that minor features become relatively more remarkable. 
Thus it enables a more refined local observation, but at the cost of loosing the nonnegative 
definiteness of the data. Second, projection data of an originally positive distribution can take 
both positive and small negative values because of the measurement noise, depending on the level 
of noise. For the classical MEM the projection data should always be controlled to be positive; 
otherwise, the strictly positive functions Hj(.) in (24) might take negative values. 
We, therefore, introduce a new functional (see (8) below), and employing it, deduce a recon- 
struction formula for such problems. Our algorithm of generalized MEM can be applied both 
to positive functions and to sign-altering ones. It shows fairly good results for some kind of 
problems. The author reported this method in a local colloquium several years ago. Since then 
similar ideas are presented by several persons in the field of applications (5,171, therefore, now 
it is time to present this idea in a general form, causing thereby an interesting mathematical 
problem of its justification. 
The construction of the article is as follows: in Section 2, we set the problem and deduce the 
iterative reconstruction formula for the parallel beam geometry. In Section 3, results of computer 
simulations are presented, showing the efficiency of the algorithm. 
2. MEM INVERSION FOR SIGN-ALTERING FUNCTIONS. 
PARALLEL BEAM GEOMETRY 
Let D c R3 be the (closed) region of interest common to any function g(x). Suppose that 
the projections are taken with angles (6i, pk). The direction defined by (&, cpk) on unite sphere 
is designated as nj = (ei, cpk), where j is an ordering of (i, Ic), for instance, by the formula 
j = (k - 1) . I + i and i = v, k = 1, K. Projection data are measured in u = (u, V, w) system of 
reference and assumed to be available in the form 
where 
‘The definition of concavity used in his article is opposite to the usual usage in convex analysis [15]. 
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The transformation matrix from (z, y, Z) to the rotated system of coordinates (zlj, vj, wj) is given 
by the following: 
COs(h) COs(Cpk) COS(&) sin(cpk) - sin(&) 
Tk%, cSk) = - sin(vk) codvk) 
sin(&) cos(qk) Sin(&) Sin(pk) 
Let g+ and g- be two positive functions related with g by the following: 
g+(x) = 1 
g(x), if&4 > 0, 
0, if g(x) 5 0, 
g-(x) = 
{ 
-g(x), if 44 < 0, 
0, if g(x) 2 0. 
Traditionally, they are called the positive, respectivly, negative part of g although they are both 
nonnegative functions. \Ne have 
44 := L?+ (4 - g- (4 and ldx>l = g+(x) f g- (4. 
The new entropy functional which we propose is the following: 
r)(g) =: - Js, dx [g+(x) ln (F) .,_,x,ln(~)] ) 
where V+: respectivly, V- is a constant representing a prior magnitude for the positive, respectivly, 
negative part of g. Primarily, we take V+ = V-. Then this common value reduces to a kind of 
normalization constant as in the case of usual positive distributions. 
Our formulation of MIEM reconstruction amounts to the following optimization problem with 
linear constraints: 
m 
Gj(uj,vj) = 
s 
dwjgWj,vj,wj)), (10) 
--oo 
where C(D) denotes the space of continuous functions with compact support in D. 
Notice that, by definition, the functions g+(x) and g-(x) should, in addition, satisfy the 
following conditions: 
if g(x) > 0, then g(x) = g+(x) and g-(x) should go to zero, and conversely, 
if g(x) < 0, then g(x) = -g-(x) and g+(x) should go to zero. 
We do not include this among the constraints. Accordingly, existence and convergence of our 
maximization problem will be covered by the usual theory for strictly concave problems. As a 
result, however, our solution will satisfy this constraint only with the exactitude of E FZ dm 
(see the remark at the end of this section on this point). 
Problem (9),(10) reduces to the unconstrained optimization problem by the Lagrange method. 
The Lagrangian can be written in the form 
% A) = 17(g) - k 7 duj dvj hj(uj,vj)Gj(vj,vj)r (11) 
j=l --oo 
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where co 
cj(uj, wj) = Gj(uj, vj) - J d"j {9+(UjJJj,u'j) -6("j,2.'j,Wj)) -ccl 
andA= (hj),j = l,..., J are the Lagrange multipliers. The F’rechet derivatives of the functional 
L(g, A) with respect to g+(x) and g-(x) are set to zero: 
dL 
- =o, 
t3L 
%+ 
-=o 
ag- ’ 
giving 
g+(x) = VI exp 5Aj (uj,vj) , [ 1 j=l 
g-(x) = VL exp [-g&j (%.,)I 7 (13) 
where Uj(x), vj(x) are given by transformation (5) and e = 2.71828. . . is a constant. 
After introducing the notation Hl(.) E exp(Rl(.)), we can rewrite the above expression in the 
following way: 
g+(x) = vi fi f6 (% (47 vi (4) 7 (15) 
kl 
9-(X) =V’ fi l 
1=l fh(% (47 vr (4) ’ 
where ~1, vl can be expressed in terms of the jth coordinates (uj, vj) according to the relations 
(17) 
Substituting equations (15) and (16) into constraint conditions (4), we obtain the equations for 
the coefficients H~(‘LL~ (x), vu,(x)): 
Let hr (Uj, vj) and hs(~j, vj) be given by 
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Figure 1. The section in the y-z plane of three-dimensional exact model; the number 
of section is JX = 24. 
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Figure 2. The section in the y-z plane of three-dimensional reconstructed model; the 
number of section is JX = 24. 
Then system (18) can be rewritten as follows: 
H;(uj,wj:l hl(Uj,Wj) - $Hj(uj,wj) Gj(uj,wj) - ; hz(uj,wj) = 0. 
-I- + 
This nonlinear system of equations concerning variables Hj (uj, vj) can be solved by a kind of 
iterative method (see, e.g., [19]). Thus, we have constructed an iterative scheme to determine 
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Figure 3. The same sections of exact and reconstructed models in the y-z plane; the 
number of section is JZ = 24. 
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Figure.4. The section in the r-t plane of threedimensional exact model; the number 
of section is JY = 16. 
Hj (uj , vj) as follows: 
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Figure 5. The section in the 2-z plane of three-dimensional reconstructed model; the 
number of section is JY = 16. 
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Figure 6. The same sections of exact and reconstructed models in the 5-z plane; the 
number of section is JZ = 24. 
and 
H;+l(uj,wj) = H;t(Uj,Wj), for j # i (mod J) + 1, (22) 
Hjo(Uj,Wj) = 1, forj=1,2 )...) J. (23) 
For strictly positive functions we have g(x) = g+(x), hz(~j,~j) = 0, and equation (19) re- 
duces to 
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Maximum Entropy Method - 3D 
Exact model: section x-y “sol4.anu” - 
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Figure 7. The section in the z-y plane of three-dimensional exact model; the number 
of section is JZ = 16. 
Maximum Entropy Method - 3D 
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Figure 8. The section in the z-y plane of three-dimensional reconstructed model; the 
number of section is JZ = 16. 
and coincides with the formula by Minerbo [14] for infinitely thin ray 
(24) 
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Figure 9. The same sections of exact and reconstructed models in the z-y plane; the 
number of section is JY = 26. 
REMARK. We did not take the condition g+(x)g-(x) E 0 among the constraints. If we wish to 
satisfy this rigorously, we would have to introduce a much more complicated optimization problem 
including free boundar:y. Thus, our solution does not satisfy this constraint rigorously. Actually, 
our solution g = g+ - g- takes the O-level at g+ = g- x ,/y. V V Nevertheless, this substitute 
gives nice reconstruction images for some kind of problems, as will be seen by our computer 
simulations below. We shall discuss a mathematical justification of this fact in our forthcoming 
work. Here is a provisional philosophical explanation: recall that even in the reconstruction of 
positive distributions the region where the value of Hl are below some threshold, is considered 
to be outside the support of the solution g in the actual implementation in order to make the 
calculation stable. Thus, in our case, too, the region Hl > l/Hi is thought to be the support 
of g+ and the region Hl < l/Hi that of g-, and after similar cut-off for both Hl and l/Hi the 
difference g+ - g- gives a rather satisfactory result. This process also contains the numerical 
regularization for our scheme. 
3. COMPUTER SIMULATION 
For the computer sirnulation, we have chosen complex model on unit cube consisting of three 
ellintic Gaussians 
g(x) = 2 Ai exp 
i=l 
(-4ln2 (v)‘) , 
where xi, &, and Ai are taken in relative units of measurements as the following xi = (9,16,16), 
x2 = (16,16, IS), x3 = (24,16, IS), & = (0.25,0.25,0.25), & = (0.25,0.25,0.75),& = (0.25,0.25, 
0.75), Al = -1, AZ == 1, Al = 1. The model is given on the grid with NX = 32, NY = 
32, NZ = 32. Outlooks at three orthogonal sections of the explicit complex model and its 
reconstruction are shown in Figures 1, 2, 4, 5, 7, and 8, respectively, and their one-dimensional 
sections are give in Figures 3, 6, and 9. The reconstructions are executed employing the number 
of 2D projections J = 20 (five references in cp direction and four references in 8 direction), and 
the number of rays are NU x NV = 17 x 17 for each direction. The projection data are given 
in the intervals 8 E [7r/3,7r/2], cp E [0, 7r] with 2y o o noise relative to the maximum values of the f 
model function. The relative error of reconstruction for 3D model is approximately 19%. 
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4. CONCLUSION 
It is shown that the generalized maximum entropy method is suitable for the reconstruction 
of both positive and sign-altering functions with sufficiently small number of projections and 
stability of the method on the presence of experimental noise. In essence, we have recovered two 
independent functions g- and g+ from an experimental data. So, it seems to be effective in using 
the same approach (maximum entropy) for recovering of emission and absorption coefficients 
simultaneously in emission tomography and for reconstruction of vector fields from measurement 
of their projections. 
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