Abstract. Relational Hoare Logic is a generalization of Hoare logic that allows reasoning about executions of two programs, or two executions of the same program. It can be used to verify that a program is robust or (information flow) secure, and that two programs are observationally equivalent. Product programs provide a means to reduce verification of relational judgments to the verification of a (standard) Hoare judgment, and open the possibility of applying standard verification tools to relational properties. However, previous notions of product programs are defined for deterministic and structured programs. Moreover, these notions are symmetric, and cannot be applied to properties such as refinement, which are asymmetric and involve universal quantification on the traces of the first program and existential quantification on the traces of the second program.
Introduction
Program verification tools provide an effective means to verify trace properties of programs. However, many properties of interest are 2-properties, i.e. consider pairs of traces, rather than traces; examples include non-interference and robustness, which consider two executions of the same program, and abstraction/equivalence/refinement properties, which relate executions of two programs. Relational Hoare logic [8] generalizes Hoare logic by allowing to reason about two programs, and provides an elegant theoretical framework to reason about 2-properties. However, relational Hoare logic is confined to reason about universally quantified statements over traces, and only relates programs with the same termination behavior. Thus, relational Hoare logic cannot capture notions of refinement, and more generally properties that involve an alternation of existential and universal quantification. Moreover, relational Hoare logic is not tool supported.
Product programs [20, 4] provide a means to reduce verification of relational Hoare logic quadruples to verification of standard Hoare triples. Informally, the product program construction transforms two programs P 1 and P 2 into a single program P that soundly abstracts the behavior of P 1 and P 2 , so that relational verification over P 1 and P 2 can be reduced to verification of P . Product programs are attractive, because they allow reusing existing verification tools for relational properties. However, like relational Hoare logic, the current definition of product program is only applicable to universally quantified statements over traces. Moreover, the construction of product programs has been confined to structured and deterministic programs written in a single language. This article introduces asymmetric (left or right) product programs, which generalize symmetric products from [20, 4] , and allow showing abstraction/refinement properties, which are typically of the form: for all execution of the first program, there is a related execution of the second program. Furthermore, asymmetric product are based on a flowgraph representation of programs, which provides significant advantages over previous works. In particular, asymmetric products can relate programs: 1. with different termination behaviors; 2. including non-deterministic statements; 3. written in two different languages (provided they support a control flow graph representation). Finally, asymmetric products allow justifying some loop transformations that where out of reach of our previous work on translation validation. We evaluate our method on representative examples, using a prototype implementation that builds product programs and sends the verification task to the Why platform.
Section 2 motivates left products with examples of predicate abstraction and translation validation. Sections 3 and 4 introduce the notion of left product and show how they can be used to reduce relational verification to functional verification. Section 5 introduces full products, a symmetric variant of left products that is used to validate examples of translation validation that were not covered by [4] . Section 6 presents an overview of our implementation.
Motivating Examples
In this section we illustrate our technique through some examples. The first two are abstraction validation examples and for their verification we use the asymmetric framework, while for the verification of the loop optimization, we use a stronger version of the method, introduced in Section 5.
For both domains of application, we first provide an informal overview of the verification technique. Throughout the rest of the paper, we refer back to these examples in order to illustrate the technical concepts and results.
Abstraction Validation
The correctness of the verification methods based on program abstraction relies on the soundness of its abstraction mechanism. Since such abstraction mechanisms are increasingly complex it becomes desirable to perform a posteriori, independent validation of their results.
In general, abstractions induce some loss of information, represented in the abstract programs as non-deterministic statements. The extensions presented in this paper enable our framework to cope with non-determinism.
