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THE R-TRANSFORM AS POWER MAP AND ITS GENERALISATIONS TO
HIGHER DEGREE
ALP BASSA ¶ AND RICARDO MENARES †
Abstract. We give iterative constructions for irreducible polynomials over Fq of degree n · tr
for all r ≥ 0, starting from irreducible polynomials of degree n. The iterative constructions
correspond modulo fractional linear transformations to compositions with power functions xt.
The R-transform introduced by Cohen is recovered as a particular case corresponding to x2,
hence we obtain a generalization of Cohen’s R-transform (t = 2) to arbitrary degrees t ≥ 2.
Important properties like self-reciprocity and invariance of roots under certain automorphisms
are deduced from invariance under multiplication by appropriate roots of unity. Extending to
quadratic extensions of Fq we recover and generalize a recently obtained recursive construction
of Panario, Reis and Wang.
1. Introduction
The primary way of constructing irreducible polynomials of high degree over a finite field Fq
is to start with an irreducible polynomial f and to repeatedly apply a given transformation,
which generally amounts to composition with a fixed polynomial or rational function. This way
an infinite sequence of polynomials over Fq of increasing degree is obtained. Characterising the
polynomials f , for which the members of the resulting sequence of polynomials are all irreducible
and satisfy further desirable properties has become a highly non-trivial and important question.
When q is odd, one of the most important transformations for the construction of irreducible
polynomials is the R-transform introduced by Cohen ([Coh92]), which corresponds to composi-
tion with
1
2
(
x+
1
x
)
,
attaching to a polynomial g(x) ∈ Fq[x] the polynomial
gR(x) = (2x)deg g · g
(
1
2
(
x+
1
x
))
.
Cohen gives the following characterisation of polynomials g for which the members of the re-
sulting sequence are irreducible:
Theorem 1.1 ([Coh92]). Suppose q is odd and let g(x) ∈ Fq[x] be a monic irreducible polyno-
mial. Assume that g(−1) · g(1) is not a square in Fq. If q ≡ 3 mod 4, assume moreover that
deg g is even. Consider the sequence of polynomials (gm(x))m≥0 in Fq[x] defined by g0(x) = g(x)
and
gm(x) = g
R
m−1(x), m ≥ 1.
Then, gm(x) is an irreducible polynomial of degree 2
m deg g for all m.
This construction is particularly important from the complexity point of view, since the re-
sulting polynomials are self-reciprocal. Moreover, for q ≡ 1 mod 4, starting with a linear poly-
nomial satisfying the conditions of Theorem 1.1, we obtain a sequence of normal (see [Mey95]),
and in fact even completely normal (see [Cha97]) polynomials over Fq.
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Another possibility is to fix an integer t ≥ 2 and consider the sequence obtained by compo-
sition with the power map xt. In this way we obtain the sequence given by g0(x) = g(x) and
gm(x) = gm−1(xt) for m ≥ 1. As it turns out, using classical facts it is possible to identify
very simple hypothesis on g(x) and t ensuring that all polynomials in the resulting sequence are
irreducible, see Section 2 for precise statements and references. An interesting feature of this
sequence is that the set of roots of gm(x) = g(x
tm) is invariant under multiplication by tm-roots
of unity.
In this paper we observe that the R-transform, after an appropriate change of coordinates by a
fractional linear transformation, corresponds to composition with the power map x2. Moreover,
the self-reciprocity is naturally related to the invariance of the roots of the polynomials under
multiplication by appropriate roots of unity. We generalize this iterative construction to other
power maps and fractional linear transformations.
In order to describe the new transforms that arise, we introduce some notations. Consider
the group GL2(Fq) of 2× 2 matrices
σ =
[
a b
c d
]
∈M2(Fq)
such that ad− bc 6= 0. This group acts on Fˆq := Fq ∪ {∞} by
α ∈ Fq, σ · α =
{
aα+b
cα+d if cα+ d 6= 0
∞ otherwise , σ · ∞ =
{
a
c if c 6= 0∞ otherwise.
For any degree n polynomial f(x), we denote by Pσ(f)(x) the polynomial
(1) Pσ(f)(x) := (cx+ d)
nf
(
ax+ b
cx+ d
)
.
We remark that degPσ(f) = n if and only if f(σ · ∞) 6= 0 (see Proposition 3.1 below). On
the other hand, for any positive integer t, let St : Fq[x] → Fq[x] be the linear map given by
St(f)(x) := f(x
t). Then, we define a transformation Rσ,t as follows. For any nonzero polynomial
g(x) ∈ Fq[x], we define the polynomial gRσ,t(x) ∈ Fq[x] by
gRσ,t(x) := Pσ−1 ◦ St ◦ Pσ(g)(x).
Whenever g(a/c) 6= 0, we define an element η(g;σ) ∈ Fq by
η(g;σ) := (σ−1 · ∞)n · g(σ · 0)
g(σ · ∞) =
(
−d
c
)n
· g
(
b
d
)
· g
(a
c
)−1
,
with the convention that η(g;σ) = (−d/a)n · g(b/d) for c = 0 and η(g;σ) = (−b/c)n · g(a/c)−1
for d = 0.
Our main result is a generalization of Theorem 1.1 for the transforms Rσ,t.
Theorem 1.2. Consider a finite field Fq. Let t ≥ 2 be an integer such that every prime factor
of t divides q − 1. Let σ =
[
a b
c d
]
∈ GL2(Fq). Let g(x) 6= x − a/c be a monic irreducible
polynomial in Fq[x] of degree n. If q ≡ 3 mod 4 and t is even assume moreover that n is even.
Assume that, for all prime numbers `|t, the element η(g;σ) is not an `-th power in Fq. Define
g0 = g and let gm = g
Rσ,t
m−1 for m ≥ 1. Then (gm)m≥0 forms an infinite sequence of irreducible
polynomials, with deg gm = t
m · n.
Moreover, for m ≥ 0 let ζ be a tm-th root of unity. Then, the set of roots of gm is invariant
under the action of the order tm matrix in GL2
(
Fq(ζ)
)
given by
(2) Mσ,ζ =
[
ζad− bc (1− ζ)ab
(ζ − 1)cd ad− ζbc
]
.
2
Assume q is odd. Set σ∗ :=
[
1 1
1 −1
]
∈ GL2(Fq). Then, whenever g(1) 6= 0, we have that
gRσ∗,2 = gR. In other words, the R-transform, after a coordinate change by the fractional linear
transformation x+1x−1 , corresponds to the composition with the power function x
2. Moreover,
taking ζ = −1, the action of Mσ∗,−1 is given by α 7→ 1α . Thus, the stated invariance of the roots
boils down to the polynomial being self-reciprocal, after being normalized to be monic. Also,
we have that η(σ∗; g) = g(1) · g(−1)−1 differs by a square from g(1) · g(−1), thus showing that
Theorem 1.1 is implied by Theorem 1.2.
Our proof of Theorem 1.2 boils down to relating the given sequence to an appropriate se-
quence of composition with power maps. We observe that the irreducibility of g1 implies the
irreducibility of the whole sequence (see Theorem 3.3). Then, we use irreducibility criteria clas-
sically known. In the same vein, the roots of f(xt) are invariant under multiplication by t-roots
of unity. This is used to show that the set of roots of the polynomials obtained by iterating
the transform Rσ,t are invariant under the action of the cyclic subgroups of GL2(Fq) stated in
Theorem 1.2.
Traces for the connection of the R-transform to composition with x2 do exist in the litera-
ture (see for instance [Cha97]), but have never been spelled out explicitly. We hope that this
description will contribute to a better understanding of the R-transform and its remarkable
properties.
With regards to other remarkable transforms that can be found in the literature, in order
to realize them as a power map, sometimes it is necessary to perform a change of variables
in a proper extension Fq′/Fq. More precisely, if σ ∈ GL2(Fq′) and t ≥ 2 are such that for
any polynomial g(x) ∈ Fq[x] the polynomial gRσ,t(x) has coefficients in the base field Fq, then
Theorem 1.2 can be used to obtain results about the irreducibility over Fq of the iterates.
In Section 4 we work out the details in the quadratic case q′ = q2 and apply this discussion
to McNay’s transform (see [Cha97], section 3), see Theorem 4.2 below. We also apply these
methods to a transform recently introduced by Panario, Reis and Wang in [PRW] which is
related to Singer subgroups of GL2(Fq). In particular, Theorem 4.3 below provides a partial
answer to Problem 1 in loc. cit., Section 5.
2. Composition with power functions
Fix a finite field Fq. For an irreducible polynomial f(x) ∈ Fq[x], it is precisely known, for
which positive integers t, the polynomial f(xt) is irreducible. We have the following result
Theorem 2.1 ([MBG+93], Theorem 3.9). Let f(x) ∈ Fq[x] be an irreducible polynomial of
degree n and exponent e (equal to the order of any root of f(x)). For a positive integer t the
polynomial f(xt) is irreducible over Fq if and only if
(1) gcd(t, (qn − 1)/e) = 1,
(2) each prime factor of t divides e, and
(3) if 4|t then 4|(qn − 1).
One curious point to note is the following: suppose t factors into primes as pe11 · pe22 · · · perr . If
t satisfies the condition of the theorem, then so does t′ = pf11 ·pf22 · · · pfrr with fi ≥ ei, unless 4 - t
and 4 | t′. So if f(xt) is irreducible, then increasing the exponents of primes in the factorisation
of t without changing the prime factors in the factorisation does not change the irreducibility
of f(xt). As a particular case, for t′ = tr, we obtain
Proposition 2.2. Let f(x) ∈ Fq[x] be a polynomial of degree n and fix a positive integer t. If t
is even assume moreover that 4|(qn − 1). Suppose f(xt) is irreducible. Then for all r ≥ 0, the
polynomial f(xt
r
) is irreducible.
We rephrase Proposition 2.2 in a iterative manner:
Proposition 2.3. Let f(x) ∈ Fq[x] be a polynomial of degree n and fix a positive integer t. If t
is even assume moreover that 4|(qn−1). Let f0(x) = f(x) and for i ≥ 1 define fi(x) = fi−1(xt).
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Assume that f1(x) is irreducible. Then, for all i ≥ 0, the polynomial fi(x) is irreducible of
degree (deg f) · ti.
We will see below that the iterative construction of self-reciprocal irreducible polynomials
using the R-transform introduced by Cohen corresponds (up to a change of variables) to the
sequence above in the case where q is odd and t = 2.
3. The R-transform as composition with power functions and generalisations
The proof of Theorem 1.2 can be found at the end of this section. We will use the following
classical results on irreducible polynomials over finite fields:
Proposition 3.1. Let f(x) ∈ Fq[x] be a polynomial of degree n. Let a, b, c, d ∈ Fq with ad−bc 6=
0, so that
(3) σ =
[
a b
c d
]
∈ GL2(Fq)
is an invertible matrix over Fq. Consider the polynomial Pσ(f)(x) as defined in (1). Then,
i) Pσ(f)(x) is of degree n if and only if f(σ · ∞) 6= 0
ii) if f(σ · ∞) 6= 0, then for every τ ∈ GL2(Fq), we have that
Pτ ◦ Pσ(f) = Pσ·τ (f)
iii) if f is irreducible, then Pσ(f) is irreducible over Fq.
Proof. Part iii) is Corollary 3.8 in [MBG+93]. Let an 6= 0 be the leading coefficient of f(x).
Then, the coefficient of xn in Pσ(f)(x) is an · an if c = 0 and cn · f(a/c) otherwise. Since
ad − bc 6= 0, we have that c = 0 implies a 6= 0. These relations prove part i). Part ii) is a
consequence of part i) and a direct calculation. 
Lemma 3.2. Let g(x) ∈ Fq[x] be an irreducible polynomial of degree n such that g(σ · ∞) 6= 0.
Let f = Pσ(g). Then, f is irreducible and f(σ
−1 · ∞) 6= 0. Moreover, if α1, α2, . . . αn are the
roots of f , then the roots of g are given by β1, β2, . . . βn, with
(4) βi = σ · αi = aαi + b
cαi + d
, 1 ≤ i ≤ n.
Proof. Proposition 3.1, ensures that f is irreducible of degree n.
Now we show that f(σ−1 · ∞) 6= 0. Since f is irreducible, this is clear when n ≥ 2. Assume
n = 1. Since f(∞) =∞, we assume that σ−1 · ∞ 6=∞, which amounts to the condition c 6= 0.
Then, g(x) = A(x− β) for some A, β ∈ Fq with A 6= 0. Hence,
f(x) = A (ax+ b− β(cx+ d)) and f(σ−1 · ∞) = f
(
−d
c
)
= −(Adetσ)/c 6= 0,
as claimed.
For any α ∈ Fq with σ · α 6= ∞ we have that f(α) = (cα + d)ng(σ · α). On the other hand,
(cα + d) = 0 if and only if α = σ−1 · ∞. Since the previous claim ensures f(σ−1 · ∞) 6= 0, we
have that f(α) = 0 if and only if g(σ · α) = 0. This proves the relations in (4). 
Theorem 3.3. Let g0(x) ∈ Fq[x] be an irreducible polynomial of degree n and let t ≥ 2 be a
positive integer. If q ≡ 3 mod 4 and t is even assume moreover that n is even. Let σ ∈ GL2(Fq)
as in (3). For m ≥ 1 define gm = gRσ,tm−1. Assume that
i) g0(σ · ∞) 6= 0
ii) g1 is irreducible.
Then, (gm)m≥0 is a sequence of irreducible polynomials over Fq with deg gm = tmn.
For m ≥ 0, let ζ be a primitive tm-th root of unity. Then the roots of gm are invariant under
the action of the order tm matrix Mσ,ζ given by (2).
Remark 3.4. Hypothesis i) is only needed when n = 1, since otherwise g0 is a non linear
irreducible polynomial and cannot have roots in Fq.
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Proof. Define fm := Pσ(gm) for m ≥ 0. Since g0 and g1 are irreducible and g0(σ · ∞) 6= 0,
Proposition 3.1 ensures that f0 and f1 are also irreducible and deg f0 = n.
Claim: we have that f0
(
(σ−1 · ∞)t) 6= 0.
Assume for contradiction that f0
(
(σ−1 ·∞)t) = 0. Since f0 is irreducible, this can only happen
if n = 1. Then, g0 is a linear polynomial of the form g0(x) = B(x − α) with B,α ∈ Fq, B 6= 0
and α 6= σ · ∞. Moreover, Lemma 3.2 implies that α = σ · (σ−1 · ∞)t. Then, the condition
α 6= σ · ∞ amounts to c 6= 0.
We have that
g1(x) = Pσ−1 ◦ St(f0)(x) =
(−cx+ a
detσ
)t
f0
(( dx− b
−cx+ a
)t)
.
We observe that p - t, since otherwise the previous expression and the surjectivity of the map
Fp : Fq → Fq given by Fp(u) = up would show that g1 is the p-th power of a polynomial, hence
not irreducible.
On the other hand, since St(f0)(σ
−1 · ∞) = f0
(
(σ−1 · ∞)t) = 0, Proposition 3.1 ensures that
deg g1 < degSt(f0) = t.
Since
g1(x) = (detσ)
−t
(
a(dx− b)t + b(−cx+ a)t − α(c(dx− b)t + d(−cx+ a)t)),
we infer g1(σ·∞) =
(
detσ
c
)t
(a−αc). This expression cannot vanish since the relation a−αc = 0
is equivalent to α = σ · ∞, which is excluded by hypothesis.
Since g1(σ · ∞) 6= 0, we deduce that g1(u) = 0 if and only if f0
(
(σ−1 · u)t) = 0. Hence, u is
a root of g1 if and only if (σ
−1 · u)t = (σ−1 · ∞)t. We conclude that the set of roots of g1 is
S = {σ · (ζ(σ−1 · ∞)) : ζt = 1}.
We remark that the relation σ−1 ·∞ = 0 implies α = σ ·0 =∞, which is not possible. Hence,
σ−1 · ∞ 6= 0. On the other hand, σ−1 · ∞ 6=∞ because c 6= 0. We conclude that the set S has
as many elements as the set of t-th roots of unity in Fq. Since p - t, this implies that S has t
elements, which contradicts the fact that deg g1 < t.
We conclude that f0
(
(σ−1 · ∞)t) 6= 0, as claimed.
Claim: we have that fm(x) = fm−1(xt) for all m ≥ 1.
We proceed by induction on m. Unfolding the definitions, we have that
f1 = Pσ ◦ Pσ−1 ◦ St(f0).
Using the previous Claim, we have that St ◦ f0(σ−1 · ∞) = f0
(
(σ−1 · ∞)t) 6= 0. Hence,
Proposition 3.1 ensures that
f1(x) = Pid ◦ St ◦ f0(x) = St ◦ f0(x) = f0(xt),
thus proving the claim for m = 1.
Now assume the claim holds for m ≥ 1. Then, fm+1 = Pσ ◦ Pσ−1 ◦ St ◦ fm. Since
St ◦ fm(σ−1 · ∞) = fm
(
(σ−1 · ∞)t) = f1((σ−1 · ∞)tm−1)
cannot vanish due to the irreducibility of the non linear polynomial f1, using Proposition 3.1
we have that
fm+1(x) = Pid ◦ St ◦ fm(x) = fm(xt),
as claimed.
Since f0 and f1 are irreducible, the previous Claim combined with Proposition 2.3 imply that
fm is irreducible for all m ≥ 1.
Claim: we have that deg gm = deg fm.
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We proceed by induction on m. Since g0(σ · ∞) 6= 0, Proposition 3.1 ensures that deg g0 =
deg f0. Now assume the claim holds for m ≥ 0. Since fm+1 = Pσgm+1, we have that
t deg fm = deg fm+1 ≤ deg gm+1.
On the other hand, since gm+1 = Pσ−1 ◦ St ◦ Pσgm, we have that
deg gm+1 ≤ degSt ◦ Pσgm = t degPσgm ≤ tdeg gm = t deg fm.
Hence, deg gm+1 = t deg fm = deg fm+1, as desired.
The previous Claim combined with Proposition 3.1 implies that gm(σ · ∞) 6= 0. Hence,
applying Proposition 3.1 again we deduce that Pσ−1fm = gm and that gm is irreducible for all
m.
Let ζ be a tm-th root of unity. Note that since fm(x) = f0(x
tm), the roots of fm are invariant
under the multiplication by ζ map µζ : β 7→ ζβ. Using Equation (4), we see that the roots of
gm are invariant under the map
σ−1 ◦ µζ ◦ σ : α 7→ (ζad− bc) · α+ (ζ − 1)bd−(ζ − 1)ac · α+ ad− ζbc .
This map is of order tm and can be described using the matrix[
ζad− bc (ζ − 1)bd
−(ζ − 1)ac ad− ζbc
]
∈ GL2(Fq(ζ)).

For results in this direction in the case t = 2 compare also with [Kyu02].
Proof of Theorem 1.2: in view of Theorem 3.3, we only need to check that g1 is irreducible
under the stated assumptions.
Let f0 := Pσ(g0), f1 := Pσ(g1). Since g0(σ · ∞) 6= 0, we have that f0 is irreducible of degree
n by Proposition 3.1.
Claim. We have that f0
(
(σ−1 · ∞)t) 6= 0.
Assume for contradiction that f0
(
(σ−1 · ∞)t) = 0. Since f0 is irreducible, we have that
n = 1. Then, g0 is of the form g0(x) = B · (x − α) with B,α ∈ Fq, B 6= 0 and α 6= σ · ∞.
Moreover, Lemma 3.2 implies that α = σ · (σ−1 · ∞)t. A short calculation shows that in this
case η(g;σ) = (σ · ∞)t is a t-th power, contradicting the hypothesis.
Using the Claim and Proposition 3.1, we have that
f1(x) = Pσ ◦ Pσ−1 ◦ St(f0)(x) = f0(xt).
Claim. We have that g1(σ · ∞) 6= 0.
Assume for contradiction that g1(σ · ∞) = 0. Then, Proposition 3.1 ensures that
tn = deg f1 = degPσ(g1) < deg g1.
On the other hand,
deg g1 = degPσ−1 ◦ St ◦ Pσ(g0) ≤ degSt ◦ Pσ(g0) = t degPσg0 = tn.
This contradiction justifies our claim.
Let α ∈ Fqn be a root of g0. Lemma 3.2 ensures that β = σ−1 · α is a root of f0. Since
g1(σ · ∞) 6= 0, by Proposition 3.1 we have that
g1 = Pσ−1(f1)
and g1 is irreducible if and only if f1(x) = f0(x
t) is irreducible. This condition is well understood
by Theorem 2.1.
Let e be the order of β in F∗qn . We need to check the hypothesis of Theorem 2.1. Assumption
(3) is clearly implied by our hypothesis on t. If we assume that assumption (1) holds, then
assumption (2) holds as well. Indeed, let `|t be a prime factor. Since `|(q − 1) and (1) implies
that ` does not divide (qn − 1)/e, we conclude that `|e.
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We are thus reduced to check hypothesis (1) in Theorem 2.1. Assume for contradiction that
there is a prime number ` such that `| gcd(t, (qn − 1)/e). Then, (qn − 1)/(e`) is an integer, and
we have that
β
qn−1
` = (βe)
qn−1
e` = 1.
On the other hand, using that `|q − 1, we have that
β
qn−1
` =
(
βq
n−1+qn−2+...+q+1)(q−1)/` = (NFqn/Fq(β))(q−1)/`,
where NFqn/Fq denotes the norm map corresponding to the extension Fqn/Fq. We conclude that
NFqn/Fq(β) is an `-th power in Fq.
This condition can be read off easily from the coefficients of g0: write f0(x) = bnx
n +
bn−1xn−1 + · · · + b0. Then, NFqn/Fq(β) = (−1)nb0/bn. The coefficients of f0 can be related to
the coefficients of g0(x) = x
n + an−1xn−1 + · · · a1x+ a0. We have
f0(x) = Pσ(g0)(x) = (−cx+ a)ng0
(
dx− b
−cx+ a
)
.
So
b0 = d
ng0
(
b
d
)
and bn = c
ng0
(a
c
)
,
with the convention that b0 = b
n if d = 0 and bn = a
n if c = 0. Then, NFqn/Fq(β) =
(−1)nb0/bn = η(g0;σ). This is a contradiction, as η(g0;σ) is not an `-th power in Fq.
We conclude that f1 is irreducible, hence g1 is irreducible, as desired.
4. Coordinate changes over a quadratic extension
Let σ ∈ GL2(Fq2) and t ≥ 2. We say that Rσ,t is defined over Fq if for any polynomial
g(x) ∈ Fq[x] with g(σ · ∞) 6= 0, there exists an element κ ∈ F∗q2 such that κ · gRσ,t(x) ∈ Fq[x].
Let g(x) ∈ Fq[x] be an irreducible polynomial of degree n. If n is odd, then g(x) is irreducible
in Fq2 [x]. If n is even, then it has exactly two irreducible factors r(x), s(x) ∈ Fq2 [x], both of
degree n/2.
Assume Rσ,t is defined over Fq. Consider the sequence g0 = g and gm = g
Rσ,t
m−1 for m ≥ 1.
If n is even, define in a similar fashion sequences rm and sm starting from r and s. Clearly,
gm = rm · sm in this case.
Theorem 4.1. Let σ ∈ GL2(Fq2) and t ≥ 2 be such that Rσ,t is defined over Fq. Assume that
every prime factor of t divides q2− 1. Let g(x) ∈ Fq[x] be an irreducible polynomial of degree n
such that g(σ · ∞) 6= 0.
Consider the sequence gm defined as above as well as rm if n is even. If n is odd (resp. even),
assume that for all prime numbers `|t, the element η(g;σ) (resp. η(r;σ)) is not an `-th power
in Fq2.
Then, if n is odd or if 4|nt, we have that a nonzero multiple of gm(x) is an irreducible
polynomial in Fq[x] for all m ≥ 0. If n is even, a nonzero multiple of rm is an irreducible
polynomial in Fq2 [x] for all m ≥ 0.
Moreover, if n is odd (resp. if n is even), the roots of gm (resp. rm) are invariant under the
action of the matrix Mζ,σ given by (2) (here, ζ is a primitive t
m-root of unity).
Proof. Since q2 6= 3 mod 4, we can apply Theorem 1.2 with q2 in place of q to conclude that
if n is odd, all polynomials gm(x) are irreducible in Fq2 [x]. Then, taking appropriate nonzero
multiples, they are irreducible in Fq[x] as well.
If n is even, the same argument shows that rm is irreducible in Fq2 [x] for all m ≥ 0. Moreover,
deg(rm) = (n/2)t
m.
Assume 4|nt. If n is odd, we are done. Suppose n is even. Let α be a root of rm. Since
gm = rm · sm, we have that α is a root of gm as well. Then,
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[Fq(α) : Fq] =
[Fq2(α) : Fq2 ] · [Fq2 : Fq]
[Fq2(α) : Fq(α)]
=
(n/2)tm · 2
[Fq2(α) : Fq(α)]
=
ntm
[Fq2(α) : Fq(α)]
Then [Fq(α) : Fq] is either ntm or ntm/2. In both cases, [Fq(α) : Fq] is an even number, hence
Fq2 ⊆ Fq(α). But then Fq2(α) = Fq(α) and we conclude that [Fq(α) : Fq] = ntm, thus showing
that a nonzero multiple of gm is irreducible over Fq. 
4.1. McNay’s tranform. Let c ∈ Fq be a non square. Assume q is odd. For any g(x) ∈ Fq[x],
McNay’s transform is
gTc (x) = (2x)
deg gg
(
x2 + c
2x
)
.
Choose λ ∈ Fq2 such that λ2 = c. Set
(5) σ =
[
λ λ
−1 1
]
.
Observing that σ · ∞ = −λ, we see that whenever g(−λ) 6= 0, we have that
gTc (x) = (2λ)
deg ggRσ,2(x).
Also,
η(g;λ) =
g(λ)
g(−λ)
differs from g(λ)g(−λ) by a square in Fq2 . Applying Theorem 4.1 with t = 2 and σ as in (5),
we obtain the following result.
Theorem 4.2. Assume q is odd. Let g(x) ∈ Fq[x] be an irreducible polynomial of degree n. Let
c ∈ Fq and λ ∈ Fq2 be as above. Define g0 = g and gm = (gm−1)Tc . If n is even, let r(x) ∈ Fq2 [x]
be an irreducible factor of g(x) in Fq2 [x].
If n is odd, assume that g(λ)g(−λ) is not a square in Fq2. If n is even, assume that r(λ)r(−λ)
is not a square in Fq2. Then, all polynomials in the sequence gm are irreducible in Fq[x]
Example. Assume in addition that 1 − c is also not a square. Then, the polynomial g0(x) =
x2 + 2x+ c is irreducible over Fq. The factorization over Fq2 is given by
g0(x) = (x+ 1−
√
1− c)(x+ 1 +√1− c) =: r(x)s(x).
Moreover,
r(λ) · r(−λ) = 2(1− c−√1− c).
Assume 2(1− c−√1− c) is a square in Fq2 . Since {1− c,
√
1− c} is a basis of Fq2 as a vector
space over Fq, there are elements a, b ∈ Fq such that
2(1− c−√1− c) = (a(1− c) + b√1− c)2.
This leads to the equations
a2(1− c) + b2 = 2, 2ab(1− c) = −2.
We deduce that a4(1−c)3−2a2(1−c)2+1 = 0. Since this is a quadratic equation for a2, and
we have that a2 ∈ Fq, the corresponding discriminant must be a square in Fq. The discriminant
is
−4(1− c)2 · c(1− c).
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Since c and 1 − c are not squares in Fq, we have that c(1 − c) is a square in Fq. Hence, the
discriminant is a square in Fq if and only of −1 is a square in Fq. This reasoning can be clearly
reversed. We deduce that r(λ)r(−λ) is a square in Fq2 if and only if −1 is a square in Fq.
In conclusion, if q ≡ 3 mod 4, we have that all polynomials gm starting with g0 are irre-
ducible. This consequence had been proven earlier by McNay. Moreover, Chapman shows that
the roots of the gm are completely normal elements of Fq2m+1 over Fq (see [Cha97], Theorem 2).
4.2. A transform related to Singer groups. Let c ∈ Fq be such that the polynomial x2 −
x− c ∈ Fq[x] is irreducible. Let θ ∈ Fq2 be a root and t ≥ 2. Set
f(x) =
θ(x+ θq)t − θq(x+ θ)t
θq − θ , h(x) =
(x+ θ)t − (x+ θq)t
θq − θ .
It is not hard to check that both polynomials belong to Fq[x]. Let Qc,t(x) = f(x)/h(x). For
a polynomial g(x) ∈ Fq[x] of degree n, set
gQc,t(x) = h(x)ng
(
f(x)
h(x)
)
.
A particular case of this transform has been studied in [PRW]. Setting σθ =
[
θ −θq
−1 1
]
,
we have that σθ · ∞ = −θ. For any polynomial g(x) ∈ Fq[x] with g(−θ) 6= 0, we have that
(6) gQc,t(x) = (θ − θq)n(t−1)gRσθ,t(x).
Using this observation we deduce the following.
Theorem 4.3. Let g(x) ∈ Fq[x] be an irreducible polynomial of degree n such that g(−θ) 6= 0.
If n is even, let r(x) ∈ Fq2 [x] be an irreducible factor of g(x) in Fq2 [x]. Assume that every prime
factor of t divides q2 − 1. Define g0 = g and gm = gQc,tm−1 for m ≥ 1.
If n is odd (resp. if n is even), assume that for all primes `|t, the element g(−θq)g(−θ) (resp.
r(−θq)
r(−θ) ) is not an `-th power in Fq2. Then, if n is odd or if 4|nt, all polynomials in the sequence
gm are irreducible in Fq[x].
Proof. Since
(σθ)−1 · ∞ = 1, σθ · 0 = −θq,
we have that η(g;σ) = g(−θ
q)
g(−θ) . The assertion then follows by equation (6) and an application of
Theorem 4.1 to σθ and t. 
We consider F∗q as a subgroup of GL2(Fq) through the embedding sending a ∈ F∗q to
[
a 0
0 a
]
.
Let PGL2(Fq) = GL2(Fq)/F∗q and consider the matrix Ac =
[
0 1
c 1
]
. We denote by D its order
in PGL2(Fq). Since D|q+1, Theorem 4.3 applies to the transform fQc,D , thus providing a partial
answer to Problem 1 in [PRW], section 5.
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