I. INTRODUCTION
A s it is known vision systems onboard unmanned aerial vehicles (UA V's) are subject to highly dynamic vibrations for several sources. The vibrations produced by the engine, the rotor blades and other rotating couplings are typical examples. These vibrations introduce a significant degradation in the quality of the captured images. In fact, this degradation is a drawback in some UAV's applications. Because of that, it is often required harsh post filtering. However, it can introduce a significant phase lag, reducing undesirably the control bandwidth of the helicopter. Moreover, vibrations problems are exacerbated in small size aircrafts, where vibrations isolation is more difficult and the possible options to diminish them are limited by requirements of low weight and low power consumption. Furthermore, their cost should have a comparable scale to that of the aircraft, in order to avoid reducing the impact of such a system to market. In this paper a low-cost vision system will be considered using low quality cameras to perform the image capture. In addition to the reduction of the vibrations influence over the captured images, the motions of the dynamic platform holding the cameras should have a soft, precise and rapid response. PID controllers continue to dominate most dynamic platforms due to its simplicity and ease of design in the absence of an exact aircraft model. In this paper, it is presented an intelligent control strategy in order to improve the whole performance 978-1-4244-7101-0/l0/$26.00 ©2010 IEEE of a low-cost vision system.
In section II, a description of the used dynamic platform and the simulation environment developed to test the control strategies is presented. In section III, the intelligent control strategy is depicted in more detail. In fact, a description of the Adaptive Neuro-Fuzzy Inference System used to devise the intelligent control strategy is given. In section IV, some results are presented and in section V the conclusions are mentioned.
II. SIMULATION PLATFORM
In this paper the dynamic platform SPT 200 SERVICITY has been used. It is designed to support a 0.9 Kg camera; moreover it has V4 inch axles which are supported to double ball bearing and they make possible to put the camera on different angles of pan and tilt. There are two servomotors incorporated to the platform which allow changing the camera position according to each degree of freedom: yaw and pitch angle.
The dynamic platform mounted on the helicopter is shown in Figure 1 , and the Figure 2 shows a detailed photograph of the platform and the low-cost camera. In order to simulate this platform a detailed model has been built by a computer assisted design software. In particular the Autodesk Inventor [1] has been used in this work. The different pieces of the platform have been inserted in the model in order to achieve a detailed mechanical model. In Figure 3 it is shown the resultant model. The pieces have been divided into three groups: the base, the joint that allows carrying out movements on yaw angle; and the joint that allows carrying out movements on pitch angle. The inertia matrix and the centre of gravity have been calculated for each group to include them on the simulation. Furthermore, a simulation platform have been developed including additionally PID controllers for each servomotor and the camera, along with some spring-mass systems in order to take into account the flexible structure of the platform. In Figure 4 it is shown the block diagram carried out in Simulink [2] . The model is subjected to vibrations to simulate the vibrations caused by the helicopter. Therefore two blocks were introduced to achieve a two-dimensional vibration, one of them into the axis of gravity and another into a perpendicUlar axis. The target of the whole system is to move the pan-tilt platform using the servomotors to certain target angles in yaw and pitch. Moreover, it is desirable when the final position is achieved the camera should be the most stable possible in order to avoid the captured image is blurred. This situation occurs if the camera position has the same coordinates (x, y, z) along the time frame when the image is being captured.
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It is important to remark that the performance of the control system is strongly linked to the right choice of the controller parameters. In this case, these parameters are the proportional constants (Kp), derivative constants (Kd) and integral constants (Kj) of the two PID controllers. The equation (1) shows the final form of the PID algorithm where u(t) is the controller output. The output of the PID controller indicates the torque value in order to be applied to the joints of the pan-tilt platform.
However, there are limit values in the real situation. Because of that, this saturation condition has been modeled by a maximum and a minimum torque value as it is shown in Figure 5 .
III. CONTROL ALGORITHM
As it was pointed out in the previous section the right election of the control parameters is essential to achieve a satisfactory result. Note that, the objectives of the control strategy are multiple. That is, it is necessary the control system allows reaching the angles setpoints in a fast and precise way. In addition to, the camera should be kept without considerable movement when the images are captured. Furthermore, the control system performance depends on the particular angle setpoints and the vibration characteristics affecting the camera position. Because of that, it is reasonable to take into consideration the particular angle setpoints and the particular vibrations affecting the camera movements in order to choose the controller parameters. In this paper, a criterion function has been defined in order to associate a performance index with each setpoint and each kind of vibration. Furthermore, their frequencies have been taken as significant characteristic of the vibrations. The criterion function has been defined such that it is weighted the displacement of the camera around the final position, the pitch angle error and the yaw angle error. In this way, the values of the criterion function are directly linked to the performance of the control system in terms of precision in the desired angles and small movements when the images are being captured. In fact, a value of the criterion function could be calculated for each combination of pitch angle setpoint, yaw angle setpoint, frequency of vibration in the gravity axis (fy) and frequency of vibration in the perpendicular axis (fx), in addition to a particular selection of the controller parameters. In fact, only sinusoidal vibrations have been considered in order to evaluate the criterion function. Taking into account these dependencies an iterative process were carried out where the proportional constants of both PID controllers were modified, keeping other parameters invariant for each combination of pitch angle setpoint, yaw angle setpoint, frequency of vibration in the gravity axis and frequency of vibration in the perpendicular axis. This approach has been used by simplicity, given a modification of more controller parameters will contribute to increase in a notably way the computer charge of the iterative process The proportional constant were modified between 5 and 55 in steps of 10 units for each combination. Once the iterative process has been finished it was possible to obtain the proportional constants, which minimize the criterion function for each combination of pitch angle setpoint, yaw angle setpoint, frequency of vibration in the gravity axis and frequency of vibration in the perpendicular axis. In this way, it is obtained a matrix with 10080 rows, considering in each row the proportional constants with a minimum value of the criterion function and the combination of values indicated above. In this calculation process yaw values from 0 to 90°, pitch values from 10° to 90°, frequencies on the axis of gravity from 1 to 131 Hz, and frequencies on the perpendicular axis from 1 to 71 Hz have been considered. It is important to point out that the typical vibration frequencies are around this range [3] [4] At this point, it would be adequate to devise a system, which is able to provide the most convenient proportional constants for each situation. The Artificial intelligence techniques based on a training set could be a good choice. One option could be the Neural Networks [5] [6], where their learning properties are adequate for the problem undertaken. However, the Neural Network is essentially a 'black box'. Because of that, it has often been criticized for exhibiting a low degree of human comprehensibility. Determining exactly why it makes a particular decision is a daunting task. Instead of, an alternative Neuro-Fuzzy approach has been chosen in this paper. A Neuro-Fuzzy approach based on the scheme proposed by Jang [7] [8] [9] has been used. This kind of approaches is known as Adaptive Neuro-Fuzzy Inference Systems (ANFIS systems). In this framework, a neuro-adaptive learning method has been used. This method works similarly to neural networks, using a given input/output data set.
It is a method that interprets the values in the input vector based on a set of rules and assigns values to the output vector. This involves the choice of the membership functions and fuzzy logics operators, the design of fuzzy rules, the choice of the aggregation mechanism, the involvement of the fuzzy rules (inference mechanism), and finally, the defuzzification method for obtaining a numeric output. In Figure 6 it is shown a diagram of the used ANFIS. In the following a description of the ANFIS structure is presented. For the sake of simplicity, the structure will be particularized to the case of a system with two inputs, x and y, each one with two membership functions, IlAi y IlBj, respectively, and an output z. Hence, this system is associated with two fuzzy if-then rules of Takagi-Sugeno type which are: If x is !lAI and y is !lBI then zl= pIx + qly + rl ; (2a) If x is !lA2 and y is !lB2 then z2= p2x + q2y + r2 ; (2b) where P i, qi, ri are the consequent parameters.
In the first layer, each node has an output defined as:
where n is the number of membership functions of the inputs x and y, because, in this case, it is assumed that the two inputs have the same number of membership functions.
The second layer multiplies the input signals and each output of a node 1t corresponds to the consequent for each rule. Note that, it represents the weight of the conclusion of each rule:
In the third layer, the output of each node N corresponds to the standard weights:
The fourth layer calculates the output as a sum of the previous ones:
Finally, the fifth one adds all outputs of the fourth layer and it gives as output a real number: (8) It could be said that the ANFlS systems can be broken down into three main phases: collection of input/output data in a form that it will be usable by ANFIS for training, the creation of a Fuzzy System [10] as initial structure, and the application of a learning algorithm consisting of a combination of the least-squares method and the backpropagation gradient descent method for training the ANFIS parameters. It is important to remark that these parameters are the premise and consequent parameters. In this paper, the input to the ANFIS system are the pitch setpoint, the yaw setpoint, the frequency of the vibration in the gravity axis and the frequency of the vibration in the perpendicular axis, whereas the outputs are the proportional constants for the PID controllers in the yaw and pitch degree of freedom.
Once we have chosen the ANFIS structure described previously, the ANFIS was trained with the eighty percentage of the data obtained above. Once the training phase has been concluded the twenty percentage of data are used to validate the ANFIS system. That is, a certain number of data are reserved to test the generalization properties of the resultant ANFIS. Note that, the final system is a zero order Sugeno fuzzy inference system [11] . In fact, it is important to remark that two ANFIS systems with one output were used, instead of one ANFIS system with two outputs. In this way, a better behavior of the resultant ANFIS systems was achieved.
This two trained ANFIS systems are incorporated to the simulation environment into two simulink blocks (ANFIS Kp l and ANFIS Kp 2 )' These blocks will be referred as ANFIS blocks in the following. The ANFIS blocks need as input the desired yaw and pitch angles and the frequencies of the vibration signals. In figure 7 it is shown a sketch with the ANFIS blocks. The desired yaw and pitch angles are marked by the trajectory to follow, whereas the frequencies are determined by other blocks. These blocks have been introduced between the vibration signal and the ANFIS Controller blocks. Note that, the vibration signals applied in this case have a certain spectral composition of frequencies. They are not sinusoidal signals in general. Because of that, these blocks are in charge to apply the Fast Fourier transform and to obtain a certain number of dominant frequencies. Figure 8 shows as the vibration signals are introduced in the FFT blocks in order to calculate the frequencies each 0. 5 seconds. In this paper, ten dominant frequencies have been taken for each vibration signal. That is, the first ten frequencies sorted by the magnitude of the FFT components are considered, and they are sent to the ANFIS Controller blocks. Note that, there are ten dominant frequencies for fx and fy respectively. These frequencies are considered in the system shown in Figure 7 , obtaining a Kp l and a Kp 2 for each frequency. After that, a weighted average is calculated in order to achieve the final proportional constant of the respective PID controllers. In this case, the weights are the different multiplications of the amplitudes corresponding to the dominant frequencies of fx and fy. As it can be seen in figure 7 , two initial proportional constant values are taken for the first 0. 5 seconds. After, the proportional constant values are chosen as it was pointed out above.
In figure 9 it is shown the frequency of the maximum amplitude in the perpendicular axis versus the time from one of the FFT blocks. In summary, it could be said that these different frequencies are used as inputs to the ANFIS system and a weighted average is applied to the obtained outputs, where the weights are the magnitudes of the respective FFT components. In this way, it is obtained a value for the proportional constant Kp l to the PID controller linked to the yaw degree of freedom and another value Kp 2 for the PID controller linked to the pitch degree of freedom. Note that this is the core of the intelligent control strategy and that the accelerations of the vibrations are directly measured by an accelerometer sensor before being processed.
IV. APPLICATION
Once the intelligent control strategy has been depicted in the previous section, along with the simulation platform the results of the trials are shown in this section. Several trials have been carried out. In these trials as it was pointed out in the previous section desired yaw values from 0 to 90° and pitch values from 10 to 90° have been considered. On the other hand, the possible frequencies of the vibration on the axis of gravity from 1 to 131 Hz, and frequencies on the perpendicular axis from 1 to 71 Hz have been considered. This range of vibrations is typical in small helicopters, considering that the most influence vibrations are originated in the engine, the main rotor and the tail rotor.
In order to test the algorithm several trajectories of yaw and pitch angles have been tested. In figure 10 it is shown the evolution of the coordinate x with the intelligent control strategy versus the evolution using only the classical PID technique. In this case, the yaw setpoint angles and pitch setpoint angles have been kept invariant during intervals of one second. As it could be appreciated in figure 10 the coordinate x is practically constant at one second and in the period of time near one second with a changeable proportional constant. Whereas, when a fixed proportional constant is taken there is a considerable displacement. However, the responses are similar at 2, 3 and 4 seconds. In the case of the period between 4 and 5 seconds small differences are appreciated. It is important to point out that the intelligent control approach has got a better behaviour in order to capture images with a better quality. Similar results are obtained for the other coordinates.
In order to study the influence of the control algorithm in the evolution of the angles, a graph of the yaw angle versus time is shown in Figure 11 .
As it could be appreciated considerable better results are achieved for the intelligent control approach in the interval between 0 and 1 second. In the case of the others intervals, similar results are obtained. However, it is important to remark that a softer response is obtained by the intelligent control approach and the angle setpoint is reached before. Similar results are obtained for the pitch angle.
In figure 12 the changes in the proportional constant for the PID linked to the yaw angle is shown. As it can be seen there is an abrupt jump at 0.5 seconds. It is because there are not frequencies values before this time. That is, the algorithm waits for a small period of time in order to process the accelerations in order to obtain the spectral frequency. Because of that, it is taken a fixed initial proportional constant. Once 0.5 seconds have been elapsed the intelligent control approach starts giving proportional constant values according to the outputs of ANFIS systems. In this paper a simulation platform of a low-cost vision system for an unmanned aerial vehicle has been built. This platform allows simulating the influence of the typical helicopter vibrations and the motion of the pan-tilt platform. A detailed model of this platform has been incorporated to the global simulation platform. Furthermore, an intelligent control strategy based on ANFIS systems has been devised and tested. Satisfactory results have been achieved in the carried out trials.
