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Abstract
Linear forms in logarithms over connected commutative algebraic groups
over Q have been studied widely. However, the theory of linear forms in loga-
rithms over noncommutative algebraic groups have not been developed as the
one of the commutative algebraic groups and in this paper we start study-
ing linear forms in logarithms over affine groups. Let G be a connected affine
group over Q with Lie algebra g and let B be a fixed basis of g. Let W be
a linear subspace of g ⊗Q C = Lie(G(C)) defined by Q−linear forms and
we denote by h(W ) its height. For any u ∈ Lie(G(C)), denote by d(u,W )
the distance (with respect to B) between u and W . In this paper we show
that if u ∈ Lie(G(C)) \W is such that expG(C)(u) ∈ G(Q), then there are b
independent of W and c independent of W and u such that
log(d(u,W )) > −bcmax{h(W ), 1}
Moreover, b and c are effective and completely explicit.
1 Introduction
The theory of linear forms in logarithms has been one of the most fruitful fields in
number theory for many years. The purpose of this paper is to find lower bounds of
linear forms in logarithms over affine groups over Q. Moreover, the result we shall
obtain will be completely explicit and optimal in the sense of Remark 4.2.
Let h : PN (Q) → R be the absolute logarithmic function. In 1935 Gelfond showed
that there is a constant b > 0 with the following property: for all β1, β2 ∈ Q and
α1, α2 ∈ Q \ {0} such that log(α1)log(α2) 6∈ Q, there is κ > 5 independent of {β1, β2} such
that
log(|β1 log(α1) + β2 log(α2)|) ≥ −bmax{h([β1 : β2]), 1}κ.
1
2Later Baker could generalize the previous result for several variables. This means
that there is b > 0 such that for all β0, . . . , βn ∈ Q and α1, . . . , αn ∈ Q \ {0} with
β0 +
n∑
i=1
βi log(αi) 6= 0
there exists a constant κ enoughly big and independent of h([β0 : . . . : βn]) such that
log
(∣∣∣∣β0 +
n∑
i=1
βi log(αi)
∣∣∣∣
)
> −bmax{h([β0 : . . . : βn]), 1}κ.
In the following years, Baker et al. were able to improve the values of b and κ
and they obtained several applications, see [14]. The last significant progress in this
direction was done by Matveev in [10]. The previous results are minorizations of
linear forms in logarithms over connected algebraic tori over Q. Thus it was natural
to study linear forms in logarithms over other algebraic groups. Let G be a connected
algebraic group over Q of dimension n. We denote by g its Lie algebra and we fix
a basis B = {e1, . . . , en} of g. We identify G(Q) with the closed points of G and
we consider it a subset of G(C). The set G(C) has a C−Lie group structure such
that there exists an isomorphism of C−vector spaces Lie(G(C)) ∼= g⊗Q C; thus we
identify Lie(G(C)) with g⊗QC and assume that B is a basis of Lie(G(C)) (identifying
g with g⊗Q 1). Moreover, we define the norm
‖ · ‖B : Lie(G(C)) −→ R,
∥∥∥∥
n∑
i=1
ziei
∥∥∥∥
B
=
n∑
i=1
|zi|2
and for any subset V of Lie(G(C)) and u ∈ Lie(G(C))
dB(u, V ) := inf
v∈V
‖u− v‖B.
For any field Q ⊆ K ⊆ C, we say that a linear subspace W of Lie(G(C)) is defined
over K with respect to B if it has a basis {w1, . . . ,wd} where wj :=
∑n
i=1 yi,jei with
yi,j ∈ K for all i ∈ {1, . . . , n} and j ∈ {1, . . . , d}. When W is defined over Q, we
denote by hB(W ) the height of W with respect to B (in Notation and conventions
we state the precise definition of hB(W )). Assume that G is embedded in P
N and
set e := expC(1). First, Philippon and Waldschmidt [11, Thm. 1.2] showed that if G
is commutative, W is an hyperplane of Lie(G(C)) defined over Q with respect to B
and u ∈ Lie(G(C)) \W is such that expG(C)(u) ∈ G(Q), then there are
b1 := log
(
max
{
e, h(expG(C)(u)), ‖u‖2B
})n+1 ·max{e, h(expG(C)(u)), ‖u‖2B}n
and c1 independent of u and W such that
log(dB(u,W )) ≥ −c1b1max{e, hB(W )}n+1.
3Later Hirata-Kohno [8, Thm. 2.1] showed that with the assumptions as in the state-
ment of Philippon and Waldschmidt there is c2 independent of u and W such that
log(dB(u,W )) ≥ −c2b1 log
(
max{e, hB(W )}
)
max{e, hB(W )}.
Finally, Gaudron improved in [5, Thm. 2] the results of Hirata-Kohno. This means
that with the assumptions of the statement of Philippon and Waldschmidt there is
c3 independent of u and W such that
log(dB(u,W )) ≥ −c3b1max{1, hB(W )}.
Moreover, Gaudron showed that this inequality is optimal in terms of hB(W ), see
[5, Sec. 3.2]. The constants ci obtained by Philippon, Waldschmidt, Hirata Kohno
and Gaudron are effective but they are not completely explicit. The few exceptions
are the cases where G is a connected commutative affine group (see [1, Thm.] and
[13, Thm. 9.1]), G is the direct product of connected commutative elliptic curves
(see [4, Thm. 2.1]), and G is an abelian variety (with some technical conditions, see
[6, Thm. 1.1]).
Hitherto we have seen results about linear forms in logarithms over commutative
connected algebraic groups. Hence it is natural to study linear forms in logarithms
over noncommutative connected algebraic groups. We give the first step in this way
finding lower bounds for linear forms in logarithms over connected affine groups over
Q. Let K be a finite extension of Q and G be a connected affine group over K. Let g
be the Lie algebra of G and fix a basis B = {e1, . . . , en} of g. It is a well known that
affine groups are linear, see [3]. Thus we assume that G is an algebraic subgroup of
GLm and we embed GLm into P
m2 as follows:
GLm −→ Pm2 ,
(
(gi,j)1≤i,j≤n
)
7→ [1 : g1,1 : g1,2 : . . . : g1,m : g2,1 : . . . : gm,m].
Let glm be the Lie algebra of GLm and recall that we identify Lie(GLm(C)) with
glm⊗KC. The Lie algebra glm will be identified with the set of m×m matrices with
coefficients in K from now on. For each i, j ∈ {1, . . . , m}, let f(i−1)m+j be the matrix
with all entries equal to 0 except the one in the ith row and jth column which is
1. Hence B0 :=
{
f(i−1)m+j : i, j ∈ {1, . . . , m}
}
is a basis of glm and consequently
a basis of Lie(GLm(C)). Denote by ⋆ the martix product in Lie(GLm(C)). For each
u ∈ Lie(G(C)), let ju be the Jordan canonical form of u and let Cu(K) be the subset
of invertible elements v of Lie(GLm(C)) (in other words v ∈ GLm(C) is such that
det(v) 6= 0) with entries in K such that v ⋆ ju ⋆ v−1 = u. If v =
∑m2
k=1 zkfk with
z1, . . . , zm2 ∈ Q, write h′(v) := h([1 : z1 : . . . : zm2 ]). We say that u is a K−point
if expG(C)(u) ∈ G(K) and the characteristic polynomial of expG(C)(u) (considering
4expG(C)(u) an element of GLm(C)) splits in K. If u is a K−point, then Cu(K) is not
empty, see [9, Sec. 7.3]. For u which is a K−point, we define
b2(u) := inf
v∈Cu(K)
max
{
e, h′(v),
‖v‖mB0
det(v)
}
For all d ∈ {1, . . . , n}, set
Ad :=
{
i = (i1, . . . , id) ∈ Nd : 1 ≤ i1 < . . . < id ≤ n
}
A′d :=
{
i = (i1, . . . , id) ∈ Nd : 1 ≤ i1 < . . . < id ≤ m2
}
and denote by ∆K the discriminant of K. The main result of this paper is the
following.
Theorem 1.1. Let d ∈ {1 . . . , n− 1} and W be a d−dimensional linear subspace of
Lie(G(C)) defined over K with respect to B. Take u ∈ Lie(G(C)) \W a K−point.
For each j ∈ {1, . . . , n}, write ej =
∑m2
i=1 zi,jfi. For all i = (i1, . . . , id) ∈ Ad and
i′ = (i′1, . . . , i
′
d) ∈ A′d, set
Γi,i′ := det
((
zik ,i′j
)
1≤k,j≤d
)
and let Γ the element of P|Ad||A
′
d
|−1(K) with entries Γi,i′ for each i ∈ Ad and i′ ∈ A′d.
Set
b3 :=b2(u)max
{
e, h
(
expG(C)(u)
)
, ‖u‖B
}
,
c4 :=2
32m+31max
{
log(|∆K|), 1
}
[K : Q]m+5(m2 − d)4mm2+8m+25
·max
{
e,
√√√√n m2∑
i=1
n∑
j=1
|zi,j |2
}m2+2m+2
max{1, h(Γ)}.
Then
log(dB(u,W )) ≥ −c4 log(b3)bm+13 max{1, hB(W )}.
It is clear that if u ∈ Lie(G(C)) and expG(C)(u) ∈ G(Q), then K may be taken
big enough to have that u is a K−point, see Remark 4.1. With respect to hB(W ),
Theorem 1.1 is optimal as we will see in Remark 4.2. The number b2(u) may look
unnatural in Theorem 1.1 (i.e. it has not analogous value in the commutative case)
but, as it is seen in Remark 4.3, it is necessary.
This paper is organized as follows. In Section 2 we state the definition of the height
of a linear subspace and we present some technical lemmas that will be used in the
subsequent sections. In Section 3 we obtain a similar result to Theorem 1.1 when G =
GLm andW is a hyperplane of Lie(GLm(C)). In Section 4 we use the main statement
of the previous section to demonstrate Theorem 1.1; after the demonstration is
concluded, we make some remarks about this theorem.
5Notation and conventions
In this paper, expC is the complex exponential function while e := expC(1). For any
z ∈ C, z is its complex conjugate and |z| := √zz. We assume that Q, Q and all its
finite extensions are already embedded in C in this article.
Let K be a finite extension of Q. Denote by A(K)∞ the set of archimedean places
of K and A(K) the set of places of K. For all v ∈ A(K)∞, let | · |v be the normalized
absolute value of the completion Kv of K in the place v (i.e. |2|v = 2). Set nv = 2
if v is complex and nv if v is not complex. Let v ∈ A(K) \ A(K)∞ be p−adic (an
extension of the place | · |p of Q) and | · |v is the normalized absolute value of the
completion Kv of K in the place v (i.e. |p|v = 1p); in this case, write nv := [Kv : Qp].
For all p = [p0 : . . . : pN ] ∈ PN (K), define the logarithmic heights as follows
h(p) :=
1
[K : Q]
∑
v∈A(K)
nv log
(
max{|p0|v, . . . , |pN |v}
)
,
h′(p) :=
1
[K : Q]
∑
v∈A(K)
nv log
(
max{1, |p0|v, . . . , |pN |v}
)
,
hˆ(p) :=
1
[K : Q]
∑
v∈A(K)\A(K)∞
nv log
(
max{|p0|v, . . . , |pN |v}
)
+
1
[K : Q]
∑
v∈A(K)∞
nv
2
log
(
N∑
k=0
|pk|2v
)
.
Note that
h(p) ≤ hˆ(p) ≤ h(p) + log(N + 1)
2
.
The definitions of h(p), hˆ(p) and h′(p) do not depend on K and therefore their
definitions may be extended to PN(Q). For all x ∈ Q, we write h′(x) := h([x : 1]).
All the varieties X considered in this paper will be Spec(C)-schemes. We say that
X is defined over K ⊆ C if there is Y → Spec(K) such that X = Y ×Spec(K) Spec(C).
If X is defined over K, the set of closed points of X → Spec(K) is identified with
X(K) := HomSpec(K)(Spec(K), X)
and therefore for any fields Q ⊆ K ⊆ L ⊆ C we shall consider X(K) ⊆ X(L). For
any algebraic group H over K of dimension n, the group H(C) has a C−Lie group
structure. The Lie algebra associated to H(C) will be denoted by Lie(H(C)) and
its exponential map will be denoted by expH(C) : Lie(H(C)) → H(C). If h is the
Lie algebra of H , then Lie(H(C)) will be identified with h⊗K C. Thus given a basis
B = {e1, . . . , en} of h, we abuse of notation considering it a basis of Lie(H(C)).
For any v1, . . .vr ∈ Lie(H(C)), denote by
〈
v1, . . . ,vr
〉
the subspace of Lie(H(C))
6generated by v1, . . .vr. We define the norm
‖ · ‖B : Lie(H(C)) −→ R,
∥∥∥∥
n∑
i=1
ziei
∥∥∥∥
B
=
n∑
i=1
|zi|2
and for any subset V of Lie(H(C)) and u ∈ Lie(H(C))
dB(u, X) := inf
v∈V
‖u− v‖B.
We say that a linear subspaceW of Lie(H(C)) is defined over K with respect to B if it
has a basis {w1, . . . ,wd} where wj :=
∑n
i=1 yi,jei with yi,j ∈ K for all i ∈ {1, . . . , n}
and j ∈ {1, . . . , d}; equivalently W is defined over K with respect to B if W is
defined by K−linear forms with respect to B. Now we define hB(W ) whenever W is
defined over Q with respect to B. Set
Ad :=
{
i = (i1, . . . , id) ∈ Nd : 1 ≤ i1 < . . . < id ≤ n
}
and for each i ∈ Ad write
Λi := det
((
yik,j
)
1≤k,j≤d
)
.
Considering
[
Λi
]
i∈Ad
as an element of P|Ad|−1(Q), write
hB(W ) := h
([
Λi
]
i∈Ad
)
and hˆB(W ) := hˆ
([
Λi
]
i∈Ad
)
.
The definitions of hB(W ) and hˆB(W ) depend on B, however it can be proven that
they do not depend on {w1, . . . ,wd}, see [12]. In particular, if w :=
∑s
j=1 ziei 6= 0
with z1, . . . , zs ∈ Q, then
hB
(〈
w
〉)
= h([z1 : . . . : zs]) and hˆB
(〈
w
〉)
= hˆ([z1 : . . . : zs]).
In this paper K is a finite extension of Q and G is a n−dimensional connected
algebraic subgroup of GLm defined over K with g its associated Lie algebra. We
denote by glm the Lie algebra of GLm which be identified with the set of m × m-
matrices with coefficients in K. For each i, j ∈ {1, . . . , m}, let f(i−1)m+j be the matrix
with all entries equal to 0 except the one in the ith row and jth column which is 1.
Hence B0 :=
{
f(i−1)m+j : i, j ∈ {1, . . . , m}
}
is a basis of glm and therefore a basis of
Lie(GLm(C)). For z1 . . . , zm2 ∈ Q, write
h′
( m2∑
k=1
zkfk
)
:= h′([z1 : . . . : zm2 ]).
GLm is embedded into P
m2 with the morphism
GLm −→ Pm2 ,
(
(gi,j)1≤i,j≤m
)
7→ [1 : g1,1 : g1,2 : . . . : g1,m : g2,1 : . . . : gm,m].
Given u ∈ Lie(G(C)) and W a linear subspace of Lie(G(C)), ci will a real number
independent of u and W , and bi will be a real number independent of W for all
i ∈ N.
72 Preliminaries
In this section we demonstrate some auxiliary lemmas that will be used in the next
sections. From now on B := {e1, . . . , en} is a basis of g and therefore a basis of
Lie(G(C)). Since G is an algebraic subgroup of GLm, we shall consider g (resp.
Lie(G(C))) a Lie subalgebra of glm (resp. Lie(GLm(C))). Thus there are zi,j ∈ K
such that ej =
∑m2
i=1 zi,jfi for each j ∈ {1, . . . , n}. Let W be a linear subspace of
Lie(G(C)) defined over K with respect to B. Since g is a Lie subalgebra of glm, W
may be considered a linear subspace of Lie(G(C)) defined over K with respect to
B0.
Lemma 2.1. Let
W⊥ :=
{
m2∑
k=1
ykfk ∈ Lie(GLm(C)) :
m2∑
k=1
ykzk = 0 whenever
m2∑
k=1
zkfk ∈ W
}
.
Then ∣∣hB0(W )− hB0(W⊥)∣∣ ≤ log
(
m2
d
)
.
Proof. From [12, Lemma 5G & Sec. 8] it its deduced that
hˆB0(W ) = hˆB0
(
W⊥
)
.
Recall that for all for all p ∈ PN(Q)
h(p) ≤ hˆ(p) ≤ h(p) + log(N + 1)
2
.
Thus ∣∣hB0(W )− hˆB0(W )∣∣, ∣∣hˆB0(W⊥)− hB0(W⊥)∣∣ ≤ 12 log
(
m2
d
)
and the result follows easily.
Now we compare the height ofW with respect to B and the height ofW with respect
to B0 (as a linear subspace of Lie(GLm(C))). For all d ∈ {1, . . . , n}, set
Ad :=
{
i = (i1, . . . , id) ∈ Nd : 1 ≤ i1 < . . . < id ≤ n
}
A′d :=
{
i = (i1, . . . , id) ∈ Nd : 1 ≤ i1 < . . . < id ≤ m2
}
and for each i = (i1, . . . , id) ∈ Ad, i′ = (i′1, . . . , i′d) ∈ A′d write
Γi′,i := det
((
zi′
k
,ij
)
1≤k,j≤d
)
.
Let Γ be the element of P|Ad||A
′
d
|−1(K) with entries Γi,i′.
8Lemma 2.2.
hB0(W ) ≤ hB(W ) + h(Γ) + log
(
m2
d
)
.
Proof. Let {w1, . . . ,wd} be a basis of W such that wj :=
∑n
i=1 yi,jei with yi,j ∈ K
for all i ∈ {1, . . . , n} and j ∈ {1, . . . , d}. For each i ∈ {1, . . . , m2} and j ∈ {1, . . . , d},
define y′i,j :=
∑n
k=1 zi,kyk,j. Hence, for all j ∈ {1, . . . , d}
(2.1) wj =
m2∑
i=1
y′i,jfi.
Now set for all i = (i1, . . . , id) ∈ Ad and i′ = (i′1, . . . , i′d) ∈ A′d
Λi := det
((
yik,j
)
1≤k,j≤d
)
and Λ′
i′
:= det
((
y′i′
k
,j
)
1≤k,j≤d
)
.
For all i′ ∈ A′d, the Cauchy-Binet formula and (2.1) yield
Λ′
i′
=
∑
i∈Ad
Γi′,i · Λi
Thus a standard height bound calculation (see for instance [7, Thm. B.2.5]) leads to
hB0(W ) ≤ hB(W ) + h(Γ) + log
(
m2
d
)
.
Lemma 2.3. Let g, l ∈ GLm(Q). Then
h
(
l−1gl
) ≤ h(g) +mh(l) + log(m2 +m
m
)
+ log(m2 + 1).
Proof. Write g = [1 : g1 : . . . : gm2 ], l = [1 : l1 : . . . : lm2 ] and l
−1 =
[
1 : l′1 : . . . : l
′
m2
]
.
Define the polynomials P1, . . . , Pm2 ∈ Q[x0, . . . , xm2 ] as follows: if k = (i− 1)m+ j
with 1 ≤ i, j ≤ m, then
Pk(x0, . . . xm2) =
∑
1≤r,s≤m
l′(i−1)m+rl(s−1)m+jx(r−1)m+s.
Thus, if P := (1 : P1 : . . . : Pm2)
(2.2) h
(
l−1gl
)
= h(P (1, g1, . . . , gm2)).
Considering
[
l′ilj
]
1≤i,j≤m2
as an element of Pm
4−1, a standard height bound calcula-
tion (see for instance [7, Thm. B.2.5]) yields
h(P (1, g1, . . . , gm2)) ≤ h(g) + h′
([
l′ilj
]
1≤i,j≤m2
)
+ log(m2 + 1).(2.3)
9The scalars l′1, . . . , l
′
m2 are the cofactors of l divided by det(l). Thus there are homo-
geneous polynomials Q1, . . . , Qm2 ∈ Z[x1, . . . , xm2 ] with coefficients ±1 and degree
m− 1 such that
Qk(l1, . . . , lm2)
det(l)
= l′k.
Proceeding ones more as in [7, Thm. B.2.5], we find that
h′
([
l′ilj
]
1≤i,j≤m2
)
≤ mh(l) + log
(
m2 +m
m
)
(2.4)
and the statement follows from (2.2), (2.3) and (2.4).
The proof of the following lemma is exactly the same as the proof of Lemma 2.3.
Lemma 2.4. Let u,v ∈ Lie(GLm(C)) with v an invertible matrix and let v−1 be
the inverse matrix of v.If the entries of u and v are in Q, then
h′
(
v−1 ⋆ u ⋆ v
) ≤ h′(u) +mh′(v) + log(m2 +m
m
)
+ log(m2 + 1).
Now we want to bound the norm of the conjugation of u by v−1 in terms of u and
v.
Lemma 2.5. Let u,v ∈ Lie(GLm(C)) with v an invertible matrix and let v−1 be
the inverse matrix of v. Then
‖v−1 ⋆ u ⋆ v‖B0 ≤ (m+ 1)!
‖v‖mB0
det(v)
‖u‖B0 .
Proof. Write u =
∑m2
k=1 zkfk, v =
∑m2
k=1 ykfk and v
−1 =
∑m2
k=1 y
′
kfk. The Cauchy-
Schwarz inequality yields∣∣∣∣ ∑
1≤r,s≤m
y′(i−1)m+ry(s−1)m+jz(r−1)m+s
∣∣∣∣
2
≤
m2
∑
1≤r,s≤m
∣∣y′(i−1)m+ry(s−1)m+jz(r−1)m+s∣∣2
and thereby
‖v−1 ⋆ u ⋆ v‖2B0 =
∑
1≤i,j≤m
∣∣∣∣ ∑
1≤r,s≤m
y′(i−1)m+ry(s−1)m+jz(r−1)m+s
∣∣∣∣
2
≤
∑
1≤i,j≤m
m2
( ∑
1≤r,s≤m
∣∣y′(i−1)m+ry(s−1)m+jz(r−1)m+s∣∣2
)
= m
∑
1≤i,j≤m
∑
1≤r,s≤m
∣∣y′(i−1)m+ry(s−1)m+j∣∣2∣∣z(r−1)m+s∣∣2
≤ m‖u‖2B0
∑
1≤i,j,r,s≤m
∣∣y′(i−1)m+ry(s−1)m+j∣∣2.(2.5)
10
Now see that ∑
1≤i,j,r,s≤m
∣∣y′(i−1)m+ry(s−1)m+j∣∣2 = ‖v‖2B0‖v−1‖2B0(2.6)
The scalars y′1, . . . , y
′
m2
are the cofactors of v divided by det(v). Hence there are
homogeneous polynomials Q1, . . . , Qm2 ∈ Z[x1, . . . , xm2 ] with coefficients ±1 and
degree m− 1 such that
Qk(y1, . . . , ym2)
det(v)
= y′k.
For all k ∈ {1, . . . , m2}, a trivial calculation gives∣∣Qk(y1, . . . , ym2)∣∣ ≤ (m− 1)!‖v‖m−1B0
and this inequality implies that
‖v−1‖2B0 =
m2∑
k=1
∣∣∣∣Qk(y1, . . . , ym2)det(v)
∣∣∣∣
2
≤
(
m!
‖v‖m−1B0
det(v)
)2
.(2.7)
Finally, the claim is a consequence (2.5), (2.6) and (2.7).
3 Main case
In this section we demonstrate Theorem 1.1 in the case where:
• G = GLm.
• W is a hyperplane.
• B is the basis B0.
Nevertheless, this particular case is extremely important in the proof of Theorem
1.1. We explain the main idea of the proof of this particular case. First it is shown,
using the Jordan canonical form and the invariance under conjugation of the trace
operator, that there are λ1, . . . , λm ∈ C and β0, . . . , βm ∈ K depending on u and W
such that expC(λi) ∈ K for all i ∈ {1, . . . , m} and
dB0(u,W ) =
∣∣∣∣β0 +
m∑
i=1
βiλi
∣∣∣∣.
Then, using [13, Thm. 9.1 & Prop. 9.21], we find a lower bound of
∣∣β0+∑li=1 βiλi∣∣.
To conclude the proof, it remains to express this lower bounds in terms of u and W .
11
We stated that [13, Thm. 9.1 & Prop. 9.21] its a crucial tool in this section. Thus,
before we state the main result of this section, we present the following proposition
which is a straight consequence of [13, Thm. 9.1 & Prop. 9.21].
Proposition 3.1. Let λ1, . . . , λm ∈ C be such that αi := expC(λi) ∈ Q for all
i ∈ {1, . . . , m}. Let β0, . . . , βm ∈ Q satisfying that β0+
∑m
i=1 βiλi 6= 0 and let K be a
finite extension of Q such that Q(α1, . . . αm, β0, . . . , βm) ⊆ K. Define a1, . . . , am, b, c
as follows
ai := max
{
h′(αi),
e|λi|
[K : Q]
,
1
[K : Q]
}
,
c := max
{
log([K : Q]), 1
}
,
b := max
{
expC(c), max
1≤i≤m
[K : Q]ai, expC
(
max
0≤i≤m
h′(βi)
)
, e
}
.
Then
log
(∣∣∣∣β0 +
m∑
i=1
βiλi
∣∣∣∣
)
≥ −226mm3m[K : Q]m+2 log(b)
( m∏
i=1
ai
)
c
Proof. Write L := Q(α1, . . . αm, β0, . . . , βm) and define the real numbers Λ, E,
log(A1), . . . , log(Am), log(E
∗) and B as follows
Λ := β0 +
m∑
i=1
βiλi,
E := e,
log(Ai) := max
{
h′(αi),
e|λi|
[L : Q]
,
1
[L : Q]
}
,
log(E∗) := max
{
log([L : Q]), 1
}
,
B := max
{
expC(c), max
1≤i≤m
[L : Q] log(Ai), expC
(
max
0≤i≤m
h′(βi)
)
, e
}
.
. Since Λ 6= 0 and
[L : Q]3 log(B) log(Ai) log(E
∗) ≥ log([L : Q]) log(E)2 ∀i ∈ {1, . . . , m},
we have by [13, Prop. 9.21] that the claim of [13, Thm. 9.1] is true even if λ1, . . . , λm
are not Q−linearly independent. Thus we apply [13, Thm. 9.1] and we get that
log(|Λ|) ≥ −226mm3m[L : Q]m+2 log(B)
( m∏
i=1
log(Ai)
)
log(E∗) log(E)−m−1.
Finally this proposition is true insomuch as
226mm3m[L : Q]m+2 log(B)
( m∏
i=1
log(Ai)
)
log(E∗) log(E)−m−1 ≤
226mm3m[K : Q]m+2 log(b)
( m∏
i=1
ai
)
c.
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Recall that for each u ∈ Lie(G(C)) we have that ju is the Jordan canonical form
of u and Cu(K) is the subset of invertible elements v of Lie(GLm(C)) (as matrices)
with entries in K such that v ⋆ ju ⋆ v
−1 = u. Also remember that u is a K−point
if expG(C)(u) ∈ K and the characteristic polynomial of expG(C)(u) (as an element of
GLm) splits in K.
Proposition 3.2. Let W be an hyperplane of Lie(GLm(C)) defined over K and
u ∈ Lie(GLm(C)) \W a K-point. Define
b4 :=b2(u)max
{
h(expGLm(C)(u)), ‖u‖B0 , e
}
c5 :=2
32m+24mm
2+8m+13[K : Q]m+5.
Then
log(dB0(u,W )) ≥ −c5 log(b4)bm+14 max{1, hB0(W )}.
Proof. Inasmuch as W is an hyperplane, there are y1, . . . , ym2 ∈ K satisfying:
i) W =
{∑m2
k=1 zkfk ∈ Lie(GLm(C)) :
∑m2
k=1 ykzk = 0
}
.
ii) There is k ∈ {1, . . . , m2} such that yk = 1.
We assume without loss of generality that y1 = 1. Let t1, . . . , tm2 ∈ C be the scalar
which satisfy u =
∑m2
k=1 tkfk. Set
w :=
∑
1≤i,j≤m
y(j−1)m+if(i−1)m+j .
Let v ∈ Cu(K) and write
b5(v) := max
{
e, h′(v),
‖v‖mBGLm
det(v)
}
.
Let s1, . . . , sm2 ∈ K be the scalars such that
v−1 ⋆w ⋆ v =
∑
1≤i,j≤m
s(j−1)m+if(i−1)m+j .
Let r1, . . . , rm2 ∈ K be scalars such that ju =
∑m2
k=1 rkfk. Since ju is a Jordan matrix,
if rk 6= 0 then k = (i−1)m+i for some i ∈ {1, . . . , m} or k = (i−m−1)m+i−m+1
for some i ∈ {m + 1, . . . , 2m − 1}. Moreover, r(i−m−1)m+i−m+1 ∈ {0, 1} for all i ∈
{m+ 1, . . . , 2m− 1}. We abbreviate the notation as follows: for all i ∈ {1, . . . , m}
λi := r(i−1)m+i βi := s(i−1)m+i,
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and
β0 :=
2m−1∑
i=m+1
r(i−m−1)m+i−m+1s(i−m−1)m+i−m+1.
Thus
(3.1)
m2∑
k=1
rksk = β0 +
m∑
i=1
βiλi.
Since the trace operator Tr is invariant under matrix conjugation, we conclude that
(3.2) Tr(u ⋆w) = Tr
(
v−1 ⋆ (u ⋆w) ⋆ v
)
= Tr
(
ju ⋆ v
−1 ⋆w ⋆ v
)
.
Set w′ :=
∑m2
k=1 ykfk. Since ‖w‖B0 = ‖w′‖B0 , see that
dB0(u,W ) =
∣∣∣∑m2k=1 yktk∣∣∣
‖w‖B0
and therefore
‖w‖B0 · dB0(u,W ) =
∣∣∣∣∣
m2∑
k=1
yktk
∣∣∣∣∣
=
∣∣∣∣∣
m2∑
k=1
tkyk
∣∣∣∣∣
=
∣∣Tr(u ⋆w)∣∣
=
∣∣Tr(ju ⋆ v−1 ⋆w ⋆ v)∣∣ by (3.2)
=
∣∣∣∣∣
m2∑
k=1
rksk
∣∣∣∣∣
=
∣∣∣∣∣β0 +
m∑
i=1
βiλi
∣∣∣∣∣ by (3.1).(3.3)
Since u 6∈ W , we have by (3.3) that β0+
∑m
i=1 βiλi 6= 0. Inasmuch as ju is the Jordan
matrix of u, for all i ∈ {1, . . . , m} the complex numbers expC(λi) are the eigenvalues
of expGLm(C)(u) and consequently they are in K. Insomuch as the entries of v and
w are in K, we get that βi ∈ K for all i ∈ {0, . . . , m} and thus the assumptions of
Proposition 3.1 are fulfilled. For each j ∈ {1, . . . , m}, set
c6 := max
{
1, log([K : Q])
}
bj,6 := max
{
h(expC(λj)),
e|λj|
[K : Q]
,
1
[K : Q]
}
b7 := max
{
c6, [K : Q] max
1≤i≤m
bi,6, expC
(
max
0≤i≤m
h′(βi)
)
, e
}
.
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Hence Proposition 3.1 and (3.3) yield
(3.4) log
(‖w‖B0 · dB0(u,W )) ≥ −226mm3m[K : Q]m+2c6 log(b7) m∏
j=1
bj,6.
Now we find a lower bound of log
(
1
‖w‖B0
)
in terms of max{1, hB0(W )}. Lemma 2.1
implies that
|hB0
(〈
w′
〉)− hB0(W )| ≤ log
(
m2
1
)
and, since hB0
(〈
w
〉)
= hB0
(〈
w′
〉)
, we conclude that
(3.5) max
{
1, hB0
(〈
w
〉)} ≤ 4max{log(m), 1}max{1, hB0(W )}.
Insomuch as y1 = 1, we have that
hB0
(〈
w
〉) ≥ 1
[K : Q]
log
(
max
1≤k≤m2
|yi|
)
≥ 1
[K : Q]
log
(‖w‖B0
m
)
and then
log
(
1
‖w‖B0
)
≥ 2max{log(m), 1}[K : Q] max
{
1, hB0
(〈
w
〉)}
(3.6)
From (3.5) and (3.6)
(3.7) log
(
1
‖w‖B0
)
≥ −8max{log(m), 1}2[K : Q] max{hB0(W ), 1}.
Lets find an upper bound of max0≤i≤m h
′(βi) in terms of max{hB0(W ), 1}. Insomuch
as r(i−m−1)m+i−m+1 ∈ {0, 1} for all i ∈ {m+1, . . . , 2m−1}, a standard height bound
calculation (see for instance [7, Thm. B.2.5]) implies that
h′([β0 : . . . : βm]) ≤ h′([s1 : . . . : sm2 ]) + log(2m− 1)
and then
max
0≤i≤m
h′(βi) ≤ h′([β0 : . . . : βm])
≤ h′([s1 : . . . : sm2 ]) + log(2m− 1)
= h′
(
v−1 ⋆w ⋆ v
)
+ log(2m− 1).(3.8)
Write
c7 := 3mmax
{
log
(
m2 +m
m
)
+ log(m2 + 1), 1
}
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so Lemma 2.4 implies that
h′
(
v−1 ⋆w ⋆ v
) ≤ c7b5(v)max{1, h′(w)}
= c7b5(v)max
{
1, hB0
(〈
w
〉)}
since y1 = 1.(3.9)
Calling
c8 := 8c7max{log(2m− 1), 1}max{log(m), 1},
we conclude from (3.8), (3.9) and (3.5) that
(3.10) max
0≤i≤m
h′(βi) ≤ c8b5(v)max{1, hB0(W )}.
Write
b8 := max
{
h(expGLm(C)(ju)), ‖ju‖B0 , e
}
For all j ∈ {1, . . . , m}, we shall find upper bounds of bj,6 and log(b7) in terms of
b8. Recall that for each j ∈ {1, . . . , m} we have that expC(λj) is an eigenvalue of
expGLm(ju) so
(3.11) bj,6 ≤ b8.
Moreover, setting
c9 := max{c6, c8, 2 log([K : Q]), e}
we get from (3.10) and (3.11)
(3.12) log(b7) ≤ c9b5(v) log(b8)max{hB0(W ), 1}
Define
b9 := max
{
h(expGLm(C)(u)), ‖u‖B0, e
}
and the next step is to give an upper bound of b8 in terms of b9. If v =
∑m2
i=1 lifi
and l := [1 : l1 : . . . : lm2 ], then h(l) = h
′(v). Furthermore
expGLm(C)(ju) = expGLm(C)
(
v−1 ⋆ u ⋆ v
)
= l−1 expGLm(C)(u)l
and therefore Lemma 2.3 leads to
(3.13) h
(
expGLm(C)(ju)
) ≤ h(expGLm(C)(u))+mh′(v)+log
(
m2 +m
m
)
+log(m2+1).
Now Lemma 2.5 implies that
(3.14) ‖ju‖B0 ≤ (m+ 1)!
‖v‖mB0
det(v)
‖u‖B0 .
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Setting
c10 := 3max
{
(m+ 1)!, log
(
m2 +m
m
)
+ log(m2 + 1)
}
,
the inequalities (3.13) and (3.14) give
(3.15) b8 ≤ c10b5(v)b9.
We conclude the proof. Set
c11 := 2
26m+3m3m+2[K : Q]m+3c6.
Finally
log
(
dB0(u,W )
) ≥− 226mm3m[K : Q]m+2c6 log(b7) m∏
j=1
bj,6
+ log
(
1
‖w‖B0
)
by (3.4)
≥− c11max{hB0(W ), 1} − c11 log(b7)
m∏
j=1
bj,6 by (3.7)
≥− c11max{hB0(W ), 1} − c11 log(b7)bm8 by (3.11)
≥− c11max{hB0(W ), 1}
− c9c11b5(v) log(b8)bm8 max{hB0(W ), 1} by (3.12)
≥− c5 log
(
b5(v)b9
)
(b5(v)b9)
m+1max{hB0(W ), 1} by (3.15)
and the statements follows since b4 = infv∈Cu(K) b5(v)b9
4 Proof of Theorem 1.1
In this section we demonstrate Theorem 1.1. At the end of this section, we make
some remarks.
Proof. Set
W⊥ :=
{
m2∑
k=1
zkfk ∈ Lie(GLm(C)) :
m2∑
k=1
ykzk = 0 for all
m2∑
k=1
ykfk ∈ W
}
.
Let ∆K be the discriminant of K and define
c12 := 2max
{
m2 − d
2[K : Q]
log
((
2
π
)
|∆K|
)
+
1
2
log
(
m2
m2 − d
)
, 1
}
.
As a consequence of [2, Thm. 9], there are wj :=
∑m2
i=1 yi,jfi with yi,j ∈ K for all
j ∈ {1, . . . , m2 − d} and i ∈ {1, . . . , m2} such that
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i) {w1, . . . ,wm2−d} is a basis of W⊥.
ii)
∑m2−d
i=1 hB0(wi) ≤ c12max
{
hB0(W
⊥), 1
}
.
For each j ∈ {1, . . . , m2 − d}, set
Wj :=
{
m2∑
i=1
zifi ∈ Lie(GLm(C)) :
m2∑
i=1
yi,jzi = 0
}
and
c13 := 2max
{
(m2 − d) log(m2), log
(
m2
d
)
, 1
}
SinceW =
⋂m2−d
i=1 Wi, there isWi such that u 6∈ Wi; assume without loss of generality
that u 6∈ W1. Then
hB0(W1) ≤ hB0
(〈
w1
〉)
+ log(m2) by Lemma 2.1
≤ c12c13max
{
hB0(W
⊥), 1
}
≤ c12c213max
{
hB0(W ), 1
}
by Lemma 2.1(4.1)
Thus W1 is an hyperplane of Lie(GLm(C)) defined over K with respect to B0 and
we may apply Proposition 3.2 to get
(4.2) log(dB0(u,W1)) ≥ −c5 log(b4)bm+14 max{hB0(W1), 1}.
Let
c14 := max
{√√√√n m2∑
i=1
n∑
j=1
|zi,j|2, e
}
.
For all v ∈ Lie(G(C)) ⊆ Lie(GLm(C)), the Cauchy-Schwarz inequality yields
(4.3) ‖v‖B0 ≤ c14‖v‖B.
Hence
(4.4) b4 ≤ cm+114 b3.
Also (4.3) implies that
log(dB0(u,W1)) ≤ log(dB0(u,W1 ∩ Lie(G(C))))
≤ log(dB0(u,W ))
≤ log(dB(u,W )) + log(c14)(4.5)
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Finally, set
c15 := 2c5c12c
2
13c
m2+2m+2
14
and therefore
log(dB(u,W )) ≥ log(dB0(u,W1))− log(c14) by (4.5)
≥ −c5 log(b4)bm+14 max{hB0(W1), 1} − log(c14) by (4.2)
≥ −c5cm2+2m+214 log(b3)bm+13 max{hB0(W1), 1} by (4.4)
≥ −c15 log(b3)bm+13 max{hB0(W ), 1} by (4.1)
≥ −c4 log(b3)bm+13 max{hB(W ), 1} by Lemma 2.2.
We conclude remarking some facts.
Remark 4.1. Let W be a d−dimensional linear subspace of Lie(G(C)) defined over
Q with respect to B and let u ∈ Lie(G(C))\W be such that expG(C)(u) ∈ G(Q). Then
there exists a finite extension K of Q such that G is defined over K, W is defined
over K with respect to B, expG(C)(u) ∈ G(K) and the characteristic polynomial of
expG(C)(u) splits in K. Then
log(dB(u,W )) ≥ −c4 log(b3)bm+13 max{hB(W ), 1}.
Remark 4.2. The lower bound of Theorem 1.1 with respect to max{1, hB(W )} is
optimal in the following sense. Take K = Q, G = GL2 and B = B0. For all k ∈ N,
the following hyperplanes of Lie(G(C))
Wk :=
{(
y1 y2
y3 y4
)
: y1, . . . , y4 ∈ C, y1 + y4
k
= 0
}
are defined over Q. Define
v :=
(
0 0
0 log(2)
)
.
Thus for all k ∈ N
(4.6)
log(dB(v,Wk)) = log
(
log(2)√
k2 + 1
)
> log(log(2))−log(k+1) and hB(Wk) = log(k).
Let φ : R→ R be a function satisfying that
log(dB(u,W )) ≥ −φ(max{hB(W ), 1})
for all proper linear subspaces W of Lie(G(C)) defined over Q with respect to B and
u ∈ Lie(G(C)) a Q−point. Then (4.6) implies that limx→∞ φ(x)x ≥ 1.
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Remark 4.3. The term b2(u) in Theorem 1.1 cannot be excluded as we show in the
following example. Take K = Q, G = GL2 and B = B0. The following hyperplane of
Lie(G(C))
W :=
{(
y1 y2
y3 y4
)
: y1, . . . , y4 ∈ C, y4 = 0
}
is defined over Q. For k ∈ N \ {1}, define
uk :=
(
1 + 1
k
1
k
− 1
k
1− 1
k
)
⋆
(
2πi 0
0 0
)
⋆
(
1− 1
k
− 1
k
1
k
1 + 1
k
)
=


2πi
(
1− 1
k2
)
−2πi 1
k
(
1 + 1
k
)
−2πi 1
k
(
1− 1
k
)
2πi 1
k2

 ;
hence expG(C)(uk) =
(
1 0
0 1
)
for all k ∈ N. For any fixed constants c, κ > 0, there
is K(c, κ) ∈ N such that for all k > K(c, κ)
log(dB(uk,W )) = log
(∣∣∣∣2πi 1k2
∣∣∣∣
)
< −100κcmax{1, hB(W )}
< −cmax{h(expG(C)(uk)), ‖uk‖B, 1}κmax{1, hB(W )}.
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