Path Ramsey numbers in multicolorings  by Faudree, R.J & Schelp, R.H
JOURNAL OF COMBINATORIAL THEORY (-@ 19, 150-160 (1975) 
Path Ramsey Numbers in Multicolorings 
R. J. FAUDREE AND R. H. SCHELP 
Memphis State University, Memphis, Tennessee 38152 
Communicated by P. Erdiis 
Received June 7, 1973 
In this paper we consider the general Ramsey number problem for paths 
when the complete graph is colored with k colors. Specifically, given paths 
PiI 2 pi2 ,..-, Pir, with iI, i2 ,..., ik: vertices, we determine for certain ij (1 Q j Q k) 
the smallest positive integer n such that a k coloring of the complete graph K, 
contains, for some I, a Pi6 in the lth color. For k = 3, given iz , i, , the problem 
is solved for all but a finite number of values of iI. The procedure used in the 
proof uses an improvement of an extremal theorem for paths by P. Erdiis and 
T. Gallai. 
In this paper all graphs will be undirected, finite, and have no loops or 
multiple edges. As usual K, will denote the complete graph on n vertices 
and K,,, will denote the complete bipartite graph with parts containing Y 
and s vertices, respectively. By PI (respectively, C,) we will mean a path 
(respectively, cycle) with 1 vertices. A path with I vertices {x1 , x2 ,..., xl> 
will be written (x1 , x2 ,..., xc), while a cycle with the same vertices will be 
written (x1 , x2 ,..., xI , x1), the indices taken modulo 1. 
If G is a graph, V will denote its vertex set and E its edge set. A bar will 
be placed over a symbol when in the complement of G, e.g., G is the 
complement of G with vertex set Vand edge set E. If G, and G2 are graphs 
with disjoint vertex sets V, and V, and edge sets El and E, , then G1 v G, 
is a graph with vertex set VI u V, and edge set El u E2 . Also, G1 + G, 
consists of G, u G, and all the edges joining VI and V, . For A C V and 
u E V, let A, = (a E A j (a, u) E E) and d,(u) = j A, 1. If A = V, A may 
be deleted and d,(u) may be written as d(u) or L&(U). Notation not 
specifically mentioned will follow that in [5]. 
If G1 , G, ,..., G, are graphs, then R(G, , G, ,..., G,) is the smallest 
positive integer y1 such that if the edges of a complete graph K, are 
partitioned into k disjoint sets giving k graphs HI , Hz ,..., Hk , then at 
least one of the subgraphs Hi (1 < i < k) has a subgraph isomorphic to 
Gi . The existence of such a positive integer n is assured by Ramsey’s 
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original paper [7]. The symbol R(G, , G, ,..*, G,J is for obvious reasons 
called the Ramsey number of the k-tuple (6, , G, ,.-., 6,). 
No matter how special the graphs Gi , little is known about 
R(G, , G, ,..., Gk) for k 3 3. Some bounds on p7(G, ) 6, ,..., GJ) when 
k 3 3 and each Gi is a complete graph, are considered in [4, 61. In this 
paper we consider R(G, , 6, ,..., G,), when each Gi is a path. We 
fact find R(P$ , Pi , PJ, i > j > k, for “almost all” paths. Specifically, 
the following theorem is proved. 
THEOREM. (i> If 
for 8 = 0, 3, k 3 1, andri 3 1 (1 < i < k). 
(ii) rfrO 3 6(r, + r,)2, then 
W,, , P,, , PTJ = r. + k,Pl + kd4 - 2 for y1 9 y2 3 2. 
In order to prove this theorem we need an improvement of an edremaP 
graph theorem due to Erdiis and Gallai [l]. This improvement is precisely 
stated in the following theorem and also proved in the sequel. 
THEOREM. ISGisagraphwithIV/=kn+v(~~k,O~~<<n)rxvzd 
G contains no P,+l , then / E j < kn(n - I)/2 + r(r - 1)/2 with equality 
if and only if G g (us=, I(n) u K, or (when n is odd, k > 0, and 
r = (n + 1)/2 or (n - 1)/2) 
K,) ” Kn-1)/z + ~((n+l),2+(k--I--l)n+r)), O<l<k-1. 
To establish the results mentioned above we first prove several lemmas. 
LEMMA 1. If G is a connected graph with / V j = m > n > 3 and G 
has a P,, say P = (x1, x, ,..., xJ, but no PM1, then d(x,) + d(xn> < 
n - 1. Also G\{x,) (and G\{x,}) is connected. 
PPOO~. If for 1 < j < n, (xl , xJ, (xla , xj-& E I?, then (x1 , xg ,..., xj+ ) 
x, 9 x,-~ ,..., xI I x1) is a cycle of length n. Since G is connected and 
/ Y j = m > PE, there exists an edge connected to the cycle and hence a 
P ??+I in 6. Therefore (x1 , XJ E E implies (x, , xieI) $ E. Thus d,(x,) < 
(n - 1) - C&(X,). But since G contains no P,+l,, d&Q = d(xn) and 
44x2 = dhx,). 
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For y E G\P, there exists a shortest path from y to P. This path does 
not contain x1 or X, , since G contains no P,+l . Hence G\(x,} is connected. 
LEMMA 2. Let P = (x1 , xz ,..., x,) be a path in a connected graph G 
with n + r vertices such that d(xJ + d(x,) 3 2r (1 < r < n, n 3 4). If G 
has no P,,, and no C,-, , then j E [ < n(n - 1)/2 + r(r - 1)/2. 
Proof. Let T = V\P. Thus I T / = r. By Lemma 1 and the hypothesis, 
2r < d(xJ + d(x,J < n - 1. Thus r ,< (n - 1)/2. Pick an element y E T 
such that (1) d,(y) is maximal with respect to elements of T, and (2) if 
y’ E T is such that d,(y) = dp(y’), then dT(y’) < d&y). Let s = d,(y). 
Since G has no P,+l, (x1, y), (x,, y) EE, and if (xj, y) E E, then 
(x~+~, y) $ E (1 c j < n). Therefore s < (n - l/)2. In fact, if s = 
(n - 1)/2, then (x2 , y), (x,-~ , y) E E. This implies (y, x2 , x3 ,..., x,-~ , y) 
is a C,-, . Thus s < (n - 2)/2. 
Assume that (x1 , xj), (y, xlc> E E. If 2 < j < k < yt - 1, then 
(Xi-1 , x~+~) $ E, for otherwise (y, xk, xKMl ,..., xj , xl , x2 ,..., xjel , x~+~, 
x~+~ ,..., x,JisaP,,.Ifn-1 >j>k>,2, then(~+~,x~-J$E,for 
otherwise (y, Xk , Xk+l ,..., X+1 , X/+-l , xk-2 ,..., X1 , Xi , Xj+l ,..., X,) iS a 
P n+l . A similar pair of statements can be made when (x, , xj), (y, &) E E 
forj # k, 2 < j, k < n - 1. Thus we define Vi, (1 < i < 4), as follows. 
U,={(x,,x,)4EIl <~<v--~~---2,(xl,x,+l),(Y,x,-l)~E~, 
u2 = {(xu , xv> $ E I 1 -=c u -=c v -=c n, (XI 3 xv+,>, (Y, xu+d E El, 
u3 = {(xt&, ~,)~EIl~u~v-22n-2~(x,,x,-~),(y,x,+~)~E), 
and 
u4 = {(xu 3 xv> 6 E I 1 -=c u < v -=c n, (xn , x,-A (Y, x,-J E El. 
From the choice of y and the definition of Ui (1 < i < 4) we get the 
(possibly poor) bounds j U, I + j U, I 3 (d(x,) - 1)q and I U, j + I U, j 3 
(d(x%) - 1)q for some q > s - 2. In fact, if (y, x3, (y, x,J E E, then 
q > s - 1. Let U = ut=, Ui . Observe that for (xU , x9) E U, (x, , x,) 
may belong to some Ui n Uj , i # j, but Ui n Uj n U, = o for distinct 
indices i, j, k. To see this latter statement, suppose, for example, that 
(x9.4, x,) E u, n u2 n u3 . Then (x1, x,+~), (x,, x,+) E E, so that 
(x1 , x,+~ , xu+?, ,..., x, , x,-~ , x,-~ ,..., x1) is a C,-, in G, a contradiction. 
Therefore I U I 3 (I lJ1 I + I U, / + I U, I + / U, I)/2 Thus 
(s - lW(x3 + 44 - W2 
’ ’ I > /(s - 2)(d(x,) + d(x3 - 2)/2 
when (Y, x3, (Y, x,-3 E E, 
otherwise. 
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We will need to know the number of edges in E which have x1 or X, 
as one end vertex and an element of (x1 , xg ,.~., XJ as the other end 
vertex. This number is easily seen to be (273 - 3) - (d(x,) + d(xR)J 
Finally, in the case (y, x2) E E or (y, x,.J E E, we obtain a lower bound 
on 1 Q j + j L /, where Q = ((y’, y”) E E / y’, y” E T>, and E = (y’ E T j 
dp(y’) < dp(y)). Let L’ = (y’ E T j d,(y’) = d,(y)). Recall that C&(Y) 2 
d,(y’) for all y’ E T, and if&(y) = d,(y’) for y’ E T, then &(y’) < d,(y). 
Therefore j L I + j L’ / = Y. Since either (y, x,) E E or (y, x,-J E E an 
contains no Bnfl , it is clear that dT( y) = 0. Thus LZ$( y’) = 0 for all y’ 
This implies I Q 1 3 j L’ /(I L’ j - 1)/2 + j L’ j / L 1. Therefore 
I C? I + ! L I 3 I L’ I(i L’ I - l)P 7!- (1 L’ 1 + 11 I L I 
= j L’ ](I L’ j - I)/2 + (1 L’ / t l)(r - j L’ I), 
since i L / + / L’ j = Y. It is easily verified that j [+/Ll>2r--3 
(recall that / L’ / > 1). 
We now easily compute a bound on I E 1. 
Since 
/ E j < n(n - 1)/2 + P(Y - I)/2 + YS 
- I U I - @n - 3 - @W + 40, 
I U / 2 (s - l)(&) + d&J - 2)/Z ~1 - 1 > (d&l -!- 4x,)) 2 2~3 T < 
(n - 1)/2, and s < (n - 2)/2, it follows that 
1 E I < n(n - 1)/2 + T(Y - I)/2 
Case IL (y, x2) E E or (y, x,J E E. 
Since 
/ E j < n(n - 1)/2 + T(T - 1)/2 + rs 
- I u I - I 9 I - I L I - ((2~ - 3) - @(x,1 + 4x,)), 
I u ! 3 (3 - 2)@(x,) + 4x,) - 2)/Z I Q I + I L 1 >, 2r - 3, n - 1 > 
d(q) + d(x,) b 2r, r < (n - 1)/2, and s < (n - 2)/2, it again follows 
that / E j < n(n - I)/2 + r(~ - 1)/2,for y1 > 4. When n = 4 the result is 
trivial. 
LEMW4 3. Let G be a connected graph with / V j = n + Y 
(I < P < n, n > 4) which has a C,-, but no P,+l . Then j E j < 
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n(n - 1)/2 + r(r - 1)/2 with equality occurring if and only if n is odd, 
r = (n + 1)/2 or (n - 1)/T and G z %-1),2 + R(,+1),2+, . 
Proof. Let C = (x1 , x2 ,..., x,-1 , x1) be a cycle of length II - 1 in G, 
and let Y = V\C. Therefore / Y j = r + 1. For yl , y, E Y, (y, , ye) 6 E; 
otherwise a P,+= can be formed in G using (y2, yl), P, and C, where P is 
a path from y to C. 
IfforyEY,(xj,~),(xj+~,y)EE,l ~j6n--1,then(x,,x2,...,xj,y, 
x~+~ ,..., x,-~ , xl) is a C, . Since G is connected and [ V j > n + 1, G 
would have a P,+1 , a contradiction. Thus d,(y) < (n - 1)/2 for ally E Y. 
Let S=={X~EC/(X~,~)EE for some KEY}. If xjES, then x~+~$S; 
otherwise (xj , ~3, &+I , y2 ) E E with y1 # y2 in Y by the previous 
remark. Thus (yl , xj , x~-~ ,..., xl , x,-~ , x,-~ ,..., x9,1 , y2) is a P,,.l , a 
contradiction. Therefore j S / = s < (n - 1)/2. 
Let S’ = (xjel 1 xj ES and 1 < j < n - 11. If +I , xk-1 E S’, then 
there exists y1 , yz E Y such that (yl , x&, (y2 , xa) E E. We claim that 
(x+~, x& $ E. Suppose that (xjwl, x& E E. If yl # y2, then 
Q = (VI 3 xi , xj+l ,..., xkml ) xj-l, x$-z ,..., XI,, yz) is a P& , a contra- 
diction. If y1 = y, , then Q as just defined is a C, . But G is connected 
with 1 V 1 > n + 1, thus G containing a C, implies it contains a P,+l , 
again a contradiction. Hence for each z, w  E S’, (z, w) 4 E. 
From the above discussion it is now apparent that 
IEl ,C(=-- l)(n - 2)/2 - s(s - 1)/2 + (r + 1)s. 
We next show that 
(n - l)(n - 2)/2 - s(s - 1)/2 + (r + 1)s < n(n - 1)/2 + r(r - 1)/2. 
This is true if and only if (s - r)” + (s - r) + 2(n - 1) - 4s > 0. 
Since s < (n - 1)/2 and (s - Y)~ + (s - r) 3 0 for s - r an integer, 
(s - r)” + (s - r) + 2(n - 1) - 4s > 0. Also, equality occurs if and 
only if s = (n - 1)/2 and either s - r = 0 or s - r = - 1. Therefore 
1 E j < n(n - 1)/2 + r(r - I)/2 with equality occurring if and only if 
s = (n - 1)/2, either Y = (n - I)/2 or (n + 1)/2, and d,(y) = s for all 
y E Y. If equality occurs we can assume that S = {x1 , x3 ,..., x,-,} and 
s’ = (x2 , xq )...) x,-J. Also in this case, the vertices of S’ u Y form a 
completely disconnected subgraph of G. Furthermore, each vertex of S is 
adjacent to each vertex of S’ u Y, and the vertices of S form 
a complete graph. Therefore when j E I = n(n - 1)/2 + r(r - 1)/Z, - 
G = &w-1)12 + &n+1)12tr - 
LEmA4. Letm=kn+rwithO<r<nandk>O. 
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(I) if m = m, + m2 with mi = k,n + vi > 0, 0 < I’$ < n, ki > 0 
for i = 1, 2, then 
kn(n - 1)/Z + Y(T - 1)/2 > i (k&z - I)/2 + rl(ri - 1)/2), 
i=l 
with equality if and only ifr, = 0 or r2 = 0. 
(2) If m = k’(n - 1) + r’ with 0 < r’ < n - I, k’ > 0, then 
kn(n - I)/2 + r(r - I)/2 > k’(n - l)(n - 2)/2 + ~‘(r’ - l)/2? 
with equality if and only if k = 0. 
Since the proof of this lemma is a straightforward compilation its 
proof is omitted. 
We now prove an improved version of the theorem of Erdiis and 
Gallai El]. 
THEOREM 5. IfGisagraphwithj V[ =m=kn+r(O<k,O<r<n) 
and G contains no P,+l, then / E j < kn(n - I)/2 f r(r - 1)/2. Further- 
more, / E / = kn(n - 1)/2 + r{r - 1)/2 if and only ly 
(I) G ES <& K,) u K, or 
(2) n is odd, k > 0, r = (n + 1)/2 or (n - 1)/2, and 
G GS ( 6 K,) u V%I),Z -I- R(,+l)/2+(~-~--l)n+r), O<l<k-1. 
i=l 
Proof: The proof will be by induction on m and llz. For n = 1 the result 
is trivial. Also if m < it the result is obvious. Assume the result true for all 
graphs G containing no Pj, j < n, and all graphs with fewer than m 
vertices that contain no P,+l . We can assume m > n by the above 
remark. 
Let G be a graph with m vertices which has no P,,, . If G is not con- 
nected, then G = G, u Gz where GI and G, are graphs which have no 
P n+l. Assume j V 1 = kn + r, / V, 1 = k,n + rI , and I V, j = k,n + r2 s 
By the induction assumption and Lemma 4(l), 
< k&n - 1)/2 + rl(rI - 1)/2 + k&n - I)/2 + r2(rz - I)/2 
< kn(n - 1)/2 -/- r(r - 1)/2, 
with equality holding if and only if, say, r2 = 0, GI satisfies (1) or (2), 
and G, satisfies (1) or (2). Therefore equality occurs if and only if G 
156 FAUDREE AND SCHELP 
satisfies (1) or (2). Throughout the remainder of the proof it is assumed 
that G is connected. 
Assume m = n + r, 0 <P <n. If n = 2, then r = 1 and any 
connected graph with three vertices has a P3 . If II = 3, it is again imme- 
diate that 1 E j < rz(rr - 1)/2 + r(r - I)/2 with equality when and only 
when (2) is satisfied. Thus we take y1 2 4. If G contains no P, , then 
application of the induction assumption and Lemma 4(2) implies 
j E / < n(n - 1)/2 + r(r - 1)/2. If G contains a P, , (x1, x2 ,..., XJ 
with d(x,), d(x,J > r, and no C,,,-, , then Lemma 2 implies / E / -=c 
n(n - 1)/2 + r(r - 1)/2. If, say, d(x,) < r, then apply the induction 
assumption to the connected graph G’ = G\{x,}. This implies / E 1 < 
n(n - 1)/2 + (r - l)(r - 2)/2 + d(x3 < n@z - 1)/2 + r(r - 1)/2. Here 
equality holds if and only if 1 E’ I = n(n - 1)/2 + (r - l)(r - 2)/2 and 
d(xJ = r - 1, which by the inductive assumption means G’ satisfies (2). 
Since G contains no P,+l , it is easily checked that G satisfies (2). Finally, 
if G has a C,-, , then by Lemma 3, I E I d n(n - 1)/2 + r(r - 1)/2 with 
equality holding if and only if (2) holds. 
Assume m = kn + r > 2n. If G has no P, , then application of the 
inductive assumption and Lemma 4(2) implies / E 1 < kn(n - 1)/2 + 
r(r - 1)/2. Thus we assume G contains a P, . Since G is connected, 
rz > 3. Therefore by Lemma 1 there exists a sequence of vertices 
z, , z2 ,..., z, and connected subgraphs Gi = G\{z, , z2 ,..., z;}, 0 < i < n 
(where G, = G) such that d,i-l(zi) < (n - 1)/2 for 1 < i < IZ. Thus 
I E 1 < n(n - 1)/2 + j E, j. Since G, contains no P,+l , / E, 1 9 
(k - 1) PZ(~ - 1)/2 + r(r - 1)/2 and 1 E I < kn(n - l/)2 + r(r - 1)/2. 
Also if 
/ E j = kn(n - 1)/2 + r(r - 1)/2, 
then I E, I = (k - 1) n(n - 1)/2 + r(r - 1)/2 and dGiel(zi) = (n - 1)/2 
for 1 < i < yt. Therefore by the induction assumption, G, satisfies (1) 
or (2). Since G, is connected, either G, g K,, or G, E K(n-1)j2 + 
E (nfl),2+(k-2)n+r , with r = (n + 1)/2 or (n - 1)/2. Note that the graph 
K(Q-1),2 + R, for t > (n + 1)/2 has (n - 1)/2 vertices which are adjacent 
to all the other vertices in the graph, and the remaining vertices are all 
end vertices of some P, . Since dGi(zi) = (n - 1)/2 and Gi does not contain - 
a Pnfl , we must have G = KM)/z + K(n+l)12+(s-2)n+r+(n-i) forO<i<n. 
Hence in particular, G = G, satisfies (2), which completes the proof. 
THEOREM 6. If 
( > 
2 
r. 3 6 2 ri , then W',. , P,,,,, , P2r, 3..., 
i=l 
P2,) = (ii rg) - k 
for6=0,1,k>,I,andri>,1(1 <i<k). 
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ProoJ Since the theorem has been established for k = 1 (see 131) 
we assume throughout that k > 2. 
We will first show that 
Let m = (&, rJ - k and let G g KTnpl . Assume that Y is the disjdnt 
union of subsets Ai (0 < i < k) with / Ai / = ri - 1. Let 
Associated with each Ei is a graph Gi (0 < i < k). Also 6, s KToel ) and 
for 1 ,< i < k, Gi g Kyi-, + Kg, , where qi = C:=, (rj - 1). Therefore 
6, has no Pro and Gi has no P,,, for 1 < i < k. This implies that 
R(P,, 7 P2r,+6 , pzT2 ,..., PzTJ 3 m. 
Now assume G z K, and that E, the edges of G, are partitioned into 
k + 1 disjoint sets Ei (0 < i < k), giving subgraphs Hi of G such that no 
I& has a Pzvi (1 < i < k) and H,, no PTo . Let P = cb, ri . 
Since rD > Y - k + 2, Theorem 5 implies j E, j < (P,, - a)(~, - 2)/2 + 
(T - k + l)(r - k)/2. Let s1 be the largest positive integer such that 
s,(2r,) < m, and xi (2 < i < k) be the largest positive integer such that 
si(2ri - 1) < m. Hence 
I El i -c (sl + 1)(2rl)(2rl - I)/2 < (3, - I>@ 4 Zr,>/Z 
= (2r, - I)(r,, + r - k + 2r1)/2, 
and for 2 < i < k, 
i 4 I < (si + 1)(2r, - l)(2ri - 2)/2 < (2ri - 2)(m + 2ri - 1)/2 
= (2ri - 2){ro + r - k + 2ri - 1)/Z 
This implies 
2 I E I = 2 i I -5 I < (r. + r - k)(2r - 2k + 1) f 2r,(2r, - 1) 
i=O 
+ ii2 (2ri - lWi - 2) + PO - l>(ro - 2) 
+ (r - k)(r - k + 1). 
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Noting that r 2 k 3 2 and 4r2 3 (~~=, (2ri - 1)(2r, - 2)) + 2rI(2r, - l)), 
we have 
2 1 E I < (r,, + r - k)(r,, + r - k - 1) + (r,, + r - k)(r - r, - k + 2) 
+ 4r2 + (To - l>(ro - 2) + @ - k + 1) 
= 2 1 E 1 + 6r2 - r,, - (2k - 3)(r - k) - 2(kr - 1). 
But this implies for r,, > 6r2 and r > k > 2 that 2 1 E j < 2 1 E 1, a 
contradiction. This contradiction completes the proof of the theorem. 
LEMMA 7. Let G be a graph with 1 V 1 = n + r (1 < r < n, n 3 4) 
which has a path P = (x1, x2 ,..., x,-J but no P, , and let the component 
of G containing P have at least II elements. Then 1 E 1 < (n - l)(n - 4)/2 + 
(r + 212. 
Proof. Let Y = V\P and pick y E Y such that d,(y) = s is maximal. 
Since G contains no P, , (XI , u), &-I , v> E E. If h xi>> (u, xd E -K 
1 < i, j < n - 2, then (x;+~ , x~+~) 6 E, for otherwise G would contain a 
P, . Let {xj, , xjz ,..., q,> be the set of elements in P adjacent to y. Then 
{x~~+~ , x~,+~ ,..., x~,-~+~} is aK,-, in G. Also by Lemma 1, d(x,) + d(x,-J < 
n - 2. Thus if Q = ((q w) C$ E 1 z = x1 or x,-~ and w  E P\{z}}, then 
/ Q j > (2n - 5) - (n - 2) = n - 3. Therefore 
I E I < (n - l>(n - 2)/2 + (r + 1)s + (r + Q/2 
- (n - 3) - (s - l)(s - 2)/2 
= (n - l)(n - 4)/2 + s(r + 1) + (r + l)r/2 + 2 
- (s - l)(s - 2)/2. 
Since for nonnegative integer values of r and s, 
(r + 212 3 s@ + 1) + (r + P/2 + 2 - (s - l)(s - 2)/T 
we obtain 1 E 1 < (n - l)(n - 4)/2 + (r + 2)2. 
THEOREM 8. Afro > 6(r, + r2)2, then 
W,, , P,, , P,,) = r. + I?,/21 + [r2/21 - 2, rl , r2 > 2. 
Proof. The fact that R(P,, , PT1 , P,,) 2 r. + [r,/2] + [r,/2] - 2 was 
established in the first part of the proof of Theorem 6. 
Let m = r. + [rI/2] + [r,/2] - 2, r = [r,/2] + [r$2] and G be a graph 
with I V I = m. If one or both of r, and r2 are even, then the result follows 
from Theorem 6. 
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Assume Y% = 21, + 1, r2 = 2t, + 1 and that the edges E of G are 
partitioned into three disjoint sets E,, , E1 , Ez giving graphs H0 , HI , Hz S 
We will assume no Hi contains a Pyi (0 < i < 2) and show that this 
leads to a contradiction. One of the following three things must occur. 
(i) H,, has no Pro-, . 
(ii) Ho has a Pro-, : say P, whose vertices form a component of 
(iii) Ho has a PToel , say P, whose vertices are properly contained in 
a component of H0 . 
If (ii) occurs, then all the edges between P and V\P are either in Hi or 
Therefore HI u Hz contains a subgraph isomorphic to KTO-l,tl+t 
Ref. [2, Theorems 12 and 131 then implies that HI contains a P,.l or 
contains a Pf2 , a contradiction. 
If(i) occurs, Theorem 5 implies j E0 1 < (rO - 2)(v0 - 3)/3 A ~(1, - 1)/Z, 
while if (iii) occurs, Lemma 7 implies 1 E, I < (r,, - I)(Y~ - 4)/2 + rzz 
In either case we have 1 E0 j < (v, - l)(r,, - 4)/2 $ P. Just as in the proof 
of Theorem 6, lEil <(2t,-l)(r,+v--222t,)/2 for i=l,2. 
Therefore 
2 / E / = 2(/ E,, j + 1 El / + 1 E, 1) < (r. - l)(rO - 4) + 2v2 
+ (r. + r - 2)(2t, + 2t, - 2) + 2r,(2t, - I) + (2tJ(2re - 1). 
Since j E j = (r,, + Y - 2)(r0 + Y - 3)/2 and r = tr + t, , we obtain 
2 / E / < 2 j E j + 7r2. But since rO > 6r2, we have a contradiction. This 
completes the proof. 
h couple of remarks are in order. First, the bounds for I* given in 
Theorems 6 and 8 are not intended to be the best possible. They are given 
to indicate that the counting argument on edges provided by the extremal 
theorem, Theorem 5, works for r, sufficiently large in relation to the ri 9 
1 < i < k. Second, the results of Theorems 6 and 8 leave a question of 
interest. What is R(P,, , P, ,..., Prk) for those ri’s not considered ? From 
checking lower cases we feel that for rO >, rI > r2 , 
wro f PTl 9 pr,> 
! 
412 ” 1 for r,=r,=2n+l and r,,=h+2or2nf1, 
= r. + ET&I + [r&l - 2, otherwise. 
To see that R(P,,+B , Pllnil , P 2n+l) > 4n, for 8 = 1 or 2, let G G &Can 
and partition V into disjoint subsets Ai (1 < i ,< 4) each of cardinal&y n. 
Let 
E. = {(u, v) E E / u, v E A, u A, or U, ZI E A3 u AJ, 
E~={((~,v)EE~~EA~,~EA~~~uE(~~,uEA~); 
582b/I9/2- j  
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and 
Then associated with each Ei , 0 < i < 2, is a subgraph Hi of G. The 
graphs HO , HI , H2 partition G, and no Hi contains a P,,,, . 
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