Association for Information Systems

AIS Electronic Library (AISeL)
AMCIS 1995 Proceedings

Americas Conference on Information Systems
(AMCIS)

8-25-1995

DAILY PEAK LOAD ELECTRICITY
FORECASTING USING ARTIFICIAL
NEURAL NETWORKS (ANNs)
William P. Wagner
Villanova University

Follow this and additional works at: http://aisel.aisnet.org/amcis1995
Recommended Citation
Wagner, William P., "DAILY PEAK LOAD ELECTRICITY FORECASTING USING ARTIFICIAL NEURAL NETWORKS
(ANNs)" (1995). AMCIS 1995 Proceedings. 63.
http://aisel.aisnet.org/amcis1995/63

This material is brought to you by the Americas Conference on Information Systems (AMCIS) at AIS Electronic Library (AISeL). It has been accepted
for inclusion in AMCIS 1995 Proceedings by an authorized administrator of AIS Electronic Library (AISeL). For more information, please contact
elibrary@aisnet.org.

DAILY PEAK LOAD ELECTRICITY
FORECASTING USING ARTIFICIAL
NEURAL NETWORKS (ANNs)
by
William P. Wagner, PhD1
1Management Department
College of Commerce & Finance
Villanova University
Villanova PA 19085

Abstract
This paper presents a report on the implementation of an artificial neural network (ANN)
that is to be used to forecast the daily peak load at the Pennsylvania - New Jersey Maryland Interconnect Association (PJM). This paper examines the process of
determining the appropriate ANN inputs and architectures and compares the results to the
current mainframe-based pattern matching program. It is unique in that it uses real rather
than simulated data to compare the ANN performance and also because it is looking at
peak load forecasting for a large network of generating plants.

Introduction
Accurate short-term (24 hours ahead) peak-load forecasts represent a great potential
savings for electric utility corporations [1,2]. The accuracy of the forecasted peak-load
influences decision-making in unit commitment, hydro-thermal coordination, fuel
allocation, and off-line network analysis. At the Pennsylvania - New Jersey - Maryland
Interconnect Association (PJM) an increase in peak-load forecasting accuracy of 1.5%
can save as much as 300 Megawatts of power. This would equate to saving the generating
capacity of 1-2 average plants for a day. For this reason much research has addressed the
issues involved in developing accurate and efficient load forecasting models.
The approaches applied to this area include linear regression, exponential smoothing,
stochastic process, state space methods, and expert systems [1-10]. Among the many
models, the statistical models in particular, the autoregressive and moving average
(ARMA) models are the most popular [1,10]. Although these models have steadily
improved in their performance, significant issues still remain. First of all, the volatility of
certain important factors such as weather and holiday activity is difficult to model.
Typically, these parameters are estimated from historical data which may become
obsolete or may not reflect short-term load pattern changes. In addition, these models are

tightly coupled to the particular utility environments and it is difficult to transfer them
from one company to another.
ANNs have already been applied to parts of the load forecasting problem with some
success [2,4,5,6,8,9]. The objective of this study is to study the potential of ANNs to
improve the existing method of predicting daily peak loads at PJM. This study is unique
in several ways. First, it uses actual rather than simulated data from the PJM Interconnect
Association to test various ANNs configurations. Early test results from an initial study
indicate that an ANN can significantly outperform the existing forecasting algorithms at
PJM. Past studies have largely relied on simulated data for testing their models and have
been criticized for their lack of "real-world" application [2].
It extends the current state of ANN research by testing alternate forms of ANNs and
identifies different input factors that may influence the 24 hour peak load forecasting
problem. It also examines the problems associated with implementing ANNs in this
environment. This project is being performed with the cooperation of the Pennsylvania New Jersey - Maryland (PJM) Interconnection Association. This jointly-owned
organization coordinates the operation of the eleven electric utilities in the Mid-Atlantic
region of the United States that comprise the PJM Power Pool. One of PJM's most
valuable offerings is the economic scheduling and real-time dispatching of the more than
500 generating plants residing on this interconnected power grid. It provides for millions
of dollars in pool-wide savings each day and requires vast amounts of information
processing and analyses to maximize savings while maintaining overall system
reliability.
A key factor in achieving this required level of economic and reliable service is the
accurate forecasting of customer load. Prediction of daily peak electricity usage ensures
that the necessary amount of power generation gets scheduled to meet maximum
customer demand. Over-scheduling the system is uneconomic, while under-scheduling
may adversely affect the reliability of electrical service by increasing the probability of
having a blackout. In fact, it was after the shock of the Northeast blackout in 1965 that
the PJM organization was formed.
By analyzing historical weather data, its effects on peak load can be observed and used to
forecast future peak loads. Existing software developed at PJM analyzes a regional
weather forecast and selects the peak loads of three days in the past two years having
similar weather patterns. PJM dispatchers then estimate tomorrow's peak load using these
values as well as some personal judgement based on past experience. Preliminary tests of
an ANN using PJM data have already shown substantial improvements over the existing
method.

Forecasting Criteria
Performance of the ANN is evaluated by comparing the accuracy of the forecast, the
efficiency of the forecast, and its relative ease of use and maintenance. Accuracy will be
calculated by comparing the deviation from the actual peak loads, and efficiency refers to

the computational efficiency in terms of computer time and hardware required. To be
implemented it is also important that they be easy to use and maintain with respect to
adapting to new data. Thus the main research questions being asked are whether an ANN
can be developed that would outperform the existing PJM algorithm with respect to these
criteria, and if so, what is the best ANN design? Because of the exploratory nature of this
study, formal hypotheses have not been formulated. However, this study will contribute
to answering these questions and provide guidance for follow up studies at other utilities.

Data Collection
One of the most difficult steps in designing an ANN and a GA is in choosing and
collecting the training and testing input data since the input data are key to model
effectiveness. Expert advice concerning appropriate input choices has already been
obtained from PJM's Load Analysis Committee which is made up of member utility
representatives knowledgeable of the various factors affecting peak customer demands.
The following eleven (11) inputs were identified as being important.
1. Weekend versus Weekday usage pattern.
2. Last week's average peak load.
3. Weighted average maximum THI (Temperature-Humidity Index)
4. Average maximum temperature at Allentown over the past three days.
5. Average maximum temperature at Philadelphia over the past three days.
6. Average maximum temperature at Washington over the past three days.
7. Average maximum THI at Allentown over the past three days.
8. Average maximum THI at Philadelphia over the past three days.
9. Average maximum THI at Washington over the past three days.
10. Today's maximum temperature forecast at Philadelphia.
11. Today's forecast minus yesterday's actual maximum temperature at Philadelphia.
Raw data for these variables was extracted from PJM's existing mainframe databases and
manipulated to obtain the desired input representations. The historical data contains daily
cases from June 1 to August 20, 1993, but may be expanded to include more data at a
later date.

Results of ANN Design and Training
It has been suggested in previous research that a multi-layered, feedforward ANN
performs best for short term load forecasting [9]. In the research the number of input
nodes and hidden nodes also varies widely depending upon the training data used. More
hidden nodes yields better learning capabilities, but also requires more training time. The
learning threshold is set to achieve a desired level of prediction accuracy by limiting the
error to a specified level. These two network parameters (no. of hidden nodes and
learning threshold) will be adjusted through a process of trial and error until a point is
reached where the additional required training time yields diminished returns. Since only
one of the proposed inputs is binary (the weekday/weekend switch), the popular
backpropagation learning algorithm was the most appropriate. This algorithm changes the

initial weights by calculating backward from the output layer through the hidden layers.
This procedure was repeated for all the input vectors until the desired and actual outputs
agree fall within the predetermined threshold value.
To date, seven different ANN models have been trained and tested with the weather data
available. The learning threshold value and number of hidden nodes was varied in each of
these cases. The best performance so far has been achieved with a threshold value of
0.002 and 7 nodes in the "hidden" layer. This one has significantly outperformed the
existing method with respect to accuracy and computational efficiency. Over a period of
80 days, this particular ANN configuration had a standard deviation from the actual peak
load of only 2.98 as compared to a standard deviation of 4.00 for the existing algorithm.
It also only needed and average of about 5 minutes training time whereas the existing
algorithm requires several hours on the mainframe. But issues still remain as to how it
would be implemented within the organization and how the training data set might be
adapted and changed for future use. These include how it will be justified and used by the
management, expanding to include more seasonal and possible hourly data. Improving its
predicting capability for abnormal weather conditions and holidays. These and other
managerial issues must be studied further before the ANN will be fully implemented at
PJM.
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