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résumé et mots clés
L’imagerie polarimétrique consiste à former une image de l’état de polarisation de la lumière réfléchie par une
scène. En particulier, l’image du degré de polarisation constitue une méthode puissante pour détecter des objets
qui n’apparaissent pas sur les images d’intensité classiques. Cependant, dans les imageurs actifs illuminant la
scène  avec une lumière cohérente (laser), les images de degré de  polarisation sont fortement perturbées à cause
du phénomène de speckle. Il est donc nécessaire d’utiliser des algorithmes de traitement adaptés à leurs proprié-
tés statistiques.  Nous proposons tout d’abord d’étudier le modèle de densité de probabilité des images de degré
de polarisation, puis nous analysons  les propriétés des différents estimateurs du degré de polarisation à partir de
ces images. Nous caractérisons ensuite les performances d’algorithmes statistiques de détection de cibles et de
bords,  ainsi que des méthode de segmentation d’objets par contour actif statistique. L’une des principales conclu-
sions est que pour ces  opérations de traitement, il est préférable de travailler non pas avec l’image de degré de
polarisation classique, mais avec une transformation non-linéaire de celle-ci,  que nous appelons « représentation
naturelle » des images de degré de polarisation. 
Optique statistique, estimation de paramètres, détection de cibles, détection de bords, segmentation, contours
actifs,  imagerie active, polarisation, traitement d’images.
abstract and key words
Polarimetric imagery consists in forming an image of the state of polarization of the light basckscattered by a
scene. For example, the image of degree of polarization is a powerful method for detecting objects which do not
appear in classical  intensity images. However, with active imagers which illuminate the scene with coherent light
(laser), the images of degree of polarization are strongly perturbed, due to the speckle phenomenon. It is thus nec-
essary to use processing algorithms which are adapted to their statistical properties. We first propose to study a
model of the probability density function of the images of degree of polarization, then we analyze the properties
of several estimators of the degree of polarization from these images. We then characterize the performance of
statistical algorithms for edge and target detection, and of object segmentation methods based on statistical active
contours.  One of the main conclusions is that for these processing operations, it is preferable not to work on the
1. introduction
L’imagerie polarimétrique consiste à former une image à partir
des propriétés polarimétriques de la lumière réfléchie par une
scène [1, 2, 3], ce qui permet d’enrichir les informations obte-
nues sur la scène. Par exemple, l’analyse de la direction de pola-
risation de la lumière peut permettre de déterminer l’orientation
des surfaces observées [4] et de remonter ainsi aux caractéris-
tiques géométriques de la scène. D’autre part, ce type d’image-
rie peut révéler des contrastes qui n’apparaissent pas dans des
images classiques formées à partir de la simple intensité lumi-
neuse réfléchie. Ainsi, un objet apparaissant sur un fond de
même réflectivité, mais qui dépolarise moins la lumière que le
fond (cas d’un objet métallique sur un fond naturel par exemple)
pourra être détecté sur une image de degré de polarisation [5, 6].
Dans le présent article, nous étudierons plus particulièrement les
images polarimétriques actives formées en lumière cohérente.
Cela signifie que la scène est illuminée par une source laser et
l’image est formée à partir de la fraction de cette lumière rétro-
diffusée par la scène [6]. Ce type de système permet de voir la
nuit, avec une meilleure résolution que les imageurs thermiques
car la longueur d’onde peut être plus faible que pour les bandes
infra-rouges habituelles (elle est de l’ordre de 1 µm pour le sys-
tème que nous considérons dans cet article, contre 3-5 ou 8-
12 µm pour les bandes thermiques).
Cependant, les images acquises par ces sytèmes peuvent être
perturbées par un bruit de speckle. Ce bruit, inhérent aux images
cohérentes, introduit de fortes variations de niveaux de gris
même sur des zones dont la réflectivité est uniforme [7]. Notre
objectif dans cet article va être de concevoir des procédures et
des algorithmes de traitement des images polarimétriques
robustes à ce type de perturbations. De nombreux travaux ont été
réalisés sur les algorithmes de traitement adaptés au speckle
dans les images radar à ouverture synthétique (SAR) [8, 9, 10,
11]. L’intérêt de la présente étude vient du fait que nous ne trai-
tons pas directement les images de speckle, mais une combinai-
son non linéaire de deux d’entre elles, de telle sorte que la den-
sité de probabilité des fluctuations n’appartient pas en général à
la famille exponentielle. L’estimateur des paramètres au sens du
maximum de vraisemblance n’est donc pas forcément le
meilleur et la comparaison de différents estimateurs nous per-
mettra de choisir celui qui présente le meilleur compromis entre
efficacité et simplicité (et donc rapidité de calcul). Nous déter-
minerons et caractériserons ensuite des algorithmes permettant
de réaliser de manière efficace deux opérations importantes en
traitement d’images : la détection de bords et la segmentation
d’objets par contours actifs statistiques [12, 13].
L’organisation de l’article est la suivante. Dans la section 2, nous
décrivons le principe d’un imageur polarimétrique actif en
lumière cohérente qui peut permettre de mesurer le degré de
polarisation local dans une image. Dans la section 3, nous ana-
lysons les propriétés statistiques des fluctuations du degré de
polarisation dues au speckle, et nous étudions dans la section 4
les méthodes d’estimation du degré de polarisation en fonction
des valeurs mesurées par l’imageur. Dans la section 5, nous uti-
lisons les résultats obtenus pour résoudre deux applications
importantes. La première est la détection de zones de contraste
dans les images, comme des cibles de petite taille ou les fron-
tières entre des zones de caractéristiques différentes. La seconde
est la détermination du contour d’un objet par une méthode de
contours actifs statistiques adaptée aux propriétés des images de
degré de polarisation. 
2. le principe de l’imagerie
polarimétrique active
Dans cette section, nous présentons tous d’abords de brefs rap-
pels sur la manière dont la lumière partiellement polarisée est
représentée en optique. Nous décrivons ensuite le principe de
fonctionnement d’un imageur polarimétrique actif.
2.1. modélisation de la lumière 
partiellement polarisée
En optique statistique, on représente la lumière par un champ
électrique transversal, qui est un vecteur aléatoire complexe à
deux dimensions E = (E1, E2) et à moyenne nulle. E1 et E2
sont les composantes de ce vecteur dans la base orthonormale
(u1,u2) . Notons que u1 et u2 sont des vecteurs complexes, qui
correspondent dans le cas général à des états de polarisation
elliptique [14]. Ces états de polarisation purs sont classiquement
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classical image of degree of polarization, but on a nonlinearly transformed image, which we call “natural repre-
sentation” of the degree of polarization images. 
Statistical optics, parameter estimation, target detection, edge detection, segmentation, active contours, active
imagery, polarisation, image processing.
définis par deux paramètres : l’orientation de l’ellipse représen-
tant la trajectoire du vecteur champ électrique au cours du temps
et son ellipticité. L’état de polarisation du champ électrique E
est caractérisé par sa fonction de covariance :
Γ =
 〈|E1|2〉 〈E1E∗2 〉
〈E2E∗1 〉
〈|E2|2〉




où µ1 représente l’intensité moyenne dans l’état u1, µ2 l’inten-
sité moyenne dans l’état u2 et δ est un coefficient de corrélation
complexe. L’état de polarisation d’une lumière partiellement
polarisée est donc caractérisé par 4 paramètres réels.
En optique, la matrice Γ est appelée « matrice de cohérence ».
Comme elle est hermitique, elle peut toujours être diagonalisée
sous la forme suivante :






où † représente l’opération de transconjugaison. V est une
matrice unitaire et Λ une matrice diagonale avec λ1  λ2  0 .
Si λ2 = 0, la matrice Γ est de rang 1, de la forme vv† où v est
un vecteur complexe. Une telle matrice correspond à un état de
polarisation pur représenté par le vecteur v . À l’inverse, si
λ1 = λ2, la matrice de cohérence est proportionnelle à l’iden-
tité. Une telle matrice représente un état totalement dépolarisé.
Entre ces deux cas extrêmes, la lumière est dite partiellement
polarisée. On définit classiquement son « degré de polarisation »
par le coefficient [15] :
P = λ1 − λ2
λ1 + λ2
(3)
Son « état de polarisation principal » est par définition le vecteur
propre associé à la valeur propre λ1. Il est intéressant de remar-
quer qu’une lumière partiellement polarisée peut être représen-
tée comme la somme incohérente d’un lumière purement pola-
risée dans l’état de polarisation principal et d’une lumière pure-
ment dépolarisée. En effet, on a :






























où I = λ1 + λ2 désigne l’intensité de la lumière.
D’autre part, on peut réarranger les 4 coefficients de la matrice
de cohérence de manière à former un vecteur à quatre compo-
santes réelles, nommé « vecteur de Stokes » [14], qui est sou-
vent utilisé afin de représenter l’état d’une lumière partiellement
polarisée. Il est défini de la manière suivante :
s† = [µ1 + µ2, µ1 − µ2, 2Re(δ), 2 Im(δ)] (6)
Notons que la représentation de Stokes est strictement équiva-
lente à la matrice de cohérence. Elles se déduisent l’une de
l’autre par une transformation bijective.
En imagerie polarimétrique active, on peut mesurer la manière
dont les matériaux observés modifient l’état de polarisation de la
lumière incidente. Cette propriété est représentée de manière
phénoménologique par la matrice de Mueller [16]. C’est une
matrice 4× 4 qui opère sur les vecteurs de Stokes. Ainsi, si s est
le vecteur de Stokes de la lumière incidente, la lumière diffusée
par un milieu de matrice de Mueller M a pour vecteur de Stokes
s′ = Ms . La matrice de Mueller rend compte des transforma-
tions intervenues sur l’état de polarisation de la lumière inci-
dente. Dans le présent article, nous considèrerons que les maté-
riaux observés ne font que modifier le degré de polarisation de
la lumière incidente, sans modifier son état de polarisation prin-
cipal. C’est le cas de nombreux matériaux naturels éclairés sous
incidence normale [6].
2.2. le principe d’un imageur polarimétrique
Le principe de fonctionnement d’un système d’imagerie polari-
métrique active est illustré sur la figure 1. La scène est illuminée
par un faisceau collimaté provenant d’un réseau de diodes
lasers. L’état de polarisation du faisceau d’illumination est
contrôlé par un système qui permet de générer n’importe quel
état de polarisation pure. La lumière rétrodiffusée par la scène
est collectée par un télescope et vient former une image sur une
caméra CCD. Cependant, avant d’atteindre la caméra, elle tra-
verse un analyseur d’état de polarisation, qui est un système
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Figure 1. – Principe d’un imageur polarimétrique actif.
optique permettant de mesurer la fraction d’énergie lumineuse
correspondant à un état de polarisation donné.
Avec un tel système, il est en principe possible de mesurer la
matrice de Mueller complète en chaque point de la scène obser-
vée. Pour cela, on peut montrer qu’il suffit d’illuminer successi-
vement la scène avec 4 états de polarisation différents, et d’ana-
lyser pour chaque état de polarisation incident la lumière rétro-
diffusée dans quatre états différents [6]. Cette technique néces-
site donc l’acquisition de 16 images. Pour accélérer la cadence
du système, il est possible de simplifier cette procédure. Ainsi,
on peut par exemple se contenter d’envoyer un seul état de pola-
risation, et analyser la lumière réfléchie dans l’état de polarisa-
tion incident et dans l’état orthogonal.
Appelons u1 l’état de polarisation incident et u2 l’état de pola-
risation qui lui est orthogonal. En chaque pixel (i, j) de l’ima-
ge, le champ électrique est E(i, j) = (E1(i, j), E2(i, j)) .
Conformément à la modélisation introduite dans la section 2.1,
c’est un vecteur aléatoire de moyenne nulle et de matrice de
cohérence Γ(i, j). Lorsqu’on fait passer la lumière dans un ana-
lyseur parallèle à l’état incident u1, on mesure une intensité
s1(i, j) = |E1(i, j)|2 . C’est une variable aléatoire dont la
moyenne est égale à < s1(i, j) >= µ1 (cf. équation 1). De
même, lorsqu’on fait passer la lumière dans un analyseur paral-
lèle à l’état orthogonal u2 , on mesure une intensité
s2(i, j) = |E2(i, j)|2 dont la moyenne est égale à
< s2(i, j) >= µ2 . À partir des mesures s1(i, j) et s2(i, j), on
peut calculer l’image suivante :
ρ(i, j) =
s1(i, j)− s2(i, j)
s1(i, j) + s2(i, j)
(7)
que nous appellerons dans la suite « Image de contraste d’états
orthogonaux » ou plus simplement ICEO. On voit que cette
image est une estimation de la valeur µ1−µ2µ1+µ2 au pixel considéré.
Supposons maintenant que les matériaux composant la scène
modifient seulement le degré de polarisation de la lumière inci-
dente, sans modifier son état de polarisation principal. Ce type
de matériaux est appelé « dépolariseur pur ». Par définition de la
notion de dépolariseur pur, la matrice de cohérence de la lumière
rétrodiffusée est diagonale et les intensités moyennes µ1 et µ2
sont égales aux valeurs propres λ1 et λ2. Dans ce cas, on voit
que l’ICEO est une estimation du degré de polarisation de la
lumière P = λ1−λ2λ1+λ2 au pixel de coordonnées (i, j) . 
Puisque la lumière incidente est purement polarisée, l’ICEO est
liée à la capacité de dépolarisation des matériaux observés. Si
ρ(i, j) est proche de 1, le degré de polarisation de la lumière
rétrodiffusée est grand, ce qui signifie que la capacité de dépo-
larisation du matériau correspondant est faible. Si ρ(i, j) est
proche de 0 , la zone correspondante dans la scène est fortement
dépolarisante. Des études expérimentales [6] ont montré que
lorsqu’ils sont observés en rétrodiffusion, la plupart des maté-
riaux rencontrés dans des scènes réelles se comportent effecti-
vement comme des dépolariseurs purs. Nous nous placerons
donc dans cette hypothèse. Nous considèrerons des images dans
lesquelles le contraste entre les différents objets provient de leur
différence de capacité de dépolarisation. Notons cependant que
même si cette hypothèse n’est pas tout à fait vérifiée, l’ICEO,
qui dans ce cas ne correspond pas exactement au degré de pola-
risation, peut tout de même faire apparaître des contrastes inté-
ressants dans l’image.
Puisque l’imageur polarimétrique fournit deux images s1(i, j)
et s2(, j) , on pourrait envisager de réaliser les opérations de trai-
tement sur l’image bi-canal formée par ces deux images, ou, ce
qui revient au même, par l’image d’intensité
I(i, j) = s1(i, j) + s2(i, j) et l’ICEO. Cependant, dans de
nombreux cas, l’image d’intensité I(i, j) est difficilement
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Figure 2. – Exemple d’images polarimétriques réelles. (a) : s1(i, j) . (b) : s2(i, j) . (c) : ICEO ρ(i, j).
(a) (b) (c)
exploitable à cause de la non-uniformité du faisceau d’illumina-
tion. Considérons par exemple les images polarimétriques
réelles de la figure 2. On peut remarquer sur les images s1(i, j)
et s2(i, j) un motif dont les variations d’amplitude sont dues aux
variations de l’intensité d’illumination. Certaines parties de ce
motif peuvent être prises pour des objets d’intérêt, et créer ainsi
de fausses alarmes. La non-uniformité spatiale du faisceau
d’illumination est un problème important en imagerie active. Il
est particulièrement crucial pour les systèmes à longue portée.
En effet, ces systèmes utilisent des sources de haute puissance
dont l’uniformité est difficile à contrôler. De plus, même si l’in-
tensité était uniforme en sortie de source, elle subirait d’impor-
tantes perturbations du fait des turbulences atmosphériques tra-
versées. Ce phénomène est difficile à éliminer, car la compensa-
tion de turbulence atmosphérique nécessite des systèmes com-
plexes d’optique adaptative [17].
D’autre part, il est clair que l’ICEO, qui est une grandeur nor-
malisée, ne dépend pas de l’intensité de l’illumination [1]. On
peut le vérifier sur la figure 2.c qui montre l’ICEO construite à
partir des images des figures 2.a et 2.b. De plus, comme nous
venons de le voir, l’ICEO bénéficie d’une interprétation phy-
sique intéressante, puisqu’elle permet de distinguer les zones
observées selon leur capacité de dépolarisation. C’est pourquoi,
dans la suite, nous travaillerons uniquement avec l’ICEO.  
3. modélisation et propriétés
statistiques de l’ICEO
Les images s1(i, j) et s2(i, j) acquises par l’imageur polarimé-
trique sont formées sur un détecteur classique de type CCD : ce
sont donc des images d’intensité en lumière cohérente. L’un des
inconvénients de ce type d’images est la présence de bruit de
speckle, qui est extrêment perturbant pour les algorithmes de
traitement d’images. Les caractéristiques de ce bruit doivent être
prises en compte pour obtenir des algorithmes efficaces. C’est
pourquoi nous décrivons tout d’abord les modèles classiques uti-
lisés pour représenter le bruit de speckle. Nous étudions ensuite
les propriétés statistiques de l’ICEO, qui est une combinaison
non-linéaire d’images de speckle.
3.1. les modèles de bruit de speckle
Comme nous l’avons vu dans la section précédente, la valeur
mesurée par l’imageur polarimétrique en un pixel de l’image
sk(i, j), k = 1, 2 est une variable aléatoire qui fluctue autour du
coefficient µk de la matrice de cohérence. Ces fluctuations, spé-
cifiques à l’imagerie cohérente, sont classiquement appelées
speckle. Le modèle classique pour le bruit de speckle est une
distribution exponentielle des valeurs de niveaux de gris, de
moyenne µk [15] : on parle alors de speckle pleinement déve-
loppé. C’est un bruit très gênant, puisque son écart-type est égal
à sa moyenne. Si l’image est formée à partir de l’addition inco-
hérente de différentes composantes lumineuses, on dit que le
speckle est moyenné. On peut montrer que l’intensité x rétro-
diffusée en un point de coordonnées (i, j) suit alors une loi











où µk représente la valeur moyenne : on parle alors de « speck-
le d’ordre L ». Il est bien connu que le rapport entre la moyenne
et l’écart-type d’une variable Gamma est égal à 
√
L . Donc plus
l’ordre est grand, moins le bruit de speckle est gênant. C’est
pourquoi en imagerie cohérente on s’efforce lorsque c’est pos-
sible de moyenner plusieurs images [18].
Cependant, le modèle de lois Gamma n’est pas le seul utilisé
pour représenter les fluctuations de speckle. Ainsi, des études
phénoménologiques, menées principalement sur des signaux
radars, ont montré que dans certains cas, les fluctuations de

















où b est le paramètre de forme de la loi.
Enfin, pour certains matériaux suffisamment rugueux, il est pos-
sible que µk varie spatialement à l’intérieur d’une zone compo-
sée d’un même matériau. Si on suppose que cette valeur µk est
une variable aléatoire suivant une loi Gamma d’ordre ν et de
moyenne < µk > , et si on modélise le phénomène de speckle
par une loi Gamma d’ordre L et de moyenne égale à la variable
aléatoire µk , le niveaux de gris observé suit une « loi K » de
















où Kn(x) est la fonction de Bessel modifiée de seconde espèce
d’ordre n .
Ainsi, on voit que selon les conditions expérimentales et les
matériaux observés, les fluctuations de speckle seront représen-
tées par différentes lois de probabilité. Ces lois sont multiplica-
tives, c’est-à-dire que si on multiplie la variable aléatoire par un
coefficient scalaire, la nouvelle variable est distribuée avec la
même densité de probabilité que la variable initiale, mais avec
un paramère µk multiplié par ce coefficient. Nous considérons
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que la densité de probabilité conjointe de s1(i, j) et s2(i, j)













où µ1 et µ2 sont les paramètres dans les deux canaux. La fonc-
tion U(x, y) représente la densité de probabilité des canaux s1
et s2 lorsque µ1 = µ2 = 1. Ce modèle inclut les cas particuliers
que nous venons de décrire sans se limiter à eux seuls.
3.2. la densité de probabilité de l’ICEO
Après avoir décrit les fluctuations dans les images s1(i, j) et
s2(i, j), nous analysons dans cette section les fluctuations des
niveaux de gris dans l’ICEO. Définissons tout d’abord les variables
aléatoires s˜1 et s˜2 correspondant aux niveaux de gris mesurés en
un pixel (i, j) des deux images s1(i, j) et s2(i, j) lorsque
µ1 = µ2 = 1, ainsi que la variable aléatoire η = (s˜1 − s˜2)
/(s˜1 + s˜2) . η représente l’ICEO ρ lorsque la lumière est totale-
ment dépolarisée. Il est facile de montrer que la variable ρ ,
représentant l’ICEO pour des valeurs µ1 et µ2 quelconques, se













On vérifie en particulier que l’ICEO ne dépend des paramètres
µ1 et µ2 qu’au travers du paramètre u. Lorsque les matériaux
sont purement dépolarisants, le paramètre u est égal au degré de
polarisation de la lumière (cf. équation 3) puisque dans ce cas,
µ1 = λ1 et µ2 = λ2.
D’autre part, notons que le paramètre γ = µ1
µ2
est une fonction







Par conséquent, les paramètres u et γ peuvent être utilisés indif-
féremment pour spécifier les propriétés de la variable aléatoire ρ .
Intéressons-nous maintenant à la densité de probabilité de η, que
nous noterons Ψ(x). Nous démontrons dans l’annexe A qu’elle
possède les propriétés suivantes :
– Si U(x, y) = U(y, x) , ce qui correspond à une propriété d’iso-
tropie de la lumière totalement dépolarisée, alors la fonction
Ψ(x) est paire.
– Dans les mêmes conditions, la fonction Ψ(x) admet un extre-
mum en 0 .
– Si U(x, 0) = U(0, x) = 0 , alors Ψ(1) = Ψ(−1) = 0. Cette
condition est par exemple vérifiée pour un speckle de type
Gamma, avec L  2 .
Ces propriétés indiquent que la fonction Ψ(x) est symétrique, et
possède, pour un speckle d’ordre élevé, une forme « en cloche »,
avec un maximum pour x = 0 .
À partir de la relation 12, on peut déterminer l’expression de la
densité de probabilité P (ρ)u (x) de ρ en fonction de Ψ(x), en uti-
lisant la relation classique P (ρ)u (ρ)dρ = Ψ(η)dη . On obtient :








Par conséquent, bien que Ψ(x) soit paire, la densité Puρ (ρ) ne
l’est en géneral pas. De plus, il est important de remarquer que
le paramètre u, qui représente le degré de polarisation, ne cor-
respond pas à la moyenne de la variable ρ . En effet, nous mon-
trons dans l’annexe A.3 à l’aide d’un développement limité que
pour les faibles valeurs de u, la moyenne d’ensemble de ρ
s’écrit de la manière suivante :
< ρ > −u  (u3 − u)σ2η (16)
où σ2η est la variance de la variable aléatoire η. En revanche, nous
montrons dans l’annexe A.4 que u est égal à la médiane de ρ .
À titre d’exemple, considérons que les canaux s1 et s2 sont indé-
pendants et distribués selon des lois Gamma d’ordre L. En uti-
lisant l’équation 40 de l’annexe A, on peut montrer que la den-
sité de probabilité de l’ICEO a l’expression suivante :
P (ρ)u (ρ) =
(2L− 1)!




Nous avons représenté sur la figure 3 les fonctions P (ρ)u (ρ) pour
trois valeurs de u = 0, 0.5, 0.8 et trois valeurs de L = 1, 5, 50 .
Rappelons que par définition, P (ρ)0 (x) correspond à la loi Ψ(x)
qui caractérise une lumière totalement dépolarisée. On peut
vérifier les propriétés énoncées plus haut : la distribution Ψ(x)
possède un forme « en cloche », sauf pour un ordre L = 1 .
D’autre part, on peut observer comment elle se « déforme » et
devient asymétrique lorsque u prend des valeurs non-nulles.
Nous avons tracé sur la figure 4 la moyenne, l’écart-type et le
mode de ρ en fonction de u pour différents ordres. La moyenne
et l’écart-type ont été estimés par intégration numérique à partir
de la forme analytique de la densité de probabilité dans l’équa-
tion 17. Le mode, qui est la position du maximum de la densité
de probabilité, peut se calculer analytiquement :
A l g o r i t h m e s  s t a t i s t i q u e s  p o u r  l e  t r a i t e m e n t  d e s  i m a g e s  p o l a m é t r i q u e s  















Sur la figure 4, on vérifie que la moyenne n’est égale à u que
lorsque u est nul ou lorsqu’il tend vers 1 , comme l’indique
l’équation 16. D’autre part, la variance diminue lorsque u aug-
mente. Enfin, lorsque L = 1 , le mode est 1 si u > 0 , −1 si
u < 0 et il n’est pas défini pour u = 0 , puisque la densité de
probabilité est alors constante (voir figure 3). En revanche,
lorsque L est grand, le mode est pratiquement égal à u. 
4. l’estimation du degré 
de polarisation
Dans de nombreuses opérations de traitement d’images, comme
par exemple la détection et la segmentation, la première étape
consiste à estimer le degré de polarisation u dans une zone
homogène de l’image. Nous allons donc étudier dans cette sec-
tion les propriétés de différents estimateurs du degré de polari-
sation à partir d’un échantillon. L’objectif est de déterminer un
estimateur présentant un bon compromis entre précision d’esti-
mation et simplicité de calcul.
4.1. estimation à partir de l’ICEO
Considérons une zone homogène de l’ICEO, contenant
N = P ×Q pixels, où le degré polarisation prend la valeur u.
Les niveaux de gris des pixels constituent un échantillon
{ρ(i, j)|(i, j) ∈ [1, P ]× [1, Q]}. Notre objectif est d’estimer u
à partir de cet échantillon. L’estimateur le plus simple consiste à
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Figure 3. – Densité de probabilité de l’ICEO quand les niveaux de gris des deux canaux sont distribués suivant des lois Gamma de différents ordres L, et



























L = 1 L = 5
L = 50
Cependant, il est facile de montrer que cet estimateur est biaisé.
En effet, < uˆiceo >=< ρ > , et nous avons vu (cf. équation 16)
que < ρ >= u.
À l’inverse de la moyenne, on peut montrer (cf. annexe A.4) que
la médiane de ρ est égale à u. Par conséquent, la médiane uˆmed
de l’échantillon est un estimateur non biaisé de u. On sait de
plus que la médiane est un estimateur robuste à la présence de
valeurs anormales dans l’échantillon. En revanche, le calcul de
la médiane nécessite une mise en ordre des valeurs de l’échan-
tillon, ce qui est une opération coûteuse en temps de calcul. 
Nous avons représenté la moyenne et l’écart-type des estima-
teurs uˆiceo et uˆmed sur la figure 5. Ces valeurs ont été estimées
par une méthode de Monte-Carlo en utilisant 104 réalisations
d’un échantillon de N = 50 pixels. Les canaux s1 et s2 sont dis-
tribués selon des lois Gamma d’ordre L. On peut voir que pour
les faibles valeurs de L, l’estimateur uˆiceo est largement biaisé,
alors que uˆmed ne l’est pas. D’autre part, on constate que la
variance de l’estimation diminue lorsque u augmente et lorsque
l’ordre L de la loi Gamma augmente. Cela est lié au fait que la
variance des fluctuations dans l’OSCI diminue lorsque L et u
augmentent (cf. figure 4).
Si on connaît la densité de probabilité de l’échantillon, il est
aussi possible de déterminer l’estimateur du maximum de vrai-
semblance de u. Nous montrons dans l’annexe B que dans le cas
d’un speckle de type Gamma, l’estimateur du maximum de vrai-






1− uˆmvρ(i, j) = 0 (20)
Cette équation peut être résolue grâce à quelques itérations
d’une méthode de Newton. La moyenne et l’écart-type de uˆmv
en fonction de u sont représentés sur la figure 5. On constate que
cet estimateur est non biaisé, et que sa variance est inférieure à
celle de uˆmed.
Cependant, cet estimateur présente l’inconvénient de nécessiter
la résolution itérative d’une équation. D’autre part, comme la
distribution des niveaux de gris dans l’ICEO n’appartient pas à
la famille exponentielle, cet estimateur n’est pas forcément le
plus efficace. La famille exponentielle est une famille de distri-
butions qui inclut les lois gaussiennes, Gamma, Poisson [20].
Elles possèdent la propriété que l’estimateur du maximum de
vraisemblance de leurs paramètres est de variance minimale s’il
est non-biaisé. Comme nous ne nous trouvons pas dans ce cadre
là, il n’est pas sûr que l’estimateur du maximum de vraisem-
blance soit le meilleur. Nous savons simplement qu’il possède
des propriétés asymptotiques d’efficacité [20]. Par conséquent,
nous allons nous efforcer de déterminer un estimateur non-biai-
sé, plus performant que uˆmed et plus facilement calculable que
uˆmv.
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Figure 4. – Moyenne, écart-type et mode de l’OSCI en fonction du para-
mètre u pour différentes valeurs de L : L = 1 (trait continu), L = 5 (poin-
tillés longs) et L = 50 (pointillés courts).
Écart-type
Mode
4.2. représentation naturelle de l’ICEO
Nous avons constaté dans la section précédente que le biais de
l’estimateur uˆiceo vient du fait que lorsque u varie, la densité de
probabilité de ρ subit une transformation non-linéaire (cf. équa-
tion 17) qui modifie sa forme et la rend asymétrique. Afin de
s’affranchir de ce problème, nous allons rechercher une trans-
formation non linéaire de la variable aléatoire ρ telle que dans
cette nouvelle représentation, la variation de u n’entraîne qu’une
translation de la densité de probabilité. En d’autres termes, on
souhaite transformer les perturbations affectant l’ICEO en per-
turbations de type additif. Pour réaliser cette opération, il suffit
de remarquer qu’il existe une relation de bijection entre l’ICEO
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Figure 5. – Moyenne et écart-type de l’estimation du degré de polarisation sur l’ICEO, lorsque les niveaux de gris des différents canaux sont distribués selon
les lois Gamma d’ordre 1 (graphe du haut), 5 (graphe du milieu) et 50 (graphe du bas). (♦) : estimateur de la moyenne empirique sur l’ICEO (uˆiceo ). () :
estimateur de la médiane (uˆmed). () : estimateur du maximum de vraisemblance (uˆmv) . (*) : estimateur de la moyenne empirique sur l’image DLOG
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Figure 6. – Densité de probabilité Φ(x) des niveaux de gris de l’image β (cf. équation 23) pour des canaux dont les niveaux de gris sont distribués suivant
des lois Gamma d’ordres L différents (ligne continue) et densité de probabilité gaussiennes de même variance (ligne pointillée avec ♦). Colonne de gauche :
densité de probabilité. Colonne de droite : logarithme de la densité de probabilité.
ρ et la variable aléatoire r = s1/s2. Si on prend le logarithme de


















ne dépend que de la distribution
U(x, y) , et pas du paramètre u. Nous appellerons Φ(x) la den-
sité de probabilité de cette variable aléatoire. Il est facile de





= lns˜1 − lns˜2 ,
qui est donc la différence de deux variables aléatoires identique-
ment distribuées, ce qui correspond nécessairement à une densi-
té de probabilité symétrique. Cette propriété de symétrie de la
densité de probabilité est la différence essentielle qui existe
entre la présente étude et le traitement homomorphique des
signaux perturbés par un bruit multiplicatif de type speckle [21]. 
D’après l’équation 21, il est clair que la densité de probabilité de
β est égale à :
P (β)γ (x) = Φ(x− lnγ) (22)
Comme Φ(x) est paire, on a < β >= lnγ . Par conséquent, une
modification du degré de polarisation entraîne une variation de
la moyenne de l’image β égale à lnγ, sans modifier les autres
propriétés de la distribution. Du fait de cette propriété, nous
appellerons β la représentation naturelle de l’ICEO.
Dans le cas où les variables s1 et s2 suivent des lois Gamma, il
est facile de déterminer la densité de probabilité Φ(x) . Il suffit
de remarquer que β = ln(1 + ρ)− ln(1− ρ) et d’appliquer la
formule classique de transformation d’une variable aléatoire (cf.
[22], équation 5.5) à la distribution de ρ (cf. équation 17). On












où cosh(x) désigne la fonction cosinus hyperbolique. Nous
montrons dans la figure 6 l’allure de Φ(x) pour trois valeurs dif-
férentes de l’ordre L du speckle. Rappelons que pour une valeur
donnée de u, et donc de γ , la densité de probabilité de l’image
β est simplement la fonction Φ(x) translatée de la valeur lnγ.
Nous avons aussi tracé sur les mêmes graphes les gaussiennes de
même variance que la distribution Φ(x) . On peut voir que la
fonction Φ(x) est d’autant plus proche d’une gaussienne que
l’ordre de speckle L est grand.
Comme < β >= lnγ , la moyenne empirique de β est un esti-
mateur non biaisé de lnγ. À partir de ce résultat, l’estimateur de





, puis la moyenne















Dans l’annexe C, nous étudions les propriétés de cet estimateur.
Nous montrons qu’une expression approchée de son biais est la
suivante :





où σ2Φ est la variance de Φ(x) . Nous voyons que le biais est non
nul, mais qu’il tend vers 0 lorsque le nombre N de valeurs dans
l’échantillon augmente : uˆdlog est donc asymptotiquement non-
biaisé. En résumé, on peut dire que β est un estimateur non-biai-
sé de lnγ et donc de ln1 + u
1− u, et uˆdlog est un estimateur asymp-
totiquement non-biaisé de u.
Nous avons représenté sur la figure 5 la moyenne et l’écart-type
de l’estimateur uˆdlog dans le cas de canaux suivant des lois
Gamma. Ils ont été déterminés par une méthode de Monte-Carlo
sur 104 réalisations, et la taille de l’échantillon était N = 50. À
titre d’exemple, considérons le cas où L = 1 . La valeur de σΦ
peut être calculée par intégration numérique, et on trouve
σ2φ = 3.29 . La valeur du biais dépend de u, mais on peut mon-
trer que sa valeur maximale, atteinte pour u = 1/
√
3 , est égale
à −6 10−3. Pour cette valeur de u, on voit sur la colonne de
droite de la figure 5 que l’écart-type de uˆdlog est égal à 0.08 : il
est donc plus de dix fois supérieur au biais.
Sur la colonne de gauche de la figure 5 on peut vérifier que le
biais de l’estimateur est effectivement négligeable. De plus, on
constate que son écart-type est légèrement supérieur à celui de
l’estimateur du maximum de vraisemblance, mais inférieur à
celui de l’estimateur de la médiane.
4.3. le cas des loi K et de Weibull
Les propriétés des différents estimateurs ont été illustrées dans
les sections précédentes sur des échantillons distribués suivant
des lois Gamma. Notre objectif dans cette section est de montrer
que ces propriétés restent valables lorsque le speckle est modé-
lisé par d’autres lois. Nous considérons les lois K et les lois de
Weibull pour les distributions de s1 et de s2. Il est difficile de
déterminer l’expression analytique de la fonction Φ(x) dans ces
deux cas. Pourtant, nous pouvons montrer que les résultats obte-
nus sont similaires à ceux obtenus avec des lois Gamma. 
Nous avons représenté sur la figure 7 des estimations des fonc-
tions Φ(x) pour des exemples de loi de Weibull et de loi K,
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obtenues en réalisant un histogramme. On constate que les fonc-
tions sont similaires à celle obtenue dans le cas des lois
Gamma : elles sont symétriques, et ont une forme « en cloche ».
Nous avons aussi représenté sur les mêmes figures les densités
de probabilité gaussiennes ayant la même variance que Φ(x) .
On peut voir que comme dans le cas des loi Gamma, la fonction
Φ(x) est proche d’une gaussienne. Enfin, nous présentons dans
la figure 8 les estimations de la moyenne et de la variance d’es-
timation du degré de polarisation u dans le cas de lois de
Weibull et K, à l’aide des estimateurs uˆiceo, uˆmed et uˆdlog . On
constate que les conclusions que l’on peut en déduire sur les
propriétés des différents estimateurs sont similaires à celles
obtenues à partir des lois Gamma.
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Figure 7. – Densité de probabilité Φ(x) des niveaux de gris de l’image β pour des canaux dont les niveaux de gris sont distribués suivant différentes lois, esti-
mées à partir d’échantillons de 105 valeurs. À gauche : loi de Weibull (cf. équation 9) avec b = 2 . À droite : loi K (cf. équation 10) de paramètres ν = 0.7 et



















































































Figure 8. – Moyenne (colonne de gauche) et écart-type (colonne de droite) de l’estimation du degré de polarisation lorsque les canaux dont les niveaux de gris
sont distribués suivant les lois de Weibull de paramètres b = 2 (graphes du haut) et des lois K de paramètres ν = 0.7 et L = 5 (graphes du haut). (♦) : esti-
mateur de la moyenne empirique sur l’ICEO (uˆdlog). () : estimateur de la médiane (uˆmed).
4.4. conclusion
Nous avons comparé les performances de différents estimateurs
du degré de polarisation à partir d’un échantillon de niveaux de
gris de pixels d’une image polarimétrique. Au point de vue de la
variance d’estimation, l’estimateur du maximum de vraisem-
blance uˆmv et celui reposant sur la représentation naturelle uˆdlog
ont des performances similaires. Cependant, l’estimateur uˆdlog
présente l’avantage d’avoir une expression indépendante de la
densité de probabilité du speckle. Ce n’est pas le seul avantage
de la représentation naturelle β. En effet, dans cette représenta-
tion, une variation du degré de polarisation ne modifie que la
moyenne des fluctuations, et non la forme de la densité de pro-
babilité des niveaux de gris. D’autre part, leur densité de proba-
bilité est proche d’une gaussienne. Nous démontrerons dans la
section suivante que ces propriétés permettent de définir des
algorithmes de traitement d’images rapides et efficaces. 
5. applications au traitement
des images polarimétriques
Deux des opérations les plus courantes réalisées sur des images
sont la détection de zones de contraste (cibles de petite taille ou
bords) et la segmentation d’objets. Il est clair que sur des images
fortement perturbées telles que l’ICEO, il est nécessaire de
prendre en compte les caractéristiques du bruit pour concevoir
des algorithmes efficaces. Cela a été démontré dans le traitement
des images SAR, où les filtres de détection et les algorithmes de
segmentation adaptés se sont révélés bien supérieurs aux tech-
niques classiques [8, 12]. Notre objectif dans cette section est
d’utiliser le principe des méthodes qui ont fait leurs preuves en
SAR pour traiter les images polarimétriques. L’originalité de
l’étude tient au fait que comme nous l’avons montré dans la sec-
tion précédente, la densité de probabilité des perturbations est
plus complexe que dans le cas du SAR, et n’appartient pas à la
famille exponentielle. Nous rechercherons donc les algorithmes
réalisant un bon compromis entre performance et efficacité en
temps de calcul.
5.1. détection
Notre objectif va être de déterminer des algorithmes de détec-
tion de cibles ou de bords robustes aux fluctuations de niveaux
de gris présentes dans l’ICEO. Mais auparavant, nous décrivons
brièvement le principe des algorithmes que nous considérons. 
5.1.1.algorithmes de détection 
reposant sur le rapport de vraisemblance
Le problème que nous considérons est celui de la détection de
zones de contraste dans l’image. Pour cela, nous balayons
l’image avec un masque F qui contient NF pixels et qui est par-
titionné en deux régions disjointes w et w. La géométrie de ces
régions dépend de l’application. Ainsi, nous avons représenté
sur la figure 9 les structures adaptées à la détection d’un bord
horizontal, d’un bord vertical et d’une cible de petite taille. Nous
noterons le nombre de pixels dans chaque région NF , Nw and
Nw , avec la propriété NF = Nw +Nw .
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Figure 9. – Structure de masques pour la détection de bords et de cibles.
Le masque F est l’union des masques w et w .
Pour chaque position (i, j) dans l’image, F recouvre un échan-
tillon de NF pixels. Nous supposons que les valeurs de ces
pixels sont des variables aléatoires indépendantes de densité de
probabilité Pθ(x) où θ est un vecteur de paramètres. Le « test
du maximum du rapport de vraisemblance » (MLRT, pour
« Maximum Likelihood Ratio Test » en anglais) [20] consiste à
comparer les deux hypothèses suivantes :
– H0 : les niveaux de gris des pixels dans les régions w et w
sont distribués suivant des densités de probabilité ayant le même
paramètre θb .
– H1 : les niveaux de gris des pixels dans les régions w et w
sont distribués suivant des densités de probabilité ayant des
paramètres différents θa et θb .
On calcule le logarithme du rapport des vraisemblances des
deux hypothèses, ce qui revient à faire la différence de leurs
logvraisemblances L1(θa, θb) et L0(θb) :
R(θa, θb) = L1(θa, θb)−L0(θb) (26)
Cependant, ce rapport dépend des paramètres θa et θb qui sont
en général inconnus, et qui doivent être estimés à partir des don-
nées, dans chacune des hypothèses. On obtient alors le « test du
rapport de vraisemblance généralisé » (GLRT, pour






R est comparé à un seuil λ de telle sorte que :
{ si R  λ , H1 est choisie
si R < λ , H0 est choisie
(28)
La valeur du paramère λ détermine le compromis entre probabi-
lité de détection (PD) et probabilité de fausse alarme (PFA). Le
MLRT (cf. équation 26) est l’algorithme qui donne la meilleure
probabilité de détection pour une probabilité de fausse alarme
donnée. En revanche, le GLRT ne possède pas cette propriété en
général [20], mais il fournit en pratique de bonnes perform-
ances. 
5.1.2.détection sur l’ICEO
et la représentation naturelle
Si l’on connaît la densité de probabilité des niveaux de gris de
l’ICEO, il est possible de déterminer l’expression exacte du
GLRT. Cependant, nous avons vu dans les sections précédentes
que l’estimation du paramètre u au sens du maximum de vrai-
semblance nécessite la résolution itérative de l’équation 20, ce
qui rend le GLRT lourd en temps de calcul. Or dans les applica-
tions courantes, les algorithmes de type GLRT sont utilisés pour
détecter des régions d’intérêt, qui seront analysées ensuite par
des algorithmes plus performants, et plus complexes. Un tel
algorithme doit donc être le plus simple et le plus rapide pos-
sible [23]. Une manière d’obtenir un algorithme rapide consiste
à considérer une approximation de la densité de probabilité
réelle de l’ICEO par une loi dont les paramètres peuvent être
plus facilement estimés au sens du maximum de vraisemblance,
comme par exemple une loi gaussienne. Dans ce cas, il est clair
que les performances dépendront de l’adéquation de cette loi
approchée avec la distribution réelle des niveaux de gris dans
l’image. Le choix de la représentation de l’ICEO sera donc
important.
Dans les sections précédentes, nous avons utilisé deux représen-
tations de l’ICEO : ρ (cf. équation 12) et β (cf. équation 21). Ces
deux représentations se déduisent l’une de l’autre par une trans-
formation bijective. Par conséquent, elles permettent bien de
décrire la même grandeur physique. Cependant, si on utilise le
GLRT adapté à des lois gaussiennes, les performances dépen-
dent des densités de probabilité des niveaux de gris dans ces
deux représentations, qui sont différentes (cf. figure 3 et 6). De
ce point de vue, la représentation naturelle β présente deux
avantages déterminants sur la représentation habituelle ρ .
Tout d’abord, comme on peut le voir en comparant les figures 3
et 6, la forme de la densité de probabilité de la représentation β,
qui est symétrique quelle que soit la valeur de u, est plus proche
de celle d’une variable aléatoire gaussienne que celle de ρ . De
plus, dans l’image β, seule la moyenne de la distribution des
niveaux de gris dépend du degré de polarisation u. Ainsi, deux
zones présentant un contraste de degré de polarisation auront
des densités de probabilité de même forme, et en particulier de
même variance. On peut donc leur appliquer le GLRT adapté à
des lois gaussiennes de variances identiques et de moyennes dif-
férentes. Nous montrons dans l’annexe D.1 que l’expression de
ce GLRT est :
GLRTβ = A [m̂w − m̂w]2 (29)




, σ = σa = σb est la variance commune







avec α = w ou w. On peut constater que GLRTβ est équivalent
à un filtrage linéaire avec mise au carré du résultat. Il est donc
potentiellement très rapide.
Dans la représentation naturelle β, les densités de probabilité
des niveaux de gris de la cible et du fond ne diffèrent que par
leurs moyennes lnγa et lnγb . Par conséquent, les performances
du GLRTβ ne dépendent que de la différence entre ces
moyennes. On peut donc définir le coefficient de contraste entre
deux régions de degrés de polarisation ua et ub de la manière
suivante (cf. figure 10) :
χ = |lnγa − lnγb| =
∣∣∣∣lnµa1 µb2µa2 µb1
∣∣∣∣ = ∣∣∣∣ln(1 + ua)(1− ub)(1− ua)(1 + ub)
∣∣∣∣ (31)
où l’on a utilisé la relation entre γ et u apparaissant dans l’équa-





∣∣∣ = 10 ∣∣∣∣log10 (1 + ua)(1− ub)(1− ua)(1 + ub)
∣∣∣∣ (32)
On peut constater que ce coefficient dépend de manière non tri-
viale des degrés de polarisation dans les deux régions.
Si dans la représentation β, les performances du GLRTβ ne
dépendent que de χ , il n’en est pas de même lorsqu’on travaille
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Figure 10. – Définition du contraste χ sur la représentation naturelle β.
Trait continu : densité de probabilité des niveaux de gris de la cible. Trait
pointillé : densité de probabilité des niveaux de gris du fond. 
sur la représentation standard ρ . En effet, dans ce cas, les densi-
tés de probabilité sur la cible et sur le fond ont des formes diffé-
rentes, qui varient avec les valeurs de ua et ub .  En particulier,
lorsque le degré de polarisation u change, la moyenne et la
variance de la loi sont modifiées. Par conséquent, contrairement
à la représentation β, les fluctuations ne peuvent plus être consi-
dérées comme additives. Pour réaliser la détection, on peut uti-
liser le GLRT adapté à des lois gaussiennes de moyennes et de
variances différentes, dont l’expression est la suivante (cf.
annexe D.2) :







[ρ(i, j)− m̂α]2 , (34)
et α = w , w ou F . Ce détecteur est plus complexe que
GLRTβ. De plus, le contraste χ ne représente plus la difficulté
de traitement de l’image ρ par le GLRTρ .
Afin de comparer les deux approches GLRTβ et GLRTρ , nous
avons tracé leurs « caractéristiques opérationnelles de
récepteur » (COR) pour différents paramètres ua et ub . Ces
courbes représentent la probabilité de détection en fonction de la
probabilité de fausse alarme du détecteur, et sont obtenues en
faisant varier le seuil de détection λ. Elles ont été estimées par
une méthode de Monte-Carlo sur 106 réalisations. Les nombres
de pixels de la cible (Nw) et du fond (Nw ) sont égaux à 50 .
Nous avons choisi 4 combinaisons de paramètres ua et ub , qui
corres-pondent toutes à une même valeur de χdB. Nous pouvons
voir sur la figure 11 que les performances du détecteur GLRTρ
sont très dépendantes des valeurs de ua et ub . En particulier, ces
performances sont faibles lorsque ub est fort, c’est-à-dire
lorsque la cible dépolarise plus que le fond. Lorsque la probabi-
lité de fausse alarme d’un détecteur ne dépend pas des para-
mètres statistiques du fond, mais seulement du seuil de détection
utilisé, on dit qu’il est à « taux de fausse alarme constant »
(CFAR, pour « constant false alarm rate ») : le GLRTβ est
CFAR, alors que le GLRTρ ne l’est pas.
Nous allons illustrer ces résultats sur une application impor-
tante, qui est la détection de bords dans une image. Dans ce cas,
les masques w et w ont la forme de rectangles contigus (cf.
figure 9). Nous avons généré des images synthétiques compre-
nant deux zones ayant des degrés de polarisation différents, pour
un speckle d’ordre 1 . Le masque F a une forme du type de celle
de la figure 9, dessin de gauche, où chaque partie a une taille
5× 10 pixels. Nous avons comparé les résultats de l’application
du GLRTρ à l’image ρ et du GLRTβ à l’image β. Nous pou-
vons constater que lorsqu’on utilise le GLRTρ , les fluctuations
de la sortie du détecteur n’ont pas la même amplitude sur les
parties claires et sombres de l’image. C’est une illustration du
fait que ce détecteur ne possède pas la propriété CFAR, contrai-
rement au GLRTβ. Les images seuillées montrent également
que c’est avec le GLRTβ que l’on obtient les meilleurs résultats.
Enfin, nous présentons sur la figure 13 quelques exemples de
détection de bords sur des images polarimétriques réelles (dans
la représentation naturelle β). Afin de pouvoir détecter des bords
d’orientations différentes, nous avons utilisé quatre masques dif-
férents, qui sont quatre versions du masque utilisé dans les simu-
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Probabilité de fausse alarme
Figure 11. – Performances des détecteurs GLRTβ et GLRTρ en présence
de speckle Gamma d’ordres L = 1 et L = 5 . Sur les deux graphes, la ligne
continue représente la ROC du GLRTβ, qui ne dépend que de χdB. Les
autres courbes représentent les ROC du GLRTρ, pour une même valeur
de χdB mais différentes combinaisons de valeurs (ua, ub). Graphe du
haut : (♦) : (0.6, 0) ; () : (0.9, 0.67) ; (+) : (0, 0.6) ; (×) : (0.67, 0. 78). Dans
tous les cas, Nw = 50 pixels et NF = 100 pixels. Les COR ont été obte-


























Probabilité de fausse alarme
L = 1, χdB = 6dB
L = 5, χdB = 2dB
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Image β Image ρ, ub = 0 Image ρ, ub = 0.67
GLRTβ GLRTρ GLRTρ
Figure 12. – Ligne du haut : Représentation naturelle β et image ρ pour deux valeurs de ub (paramètres de la partie sombre de l’image) différentes. Dans
tous les cas, L = 1 et χ = 6dB. Deuxième ligne : résultat de l’application du GLRT adapté aux trois images. Troisième ligne : Version binarisée des images
précédentes.
lations précédentes tournées de 0 , 45 , 90 et 135 degrés. On
obtient ainsi quatre plans de sortie : P0(i, j) , P45(i, j) , P90(i, j)
et P135(i, j) . Le plan de sortie total est obtenu en prenant, en
chaque pixel (i, j) , le maximum de ces 4 plans.
5.2. segmentation par contours actifs 
statistiques
Pour segmenter des cibles résolues dans les images polarimé-
triques, nous proposons d’utiliser un algorithme de segmenta-
tion par contours actifs développé récemment [12, 13]. Cet algo-
rithme repose sur une modélisation de l’image en une zone cible
et une zone fond, dont les niveaux de gris ont des densités de
probabilité homogènes. On cherche à déterminer la forme w de
la zone cible. Nous avons choisi de représenter cette forme par
un polygone. La forme w est alors paramétrée par les positions
des noeuds de ce polygone. Dans la suite, nous utiliserons la
même notation w pour désigner la forme géométrique de la
cible et les paramètres qui la définissent.
On peut associer à chaque valeur du paramètre w une vraisem-
blance L(w) . L’algorithme consiste à déterminer la forme qui
maximise cette vraisemblance. En d’autres termes, le contour
final est défini par :
ŵ = arg max
w
L(w) (35)
Pour maximiser ce critère, nous utilisons un algorithme stochas-
tique très simple. Il consiste à itérer le processus suivant 
– choisir aléatoirement un nœud du polygone, et le déplacer de
manière aléatoire,
– accepter le déplacement s’il a diminué L(w) , le refuser sinon,
pendant un nombre fini d’itérations [13]. On peut noter que cet
algorithme, s’il présente l’avantage d’être simple et rapide, ne
garantit pas une convergence vers le minimum global de L(w) .
D’autre part, le résultat final dépend de la forme initiale du
contour actif. Pour augmenter la robustesse de l’algorithme à ces
paramètres, nous avons mis en œuvre une méthode de multi-
résolution simple, dans laquelle le nombre de nœuds du polygo-
ne est augmenté progressivement. En d’autres termes, la seg-
mentation commence avec un nombre réduit de nœuds, ce qui
permet d’obtenir une approximation grossière du contour de
l’objet. Par exemple, sur la figure 14, le contour initial contient
4 nœuds. On rajoute ensuite des nœuds supplémentaires entre
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Figure 13. – Exemples de détection de bords sur des images polarimé-
triques réelles. Première ligne : Image β. Deuxième ligne : résultat de l’ap-
plication du détecteur de bords GLRTβ. Le détecteur de bords a été
construit à partir de quatre masques orientés à 0, 45, 90 et 135 degrés afin







Figure 14. – Première ligne : Image β, L = 5 , χdB = 4dB (le carré blanc
représente le contour initial), et résultat de la segmentation avec le nombre
de pixels mal placés (NPMC ) estimé sur l’image segmentée. Deuxième
ligne : Image ρ , L = 5 , χdB = 4dB, ua = 0.43, ub = 0 , et résultat de la
segmentation. Troisième ligne : Image ρ , L = 5 , χdB = 4dB, ua = 0.85,
ub = 0.67 , et résultat de la segmentation. 
ceux du contour obtenu, et on fait converger le nouveau contour.
On peut itérer ce processus un certain nombre de fois, ce qui
permet d’obtenir une estimation de plus en plus fine du contour
de l’objet. En pratique, nous nous limiterons à une approche en
trois étapes. Des exemples d’application de cette technique
apparaissent sur la figure 14. 
L’un des avantages de cet algorithme est qu’il est très rapide :
une segmentation telle que celles représentées sur la figure 14
est obtenue en quelques centaines de millisecondes sur un PC
750 MHz. Cependant, ces temps de calculs sont obtenus par une
optimisation du calcul de la vraisemblance, qui n’est possible
que lorsque les densités de probabilité utilisées pour modéliser
l’image appartiennent à la famille exponentielle [13]. Plus
encore que dans le cas de la détection, il est donc nécessaire de
modéliser les densités de probabilité des niveaux de gris de
l’image par des lois appartenant à cette famille, comme par
exemple les lois gaussiennes.
Comme dans la section précédente, nous comparerons les per-
formances de segmentation sur les représentations ρ et β. Pour
l’image β, nous modélisons les niveaux de gris de l’image par
des variables aléatoires gaussiennes de même variance sur la
cible et sur le fond. Nous montrons dans l’annexe D.1 que maxi-
miser la vraisemblance revient à maximiser la fonction sui-
vante :
Lβ(w) = Nw m̂2w +Nw m̂
2
w (36)
où m̂w et m̂w sont définis dans l’équation 30. À l’inverse, pour
la segmentation sur l’image ρ , nous modélisons ces niveaux de
gris par des distributions gaussiennes de moyenne et de varian-
ce différentes sur la cible et sur le fond. Nous montrons dans
l’annexe D.2 que maximiser la vraisemblance revient alors à
maximiser la fonction suivante :
Lρ(w) = −Nw ln [σˆw]−Nw ln [σˆw] (37)
où σˆ2w et σˆ2w sont définis dans l’équation 34.
Notre objectif est de comparer les performances de segmenta-
tion obtenues en utilisant les contours actifs optimisant soit Lβ
sur l’image β, soit Lρ sur l’image ρ . Pour cela, nous avons
considéré différentes combinaisons de valeurs de ua et ub cor-
respondant à une valeur de χdB fixée. À partir de ces valeurs,
nous avons généré des images avec comme cible la forme poly-
gonale représentée sur la figure 14. Nous avons appliqué les
contours actifs optimisant Lρ sur la représentation ρ et Lβ sur la
représentation β. Afin d’estimer la qualité de la segmentation,
nous avons calculé à l’issue de chaque segmentation le nombre
de pixels mal classés (NPMC). Un pixel est considéré comme
mal classé s’il se trouve à l’intérieur du contour final alors qu’il
appartient au fond, ou s’il se trouve à l’extérieur alors qu’il
appartient à la cible. En moyennant cette valeur sur un grand
nombre de réalisations des images (1000), on obtient le nombre
moyen de pixels mal classés (NMPMC). Les valeurs de
NMPMC en fonction des différentes valeurs de ua et ub appa-
raissent sur le tableau 1. On peut constater que les performanc-
es du contour actif Lβ ne dépendent pas des valeurs relatives de
ua et ub mais seulement de χdB, contrairement au contour actif
Lρ. De plus, les performances du contour actif Lβ sont, dans
tous les cas considérés, au moins égales à celles du contour actif
Lρ.
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ua ub NMPMC – β NMPMC – ρ
0.6 0 104 114
0.9 0.67 105 330
0 0.6 103 104
0.67 0.9 101 192
ua ub NMPMC – β NMPMC – ρ
0.43 0 36 37
0.85 0.67 35 56
0 0.43 35 38
0.67 0.85 35 59
L = 1, χdB = 6dB
L = 5, χdB = 4dB
Tableau 1. – Nombres moyens de pixels mal classés (NMPMC) obtenu par
segmentation avec les contours actifs optimisant Lβ sur l’image β et Lρ sur
l’image ρ , pour χdB fixé mais pour différentes valeurs de ua et ub . Tableau
du bas : L = 5 , χdB = 4dB. Les images segmentées sont du type de celles
représentées sur la figure 14. Le NMPMC a été estimé sur 1000 réalisations.
Nous pouvons voir sur la figure 15 un exemple de segmentation
sur une image polarimétrique réelle. Nous avons aussi fait figu-
rer le résultat d’une segmentation menée sur le canal s1(i, j). On
peut voir que le résultat n’est pas satisfaisant, à cause de la non-
uniformité de l’éclairement qui crée des zones de contraste ne
correspondant à aucune structure dans la scène. En revanche, la
segmentation menée sur l’image β donne de meilleurs résultats.
Cela montre l’intérêt de travailler sur l’image de degré de pola-
risation en imagerie active. 
6. conclusion
Nous avons étudié dans cet article l’Image de Contraste d’États
Orthogonaux (ICEO), qui représente une estimation locale du
degré de polarisation de la lumière réfléchie par une scène
lorsque celle-ci est composée de matériaux purement dépolari-
sants et isotropes. Cette image présente en outre la propriété
d’être invariante aux fluctuations d’intensité du faisceau d’illu-
mination.
Nous avons analysé les propriétés statistiques de l’ICEO, dont
les fluctuations sont dues au phénomène de speckle toujours
présent en imagerie cohérente. Nous avons comparé les per-
formances de différents estimateurs du degré de polarisation à
partir d’un échantillon de valeurs de l’ICEO. En particulier,
nous avons montré qu’il existe une représentation « naturelle »
de l’ICEO pour laquelle la distribution des fluctuations est
symétrique et additive. Cette représentation permet de détermi-
ner un estimateur simple et performant du degré de polarisation.
De plus, dans cette représentation, on peut utiliser de manière
efficace des algorithmes rapides de traitement d’images. Ainsi,
on peut réaliser une détection de bords à taux de fausse alarme
constant sous la forme d’un simple filtrage linéaire. Enfin, les
méthodes de contours actifs statistiques appliquées à cette repré-
sentation permettent d’obtenir une segmentation efficace et
robuste de cibles de faible visibilité.
Un développement naturel de ce travail sera de considérer le cas
où les quatre paramètres de Stokes de l’état de polarisation de la
lumière réfléchie peuvent varier sur les deux zones de l’image.
Le problème de détection ou de segmentation, qui est alors défi-
ni a priori par 8 paramètres, est plus complexe. Des travaux sur
ce point sont en cours dans notre équipe.
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Annexes 
A Propriétés statistiques de l’ICEO
Dans cette annexe, nous démontrons les résultats utilisés dans la
section 3.2.
A.1 expression de Ψ(x) dans le cas général














Le vecteur (s˜1, s˜2) est défini comme ayant pour densité de pro-
babilité la fonction U(x, y) , ce qui correspond à des valeurs
µ1 = µ2 = 1. Définissons la variable aléatoire η = s˜1−s˜2s˜1+s˜2 .
Notre objectif est de déterminer la densité de probabilité Ψ(x)
de η. Nous utilisons pour cela une méthode classique définie
dans [22], p. 124. Considérons le changement de variables sui-













A l g o r i t h m e s  s t a t i s t i q u e s  p o u r  l e  t r a i t e m e n t  d e s  i m a g e s  p o l a m é t r i q u e s  
Traitement du Signal 2001 – Volume 18 – n°5-6 315
(a) (b) (c) (d)
Figure 15. – Exemple de segmentation par contour actif d’une image polarimétrique réelle. (a) : s1 avec le contour initial. (b) s2 (c) : Résultat de l’applica-
tion du contour actif optimisant Lρ sur le canal s1. (d) : Résultat de l’application du contour actif optimisant Lβ sur l’image β. 
La densité de probabilité du vecteur (ξ, η) est égale à :
Pξ,η(ξ, η) =
1
|J | U(s˜1, s˜2)
où |J | est la valeur absolue du déterminant de la transformation












































Considérons le changement de variable ν = ξ/(1 + η) .




2ν U [(1 + η)ν, (1− η)ν] dν (40)
A.2 propriétés de Ψ(x)
Dans la suite, nous supposerons que U(x, y) = U(y, x) . Cela
signifie que la lumière totalement dépolarisée est isotrope, ce
qui est une hypothèse raisonnable. Dans ce cas, l’équation 40
montre que Ψ(x) = Ψ(−x) : la fonction Ψ(x) est donc paire. 














Ψ(x) présente donc un extremum en 0 .
Supposons maintenant que U(0, y) = U(x, 0) = 0. C’est le cas
par exemple lorsque les canaux sont de type Gamma, avec un
ordre L > 1 . Dans ce cas, l’équation 40 montre que Ψ(1) =
Ψ(−1) = 0.
En utilisant ces propriétés, on peut remarquer que Ψ(x) à l’al-
lure d’une courbe « en cloche », symétrique et tendant vers 0
lorsque x tend vers 1 ou −1. Cependant, ce n’est pas nécessai-
rement le cas si U(0, y) = 0 ou U(x, 0) = 0 . Dans le cas où
cette propriété n’est pas vérifiée, comme par exemple pour le
speckle d’ordre 1, représenté par une loi exponentielle, Ψ(x)
peut être constante, ou même avoir un minimum en 0 .
A.3. expression approchée 
de la moyenne de P (ρ)u (x)
L’équation 12 fournit une relation ρ = g(η) entre les variables
aléatoires ρ et η. La moyenne de ρ a donc l’expression suivante :





On déduit facilement de l’équation précédente la relation sui-
vante :













On obtient alors :






ηn+1Ψ(η)dη . Pour les faibles valeurs de u, on
obtient donc :




A.4 médiane de ρ
La médiane m de la variable aléatoire ρ est définie par :∫ m
−1




Considérons la transformation bijective ρ = g(η) définie par
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l’équation 12. Puisque Ψ(x) est la densité de probabilité de η,
on a : ∫ m
−1





or d’après l’équation 12, g−1(x) = (x− u)/(1− ux) . Comme
g−1(−1) = −1 et η prend ses valeurs entre −1 et 1 , l’équation
12 signifie que g−1(m) est égal à la médiane de Ψ(x), c’est-à-
dire 0 puisque Ψ(x) est paire. Par conséquent,
m = g(0) = u
ce qui démontre que u est la médiane de ρ . 
B estimateur du degré de polarisation 
au sens du maximum de vraisemblance
Nous déterminons dans cette section l’expression de l’esti-
mateur du maximum de vraisemblance du degré de polarisation
(paramètre u) pour un speckle de densité de probabilité Gamma.
Dans ce cas, la densité de probabilité P (ρ)u (x) est donc donnée
par l’équation 17. En utilisant cette équation, la logvraisemblan-







lnP (ρ)u (ρ(i, j))
]
(42)







où A est un facteur qui ne dépend pas de u. En annulant la déri-
vée de L(u) par rapport à u , on obtient :
∂L
∂u
= 0 ⇐⇒ − 2NLu






1− uρ(i, j) = 0 (44)
Après quelques manipulations algébriques simples, on aboutit à
l’équation 20. 
C calcul du biais de l’estimateur uˆdlog
L’estimateur uˆdlog (cf. équation 24) consiste à estimer la
moyenne empirique β de l’échantillon dans la représentation
naturelle β, et à lui appliquer la fonction g(x) = tanh(x/2) . 
β est un estimateur non biaisé de la moyenne de l’échantillon β,
mais comme uˆdlog est une fonction non-linéaire de cette valeur,
il n’est pas un estimateur non-biaisé de u. On peut calculer la
valeur de ce biais pour de faibles valeurs de u en utilisant une
approche similaire à celle de l’annexe A.3. D’après l’équation
5.55 de la référence [22], si on suppose que la distribution de β
est concentrée autour de sa moyenne < β > , la moyenne de
uˆdlog s’exprime, au premier ordre, par :






représente la variance de β . Or on sait que < β >= lnγ
et donc g(< β >) = u . D’autre part, g′′(x) = 12 (tanh
3(x/2)
− tanh(x/2)), et par conséquent g′′(< β >) = 12 (u3 − u) .





où N est le nombre de valeurs
dans l’échantillon et σ2Φ est la variance associée à la fonction
Φ(x) , qui est la densité de probabilité de l’échantillon dans la
représentation naturelle β.
Par conséquent, le biais de l’estimateur uˆdlog est :




On voit que contrairement au biais de uˆiceo (cf. équation 16), il
diminue en 1N : l’estimateur uˆdlog est donc asymptotiquement
non-biaisé. 
D expression du GLRT et du contour actif
en présence de fluctuations gaussiennes
Nous déterminons l’expression du GLRT utilisé dans la section
5.1 et de la fonction de vraisemblance utilisée par le contour
actif statistique (cf. section 5.2) en présence de fluctuations
gaussiennes. Tout d’abord, considérons une zone homogène, par
exemple w, contenant Nw pixels dont les niveaux de gris xi sont









La logvraisemblance associée à cette zone est :
Lw(m,σ) = −Nwlog
√
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Dans la suite, nous distinguons le cas où seule la moyenne dif-
fère entre les deux zones de l’image, et le cas où la variance et
la moyenne sont toutes deux différentes.
D.1 moyennes différentes, variance commune
L’estimateur de la moyenne au sens du maximum de vraisem-
















Considérons tout d’abord le GLRT. Il a pour expression R =
Lw(σ) + Lw(σ)− LF(σ), où w, w et F sont les trois régions
intervenant dans la définition du GLRT. En utilisant l’équation
48, on obtient :









Cependant, comme F = w + w, on a la relation : NF m̂F =
Nwm̂w +Nwm̂w . En remplaçant m̂F par cette expression dans
l’équation 48, et après quelques manipulations algébriques





[m̂w − m̂w]2 (49)
Considérons maintenant le contour actif statistique. Dans ce cas,
w et w constituent une partition de l’image entière I : on a
w + w = I. Le principe du contour actif statistique consiste à
déterminer la forme w qui maximise la vraisemblance L(w) =
Lw(σ) + Lw(σ). D’après l’équation 46, on obtient :

















On peut noter que les trois premiers termes du membre de
gauche de cette équation ne dépendent pas de w. Par consé-
quent, il suffit d’optimiser la fonction suivante :
Lβ(w) = Nwm̂2w +Nwm̂
2
w (51)
D.2 moyennes et variances différentes
Dans le cas où la moyenne et la variance des distributions de
niveaux de gris sont différentes dans les régions cible et fond, on
considère la maximisation de la vraisemblance par rapport aux
deux paramètres m et σ. Si on considère une région homogène







i − m̂2w . L’expression de la vraisemblan-
ce est alors :











De cette expression, on déduit facilement l’expression du
GLRT :
R = −Nw log[σˆw]−Nw log[σˆw] +NF log[σˆF ] (53)
et de la fonction à optimiser pour le contour actif statistique~:
Lρ(w) = −Nw log[σˆw]−Nw log[σˆw] (54)
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