This paper concerns moment and tail probability inequalities and the strong law of large numbers for U-statistics with nonnegative or symmetrized kernels and their multisample and decoupled versions. SubBernoulli functions are used to obtain the moment and tail probability inequalities, which are then used to obtain necessary and sufficient conditions for the almost sure convergence to zero of normalized U-statistics with nonnegative or completely symmetrized kernels, without further regularity conditions on the kernel or the distribution of the population, for normalizing constants satisfying a simple condition. Moments of U-statistics are bounded from above and below by that of maxima of certain kernels, up to scaling constants. The multisample and decoupled versions of these results are also considered.
1. Introduction. This paper concerns moment and tail probability inequalities and the strong law of large numbers (SLLN) for U-statistics with nonnegative or symmetrized kernels and their multisample and decoupled versions.
1.1. Overview. Let X X n n ≥ 1 be a sequences of iid random variables with a common distribution F. For real Borel functions h x 1 x k , the Ustatistics with kernel h are defined by S where k n = i 1 i k 1 ≤ i 1 < i 2 < · · · < i k ≤ n . Our investigation is motivated by two problems. The first one is the order of E S k n : given a nondecreasing nonnegative function satisfying certain regularity conditions [e.g., x = x m ], find functionals µ n F h such that
where C k and C k are universal constants. The second problem is the SLLN: given a sequence of normalizing constants b n satisfying certain regularity conditions (e.g., b n = n 1/p for some 0 < p < 2), find necessary and sufficient conditions (nasc) on F and h for 1 3 S k n /b k n = b −k n i 1 <i 2 <···<i k ≤n h X i 1 X i k → 0 a.s.
We find that the concept of sub-Bernoulli function, defined in (1.10) for k = 2 in a special case and formally defined in Section 2.1, is very useful in our investigation of the preceding two problems and some additional problems. Basically, a nonnegative Borel function φ x 1 x k is a sub-Bernoulli function of X 1 X k with parameter θ 1 θ k if its conditional expectations, given subsets of the X's, are no greater than the corresponding conditional expectations of a product of independent Bernoulli variables with the same parameters. We connect sub-Bernoulli functions to nonnegative kernels h ≥ 0 through some normalizing kernels ψ n = ψ n x 1 x k , positive Borel functions given in Section 3.1 for general k and in (1.9) and (1.11) for k = 2, such that φ n x 1 x k = h/ψ n are sub-Bernoulli functions with parameters k/n k/n . It will be shown in Theorem 3.4 in Section 3.2 that, for all h ≥ 0, nondecreasing nonnegative functions g · and integers m ≥ 1 and n ≥ k, ψ n X i 1 X i k and N k is a Poisson variable with EN k = k. It will also be shown in Theorem 3.4 that for n ≥ k 1 5 P ξ k n > t ≤ C k P S k n > t/2 for some universal C k . These inequalities provide crucial elements in our solutions to (1.2) and (1.3). Moment inequalities for sub-Bernoulli functions also imply an extension of the Bernstein inequality from k = 1 to general k, Corollary 2.4 in Section 2.3, for decoupled symmetrized bounded kernels. The symmetrized, multisample and/or decoupled versions of the strong law and moment inequalities are also given. Some basic inequalities for sub-Bernoulli functions are provided for general independent (not necessarily identically distributed) variables.
The paper is organized as follows. In the rest of this section, we discuss in detail the case k = 2 after giving our notation. In Section 2, we describe sub-Bernoulli functions and some basic inequalities. In Section 3, we consider inequalities of type (1.4) and (1.5). In Section 4, we provide the SLLN. Section 5 contains examples about moment conditions for SLLN.
1.2. Notation. Let X l X l n n ≥ 1 be independent sequences of iid random variables from possibly different distributions. The multisample version of (1.1) is defined by where n = n 1 n k gives the sample sizes. The normalized sums S n / and 1 9 ψ x y θ = h x y ∨ c 1 x θ ∨ c 1 y θ ∨ c 0 θ
It can be easily seen (also cf. Lemma 3.1) that for φ = h X 1 X 2 /ψ X 1 X 2 θ 1 10 0 ≤ φ ≤ 1 E φ X j ≤ E δ 1 δ 2 δ j j = 1 2 Eφ≤ E δ 1 δ 2 if δ i are iid Bernoulli variables with mean θ. In other words, the conditional expectations of φ in (1.10) are dominated by their δ 1 δ 2 versions. In this sense, we call φ a sub-Bernoulli function of X 1 X 2 .
The function c 1 y 1/n as in (1.9) is the same as m n y = sup m nE h X y ∧ m ≥ m , a quantity whose essence has been used to approximate the center of the distribution of a sum of iid nonnegative random variables [each distribution in this case is h X y ]. In fact, Lemma 2.3 of Klass and Zhang (1994) shows that P S n y ≥ c y 1/n /3 ≥ 0 2 and P S n y ≤ 3c y 1/n ≥ 0 3 with S n y = n i=1 h X i y . In this paper, 1 11
are used to approximate the center and moments of (1.1) for k = 2. The maximum of h X i X j represents the extreme term; the maximum of c 1 X i 2/n represents the extreme term of n j=1 h X i X j in the sum over i; while c 0 2/n represents the overall center of the double sum. For more discussions, see Klass and Nowicki (1997) .
It will be shown in Theorems 3.2 and 3.4 that (1.4) and its two-sample version with C M α = 1/ 24M 2Vc * α and C M α = M c α * + E 1 + N 1 m 2 , where m − 1 < α ≤ m. The upper bound above follows from (1.12) as
and c α ≤ c m for c ≥ 1. Inequality (1.15) for general k and its one-sample version [based on (1.4) and (1.5)] are given in Corollaries 3.3 and 3.5. Via different methods, Klass and Nowicki (1997) obtained (1.15) in the independent but non-iid case, using functions h ij x y ≥ 0 in place of a fixed h x y . Their results involved the construction of different constants.
Let b n = n 1/p . Sufficient moment conditions for the SLLN (1.3) were given by Hoeffding (1961) , Serfling (1980) , Sen (1974) , Teicher (1992) and Giné and Zinn (1992) . By the Kolmogorov and Marcinkiewicz-Zygmund strong laws, (1.3) holds for k = 1 if and only if Eh X = 0 for p ≤ 1 and E h X p < ∞. However, the case k ≥ 2 is quite different. Giné and Zinn (1992) gave an example to exhibit that the condition E X p < ∞ is not necessary for (1.3) when h x y = xy. In Example 5.2 below, (1.3) holds for b n = n k/p and some symmetric h but E h X 1 X k p 1 +ε = ∞ for all ε > 0, where 0 < p < 2 and p 1 = p/ k − p k − 1 /2 < p. For the special case h x y = xy and EX = 0 whenever E X < ∞, Cuzick, Giné and Zinn (1995) obtained nasc for the SLLN (1.3) under certain regularity conditions on the distribution of X (e.g., X symmetric, P X > x regularly varying), and Zhang (1996) obtained nasc without regularity conditions on X. Some extensions of these results for k > 2 are also available in these papers. The SLLN in this paper give nasc for (1.3) for general nonnegative kernels and its symmetrized and/or multisample versions. 
The proof of Theorem 1.1 and its extensions for general k and multisample versions are given in Section 4.
2. Sub-Bernoulli functions. In the following three subsections, we shall (1) define sub-Bernoulli functions and describe the motivation, (2) provide upper bounds for conditional expectations of products and moments of sums of sub-Bernoulli functions and (3) provide some exponential inequalities. Although this does not imply stochastic dominance (i.e., P φ i > t ≤ P δ i > t may not hold for all t), it is strong enough to assure 2 2
for all integers m ≥ 1. Thus, as far as moments of sums are concerned, Bernoulli variables are the optimal ones among all sub-Bernoulli variables. We shall show below that products of independent Bernoulli variables are optimal for general k among all sub-Bernoulli functions.
Expectations of products and moments of sums.
Proposition 2.1.
are independent (between different l as well as different i), the indeces i are allowed to have ties.
Repeated applications of this inequality for s = 1 m give the inequality in (2.3). The identity in (2.3) follows from
Finally, similarly to (2.2), (2.4) is proved by first writing the product of sums as sum of products and then applying (2.3) with A = 2 ∞ (trivial˜ A c ) to each (product) term in the sum to allow substitution of φ i s byδ i . ✷ For the single sequence Y n , we have the following analogous result.
Remark. The symmetrized versions of (2.5) and (2.8) can be easily produced using the Khintchine inequality.
Remark. For all nondecreasing nonnegative g, EN n θ g N n θ ≤ m θEg N n θ + 1 and
These and Corollary 2.1 of Gleser (1975) imply
θ i /n and T n is as in (2.8). Thus, the T n in (2.8) and the sums on the right-hand side of (2.5) can be replaced by Poisson variables.
The proof of Proposition 2.2 is omitted as it is nearly identical to the proof of Proposition 2.1 2.3. Exponential inequalities. There are several ways of obtaining exponential inequalities for the tail probabilities of U-statistics from moment inequalities. Here we shall only present one for symmetrized and decoupled U-statistics.
where N n θ is binomial n θ . Consequently,
For k = 1, (2.11) becomes the Bernstein inequality. For iid X n and completely degenerate kernels f with f ∞ ≤ c and Ef 2 ≤ σ 2 , Arcones and Giné [(1993) , page 1501] obtained the inequality
and its symmetrized and/or decoupled versions with implicitly specified universal constants c k and c k . Their inequalities give smaller upper bounds for σ k+1 /k √ n/ ct = o 1 than (2.11) although the breakdown point t = σ k+1 /k √ n/c is the same. For related exponential inequalities for the Rademacher chaos, we refer to Ledoux and Talagrand (1991) .
Proof of Proposition 2.3.
Let Z be a N 0 1 variable independent of N n θ . By the Khintchine inequality and (2.5) of Proposition 2.1,
By the Jensen inequality E T n 2m/k ≤ E Z N n θ 2m . Since e x ≤ e x + e −x , the left-hand side of (2.9) is bounded by
with λ = t/ √ n. Thus, (2.9) holds. The proof of (2.10) from (2.9) is nearly identical to the proof of the Bernstein inequality in Chow and Teicher [(1988), page 111] . By (2.9) and the Markov inequality,
Thus, the right-hand side of (2.12) is bounded by 2 exp −tλ 1 + tλ/ 2n n ≤ 2 exp −tλ/2 and the proof is complete. ✷ Proof of Corollary 2.4. Let θ = σ 2 /c 2 ≤ 1 and
Then φ i are sub-Bernoulli functions ofỸ i with parameter θ θ , as the φ i version of (2.1) holds for j > 0 due to φ i ∞ ≤ θ k−1 ≤ θ k−j and for
It follows from (2.10) that the left-hand side of (2.11) is bounded by
Moments of maxima and sums. In this section we provide moment and tail probability inequalities for maxima and sums of products [e.g., (1.4), (1.5), (1.12) and (1.13)]. We shall provide the normalizing kernels in Section 3.1, the inequalities in the iid and multisample cases in Section 3.1 and inequalities for independent not identically distributed variables in Section 3.3. Section 3.4 contains the proofs of Theorems 3.2 and 3.4 in Section 3.2.
We shall use the following notation to shorten expressions: k = 1 k , a j = a 1 a j , and for all a k and A ⊆ k with size A = j, a l l ∈ A = a l 1 a l j with l 1 < l j being the ordered labels in A.
Construction of normalizing kernels. Let h y k be a nonnegative Borel function and
Y k be a random vector with joint distribution F Y k . Given θ k = θ 1 θ k , we shall find a normalizing kernel ψ y k such that φ y k = h y k /ψ y k is a sub-Bernoulli function of Y k with parameter θ k . In addition, the normalizing kernels should be small enough to be used in the proof of inequalities in both directions such as (1.4) and (1.5).
We shall classify the 2 k inequalities of (2.1) according to A , the size of A, and consider those with A = k − j, j = k 0. The normalizing kernel is defined by Proof. It immediately follows from (2.1), (3.2) and (3.3) that φ j A y k is conditionally sub-Bernoulli. Its mean is given by (3.3) as the conditional expectation on the right-hand side is continuous in c for c > 0. ✷
Moment inequalities in the iid and multisample cases.
We shall provide moment inequalities involving maxima and sums, extended (1.4) and (1.5) with iid X i and their multisample versions with independent iid sequences X l i
Let θ k = θ 1 θ k and θ be fixed parameters. Let FX be the joint distribution ofX = X 1 X k and F X k be the joint distribution of
where ψ · is given by (3.1).
Theorem 3.2. Let g be an nondecreasing nonnegative function. Then, for all˜ n ⊆ ⊗ k l=1 1 n l and integers m ≥ 1,
Furthermore, for all n = n 1 n k and real numbers t > 0 and 0 < ε < 1,
As in (1.15), we have the following corollary.
Corollary 3.3. Let be a function satisfying (1.14) for some α ≤ m. Then, Furthermore, there exists a function C k ε such that for all n ≥ k and real numbers t > 0 and 0 < ε < 1,
(1.13) holds with
Remark. If n is a multiplier of k!, (3.12) holds for
Corollary 3.5. Let be a function satisfying (1.14) for some α ≤ m. Then, where ξ = max i∈ ψ i Y i and T s = i∈I s δ i .
Proof of Proposition 3.6. Set ψ i = ψ i Ỹ i and φ i s = φ i s Ỹ i . Before providing the full proof of (3.13), we shall first take a look at the case where k = 1 and m = 2. Let ψ n φ n , n ≥ 1, be independent random vectors with 0 ≤ φ n ≤ 1 and Eφ n = θ n . Let i * be the index at which max i≤n g ψ i is reached. We have 3 15
Since g · is nondecreasing and nonnegative,
16
Eg ψ i * φ j 1 φ j 2 I j 1 =i * j 2 =i * ≤ E max
Similarly, Eg ψ i * φ i * φ j I j =i * ≤ Eg ψ i * Eδ j and Eg ψ i * φ 2 i * ≤ Eg ψ i * as 0 ≤ φ j ≤ 1. Inserting these inequalities into (3.15), we obtain 3 17
where T n = n i=1 δ i . This is (3.13) for k = 1 and m = 2. To proof (3.13) with general k and m, we shall compare the indices
is the index at which the maximumξ is be the index at which the maximum of ψ i is reached over the set˜ A i A = i 1 i k ∈ i l = i l k ∀ l k ∈ A , and i s = i 1 s i k s with i l s = i l s for l s ∈ A and i l s = i o l for l s ∈ A. Note that˜ A i A is the space of combined indices which do not involve the specified i A . We have 
This completes the proof. ✷ 3.4. Proofs of Theorems 3.2 and 3.4. We shall use Propositions 3.6 and 3.7 to prove (3.9) and (3.11). The Cantelli inequality below is applied to sums of sub-Bernoulli variables in Lemma 3.1 in the proof of (3.10) and (3.12).
Lemma 3.8 (Cantelli inequality). Let W be a random variable with EW = µ and
Proof of Theorem 3.2. Letφ i = h X i /ψ X i θ k h FX . By Lemma 3.1,φ i are sub-Bernoulli variables with parameter θ k . By (3.5) and (3.7), S˜ n /ξ˜ n θ k ≤ i∈˜ nφ i , so that (3.9) follows directly from Proposition 3.6. Let us prove (3.10). Let n = n 1 n k and A ⊆ k be fixed with
where c j A y j = c j A y j 1/n 1 1/n k h FX as in (3.3). Let i * l l ∈ A c be the index at which the maximum in (3.20) is reached. Define
with φ j A y k = φ j A y k 1/n 1 1/n k h FX as in (3.4), where
By Lemma 3.1, E n j A ξ n j A = 1 forξ n j A > 0, and by Lemma 3.1 and (2.5),
Thus, by Lemma 3.8 with
on the set ξ n j A > 0 . SinceS n /ξ n j A ≥ n j A by (3.4), this implies
Sinceξ n is the maximum ofξ n j A over all A ⊆ k and there are k j of these with A = k − j,
This completes the proof. ✷ Proof of Theorem 3.4. Let φ i = h X i /ψ X i θ θ h F X k . By Lemma 3.1, φ i are sub-Bernoulli variables. By (3.5) and (3.6), S n /ξ n θ ≤ i∈ n φ i , so that (3.11) follows directly from Proposition 3.7. We shall only prove (3.12) for n ≥ k k + 1 with the explicit C k ε . The proof of (3.10) can be used to prove (3.12) if ξ k n can be decoupled. Let us divide 1 n into k + 1 blocks B l as evenly as possible. Let A ⊆ k with A = k − j and j blocks, say B 1 B j , be fixed. Let ξ * j A be the maximum of c j A X i over i ∈ j n ∩ j l=1 B l ⊗j , reached at i * 1 i * j , and * j A be the sum as in (3.21), with fixed first j components of
Then, by Lemma 3.8 and (2.8)
, with n j being the size of k+1 l=j+1 B l and λ * j = n j k/n . Consider the smallest possible µ * j with n = s k + 1 + j and n j = s k + 1 − j , B l = s + 1 for l ≤ j, for some s. In this case, k/n n j / k − j ≥ 1 by algebra for s ≥ k − j, which holds as n ≥ k k + 1 . Thus, µ * j ≥ k/n k−j n j / k − j k−j ≥ 1. In the case of largest possible λ * j , with n j = s + 1 k + 1 − j and n = s k + 1 + k + 1 − j and then the smallest possible s = k, n ≥ k k + 1 , we have λ *
As in the proof of Theorem 3.4, by Lemma 3.8, ways to select these j blocks and then over j = 0 k, so that (3.8) . Let ε i > 0, 1 ≤ i ≤ 3. Let n j be a sequence of positive integers such that 1 < γ 1 ≤ n j+1 /n j ≤ γ 2 < ∞, j ≥ 1. Then (4.1) and (4.3) are equivalent to each other and to each and all of the following statements:
Remark. These are the multisample versions of the SLLN, since X We state Lemma 3.5 and Proposition 4.2 of Zhang (1996) here as it is applied in some crucial parts in the proofs. Proof of Theorem 4.1. We shall prove 4 7 ⇒ 4 6 ⇒ 4 8 ⇒ 4 3 ⇒ 4 7 , 4 8 ⇒ 4 1 ⇒ 4 6 and 4 8 ⇒ 4 5 ⇒ 4 8 . We use M to denote an arbitrary positive constant. We may choose any value of ε i (large or small), since (4.1) has nothing to do with the scaling. See the proof of (3.10) and Giné and Zinn [(1994) , page 122] for details.
(ii) 4 6 ⇒ 4 8 . See (3.10) in Theorem 3.2.
(iii) 4 8 ⇒ 4 3 . This part is very close to the proof of Theorems 2.2 (sufficiency) and 3.1 in Zhang (1996) . Let ε 3 = 1 and ε > 0. By the Doob inequality for the reverse martingaleT k n /n k , n ≥ n j , conditionally onξ the kernel x
