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1. INTRODUCTION 
Recently Ubhaya [l&18] has studied the best weighted Chebyshev 
approximation of bounded functions defined on a partially ordered set by 
isotone functions [ I]. This approximation has several interesting properties 
which distinguish it from the classical best weighted Chebyshev approx- 
imation by polynomials. The main properties of this type arise from explicit 
expressions for the error and for the set of all best weighted isotone approx- 
imations [ 16, 181. 
In this paper we propose to study two other approximation problems 
which share many properties with the isotone approximation. More precisely, 
in Section 3 we consider the best weighted Chebyshev approximation by 
generalized isotone functions (cf. [ 1, p. 208; 9, Chapter XI]). Next, in 
Section 4 we present a numerical method for computing generalized isotone 
approximations. In particular, we note that our Theorems 3.2, 3.9 and 4.1 
generalize Theorems 1 and 2 from [ 161 and Theorem 4 from [ 171, respec- 
tively. Moreover, in Theorem 3.3 we establish an explicit formula for a 
deviation of two subsets consisting of generalized isotone functions. In 
Section 5 we consider the best weighted Chebyshev problem which was 
studied by Timan in [ 141 (in fact Timan has dealt with the non-weighted 
Chebyshev approximation only). This section complements Timan’s results 
by giving not only explicit formulae for the error of the best approximation 
and for the deviation of two subsets of approximants but also an explicit 
formula for the set of all best weighted approximations. At the same time we 
present simple proofs of these results. We note that Timan’s approximation 
problem has many mathematical and physical applications [ 141. In Section 5 
we give another application of this problem. Namely, it will be useful in the 
proof of Theorem 5.6 which gives a formula for ball’s measure of noncom- . 
pactness [5,6, 11, 121 in the space of continuous functions defined on a 
compact metric space with the weighted Chebyshev norm. This formula 
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extends the result of GoldenStein and Markus [7] and gives the useful, lower 
and upper bounds for Kuratowski’s measure of noncompactness [lo]. We 
note that these expressions (bounds) for ball’s (Kuratowski’s) measure of 
noncompactness are needed, for example, to the verification of the 
assumptions in fixed point theorems for nonexpansive and condensing 
mappings (see e.g. [a, 3, 8, 121). Finally, we note that in both approximation 
problems considered here explicit formulae are given for the error- 
determining set [4]. This is a new result even in the case of isotone approx- 
imation. 
2. PRELIMINARIES 
Let X be a set, B = B(X) be the linear space of all bounded real-valued 
functions defined on X, and )I . )lw be the weighted Chebyshev norm on B 
where w  is a function in B such that 
6 = in; w(x) > 0. (2.1) 
If u’ = 1 on X, we shall write (1 . I] instead of )I . 11,. For any f E B define 
z,=(XEX:f(x)=O} 
and 
Let G be a nonempty proper subset of B and 
(2.2) 
If H is another proper subset of B, then its deviation B(G, H) from G is 
defined as 
An element g E G such that 0,= IIf - g]/, will be called the best weighted 
(Chebyshev) approximation tof in G. Denote by G/ and N/the set of all best 
weighted approximations to f in G and the error-determining set [4] 
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Let B be partially ordered in the usual way, i.e., let g < h denote g(x) < h(x) 
for all x E X. For any g, h E B such that g < h define 
[g,h]={fEB:g<f<h). 
Let K be the set of all positive constant functions defined on X. For further 
considerations some results established in [ 131 should be mentioned. 
DEFINITION 2.1 (see [ 13 I). The subset G of B is called admissible with 
respect to the pair (f, , fi), f,, fi E B if the following three conditions are 
satisfied: 
(i) there exists 1 E G, I > f, , such that g 2 I for every g E G such that 
s>.f,, 
(ii) there exists u E G, u < f2, such that g < u for every g E G such 
that g<f,, 
(iii) g - a E G for every a E K and g E G or g + a E G for every 
aEK andgEG. 
In particular, when fi = fi on X, we shall say that G is admissible with 
respect to f,. Clearly, if G is admissible with respect to every f E F c B then 
G is admissible with respect to df,, f,) for each f,, fi E F. 
THEOREM 2.2 (see [ 131). Let a set G be admissible with respect to 
(f,, f,) = df - 13/w, f + B/w), where f E B\G and 19 is given bq’ (2.2). 
Suppose that I, u are dejked in DeJinition 2.1. Then I< u, and the set Gf of 
all best weighted approximations is equal to [f, u] r\ G. In addition, ifG is a 
convex set then the error-determining set N, is equal to 
N,= (Z,,-,nz,,-.)u <zf,-lnzf2-.). 
3. GENERALIZED ISOTONE APPROXIMATION 
Throughout this section we shall assume that X is a partially ordered set 
with a partial order <. For x E X define the subsets L, and U, of X by 
L,= (zEX:z<x} and u,= (zEX:x<z}. 
Moreover, denote 
T= {(x,y)EXx y:x<y}. 
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Let s E B be such that 
5 = ini s(x) > 0. 
Then define the set of generalized isotone functions P, by 
I 
. . 
P,= gEB:-~<ylmplles s(x), S(Y) > ol. g(xj,g(gj , ( 
i3.1 I 
(3.2) 
Clearly, P, is a convex set and P, (s = 1 on X) coincides with the set of 
isotone functions. In the following, [x, y] and (x, y) will always denote the 
closed interval in X and the pair in XX X, respectively. For a fixed f in B 
define the following: 
d(x, y) = w(x) s;si;y;;;,) s(yj b(Y)f(X) - s(x)f(Y)l, 
m(x, Y> = w(x)f(x) + w(.Y)f(.Y) 
w(x) s(x) + W(Y) S(Y) ’ 
Td= ((x,y)E T:d(x,y)=@, (3.3) 
LEMMA 3.1. For euery r E B the set P, is admissible with respect to r. 
Moreover, I and u from Definition 2.1 are equal to 
0) = S(X) I”,“Ip +)/s(i) 
.r 
and 
u(x) = s@) j$ r(z)ls(z) I 
for all .Y E X. 
ProoJ From the definitions of 1, u and s it immediately foliows that 1. 
u E B, l> r and u < r. Moreover, if E > 0 and x, y E X (x < Y) are 
arbitrarily fixed then there exist t E L, and u E U, such that 
I(x) < s(x) r(t)/s(t) + E and u(y) 2 s(y) r(c)/s(r) - F. 
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Hence 
S(Y) W < s(x) S(Y) W/sO) + NY) < s(x) 4~) + E II s II 
and 
s(x) 4~) 2 S(Y) s(x) rWls@) - 44 > S(Y) 4.4 - E lb II. 
Since E is arbitrary, then from the last two inequalities it follows that 
f, u E P,. Now, let x E X and g E P, such that g > r be arbitrarily fixed. 
Then s(z) g(x) > s(x) g(z) > s(x) r(z) for every z E L,. Hence g(x) 2 l(x). 
This establishes (i) in Definition 2.1. On the other hand, if g E P, is such that 
g ,< r then s(z)g(x) < s(x)g(z) < s(x) r(z) for every z E U, and so 
g(x) < u(x). Hence g ,< U, which proves (ii) in Definition 2.1. Since condition 
(iii) in Definition 2.1 is obvious for P,, the lemma is proved. 1 
THEOREM 3.2. Let f E BP,, and 19, 1 and u be defined by 0 = 
su~(,,~)~~ 4x4 ~(x)=~(x)su~~~~J(z)/~(z) and r4x)=s(x)inf,,,JXz)/ 
s(z), where f, = f - B/w, f2 = f + $1 w, and d is defined in (3.3). Then 
I, u E P,, the set of all best weighted approximations to f in P, is equal to 
[l, u] n P, and the error 19,= infgsP, Ilf - gll, is equal to 8. Moreover, the 
error-determining set N, is equal to 
N,= vf,-, n zf,-du (zf+ n 6-d. 
ProoJ By Theorem 2.2 and Lemma 3.1 it is sufficient to prove that /3, is 
equal to 8. Let us suppose that g E P, is arbitrarily fixed. Then s(x) g(y) - 
s(y) g(x) > 0 for all (x, y) E T. Hence 
S(Y)f@) - S(X)f(Y) G S(Y)f(X) - S(X)f(Y) + s(x) i?(Y) -S(Y) k?(X) 
< b(YP(X> +s(~>/w(u>lIlf-gllw 
for all (x, y) E T. Consequently, we have 11 f - gll,,, > d(x, y) for all g E P, 
and (x, y) E T. This implies that e,> 8. Hence the proof will be complete if 
we show that 11 f - III,,, < 8 for 1 E P, defined above. At first, we note that 
ww[fw - wi G w[fw -f,wi = 8 (3.4) 
for all x E X. Secondly, in view of the definition of 1, it follows that for every 
E > 0 there exists t EL, such that 
0) G s(X>fi(tMt) + E. 
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Hence by the definitions off, and 19 we obtain 
= qt. x) + &W(X) < e + E I/ w(1. 
Since E and x are arbitrary, then w(x)[l(x) -f(x)] < 6 for all x E X. This 
inequality and (3.4) imply that IIf - !(I,,, < 19. 1 
Now, let r E B be such that 
inf r(x) > 0. 
+ E x 
Denote 
Then. we have 
PF=(fEP,:O<f<r). 
THEOREM 3.3. The deviation of P, from PF is equal 
8(PF, P,) = sup e(x, )I), 
W.Y)ET 
where 
w(x) W(Y) 
e(xT y, = s(x) w(y) + s(y) w(y) 
[S(Y) r(x) - six) r(y)]. 
Prooj From Theorem 3.2 and (2.3) we obtain 
where d is defined in (3.3). Hence by virtue of r E PF we have 
(3.5) 
(3.6) 
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On the other hand, let f E PF be arbitrarily fixed, i.e., f be such that 
0 ,< f < r and&) > f(x) r(y)/r(x) for all (x, y) E T. Then 
s(~)f(x) - WfW < 4u>fW - Wf(4 f-bW@) 
= + [S(Y) r(x) - 4x1 r(y)1 
for all (x, y) E T. Hence 
d(x~ Y) G +- ( Sy)Pr 4-G y) < sup e(x, y) _ 1.’ (X.Y)ET 
for all (x, y) E T. Taking the supremum of the left-hand side of the last 
inequality over (x, y) E T and f E PF and using of (3.5), we obtain 
This inequality together with (3.6) give the result. 1 
Before we state our next theorem concerning other properties of 
generalized isotone weighted approximations, we shall establish four 
auxiliary lemmas. Some of these lemmas seem to be independently 
interesting. 
LEMMA 3.4, For each pair (x, y) E T, we have 
x%-,nz,,-, and YE z,2-,“z,*-U. 
Proof. Let us suppose that (x, y) E T,, i.e., that x < y and 19 = d(x, y). 
This equality is equivalent to f,(x) = s(x) f,()r)/s(y). By noting that f, < l< 
u < f2 and x < y we conclude that 
f*(x) = S(X)f*(YMY) > 4x) z I(x) >f,(x) 
and 
f*(y) = s(y)f,(x)/s(x) G f(Y) G NY> <f*(Y)* 
Hence 1(x) = u(x) = f,(x) and f(y) = u(y) = f2( y). 1 
By Theorem 3.2 and Lemma 3.4 we obtain the following: 
COROLLARY 3.5. Q cNf. 
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LEMMA 3.6. Let (x, y) E T,. Then we har!e 
S(l) f(x) = s(x) i(t) = s(r) s(x) m(x, y) = s(x) u(t) = S(f) u(x) 
for all I E Ix, J’ ]. In particular, [x, .v] c Z, --u and TO c Z, ,I. 
ProoJ Let t E ]x, ~1, where (x, y) E T,. Then from Lemma 3.4 and from 
the definition of the set Td we obtain 
I(x) = u(s) = f(x) = f(x) - B/w(x) 
= f(x) - bv(x) s(r;(l/y( L’) s(y) Is(P - s(x)./-(Y)1 = s(x) fw* !) 
and 
4.1,) = U(Y) =fJu) =f(y) + B/v(y) = s(y) m(x. 1’). 
Hence by the fact that I, u E P, we have 
s(t) I(x) G s(x) 4f) G s(x) s(t) 4Y)lS(l’) 
= s(r) s(x) m(x. ?)) = s(t) f(x) 
and 
S(f) u(x) < s(x) u(r) < s(x) s(t) u( f)/S( 4’) = s(x) s(t) m(x. y) 
= s(t) u(x) = s(r) f(x). 
From these the lemma follows at once. 1 
Now, let X be a chain. In the following we shall assume that X is endowed 
with the interval (intrinsic) topology. It is well known [ 1 ] that a chain X is a 
normal Hausdorff space under its intrinsic topology. Denote by C, = C,(X) 
the subspace of B consisting of all continuous functions on a chain X. In 
particular. if X is a compact chain, we shall write C instead C,. 
LEMMA 3.1. Letw,s,fEC,. ThenLuEC,. 
Proof. We show that 1 E C, ; the proof for u is similar and so is omitted 
here. Obviously, the function f, by the assumptions about w, s and f, is 
bounded on X. From the definition of I we may write 
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for any x, y E X such that x < y. Hence by the fact that 1 E P, and l> f, we 
have 
for all x, y E X, x < y. Now, let E > 0 and x E X be arbitrarily fixed. We 
assume that 1 f 0 on X, since otherwise the proof is trivial. From the 
continuity of the functions s and f,/s on X (see (3.1)) it follows that there 
exists the open interval 0, in X containing x such that 
Is(x) - S(Y)1 < t&/II 4 and Ifi(x)l~(x)-f,(~)l~(~)l < f~/IbI12 
for all y E 0,. From this and from (3.7) we conclude that 
IS(Y) l(Y) - s(x) @)I 
= I[+) + KY)lMY) - s(x>l + [s(x) I(Y) -S(Y) O)lI 
< (II(x)1 + IoN IS(Y) - s(x)1 + Is(x) f(Y) - S(Y) I(x)1 
< E/2 + E/2 = E 
for all y E 0,. Hence 1. s E C,. Consequently, by (3.1) we conclude that 
IEC,. I 
LEMMA 3.8. Let X be a compact chain, w, s E C = C(X) and f E C\P,. 
Then Z,-, = TO # 0. Moreover, there exist a positive integer k and a 
sequence Of pairs {(xi, Yi)}f=, such that (xi, yi)E T,, x, < y, < 
-x2 < Y, < . ..<x.<y,and 
To = (J [Xi, Yi]* 
i=l 
Proof: Let x E Z,-, be arbitrarily fixed. By compactness of L, and U, 
and a continuity of f,/s and fJs it follows that there exist t, EL, and 
t, E U, such that 
4x1 =f,O,> s(x)/s(t1) =f202) s(x>l4t2> = u(x). 
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Hence 
If(t,) - W(tJl w = Lm,) + wwl s(t,) 
and so 
8 = d(t, ) tz). 
Thus (t,, tz) E T, and x E [t,, t,] c T,,. This and Lemma 3.6 imply that 
Z ,-u = TO. Now, let us suppose, contradicting the lemma, that there exist 
(xi,yi)E T, (i= 1,2,...) such that x, (~7, (x, < yI < . . . . Then by 
Lemma 3.4 and the fact that 8 > 0 (since f & P,) we have 
f(Xi) = f(Xi) = 8/W(Xi) ~ e/II ~*‘I) > O 
and 
f(Yi) - [(Yi) = -e/w(Yi) < -‘/II 41 < O 
for all i. Hence by the compactness of X we obtain a contradiction with a 
continuity off - 1 (see Lemma 3.7). I 
From Theorem 3.2, Corollary 3.5 and Lemmas 3.6, 3.7 and 3.8 we obtain 
THEOREM 3.9. Let X be a compact chain and let u’, s E C = C(X) and 
f E C\p,. Then, in addition to the results of Theorem 3.2, 1, u E P, n C and 
e,= j:“pf Ilf - A,,,= ,,‘,“fn, llf - gll,,. = llf - N,. = llf - 4,,.. I 
Moreover. Q c NJ. and Z,-, = T,,. The set Z,-, can be given in the form 
where k is some positive integer, x, < y, < x2 < yz < ‘.. < xk < yk and 
(xi. yi) E T, for all i. Also, we have 
I(x) = U(X) = s(x) m(x,, yi) for allx E [xi, yi] (i = 1. 2,..., k), 
where 
s(xi- &) m(X- t 9 yi- 1) < S(Xi) m(Xi Ji) (i = 2, 3 ,..., k). 
Finally, note that by setting X = [a, b] and s = 1 in our Theorems 3.2 and 
3.9 we obtain Theorems 1 and 2 from Ubhaya’s paper [ 161, respectively. 
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4. NUMERICAL METHODS 
In this section we will restrict our attention to the numerical determination 
of the generalized isotone weighted approximations 1 and u and its error 0 in 
the space C(X) with X= [a, b]. Numerical methods presented here 
generalized Ubhaya’s algorithms for isotone approximations given in [ 171. In 
these methods we replace the interval X by a finite .set of points and seek the 
generalized isotone weighted approximations 1 and u which are best on that 
set. Note, that from the formulae for 1 and u given in Theorem 3.2 it follows 
that 1 and u can be determined exactly by a computer in the case of discrete 
set X. 
It is necessary to establish some notations. Let us denote by w(h;A), 
0 < A< b - a, the modulus of continuity [ 15 ] of h E C(X), X = [a, b], i.e., 
let w(h; 0) = 0 and 
Suppose that the function g belongs to P,(X,) n C(X,) and s E C(X), where 
X,={Xi}f=o (a=x,<x, < ... < xk = b). Then the function g, defined by 
g(X) = S(X)[ai + bix], xE [xi-19xi]v 
ai = xi~~xi-~~/s~xi-~~~xi-~~~xi~/~(xi~ 9 
xi-xi-l 
(4.1) 
b, = g(xiYs(xi) - gtxi- I)/s(xi- 1) 
1 
Xi-Xi-1 
(i = 1, 2 )...) k), 
indeed belongs to P,(X) n C(X) by (3.1), g E C(X). Since g E P,(X,) then 
s(xi-,) g(x,) - s(xi) g(xi- ,) > 0 and so bi > 0 for all i. Hence s(x) g(v) - 
s(y) g(x) = b,s(x) s( y)(y - x) > 0 for all x, y (xi-, Q x < ~7 < xi), i.e., 
g E P,(X). 
In the following we shall use also notations from Section 3. Now, we state 
numerical methods of the determination of I, ZJ and 0, and show their 
convergence and rates of convergence of various quantities involved. 
THEOREM 4.1. Let X = [a, b],f E C(X)\P, and w, s E C(X). Let X,, c X 
be a sequence offinite sets such that a, b E X, (n = 1,2,...) and 
P,= 2: ,‘,“xf Ix-YI+O, as n+m. (4.2) 
n 
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Denote 
0” = (xsyT 4x, Y)? . ” 
4(x) = s(x) SUP f,.AZ)/~(Z). Z~Lr.n 
u,(x) = s(x) $y,f f&)/S(Z)- X.” 
I’,(x) = 6~) y” fi(Z)/S(Z), 
G(x) = s(x) inf f2(z j/s@ h L E c:,,, 
(4.3) 
where 
XE X,, T, = Tn (X, xX,), L,.,, = L,nX,,. 
ux., = uxnxn, f I .n = f - @n/M’, fi., = f f e,i~~. 
Additionally, let I,, u,, c and U;, be expanded on X according to (4.1). Then 
we have 
(i) 8,~8forallnand6,-,~asn-+a,accordingto 
o< e-e,<c,w(f;p,) +c*w(~~;p,) + c,w(s;Pn) 
where 
c = 11+412/1~11 
I rc5 ’ 
c 
2 
= II d2 llsl12 Ilf II 
r?(!j2 ’ 
c 
3 
= II42 Ilf II 
rs ( 
1 + II~‘II /Is/I 
1 ski ’ 
and r, 6 are deBfled in (2.1) and (3.1), respectively; 
(ii) g, (=l, or u,) converges uniformly to g (=I or u, respectively) 
according to 
where 
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(iii) I’, < I< u < U;, and in (=r’, or ~7,) converges uniformly to g (=I or 
u, respectively) according to 
Il~,-gll~~w(f;P,)+~w(w;P,) 
+ 2llsll ----p- 
( 
llfll + y) 4GP,h 
(iv) IfX, c X”+,,, (n, m >, 1) then 
g,(x) G g,+,(x) < h,+,(x) < h,(x) 
for all x E X,,, where g, = I, (or 4) and h, = uk (or Ck, respectively) for 
n = n, n + m. 
Proof: (i) From the compactness of X and the continuity of all 
considered functions it follows that there exist x, y E X (x < y) such that 
19 = d(x, y). Since X,, is a finite set, then by (4.2) there exists (x,, y,) E T, 
such that Ix, - xl < p, and I yn - y I < p,, . By the definitions of 8, and d we 
then have 
w(x) W(Y) 
= s(w) w(x) + S(Y) W(Y) 
~~(Ym-(X) -fbt)l + S(Xw-(Yn) -f(Y)1 
+f(%)b(Y) - S(Yn)l +f(YJbw - s(x)1 1 
s(Yn)fW - s(x,) f(Y,) 
+ [s(x) w(x) + S(Y) W(Y)1 b(xn) ww + S(Y,) W(Y,)l 
This implies part (i) of the theorem. 
(ii) We show the result for 1,; the proof for U, is analogous, and 
consequently is omitted. Let x E X. By the definition of I there exists 
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t E [a.~] such that I(x) = s(x)f,(t)/s(t). Let us select YE X, such that 
O<t-.~=2p,. Since f,EP, on X, then 
Hence by the definition of I,, and the fact that 8, < 8 we have 
0) - 4(x) < 4x) -s(x) MYMY) 
= s(ly;;y) MYmv) - f(Y)1 + f(Y)NY) - s(t)1 I
es(x) 
+ w(t) SO) W(Y) S(Y) iW[W - S(Y)1 + s(.Y)[w@) - W(Y)1 I 
,< llsl12 To(f; 2/l,) + "s" Iv-" o(s;2p,)+ "J';;$" w(s;2p,) 
5' r2 
mll2 
+- rz 6’ w(w; 2PJ. 
From this and the fact that w(h; 2p,) < 2o(h;p,) we conclude that 
Z(x) - I,(x) < C4W(f;Pn) + C,4WP,) f C,QJhP,) (4.4) 
for all x E X. On the other hand, let x E X and t E X, be so chosen that 
0 < t -x < 2p, and (x, t) n X,, = 0. Then, by the definition of I, E P,(X) 
there exists y E X, n [a, I] such that 
4(x) G s(x) Mt)ls(t) = s(x) f, .AYMY). 
Hence we have either 
L(-~) - 4x) < s(x) s(v> V-(Y) - 4iw(Y)i - $$ [f(~) - eh(Y)i 
= s(e~/“,kyl v - e,h if Y G X, 
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+ 
S(X)[fW -f(x)1 +f(x>b(x) - GOI 
s(t) 
+ 6 s(t) - s(x) 
W(f) s(x) 
gM(e-e )+ 2Ilsll 
Td * 
y- w(f; P,) + f W-II + e/a 4s; PA if 4’ = 1. 
Hence by using the estimation for 8 - f?, given in part (i) of the theorem we 
conclude that 
L(x) - 4x) < c,d.f-;P,) + c,m(w; p,) + c,w(s; p,) 
for all x E X. This and (4.4) finish the proof of part (ii). 
(iii) Setting 8 = 8, in the proof of (ii) we obtain at once the required 
estimation. The inequalities I’, < I < u < u’,, follow directly from the 
definitions of 1, u, r’, and ri,,. 
(iv) This follows immediately from the definitions of I,, u,,, in and 
ii,. I 
5. TIMAN'S APPROXIMATION PROBLEM AND 
MEASURES OF NONCOMPACTNESS 
Let X be a set and p be a semi-metric on X, i.e., a real-valued function 
defined on X x X and satisfying the conditions: p(x, v) > 0, p(x, x) = 0, 
p(x, y) = p(y, x) and p(x, y) < p(x, z) + p(z, y) for all x, y, z E X. If a semi- 
metric p is a bounded function on XXX then it is called a bounded semi- 
metric. Define 
H, = (h E B: I/z(x) - h(y)1 <p(x, y) for all x, y E X). 
If G is a bounded subset of B then K(G, A) will denote the ball centered at G 
with radius A, i.e., 
K(GA) = u K(g,A), 
8EG 
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where K(g. I) is the ball about g with radius i in B, i.e.. 
K(g,A)= (hE B:IJh- gll,. <A}. 
Also. define 
a(G) = inf( e > 0: G can be covered by a finite number 
of sets of diameter <E ) 
and 
p(G) = inf( e > 0: G can be covered by a finite number 
of balls of radius <E }. 
The set-functions a and ,B are called Kuratowski and ball’s measures of 
noncompactness (see [lo] and [5, 6, 11, 12]), respectively. 
LEMMA 5.1. Let p be a bounded semi-metric. Then the set H, is 
admissible with respect to each r E B and the functions 1 and u from 
Definition 2.1 are equal to 
I(x)=~~l:lr(z)-p(x,z)l and 4-u) = $f [ r(z) + p(x, z) 1 
for all x E X. 
Proof: Condition (iii) in Definition 2.1 is trivial for H,. We verify only 
condition (i) in Definition 2.1; condition (ii) can be shown in the same way. 
First, by a boundness of p and r it follows that I E B. Clearly, I(x) > 
r(x) - p(x, x) = r(x). Thus I > r. In addition, by the triangle inequality for 
semi-metric p we have 
for each z E X. Taking the supremum over z of the right-hand side and the 
supremum over z of the left-hand side of the last inequality, we conclude that 
I(x) < I(y) + p(x. ?’ 1. (5.1 ) 
Conversely, r(z) - p(y, z) < r(z) - p(x, z) + p(x, y). Hence 1(y) < I(x) + 
p(x, J). This and (5.1) imply that IE H,. Therefore, it remains to prove that 
g > 1, while g > r and g E H,. To this purpose, suppose that 
g(y) 2 rO> and g(Y)< g(x) +P(xl.v) 
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for all x, y E X. Then 
g(x) 2 g(Y) - P(X, Y> a r(Y) - P(X9 Y) 
for all x, y E X. Taking supremum over y of the right-hand side, we infer that 
gal. I 
THEOREM 5.2. Let p be a bounded semi-metric, f E B\H,, and 61 and u 
be defined by 
and 
where 
4x, Y) = w(x)w(y) 
w(x) + W(Y) 
[f(x) -f(Y) -P@, Y)lv 
f,  =f-e/w and fi=f +e/w. 
Then, 1, u E H,, 1< u, the set of all best weighted approximations to f  in H, 
is equal to [I, u] n H, , and the error 0, = inf,,,p II f  - g II,,, is equal to 8. 
Moreover, the error-determining set Nf is equal to 
N,= (Z/,-d-Q,,-,W <Z,,-,nZ,,-,I. 
Proof By Theorem 2.2 and Lemma 5.1 it remains to show that 8,= 0. 
Suppose that g E H,. Then g(x) < g(y) + p(x, y) and 
f(x>-f(Y)-P(xlY)~f(x)-f(Y)-g(x)+g(Y) 
<IIf- gllw[llw(x)+ WY)1 
for all x, y E X. Hence 11 f  - g/l,,, 2 d(x, y) for all x, y E X. Thus 0,> 8. For 
the converse inequality, we show that 11 f  - Ill,,, & t9, where 1 E H, is defined 
above. First, we note that 
w(x)[f(x>-~(x)l~w(x)[f(x)-f,(x)+~(x,x)i =e (5.2) 
for all x E X. Conversely, for each E > 0 and x E X there exists t E X such 
that 
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Hence 
= d(t, x) + &W(X) < B + & 11 M?I/. 
Since E is arbitrary and independent on x, we then conclude that w(x)[l(x) - 
f(x)] < 8 for all x E X. Combining this inequality with (5.2), we obtain 
Ilf- /II,,. < 0. Hence O,< 6 and the theorem is proved. 1 
COROLLARY 5.3. Let p be a bounded metric, w E C, = C,(X,). G, = 
H, n C, and f E C,\G,. Then, in addition to the results of Theorem 5.2 we 
have, 1, u E G, and 
Proof The functions f,(x) - p(x, y) and f*(x) + p(x, 4’) are continuous 
functions of two variables x, ~7 E X. Hence by Theorem 5.2 the corollary 
follows. I 
For the remainder of this section it is assumed that the set H, consists of 
all h functions not necessarily bounded on X such that 
14-u) - 4~11 <P(-v. 4’) for all x, y E X. 
Then, reviewing the proof of Theorem 5.2 we can easily derive the following: 
COROLLARY 5.4. The formula for 0, given in Theorem 5.2 is true for ai?>S 
semi-metric p not necessarily bounded. 
THEOREM 5.5. Let p, o be two semi-metrics. Then the deviation of H,, 
from H, is equal to 
B(H,, H,) = sup e(x. y). 
I. ?’ E x 
where 
w(x) M’(Y) e(x3 .I’) = w(x) + w(y) [p(x, y) - u(x, y) J. 
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Proof: By (2.3), Theorem 5.2 and Corollary 5.4 we have 
where d is defined in Theorem 5.2. Now, let f be a given function in H,. 
Then f(x) -f(y) Q P(X, v) and f(x) - f0) - 4x, 4’) < P(X, Y> - 4x, Y) for 
all x, 4’ E X. Multiplying this inequality by w(x) w(y)/(w(x) + w(y)), taking 
the supremum of the right-hand side over x, JJ and the supremum of the left- 
hand side over x, y E X and f E H,, and using of (5.3), we obtain 
Conversely, let x,,, y, E X be such that 
SUP d-5 y) < 4x,, yo) + E, 
X.YEX 
(5.5) 
where E > 0 is arbitrary. Put h(x) = p(x, y,,). Since -p(x, y) < p(x, uO) - 
p(y, .I’,,) = h(x) -h(y) <p(x, y), then h E H,. Hence by (5.3) and (5.5) we 
obtain 
> sup e(x, y) -s. 
X.YEX 
Since E is arbitrary we then have 
Combining this inequality with (5.4) we obtain the result. 1 
We note that formulae for 0, and B(H,,, H,) from Theorems 5.2 and 5.5 
were first proven in a different way by Timan in [ 141 for the case w E 1. 
THEOREM 5.6. Let X be a compact metric space with a metric p and let 
G be a bounded subset of C(X). Then 
cl(G) = j$ ;;~p w(x) w(y) x2x w(x) + w(y) 1 g(x) - g(y)l. 
P(X.Y)C.A 
Proof: Let g E G and E > 0 be arbitrarily fixed. First, by the definition of 
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,U there exists a finite set H c C(X) (card(H) < 03) such that G c K(H. 
u(G) + F). Hence 
I A-u) - g(Y)1 < I g(x) - h(x)1 + IQ) - h(Y)1 + Ih(Y) - g(Y)1 
< [ I/w(.Y) + I/ru(~)](u(G) + E) t Ih(xj - h(.vjl 
for all h E H and all ?c, J E X. It follows that 
for all x, J E X such that p(x, jr) < A. Note that by the finiteness of 
H c C(X) it follows that 
Consequently, taking the supremum first over x, J E X @(x1 -v) <A) and 
g E G. the infimum over A > 0 of the left-hand side of inequality (5.6) and 
next the infimum over 1 > 0 of the right-hand side of (5.6), we obtain 
a(G) := inf sup dx) MY) I g(x) - g(.y)l G P(G) + E. (5.7) 
.“O IEG xy% w(x) + w(y) 
P(X.YlS.L 
Now. define two metrics p, and pz on X by 
p,(x. y) = 0. if x=J 
=P(-~9 ~)+lg@)- g(~~)l+4WP~ otherwise 
and 
Pz(X, Y) = 0, if .U=J 
= P(X? Y) + s,yg I g(x) - &~)I~ otherwise, 
where 
p = sup 
w(x) W(Y) 
X.YEX w(x) + w(y) . 
Denote 
Hi = (f E C(Xoz): If(x) - f( J~)I < pi(X, y) for all -G J’ E x 1, i= 1,2. 
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Then by the definitions of H, and p, we conclude that g E H,. Hence by 
Theorem 5.5 we obtain 
a ff,) < ow, 7 H,) = sup w(x) w(y) 
X.YEX w(x) + w(y) 
[P,(X, Y) -PAX, 4’11 
a(G) 
<---- 
w(x) W(Y) 
p xx w(x) + w(y) 
= a(G). 
Since by the Arzeli theorem the subset H, of C(X,,) is locally compact in 
C(X,J then for each g E G there exists h E H, such that 
Denote the bounded set of all such h E H, by H, (diam(H,) < 2a(G)). Then 
by (5.8) we have G c K(H, a(G) + E), where H = {h,,..., hk} is the e-net of 
the set H,. Since E > 0 is arbitrary, then from the last inclusion, the 
definition of iu and (5.7) it follows that the proof is completed. 1 
Finally, we note that between Kuratowski and ball’s measures of noncom- 
pactness CI and ,U the relation 
P(G) ,< a(G) & &4(G) 
holds. Therefore, the formula for ,u, given in Theorem 5.6, provides a useful, 
lower and upper bounds for Kuratowski’s measure of noncompactness in 
C(X), where X is a compact metric space. 
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