Conjugate gradient [CG] methods are considered in solving nonlinear unconstrained optimization problem, because of their simplicity, low memory requirement and global convergence properties. Different reviews and modification have been carried out in order to upgrade the method. In this paper, a new type of CG parameter, which satisfies the sufficient descent condition and global convergences property under exact line search, is proposed. The numerical outcomes indicate that our new modified parameter perform well when compare with other CG parameters for a given standards test function.
Introduction
Conjugate gradient methods are mostly preferred for solving large scale nonlinear unconstrained optimization problem. In this paper we consider unconstrained optimization as follow.
where ) (x f is continuously differentiable. For solving (1) we apply iterative methods as follow 0 , (8) where k g is a gradient at a point k x and stand for norm of vector. The convergence of conjugate gradient methods under different line searches has been studied by many authors, such as Al-Baali [18] , Hestenes and Stiefel [1] , Gilbert and Nocedal [17] , Hu and storey [23], Liu et al. [11] , Touati Ahmed and Storey [20] , Rivaie et al. [5] and Abdelrhaman et al. [12] . The FR method has uncertain numerical result. Sometimes its number of iteration/CPU time is close to PRP and HS methods but in some case is far from them. Zoutendijk [10] shown that FR method under exact line search is globally convergent for general function. Al-Baali [18] extends this result to inexact line search. Powell [13] show that FR is superior when compare to other CG method. The CG coefficient with restart property like PRP and HS perform well in numerical computation. Powell [13] also showed that for some function, PRP method does not converge globally. Rivaie et al. [5] proposed a new method which possesses the restart property of PRP and in addition is globally convergent under exact line search. Recently Abdelrhaman et al. [12] proposed AMRI method which performs better than Rivaie et al. [5] method for some test function and is also globally convergent. Therefore, in recent years, different researchers engaged on modifying or suggestion of a new formula for CG method that possess good numerical result and global convergent properties. For good references of CG methods with significant results, please refer to Hager and Zhang [16] , Dai and Yuan [8] , Andrei [7] and Rivaie et al. [14] .
In this paper we make some modification to Hestenes-Stiefel (HS) parameter such that the modified parameter possesses a good numerical result and is globally convergent. In the next Section, we propose our new parameter and algorithm. In Section 3 we show that this new parameter satisfies descent and global convergent properties under exact line search. In Section 4 we present and discuss our numerical result. Finally in the last Section we give our conclusion and acknowledgment.
New CG Coefficients
In this Section, we state our new parameter which is named as KMAR, where KMAR means Kamilu, Mustafa, Abdelrhaman and Rivaie. For this parameter we construct a new denominator and retained the original numerator as in RMIL, PRP and HS parameter to give it restart properties.
Below is the general algorithm for CG method.
Step 1: Initialization. Given
Step 2: find k  using (5) to (9) Step 3:
Step 4: find k  using (3).
Step 5: Updating new point using (2).
Step 6: Convergent test and stopping criteria.
Otherwise go to Step 1 and set
The Convergence Analysis
In this Section, we prove the sufficient descent condition and the global convergence properties of the above Algorithm using exact line search. Before that let us assume our objective function satisfies the following.
Assumption 1
Under Assumption 1 we have the following lemma which was proved by Zoutendijk [10] .
Lemma 1
Suppose that Assumption 1 hold. Consider any conjugate gradient method of the form (2) and (4) (10) this is equivalent to,
in other hand, a sufficient descent condition can be defined as follow,
Before we go father we need to simplify our new coefficient so that it will be easier in used, especially when proving a global convergent properties and to make sure that it's always not less than zero as suggested by Gilbert and Nocedal [17] . From (9) and using Cauchy inequality, we have
For more information please refer to [5, 15, 17, 20 and 22] .
Sufficient descent conditions

Theorem 1
Suppose that k x and k d are generated by the method of the form (2), (4) and (9), and the step size 
Using orthogonality condition in (15) we get,
this imply that equation (12) holds. Hence for 0  k the result is true. Therefore the proof is completed ■
Global convergences
Theorem 2
Suppose that Assumption 1 holds, consider a CG method of the form (2)- (4), where KMAR  is defined using (14) and k  satisfies exact line search then,
Proof. We prove the theorem using contradiction, i.e. we assume there exist a constant 0   such that,
and this equivalent to,
for all k positive (19) Now, rewriting (4) and taking square of both sides respectively we get, (14) and applying sufficient descent condition in (20) respectively we get,
Divide both sides of (21) by , Therefore from (19) and (24) we have, the run has been conducted on PC computer with Intel® Core™ i3-3217U CPU @ 1.8 GHz processor, 4GB for RAM memory and Windows 7 Professional operating system. Our test functions have been carefully choosing from the sets of functions considered by Andrei [7] . Different dimensions ) 10000 2 (   n were used as suggested by Hillstrom [21] . In testing our functions, for each of the test problems, we choose four initial points, starting from a point that is near to the solution point and to the one that is far from it. These four initial points will help us in testing the global convergence property, and the strength of our new coefficient based on the number of iterations and the time (in seconds) of run (CPU). We stop the program if the line search failed to find a positive step length and the corresponding algorithm is considered to be failed. The test functions with different dimensions and initial points are illustrated in Table 1 . Quartic function 4 (2,2,2,2), (4, 4, 4, 4) , (8, 8, 8, 8) , (10, 10, 10, 10) is the probability that the solver will win over the rest of the solvers. In general, a solver with high values of ) ( p or at the top right of the figure are preferable or represent the best solver. From Figures 1 and 2 above, we can see that KMAR curve appear above FR, AMRI and PRP curves. Because KMAR solves all of the test problems hence reach 100%. Even though PRP look to be better than KMAR curve at some point but it is unable to solve all the test functions hence can only reach 93%. The FR solves 83% and AMRI 93% of the test problems respectively. Therefore, we suggest that KMAR is better than FR, AMRI, and PRP. Also the efficiency of KMAR parameter can be extended to cover RMIL method, by comparison since AMRI method performs better than RMIL method.
Conclusions
In this paper, we have shown global convergence properties of our new coefficient under exact line search. Firstly, we have proved that the sufficient descent property holds for all search directions. Under some assumptions we have showed that this new coefficient is globally convergent under exact line search. The comparison of the new coefficient with FR, AMRI and PRP parameters indicate that our new parameter performed better and is competitive.
