Introduction
The objectives of the Computational Hand M o d e l i n g project were to prove the feasibility of applying the Laboratory's -3D finite element code to orthopaedic problems. Because of the great complexity of anatomical structures and the nonlinearity of their behavior, we have focused on a subset of joints of the hand and lower extremity and have developed algorithms to model their behavior. The algorithms developed here solve fundamental problems in computational biomechanics and can be expanded to describe any other joints of the human body. This kind of computational modeling has never successfully been attempted before, due in part to a lack of . biomateriak data and a lack of computational resources. With the computational resources available at the National Laboratories and the collaborative relationships we have established with experimental and other modeling laboratories, we have been in a position to pursue our innovative approach to biomechanical and orthoped~c modeling.
I
Motivation for the research lay in @e following areas:
..
(1) The high cost of repetitive motion injuries to the upper extremity (over $30 billion per yeac in medical costs in the U.S.) makes developing tools.for evaluating hand function a health care priority. (2) Assessment of outcome of surgery following traumatic or repetitive motion injury to the hand is made possible by the development of the complete hand model.
(3)
The tools developed in this project are used in analysis of orthopaedic images of other body parts. (4) Progress made in developing sophisticated segmentation and finite element tools is directly applicable to other areas of computational medicine. (5) The models dramatically improve LLNL's ability to model complex material systems.
'. -.
Starting Point in 1993
. The Computational Hand LDRD project began in 1993, with a very small group of researchers in the Institute for Scientific Computing Research (ISCR) contemplating the need for a highly detailed, anatomically realistic hand biomechanics model that could be developed rapidly, on a patient-specific basis. At the time, the ISCR research group was working alone in this area, with none of the required modeling tools in existence. After several years of research experience in this area, the present Computational Biomechanics Group is aware of the interdisciplinary challenges and monumental tasks that faced the initial research group. Although not all of the original milestones presented in 1993 were aFomplished due to unforeseen technical challenges, the accomplishments of the research performed under the auspices of the Computational Hand LDRD project are significant. In order to highlight these research accomplishments, it is worthwhile to remind the reader of the modeling tools that are required in this modeling process but that did not. exist when the project began: Development of the human joint models has always depended upon the existence of high quality, high contrast, high resolution, 3D scanned data sets. No such data sets existed at the outset of the modeling project: MRI technology did not yet provide access to high enough resolution (in all three dimensions), and few experiments had been performed to provide data on maximizing contrast among the various soft tissues imaged by magnetic resonance. Similarly, the ISCR had no immediate access to pre-processing tools such as segmentation and surface extraction software. Bio-material models for most orthopaedic tissues that were suitable for finite element modeling were virtually absent in the literature and needed to be generated and implemented within the finite element code. The ISCR had no finite element code of its own; existing codes needed to be evaluated and the possibility of having to write an entirely new nonlinear, 3D finite element code, specifically tailored to biomechanicsproblems, needed to be addressed. Finally, physiologically accurate boundary conditions for the finite element analysis needed to be generated. None of these required modeling tools and input data was available when the Computational Hand Modeling Project beg51 in 1993. Each was developed either by the ISCR or by one of the collaborating groups that were identified in the course of this LDRD project.
Research Results
Model development included several steps including data acquisition, segmentation and surface extraction, volumetric mesh generation, boundary condition evaluation, material modeling, and finite element analysis eigure 1). Research progress in each of these areas will be discussed separately, below.
pats acauisition
We acquired high resolution, three dimensional (3D) computed tomography (CT) coupled to a 14-bit camera. This 2D detector helps acquire 720 projections (2.5 Gigabytes) rapidly. The reconstruction step is the most computationally-intensive and is performed using a parallelized Convolution Back-Projection (CBP) algorithm on a Silicon Graphics Onyx graphics hardware.
This fan-beam approximation to a cone-beam geometry only holds since the field of view was limited to a halfcone angle of 2 degrees. Future experiments will use a cone-beam reconstruction algorithm and a larger magnification ratio. Several experiments were performed in order to assess the effects of data preprocessing and volume reconstruction. Removing the bad pixels that appear when a photon hits the CCD directly made the segmentation significantly easier. The correction for beam-hardening also proved extremely useful from the segmentation point of view. Several experiments were performed in order to choose the "best" cut-off frequency.
.
The MRI data came Erom several sources off-site. These included well-known research hospitals that continue to engage in research activities with the ISCWComputational Biomechanics Group.
The MRI data sets that we have obtained for this project have a spatial resolution in the submillimeter range, down to 100 microns (isotropic, i.e., in all three dimensions) ( Figure 2 ). Due to difficulties in identifying clearly the boundaries of all soft tissues (e.g., muscles, tendons, fat, skin) surrounding eachjoint, several contrast-enhancing methods were tested, such as varying T1/"2 weighting, injection of contrasting agents (gadolinium), and fat suppression. The conclusion.from the entire database of CT and MRI was that both CT and MRI of the same joint were required for accurate definition of the bones, including their articular surfaces (CT), and of the deforming soft tissues (MRI).
Surface extraction
The process of surface extraction from 3D data sets can occur along two parallel paths that both result in the creation of a polygonal (triangulated) surface in 3D. The first method that we used was based on the VoxelMan software created by our collaborators in the Institute for Mathematics and Computer Science in Medicine in.Hamburg, Germany. This approach was voxel (volumetric element) based, in that each voxel was labeled as belonging to some particular tissue type (e.g., skin or flexor muscle). This process was fully 3D but extremely labor intensive and time consuming. Once completed, however, the tissue types were rendered in 3D and the resulting objects could be turned into polygonal surface definitions using the Marching Cubes algorithm. The Marching Cubes results, for surfacesof the size, resolution, and complexity found in our data, typically had millions of triangles. As a result, the surfaces were passed through a decimation software package that reduced the number of triangles, while preserving significant surface features. _.
A parallel method of segmentation and surface extraction makes use of a 2D based segmentation tool (Visu) that was developed at LLNL in FV 95 for processing CT data. The reconstruction of surfaces from volume data is an on-going research area for ISCR, ME, and NDE. We now have tools for iso-surface extraction techniques and edge detection using semi-automatic segmentation and classification, as well as decimation algorithms to reduce the number of polygons composing the surfaces without loss of accuracy. (These tools will be integrated into an interactive software environment to facilitate use by others at the Laboratory.) Segmentation of the human joints was made difficult by the inhomogeneous trabecular structure of the bones. Choosing a threshold in a robust way was almost impossible, since the initial density histogram was unimodal. Similarly, edge detectors produced a large number of spurious edges. Our approach relied on a simple model of the bone attenuation profdes. A 3D gray-scale morphological reconstruction removed the texture and filled in the bones. The histogram became bimodal, and markers could then be extracted. This coarse segmentation was improved by computing the watershed lines, which are by construction located on gradient peaks and hence on sharp boundaries. These morphological operators relied on ordered queues, which helped decrease segmentation time dramatically. Our attenuation model and the morphological approach were satisfactory in most cases. However, human interaction will always be needed to correct the coarse segmentation or the end-result. This kind of interaction requires computational tools that allow the user to visualize large data sets, manipulate the colormap to display false colors, perfom interactive thresholding, overlay the segmentation mask, and save the corrected results. The results of this software package were a series of contours, defining the boundaries of tissues of interest in each CT slice (Figure 3 ). The contours were linked to form the fiial polygonal surface in 3D (Figure 4) . *
Volumetric mesh Feneration
The process of mesh generation is one very important step in the development of 3D computer graphics and in the development of 3D finite element models of biological structures. In mesh generation, a data set describing a surface in 3D is "gridded" i.e., a set of small polygonal, . volumetric elements is generated that closely approximates the volume bound by the original 3D surface. In our modeling process, mesh generation consumed a large portion of the entire model development time, since hexahedral meshes were used throughout the entire structure. A "library" of mesh generation templates for all human finger and thumb bones was developed. The meshing templates can be used to rapidly mesh any "normaI" human hand bones segmented from any scanning method, such as C i ' or MRI. This meshing technique is being extended to cover additional structures of interest to the ISCR, but can now be applied to any new hand scans, for patient specific hand modeling. A more detailed description of the template meshing process follows:
Due to normal and sometimes pathological variations in anatomy, each person's finger bones are of a slightly different shape and size. However, since similarities usually outweigh differences, the I problem of generating a mesh for each bone in all fingers of Werent people is greatly diminished by the development of one or more templates, each of which can be used to mesh more than one bone. In the method used to automate mesh generation, one template out of a library of templates is chosen, based on the geometry of the surface to be griaaed, and then deformed to fit that geometry.
A particular predefined (for the chosen template) sequence of steps to compute the volumetric grid is then performed.
We have made a library of structures that are included in the hand finite element model. We have demonstrated the validity of the library by using it on all finger bones (within a particular hand data set), thereby producing a highquality mesh for each bone. Our work relied on the TmeGrid @CY2 Scientific Applications, Inc.) meshing package. The gridding algorithm that was used begins with determining a series of centroids, where each centroid is calculated in a plane that is perpendicular to the long axis of the bone. The centroids are then connected in a line that forms the "spine" of the long bone. A number of planes are cut through the bone, each plane perpendicular to the spine at the centroid. The cross section of the bone is evaluated in each plane, and an index of variation from plane to plane is determined. Higher indices of variation result in finer local meshing. The spine is then copied multiple times, and each copy is translated radially. Finally, a set of radial planar surfaces is added, all radial surfaces meet at the spine. The outer edge of each surface is defined by the original surface grid. To form the actual volumetric mesh, the computational (originally block shaped) mesh is placed inside the bone, and its vertices and faces are projected in a multi-step process in such a way that each vertex lies at the intersection of the perpendicular cut plane and the outer edge of the closest radial surface, and each face approximates the original surface grid. With all vertices and faces in place, the internal nodes are then arranged to optimize the grid quality. The final results obtained were high quality bone meshes that are suitable for finite element modeling. Diagnostic measures, such as orthogonality of the elements, may be applied to c o n f i i the mesh quality. Other tissues obtained from an MRI input data set were meshed manually (without templates) with similar results.
Finite element modelinp results
We have developed finite element models of several human joints, including several digits of the hand as well as the knee. Some representative pictures of finite element modeling results follow (Figures 5 & 6 ).
Material modelinp: NIKE3D code development
Finite element codes frequently do not include the capability to combine finite element modeling with rigid body modeling. In the biological systems that have been modeled, this capability is routinely needed. As a result, the NIKE3D finite element code was taken and extended to allow for k e d fnite elementlrigid body modeling approaches. For example, the relative elasticity of various materials found in human joints varies widely. In our knee model, we have modeled the bones as rigid materials, and the surrounding soft tissues as hyper-elastic. This rigid body addition to the code allowed us to spend computational resources selectively where they were most appropriate for the particular system beiig modeled.
A second extension to the NTKE3D finite element code has been the development and implementation of a nonlinear, transversely isotropic, hyper-elastic material modelthat was used to simulate ligament behavior in the joint simulations. As is the case with most commercial codes, the NIKE3D code was originally developed in LLNL for engineering purposes and did not include models specific to biomaterials. With current applications of the code to biomechanics, however, biomaterial models became significant extensions to the existing code. Additional biomaterial models that are currently being developed include bone models that will be used in analyses of bone remodeling (e.g., in growth and in osteoporosis) and of prosthetic implantlhuman bone interface conditions during physiological loading of the implants.
I

Collaborations
In completing the research for the Computational Hand LDRD project, a number of significant and successful research collaborations were formed. Several have been particularly instrumental in ensuring the success of the modeling project 
Conclusion
The modeling approach taken in t h i s LDRD project is a radical d e p m from previous joint biomechanics modeling efforts. Previous investigators have traditionally studied biomechanics from a rigid body, khematics/dynamics perspective, in which soft tissue deformation has not been considered Finite element analyses of biological tissues have typically included small volumes of single tissue types. Primary reasons for this have included lack of computational power, lack of finite element codes that had the capabilities to solve difficult, nonlinear, 3D problems such as those found in biological articulation with contact of deformable materials, lack of appropriate material models, and more. As a result, traditional models have included user imposed definitions of hematic behavior, through selection of hematic axes of rotation for each joint, and simulations of motion have been confined to the motions allowed by these axes. Our modeling approach has, for the fmt h e , allowed our models to simulate joint motion in a physiologically more realistic manner: as in nature, the joint articular surface geometry itself defines the motion; motion is not defined by some preconceived notion of the investigator. We have thus achieved a quantum leap in the understanding of joint motion and in the development of tools to further such understanding.
The LDRD project itself has come to a successful conclusion. However, due to the challenging interdisciplinary nature of the project, several promising spin-off projects are currently underway:
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