Analysing behaviours can provide insight into the health and well-being of dairy cows. As herd 15 size increases, automatic monitoring systems based on sensors, such as accelerometers, are becoming 16 increasingly important to accurately quantify cows' behaviours. The aim of this study is to 17 automatically classify cows' behaviours by comparing leg-and neck-mounted accelerometers. In 18 addition, this study investigates the effect of the sampling rate and the number of accelerometer axes 19 logged on the classification performances. Lying, standing, and feeding behaviours of 16 cows were 20 logged for 6 hours with 3D-accelerometers. K-nearest neighbours, naïve Bayes, and support vector 21 machine classification models were constructed based on accelerometers data fitted with the 22 observations made as a reference. Sensitivity, precision, and accuracy were used to evaluate the model 23 performance. 24 performances. 34
The classification models using combined data of the neck-and the leg-mounted accelerometers 25 have classified the three behaviours with high precision (80-99%) and sensitivity (87-99%). For the leg-26 mounted accelerometer, lying behaviour was classified with high precision (99%) and sensitivity (98%). 27
Feeding was classified more accurately by the neck-mounted versus the leg-mounted accelerometer 28 (precision 92% versus 80%; sensitivity 97% versus 88%). Standing was the most difficult behaviour to 29 classify when only one accelerometer was used. Classification accuracy of cows' behaviours using 30 accelerometers depends on the position of the sensors on the cow's body, the sampling rate, and the 31 number of logged accelerometer axes. A good monitoring system should take into consideration all 32 these parameters in order to minimise the sensors' power consumption while maintaining acceptable 33 machine learning tools to classify accelerometer data more accurately ( dimensional leg-mounted accelerometer with a sampling rate of 100 Hz to monitor and classify three 51 behaviour patterns (i.e., lying, standing, and walking). However, feeding behaviour was not considered 52 in this work. Another study (Mattachini et al., 2013) compared two leg-mounted accelerometer 53 technologies [HOBO Pendant G (Onset Computer Corporation, Pocasset, MA) and IceTag (IceRobotics, 54 Edinburgh, UK)], with video recording to measure lying and standing of dairy cows. The classification 55 was based on the static components of the accelerometer axes, which is impractical in real situations 56 where a slight movement of the cow could change the static components within the same behaviour. 57 A recent study (Vázquez Diosdado et al., 2015) used a simple decision-tree algorithm to detect lying, 58 standing, and feeding behaviours with a neck-mounted accelerometer programmed to log data at 59 50 Hz. The proposed algorithms required a high sampling rate and also used the static component of 60 the Y-axis to distinguish between standing and lying. 61
In practice, the sensors use very small batteries with low processing and storage capabilities. 62 Furthermore, such batteries would need to operate properly and autonomously for long periods of 63 time without being recharged or replaced. Therefore, energy consumption is an important issue in 64 using sensors for monitoring behaviour of dairy cows. Several choices can impact energy consumption, 65 e.g., sampling rate, transmit rate, routing methods, and programming languages (Lee and Annavaram, 66 4 The aim of this study is to automatically classify cows' behaviours (i.e., lying, standing, and 74 feeding) based on machine learning algorithms (i.e., K-nearest neighbours, naïve Bayes, and Support 75 Vector Machine) (Martiskainen et al., 2009; Vázquez Diosdado et al., 2015) by comparing leg-and neck-76 mounted accelerometers. Additionally, since cow-mounted measuring devices are energy-and 77 memory-constrained, we investigated the effect of decreasing the sampling rate and reducing the 78 number of accelerometer axes logged on the classification performances of the developed automatic 79 classification system. 80
Materials and methods

81
Animal and housing 82
Measurements were conducted between March and July 2016 in a dairy cattle research barn of 83 the Flemish research institute for agriculture, fisheries and food (ILVO) in Melle, Belgium. From a group 84 of 31 cows, 16 different second parity Holstein cows (milk yield 33.6 ± 5.6 kg/d; mean ± SD) were used 85 for this study. The cows were housed in an area of 30 m long and 13 m wide with individual cubicles 86 and concrete slatted floor. The cubicles (n = 32, width 115 cm, length from curb to front rail 178 cm, 87 front rail height 70 cm, neck rail height 109 cm, neck rail distance from curb 168 cm) were bedded with 88 a lime-straw-water mixture. The cows had access to a milking robot via the feeding area and a smart 89 selection gate in a feed-first cow traffic system. A cow was allowed access to the milking robot based 90 on different parameters such as the interval since the previous milking, expected milk yield, and 91 lactation stage. The cows were fed roughage ad libitum and the amount of protein rich and balanced 92 concentrate was fixed depending on lactation stage and production level. The concentrates were 93 supplied both in the milking robot and by computerized concentrate feeders. Drinking water was 94 available ad libitum. The cows had free access to a rotating cow brush. 95
Behaviours' observation 96
Two cows were monitored simultaneously from 10 AM to 4 PM as the sensors' memory could not save 97 more than 6 hours of the data. Observations on the behaviour of the cows were made directly in the 98 barn by a student and with video recordings at the same time as data from the sensors were collected. 99 Table 1 lists the considered behaviours in this study with their descriptive definitions. The video 100 recordings were taken as a secondary measure to ensure that all behavioural data was captured during 101 the observation period. Around 90% of the data were labelled just by the direct observation while 102 10% of the data were labelled based on the video recordings, when the direct observation of the cows 103 was difficult. 104
The methodology of the observation was as follows. Every minute time window was assigned with a 105 label to refer to lying, standing, and feeding behaviours, respectively, based on the behaviour that was 106 present during the largest proportion of that minute. Instead of removing the small number of samples 107 of the drinking behaviour, they were considered as feeding. Similarly, walking was considered as 108 standing. We note that walking was not considered as a separate behaviour, because it was observed 109 less frequently and for shorter durations (on average, 8 to 12 minutes per cow). 110
Accelerometer data 111
Two accelerometers were attached to each cow. The first accelerometer was attached to the neck 112 collar (right side) and the second was attached to the right hind leg as shown in Figure 1 . The 113 acceleration data were logged with a sampling rate of 1 Hz (1 sample each second) using HOBO loggers 114 (Onset Computer Corporation, Pocasset, MA). The HOBO logger is a waterproof 3-channel logger with 115 8-bit resolution, which can record up to approximately 21,800 combined acceleration readings or 116 internal logger events. The logger uses an internal 3-axis accelerometer with a range of ± 3 g (accuracy 117 ± 0.075 g at 25°C with a resolution of 0.025 g) based on micro-machined silicon sensors consisting of 118 beams that deflect with acceleration. 119
The orientation of the accelerometers when the cow is standing and lying is shown in Figure 1 . This 120 orientation was respected for all cows. The clocks of the observer, the video recording system, and the 121 sensors were synchronized at the start and at the end of the observation period so that observation 6 total, 96 hours of data (i.e., 6 h/cow, 16 cows total) were recorded for every accelerometer and used 124 for classification of the behaviours. 125
Data pre-processing 126
A summary of the data processing and classification procedure is shown in figure 2 . First, the sensor 127 data were downloaded from the accelerometer using Onset HOBOware software version 3.7.5 (Onset 128 Computer Corp.). These data were exported into .csv files. Then, Octave software was designed to 129 segment the data into equal time intervals of 1 min (60 samples) and to extract the features (e.g., 130 mean, max) for each time interval. Next, based on the observations of the cows' behaviours, behaviour 131 labels vectors were constructed. These vectors (reference data) and the calculated feature vectors 132 (sensor data) were used as an input to the classification algorithms. Finally, a validation of the 133 developed behaviour classifiers was performed by measuring their performances in terms of precision, 134 sensitivity, and the overall accuracy. 135
Raw time series collected from 16 individual cows and uploaded to the laptop were pre-processed first 136 using HOBOware software. The data were exported to .csv files (32 files). From the accelerations along 137 X, Y, and Z axes, the acceleration sum vector ( ) was calculated as follows: 138
Where, is the acceleration along the X-axis, is the acceleration along the Y-axis, and is the 140 acceleration along the Z-axis. The sum vector was added to the .csv files in parallel to the individual 141 accelerations along the three axes. Figure 3 shows an example of the time series acceleration sum 142 vector ( ) obtained from leg and neck accelerometers. For both sensors, when a cow is feeding, 143 large variations were registered in comparison with standing and lying. This is an important
Segmentation and Features extraction 146
After the pre-processing of the sensor data and obtaining the .csv files, Octave software was used to 147 segment the sensor data to equal time intervals of 1 min. Features extraction is then performed for 148 each data segment to transform the input data into a representation set of features, also referred to To isolate the components caused directly by the movement of the animal, the overall dynamic body 162 acceleration (ODBA) and its vectorial variation (VeDBA) were used in this study. The ODBA and the 163 VeDBA quantify the three-dimensional movement of animals as the value of acceleration and are 164 assumed to be proxies for activity-specific energy expenditure (Wilson et al., 2006) . 165
To calculate the and , the time series accelerometer data are converted first to . 166
These values for are then summed to provide and its vectorial sum : 171
The values of ODBA and VeDBA are given for each 1 second. Then, their statistical features (minimum, 174 first quartile, median, etc.) for each 1 min are calculated as performed for the acceleration sum vector 175 ( ). 
By definition, the mathematical formulation of the spectral entropy is given by: 187 
Machine learning algorithms 192
In this study, three supervised machine learning algorithms were used for behaviour classification: K-193 nearest neighbours (Browne, 2000) , naïve Bayes, and support vector machine (Sellers and Crompton, 194 2004) . A supervised learning algorithm is formed by two processes: training and testing. It uses a 195 known data set to construct a model (training process) that is then used for making predictions on a 196 new data set (testing process). The supervised learning is preferable when the 'categories' or 'classes' 197 are known (for example in this case, standing, lying, feeding). However, in unsupervised learning, the 198 classes are unknown, and the learning process attempts to find appropriate classes. The K-nearest 199 neighbours and the naive Bayes classifiers are possible options because they are fast, simple and well 200 understood (Frank et al., 2000) . Regarding the support vector machine (SVM), it can handle better 201 complex classification tasks, but it requires more computational costs, especially in the training phase 202 (Bishop, 2006) . To make a fair comparison, the same datasets (number of samples and features) were 203 used as input to the considered algorithms. 204
Performance evaluation 205
To measure the performances of the classification approaches, the precision, the sensitivity, and the 206 overall accuracy were used. Since data were collected on 16 cows, the leave one out cross validation 207 strategy was used (Arlot and Celisse, 2010). Therefore, data collected on 15 cows was used to train the 208 system and then the system was tested by classifying the data of the sixteenth cow accordingly. This 209 was repeated 16 times until data from all the cows was classified and the average precision, sensitivity 210 and overall accuracy were considered (Section 3). The precision (Pr) and the sensitivity (Se) are defined 211 as (Chawla, 2005) : 212 = + Here, TP (true positive) is the number of instances where the behaviour was correctly classified by the behaviour was visually observed but was incorrectly classified by the algorithm. FP (false positive) is 217 the number of times the behaviour was incorrectly classified by the algorithm based on the reference. 218
The overall model accuracy is the number of TP instances of all behavioural classes divided by the total 219 number of instances in the test set. 220
Effects of reducing the number of axes and the sampling rate 221
To study the effects of reducing the number of the accelerometer axes on the classification accuracy, 222 the features presented in Section 2.5 were calculated again using one axis (e.g., X-axis) or two axes 223 (e.g., XZ-axes) instead of three axes and used as an input for the classification algorithms. 224
For the effect of the sampling rate on the classification accuracy, the complete data set exported with 225
HOBOware was resampled using Octave software at four different sampling rates (i.e., 0.05 Hz, 0.1 Hz, 226 0.25 Hz, and 0.5 Hz). Then, the features presented in Section 2.5 were computed for each sampling 227 rate and the considered algorithms presented in Section 2.6 were used for the classification. 228
Results
229
Neck and leg accelerometers combined 230
The precision and sensitivity of the considered behaviours and classification algorithms when the 231 features extracted from leg-and neck-mounted accelerometers were combined and used for the 232 classification are listed in Table 2 (column 1). The precision and sensitivity were excellent for the three 233 behavioural classes and the three algorithms with values between 80% and 99% for the precision and 234 87% and 99% for the sensitivity. Consequently, high overall accuracy was obtained with values 235 between 93% and 98% (Table 3) . 236
Leg-versus neck-mounted accelerometers 237
The precision and sensitivity using leg-mounted accelerometer with thee axes (XYZ) were high (>93%) 238 for all algorithms for lying behaviour ( Table 2) . The precision and sensitivity of feeding behaviour were 239 reasonable with values between 72% (Naïve Bayes) and 86% (SVM). Accuracy of classifying standing behaviour was lowest, with maximum precision and sensitivity of 76% and 68%, respectively. The best 241 classification accuracy was obtained using the SVM algorithm (88%), followed by the K-NN (84%) and 242 Naïve Bayes (83%) ( Table 3) . 243
Unlike the leg-mounted accelerometer, feeding was the best classified behaviour by the neck-mounted 244 accelerometer data with a sensitivity between 95% and 98% and a precision between 88% and 92% 245 (Table 2 ). Similar to the leg-mounted accelerometer, standing was the most difficult behaviour to 246 classify with a sensitivity lower than 65% for all classifiers. For the overall accuracy, SVM was the best 247 classifier followed by K-NN and Naïve Bayes as was also the case for the leg-mounted accelerometer 248 (Table 3 ). The overall accuracy was slightly higher for the neck-mounted accelerometer than the leg-249 mounted accelerometers. 250
Effect of number of accelerometer axes on the classification accuracy 251
For the three cases (neck, leg, and neck + leg), the performances were not highly decreased by using 252 one or two axes in comparison to three axes, especially for lying behaviour (Table 2) . When data from 253 the neck-and leg-mounted accelerometers were combined, classification of the three behaviours 254 improved for both the X-axis alone (Pr 89-99%; Se 88-100%; accuracy 96-97%) and the Y-and X-axes 255 (Pr 91-99%; Se 87-100%, accuracy 97-99%) compared to XYZ-axes (Pr 80-99%; Se 86-99%, accuracy 93-256 98%). Results of XZ-axes were comparable to XYZ for the three behaviours. Moreover, both lying and 257 feeding behaviours were accurately classified with either Y-axis (Pr 85-95%; Se 88-96%), Z-axis (Pr 80-258 94%; Se 89-95%), and XY-axes (Pr 76-95%; Se 86-97%). However, with these axis configurations, 259 standing was still difficult to classify even with two accelerometers (Pr 55-83%; Se 50-76%). 260 When using only the X-axis of the leg-mounted accelerometer, lying behaviour was classified with high 261 precision and sensitivity (Se and Pr between 97% and 100%). In addition, for the neck-mounted 262 accelerometer, both feeding and lying were accurately classified with either one or two axes. The 263 precision and sensitivity varied from 82% to 97% and from 78% to 98% for feeding and lying axes of the leg-mounted accelerometer and between 76% and 85% for all axes configurations of the 266 neck-mounted accelerometer. 267
Effect of sampling rate on the classification accuracy 268
As expected, the accuracy decreased for lower sampling rates (Fig. 4) . The Naïve Bayes algorithms was 269 influenced most by the decrease of the sampling rate especially for the leg-mounted accelerometer 270 and with sampling rates below 0.25 Hz (Fig. 4) . However, for both leg-and neck-mounted 271 accelerometers, the classification accuracy was still over 80% for SVM algorithm when 0.25 Hz was 272 used (1 sample every 4 seconds). 273
Discussion
274
We investigated the performance of classifying three behaviours from data obtained from 275 accelerometers worn by dairy cattle. As expected, the best classification performances were obtained 276 with the set-up in which most data was used, i.e. using both accelerometers, the three axes, and the 277 highest sampling rate (1Hz). However, when only one sensor was used for the classification, two 278 behaviours were often confused with each other: standing and feeding in the case of the leg-mounted 279 accelerometer, and standing and lying in the case of the neck-mounted accelerometer. The neck of the 280 cow shows high activity during feeding, which explains why neck-mounted accelerometer data allow 281 this behaviour to be distinguished easily from the other two behaviours (Martiskainen et al., 2009) . 282 However, the neck generally moves little during both standing and lying, which makes it hard to 283 differentiate these two behaviours based on the neck-mounted accelerometer. Lying time was more 284 accurately measured by the leg-mounted accelerometer (sensitivity around 100%), possibly due to the 285 smaller amount of position changes that the cow's legs make when she is lying. However, the legs have 286 similar patterns most of the time during standing and feeding behaviours, which results in a frequent 287 misclassification of these behaviours. Thus, the best position for an accelerometer depends on the 288 behaviour of interest. Similar conclusions were also drawn by (Martiskainen et al., 2009 ) and 289 (Mattachini et al., 2013) . In (Martiskainen et al., 2009 ), a neck-mounted accelerometer with a sampling 290 rate of 10 Hz was used to classify cows' behaviours based on the SVM algorithm. In their study, 291 standing and lying behaviours were confused with each other in 30 % of the cases and feeding was 292 misclassified as standing in 14 % of the cases. In the study by Mattachini et al. (2013) , lying behaviour 293 was reported as the easiest behaviour to classify with a sensitivity of 98% using leg-mounted 294 accelerometers (IceTag or HOBO accelerometers). Consequently, the position where the 295 accelerometer is attached on the cow might depend on the goal of the system. Neck mounted 296 accelerometers are better suited for monitoring feeding patterns, leg-mounted accelerometers if 297 highly accurate classification of lying behaviour is needed, and both positions if high accuracy of all 298 three behaviours is needed. 299
In general, the SVM algorithm performed better than the other algorithms (Alpaydın, 2014). The SVM 300 algorithm is more suitable for complex classification tasks and it requires more computation 301 capabilities than Naïve Bays and K-NN (Douglas et al., 2011) , especially in the training phase. However, 302 after the classification model is developed, the SVM classifies the new data without looking to the 303 training set, which would save the memory of the monitoring system, in contrast to the Naïve Bays 304 and the K-NN, where the training set is always required to classify the new instances (Goodfellow et 305 al., 2016) . Therefore, the selection of the best classification algorithms is a trade-off between 306 performance and computation/memory capabilities. 307
As the next step, the number of axes logged by the accelerometers was investigated. With two 308 accelerometers working simultaneously (combination of leg and neck), the classification performances 309 were a little bit higher with X-axis alone or YZ-axes compared to the three axes together. This means 310 that reducing the number of axes logged by the accelerometers would not only minimize the power 311 consumption and data load, but it could also enhance the performances of the classification 312 algorithms. Moreover, the results of the other axis configurations (e.g., XY and Y) were in general 313 comparable to the results of three axes configuration. Consequently, optimizing the number of axes In contrast to the results of the combination of leg-and neck-mounted accelerometers, when one 316 accelerometer was used, the reduction of the number of axes decreased the overall accuracy. 317
However, individual behaviours were perfectly classified with fewer axes (e.g., lying behaviour with 318 the X-axis of the leg-mounted accelerometer and feeding behaviour with YZ-axes of the neck-mounted 319 accelerometer). Lying behaviour was perfectly classified with the X-axis of the leg-mounted 320 accelerometer because after the transition from lying to standing, this axis becomes horizontal 321 (variations around 1 m/s 2 ) instead of perpendicular to the ground (variations around 0 m/s 2 ). This 322 means that if the user is mainly interested in long-term monitoring of the lying behaviour of the herd, 323 programming a leg-mounted accelerometer to log only X-axis can be recommended. These findings 324 are in agreement with the results of (Ledgerwood et al., 2010), where one axis (Y-axis) of a leg-325 mounted accelerometer was used to record lying behaviour. 326
The use of one axis instead of three axes for classifying behaviours has also been investigated by (Ito 327 et al., 2009 ). In their study, the degree of the vertical tilt (X-axis) from a leg-mounted accelerometer 328 was used to determine the lying behaviour of the cows. In addition, (Mattachini et al., 2013) used the 329 degree of Z-axis tilt to determine the laterality of lying behaviour (right or left side). Although one axis 330 was used for the classification in these studies, only lying behaviour was considered. Also, the method 331
proposed was limited to leg-mounted accelerometers and cannot be used for neck-mounted 332 accelerometers. 333
The last step was the investigation of the sampling rate. The accuracy decreased for lower sampling 334 rates for both accelerometers. However, it was still over 80% for the SVM algorithm when 0.25 Hz was 335 used (1 sample every 4 seconds). Such a considerable reduction in sampling rate could save the 336 sensors' power and minimise the storage load of the monitoring system (a reduction of 75%). The 337 decrease in the ability of accelerometers to identify locomotion behaviour patterns when the sampling 338 rate decreases was also remarked when monitoring goat behaviours (Moreau et al., 2009 ). To accuracy when lower sampling rates are used. However, the sampling rate should not be lower than 341 0.01 Hz if the farmer is interested in measuring other aspects of lying behaviour (e.g., lying bouts) as 342 reported by (Mattachini et al., 2013) . 343
More data would be needed especially from other herds to validate the findings of this research. 344 Furthermore, the selection of relevant features should also be addressed in order to reduce the 345 number of features used for the classification. This would lower the computation time of the 346 algorithms as well as enhance their performances. Finally, the data logging time per cow (i.e., 6 hours) 347
was not sufficient to collect enough data for some behaviours such as walking and drinking. These 348 behaviours could be set in separate behavioural classes when many more samples would be available. 349 The cow is located at the feeding zone with head through the fence while searching, masticating or sorting the feed.
Conclusions and future work
(27%)
Feeding 1883 (33%)
Feeding pattern in concentrate feeder
The cow has its head in the concentrate feeder. 96 (1.7%)
Feeding in milking robot
The cow has its head in the concentrates dispenser in the milking robot.
(2.3%)
Drinking
The cow is drinking water from the water trough.
(2%) Standing in the alleys
The cow is standing in the alleys on at least three legs with no movement to another place.
(20%)
Standing 1375 (24%)
Standing in the milking robot
The cow is standing in the milking robot on at least three legs 52 (1%)
Standing while brushing
The cow is standing at the cow brush on at least three legs with no movement to another place.
(0.5%)
Walking
The cow is moving from one location to another by moving more than 2 feet 139 (2.5%)
Lying
The 
