Wayfinding is an important activity that can be performed with limited visual resources, and thus may be an important application of early visual prostheses. In a pair of experiments we explored minimal visual resolution requirements of a simulated retinal electrode array for mobility in real and virtual environments, experienced by normally sighted subjects in video headsets. In experiment 1, inexperienced and experienced subjects traveled similar routes around a suite of offices with simulated implants of 4 × 4, 6 × 10 and 16 × 16 dots. In experiment 2, the effects of adding dynamic noise and removing a subset of 'phosphenes' from a 6 × 10 dot array on the mobility of experienced subjects through a series of different virtual 10-room buildings were determined. Performance was quantified in terms of time and navigation errors in both experiments, and wall contacts in the real environment; a compound score was also computed for trials in experiment 1. In experiment 1, inexperienced subjects required 16 × 16 dots for adequate performance, while experienced subjects reached similar levels with 6 × 10 dots. In experiment 2, dot removal up to 30% led to modest yet significant performance deterioration, and noise addition to slight but non-significant improvement, while practice led to a reduction in travel time by 50% over the 28-trial experiment. Error counts in experiment 2 were fairly high, but largely randomly distributed, and attributable to the high risk of becoming disoriented in the sparse visual environment. Substantial performance level differences were found between subjects, spanning a threefold range even after practice. The findings suggest that a retinal implant with as few as 60 electrodes may provide independent wayfinding abilities to the adventitiously blind, but that substantial practice and supervision will be required in learning this task.
Real and virtual mobility performance in simulated prosthetic vision 
Introduction
The role of vision in wayfinding cannot be overestimated. Blind travelers may learn to travel safely and avoid obstacles as they make their way towards a known destination, aided by training in the use of the long cane and dog guides [1] . They may benefit from a variety of novel technologies still under development that will improve their navigational abilities [2] .
Yet the task of route planning (e.g., locating a landmark and charting a safe itinerary to reach it) and the management of unforeseen obstacles (e.g., unexpected construction along an otherwise familiar route) can severely impede the independent travel of sightless individuals, and will reduce their willingness to travel [3] . A half dozen patients has had the benefit of a 16-electrode retinal implant, and the prostheses with 50-100 electrodes were recently announced by groups in Germany and the US. Such devices may, for the first time, supplement blind individuals' travel skills with a crude level of vision to and give them independence in unfamiliar surroundings without relying on external help or technology. This raises an important question, however. How much vision is required, at a minimum, to support wayfinding for the well-trained blind person? What performance level will be allowed by the next generation of implants?
The requirements for mobility under pixelized vision conditions were first studied by Cha et al [4] , who found that a foveally placed 25 × 25 pixel array with a minified view of an approximately 30
• field provided a normally sighted individual with adequate mobility skills, including wayfinding and obstacle avoidance. Such a minified representation of the visual scene with discrete dots may be obtained with a cortical electrode array in the foveal projection of area V1, but the properties of retinal implants and repatterning of retinal tissue make it highly unlikely that a retinal prosthesis will allow a similarly detailed and discrete view.
A recent study by Sommerhalder and colleagues [5] investigated subjects' ability to avoid bumping into obstacles in an indoor maze and to make safe road-crossing decisions under conditions of pixelized vision with a 7
• × 10
• image stabilized on the central retina, with variable dot numbers and field minification. The authors reported that subjects preferred a field span of 23
• × 33
• and were impaired in completion time with fewer than 500 dots for the maze walk, and in safety with fewer than 1000 dots for the crossing decision. Note that these numbers correspond to electrode spacing of 15-20 arcmin (70-95 µm) on the retina. Also note that the requirement for the total numbers of phosphenes and optimal visual field estimated by Cha and Sommerhalder are very similar.
In our laboratory we have investigated the potential of visual performance with phosphene vision, initially with discrete round dots with 'pillbox' profile and tasks such as face [6] and object [7] recognition and reading, [8] and more recently also with Gaussian profile dots and tasks such as eyehand coordination [9] . Almost from the start our tests included explorations of wayfinding under pixelized vision conditions, but due to the inherent difficulties of mobility testing these results have not been reported until now except in conference presentations [10, 11] .
Quantitative testing of mobility performance is fraught with problems because actions are based on input signals from other senses besides vision and can be facilitated by recall and other experience. Testing in the laboratory is suitable for examining subjects' ability to avoid obstacles, but as noted above, most functionally blind travelers use other tools (cane, guide dog) to accomplish this. For spatial orientation and route planning tests, on the other hand, the laboratory environment typically does not offer enough flexibility: subjects tend to learn specific routes and landmarks at the same time as improving their travel skills, and disambiguating these aspects during repeat testing is almost impossible. In realworld testing one can establish multiple routes and randomize their assignment order across subjects, but establishing their equivalence or relative difficulty requires a large number of subjects, especially if subject performance covers a broad range.
To limit these problems we used a combination of realworld and virtual reality scenes for our mobility tests. The virtual reality scenes were traversed by means of button presses (game controller or keyboard) rather than actual mobility. A downside of virtual mobility testing is subjects' greater willingness to take risks: the penalty for errors is not experienced nearly as acutely as walking into a doorframe. Hence we decided to include real as well as virtual mobility testing in our study.
Methods
Two separate experiments were performed. In the real mobility experiment, subjects walked through a test course while wearing a prosthetic vision simulator. Subjects repeated different but equivalent paths for each of three different crude array sizes, i.e., 4 × 4, 6 × 10 and 16 × 16 dots. Time to completion and contact error scores were used as performance measures. In the virtual mobility experiment, only the 6 × 10 array size was retained on the basis of the real mobility results, and changes of two additional stimulus parameters, noise and dot dropout, were introduced. Addition of these parameters provides a closer approximation to the phosphenes that may be perceived by future prosthesis recipients. Dropout examines the effect of randomly omitting dots from the array to examine how well a prosthesis wearer may be able to adjust to the incomplete array that would result from electrode failures or from unresponsive underlying tissue.
Experiment 1
Purpose. The purpose of this experiment was to determine the minimum visual information from a crude pixelized display for a sighted subject to make simple route choices such as counting landmarks, deciding where to turn, and discerning paths from obstacles.
Subjects. University employees were recruited as volunteers. All eight volunteers had 20/30 or better visual acuity, wearing correction as necessary, and were between 20 and 40 years of age. All subjects were instructed as to the purpose of the tests, and signed a consent form approved by the Institutional Review Board of the Johns Hopkins Medical Institutions (JHMIRB). Subjects received a $5 lunch coupon, but no monetary reward. The initial eight subjects (group 1) were purposefully naïve with respect to pixelized vision, while the seven remaining subjects (group 2) had at least 10 h of experience performing tasks under pixelized vision conditions, Video headset. A PC video camera (Logitech Quickcam Pro: manual focus 6 mm, f = 2.0, 46
• field of view, 640 × 480 resolution; Logitech Inc., Fremont, CA, USA) captured images that were converted into square dots in real time. Dots were spaced with center-to-center distances of 2.7
• (4 × 4 and 6 × 10; 0.7
• gap width) or 1.7
• (16 × 16; 0.5 • gap width). This pixelized image was displayed on the screen of a laptop (Micron Pentium 2) as well as on a head-mounted display worn by the test subjects. The PC video camera was placed in a modified adjustable head strap in a midline position above the eyes. The laptop was then placed in a specially designed computer backpack, making the system completely portable. In order to eliminate outside visual input through S93 the transparent visor, a blindfold was draped around the headmounted display and clipped behind the test subject's head. The head-mounted display, a Sony PLM-100 personal video headset, resembled a large visor and contained two 0.7 inch LCD's projecting one to each eye, creating a virtual image with a horizontal viewing angle of 28
• . The area of visual space represented in the video headset image was determined by the field of view of the Logitech video camera (37
• horizontal). The image size was determined by the angle subtended at the eye by the pixelized display window; effectively, therefore, subjects viewed the scene at 0.75× magnification.
Pixelized array software. The pixelizing software filter was first developed by Second Sight, LLC (Sylmar, CA). Adjustable property settings of the filter included number of rows, columns, gray scale levels and the height and width percentages of each dot (with the remaining portion forming a gray gap between adjacent dots). Image capture and filtering in this setup caused a delay of approximately 150 ms. In view of the slow travel speed, 10-20 cm s −1 , this delay was inconsequential for the subjects' ability to avoid obstacles.
Procedure. Participants were allowed to adjust to wearing the prosthetic vision simulator for up to 15 min before the actual experiment. This allowed them to experience the pixelized view of their surroundings in a familiar (laboratory) environment, including light fixtures, doorways, tables, windows and other large visual elements. They were then taken, with the simulator turned off, to the test course, located in a different building with which they were unfamiliar. Once there, the prosthetic vision simulator was adjusted and turned on prior to reaching the course.
Before embarking on the test course, subjects were told the key rules concerning the experiment. They were to walk through the course as rapidly as possible while trying to avoid/minimize all tactile contact. They were encouraged to walk with their hands outstretched in front of them in order to prevent potentially harmful collisions (either to themselves or to the equipment). However, they were told that the number of contacts would be noted and they were instructed to avoid gaining advantage from tactile stimuli.
The course consisted of a 30 m hallway with doors leading off to both the left and right sides (see figure 2 ). Prior to testing, a number of screens were placed along the course and doors on one side of the hallway closed to simplify the visual scene. Doors to be counted and/or entered were propped open to provide contrast with the wall. Tests were carried out after office hours, so the number of people working in the vicinity was minimized. At the start of the experiment, the subject was told to walk down the hallway and enter a room through a specified door. Once in the room, the subject received new instructions to enter an adjoining room and exit through its door, avoiding any obstacles (see figure 3 ). Once out of the adjoining room, the subject was told to continue to the end of the corridor and this concluded the experiment. Different but equivalent paths were used for each array size.
Subjects did not receive any information about their starting position, except that there was a hallway in front of them. Between routes, subjects (with visual input turned off) were guided through several rooms near the endpoint of the previous course, to mask the fact that the next course was traversing the same spaces, albeit in a different direction and order. Upon questioning, all subjects seemed unaware of the strong overlap between courses, although they had noticed similarities.
After the first four subjects had completed their testing, it was thought that the 6 × 10 route was easier than the other routes, because it involved a lower door count. It was also argued that the 16 × 16 course included the stretch of the hallway between the fourth and fifth doors twice and therefore was a longer course than that of the 4 × 4 and 6 × 10. This was taken into account when testing four additional inexperienced subjects. For 6 × 10, each subject was told to count the number of doors on the left side of the hall after they had left the second room. For 16 × 16, the time taken to travel the extra course distance was measured and subtracted from the total course traversal time; the average time required for the extra distance for these last four subjects was subtracted from the total 16 × 16 traversal time for each of the first four subjects.
Performance among the eight subjects tested in the initial two rounds of testing varied substantially, and the question arose whether this might be related to inexperience with the impoverished visual environment. To investigate this, we tested seven additional subjects (group 2) experienced in working with pixelized imagery. Test conditions were identical to those in the earlier trial.
Mobility performance quantification. All subjects were videotaped while moving through the course. The time it took to traverse the course as well as the number of body contacts with obstacles, walls and screens was measured. Two forms of verbal cues were allowed during the experiment. The first form included terms like 'Stop' and 'Halt'. These were a mandatory condition, imposed by the IRB and used to prevent the subjects from making contact with a surface after having missed the obstacle with their hands, where such contact might have led to equipment damage or personal injury. Each time this form of cue was used, it was counted as an extra tactile contact. The second form of verbal cue was used if the test subject entered the wrong door, passed by the right door, or became stuck at some point in the course. This form of verbal cue was counted separately as a wayfinding error.
Data analysis. Due to the wide performance range among subjects, a monotonic data transformation was required to normalize the data prior to SAS (SAS Institute; Cary, NC) analysis. For contacts and wayfinding errors, a square root transformation proved adequate, whereas a log transform gave the best distribution for timing data. A compound score was also computed as a weighted sum of the transformed data, with the between-subjects standard deviation for each measure used as weights. Transformed measures and compound scores were analyzed in a generalized linear model analysis of variance (ANOVA) using proc GLM in SAS, whereas a t-test was applied to transformed data for paired comparisons between groups. The diagram on the left shows the overall view, while the one on the right shows a magnified view of the two office spaces through which subjects had to find their way. Right panel: instructions provided to the subjects, one line at a time
Experiment 2
Purpose. This experiment reduced wayfinding to its minimum requirements of visually recognizing a pathway and orienting oneself to follow it, while eliminating all potential of recall that might serve to guide the wayfinding effort.
Subjects. University employees were recruited as volunteers. Six volunteers, aged between 18 and 65, with 20/30 or better visual acuity, either uncorrected or with best correction, participated in the experiments. All subjects had at least 10 h of practice in task performance under pixelized vision conditions, and four (as indicated by ID numbers in figures 5 and 7) had participated in experiment 1. They were instructed as to the purpose of the tests, and signed a consent form approved by the JHMIRB. Subjects received a lunch coupon and $10 for each 1 h test session.
Video headset. Subjects viewed pixelized imagery in the left eye display of a modified low vision enhancement system (LVES; Visionics, no longer in production; shown in figure 1, right panel) spanning a 60
• diagonal viewing angle. Prosthetic vision was simulated in this monocular video visor as a grid of 10 × 6 dots (phosphenes) with Gaussian luminance profile, blur radius σ equal to 30% of dot spacing and up to eight gray levels. Dots were spaced at a visual angle of 2.7
• (center to center), so the dot grid spanned 27
• × 16.2 • . A pupil camera and infrared illumination built into the visor allowed gaze tracking. Due to the improved hardware compared to the laptop used in experiment 1, processing time required to transform the subject's commands into changes in the visual scene was one video frame (17 ms), and two additional frames were then required to update the pixelizing filter.
Virtual maze. Ten 10-room mazes were designed in WorldCraft freeware. They were implemented as a video stream sent to the pixelizing filter, and then presented in the IVES visor. Subjects navigated these mazes in the HalfLife gaming engine, using a game controller. Each maze had a different floor plan. The rooms were numerically labeled with 1 (entrance) to 10 (exit); figure 4 shows a typical view of the rooms in normal (left panel) and pixelized (right panel) view. The only correct route was through rooms 1 to 10 in order. The maze could be traversed by operating a game controller or cursor keys on a standard keyboard.
Procedure. Subjects were instructed to use the game controller to traverse rooms 1 through 10 in order in minimum time. The maze was shown to subjects only in pixelized form. The performance of maze navigation was measured with two variables: the time subjects took to traverse a maze and the number of wayfinding errors during the trip. A wayfinding error was given whenever the subject re-entered the previous room without noticing this; if the subject noticed the mistake and made a correction within a few seconds, it was not counted as a wayfinding error, since the mistake already cost the subject in the form of additional travel time. As shown in the right panel of figure 4 , the task was modified by introducing two experimental variables, i.e., dynamic noise and dot dropout. Noise dots varied in size, up to half the size of the stimulus phosphenes, and persisted for up to 10 frames; these properties were based on descriptions of 'light shows' (photopsias [12] ) by a substantial number of RP patients. Dropout entailed the replacement of 0%, 10% and 30% of the dots by the background intensity, randomly distributed throughout the 6 × 10 grid. Subjects were tested with multiple mazes (trials) in weekly 1 h sessions. No two consecutive trials used the same maze.
Intentionally, all subjects were tested using grids and parameter conditions in exactly the same order. While randomizing the order of noise and dropout parameter settings might have allowed independent assessment of their effect on performance, this was not the primary intent of these experiments; rather, we wanted to establish how well subjects could be trained to overcome adverse parameter conditions by initially practicing their performance on the simplest version of the test (no noise or dropouts), and gradually increasing the difficulty. To obtain an independent estimate of practice only, some repeat trials under the previously tested simpler conditions were interspersed with the more difficult trials.
Data analysis. Test data were analyzed for a number of anticipated effects: values of the noise and dropout parameters, practice effects, and individual ability and practice; these effects were estimated through a GLM ANOVA, using SAS; in an initial analysis, possible differences among mazes were also estimated, but none were found to be significant. Outcome measures analyzed were the number of wayfinding errors and travel time, using a square-root transform to normalize time data. Figure 5 shows, from left to right, the contacts, wayfinding errors, times and compound scores in the three conditions
Results

Experiment 1
S96
Real and virtual mobility performance in simulated prosthetic vision . Performance measures for inexperienced (top row) and experienced (bottom row) subjects in experiment 1. Panels, left to right: contacts; wayfinding errors; times; compound scores. Note the scale differences between the two groups in the contact and error panels, and the wide performance range among these (normally sighted) subjects. for the initial eight inexperienced (top) and additional seven experienced (bottom) subjects. Note the different scales for inexperienced and experienced subjects, illustrating that both between and within groups there was a large performance range across subjects. Nonetheless, there are some common features: in all but a few subjects, the transition from 16 to 60 to 256 dots reduced both the number of contacts and the time required to complete the course. As shown by the compound score panels, the improvement from 4 × 4 to 6 × 10 dots among inexperienced subjects 1-8 is modest compared to that from 6 × 10 to 16 × 16, whereas the improvements are roughly equal for the experienced subjects. Some of the variability within subject groups can be interpreted as a trade-off. For example, subject 8 made many contacts in the initial (4 × 4) trial, but required less time than almost any other subject in this group; this subject appears to have changed strategy in the 6 × 10 trial, spending more time than any others, and reducing the number of contacts to about half; the number of wayfinding errors also increased from 0 to 2, leading to an increased compound score. This subject then had a further improvement in all measures in the final (16 × 16) trial. The right panels also show that trade-offs can only explain part of the variability: initial differences as well as the degree of improvement appear to vary by subject. Finally one may notice that the superior performance of experienced subjects at 4 × 4 and especially 6 × 10 dots (bottom right compared to top right panel) largely disappears for the 16 × 16 dot grid, indicating that for this grid size experience is only a minor factor in determining performance. Figure 6 shows means and standard deviations of contacts, wayfinding errors, times and scores for inexperienced and experienced subjects. One may note that the experienced subjects, while making fewer contacts and requiring less time than the inexperienced subjects, made more wayfinding errors by missing landmarks, especially on the first trial. One can speculate that this may have been caused by overconfidence due to familiarity with pixelized displays in other situations, and failure to realize that the mobility task was substantially different from previously learned tasks. It should also be noted that most of these subjects' experience was with 6 × 10 dot grids, so the increased difficulty of a 4 × 4 grid may have contributed to the higher error score.
The statistical validity of these observations is confirmed by a general linear model (GLM) analysis in SAS, with grid size (expressed as the logarithm of the number of dots) and experience (the class variable group) as the S97 independent variables, and sqrt (contacts), sqrt (wayfinding errors), log (time) and score as the dependent variables. The results of this analysis are shown in table 1: dependent variables did not show a significant interaction of grid size and experience, whereas grid size and experience alone were significant predictors for all dependent variables (P < 0.01); however, we only found a modest dependence of wayfinding errors on grid size (P < 0.05). Note also that the model for wayfinding errors only accounts for 23% of the variance, suggesting that these errors were mostly randomly distributed, with individual subject and subject-size interactions accounting for most of the unexplained variance. We examined the observation of relatively better performance by experienced subjects with the 6 × 10 grid through a t-test of the score variable, while correcting for the overall difference in scores between inexperienced and experienced subjects, and obtained t = 1.90, P < 0.05. Two factors may have contributed to this significantly better performance by the experienced group: more rapid task learning and greater efficiency extracting visual information from the crude 6 × 10 grid.
Experiment 2
Figure 7 summarizes wayfinding performance in the virtual maze for the six subjects, in all six conditions. The top panel shows the average number of wayfinding errors incurred in a trial, while the bottom panel shows time needed to traverse the ten virtual rooms. Error bars represent standard deviations. The initial three trials for each subject, using the baseline viewing condition (noise off, no dropouts), were omitted from the calculations to allow subjects a modest amount of practice in understanding the operation of the controls and the basic principles of the test.
The first feature to be noted in these data is the substantial number of wayfinding errors, between 3 and 4 for an average trial. We will return to this overall performance issue in the discussion. One may further note that there are substantial between-subjects variations. Subject 31, in particular, appears to be much more proficient than other subjects under most conditions (0% and 10% dropout). This subject is also the one who most clearly shows the expected increase in errors and time as the difficulty of the trial is increased by adding noise and removing more dots. Other subjects (04, 23, 25) show increases with some parameter changes, but not with others. Overall, adding noise to the stimulus does not appear to lead to an increase in errors and time, but rather to a decrease in both panels of figure 7 ; increasing the dropout percentage from 0% to 10% appears to have led to a slight improvement as well, followed by deterioration when the dropout percentage is increased to 30%. However, practice effects may have counteracted the increased degree of difficulty.
An ANOVA (proc GLM) was applied to the full range of data across all subjects, with subject, trial number, noise level, dropout level and the interaction noise-dropout included as effects in the model. The interaction proved non-significant, and while sqrt (time) depended significantly on all main effects, only subject ID contributed significantly to wayfinding errors. It accounted for only 13% of the variance, as shown in table 2, suggesting that wayfinding errors were mostly randomly distributed. For this reason there was no need to compute and analyze a compound score, as was done for experiment 1.
The significance of all main effects for travel time warrants further examination. To visualize a possible practice effect the Table 2 . Results of the GLM ANOVA for virtual mobility data. Only time data were normalized to meet the conditions required for this analysis. There is no systematic dependence of wayfinding errors on any model variables except subject. Therefore no compound score was computed and analyzed for these data.
Subject
Trial number Noise % dropout sqrt (time) values have been replotted in figure 8, using separate symbols and connecting lines to indicate trials with the same viewing conditions. To equalize the overall performance level of each subject, sqrt (time) on individual trials was first scaled by dividing the value in each trial by the subject's mean across all trials; thus the resulting data for each subject had an average value of 1.0. Each data point in figure 8 shows a mean and standard deviation across the six subjects of the values so obtained. Note that the initial three trials, omitted from figure 7, had some of the highest means and standard deviations, suggesting that the subjects were indeed hampered by unfamiliarity with the task; subsequent trials in this baseline condition brought a reduction in time, but following this any further improvements were modest. Introduction of noise along with 10% (trials 7, 8) and 30% (trial 14) dropout led to a transient increase in time relative to the preceding trials (6, 6 and 13, respectively); these increases are significant (t = −3.36, −5.38, −2.44; p < 0.02, 0.002, 0.05). After trial 21, an apparent increase in time is observed without a concurrent increase in task difficulty: However, looking back at the data for 30% dropout, no noise condition in figure 7 , it appears that this increase hinges on longer traversal times by subjects 25 and 27, and indeed the increase is not significant.
The main effects found in the statistical analysis include an unexpected effect of dynamic noise: viewing conditions including noise resulted in a decrease of sqrt (time), by 11%; after eliminating the no noise, 30% dropout data for subjects 25 and 27 this effect is reduced to 6% and no longer significant, so the conclusion seems justified that adding noise to the stimulus has no significant effect on performance. An increase in dropout percentage, modeled as a linear effect, resulted in a sqrt (time) increase (by 9% for every 10% dropout), as might be expected. Practice resulted in a reduction of 2% per trial, i.e., about 50% over the course of the experiment, after taking the dropout effect into account. Among the six subjects, sqrt (time) values for subject 31 were significantly (P < 0.01) lower, and for subject 25 significantly higher (P < 0.01), than those of the remaining subjects, whose timing differences were not statistically significant.
Finally, a refined version of the model including interactions between subject and trial number shows that differences in practice effects by subject were not significant, with one exception: compared to subjects 31 and 04, whose practice effects are estimated at -1.2% per trial, subject 20 has a significantly higher practice effect, i.e., -3% per trial.
Discussion
The principal findings from the two experiments presented here are that successful navigation through a real or virtual maze is possible with as few as 60 dots, and that subjects will adjust to a variety of adverse image degradations.
Contrary to what would be customary in a parametric study, the order of experimental conditions was not randomized across subjects. In experiment 1, grid size for all subjects progressed from lowest to highest resolution. The rationale for this procedure was to prevent subjects from deriving substantial information about the layout of the test course while viewing the higher resolution grid, and subsequently using this information in trials with lower resolution grids. The confounding effect of practice, which in itself would lead to improved performance, was addressed by the inclusion of a group of experienced subjects in this experiment. These subjects performed better in the first (4 × 4) trial, albeit that they committed more wayfinding errors by missing landmarks, and then booked a greater performance gain in the second (6 × 10) trial than the inexperienced subjects. This is contrary to expectation, since the inexperienced subjects could have benefited from both task learning and higher resolution, and thus achieved greater improvement. Apparently they were not able to derive this double benefit, suggesting that a single trial did not constitute adequate practice to more effectively use the limited information provided by the 6 × 10 grid. The subsequent improvement of these subjects in the third (16 × 16) trial well exceeded that of the experienced subjects, suggesting that the 16 × 16 grid resolution is adequate for even inexperienced viewers. In fact, this trial yielded the closest similarity of the two groups. While this may be partly attributed to task learning, the 16 × 16 grid resolution appears sufficient to obviate the need for extensive training.
Experiment 2 built on the finding that experienced subjects could perform adequately in the 6 × 10 grid environment, and explored to what extent performance would suffer from deterioration of the stimulus. To this end, test conditions were gradually increased in difficulty by adding noise and dropouts as subjects gained practice, albeit that some harder trials were inserted relatively early, and some easier conditions were repeated in later trials (as indicated by the symbols in figure 8 ) to independently assess the effects of practice and stimulus conditions. Note that full randomization of conditions was not necessary to assess these effects independently: interspersing a few of the easier and harder conditions provided enough leverage for the linear statistical model to obtain independent estimates, and prove significance. We found a clear practice effect, but the effects of more challenging stimuli were found to be modest. The addition of dynamic noise had no significant effect on most subjects' performance, while an increasing dropout percentage did have the expected effect of slightly impairing performance.
An important aspect of experiment 2 was the relatively high number of wayfinding errors by most subjects. Differences between subjects only accounted for 13% of the variance in this measure, and every attempt at attributing these errors to specific causes has been unsuccessful. These are truly random errors, caused by the sparse environment, and the relative ease with which a subject, even after substantial practice, becomes disoriented and exits the room through the same doorway (s)he just entered. Obviously such errors are much less likely in real environments, where furniture, windows and other gross features will allow subjects to retain their orientation.
An important finding in both experiments is the large degree of variability across subjects, even after discounting for experience. Both group 1 (inexperienced) and group 2 (experienced) in experiment 1 showed a large performance range in all measures, and in experiment 2 large differences were also observed, albeit that they were smaller for the more difficult conditions. It bears repeating that all subjects had normal vision, so their abilities to adjust the use of vision to severely impoverished conditions vary substantially, and this may have important implications for visual prosthesis recipients. One may speculate that our subjects' proficiency is related to their ability to create mental imagery of their surroundings. Anecdotally this is supported by subjects' comments during experiment 2, which indicate that those who performed well are also those who had a strong sense of the virtual 'floor plan', even though this plan varied from trial to trial. It may not be unreasonable to postulate, therefore, that prosthesis wearers' ability to find their way with a crude implant will depend on spatial orientation abilities ('mental maps') as well as device performance.
Only limited parallels can be drawn between these experiments and those of Cha and others. Not only did the displays used by those investigators have many more dots than the displays in this study, but the density of those dots was much higher, corresponding to visual acuity levels near 20/100, whereas the dot size and density used here corresponds to approximately 20/2000 (16 × 16 array) and 20/3000 (4 × 4 and 6 × 10 arrays). Subjects adapted surprisingly well to such poor vision, albeit admittedly in environments without small obstacles. Clearly, wearers of such a crude prosthesis should be strongly cautioned to use a white cane or seeing eye dog for safe travel in real environments, where small obstacles may be present in unforeseen locations.
Finally, a note of criticism frequently raised against prosthetic vision simulations is that the images with rectangular arrays of equal-sized dots are too pretty, i.e., real prosthesis wearers will have to contend with much more patchy and inhomogeneous percepts. While this fact cannot be denied, our results for added noise and dropout conditions suggest that subjects may be slowed down but do not lose their ability to perform the task under such conditions, and that the number of wayfinding errors did not change in any systematic manner. It is also important to remember that future prosthesis wearers will have a history of retinal degeneration, i.e., vision that was originally good, but that forced them to function with increasingly poor vision and patchy vision; for these individuals the patchy phosphene image from a retinal prosthesis may be no more daunting than the poor vision to which they gradually accustomed themselves over time.
