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Abstract
Discounting the distant future has periodically been a controversial topic in welfare 
economics but the evaluation of climate change policy and particularly  the Stern 
Review have given the debate a new relevance. The parameters in a standard social 
welfare function  that determine the path for the discount rate are also important in 
determining the time path of saving, and several prominent economists have criticised 
the values used in the Review specifically because they imply excessively high optimal 
saving rates, from either a positive or normative perspective. The fact that near-zero 
rates of pure time preference do not necessarily lead to absurdly high saving rates has 
been known for some time. However, in the context of climate change policy, this point 
has been made using inappropriate models or specific numerical examples with a rather 
arbitrary value for the  rate of growth of total factor productivity (TFP).  Given the 
attention that the ‘unreasonable saving rates’ debate has received in the climate change 
literature, there is a role for a rigorous presentation of the determinants of saving rates in 
models used to evaluate climate change policy, using values for TFP growth informed 
by recent historical experience. I show that both in theory and practice, optimal saving 
rates in the presence of near-zero pure time preference are far from the near-100 per 
cent ones obtained from simpler models. In the widely used Dynamic Integrated model 
of Climate and the Economy (DICE) model, optimal rates are close to 30 per cent for a 
range of values of the elasticity of  marginal utility of consumption, and for Stern’s 
revised central value for that parameter they do not exceed 31 per cent. While the role
of TFP growth in lowering optimal saving rates in the presence of near-zero rates of 
pure time preference may have been overplayed in some previous work, TFP growth is 
a key determinant of output and hence emissions and climate damage, so working with 
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1 Introduction
The Stern Review on the Economics of Climate Change argued that the costs and risks 
posed by climate change far outweighed those of efficient yet feasible  mitigation 
policies (Stern 2007:xv). Written for the Prime Minister and Chancellor of the United 
Kingdom, the Review’s economic analysis has been well received by a much larger 
audience, but has also been the subject of controversies both large and small (see Dietz 
et al 2007a). Probably one of the most significant of these has been the way the Review 
has treated the welfare losses from climate change experienced by people in the far-off 
future. In its evaluation of expected aggregate well-being under action or inaction on 
climate change, the Review used a near-zero rate for the ‘pure rate of time preference’, 
the parameter  which reflects the extent which future utility is discounted. Stern
(2007:Chapter 2) followed a line of distinguished philosophers and economists in 
arguing that, in a social policy context, choices for the values of  parameters that 
determine the weight on future well-being are inescapably ethical ones and the welfare 
of future people should not count for less purely because they are born later.
1
While not novel, the use of a  near-zero rate of time preference has certainly  been 
controversial. Disagreement also surrounds the choice of value for a second parameter 
important in determining the overall value of future consumption, the elasticity of the 
marginal utility of consumption. Although Stern (2008) and Dietz et al (2007a,b) have 
stressed the robustness of the Review’s central conclusions,  some economists have 
focused on the choices for these two parameters in the formal economic modelling, 
arguing that these drive the modelling outcomes, which drive the policy prescriptions of 
   
1 The Review used a small positive rather than a zero rate of pure time preference to reflect the small possibility that 
the world and hence future generations will not exist (Stern 2007:53).5
the entire Review.
2 To make this criticism, several authors have noted the choices for 
these parameters raise optimal saving rates to “patently absurd” (Dasgupta 2007:6)
levels. Arrow (1995), Weitzman (2007) and Dasgupta (2007) use a very specific 
production function without growth in technical progress or diminishing returns to 
physical capital and show that the saving rates implied by Stern’s parameter values are 
too high  from  either  a normative (Arrow, Dasgupta) or descriptive (Weitzman) 
perspective. While Weitzman (2007:723) is still inclined to agree with Stern’s policy 
conclusions, others such as Nordhaus (2007) maintain that  inappropriate  parameter 
values drive a fundamentally inappropriate policy of strong near-term mitigation. 
In fact saving rates are an endogenous outcome of not only key parameter values but 
also the structure and sophistication of the macroeconomic model. This point is well-
known and not new. Stern himself calibrated a macroeconomic model incorporating a 
zero rate of pure time preference and an optimal saving rate of around 20 per cent
decades ago (Mirrlees and Stern 1972). However, in the context of climate change 
policy, this point has been made using inappropriate models or numerical examples. In
an entry on his blog, DeLong (2006) defends the Stern parameters, but does so by 
adding total factor productivity (TFP) growth to a simple model without diminishing 
returns to physical capital. Stern (2007:54) anticipated the criticism about high optimal 
saving rates, noting in the Review that these rates do not generalise to fully developed 
macroeconomic models featuring growth in TFP and diminishing returns to factor 
inputs. Post-Review (2008), he provided a specific numerical example of this fact from 
his abovementioned paper. Like DeLong’s blog, this example features a hypothetical 
value for TFP growth (3 per cent per year).
   
2 See for example Nordhaus (2007:Chapter 9).  6
In short, given the attention the ‘high saving rates problem’ has received in the climate 
change literature, the debate has been overly specific on both sides. For this reason there 
is a good case for an extended examination of the issue using appropriate theory, 
models and data. This dissertation seeks to do that. I provide a rigorous investigation of 
the implications of Stern’s parameter choices for saving, firstly in standard neoclassical 
growth theory and then in a widely used model for climate change policy evaluation 
based on that theory, Nordhaus’s Dynamic Integrated model of Climate and the 
Economy (DICE). I also make a point of using values for TFP growth informed by the 
empirical literature. While it is understandable that both DeLong and Stern used rather 
arbitrary values for TFP growth in their defences of low rates of pure time preference
(DeLong was writing a blog entry and Stern (2008) was using a result from  old
modelling), the choice of TFP growth in DICE could have received closer attention. 
Nordhaus assumes it will slow and calibrates the rate to match outcomes in the regional 
version of the model (Nordhaus and Boyer  2001:17,47,102).  As TFP has been 
highlighted as an important factor in lowering optimal saving rates, we should consider 
the case that it continues at the rate observed in the recent past.
Having presented the broad outline of the dissertation these next paragraphs provide 
some more detail on the individual chapters.  Chapter 2 presents the general 
determinants of saving rates in the Ramsey model – the dynamic macroeconomic model 
most commonly used to investigate the economics of climate change. I derive three key 
facts about saving and compare these to outcomes in the simpler model with constant 
returns to capital used by Dasgupta and others when criticising the Review. 7
Chapter 3 moves from appropriate models to appropriate data. I describe how 
empirical estimates of TFP growth are obtained and conduct a literature review of 
empirical estimates of world TFP growth over the recent past, obtaining a central 
estimate of 0.9 per cent per year to replace DICE’s much lower value. 
Chapter 4 draws on the theory and data in the previous chapters to investigate the 
reasonableness of optimal saving rates given near-zero rates of pure time preference. I 
find that optimal rates are close to 30 per cent for a range of values of the elasticity of 
marginal utility of consumption, and for Stern’s (2008:23) revised central value for that 
parameter they do not exceed 31 per cent. For completeness I demonstrate the 
importance of TFP growth for emissions and hence climate damages, underscoring the 
importance of using appropriate central estimates for this parameter.
Before beginning the theory I address two important preliminaries: the role of 
aggregated economic modelling in climate change policy and the meaning of 
‘reasonable’ as applied to optimal saving rates. 
Stern (2007:163-4) was entirely right to stress to importance of disaggregated analysis 
of the impacts of climate change for policy-making. Disaggregated analysis of the kind 
in Chapters 3-5 of the Review can describe the full range of possible impacts from 
climate change and analyse these in the light of the range of ethical theories which are 
relevant to such a complex problem. In contrast, the formal models of climate change 
policy which are the focus of this dissertation aggregate a subset of climate change 
impacts into a single metric (consumption)
3 and analyse them using a specific 
   
3 For Neumayer (2007), this is the greatest weakness of climate policy modelling and the Stern Review. A 
consumption-based analysis ignores the fact that climate change threatens non-substitutable natural capital with 8
interpretation of utilitarianism. However if approached properly, this straightjacket still 
has some value: being forced to choose specific values for key parameters such as 
climate damage and inequality aversion can make key policy trade-offs  visible, 
revealing the fundamental logic underlying different policies (Dietz et al 2008:5). It is 
because of this, and the sensitivity of formal modelling to the values chosen for key 
parameters,  that  it remains worthwhile to obtain appropriate values for estimable 
parameters and rigorously investigate the consequences of normative ones. In short, this 
dissertation is written because of rather than despite the many problems of formal 
climate policy modelling.
Finally, I turn to the meaning of ‘reasonable’ in the context of optimal saving rates. I 
noted above that authors have criticised the level of optimal saving rates from both a 
positive and a normative perspective. The case against the relevance of the positive 
perspective has been well made by others (see Dietz et al 2008) so I  focus on the 
normative interpretation of ‘reasonable’. A normative perspective would permit any 
saving rate as reasonable as long as it did not place too great a burden on the poorest
generation. This makes acceptable rates difficult to pin down exactly. While rates close 
to 100 per cent are obviously unreasonable for most income levels, rates in the order of 
30 per cent of GDP could be reasonable, at least for today’s developed countries. 
       
irreversible destruction. Neumayer argues that it is this potential tragic loss, rather than our concern for future 
generations losing some consumption, that motivates our collective desire to take action on climate change. He 
does suggest that, in the single-good world, modelling that includes severe consumption losses can approximate 
the ‘natural capital’ perspective. Dietz et al (2007b) argue that the Review achieves this. 9
2 Saving Rates in the Ramsey and AK Models
2.1 Introduction
This chapter presents the determinants of saving in the kind of macroeconomic model 
most often used for investigating the economics of climate change and compares these 
determinants to those  of a simpler model used by some critics of the  Review. In 
addition to being informative in its own right, this theory lays the foundations for the 
analysis of optimal saving rates and climate damages under different assumptions about 
preferences and technical progress in Chapter 4. The rest of the chapter proceeds as 
follows: the next section is an intuitive introduction to saving and the Ramsey model. 
Section 2.3 presents the determinants of saving in the Ramsey model in both steady 
state and the transition, and draws out three key points about these rates. The following
section contrasts these key points withoutcomes in the simpler ‘AK’ model. Section 2.5 
introduces DICE and outlines its differences from the standard Ramsey model.
Section 2.6 concludes. While I have assumed that readers are familiar with the basic 
technical details of the modern Ramsey model, a complete treatment is given in 
Appendix A. 
2.2 Saving and the Ramsey model
Saving involves sacrificing consumption today for consumption later on.
4 Income that is 
not consumed is invested in capital which raises the productive capacity of individuals 
and the economy as a whole; this process of expanding inputs into production is one 
way the economy can grow. But how much income should be saved? This is the 
   
4 Easterly (2001) gives a nice introduction to these basic ideas.10
question the incredible Frank Ramsey posed in 1928. In the modern version of his 
model, an infinitely-lived household chooses paths for consumption and saving to 
maximise welfare over its (infinite) lifetime, subject to resource constraints including 
one that rules out borrowing forever. Eventually these households will have 
accumulated the optimal long-run capital stock, after which they save just enough of 
their incomes to maintain it. Ramsey showed that, before this happy time, saving rates 
are determined by households’ preferences for consumption now versus later. In fact, 
the ‘Keynes-Ramsey' rule (Blanchard and Fischer 1989:41) states that it is this 
impatience which means households do not choose the path for saving which leads to 
the highest possible consumption level in steady state. Impatience drives a wedge 
between their highest possible levels of consumption and welfare. 
In the formal model (see for example Barro and Sala-i-Martin 2004), this preference for 
consumption today is driven by two parameters: the pure rate of time preference ( r )
and the elasticity of the marginal utility of consumption ( 0 > h ).
5 These are linked 
together with the  real  interest rate (r ) in the  ‘Euler equation’ that determines the 
optimal growth rate of consumption ( g ):
g r h r = - (2.1)
As discussed in Chapter 1, r discounts future utility simply because it is in the future. 
Ramsey, Stern and others have argued that in a social policy context its value should be 
zero or near-zero. The elasticity of marginal utility of consumption determines 
preferences about the distribution of consumption over time. With any positive rate of 
pure time preference households are at least somewhat impatient, preferring to consume 
   
5 In the iso-elastic utility function used by Stern and in DICE the elasticity of the marginal utility of consumption is a 
constant. See Appendix A for details.11
now rather than later. However, they can be induced to postpone some of their 
consumption by a sufficiently large positive gap between the rate of interest and their 
pure rate of time preference. For a given  r - r , the smaller is h , the easier it is to 
forego current consumption, so households will tolerate the faster-growing consumption
(higher  g ) that earlier saving generates. When h is larger, households care more about 
consumption ‘smoothing’ so they save less, bringing forward relatively more of their 
consumption and enjoying a flatter lifetime consumption profile (lower  g ). What value 
should h take in a climate policy context? This is a particularly difficult question. Stern 
(2007:31-9) argued that because climate change has potentially catastrophic but 
uncertain consequences which will be felt unevenly over space and time, policy
evaluation must explicitly  consider  social preferences over risk and inter- and 
intratemporal inequality aversion. However, the relative simplicity of formal climate 
models means that only some include all three of these preferences – in which case they 
are all represented by h (Dietz et al 2008:10). Such a triple responsibility means that 
even if one accepts that the value of h is an ethical question, attempts to choose its 
value according to normative criteria can generate a range of values depending on 
which of the variable’s roles is considered (Dietz et al 2008:11). The Stern Review
(2007:184) used  1 = h . While this is considered a “defensible” value in social policy-
making (Pearce and Ulph 1999:280), in combination with the low rate of pure time 
preference it places a very large value on climate damage in the far-off future and Stern 
(2008:23) notes that with the “benefit of hindsight” he would use  2 = h despite the 
higher inequality aversion this assumes. 
The next two sub-sections present a formal analysis of saving, firstly in the steady state 
and then in the transition, following the presentation in Barro and Sala-i-Martin 12
(2004:Chapter 2). Where no confusion results I sometimes omit time subscripts for 
clarity. I also assume the Cobb-Douglas production function used in the DICE climate 
policy model. Now, in the Ramsey model the economy grows at the rate of population 
growth plus technical progress in the steady state, but it is convenient to work with 
variables that are constant in the long run. Hence we write the production function in 
terms of capital per unit of productivity-augmented labour, and the production function 
becomes:
a k A k f y ˆ ) ˆ ( ˆ = = (2.2)
where y ˆ and k ˆ are the level of output and capital per productivity-augmented labour,
1 0 < <a is the share of capital in production and A is the level of technology (Barro 
and Sala-i-Martin 2004:29). A grows exogenously at rate  0 ‡ x because the amount of 
output per unit of inputs increases over time due to ‘technical progress’. In Chapter 3 I 
present data to show that while the magnitude of  x is contested, its existence is an 
empirical regularity. The three possible types of technical progress are equivalent for 
Cobb-Douglas production (Acemoglu 2008:70). This means I can substitute estimates 
of TFP (‘Hicks-neutral technical progress’) into DICE and use the terms ‘technical 
progress’ and ‘TFP growth’ interchangeably.
2.3 Saving in the Ramsey model
2.3.1 The steady state saving rate
The expression for the saving rate in the steady state can be derived from the fact that 
households need only save the amount * S necessary to maintain the optimum capital 13
stock * ˆ k in the face of depreciation (at rate  0 ‡ d ) and growth in population (n) and 
TFP:
* ˆ ) ( * k n x S d + + = (2.3)






n x s d + + = (2.4)
Using the formula for the steady-state interest rate (Equation (A.17)) and the fact that 
for Cobb-Douglas production, 
) ˆ ( ) ˆ (
ˆ
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= a ,  we obtain an expression for the 













where  0 > r .
2.3.2 Saving during the transition
The behaviour of the saving rate during the transition is governed by how agents react 
to changes in factor prices caused by changes in the volume of capital. Diminishing 
marginal returns ensure that if the economy starts with a capital stock lower than the 
optimum, the rate of return will fall as the economy approaches  * ˆ k . This falling interest 
rate has two opposing effects. The first is the substitution effect: a lower rate of return 
lowers the opportunity cost of present consumption and this tends to lower the saving 
rate as capital is accumulated. An income effect works in the other direction: assuming 
diminishing marginal utility of consumption implies households like to ‘smooth’ 
consumption over their lifetimes, so consumption as a proportion of current income will 14
be lower (and saving higher) the closer k ˆ is to * ˆ k . The overall effect on transitional 
saving rates is ambiguous. However, in the Cobb-Douglas case the saving rate will rise, 
fall or stay constant for the whole of the transition. We can illustrate these different 
cases by constructing phase diagrams in  (k ˆ, s ) space. These are analogous to the 
conventional Ramsey model phase diagram in capital and consumption (k ˆ,  c ˆ) space 
except that the two differential equations (whose derivation I leave to Appendix B) are 
in  k ˆ and  y
c
ˆ
ˆ instead of k ˆ and  c ˆ. As  y
c s ˆ
ˆ 1- = we can easily use this system to 
describe the evolution of the saving rate. Writing  dt dx x / = & for any variable  ) (t x , the 
differential equations are:
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which is upward-sloping for all non-negative  n. 







a 1 ˆ 1
-
- = (2.10)
where  { } ) ( } / ) {( d a h h r d y + + - + + ” n x x .  The time path of saving depends on 
whether y is positive, negative or zero. Figure 2.1 shows this path (the ‘stable arm’ in 
each of these three cases. In the first panel y <0 and the stable arm slopes upwards
towards  * s .
6 In the third panel, y >0 and the stable arm slopes down. The middle panel 
shows the special case where the income and substitution effects offset each other 
exactly and the rate of saving from current income is constant at its steady-state value 
throughout the transition. 
   













Figure 2.1: Phase diagram for the saving rate
Ramsey model with Cobb-Douglas production
Panel (a): y < 0
Panel (b): y = 0
Panel (c): y > 0
Source: Barro and Sala-i-Martin (2004:109).
2.3.3 Three key points about saving 
Having presented determinants of the steady-state and transitional saving rate in the 
Ramsey model with iso-elastic utility and Cobb-Douglas production, I can highlight
three key facts about saving in the model for use in the rest of this paper. 
Fact 1: steady-state saving rates are bounded above by a (Barro and Sala-i-Martin: 
2004:135).












= .  The limitation on 
household borrowing requires ) ( ) ( x n x h r d d + + < + + in the steady state (Equation 
(A.26)) so we must have  a < * s , regardless of the level of pure time preference or TFP 
growth. For a standard capital share of 0.3, this means steady-state saving is less than 
30 per cent, which is arguably reasonable. 17
Fact 2: for s* < h
1 the saving rate falls monotonically toward its steady-state value
(Barro and Sala-i-Martin 2004:136). 
Fact 1 implies this case, illustrated in Figure 2.1(c), will definitely hold for  ] 3 , 1 [ ˛ h and 
a standard capital share of 0.3. While the steady-state rate must be less than 30 per cent
in this case, saving rates during the early transition can still be relatively high. 
Fact 3: the effect of changes in TFP on steady-state saving depends on h and vice 
versa.
The effect of a change in TFP growth on steady-state saving is complicated because an 
increase in TFP growth affects households in several ways. The resulting changes in 
factor prices generally affect both present discounted lifetime income (‘wealth’) and the 
propensity to consume out of that wealth (Blanchard and Fischer 1989:141).
7 To 
determine the aggregate outcome of these multiple effects we can examine the
derivative of  * s with respect to x which is:
2 ) (
) ( ) ( *
d h r









The sign of this derivative depends on the sign of the numerator which in turn depends 
critically on h . Recall that the limitation on household borrowing implies
n x x + > +h r in steady state. For  1 = h this simplifies to  n > r so the numerator of 
Equation (2.11) must be strictly positive in that case. For  1 > h the sign is ambiguous 
but it will tend to be negative the larger is h . We can understand these results by using 
   
7 For the special case of  1 = h we see only the first of these two effects. This is because the substitution and income 
effects of the interest rate change offset each other exactly so the propensity to consume out of wealth is 
independent of the interest rate (Barro and Sala-i-Martin 2004:94).18
properties of the Cobb-Douglas production function to decompose the steady-state 
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d (2.12)
An increase in the rate of technical progress will always raise the numerator of the 
rightmost expression. It will also always raise the denominator as households equate the 
steady-state interest rate with their ‘effective’ discount rate  x h r + . For larger h , 
households prefer smoother consumption, so they choose to bring forward more of the 
extra consumption that the rise in technical progress makes possible. They therefore 
save less and accumulate less steady-state capital than if h were lower. Hence for h
sufficiently above one, an increase in the rate of technical progress can increase steady-
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d h r h + +
-




in saving is larger the higher is TFP growth.
2.4 Saving rates in the AK model
Fact 1 above assures us that, at least in steady state, the optimum saving rate in a 
Ramsey model with a capital share of 0.3 will be below 30 per cent regardless of the 
rate of pure time preference. Yet Arrow (1995:15), Dasgupta (2007:6) and Weitzman
(2007:709)  argue  that low rates of pure time preference generate incredibly high 
optimum saving rates. The key to reconciling these two facts is understanding that these 
authors assume a different and rather special production function in which the marginal 19
product of capital is independent of how much capital the economy has accumulated. 
In this case, output is proportional to the capital stock, the production function is 
AK Y = and marginal product of capital is constant at  A. This absence of diminishing 
marginal returns is sometimes motivated as being consistent with a broad interpretation 
of capital which includes both physical and human assets and indeed many modern 
growth models include mechanisms that eliminate diminishing marginal returns to 
knowledge at the social level (see for example Romer 1986). However, Barro and Sala-
i-Martin (2004:211-2) provide a simple example to show that this interpretation of K as
‘composite’ capital requires all of its components to have constant marginal products. 
This assumption is arguably unrealistic for physical capital (Ray 1998:82; Easterly 
2001:Chapter 3) and (as I show below), it has a significant effect on the behaviour of 
the saving rate, which I derive briefly following Barro and Sala-i-Martin (2004:207-11).
The households’ optimisation problem is unchanged from that in Appendix A, so the 
consumption Euler equation is that same as in the standard Ramsey model except that 
the constant marginal product of capital means the interest rate is  d - A instead of 
d - ¢ ) ˆ (k f :




- - = - = A r
c
c 1 1 &
(2.13)
Now, Barro and Sala-i-Martin (2004:208) show that consumption, output and the capital 
stock grow at the same constant rate not only in the steady state but for the entire model 
horizon. That is, there is no transition in the AK model. We can use this fact to write the 
saving rate in terms of exogenous variables:
) ) 1 ( (
1 1 1
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I can now compare Equation (2.15) with the  same expression for Cobb-Douglas 
production. Firstly, as the capital share of output in the AK model is 100 per cent, 
saving rates can become very high; Dasgupta’s example of  4 = r per cent with the 
Review’s parameters of 1 = h and  1 . 0 = r percent generate a saving rate of 97.5 per 
cent. Dasgupta rightly describes this as absurdly high but does not focus on the role of
constant returns to capital in creating this absurdity. Secondly, the fact that there is no 
transition in the AK model means that the optimum saving rate is constant, so an 
infinite number of generations will have to bear the high rates of saving that emerge 
with low rates of pure time preference. In contrast, for  h
1 *< s and Cobb-Douglas 
production, initial saving rates may be high, but do not continue indefinitely. 
In a blog entry, DeLong (2006) shows that adding TFP growth to the AK model results 
in saving rates around of  20 per cent even with  near-zero pure time preference. 
However, his example does not seem to be correct.
8 Even if it was, his choice of 
   
8
In Dasgupta’s (2006:7) original example with no technical progress and AK technology the rate of return is
constant.  DeLong’s response requires that this same constant rate of return holds once technical progress is 
introduced. But introducing technical progress into the AK model gives us  ) ( ) ( ) ( t K t A t Y = with 
xt e A A 0 = , which 
makes the marginal product of capital time-dependent. 21
maintaining the AK model when refuting Dasgupta’s claim of absurd saving rates 
accords TFP a very powerful role in legitimising Stern’s choice of utility function 
parameters. As we will see in Chapter 4, this role does not necessarily hold in empirical 
results from models with diminishing marginal returns.
To summarise, altering the production function in the Ramsey model has important 
implications for the behaviour of the saving rate. The AK production function assumes 
constant returns to investment in all types of capital, but this seems particularly 
implausible for physical capital. Such a model is not therefore not well-suited for a 
central role in the debate about the accumulation of physical capital over time. 
2.5 The DICE model
It is  now  time to introduce the particular Ramsey-based model I will use for the 
remainder of the dissertation. Nordhaus’s DICE is probably the most sophisticated of 
the Integrated Assessment Models (IAMs) which link a macroeconomy populated with 
optimising agents to a climate model (see for example Stern 2006:167-171). While the 
model used in the Review employed a superior treatment of risk (Stern 2007:173-4), the 
economic part of the model lacks microfoundations. Hence saving rates are assumed 
rather than chosen and the Review’s model cannot inform the debate on saving rates and 
time preference. 
The structure of DICE differs from the standard Ramsey model in three ways. Firstly 
and obviously, it contains a production externality in the form of climate damage. By 
lowering the output produced from given inputs, this externality lowers the marginal 
product of capital. Given the levels of damages in IAMs, the size of this interest rate 22
change is small in practice (Kelly and Kolstad 2001:144). So while households shift 
towards consumption and away from capital accumulation relative to the economy 
without climate damage (Fankhauser and Tol 2005:6), the effect of damages on saving 
rates  is generally minimal.
9 Hence  the expression for the steady-state  saving rate
without damages (Equation (2.5)) is a  very good approximation to the rate with 
damages . 
Secondly, DICE is a finite- rather than an infinite-horizon Ramsey model. The finite 
horizon modifies one of the conditions in the households’ optimisation problem 
(Equation (A.8)) so that households’ assets will now be zero at the end of the model 
horizon  T (Barro and Sala-i-Martin 2004:104). If this were not the case, households 
would ‘die’ with positive wealth which would have raised their utility if it had been 
consumed. Hence the time-path of the economy differs to that of the standard infinite-
horizon model: instead of attaining the steady state and remaining there forever, 
households must completely dissave (have 0 ˆ = k ) at exactly time T . For large T as in 
DICE, the initial part of this path will be close that of the infinite-horizon model (Barro 
and Sala-i-Martin 2004:105). Hence although DICE will not attain the same steady state 
as an infinite-horizon model, the steady-state saving rate is a good approximation for 
the rate in DICE before agents begin dissaving.
Finally, some of the exogenous variables that determine the steady-state saving rate
(Equation (2.5)) are not constant in DICE (for example population growth). While this 
is generally not important for saving rates, it can  alter the monotonicity property 
(Fact 2) in some cases (results available upon request). 
   
9 Fankhauser and Tol (2005) show this empirically but only for the rather special case of  1 = h in which the 
propensity to consume out of wealth is independent of the interest rate.23
As I do not have access to the computer program in which the latest version is written, I 
use the previous (1999) rather than the latest (2007) version of DICE in this dissertation.
However, this should not significantly affect my results. The main relevant revisions 
between ‘DICE99’ and ‘DICE07’ raise climate damages (Nordhaus 2007:52-59). 
Following the above logic, changes in the saving rates between vintages should be 
small.
2.6 Conclusion
This chapter has shown how saving rates are determined in general in the kind of model 
used to evaluate climate change policy. In contrast to saving rates in the AK model, 
steady-state saving is bounded above by a capital share which is typically much less 
than one, although transitional rates may still be high. Given the AK model is an 
unrealistic one for physical capital, its use when deriving saving rates should be avoided 
or at least explicitly defended. Having made the first of two steps necessary to bring the 
right theory and data to debates about saving and pure time preference, the next chapter 
turns to the data.24
3 Estimated Rates of TFP Growth
3.1 Introduction
In this chapter I collect data on observed rates of TFP growth for use in the DICE99 
model in the following chapter. TFP growth in DICE99 begins at 3.8 per cent per 
decade and is assumed to slow over time; the path is chosen for consistency with 
(slowing) output in the regional version of the model (Nordhaus and Boyer 2001:17, 
47,102). Given that TFP is a determinant of optimal saving rates and (as I show in 
Chapter 4) a critical determinant of emissions, there  is a good case for a more 
considered choice of the rate of TFP growth. In particular, I suggest the assumption that 
TFP growth will continue at its recent historical rate should be among several paths 
routinely considered. To put this suggestion into practice I need estimates of the recent 
rate of TFP growth. The next section introduces the theory behind empirical estimates 
of TFP growth, discusses the kind of estimates which will be suitable for use in DICE 
and presents relevant estimates from the literature. The following section concludes. 
3.2 Estimates of TFP growth
While  TFP growth cannot be directly measured, estimates of the rate of growth of 
technical progress in real economies can still be obtained using a method known as 
‘growth accounting’. The underlying idea is simple: TFP growth is interpreted as the 
part of growth of output (Y ) not explained by growth in inputs.
10 Formally, let output 
   
10 Strictly speaking this part of output growth should be interpreted as Research and Development externalities not 
technological change in its narrowest sense (Caselli 2008). 25
be a continuous, twice differentiable function of capital (K ), labour (L) and the level 
of technology ( A)
11:
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is the part of growth due to technological change. To simplify Equation (3.2) into an 
expression containing observable quantities  economists typically make two 
assumptions: that the factors of production are paid their social marginal products (so 
that 
Y
X FX is equal to the share of output accruing to factor X ) and that these payments 
sum to the level of output. Rearranging Equation (3.2) and denoting the capital share by 
a will then give us an expression for the growth rate of TFP in terms of variables 
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One final step needed to make Equation (3.4) operational is to move to a discrete time 
approximation by replacing a with the average of the capital share between periods 
   
11 This outline follows Acemoglu (2008:83-5) and Barro and Sala-i-Martin (2004:433-5). 26
tand  1 + t . For the Cobb-Douglas case, this actually yields an exact decomposition 
(Diewert 1976).
Although Equation (3.4) is  simple, obtaining accurate measurements of capital and 
labour inputs for non-developed countries is particularly demanding, so the literature 
containing estimates of TFP growth for large numbers of countries is relatively small. 
Of these published estimates, I am interested in those that could be used in an IAM as 
plausible estimates of the rate of growth of technical progress in the world over the 
recent past. To be useful for this purpose, estimates of TFP growth should fulfill four
conditions. Firstly,  the time period and sample of countries chosen must be broad 
enough.  Measuring productivity over incomplete economic cycles can induce 
mismeasurement (OECD 2001:73-4) and covering a reasonably long time period can 
help to reduce this. Similarly, estimates must cover a relatively large proportion of 
world output.
The third requirement is about the extent to which estimates control for changes in the 
quality of factor inputs. To see why this is important, imagine that over time, a larger 
stock of human capital makes workers more productive. If the growth in labour input in 
Equation (3.4) does not adjust for this increased productivity, the measured contribution 
of TFP will be an overestimate: some part of estimated TFP growth is actually due to 
the extra output from higher-quality  labour inputs. Hence if one is interested in the 
‘true’ rate of TFP growth, one would look for estimates which make the most careful 
adjustments to the quality of factor inputs. But my purpose here is different: I require 
estimates of historical world TFP growth to use as an exogenous input into forecasting 
models which make no adjustments to factor inputs. For example, DICE uses total 
population as the labour input and net investment as the increase in the capital stock27
(Nordhaus 2001:17-9). Of course we should not expect IAMs to incorporate such 
detailed adjustments. But the lack of adjustment has an important implication for the 
kinds of estimates of TFP growth we substitute into IAMs: the ‘best’ estimates for this 
purpose are arguably not those that control the most carefully  for changes in factor 
quality. Indeed, using such estimates risks underestimating the amount of output (and 
hence climate damage) produced from a given level of inputs. 
The final  methodological consideration is the treatment of ‘induced’ factor 
accumulation. This brings us into an important debate about the relative importance of 
inputs versus technical progress in explaining output growth over time, the full details 
of which are beyond the scope of this paper.
12 The relevant point is that some authors 
adjust an analogue of Equation (3.4) in a way that generally raises estimated TFP 
growth. This adjustment reflects the fact that some factor accumulation is endogenous, 
or ‘induced’ by higher TFP growth. While the adjustment is conceptually correct in 
some senses, in practice the method is very likely to overplay the importance of TFP 
growth  (Barro and Sala-i-Martin 2004:459-60). For this reason I prefer ‘traditional’ 
growth accounting estimates.
These four conditions on TFP estimates screen all but one set of estimates from an 
already small field. Some famous growth accounting exercises, such as Elias (1990) for 
Latin America and Young (1994) for South East Asia, are not sufficiently 
representative. Of the two sets of estimates with large country coverage, Klenow and 
Rodriguez-Clare (1997) adjust for induced factor accumulation. This leaves Bosworth 
and Collins (2003), who estimate average TFP growth over 1960-2000 for 84 countries. 
   
12 See Caselli (2005) for an introduction to these ideas in a slightly different context. 28
While they make some adjustments for the quality of labour inputs these are nowhere 
near as detailed as those in the ‘gold standard’ estimates constructed by Jorgenson and 
colleagues for  the industrialised countries whose data permits such precision (see 
Jorgenson 2005). Hence given my four conditions, Bosworth and Collin’s (2003:122)
estimate of 0.9 per cent per year seems the most appropriate estimate of historical world 
TFP growth for use in DICE. Table 3.1 compares this estimate with those from Klenow 
and Rodgriguez-Clare and Jorgenson.
3.3 Conclusion
I have argued that observed rates of historical TFP growth should be one of a range of 
forecast values for future TFP growth in IAMs. This chapter set out four conditions that 
TFP estimates should fulfil to be useful in a climate policy model and selected the 
estimate (0.9 per cent growth per year) that fulfilled these conditions. Interestingly, this 
is close to the value used in the most recent version of DICE (Nordhaus 2007:200). 
However, there is no discussion of the method underlying this value; we await the 
forthcoming revision of the regional version of the model (RICE) to see if the 
underlying methodology has changed. In the next chapter I unite the theory from 
Chapter 2 with this estimate and the DICE model to investigate the sensitivityof saving 
and emissions to TFP growth and the elasticity of the marginal utility of consumption.Table 3.1: Estimates of TFP growth, various authors
Authors Sample Estimate 






1960-85 98 1.1 
(b) Adjusts contributions of factors for 
induced accumulation.
Bosworth and Collins 
(2003)
1960-2000 84 0.9 Preferred estimate.
Jorgenson (2005) 1980-2001 G7 0.44 
(c) Makes detailed adjustments for quality 
of labour and capital inputs.
Notes:
(a) See Appendix 3 for a list of countries in each sample.
(b) Author’s calculation: individual country estimates from Klenow and Rodriguez-Clare (1997:99-101) weighted by GDP. The weight for each country is its 
average share of sample GDP for 1960-1985 where GDP is calculated from population and GDP per capita measured using purchasing-power-parity-adjusted 
exchange rates from Heston et al (2006). The weighted average excludes 16 countries (see Appendix 3) for which a full set of weights cannot be calculated. 
(c) Author’s calculation: annualised growth rates calculated from individual country estimates of TFP in 1980 and 2001 from Jorgenson (2005:788), weighted 
by GDP. The weight for each country is its average share of sample GDP for 1980-2001; GDP is calculated as in (b).4 Saving and Emissions in DICE
4.1 Introduction
This chapter analyses saving rates and carbon emissions in DICE99. First I examine the 
‘reasonableness’ of optimal saving rates with both the Review’s original utility function 
parameters and then with the higher value of h Stern would now prefer to use. Both 
paths are far below the levels Dasgupta calculates using the AK production function. 
Moreover, the optimal saving rates obtained with Stern’s post-Review utility function 
parameters and Nordhaus’s default choices are quite similar. I  then  broaden the
investigation, conducting a sensitivity analysis for the saving rate with respect to the 
elasticity of the marginal utility of consumption using the default and observed 
estimates of TFP growth. Again, despite the near-zero rate of pure time preference,
almost all of the resulting rates could be considered reasonable. Finally, given that most 
of the attention TFP  has received in climate change policy has been because of its 
(potential) role in lowering optimal rates of saving in the presence of low rates of pure 
time preference, it is important to present the ‘flip side’ of higher forecast TFP growth:
higher output and emissions for a given level of factor inputs. I therefore reproduce the 
saving rate sensitivity analysis for industrial carbon emissions. In this case the effects of 
raising  h (with  higher values lowering the capital stock and hence output and 
emissions) are overshadowed by the effects of higher TFP growth on emissions. 31
4.2 Optimal saving rates in DICE
4.2.1 Are the Review’s rates ‘reasonable’?
Figure 4.1 shows three paths for the saving rate produced by DICE under the ‘base’ 
case with no mitigation policy. The line s1 is from the DICE base run using the model’s 
default parameters: 1 = h , (annualised) TFP growth of 0.4 per cent per year and a time-
varying rate of pure time preference which declines from 3 per cent per year in 1995 to 
1.25 per cent per year in 2335. The line s2 shows the saving rate with the same 
parameter values as s1 except  the  pure rate of time preference ,which is set to the 
Review’s value of 0.1 per cent per year. Finally, the line s3 uses the s2 parameter values 
except TFP growth, which is raised to the observed historical rate of 0.9 per cent per 
year. 
Figure 4.1: Saving rates in DICE99 base case 
















Notes: s1: saving rate from DICE99 base run. s2: saving rate in base run with utility function parameters as in the 
Stern Review. s3: saving rate in base run with Stern utility function parameters and TFP growth of 0.9 per cent per 
year.
There are two points to note about these saving rates. The first is that rates using Stern’s 
parameters should not be rejected out of hand; they are at the very least far removed 32
from the “patently absurd” rates Dasgupta (2007:6) calculates from the AK model. In
Chapter 1 I noted that in the debate about saving rates, ‘reasonable’ has both a moral 
and a descriptive interpretation but the descriptive interpretation is of minimal use as a 
yardstick. Are the saving rates in s2 and s3 are so great a burden as to be morally 
unacceptable? Some may plausibly argue that rates of nearly 40 per cent required in the 
first decades fit this description.
The second point about these rates is the small difference between the optimal saving 
rates when TFP growth rises from 0.4 per cent to 0.9 per cent per year. This can be 
explained using the theory from Chapter 2. Recall that the steady-state saving rate in the 
infinite-horizon Ramsey model is bounded above by the capital share (Fact 1), which 
takes the value 0.3 in DICE. Taking depreciation and the average population growth 
rate from DICE
13 and the Review’s value for pure time preference, we can see that even 
without technical progress the steady-state saving rate would be 0.29941; for TFP as in 
the base case this rises to 0.29943 and line s2 is within 1.5 percentage points of this 
value after 50 years.
14 Hence even though the derivative of the steady-state saving rate 
with respect to TFP growth is positive for  1 = h (Fact 3), the combination of proximity 
to the steady-state saving rate over much of the model horizon and proximity of the 
initial steady-state rate to its upper bound ensures that the rise in TFP growth will have 
little effect on optimal saving. While Stern (2007:54; 2008:16) is right to stress the 
importance of TFP as one of several components that determine saving rates in a fully 
developed macroeconomic model, reasonable parameterisations of standard production 
   
13 10 and 0.08 per cent per year respectively. The latter is the average of annualised rate after 2055.
14 Recall from Section 2.5 that as DICE is a finite-horizon Ramsey model it will not attain the steady state that an 
infinite-horizon model with the same parameters would, but that the economy’s path will be close to that of the 
infinite-horizon equivalent before dissaving begins. 33
and utility functions can render the exact level of TFP growth or even its presence 
relatively unimportant.
15
It is interesting to compare these outcomes with those for  2 = h , the value that Stern 
(2008:23) would have chosen for the central case in the Review “with the benefit of 
hindsight”.
16 In this case, given the choices for the other parameters, the value of h is 
large enough for a rise in the rate of TFP growth to lower the steady-state saving rate, 
albeit slightly. The induced fall in the capital-to-output ratio more than offsets the rise in 
saving required to maintain the capital stock, and long-run saving falls by around 2 
percentage points (Figure 4.2). More importantly, raising h from one to two brings the 
optimal saving rate closer to the path that results from Nordhaus’s choices for the social 
welfare function. Comparing a specific year in the mid-22
nd century, the optimal saving 
rate in 2155 with Stern’s parameters is 27.5 or 25.3 per cent depending on the rate of 
TFP growth. Table 4.1 presents comparable rates using Nordhaus’s 1999 and revised 
2007 utility function parameters. (Nordhaus lowers the rate of pure time preference in 
DICE07 to 1.5 per cent but raises h to match observed market interest rates (Nordhaus 
2007:54), so the saving rate is little changed overall.) Of course the near-zero rate of 
time preference in both of Stern’s parameterisations raises the saving rate relative to 
Nordhaus’s paths. But comparing paths with the same rate of TFP growth over the 
entire model horizon, the maximum difference between Stern’s and Nordhaus’s optimal 
   
15 This is also true of Stern’s (2008:16) numerical example in his post-Review Ely lecture. Here, pure time 
preference, depreciation and population growth all equal to zero. In this case the expression for steady-state saving 








s* so that any positive rate of TFP growth will generate the 19 per cent 
steady-state saving rate.
16 h does not enter as an exogenous parameter in the EXCEL version of DICE99 so its value cannot be changed 
directly. I re-wrote the formula for the discount factor to include a variable h and ran the saving rate macro 
additional times to ensure convergence.34
rates is 6.7 percentage points. Given large uncertainties surrounding IAM outputs 
(Stern 2007:164) this does not seem worth quibbling about.
Figure 4.2: Saving rates in DICE99 base case


















Notes: s1-s3: as in Figure 4.1. s4 and s5: saving rate in base run with  2 = h , Review’s rate of pure time preference 
and TFP growth equal to default rate or 0.9 per cent per year, respectively.
Table 4.1: Saving rates with DICE99 and DICE07 utility function parameters 





(per cent per 
year)
0.4  0.9 0.4 0.9
Saving rate 
2155 (per cent)
22.9 23.1 22.7 21.035
Notes:
(a) Declining rate of pure time preference beginning at 3 per cent in 1995; elasticity of marginal utility of 
consumption =1.
(b) Rate of pure time preference = 1.5 per cent per year; elasticity of marginal utility of consumption = 2.
In sum, once we move away from the AK model the rates resulting from Stern’s 
parameters must be bounded above by the capital share in steady state; Stern’s revised 
value for h ensures that even in the earliest transition the optimal rate is just over 30 per 
cent. While this would not satisfy Ken Arrow
17 it should stop those with less stringent 
definitions of an unacceptable burden requiring that the Review’s saving rates (and by 
implication its utility function parameters and perhaps even policy prescriptions) be 
rejected emphatically. 
4.2.2 Sensitivity analysis
This section broadens the above into a sensitivity analysis for saving rates with respect 
to the elasticity of marginal utility of consumption. This type of analysis is useful for 
any parameter with important effects but uncertain or contested values. However it is 
particularly important in this context because h determines the rates of intra- and 
intertemporal inequality aversion and preferences towards risk in some IAMs. In this 
analysis I consider values for h in the range 0.5-4. The lower values in this range
18 may 
be consistent with preferences over intratemporal inequality implicit in tax and transfer 
systems  (Stern 2008:16) while the higher values could be deduced from behaviour 
toward risk (Gollier 2006:2). Of course deducing values for social preferences from 
observed behaviour is fraught with difficulty.  Tax rates will be influenced by 
   
17 His very strong argument (1995:14) against low rates of pure time preference requires the optimal saving rate to be 
morally acceptable for any “physically possible” production technology. 
18 The value  5 . 0 = h could not be used with a near-zero rate of pure time preference in the Review’s infinite-horizon 
analysis as the infinite integral would not converge (see Stern 2007:58). I present it as a possible case for finite-
horizon models such as DICE.36
considerations apart from equity (Stern 2008:16), and equating social with private 
attitudes toward risk deduced from expected utility theory is especially problematic 
(Stern 2008:17, Dietz et al 2008:12). While these caveats imply that revealed 
information should not be the sole determinant of the central case for h , such data can 
still be of use in informing the range of values used in a sensitivity analysis. 
Tables 4.2 and 4.3 present sensitivity analyses of the saving rate in the early transition 
and the mid-22
nd century, respectively. Given that the effect of h on optimal saving
depends on the level of TFP growth (Chapter 2), I present the analysis using both the 
default and observed estimates of TFP growth. While the level of the saving rate differs 
between the two time periods, the effect of moving along the rows is the same across 
time: for a given level of TFP growth an increase in h raises households’ effective 
discount rate, causing a shift towards current rather than future consumption and a lower 
optimal saving rate. Moving down the columns in Table 4.3, we see that the whether 
increased TFP increases or decreases optimal saving depends on the level of h ; this is 
of course ‘Fact 3’ about saving from Chapter 2. For values of h greater than one the 
steady-state rate falls with higher TFP while for h less than one the optimal saving rate 
increases slightly. 
Table 4.2: Saving rate in 1995 (per cent)







Elasticity of marginal utility of consumption (h )
0.5 1 1.5 2 3 4
0.4  44.8 37.5 33.5 30.5 26.6 24.0
0.9 45.8 37.1 31.9 28.3 23.5 20.6
Note: 
(a) with rate of pure time preference = 0.1 per cent per year. 37
Table 4.3: Saving rate in 2155 (per cent)







Elasticity of marginal utility of consumption (h )
0.5 1 1.5 2 3 4
0.4  30.9 29.7 28.6 27.5 25.6 23.7
0.9 32.3 29.7 27.4 25.3 21.6 18.6
Note:
(a) with rate of pure time preference = 0.1 per cent per year.
Turning to the actual levels of the optimal saving rates, we see that only four of them 
are much above 30 per cent; these are the transitional rates when h is one or less which 
I suggested above could be regarded as placing an unacceptably high burden on earlier 
generations. Given that these lower values are likely to receive most justification as a 
reflection of social preferences over intra- rather than inter-temporal inequality, I view 
this as further support for Dietz  et al’s (2008:11-2) suggestion that climate policy 
analysis would benefit from IAMs taking the feasible step of separating the different 
roles currently embedded in the single parameter h .
19
4.3 Emissions and TFP in DICE
In the last section I emphasised that changes in TFP growth can have only small effects 
on optimal saving rates for some values of h . However, changes in TFP growth have 
other, significant effects in general equilibrium models. Probably the most important of 
these in the context of climate change policy evaluation is the link between TFP and 
climate damage: as damages are a function of output, and output growth is proportional 
to TFP growth, raising the forecast level of TFP will significantly raise emissions and 
   
19 While convenient, assuming h is constant is itself restrictive (see Dietz et al 2008:12). 38
damages.  While Kelly and Kolstad made this point forcefully in 2001,  it is only 
recently that the sensitivity of emissions to TFP growth has begun to receive the 
attention it deserves within the IAM literature. Nordhaus (2007:Chapter 7) conducts a 
sensitivity analysis of three key outcomes in the DICE base run (the social cost of 
capital, global temperature increase and ratio of damages to output) with respect to eight
exogenous variables selected because of their seemingly large effects on outcomes and 
optimal policy. He finds that for climate outcomes, TFP growth is “by far the most 
important” of the eight variables (2007:109).
20 It therefore seems appropriate to 
reproduce my sensitivity analysis for industrial carbon emissions. Reading across the 
top row of Table 4.4 we can see the effect of h on emissions for a given level of TFP: 
higher values lower saving, the capital stock and therefore aggregate industrial 
emissions. However, looking down each column shows that this ‘capital stock effect’ is 
dwarfed by changing the rate of TFP growth from DICE99’s default value to a rate 
consistent with recent historical experience.
21 Given this sensitivity,  the  method for 
forecasting TFP growth in IAMs should hopefully receive more attention in the future. 
In particular the assumption that TFP growth will continue at its recent historical rate 
which I have employed here should be among several paths routinely considered.
Table 4.4: Industrial carbon emissions in 2095 (GtC)
Sensitivity to TFP growth and elasticity of marginal utility of consumption, 
   
20 The other seven variables are: population growth, the rate of decarbonisation, the cost of the backstop technology, 
the damage-output coefficient, the atmospheric retention fraction of carbon dioxide, the temperature-sensitivity 
coefficient and the total available volume of fossil fuels (Nordhaus 2007:105-6).
21 Unlike RICE and DICE07, DICE99 has no energy constraint, so it is possible for large increases in forecast output 
or productivity to result in cumulative use of carbon energy which could exceed total supply or at least push the 
world onto the inelastic part of the carbon-energy supply curve (Nordhaus and Boyer 2001:106). In RICE, the 
energy supply sector is calibrated so that the marginal cost of carbon energy begins to rise increasingly sharply 
after a cumulative use of 3000GtC (Nordhaus and Boyer 2001.54);  this level is exceeded by 2145 in the run with 
TFP growth of 0.9 per cent even whenh =4. The estimates in Table 4.4 are therefore offered in the same spirit as 
those in Kelly and Kolstad (2001:138) as illustrations of the importance of TFP for emissions rather than precise 







Elasticity of marginal utility of consumption (h )
0.5 1 1.5 2 3 4
0.4  14.6 14.4 14.2 13.9 13.4 13.0
0.9 28.8 27.7 26.7 25.8 24.0 22.4
Note:
(a) with rate of pure time preference = 0.1 per cent per year.
4.4 Conclusion
This chapter achieves the primary aim of this dissertation: to analyse the saving rates 
obtained under near-zero rates of pure time preference using both an appropriate model
and  a carefully chosen estimate of TFP growth. A sensitivity analysis reveals that 
despite the low rate of pure time preference, once we move away from the AK model,
almost all of the paths for the optimal saving rate are reasonable even during the early 
transition. In particular, despite the “singular disagreement” (Dietz et al 2008:10) about 
whether values for pure time preference and the elasticity of marginal utility of 
consumption in IAMs should be chosen using normative or positive criteria, the optimal 
saving rate using Stern’s post-Review parameters is really not much different from the 
optimal rate using Nordhaus’s choices. The sensitivity analysis also shows that the 
combination of model structure and low values for h means that the optimal saving rate 
in a standard climate policy model changes relatively little when the rate of TFP growth 
is more than doubled. Despite this result, I confirm that working with appropriate values 
for TFP growth is still critically important  in policy formation as TFP is a crucial
determinant of output and hence climate damage.40
5 Discussion
What use if any is this dissertation in the wider field of the economic analysis of climate 
change policy? The disagreement about whether the pure rate of time preference and the 
elasticity of the marginal utility of consumption should be chosen according to positive 
or normative criteria is a normative question and, as such, no empirical result can settle 
it. However, my work could be useful in clarifying the terms under which the 
‘unreasonably high saving rates’ argument can legitimately be used as a criticism of 
Stern’s parameterisation of the utility function: those maintaining this criticism should 
make clear and defend their use of the AK production function. My sensitivity analyses 
of saving and emissions with respect to the elasticity of marginal utility of consumption
and TFP usefully re-affirm two important points made elsewhere in the literature: that 
the next generation of IAMs should  separate out the three ethical choices currently 
embodied in a single parameter, and that the method underlying the choice of TFP 
estimates should receive more attention given the importance of this parameter in 
climate outcomes. It is through improvements such as these that the value of formal 
aggregative models for climate change policy can be maintained if not even slightly 
enhanced.41
Appendix A The Ramsey Model
22
A. 1  Households
Begin by normalising the adult population at time zero to  one. Assume that the 
household size  ) (t L grows at rate n and define per capita consumption at time t by 
) ( / ) ( ) ( t L t C t c ” where  ) (t C is aggregate consumption at time t. Households want to 
maximise the present value of lifetime utility:





) ( )] ( [
r (A.1)
where  )] ( [ t c u is the family’s instantaneous well-being and  0 > r
23 is their rate of pure 
time preference. We assume positive but diminishing marginal utility of consumption 
and that  ¥ ﬁ ¢ ) (c u as  0 ﬁ c and  0 ) ( ﬁ ¢ c u as  ¥ ﬁ c (the Inada conditions). In the 
simplest version of the model, households supply one unit of labour each time period, 
receiving the wage  ) (t w , and accumulate assets in the form of either capital or loans 
which are perfect substitutes and hence earn the same rate of return  ). (t r Each period 
households use the income they do not consume to increase their wealth, so for the 
economy as a whole:
   
22 This presentation follows Barro and Sala-i-Martin most closely but also draws upon Romer (2001), Blanchard and 
Fisher (1989) and Heijdra and van der Ploeg (2002).
23 Ramsey’s 1928 article assumed a benevolent social planner was choosing the paths of consumption and saving for 
society and argued that a positive rate of pure time preference was ethically inappropriate in this context. While a 
zero rate of pure time preference can lead to violation of the transversality condition (Equation (A.8) below), this is 
not a necessary condition for optimisation (Barro and Sala-i-Martin 2004:615). To avoid the problem of 
Equation (A.1) not converging, Ramsey re-wrote the integrand as the deviation from “bliss”, the assumed 
maximum attainable level of utility. The integral then converges provided that utility approaches bliss sufficiently 
quickly. While the Review also adopts the perspective of a social planner, it uses a near- but non-zero rate of pure 
time preference for reason discussed in Chapter 1. I therefore present the ‘modern’ Ramsey model with a strictly 
positive rate of pure time preference and the standard transversality condition.42
) ( ) ( ) ( ) ( ) ( t C t L t w t A t r
dt
dA
- + = (A.2)
where  ) (t A denotes aggregate assets. To generate the period budget constraint for the 
household’s maximisation problem we divide Equation (A.2) by  ) (t L , obtaining 
) ( ) ( ) ( ) ( ) ( t na t c t a t r t w a
dt
da
- - + = ” & (A.3)







a - = & . The budget constraint is not 
the only constraint on households, however. If households could borrow unlimited 
funds at the going interest rate, they could finance all of each period’s consumption with 
debt, borrow more next period to pay off the principal, and so on, without ever making 
repayments. We assume that the credit market acts to rule out this possibility by 
imposing the restriction that the present value of assets is asymptotically non-negative
24, 
that is:





t dv n v r t a (A.4)
We can now present the household’s optimisation problem in full. The household 
maximises utility as in Equation (A.1) subject to the budget constraint 
   
24 Barro and Sala-i-Martin (2004:92) show that this constraint is not arbitrary and would actually be imposed by the 
credit market in equilibrium.43
(Equation (A.3))
25, any endowment  ) 0 ( a and the borrowing limitation in
Equation (A.4). To solve for the optimal path of consumption and saving we construct a 
system of equations based on the first order conditions from the present-valued 
Hamiltonian, which is
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The first-order conditions are 
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and the transversality condition is
0 )] ( ) ( [ lim =
¥ ﬁ t a t v
t
(A.8)
After differentiating Equation (A.6) with respect to time and a little substitution we 




















   
25 Strictly speaking inequality restrictions apply so that  t t c " ‡ 0 ) ( but we can ignore these as the Inada conditions 
ensure that they never bind. 44
(Here and where no confusion results I drop time subscripts  for simplicity.) The 
intuition behind the equation is quite simple. It embodies the idea that, for a 
consumption path to be optimal, it is not possible for small reallocations of consumption 
from one period to the next to be welfare-improving. If this were the case, the individual 
could increase her well-being simply by rearranging her existing resources and her 
consumption plan would be sub-optimal by definition.
26
To simplify computation and generate closed-form solutions for the parameters of 
interest, economists often work with a particular utility function. The most common of 











for  0 > h ; the limit of this function as  1 ﬁ h is the ‘logarithmic utility’ function 





h r + = (A.11)
A comparison of Equations (A.9) and (A.11) may make the reason for the name ‘iso-
elastic' apparent: the expression in square brackets in Equation (A.9) is the magnitude of 
the elasticity of the marginal utility of consumption, so replacing this with  h - means 
that this elasticity is independent of the level of consumption and hence constant. What 
this means is that the percentage change in marginal utility associated with a one 
percent change in consumption is always the same, regardless of the level of 
   
26 While the intuition behind the Euler equation is quite simple, the relationship between the definition of optimal 
consumption and the final equation is easiest to see using a simpler but more intuitive discrete time derivation; see 
for example Romer (2001:54).45
consumption. In the context of Equation (A.11), h determines how the time path of 
consumption reacts to a gap between the interest rate and the rate of pure time 
preference as explained in Section 2.2.
A. 2  Firms
Households supply the factors of production to competitive firms which choose their 
capital-labour ratio to maximise the present value of their profits. Each firm produces 
the single good Y using  capital ( K ), labour and the level of labour-augmenting 
technical progress ( A):
)) ( ), ( ), ( ( ) ( t L t A t K F t Y = (A.12)
The production technology has constant returns to scale, positive and diminishing 
marginal products, and obeys the Inada conditions.
27 Technology grows at the rate 
0 ‡ x so normalising the initial level to one we have 
xt e t A = ) ( . Later it will be 
convenient to work with variables that are constant in the steady state. To do this, first 
define ‘effective labour’ L ˆ as the product of labour and technology so that 
)) ( ˆ ), ( ( ) ( t L t K F t Y = (A.13)
then use the property of constant returns to scale to write
) 1 ), ˆ / (( ˆ L K F L Y = (A.14)
and we have a production function in terms of output per effective labour:
) ˆ ( ˆ k f y = (A.15)
   
27 ¥ ﬁ ¢ ) (X F as  0 ﬁ X and  0 ) ( ﬁ ¢ X F as  ¥ ﬁ X for factor inputs  L K X , = .46
where  L Y y ˆ / ˆ ” , L K k ˆ / ˆ ” and  ) 1 , ˆ ( ) ˆ ( k F k f = . Now, firms are assumed to be able to 
adjust their capital stock costlessly. This implies that, unlike households, there is no 
intertemporal element to their maximisation problem: they simply choose the amount of 
capital to rent each period taking inelastic labour supply and factor prices as given. This 
means that maximising the present value of profits is equivalent to a series of static 
maximisation problems. Profits in any period are given by
] ˆ ) ( ) ˆ ( [ ˆ ) ( ) ˆ , (
xt we k r k f L wL K r L K F
- - + - = - + - = d d p
   (A.16)
where capital depreciates at the rate  0 ‡ d . We can see that to maximise profits the firm 
will choose the capital-labour ratio so that the marginal product of capital is equal to its 
rental price:
d + = ¢ r k f ) ˆ ( (A.17)
Finally, in competitive equilibrium profits must be equal to zero for any L ˆ . This will 
hold when the wage is equal to the marginal product of labour:
xt e k f k k f w )] ˆ ( ˆ ) ˆ ( [ ¢ - = (A.18)
where k ˆ satisfies Equation (A.17).
A. 3  Equilibrium
The behaviour of economies and firms can now be combined to describe the behaviour 
of the economy as a whole in competitive equilibrium. As the economy is closed, all 
debts must cancel in aggregate, so the level of assets per capita must be equal to the 
capital stock per capita. We can therefore use a per-effective-worker version of the asset 
accumulation Equation (A.3), along with the expressions for interest rates and wages in 47
Equations (A.17) and (A.18) to write a differential equation in capital and 
consumption per effective worker:
k n x c k f k ˆ ) ( ˆ ) ˆ ( ˆ d + + - - = &
(A.19)
This important equation describes the evolution of the capital stock per effective 
worker: this stock will only grow if output exceeds the sum of consumption per 
effective worker and the fraction ( ) d + + n x of the stock that must be replaced each 
period to keep it constant. To generate a system of two differential equations in k ˆ and 






















These two equations, the initial level of the capital stock and the transversality condition 
completely describe the paths of consumption and the capital stock, and hence saving, 
over time. 
A. 4  Steady state and phase diagram
We are naturally interested in both the long-run behaviour of this economy and the path 
it takes to get there and we can analyse both in a ‘phase diagram’ in (k ˆ, c ˆ) space. A 
steady state is the situation in which the variables k ˆ and c ˆ are both constant over time. 
(Even though these variables do not grow in the steady state, per capita variables
continue to grow at same rate as technical progress.) To solve for the steady-state values 
of k ˆ and c ˆ we therefore set Equations (A.19) and (A.20) to zero. The latter gives48
x k f h r d + = - ¢ *) ˆ ( (A.21)
which says that in the steady state the rate of return on capital must equal the 
households’ ‘effective discount rate’: the rate at which they discount future 
consumption (which grows at x in the steady state) due to pure time preference and 
diminishing marginal utility. Diminishing marginal returns to capital plus the Inada 
conditions ensure that this condition holds for a unique value of k ˆ, so the  0 ˆ / ˆ = c c & locus 
is a straight line at this value. 
Setting Equation (A.19) equal to zero gives
* ˆ ) ( *) ˆ ( * ˆ k n x k f c d + + - = (A.22)
Steady-state consumption is zero when the capital stock is zero or when investment 
exhausts output, and attains a maximum at the ‘golden’ level of the capital stock when 
d + + = ¢ n x k f gold ) ˆ ( (A.23)
It turns out that  gold k ˆ will always lie to the right of * ˆ k . To see why we have to 
manipulate the transversality condition in Equation (A.8). Firstly, integrate the first 
order condition describing the evolution of  ) (t v over time and substitute this into 
Equation (A.8) to obtain
[ ] { } 0 ] ) ( [ exp ) ( lim
0
= - - ￿
¥ ﬁ
t
t dv n v r t a (A.24)
then use the equality of assets and capital per person and 
xt ke k
- = ˆ to write the 
transversality condition in terms of capital per effective worker:49
[ ] { } 0 ] ) ˆ ( [ exp ˆ lim
0
= - - - ¢ - ￿
¥ ﬁ
t
t dv n x k f k d (A.25)
What happens in the steady state? In that case k ˆ is a positive constant so the 
transversality condition will only hold if  n x k f + > - ¢ d *) ˆ ( . We know from 
Equation (A.21) that in the steady state, market and private discount rates are equal 
( x k f h r d + = - ¢ *) ˆ ( ) so the transversality condition holds only if 
n x x + > +h r (A.26)
Hence in steady state we must have  d d h r + + > + + n x x and with positive and 
diminishing marginal product of capital,  * ˆ k < gold k ˆ . This profound yet intuitive outcome
is the ‘Keynes-Ramsey’ result introduced in Section 2.2: agents’ preferences drive a 
wedge between optimum and maximum steady-state consumption.
Figure A.1 collects the information in Equations (A.21) and (A.22) in the phase 
diagram for the Ramsey model. The loci divide the space into four regions and arrows 
show the direction of motion in each of them. As the economy will only attain the 
steady state from a beginning in two of these four regions we describe the system as 
‘saddle-path stable’; the ‘stable arm’ or path to the steady state is the line  ) ˆ ( ˆ k c . 50
Figure A.1: Phase diagram for the Ramsey model
The  c c ˆ / ˆ & and  k
& ˆ loci divide the space into four regions and arrows show the direction of motion. The stable arm is 
the line  ) ˆ ( ˆ k c which leads to the steady state at the intersection of the loci to the left of  gold k ˆ .
Source: Barro and Sala-i-Martin (2004:100)51
Appendix B Derivation of Equations for Saving 
Phase Diagram
28
This appendix sets out the derivation of Equations (2.6) and (2.7), the two differential 
equations for the phase diagram in (k ˆ,s ) space. 
To obtain an equation for the growth of  y
c
ˆ
ˆ , use the fact that its growth rate is equal to 
the growth rate of c ˆ minus the growth rate of  y ˆ and that, for Cobb-Douglas production, 
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Substitute the equilibrium conditions (Equations (A.19) and (A.20)) and the expression 
for the marginal product of capital under Cobb-Douglas production (
1 ˆ - a a k A ) to get an 
expression in  y
c
ˆ
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28 This follows Barro and Sala-i-Martin (2004:107-8).52





a . Hence the 
expression for the growth of the capital stock must be 
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Appendix C List of Countries in TFP Estimates
Klenow and Rodriguez-Clare (1997):
Algeria, Argentina, Australia, Austria, Bangladesh*, Barbados, Belgium, Benin, 
Bolivia, Botswana*, Brazil, Cameroon, Canada, Central African Republic*, Chile, 
Colombia, Democratic Republic of Congo*, Republic of Congo, Costa Rica, Cyprus*, 
Denmark, Dominican Republic, Ecuador, El Salvador, Fiji*, Finland, France, Gambia, 
Germany*, Ghana, Greece, Guatemala, Guinea-Bissau, Guyana*, Haiti*, Honduras, 
Hong Kong, Iceland, India, Indonesia, Iran, Iraq*, Ireland, Israel, Italy, Jamaica, Japan, 
Jordan, Kenya, Republic of Korea, Lesotho, Liberia*, Malawi, Malaysia, Mali, Malta*, 
Mauritius, Mexico, Mozambique, Myanmar*, Nepal, Netherlands, New Zealand, 
Nicaragua, Niger, Norway, Pakistan, Panama, Papua New Guinea*, Paraguay, Peru, 
Philippines, Portugal, Rwanda, Senegal, Singapore, South Africa, Spain, Sri Lanka, 
Swaziland*, Sweden, Switzerland, Syria, Taiwan, Tanzania, Thailand, Togo, Trinidad 
and Tobago, Tunisia, Turkey, Uganda, United Kingdom, United States, Uruguay, 
Venezuela, Yugoslavia*, Zambia, Zimbabwe.
*These countries were included in the original sample but not in the average in 
Table 3.1 because Heston et al (2006) does not contain data sufficient to construct a full 
set of weights.
Bosworth and Collins (2003):
Algeria, Argentina, Australia, Austria, Bangladesh, Belgium, Bolivia, Brazil, 
Cameroon, Canada, Chile, China, Colombia, Costa Rica, Cote d'Ivoire, Cyprus, 
Denmark, Dominican Republic, Ecuador, Egypt, El Salvador, Ethiopia, Finland, France, 
Germany, Ghana, Greece, Guatemala, Guyana, Haiti, Honduras, Iceland, India, 54
Indonesia, Iran, Ireland, Israel, Italy, Jamaica, Japan, Jordan, Kenya, Korea, 
Madagascar, Malawi, Malaysia, Mali, Mauritius, Mexico, Morocco, Mozambique, 
Netherlands, New Zealand, Nicaragua, Nigeria, Norway, Pakistan, Panama, Paraguay, 
Peru, Philippines, Portugal, Rwanda, Senegal, Sierra Leone, Singapore, South Africa, 
Spain, Sri Lanka, Sweden, Switzerland, Taiwan, Tanzania, Thailand, Trinidad and 
Tobago, Tunisia, Turkey, Uganda, United Kingdom, United States, Uruguay, 
Venezuela, Zambia, Zimbabwe. 
Jorgenson (2005): Canada, France, Germany, Italy, Japan, United Kingdom, United 
States. 55
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