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Halasz [2] has proved the following conjecture of Wirsing [l I]: If f is a 
multiplicative function with If(n)1 < 1 for all n, then there exist complex c 
and real a and a slowly varying function L with ] L(u)] = 1, so that 
M(x) = c f(n) = cL(log x) xl+ia + o(x) 
n<x 
A special consequence of this theorem is the truth of a long-standing 
conjecture that if f(n) = &l for all n, then f has a mean value. In fact, 
it turns out that every real-valued multiplicative function which is bounded 
by 1 has a mean value, i.e., 
lim M(x)/x x+m 
exists. Other authors [5, 91 have generalized Halasz’ theorem to cases with 
different bounds on If(n)]; e.g., I&+)/ < rk. 
The method of proof involves contour integration using an asymptotic 
formula for the generating function F*(s) = Cz==, f*(n) neS, where f * is 
a totally multiplicative function associated with jI This paper presents a 
refinement of Halasz’ technique so as to get an asymptotic formula 
with an error term (an O-estimate) for M(x) from an o-estimate for 
F(s) = ~;==,f(n) n-8. 
We are dealing with a multiplicative arithmetric function; i.e., a functionf: 
N - C for which f(1) = 1 and whenever gcd(m, n) = 1, then 
f(m - 4 =f(m) -fW 0) 
395 
0022-314;\3/78/0104-0395$02.00/0 
Copyright 0 1978 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
396 PARSON AND TULL 
Thusfis determined by its values at the prime powers. N is the set of natural 
numbers and C is the complex plane. f is tota& multiplicative if (1) holds 
for all m and IZ andf(1) = 1. 
By a sZowly varying function we mean a nonzero Lebesgue measurable 
function L: [a, a~) ---f @ for some a > 0 for which 
lim Lo = 1 
x+m L(x) 
for each c > 0. This limit is known to be uniform in c over each compact 
subinterval of (0, co). It suffices to prove uniformity for one such interval 
to show L is slowly varying (see Seneta [8, Lemma 1.5, pp. 7-81). Karamata 
[3] has characterized positive continuous slowly varying functions (called 
slowly oscillating) as having the form 
L(x) = p(x) exp (in y dt), (2) 
where p and 8 are continuous, lim,,, p(x) = a, > 0, and lim,,, 6(x) = 0. 
A similar characterization has since been proved for the more general slowly 
varying functions (see Seneta [8, pp. 13-171). 
Let p range over the prime numbers and let s = CT + it (a, t real) range 
over @. The following main theorem corresponds to Halasz’ Satz 1’. 
THEOREM. Suppose f is a multiplicative arithmetic function, r > 4 and 
1 f(p")I < rkfor aIlprimepowerspk. Suppose for eachprimep, C& 1 f(p")I X 
p-“~ < 1 for some u < 1. Suppose a E IF! (the real number line) and 
uniformly for 1 < Re s = ~7 < 2, where c E @ and L and V are slowly varying 
functions with / L(x)/ = 1 for all x, V real, and V(x) -+ 0 as x ---f 00. Suppose 
L(Ul) = L(u) + W(u)) as u -+ 00, uniformiy for $J < u1 < 2~. Then for 
each E > 0, as x -+ co 
W-4 = C f(n) = ““;!$ “: !$-I x + O(xV(log ,)a-. log’-1. x} (4) 
n<* 
where 
3r - 1 
w = 4(r2 + 3r - 1) 
if r>l 
2r - I 
= 2(2r + 1) 
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Note that an estimate like (3) is necessary for (4) as it is an elementary 
exercise in integration to derive (3) from (4) with o = 1 and E = 0. Unfor- 
tunately, the method of proof does not give us anything so good as o = 1 
in (4). B. Divig conjectured that the true value of w  should be 1 but that 
one cannot get E = 0. 
In Section 1 we present the reduction from f to f * and show how an 
estimate on M*(x) = &zf*(n) will lead to a corresponding estimate 
on M(x). Then in Section 2 we prove our main theorem for f*. The final 
section will present a nontrivial example. 
I. REDUCTION TO f*. SOME LEMMAS. 
Throughout the paper we assume that f satisfies the hypotheses of the 
theorem. In Lemma 3 we give explicit formulas for the constant c and the 
slowly varying function L. Halasz defined the totally multiplicative function 
f * associated with f by 
f *(p”) = 0 if pfP 
= f(P)“, if p>P 
(1) 
where P was determined by certain conditions. We take P = 4r2. For D > I 
F(s) = jJ f(n) rP = n 5 f(JP)p--ks, 
7l=l P k=O 
(2) 
and 
F*(s) = f f*(n) rrs = n f f(p)” p-k8 = fl (1 - f(p) p-y. (3) 
?l=l p>4rB k=O p>4r= 
The above identity for F follows, since by hypothesis I”Id4?a C&f(p*)p-k” 
is a finite product of absolutely convergent series for u > 1 and flpXrz 
Czxof(pk)p-k8 is represented by an absolutely convergent Dirichlet series 
by the following inequalites and standard facts about Euler products. 
For p > 4r2 
since 
zl If( Pwkq G v-0 C (r/p~k-1 G 2v-“, 
k=l 
r/p -=z r/49 = 1/4r < 4 for r > 4. 
The identities for F* follow similarly. 
Following Halasz we define H(s) = F(s)/F*(s). 
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LEMMA 1. There is apositive number 6, < 1 for which H(s) is representable 
by an Euler product & C,“=,, h(pk)p-kS and a Dirichlet series C,“=, h(n) n-*, 
both of which are absoIuteIy convergent, for o > 9, . 
As a consequence, if 8 > 8, , then 
It is important that we can take B < 1. 
Proof of Lemma 1. By (2) and (3) 
H(s) = F(s)/F*(s) 
= I-J j$f(P3 P-k8 I-J (1 - f(p) p-8) 
= H,(s) * H,(s). 
By a hypothesis of the theorem, each series C&,f(pk)p-k8 has an abscissa 
of absolute convergence less than 1. Let 0, be the greatest of these for 
p < 4t2. Then H,(s) is a finite product of absolutely convergent Dirichlet 
series for u > 6, . For H,(s), if u > -$ , p > 4r2, 
Since C,, l/p20 converges for u > 4, the product is absolutely convergent 
and representable by an absolutely convergent Dirichlet series for o > + . 
Note that the last inequality guarantees that H,(s) has no zero with u > Q 
and l/H,(s) is the sum of an absolutely convergent Dirichlet series for 
u>Q. 
That Mlhl(x) = U(x”) if 0 > 0, = max(g , 0,) is a standard consequence 
of the fact that C,“=l h(n) P is absolutely convergent for u > 8, . 
We find that Lemma 1 indicates that M(x) is essentially H(1) M*(x), 
since M,(x) is negligible. 
LEMMA 2. If 
Fcs) = (s _ 1 _ ia) 
cWl(u - 1)) + Q 1 I s I Wl(~ - 1)) (u _ l) 
1 (0.3) 
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uniformly for 1 < o < 2, then 
F*(s) = CW(~ - 1)) I s I W(~ - 1)) 
H(1 + iu)(s - 1 - iu)’ (u - 1)’ I (4) 
uniformly for 1 < u < 2. 
Proof We have already observed in the proof of Lemma 1 that l/H,(s) 
is the sum of a Dirichlet series which is absolutely convergent for 0 > 4 . 
By hypothesis C,“=, I f(p")I p-k0~ < 1 for some u, < 1. Let & = max,G4rz oP . 
Then 8, < 1 and Ccz1 / f(p")I p-L0 < 1 for all p < 4r2 and all 0 > 8, . 
Thus for u >, 82 
( 1 + -gf(P3P-‘” )-’ = z. (- p(Pfi) P-q” = fJ”(P”) P-“s 
with absolute convergence for u > e2. Thus l/H,(s) is a finite product 
of absolutely convergent Dirichlet series for u >, 8, and so l/H(s) = 
Z:f, h-‘(n) n+ is absolutely convergent for u > max($ , 0,). It follows 
that l/H(s) is bounded for a > 1 and that CT==, (1 h-l(n)\ log n)/n converges. 
For 1 < u < 2, taking a = 0 for simplicity, 
/ H(s)-l - H(l)-l < 2 1 h-l(n)\ j n+ - n-l / 
?I=1 
m 
< / s - 1 I C n-l I h-l(n)\ log n, 
n=l 
= ,-1 1 e-bl)logn _ 1 1 .< 11-l / s - 1 j log n, 
for 
since 
/ n-8 - n-1 
/ e-+ - 1 1 < j z / if Re z 3 0. 
On the other hand, for all S, if u > 1, 
and so 
/ H(s)-1 - H(l)-1 / = 0(l) 
Thus if 
H(s)-l = H(l)-l + Q(min(1, / s - 1 I)}. 
400 PARSON AND TULL 
F*(s) = I;(s)/H(.s) = F(s)/H(l) + 0{ I F(S)/ min(1, / s - 1 I)} 
= CL (-&) H(l)-1 (S - I)-’ + 0 ]I S 1 V(A) (0 - 1)-j 
+ O{l s - 1 I--T min(1, I s - 1 1) 
+ 0 /I s I V (-&-) (0 - 11-r mintl, Is - 1 l)i 
= CL (--&) H(l)-1 (s - l)-’ -I- 0 11 s j I/ (--&) (0 - 1)-j 
since u - 1 = o{ V(l/(u - 1))) as 0 -+ l+. Q.E.D. 
We shall find that the generating function F* behaves somewhat like 
the following function 5,. : 
Sk> fz* ,gr* (1 - rp-S)-l = f g,(n) n+ (6) 
n=l 
for (T > 1. Note that g, is a totally multiplicative function with gl.(p”) = rk 
ifp > 4r2 and g,(pk) = 0 if p < 4r2, k > 0. 
For every totally multiplicative function g, if C,“=, g(n) PP is absolutely 
convergent, then 
G(s) = f’ g(n) n+ = n (1 - g(p) p-“)-l = exp (!1 X(n) g(n) n-‘] (7) 
?&=l P 
where X(pk) = l/k and h(n) = 0 if n is not a prime power with positive 
exponent. In particular, 
The series in (8) has nonnegative terms. Thus for each t it tends to + co 
as u + l+ or for some real number a, this series has a finite limit, say y, 
for t = a. In the former case, for all t, F*(a + it)/<,(u) --+ 0 as u + l+. 
In the latter, I F*(u + iu)l - P’<,( u as u + l+. It will eventually become ) 
clear that a is unique in the latter case. 
LEMMA 3. If for some real number a the series 
f x(n)(g,(n) - Re(f *(n) n-<“)} n-l = y 
72=1 
(9) 
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converges, then for each M > 0, as u - l+ 
F*(s) - e-YL 
iA-) 
(s - 1 - k7-V 
uniformly for / t - a 1 < M, where 
Lt l ----) = exp (i ntI ;\(n) Im(f*(n) n@) n-0) u-l (10) 
and L is a slowly varying function. If (9) diverges for all a, then for all t 
F*(s) = o((a - I)-‘) 
asu-+ 1+. 
Proof. Assume (9) converges for some choice of a. Since f*(n) nPa is 
totally multiplicative, there is no loss in generality if we assume a = 0. 
Let c = e-?’ and let L be as defined in (10). Then as u 3 I+ 
CL i-&j-) - exp (- f 44(g,(n) - f *W n-0)) 
n-1 
andby(5), as u--, I+ 
F*(s) c-IL (T-)-l C,(s)-1 
- exp 
1 
- f h(n)( gp(n) - .f *(n))(n+ - +J . 
VZ=l I 
We show that as u - l+ 
f h(n) I g?(n) - j*(n)] 1 n-$ - ll-0 ’ -+ 0 
92=1 
uniformly for (a + 1)/2 < Re s < u, 1 t ) < K(u - l), that for K(u - 1) < 
I tl GM, 
and that 
F*(s) = qgs> K-T/B), 
L(s) = &(s) WY 
where B,(s) is bounded for Re s = u > 1, and 5 is Riemann’s zeta function. 
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The fact that L is slowly varying then follows since for (cr + 1)/2 < a, < u 
L (&-j-)/L (&) = exp jizl W Imf*(n)(n-01 - n-j.
By (5), if 0’ = (0 + 1)/2 < Re s ,< (T and ) Im s 1 ,< K(a - l), 
, n-s _ n-o ) = n-Res / 1 _ ~-b-s)logn 1 < 1 s - cr ( n-0’ log n 
,( (K + l)(u - 1) IZ-O’ log IZ < 2(K + l)(o’ - 1) n-“’ 1% n. 
Thus 
< 2(K + l)(o’ - 1) f h(n) 1 g&r) - f*(n)1 n-“’ log n. 
T&=1 
We need only show that as ~7 + l+ 
(u - 1) f h(n) [ g&) - f*(n)1 12-v log n - 0. (11) 
n=l 
Split the sum in (11) into two parts according as 1 < n < N or 
n 2 iV + 1, where we choose N later. Apply Schwarz’ inequality to the 
second part. 
sz+l ow’2 n-Oj2 log n}(X(n)1/2 1 g,(n) - f*(n)1 n-c/2> 
,( 
(I 
f h(n) n-0 log2 n 
!I 
,f X(n) 1 g,(n) -f*(n)]” n-0 1’2 (12) 
n=1 ?t=IV+1 !, 
The first sum in parentheses is just the derivative of r(u)/[(u) and is therefore 
asymptotic to (u - 1)-2 as u --+ I+. 
For the second sum if p > 4r2, k 3 1, 
I g,(pY - f*(Pk>12 
zzz Ir k - f*(P”)12 
=r 2k 1 1 - f*(pk) rk j2 < 4r2k if k>2 
< r2 2(1 - Ref(p)/r) if k = 1, 
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since j 1 - z I2 < 2( 1 - Re z) for j z 1 < 1. Thus for u > 1 
< 2r c (g,(p) - Ref(p)) P-” L A+ 
P 
< 2r 2 h(n)( g,(n) - Re f*(n)) n-” + Ar4 
n=l 
< 2ry + Ar4, 03) 
where A = CzCF=, (k + 2)-l 4-” C, pe2 and y is defined in (9). Formula (13) 
implies that the series on the left converges for u = 1. Thus we can make 
cfiv+1 w  I g&d - f*wl” n-” as small as we like, independently of CT, 
by making N large. Hence by (12) we have (11). This completes the proof 
that for I t 1 < K(o - 1) 
as IJ -+ l+ and that L is slowly varying. To prove uniformity for j t 1 < A4 
we show that for K(u - 1) < 1 t 1 < A4 
F*(s) = U{~,.(u) K-+14). 
Referring to (8), as for (13) we have 
f 44M4 - Re(f *W n-9 
?$=l 
3 (r/2) C I 1 -f(P) p+/r I2 P-” + W) 
P>4T2 
= (r/2) C j pit - f(p)lr I2 P-” + u(l). 
P 
Now 
(14) 
I 1 - pit I2 = I 1 - f(p)/r + f(P)/r - pit I2 
,( 2 1 1 - f(p)/r I2 + 2 / .f(p)/r - pit I’. 
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Since 1 1 - z I2 = 2(1 - Re z) if ( z 1 = I, 
1 x(p) / 1 - pit I2 p-” = 2 c A@)(1 - Re pit) P--O 
9 9 
= 2 lOid5(~)// 5(u - w 
Czl(Q - 1) 
3 2 log C3/K(u _ 1) ' log K 
for suitable constants c2, c, > 0 and sufficiently large K. Thus 
log K < c h(p) / 1 - pit I2 p-” 
9 
< 2 c I 1 -f(Plb I2 p-” + 2 1 IftPYr - Pit I2 P-” 
9 9 
< 4 x(1 - Re f(p)lr) P-O 
9 
+ (4/r) f h(n)(g,.(n) - Re(f *(n) n-9> P + a(l) 
?L=l 
by (14). The first sum on the right is 4y/r + O(1). Thus 
f h(n)(g,(n) - Re(f *(n) F+)} n-” > (r/4) log K - y - c4 
?%=l 
with constant c4 > 0. By (8) then we have 
I ~*(41/5,(4 G expt-W) log K + Y + c4h 
and so 
for a > 1, K(u - 1) < ( t I < M. 
Now for u sufficiently large 
c,(s) C(s)-’ = n (1 - p-“)’ n (1 - p-“)’ (1 - rp-“)-’ 
9<4rz 9>4+ 
(16) 
= $l b,(n) rr+. 
We claim this Dirichlet series converges absolutely for u > fr and thus 
(17) 
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where for each E > 0, B,(s) is bounded for o 3 4 + E. For if p > 4r2 and 
G >, 3 then j rp-+ 1 < + and so 
(1 -p-a)’ (1 - rp-“)-I = 1 + ~orup-~s 2 (J (-l)‘p-“” 
If0 <r < 1,then 
* = 1 + g2 rkrkS ,,F,, (Lj(- ;j”. 
r 
I( )I V. 
= r(l - r)(2 - r) a-- (V - 1 - r)/v! < (v - I)!/v! = l/v; 
hence, 
Thus for a > 3 
/ g rkp+ 
,Zk Gj(- -3 I G i2p-“” log k , 
< p-2” f 2-(k-21/2 log k = A/,-27 
k=2 
If r = 1, the matter is trivial. If r > 1 then 
I ,,F,, (X- 3 I G g (3 r-y = (1 + l/r)’ - 2 < e - 2 < 1. 
Forp >4r2,0 >a 
i2 rkp-ko < r2p-20 F. rk(4r2)-k12 = 2r2p-2a. 
Thus, since C, p-” converges for u > 8 , then 
pQr2 (1 - p-9 (1 - rp-“Y 
converges absolutely and is represented by an absolutely convergent Dirichlet 
series for u > $ . Finally, 
I J-J* (1 - p-s)’ ( < JJ 2’ < 24+ = U(1). p<ar= 
Thus for each E > 0, &(s) is bounded for 0 > i + E. 
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To complete the proof of uniformity, note that for 1 .==I u < 2, K(u - 1) < 
I t I d M 
ST@> = 00 s - 1 I-‘) = O(K-‘(0 - 1)-r). 
Thus for each E > 0 if we choose K large enough and u, near enough to 1, 
1 F*(s) - CL (--&) 5&j < E(U - I)-’ 
for 1 < u ,< a, and / t ) < M. Due to the uniformity of this estimate, 
we readily see that a is unique and Lemma 3 gives the exact values of c, a, 
and L. 
For the case where the series (9) diverges for all real a (8) implies that 
for all t 
F*(u + it) = O((U - l)-7) 
as u -+ 1’. This completes the proof of Lemma 3. 
LEMMA 4. Under the hypotheses of the theorem, iffor some a > 0 
M*(x) = clxl+ial(log x) log’-1 x + B(xV(log x)” log +-lx), 
then 
M(x) = c,H(l + ia) x ‘fi”L(log x) log’-1 x + O(xV(log x)” log’-1 x). 
Proof. Since F(s) = H(s) F*(s), 
M(x) = C h(m)f*(n) = C h(m) M*(x/m) = 1% M*(x/u) dMh(u), 
mn<s m<x 1- 
where A&(x) = Cn(s h(n) and Mlhl(x) = En<% I h(n)/ = S(xe> with 0 < 19 < 1 
by Lemma 1. Split the interval of integration at the point y = x(~+~)/~. 
Fory<u<x, 
M*(x/u) = U,((x/y) log’-1(x/y)} = u{X(l-e)/2 logV-1 x}, 
andsoasxe 00 
s x M*(x/u) dM,(u) = O{(X+~)~~ log’-l x) MIAl(x)} 2/ 
= u{x(l+@/2 log’-1 x} = o{xV(log x)” log’-1 x}, 
since (1 + 6)/2 < 1 and V is slowly varying. Let L,(x) = c&(log x) log’-l x 
and let 
d(x) = M*(x) - xl+iaLl(x). 
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Then 
s,” M*(x/u) dM,(u) = jy {(x/u>l+ia .&(x/4 + 4x!4l dMd4* 
1- 
From Lemma 3 L(U) = exp{i CzCI ~,n-l-l/~} with a, = h(n) Im(f*(n) n-;“). 
Thus on integration by parts, since 
L;(u) = L,(v) 
I 
G + --c- f a, log n 0 log2 " 11=1 ~l+cllloe~) 
i 
' 
i y (x/u)l+ia L,(x/u) dM,(u) 1- 
.r Y = M,(y)(x/y)“i” L,(x/y) + xl+ia 24-2-iaM&) L*(x/u) 1 
I . r-l x l + ‘a + log(x/u) i c a, log n + log2(x/u) n=l nl+lllog(z’u) du 
where 
= x”iaL,(x){H(l + iu) + E(x)} + fz{.$l+e~)/z &(+-B,/2)}, 
since H(s) = s JT uP-~M~(u) du for u > 8. The fact that u--l xz=‘=, n-l-l/%, 
log n -+ 0 as u -+ 00 is contained in the proof that L is slowly varying 
(see (11) with u - 1 = l/u) 
rP2du/ + 0 [r’ue-2@k& 1 jdj 
&2 (1 r - ’ 1 + ‘(l)) Ll(x/u) 
L(x) hGl4 
du 
08) 
Since L,(x) = &(x)/log x is slowly varying for x > 2, if x is large enough, 
s 
v 
I 
a 
~~-~L,,(x/u) du = xe-1 v-~L,(v) dv 
1 Xi?/ 
s 
z d xe--1 v-~L,(v) dv - -uMl - 0) (19) 2 
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due to a theorem of Kohlbecker [4] that as x -+ co 
s 
0 @L,(u) du - xs+l&l(x)/(p + 1) n 
if LO is slowly varying and ,3 > - 1. Thus the third B-term in (18) is 
@(I r - 1 l/log x} + oullog x}. 
Now 
(20) 
L,(x) = L(log x) log’-l x = exp (r - 1) 
I s 
’ & + i f ~s~-l-lilW~j 
I? n=1 
andthusforl <u,<y 
with 
Ll (x/u) ~_ 1 = Ie-2 _ 
L,(x) 
1 1 = O(( z 1 elZI) 
Now 
Also 
( ,-1/1oer _ n-l/log(z/u) j  = .-ww 1 - exp 
I 
- (lzTX$ 
(1% m% 4 
G nl/lO~=(log x)(log(x/u)) * 
Hence 
IZI &=f- ,r-- 1, +&E ‘an’logn 
bdx/4 I n-2 n1+1 /lOS 5 
But for u < y, x/u 2 x/y = x(1-8)/z and so 
log u log Y If0 
l%W) ~~=---~ l--B 
(21) 
og n) 
ew 
Thus z is bounded and so is elrl. Hence the second term in (18) is 
u- 1 z 1 du) = 0 ][ u,-$f-&,, r - 1 1 + o(l)} dul 
-II 
(22) 
= O(l r - I I/log x) + o(l/logx), 
ASYMPTOTIC BEHAVIOR OF FUNCTIONS 409 
and so, since ye-l = #log x), 
E(x) = U([ r - 1 [/log x) + o( I/log x) 
= U(lflog x). 
Let VI(x) = V(log x>” log+1 x. We assume that 
where S(t) -+ 0 as t -+ co, due to Karamata’s characterization (0.2), since 
VI occurs only in the error term. Thus if we integrate by parts 
as in (19). This ends the proof of Lemma 4 since for any 61 < 1, 
x61 = o{xv&x)} 
and 
asx-+ 03. 
I /log x = o( V(log X)ol} 
The proof of the main theorem uses contour integration and the fact that 
N,(x) = zz J*(n) log n log(x/n) = -(27S)-1 j s-2xsF*‘(s) ds, 
(OlJ 
where (oO) is the vertical line Re s = u,, = 1 + I/log x. We need the estimate 
cXl+i*L(Iog x) log’ x 
N1(x) = H(1 + iu) r(r)( 1 + ia)” 
+ U{xV(log xy log’ x}, (23) 
where /I will be given explicitly. Xn Lemma 5 we reduce this to the needed 
estimate for M*(x) and then in Section 2 we derive (23) to complete the proof 
of the theorem. 
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LEMMA 5. Equation (23) implies that 
M”(x) = 
cxl+iaL(log x) log’-l x 
.F(r)(l + ia) H(1 + ia) 
+ U{xV(log x)0/2 log’-1 x}. 
Proof. Let the coefficient of $+ia in (23) be shortened to 
L&L-) = cL(log x) log’ XT(r)-l (1 + ia)-” H( 1 + it~2)-~. 
If we follow the proof of (21) and (22), we have for 0 < E < 1 
L(x(l + EN 
L(x) 
- 1 = qqog x), 
and so, since &(x) = O(log’ x), 
L,(x(l + c)) = L,(x) + O(E log’-1 x). 
Thus if W(X) = V(log $0 log’ x, assuming (23), 
N&(1 + 4) - K(x) 
= x1+y1 + E)l+ia &(x(1 + E)) - xl+iaLr(x) + @@W(x)) 
= ~(1 + ia) xl+iaL,(x) + O(E2X log’ X) + o(EX lOg’-l x) + @(xw(x>). 
(24) 
But we also have 
m4l + 4 - w4 
= log(l + E> C f  *(n> log n + 
-2 
(25) 
Dixon [l] has proved that if 
then 
S(sy = f d,(n) n+, 
?I=1 
C d,(n) = x log’-l x/F(r) + 6(x logVm2 x). 
n<x 
If we use the convolution method (see Tull [lo]) on (26) together with 
where 4 < B < 1 (see (16) for the definition of b,.(n)), then 
(26) 
C g,(n) = x log*-l x/F(r) + 0(x 10gTm2 xk
n<x 
(27) 
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If N*(x) = L&*(n) log n, then 
I N*(x)1 ,< c g,(n) log Iz = 6(x log’ x). 
n<x 
BY (27) 
C i f*(n)1 < C g&z) = O(EX log’-l x) + 0(x log’-2 x). 
=<n$s(lir) z<n<dl+4 
Apply these last inequalities with the fact that 
log(l + C) = E + O(G) 
to convert (24) and (25) to 
d*(x) + U(e2x log’ x) + O(PX log-l x) 
= c(l + iu) xl+%&(x) + 0(9x log? x) + @(6X log+lx) + @(xJ+Q)). 
Divide through by E and set E = (W(x)/logr x)1/s to get 
N*(x) = (1 + ia) xl+iaL,(x) + O(x(W(x) log? x)1/2) 
+ U(x log’-1 x) + O(xW(x)). 
N*(x) = (1 + iu) X1fiaLT(X) + @(xV(log x)6/2 log’ x) 
since V(log x) --f 0 but l/log x -+ 0 faster. 
It is now easy to derive the estimate for M*(x) from (28). 
(28) 
M*(x) = c f*(n) = 1 + s’ log-1 t &V*(t) 
ne 2- 
zzz 1 + N*(x)/log x + !-’ N*(t) 1-l log-2 t dt 
= (1 f iu) xl+i”L,&x) ; U(xY(log x)8/2 logr-1 x) 
+ B(xL+,(x)) + @(XV-(log x)8/2 log’-2 x) 
by (20). Since L,-,(x) = @(log x)Sj2 log+‘-’ x) the proof is complete. 
2. PROOF OF THE MAIN THEOREM 
The results of Section 1 show that to derive the conclusion (0.3) it suffices 
to prove 
?&(x)/x = (l/24 j- s-2x”-‘(-F*‘(s)) ds 
(OJ 
(1) 
= L,(x) xia + U(V(log x)2--2c log’ xf. 
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As noted earlier, we take u,, = 1 + l/log x, so that ) xS-l / = e. In order 
to estimate the integral, we divide the path of integration into seven segments. 
The main term in (1) comes from the integral along 
IO = (s = a, + it: ] t - a 1 < K(uo - I)}, 
where K is a function of x to be determined explicitly later in such a way 
that K+ cc and K/logx-+O asx+ co. 
Fix s in IO. By Lemma 2, for [ z - s ( < (go - 1)/Z, 
F*tz) _ cAlI(Re z - 1)) 
(z - 1 - ai) 
= u I z I WWe z - 0) = u W/(~O - 1)) 1 
I (Re z - l)7 I I (0, - 1)’ i 
since (u,, - 1)/2 < Re z - 1 < 3( u,, - 1)/2 and j s 1 is bounded. (We have 
taken c1 = c/H(l + ai).) Also, by the hypothesis on L 
uniformly for 1 + (a, - 1)/2 < Re z d 1 + 3(u0 - 1)/2. Thus 
F*(z) - yI-(li!‘y-g; = u I 
V’/(% - 1)) (uo _ ‘)’ I . (2) 
The function on the left side of (2) is analytic for 1 z - s j < (u,, - I)/2 
and thus we can appiy Cauchy’s inequality to its derivative at the center of 
this disc. This gives 
for s E & . Integrate over 1, to get 
1 
s 
x8-y-F*‘(s)) ds _ rc,L(l/(u, - 1)) 
s 
x8-l ds 
SiI, s2 2d I, sys - 1 - ui)7+1 
zz 01 Wl(~, - 1)) I f 
xwl 
(cro - l)r+l lo m dt = u 1 I 
+w/t% - 1)) 
(3 - 1) I 
= U(KV(log x) log’ x> 
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since the length of I,, is 2K( u,, - I) and / s / 3 1. The integral in the main term 
satisfies 
I x8-l ds s 
x+1($ - (1 + ai)“) ds 
= 1, (s - 1 - ai)F+l - 1, sys - I - aiy+‘+l 
I xs-l ds = ,* (s - 1 - ai)?+ + B(K log’-’ x) 
since /s/al, !s--1 - ai \ >, u,, - 1 and s + 1 + ai is bounded on I,, . 
The last integral over I,, differs from the integral over the entire line (G,J 
by Q(K-’ log’ x) since on the complement of I,, in (co), 
Is- 1 - ai 1 3 1 t - a / >, K(o, - 1) = K/log x. 
Using Hankel’s representation of l/I’(z) (see [6]) we have 
1 
--.I 
x8-l ds Pi log’ x 
27ri (ooj (s - 1 - ui)++l - Qr + 1) f 
Combining these results we find that 
1 - x”-y--F*‘(s)) 
m ,, J s2 ds 
= qxail(log x) log’ 
T(r)(l + ai)” + U{KV(log x) log’ x}. (3) 
This last error term indicates our choice of K must satisfy KV(log x) + 0 
as x ---f 03, in order that the error may be o(log’ x). 
For the estimate on the remaining segments of the path of integration, 
Schwarz’ inequality is used. Let I be any segment of (uO). Then 
e i(F*‘/F*)(s)’ =- .- 
27r s /s! 
1 F*(s)i / ds , 
Is/ I 
iV*‘/F*)(s)l* 
I s I2 
/ ds ! 1 lv ( ds I)“‘. 
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In the first integral in parentheses we replace I by (q,). An application of 
Parseval’s formula (see Rudin [7]) gives 
with von Mangoldt’s function cl(n) = h(n) log n. Now ( Cnseu cl(n)f*(n)12 
is largest when f *(n) = g,.(n). In this case, for each E > 0, 
j ;= 4) &ml = fl(x’+% 
. 
from (1.27), since cl(n) = Q(log x). Take E = (CQ - 1)/2 and (5) becomes 
f 
I(F*‘/F*)@)12 
I s I2 
j ds ] = 0 1s” e-“(Oo-*) dul = @(log x). (6) L-Jo) 0 
Set 
II = (a, + it: K(uo - 1) < f - a < K-‘V(l0g x)-l}, 
I, = (cr, + it: -K-‘V(log x)-’ < t - a ,( -K(fJO - 1)). 
Note that we are assuming that 
K/log x < K-‘V(log x)-l. 
To estimate the second integral in parentheses in (4) when I = 1, or I, , 
we need a bound on 1 F*(s)l. By Lemma 2, ifs ~‘1~,~ , 
I F*(s)l = / s _’ 1”~ ja IT + o I 
I s I W/(~o - 1)) 
(u. - 1) I 
= O(K-’ log’ x) (7) 
sinceIsI~~/Ij+2~It-~~++il++==(K-~V(logx)-~),asweshall 
choose K so that KV(log x) + 0 as x - co. Thus if 0 < b < 2, 
for some cg > 0. From (1.7) we find that 
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Using the Taylor series for exp(z) it is easy to see that F*(s)(~-~)/~ can he 
represented by a Dirichlet series. Two applications of Parseval’s formula 
then give 
(9) 
However, by (1.17) c,(s) = 0(&y) for Re s 3 1, and so 
Thus 
1 ds I = 0(log2’-br-1 x) (10) 
if 2r - br > 1; i.e., 0 d b < 2 - I/r. Substituting (10) into (9), (9) into (8) 
and (8) and (6) into (4), we have 
1 
--I 
P-y--F* (s)) 
hi I,.~ S2 ds = U(K-b’/2 log’ x) (11) 
for 0 < b < 2 - I/r. 
Next set 
I, = (u,, + it: a + K-V(log x)-l < t < K), 
I, = (50 + it: -K < t ,< a - K-‘V(log x)-l>, 
assuming~ > a + K+V(log x)-l. The method of estimating the integrals 
over I3 and I., is the same as that for II and I, . For s E I3,4 by (7) 
I F(s)1 = U(K’*V(log x)‘) + U(KP’(log x) log’ x) 
(12) 
= U(KV(Iog x) log’ x) 
641/x0/4-3 
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if we assume that K+‘V(log x>’ = O(KV(log x) log’ cc). Then for 0 ,< d < 
2 - l/r 
by (10) and (12). 
= O(K”V(log x)” log2’-1 x) (13) 
For the fist integral in parentheses in (4) we need a better estimate than (6). 
From (6) it follows that for x 2 e2 
If f*(n) is replaced by f*(n) n-‘“, k E Z, in the preceding argument, we have 
Then 
I I I 
g (s) 2 ( ds ( = @(log x). 
(00) 
k-1/2(t<k+l/2 
= o(IPv(log x) log x) (14) 
since a + K-V(log x)-l > 2. Substituting (13) and (14) into (4) we find that 
1 
7 
2m Ia, I, 
xa-lt;~*‘tsf) ds = @(I( (-W/2 v(log X)(‘+W log’ x} (15) 
for 0 < d < 2 - l/r. 
Finally set 
I, = {u. + it: t > K}, 
I8 = {a0 + it: t < -IL>. 
As in the estimate on IS,11 (see (14)), 
I Is,a “p;‘;~(s)‘2 ) ds 1 = 0 (log x f’ l/n’) -=[Kl 
= O(K-1 log x). 
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By (10) with b = 0, if r > 4 , 
I 
I F*(s)12 ( ds 1 = q1og2*-1 x). 
I,,, -i-P- 
Therefore, by (4) 
1 
I 
x*-l(-F*‘(s)) 
zi Ib,,y s2 
ds = 0(K-‘i2 log’ x). 
It remains to determine K so that the dominant error terms are approxi- 
mately equal and thus minimal, subject to the needed restrictions on K. 
Our error terms are 
(3) O(K-’ logr x) + O(KV(log x) logr x), 
(11) O(K-brf2 log’ x) with 0 < b < 2 - l/r, 
(15) O(K’r+d’12 V(log x) (1+d)/2 log’ x) with 0 < d < 2 - l/r, and 
(16) 0(K-1/2 log7 x) with I > 4 
The restrictions on K are 
(1) K-t 00 as x + co, 
(2) KV(log x) - 0 as x -+ co, 
(3) K/log x < K-‘V(log x)-l, 
(4) KV(log x) -+ 0 as x -+ co, 
(5) K 3 a + K-‘V(log x)-l, 
(6) Kr*V(log x)’ = O(KV(log x) log’ x) and 
(7) K(r+d)/2V(log ~)(l+~)/~ + 0 as x -+ co. 
For r < 1, we set K = V(logx)- / 2 r2+br) so as to equate the second term 
in (3) to (11). Take b=d=2- l/r - 6, where S is small and positive. 
The resulting error term is 
q V(l(-Jg x)(2-1) /(*r+l)-2~ log' x), 
where E = rS/(2r + 1)(2r + 1 - 6). For r = 1, take b = d = 1 - 6, 
K = V-(2-s)/Cs-2s~ so as to equate (11) and (15). The error term is then 
O(V(log x)(1/3’-% log’ x) 
with E = (5S - 3S2)/12(3 - 26). For r > 1 we equate (16) with (15) by 
setting K = I/-(l+d)/(l+d+r) with b = d = 2 - l/r - 6. The final error term 
becomes 
with c = r%/4(r2 + 3r - l)(r2 + 3F - 1 - rS). In all cases it is easy 
to verify that K satisfies the restrictions (l)-(7) if x is large enough. This 
completes the proof of (0.4) and therefore that of the main theorem. 
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3. EXAMPLE 
We have here an example of a nontrivial family of functions which satisfy 
the hypotheses of the theorem and whose mean values are not easily deter- 
mined using other methods. 
Let (qn)n>o be the natural sequence of prime numbers. For any 01 > 1, 
n 3 16, let 
Pn = q[nlogwJen] - 
Since qn - n log y1 as n -+ co, pn - n log n log” log n and logp, - log n. 
Thus C l/p, converges and C (logp,)/p, diverges. 
Let P = (p,: n 3 16) and define the totally multiplicative function f by 
f(p)=-lifp~P,f(p)=lifp$P,p>2,andf(2)=O.Thus 
F(s) = f f(n) n-8 = I-I (1 + p-y n (1 - p-y 
7%=1 EP P&P*P>2 
= &s>(l - 2-9 *l-J (1 - P-w + p-9 
= i(s) c g(n) KS* 
Since C l/p, converges, y = 2 A@)( gI(n) - f *(n>)/n converges so that, 
byLemma3,a=OandL(x)=l. 
Let us define totally multiplicative functions p and v by p(p) = 1 for 
p E P u (21, p(p) = 0 otherwise and v(p) = -I for p E P, 0 for p +! P, 
if p is prime. Then by (1.7) 
and 
n (1 + p-y = 
PEP 
exp (C 44 44 n-8) 
(1 - 2-9 cp (1 - p-3 = ew ( - C 44 1-44 n-a), 
and so C g(n) n+ = exp(C X(n>(~(n) - p(n)) n-9. Thus for 1 c u < 2, 
I t I d Ha - I), 
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since A(@) = l/k, 
and 
NOW if I f I < K(u - 1) then 
1 1 --- 
P PS 
= $ j ] _ ,-(s-l)logP / 
< k;- < (K 1 ])(u - 1) +, 
Given x > I, thus 
=o (a-l)C 
( 
1 
R<5 n log” log n \ 1 ( 
S(Q c 
I 
n>z n log n log= log n 1 
(0 (u- *)logx + o 1 
ZZZ 
( loga log x ) i loga-’ log x 1 . 
If we choose x so that u - 1 = (log log x)/(log x), we have 
Thus 
1 I$ - $1 = e i log~-‘(l;(u - 1)) 1, 
for I < u < 2, I t / ,( K(a - 1). For u > 1, / t I > K(u - I), 
F(s) = exp (x 44 f‘(n) n-,9) = exp (CfTp) p-s i O(1) 
= exp (&P-” + Wj) = exp (f p-s + @(I)) 
) 
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Thus f satisfies all the hypotheses of the theorem with r = 1 and V(x) = 
log’-” x, since for p > 2 
if u > log 2/logp. 
4. REMARKS 
We are not satisfied with our value of o in (0.4). Obviously it would be 
desirable if we could prove w  = 1. We hope future research may lead to better 
methods yielding a better value for w. It would also be of interest to investi- 
gate explicit forms of V(x) arising from special classes ofmultiplicative 
functions such as that in our example. 
When the constant c in (0.3) is nonzero then both c and L are given 
explicitly in Lemma 3 with the aid of Lemma 2. Namely, c = P’H(~ + ia) 
(see (1.10) for L). We intend to look into the asymptotic behavior of L in 
hopes of simplifying the hypotheses on L in the main theorem. 
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