Abstract -The accuracy metric has been widely used for discriminating and selecting an optimal solution in constructing an optimized classifier. However, the use of accuracy metric leads the searching process to the sub-optimal solutions due to its limited capability of discriminating values. In this study, we propose a hybrid evaluation metric, which combines the accuracy metric with the precision and recall metrics. We call this new performance metric as Optimized Accuracy with Recall-Precision (OARP). This paper demonstrates that the OARP metric is more discriminating than the accuracy metric using two counter-examples. To verify this advantage, we conduct an empirical verification using a statistical discriminative analysis to prove that the OARP is statistically more discriminating than the accuracy metric. We also empirically demonstrate that a naive stochastic classification algorithm trained with the OARP metric is able to obtain better predictive results than the one trained with the conventional accuracy metric. The experiments have proved that the OARP metric is a better evaluator and optimizer in the constructing of optimized classifier.
INTRODUCTION
The definition of classification can be varied. In a simple definition, classification can be defined as a process of assigning data or instances to a particular pre-specified fixed number of classes according to its predicted class by measuring a number of attributes on a particular data or instances. Technically, classification process involves two main phases. Firstly, classification process starts with building an optimized classifier through a training data set. Secondly, the optimized classifier is used for testing, which is used to predict the unknown data. In this study, we are interested to investigate the use of new evaluation metric in building the optimized classifier during the training phase.
To produce an optimized classifier, certain metrics are used to evaluate the generated solutions. The most common and popular evaluation metric used for evaluating and selecting the optimal solution is accuracy or error rate (1-accuracy) . However, using accuracy metric as benchmark measurement has limitations.
Let us consider two solutions s={A, B} in a two-class confusion matrix where both A and B produce an equivalent total of correct predicted instances as shown in Table I . However, as indicated in Table I , both solutions exhibit the same accuracy, which is 95%. In this case, the accuracy metric could not discriminate whether A or B is better. This clearly indicates that the accuracy metric exhibit poor discriminating value to discriminate the optimal solution due to less information about the overall results. Nonetheless, intuitively, we can conclude that solution B is better than A. This is because the total instances that have been correctly predicted by A for both classes are approximately balanced (48:47). In contrast, the total of instances that correctly predicted by B is unbalanced (50:45) for both classes. On top of that, few studies have reported that the simplicity of the accuracy metric can lead the selection and the discrimination processes to the sub-optimal solutions especially when dealing with imbalanced class instances
. This is because a small class of instances has very little impact on the accuracy as compared to the large class of instances. Clearly, this indicates that the performance of accuracy metric is not robust and can be drastically affected by the changes in data proportion.
On the other hand, the precision and recall are two evaluation metrics that are commonly used as the alternative metric to measure the performance of binary classifiers for two different aspects [5] . Basically, precision is used to determine the fraction of positive instances that are correctly predicted in a positive class, while recall measures the fraction of positive instances being correctly classified over the total of positive instances. In any binary classification problem, it is possible for a classifier to produce higher training accuracy with higher precision value but lower recall value, or to produce lower precision value but higher recall value. As a result, building a classifier that maximizes both precision and recall values is the key challenge for many binary classifiers.
However, it is not easy to apply both precision and recall metrics separately because it will turn the selection and discrimination processes more difficult due to multiple comparisons. In fact, this strategy can lead to the suboptimal solution especially when the classifier attempts to maximize both metrics simultaneously.
In this paper, we are going to propose a new hybridized evaluation metric that combines the accuracy metric with the precision and recall metrics. The new evaluation metric is known as an optimized accuracy with recall-precision (OARP) metric. Through this combination, we believe that the beneficial of these three metrics can be exploited to construct a new evaluation metric which is better than accuracy metric in building the optimized classifier. To the best of our knowledge, there is few research have been done to improve the accuracy metric using hybridizing technique. The latest work is in 2006, where Ranawana and Palade [3] enhanced the accuracy metric by hybridizing the accuracy metric with the sensitivity and specificity metrics. This new hybridized metric was known as optimized precision (OP). Through this combination, the value of OP remains relatively stable even when presented with large imbalanced class distribution. On top of that, by hybridizing the accuracy metric with sensitivity and specificity metrics, the searching always lead towards the solution with optimized sensitivity and specificity values.
In this paper, we limit our study scope by only comparing the new evaluation metric against the conventional accuracy metric. We will also concentrate on two-class classification problem for comparing both evaluation metrics. On top of that, we will show that our newly constructed evaluation metric is better than the conventional accuracy metric using few counter-examples in discriminating the optimal solution. To prove this theoretical evidence, we measure the discriminative power of OARP against the accuracy metric using statistical discriminative analysis introduced by [6] . Finally, we demonstrate empirically that the OARP metric is better than conventional accuracy metric using a naïve stochastic classification in classifying two medical data sets. From this experiment, the expectation is to see that the naïve stochastic algorithm trained by the OARP metric will produce better predictive result than the one trained by the accuracy metric.
The remainder of the paper is organized as follows: Section II emphasizes on the proposed method. The following Section III discusses the analysis of OARP versus accuracy metric using a number of counter-examples to demonstrate that the OARP metric is more discriminating than the accuracy metric. In Section IV, we conduct empirical verification on the OARP and accuracy metric using a statistical discriminative analysis. Further, we test the new evaluation metric with three medical data sets using a naïve stochastic classification algorithm. Finally, Section V ends with conclusion and future work.
II. CONSTRUCTING A NEW HYBRIDIZED EVALUATION METRIC
The aim of most classification model is to maximize the total number of correct predicted instances in every class. In certain situation, it is hard to produce a classifier that can obtain the maximal value for every class. For instance, when dealing with imbalanced class instances, it is often happen that the classification model is able to perform extremely well on a large class instances but unfortunately perform poorly on the small class instances. Clearly, this indicates that the main objective of any classification model should be maximizing all class instances in order to build an optimized classifier.
From our point of view, the conventional precision and recall metrics are not suitable to be employed for the combination process with the accuracy metric. This is because both metrics only measure one class of instances (positive class). To resolve this limitation, the extended precision and recall metrics proposed by [7] were suggested for the integration. The main justification is that every class instance should be able to be measured individually using both metrics. To compute this extended precision and recall metrics, let assume that in a two-class problem, every class has their own precision and recall value C 1 ={p 1 , r 1 }, C 2 ={p 2 , r 2 }, a set of instances that belongs to each class C 1 ={R 1 }, C 2 ={R 2 }, as well as a set of predicted instances C 1 ={A 1 }, C 2 ={A 2 }. Having these properties, the extended precision and recall for two-class problem can be defined as in (1) and (2) respectively.
(1) (2) where 1≤i≤c and c is the maximum number of class.
In order to transform these metrics into a singular form of metric, we will adopt two important formulas from [3] , which are the Relationship Index (RI) and OP. This is a twostep effort, whereby first we have to find a suitable way to employ the RI formula and next is to identify the best approach to adopt the OP formula in order to construct the new evaluation metric.
As proved by [7] , for two-class problem, the extended precision value in a particular class is proportional to the extended recall values of the other class and vice versa. From this correlation, the RI formula can be implemented. To employ the RI formula, the precision and recall from different classes were paired together (p 1 , r 2 ), (p 2 , r 1 ) based on the correlation given in [7] . At this point, the aim is to minimize the value of |p 1 -r 2 | and |p 2 -r 1 | and to maximize the value of p 1 +r 2 and p 2 +r 1 . Here, we introduce the RI for both correlations as stated in (3) and (4) .
However, these individual RI values are still pointless and could not be applied directly to calculate the value of new evaluation metric. Thus, to resolve this problem, we compute the average of total RI (AVRI) as shown in (5) to formulate the new evaluation metric. (5) where c indicates the maximum number of class.
However, the use of accuracy value alone could lead the searching process to the sub-optimal solutions mainly due to its less discriminative power and inability to deal with imbalanced class distribution. Such drawbacks motivate us to combine the beneficial properties of AVRI with the accuracy metric. With this combination, we expect the new evaluation metric is able to produce better value (more discriminating) than the accuracy metric and at the same time remain relatively stable when dealing with imbalanced class distribution. This new evaluation metric is called the optimized accuracy with recall-precision (OARP) metric. The computation of this OARP metric is defined in (6) . (6) Nonetheless, during the calculation of this new metric, we noticed that the value of OARP has the tendency to deviate too far from the accuracy value especially when the value of AVRI is larger than the accuracy value. Therefore, we proposed to resize the AVRI value into a small value before computing the OARP metric. To resize the AVRI value, we employed the decimal scaling method to normalize the AVRI value as shown in (7). (7) where x is the smallest integer such that max (|AVRI new_val |) < 1. In this study, we set the x=1 for the entire experiments. By resizing the AVRI value, we found that the OARP value is comparatively close to the accuracy value as shown in the next sub-section.
At the end, the objective of OARP metric is to optimize the classifier performance. A high OARP value entails a low value of AVRI, which indicates a better generated solution has been produced. We also noticed that via this new evaluation metric, the OARP value is always less than the accuracy value (OARP < Acc). The OARP value will only equal to the accuracy value (OARP=Acc) when the AVRI value is equivalent to 0 (AVRI=0), which indicates a perfect training classification result (100%).
III. OARP VS. ACCURACY
Having introduced the OARP, we also attempt to demonstrate that the new evaluation metric is better than the conventional accuracy metric using two counter-examples. Recall that we defined our problem to the two-class classification problem suitable with the new proposed metric. We also restricted our discussion to the solutions that are indistinguishable according to the accuracy value. Table  II . The intuition from Example 1 is that b is better than a. This is proven by evaluating the misclassification instances for both classes, the fp and fn for b, which are comparatively balanced as compared to a. For this case, the OARP metric showed a decision value that similar to intuitive decision, while the accuracy metric was unable to decide which solution is better due to poor discriminative power. Table III . Similar to Example 1, intuitively b is better than a in terms of the fp and fn values. In this example, the OARP metric demonstrated better result and produced a decision similar to the intuitive decision. Meanwhile, the accuracy metric was not able to distinguish between a and b.
Example 1 Given a balanced data set containing 50 positive and 50 negative instances (domain Ψ), and two evaluation metrics, accuracy and OARP are used to discriminate two similar solutions a and b, Acc={(a, b)|a, b ∈ Ψ} and OARP={(a, b)|a, b∈ Ψ}. Assume that a and b obtained the same total correct predicted instances (TC) as given in

Example 2 Given an imbalanced data set containing 70 positive and 30 negative instances (domain Ψ), and two evaluation metrics, accuracy and OARP are used to discriminate two similar solutions a and b, Acc={(a, b)|a, b∈ Ψ} and OARP={(a, b)|a, b∈ Ψ}. Assume that a and b obtained the same total correct predicted instances (TC) as given in
Given the results from the two examples, two conclusions can be drawn. First, the value of the OARP metric is more discriminating than the value of accuracy metric because the OARP metric is able to distinguish the difference between both solutions through the values obtained, while the accuracy metric could not. Second, these examples showed that the accuracy metric is not robust to the changes of class distribution. This is because the size of instances changed the value of accuracy metric is no longer able to perform optimally especially when the solutions are indistinguishable between one accuracy value to another. This indicates that the accuracy metric is not a good evaluator and optimizer to be used for discriminating the optimal solution. In contrast, the OARP metric is sensitive to the changes of class distribution. Although the OARP metric is sensitive, the value produced by the OARP metric is robust and the metric is able to perform optimally by producing a clear optimal solution.
IV. EXPERIMENTAL RESULTS
In this section, we conducted two kinds of experiments to verify that the OARP metric is more discriminating than the accuracy metric. First, the statistical discriminative analysis is applied to verify that the OARP metric is statistically more discriminating than the accuracy metric in optimizing the classifier. For this experiment, we restricted the discussion for balanced data set only. Secondly, the new hybrid evaluation metric is tested against the conventional accuracy for classifying three medical data sets using a naive stochastic classification algorithm.
A. Empirical verification using statistical analysis
To verify the advantage of OARP against the accuracy metric, we conducted an empirical verification using statistical discriminative analysis proposed by [6] . We noticed that there is a possibility of OARP (as f) and accuracy (as g) metrics to obtain two similar solutions (as a and b), where both f and g are indistinguishable. Table IV shows such a counter-example where both f and g are not indistinguishable. As a result, it is hard to prove the discriminatory of OARP and accuracy metric using a straightforward discriminative analysis as we established in Section III. In this experiment, we must consider the probability of a metric of being more discriminating against one another. In this case, we are interested to know the degree of discriminatory of OARP (f) over the accuracy (g) metric in optimizing the classifier. For this case, the D f/g is used to represent the ratio of cases where f is distinguishable, while g is not, over the cases where g is distinguishable but f is not. According to [8] , the f metric is more discriminative than g if and only if (iff) D f/g > 1. In other words, f is better than g if there are more cases where f can tell the difference but g cannot, than g can tell the difference but f cannot.
In order to conduct the verification result, we employed a Heart disease data set with 150 positive instances and 120 negative instances obtained from the UCI Machine Learning Repository [9] . For the purpose of this experiment, this data set was modified into balanced class distributions with 50 positive class instances and 50 negative class instances. This modification is essential since it is easy to enumerate all solutions and we can obtain different result in every run for comparison and analysis.
To ensure unbiased condition, five of such independent runs were performed for this experiment, where every run each instances are randomly selected. Furthermore, all of these selected instances were normalized using min-max normalization method to prevent any attribute variables from dominating the analysis [10] . Euclidean distance measurement was used to compute the similarity between the representative prototype (selected instance for representing each class) and training instances. To enumerate all solutions, each class is represented by one prototype. This means we will have 2500 solutions (50 x 50) for every run. To obtain the degree of discriminatory, we count all the pairs Table V . This empirical result verified that the OARP metric is statistically more discriminating than the accuracy metric in optimizing the classifier for balanced data set.
B. Comparison of OARP and accuracy using naive stochastic classification algorithm.
In the previous sub-section, we demonstrated that the OARP metric was statistically more discriminating than the accuracy metric in terms of OARP value. Therefore, in this section, we will show that by maximizing the OARP value, we will get a better prediction results than by maximizing the accuracy value. For this case, three medical data sets were chosen from the UCI Machine Learning Repository [9] .The brief descriptions about these selected data sets are summarized in Table VI . In this experiment, all data sets were trained using a naive stochastic classification algorithm, which is the Monte Carlo Sampling (MCS) algorithm [11] . This algorithm combines simple stochastic method (random search) and instance selection strategy. There are two main reasons for this algorithm to be selected. First, this algorithm is usually applied accuracy metric to discriminate the optimal solution during the training phase. Second, this algorithm is a typical stochastic classification algorithm that totally relies on the optimal solution in order to improve the predictive results. Therefore, in this study we propose this classification algorithm to be further investigated.
To compute the similarity distance between each training instance and the prototype solutions, the Euclidean distance measurement was employed. The MCS algorithm was reimplemented using the MATLAB Script version 2009b. Furthermore, all of these selected instances were normalized using min-max normalization method to prevent any attribute variables from dominating the analysis [10] .
To ensure fair experiment, the MCS algorithm was trained simultaneously using the accuracy and the OARP metrics for selecting and discriminating the optimized generated solution during the training phase. For simplicity, we refer these two MCS models as MCS Acc and MCS OARP respectively. All parameters used for this experiment are similar to [11] except in the number of generated solution, n. In this experiment, we employed n=500 similar to [12] . From this experiment, the expectation is to see that the MCS OARP is able to predict better than the model optimized by the MCS Acc when dealing with the unknown data. For evaluation purposes, the average of testing accuracy (Test Acc ) will be used for further analysis and comparison. 
V. CONCLUSION AND FUTURE WORKS
In this paper, we have proposed a new evaluation metric called the Optimized Accuracy with Recall-Precision (OARP) based on three existing metrics, which are the accuracy, and the extended recall and precision metrics. Theoretically, we proved that our newly constructed evaluation metric is more discriminating than the accuracy metric by using two counter-examples with two different types of class distribution. To support our theoretical evidence, we proved that the OARP metric is statistically more discriminating than the accuracy metric using a statistical discriminative analysis.
More importantly, we also proved that the a naive stochastic classification algorithm, which is Monte Carlo Sampling algorithm trained with the OARP metric, was able to obtain better predictive results than the one trained with the conventional accuracy metric based on three medical data sets. The experiments have proved that the OARP metric was able to lead stochastic classifiers such as the MCS towards a better training model, which in turn will improve the predictive results of any heuristic or stochastic classification model.
For the future work, we are planning to extend the statistical results in this paper to the cases with imbalanced class distribution. Moreover, extending the OARP metric to multi-class problem is another interesting future plan to be further investigated.
