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Abstract
This paper is concerned with contact process with random vertex weights on
regular trees, and study the asymptotic behavior of the critical infection rate
as the degree of the trees increasing to infinity. In this model, the infection
propagates through the edge connecting vertices x and y at rate λρ(x)ρ(y)
for some λ > 0, where {ρ(x), x ∈ T d} are i.i.d. vertex weights. We show
that when d is large enough there is a phase transition at λc(d) ∈ (0,∞)
such that for λ < λc(d) the contact process dies out, and for λ > λc(d) the
contact process survives with a positive probability. Moreover, we also show
that there is another phase transition at λe(d) such that for λ < λe(d) the
contact process dies out at an exponential rate. Finally, we show that these
two critical values have the same asymptotic behavior as d increases.
Keywords: contact process, random vertex weights, critical value,
asymptotic behavior
1. Introduction
We first give the description of the process (denoted by {ηt}t≥0) studied
in this paper. Let T d be a rooted regular tree where the root O has degree d
and each of other vertices has degree d+ 1. On each vertex x ∈ T d, we put
a nonnegative random variable denoted by ρ(x). We call this nonnegative
∗
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random variable ρ(x) the random weight on x. We omit the superscript or
subscript d when there is no misunderstanding.
The state space of the process is X = {0, 1}T with the product topology.
For given {ρ(x), x ∈ T d}, the process is a particle system described by a
collection of transition measures:
c(x, η) =
{
1, if η(x) = 1,
λ
∑
y:y∼x ρ(x)ρ(y)η(y), if η(x) = 0,
where λ is a nonnegative parameter.
One interpretation of this process is as a model for the spread of an
infection. An individual at x ∈ T is infected if η(x) = 1 and healthy if
η(x) = 0. A healthy individual x will be infected by some infected neighbor
y at rate λρ(x)ρ(y). Infected individuals recover at a constant rate, which
is normalized to be 1. We will make the following assumption on the vertex
weights.
Assumption : The sequence of vertex weights {ρ(x), x ∈ T} is an i.i.d.
sequence of nonnegative random variables. Moreover, each ρ(x) is a bounded
(by some positive number M) random variable.
The boundedness condition ensures the process is a spin system.(See
Appendix 5.1 for more details)
The classic contact process on integer lattice Zd was introduced by Harris
[6]. In [6], Harris shows that the process exhibits a phase transition as the
parameter λ changes. In [7], Harris introduces the graphical representation,
that is a useful method in studying the contact process. In [2], Bezuidenhout
and Grimmett give the whole results about the convergence theorem of the
process. They show that the critical contact process on Zd dies out and the
complete convergence theorem holds for contact process on Zd.
For the model in this paper, let the vertex weights ρ ≡ 1, then it is the
contact process on trees. In [15], Pemantle introduces the contact process
on trees, which exhibits a different property from the classic contact process.
For readers who want to learn more about the contact process, the books
[10] and [13] is a good reference.
Recently, the contact process in random environment has been a direc-
tion of intensive study. In [3], Bramson, Durrett and Schonmann study
the contact process in a random environment, where the recovery rates are
random variables. They show that in one dimension, this process has an in-
termediate phase in which it survives but not grow linearly. In [11], Liggett
studies the contact process with random infection rates and recovery rates
on Z. Liggett gives sufficient conditions for extinction of the process, for
survival of the process and for the process to have at most four extremal
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invariant measures. More related results can be found in [1], [8], [12] and
[14]. In [4], Chen and Yao study the contact process on the open clusters
of bond percolation on lattices. They show the complete convergence theo-
rem holds for their model. In [18], Remenik study the contact process in a
dynamic random environment, where the environment changes throughout
time. Remenik shows the critical process dies out and that the complete
convergence theorem holds in the supercritical case.
If we let the vertex weights ρ be binomial, then the model in this paper
is a contact process on Galton-Watson trees. In [16], Pemantle and Stacey
study contact processes on Galton-Watson trees. They show that the contact
process has only one phase transition on trees satisfying some conditions. In
[17], Peterson introduces the contact processes with random vertex weights
on complete graphs. Peterson shows that the critical value of this model is
the inverse of the second moment of the vertex weight. In [19], [20] and [21],
it is also shown that the critical value of the model is inversely proportional
to the second moment of the vertex weight.
2. Main results
Before stating our main results, we first give some notations and def-
initions. The random vertex weights {ρ(x), x ∈ T} are defined on some
probability space denoted by (Ω,F , µ). Let E be the expectation operator
corresponding to the measure µ. ∀ω ∈ Ω, take Pωλ as the law of the contact
process on T with infection rate λ and vertex weights {ρ(x, ω), x ∈ T}. The
expectation operator corresponding to Pωλ is denoted by E
ω
λ . Define the
annealed measure
Pλ(·) = EP
ω
λ (·) =
∫
Pωλ (·)µ(dω).
The expectation operator corresponding to Pλ is denoted by Eλ. Take P
d
λ
(or Edλ) as Pλ (or Eλ) when we need to emphasize the degree d of the tree
T .
For t ≥ 0, let Ct = {x ∈ T : ηt(x) = 1} be the set of the infected
individuals at time t. Assume C0 = {O} in this section. Since {ηt}t≥0 is
attractive in the sense of section 3.2 of [10], we get the following monotonicity
by the basic coupling (see section 3.2 of [10]):
Pλ1(Ct 6= ∅,∀t ≥ 0) ≤ Pλ2(Ct 6= ∅,∀t ≥ 0) (2.1)
whenever λ1 < λ2.
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Hence, by (2.1), define the critical value
λc(d) = sup{λ : P
d
λ(Ct 6= ∅,∀t ≥ 0) = 0}.
Thus, if λ < λc, we have, P
d
λ(Ct 6= ∅)→ 0, as t→∞. So we care about
the convergence rate. Therefore, we define another critical value:
λe(d) = sup{λ : lim sup
t→∞
1
t
logPdλ(Ct 6= ∅) < 0}.
We call λe the exponential critical value. It is easy to show that λe ≤ λc.
Note that we do not even know whether λc ∈ (0,∞) or not.
Theorem 2.1. Assume that µ(ρ > 0) > 0, then
λc(d) ≥ λe(d) ≥ (dEρ
2 +
M4
Eρ2
)−1 > 0. (2.2)
Furthermore, if
(1+λM2)2
λEρ2
< d for some λ ∈ (0,∞), then
λe ≤ λc ≤ λ <∞.
Note that the existence of λ ∈ (0,∞) such that (1+λM
2)2
λEρ2
< d can be
easily checked since it is a condition of a quadratic inequality. Anyway, this
condition can be satisfied when d is large enough.
Corollary 2.2. Assume that µ(ρ > 0) > 0, then
lim
d→∞
dλc(d) = lim
d→∞
dλe(d) =
1
Eρ2
.
Theorem 2.1 shows that there is a critical value of λ for which {ηt}t≥0
exhibits a phase transition under some conditions. Since it is difficult to
calculate the exact value of the critical value, we would like to study the
asymptotic behavior of the critical value. Corollary 2.2 shows that λc(d) ≈
1/(dEρ2) when d is large enough, which is inversely proportional to the
degree of the root and the second moment of the vertex weight. In the case
of classical contact process on Zd, the critical value λc(d) ≈ 1/(2d) which
satisfies the similar law. In [17], it is also shown that the critical value of the
model is inversely proportional to the second moment of the vertex weight.
Related examples can also be found in [19], [20] and [21].
When ρ ≡ 1, Theorem 2.1 and Corollary 2.2 show that λc ≥ 1/(d+1)
and
lim
d→∞
dλc(d) = lim
d→∞
dλe(d) = 1,
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that is the similar results with the contact process on regular tree shown by
Pemantle [15].
Proof of Corollary 2.2. By (2.2),
lim inf
d→∞
dλc(d) ≥ lim inf
d→∞
dλe(d) ≥
1
Eρ2
. (2.3)
Now take γ > 1 and λ = γ
dEρ2
, then
(1 + λM2)2
dλEρ2
=
1
γ
(1 +
γ
dEρ2
M2)2 →
1
γ
< 1, d→∞.
So λc(d) ≤ λ =
γ
dEρ2
when d is large enough by Theorem 2.1.
Hence,
lim sup
d→∞
dλc(d) ≤
γ
Eρ2
. (2.4)
Let γ ↓ 1, the corollary follows from (2.3) and (2.4). 
Some words about the proof of Theorem 2.1 : The proof is split in
section 3 and section 4. First, we show the lower bound of λe in section
3. There are two key points in the proof. The first one is inspired by [5]
which revealed the connection between contact process and binary contact
path process. This connection helps us convert estimating survival prob-
ability into solving a linear ODE. In this part, the main difficulty is how
to handle with the expectation of the product of the vertex weights in a
path with given length and may backtrack (see section 3 for more details).
There, we introduce an auxiliary random walk which reduces the difficulty
of estimates. This is motivated by Kesten in [9]. In section 4, we introduce
the SIR epidemic model to dominate the process {ηt}t≥0, and then get an
upper bound of λc by the second-moment method and some sophisticated
estimates.
3. Lower bound for λe
In this section, we will get a lower bound of λe to show (2.2). Throughout
this section, we assume the contact process {ηt}t≥0 has initial state η0 ≡ 1.
We first introduce a process {ξt}t≥0 which has a close relationship to the
process {ηt}t≥0. The idea of the introduction of the process {ξt}t≥0 comes
from Griffeath in [5]. In this paper, {ξt}t≥0 is a linear system with values
in {0, 1, 2, · · · }T and the evolution is described as follows when the random
environment {ρ(x), x ∈ T} is given.
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For each x ∈ T, ξ(x) → 0 at rate 1. For each nearest neighbor pair x
and y, ξ(y)→ ξ(x) + ξ(y) at rate λρ(x)ρ(y). We also assume ξ0 ≡ 1.
Formally, the generator of this linear system is
Af(ξ) =
∑
x:x∈T
[f(ξxδ)− f(ξ)] +
∑
x:x∈T
∑
y:y∼x
λρ(x)ρ(y)[f(ξxy)− f(ξ)]
for f ∈ D(A), where
ξxδ(z) =
{
ξ(x), if z 6= x,
0, if z = x.
and ξxy(z) =
{
ξ(x), if z 6= x,
ξ(x) + ξ(y), if z = x.
D(A) is the class of all continuous functions f on {0, 1, 2, · · · }T which has
continuous first partial derivatives fx with respect to ξ(x) and satisfies some
Lipschitz condition. (See section 9.1 of [10] for more details)
To see the relationship between {ξt}t≥0 and {ηt}t≥0, consider η˜t given
by η˜t(x) = I{ξt(x)≥1}. Then, η˜(x) flips from 1 to 0 at rate 1 and flips from 0
to 1 at rate
∑
y:y∼x λρ(x)ρ(y)η˜(y). As a result, η˜t = ηt (in distribution).
We now give two lemmas which are critical to get a lower bound of λe.
The former one helps us convert estimating probability into solving ODE.
The latter one is a basic fact about the simple random walk. Recall that,
Ct = {x ∈ T : ηt(x) = 1} is the set of the infected individuals at time t
and we assume C0 = {O}. Recall also that, Pλ(·) = EP
ω
λ (·) is the annealed
measure.
Lemma 3.1. For any t ≥ 0, Pdλ(Ct 6= ∅) ≤ E
d
λξt(O).
Proof. By the self duality of the contact process (we give a proof in
Appendix 5.2 ), ∀ω ∈ Ω and t ≥ 0,
Pωλ (Ct 6= ∅) = P
ω
λ (ηt(O) = 1).
Consequently, Pdλ(Ct 6= ∅) = P
d
λ(ηt(O) = 1).
Hence, Lemma 3.1 follows from the relationship between {ξt}t≥0 and
{ηt}t≥0 and the Markov
′s Inequality :
P
d
λ(ηt(O) = 1) = P
d
λ(η˜t(O) = 1) = P
d
λ(ξt(O) ≥ 1) ≤ E
d
λξt(O). 
Let {Xn}n≥0 be the random walk on T with transition probability:
p(x, y) =
1
deg(x)
for y ∼ x. Suppose this random walk is with initial position X0 = O. The
law of {Xn}n≥0 is denoted by P̂ . The expectation corresponding to P̂ is
denoted by Ê. Let |x| = dT (O,x), where dT (·, ·) is the graph distance.
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Lemma 3.2. ∀x ∈ (0, 1] and n ≥ 0, Êx|Xn| ≤ [ dx
d+1 +
1
(d+1)x ]
n.
Proof. Let {Zn}n≥0 be a simple random walk on Z with initial position
0 and with transition probability: p(i, i + 1) = 1 − p(i, i − 1) = d
d+1 . Note
ExZn = [ExZ1−Z0 ]n = [ dx
d+1 +
1
(d+1)x ]
n. Hence, we get Lemma 3.2 since we
can construct a coupling of {Xn}n≥0 and {Zn}n≥0 so that |Xn| ≥ Zn for
n ≥ 0. 
We now give the proof of (2.2).
Proof of (2.2). For x ∈ T and given vertex weights {ρ(x, ω), x ∈ T}, ac-
cording to the generator A and Hille-Yosida Theorem, we have the following
linear ODE:
d
dt
Eωλ ξt(x) = −E
ω
λ ξt(x) +
∑
y:y∼x
λρ(x, ω)ρ(y, ω)Eωλ ξt(y). (3.1)
Here, we give an intuitive interpretation for (3.1). The Hille-Yosida Theorem
shows the following relationship between the semigroup and generator:
d
dt
E[f(ξt)] = E[Af(ξt)].
Now, (3.1) follows by taking f(ξ) = ξ(x). For more rigorous proof, Theorem 1.27.
in Chapter 9 of [10] is a good reference. The point of Theorem 1.27. is that
we can apply the Hille-Yosida Theorem to the general linear systems. We
can follow the same strategy of Theorem 1.27. to prove (3.1), so we omit its
proof here.
Let Gω be the T × T matrix with entries
Gω(x, y) =
{
λρ(x, ω)ρ(y, ω), x ∼ y,
0, otherwise.
and I denote the T ×T identity matrix. Then, equation (3.1) can be written
as the following linear ODE:
d
dt
Eωλ ξt = (Gω − I)E
ω
λ ξt. (3.2)
Hence, by the standard theory of ODE, (3.2) has the unique solution
Eωλ ξt = e
−tetGωξ0,
where etGω =
∑
n≥0
tnGnω
n! .
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Note ξ0 ≡ 1, then,
Eωλ ξt(O) = e
−t
∞∑
n=0
∑
x:x∈T
tnGnω(O,x)
n!
. (3.3)
For n ≥ 1, if there exists {xi; 0 ≤ i ≤ n} such that x0 = O, xi ∈ T, and
xj+1 ∼ xj for 0 ≤ j ≤ n − 1, then we take
−→x = (x0, x1, · · ·, xn) and say
−→x
is a path of length n starting at O . The set of all of such paths is denoted
by Vn. Note, a path can backtrack.
Then, by (3.3),
Eωλ ξt(O) = e
−t
∞∑
n=0
tnλn
n!
( ∑
−→x ∈Vn
n−1∏
j=0
ρ(xj , ω)ρ(xj+1, ω)
)
,
where −→x = (x0, x1, · · · , xn).
Therefore,
E
d
λξt(O) = e
−t
∞∑
n=0
tnλn
n!
( ∑
−→x ∈Vn
E
n−1∏
j=0
ρ(xj, ω)ρ(xj+1, ω)
)
. (3.4)
Note, ∀−→x = (x0, x1, · · · , xn) ∈ Vn, let
−→y = (y0, y1, · · · , y|xn|) ∈ V|xn|,
where y0 = O and y|xn| = xn. Briefly, the path
−→y is from O to xn and
does not backtrack. Then, the vertices in the path −→y are contained in the
path −→x by the structure of the tree. Set ρ˜ = ρ
M
≤ 1 and note −→y consists of
|xn|+ 1 different vertices,
E
n−1∏
j=0
ρ(xj , ω)ρ(xj+1, ω) =M
2nE
n−1∏
j=0
ρ˜(xj , ω)ρ˜(xj+1, ω)
≤M2nE
|xn|−1∏
j=0
ρ˜(yj, ω)ρ˜(yj+1, ω)
≤M2n[Eρ˜2]|xn|−1. (3.5)
Hence, by (3.4) and (3.5),
E
d
λξt(O) ≤ e
−t
∞∑
n=0
tnλn
n!
[ ∑
−→x ∈Vn
(Eρ˜2)|xn|−1
]
M2n
= e−t
∞∑
n=0
tnλnM2n
n!Eρ˜2
[ ∑
−→x ∈Vn
(Eρ˜2)|xn|
]
(3.6)
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Note, ∀x ∈ T d, the degree of x satisfies deg(x) ≤ d+ 1, then
∑
−→x ∈Vn
(Eρ˜2)|xn| ≤ (d+ 1)n
∑
−→x ∈Vn
( n−1∏
j=0
1
deg(xj)
)(
Eρ˜2
)|xn|
(3.7)
Recall the definition of the random walk {Xn}n≥1, we have,
P̂ (Xj = xj, 0 ≤ j ≤ n) =
n−1∏
j=0
1
deg(xj)
, ∀−→x = (x0, x1, · · · , xn) ∈ Vn.
Therefore,
∑
−→x ∈Vn
( n−1∏
j=0
1
deg(xj)
)(
Eρ˜2
)|xn|
= Ê[(Eρ˜2)|Xn|] (3.8)
So, by (3.7) and (3.8),∑
−→x ∈Vn
(Eρ˜2)|xn| ≤ (d+ 1)nÊ[(Eρ˜2)|Xn|]. (3.9)
Hence, by (3.6) and (3.9),
E
d
λξt(O) ≤ e
−t
∞∑
n=0
tnλnM2n(d+ 1)n
n!Eρ˜2
Ê[(Eρ˜2)|Xn|] (3.10)
Since E(ρ˜2) ∈ (0, 1], then, by Lemma 3.2,
Ê[(Eρ˜2)|Xn|] ≤ [
dE(ρ˜2)
d+ 1
+
1
(d+ 1)E(ρ˜2)
]n. (3.11)
Hence, by (3.10) and (3.11),
E
d
λξt(O) ≤ e
−t
∞∑
n=0
tnλnM2n(d+ 1)n
n!Eρ˜2
[
dE(ρ˜2)
d+ 1
+
1
(d+ 1)E(ρ˜2)
]n
=
(
E(ρ˜2)
)−1
exp
{
t
[
λM2
(
dE(ρ˜2) +
1
E(ρ˜2)
)
− 1
]}
. (3.12)
Therefore, by Lemma 3.1 and (3.12),
P
d
λ(C
O
t 6= ∅) ≤
(
E(ρ˜2)
)−1
exp
{
t
[
λM2
(
dE(ρ˜2) +
1
E(ρ˜2)
)
− 1
]}
.
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As a result, for λ < (dEρ2 + M
4
Eρ2
)−1,
lim sup
t→∞
1
t
logPdλ(C
O
t 6= ∅) ≤ λM
2
(
dE(ρ˜2) +
1
E(ρ˜2)
)
− 1
= λ(dEρ2 +
M4
Eρ2
)− 1 < 0
Thus, λc ≥ λe ≥ (dEρ
2 + M
4
Eρ2
)−1 > 0. 
4. Upper bound for λc
In this section, we use the second moments method to get an upper
bound of λc. We first consider the SIR model, which can dominate the
process ηt from below. Recall that, Pλ(·) = EP
ω
λ (·) is the annealed measure
and Ct = {x ∈ T : ηt(x) = 1} is the set of the infected individuals at time t
and we assume C0 = {O}.
Let {ζt}t≥0 be Markov process on {−1, 0, 1}
T . ∀t ≥ 0, let St = {x ∈
T : ζt(x) = 0}, It = {x ∈ T : ζt(x) = 1}, Rt = {x ∈ T : ζt(x) = −1}.
Assume that, ζ0(O) = 1 and ζ0(x) = 0 for any x 6= O when t = 0. When the
vertex weights {ρ(x, ω), x ∈ T} is given, {ζt}t≥0 flips only in the following
two situations: If x ∈ It, then ζt(x) flips to −1 at rate 1. If y is a son of x,
and x ∈ It, y ∈ St, then ζt(y) flips to 1 at rate λρ(x, ω)ρ(y, ω). Individuals
in Rt will always be in Rt. In brief, ζt is a non-backtrack contact process on
T from the root O.
This model is a generalize of the classic contact model. Rt can be in-
terpreted as the removed or quarantined individuals, so they slow down the
progression of the epidemic. Hence, It ⊆ Ct for any t ≥ 0 in the sense of
coupling (see section 2.1 of [10] for more details) when {ηt}t≥0 and {ζt}t≥0
have the same infection rate λ and vertex weights {ρ(x, ω), x ∈ T}. Hence,
∀ω ∈ Ω,
Pωλ (Ct 6= ∅,∀t ≥ 0) ≥ P
ω
λ (It 6= ∅,∀t ≥ 0),
and then, ∀λ > 0 and d ≥ 1,
P
d
λ(Ct 6= ∅,∀t ≥ 0) ≥ P
d
λ(It 6= ∅,∀t ≥ 0).
Let I∞ =
⋃
t≥0 It. Then ,
{It 6= ∅,∀t ≥ 0} = {|I∞| = +∞}.
Thus,
P
d
λ(Ct 6= ∅,∀t ≥ 0) ≥ P
d
λ(|I∞| = +∞).
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Let Ln = {x ∈ T : |x| = n, x ∈ I∞}, then
P
d
λ(|I∞| = +∞) ≥ P
d
λ(
∞⋂
n=0
{|Ln| > 0}) = lim
n→∞
P
d
λ(|Ln| > 0).
Since |Ln| is a nonnegative random variable, so by Cauchy
′s Inequality:
E
d
λ|Ln| = E
d
λ|Ln|I{|Ln|>0} ≤ (E
d
λ|Ln|
2)
1
2 (Pdλ(|Ln| > 0))
1
2 ,
Hence, by all of the above,
P
d
λ(Ct 6= ∅,∀t ≥ 0) ≥ lim
n→∞
P
d
λ(|Ln| > 0) ≥ lim sup
n→∞
(Edλ|Ln|)
2
Edλ|Ln|
2
. (4.1)
To handle with Edλ|Ln| and E
d
λ|Ln|
2, we first introduce the non-backtrack
random walk {Sn}n≥0 on T . Let S0 = O, and when Sn = x and y is any
son of x,
P (Sn+1 = y|Sn = x) =
1
d
.
Let {Ŝn}n≥0 be an independent copy of {Sn}n≥0 and both of them are
defined on (Ω˜, F˜ , P˜ ).
Now consider the first moment Edλ|Ln| and write it as the following form:
E
d
λ|Ln| = E
d
λ
∑
x:|x|=n
I{x∈I∞} =
∑
x:|x|=n
P
d
λ(x ∈ I∞). (4.2)
Now, fix some x ∈ T , |x| = n and consider Pdλ(x ∈ I∞). Let {Hx}x∈T
be i.i.d exponential times with rate 1. If y is a son of x (take x → y as
briefly), let Ux,y be exponential time with rate λρ(x, ω)ρ(y, ω) (or λρ(x)ρ(y)
for simplicity). Assume all of the exponential times are independent. By the
structure of the tree, there is a unique path {O = x0 → x1 → · · · → xn = x}
such that |xn| = n. Therefore,
Pωλ (x ∈ I∞) = P
ω
λ (Uxi,xi+1 < Hxi ,∀i ∈ [0, n − 1])
=
n−1∏
i=0
[
λρ(xi, ω)ρ(xi+1, ω)
1 + λρ(xi, ω)ρ(xi+1, ω)
].
Hence,
P
d
λ(x ∈ I∞) = E
n−1∏
i=0
[
λρ(xi, ω)ρ(xi+1, ω)
1 + λρ(xi, ω)ρ(xi+1, ω)
] > 0. (4.3)
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Since {ρ(x), x ∈ T} are i.i.d. random variables, then ∀y ∈ T and |y| = n,
P
d
λ(x ∈ I∞) = P
d
λ(y ∈ I∞).
Thus, by equation (4.2) and (4.3),
E
d
λ|Ln| = d
nE
n−1∏
i=0
[
λρ(xi, ω)ρ(xi+1, ω)
1 + λρ(xi, ω)ρ(xi+1, ω)
]. (4.4)
Hence, by the definition of the non-backtrack random walk {Sn}n≥0 and
(4.4),
E
d
λ|Ln| = d
nE
n−1∏
i=0
[
λρ(Si, ω)ρ(Si+1, ω)
1 + λρ(Si, ω)ρ(Si+1, ω)
]. (4.5)
Note, in the right side of equation (4.5), we do not take the expectation
with respect to {Sn}n≥0. Hence, it is a random variable on (Ω˜, F˜ , P˜ ) and a
constant almost everywhere with respect to P˜ .
We now turn to calculate Edλ|Ln|
2. Since,
|Ln| =
∑
x:|x|=n
I{x∈Ln},
Then,
E
d
λ|Ln|
2 =
∑
x:|x|=n
∑
y:|y|=n
P
d
λ(x ∈ Ln, y ∈ Ln). (4.6)
For convenience, for any x→ u and y → v, let F (x, y;u, v) = Pωλ (Ux,u <
Hx, Uy,v < Hy). Then, we have the following result by direct calculation.
F (x, y;u, v)


= λ
2ρ(x)ρ(y)ρ(u)ρ(v)
[1+λρ(x)ρ(u)][1+λρ(y)ρ(v)] , if x 6= y,
= λρ(x)ρ(u)1+λρ(x)ρ(u) , if x = y and u = v,
≤ 2λ
2ρ2(x)ρ(u)ρ(v)
[1+λρ(x)ρ(u)][1+λρ(x)ρ(v)] , if x = y and u 6= v,
= 0, otherwise.
Now, fix x ∈ T and |x| = n, y ∈ T and |y| = n. Take x ∧ y as the
common ancestor furthest from O, and
O = x0 → x1 → · · · → xk−1 → xk = x ∧ y → z = xk+1 → · · · → xn = x,
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O = x0 = y0 → x1 = y1 → · · · → xk−1 = yk−1 → xk = yk = x ∧ y → w =
yk+1 → · · · → yn = y. By the independence of the exponential times,
P
d
λ(x ∈ Ln, y ∈ Ln) = EP
ω
λ (∀0 ≤ i ≤ n− 1, Uxi,xi+1 < Hxi , Uyi,yi+1 < Hyi)
= E[
n−1∏
i=0
F (xi, yi;xi+1, yi+1)]. (4.7)
Take Λn as the set of all non-backtrack paths with length n, then, by
(4.6) and (4.7),
E
d
λ|Ln|
2 =
∑
−→x ∈Λn
∑
−→y ∈Λn
E[
n−1∏
i=0
F (xi, yi;xi+1, yi+1)] (4.8)
where −→x = (x0, x1, · · · , xn) ∈ Λn and
−→y = (y0, y1, · · · , yn) ∈ Λn.
On the other hand, we can take −→x and −→y as an sample path of Sn and
Ŝn respectively. Note P˜ (Sn =
−→x ) = P˜ (Ŝn =
−→y ) = 1
dn
.
Therefore,
(E˜ × E)[
n−1∏
i=0
F (Si, Ŝi;Si+1, Ŝi+1)]
=
∑
−→x ∈Λn
∑
−→y ∈Λn
1
d2n
E[
n−1∏
i=0
F (xi, yi;xi+1, yi+1)]. (4.9)
Thus, by (4.8) and (25),
E
d
λ|Ln|
2 = d2n(E˜ × E)[
n−1∏
i=0
F (Si, Ŝi;Si+1, Ŝi+1)] (4.10)
As a consequence of (4.1), (4.5) and (4.10), in order that the process
survives, it suffices to show that
lim sup
n→∞
E˜
[E∏n−1i=0 F (Si, Ŝi;Si+1, Ŝi+1)
(E
∏n−1
i=0
λρ(Si)ρ(Si+1)
1+λρ(Si)ρ(Si+1)
)2
]
< +∞. (4.11)
In order to simplify (4.11), take
fn =
E
∏n−1
i=0 F (Si, Ŝi;Si+1, Ŝi+1)
(E
∏n−1
i=0
λρ(Si)ρ(Si+1)
1+λρ(Si)ρ(Si+1)
)2
.
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Note fn is a function of {Si, Ŝi : 0 ≤ i ≤ n}. So, it is a random variable on
(Ω˜, F˜ , P˜ ). We will use the notation fn(ω˜) when emphasizing the randomness
of fn. Hence, (4.11) is equivalent to
lim sup
n→∞
E˜fn(ω˜) < +∞.
We summarize the above results in the following Proposition.
Proposition 4.1. If lim supn→∞ E˜fn(ω˜) < +∞ for some λ ∈ (0,∞), then
P
d
λ(C
O
t 6= ∅,∀t ≥ 0) > 0. Hence, λc ≤ λ. 
Now we give a proposition with which we can get the proof of Theorem
2.1.
Proposition 4.2. If
(1+λM2)2
λEρ2
< d for some λ ∈ (0,∞), then
lim sup
n→∞
E˜fn(ω˜) < +∞.
Proof. Let τ = sup{n ≥ 0 : Sn = Ŝn}, then
P˜ (τ = k) =
1
dk
(1−
1
d
), ∀k ≥ 0. (4.12)
Thus, by (4.12), for s ∈ (0, d),
E˜sτ =
∞∑
k=0
sk
dk
(1−
1
d
) <∞. (4.13)
Write E˜fn(ω˜) in the following form:
E˜fn(ω˜) = E˜[fn(ω˜)I{τ<n}] + E˜[fn(ω˜)I{τ≥n}] := In + IIn.
We consider IIn first and note that on the event {τ ≥ n},
E
n−1∏
i=0
F (Si, Ŝi;Si+1, Ŝi+1) = E
n−1∏
i=0
λρ(Si)ρ(Si+1)
1 + λρ(Si)ρ(Si+1)
. (4.14)
Hence, by (4.14), on the event {τ ≥ n},
fn(ω˜) =
(
E
n−1∏
i=0
λρ(Si)ρ(Si+1)
1 + λρ(Si)ρ(Si+1)
)−1
≤
(
E
n−1∏
i=0
λρ(Si)ρ(Si+1)
1 + λM2
)−1
= [
(1 + λM2)
λEρ2
]n
Eρ2
(Eρ)2
. (4.15)
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Thus, according to (4.15),
IIn ≤ [
(1 + λM2)
λEρ2
]n
Eρ2
(Eρ)2
P (τ ≥ n) = [
(1 + λM2)
dλEρ2
]n
Eρ2
(Eρ)2
. (4.16)
Hence, by (4.16), IIn is bounded when
(1 + λM2)
dλEρ2
≤ 1. (4.17)
Now, we turn to handle with In and notice on {τ < n},
fn(ω˜) =
E[
∏τ
i=0 F (Si, Ŝi;Si+1, Ŝi+1)]E[
∏n−1
i=τ+1 F (Si, Ŝi;Si+1, Ŝi+1)]
{E
∏τ
i=0[
λρ(Si)ρ(Si+1)
1+λρ(Si)ρ(Si+1)
]}2{E
∏n−1
i=τ+1[
λρ(Si)ρ(Si+1)
1+λρ(Si)ρ(Si+1)
]}2
.
(4.18)
(The product over the empty set is taken to be 1.)
Since {ρ(x), x ∈ T} is an i.i.d. sequence, then,
E
n−1∏
i=τ+1
[
λρ(Si)ρ(Si+1)
1 + λρ(Si)ρ(Si+1)
] = E
n−1∏
i=τ+1
[
λρ(Ŝi)ρ(Ŝi+1)
1 + λρ(Ŝi)ρ(Ŝi+1)
], (4.19)
E[
n−1∏
i=τ+1
F (Si, Ŝi;Si+1, Ŝi+1)]
=E
n−1∏
i=τ+1
[
λρ(Si)ρ(Si+1)
1 + λρ(Si)ρ(Si+1)
]E
n−1∏
i=τ+1
[
λρ(Ŝi)ρ(Ŝi+1)
1 + λρ(Ŝi)ρ(Ŝi+1)
]. (4.20)
So by (4.18), (4.19) and (4.20), on {τ < n},
fn(ω˜) =
E[
∏τ
i=0 F (Si, Ŝi;Si+1, Ŝi+1)]
{E
∏τ
i=0[
λρ(Si)ρ(Si+1)
1+λρ(Si)ρ(Si+1)
]}2
.
Denote E[
∏τ
i=0 F (Si, Ŝi;Si+1, Ŝi+1)] by In,1 and {E
∏τ
i=0[
λρ(Si)ρ(Si+1)
1+λρ(Si)ρ(Si+1)
]}2
by In,2. Then,
In = E˜
[ In,1
In,2
I{τ<n}
]
. (4.21)
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For In,1, note that Sτ = Ŝτ and Sτ+1 6= Ŝτ+1, then
F (Sτ , Ŝτ ;Sτ+1, Ŝτ+1) ≤
2λ2ρ2(Sτ )ρ(Sτ+1)ρ(Ŝτ+1)
[1 + λρ(Sτ )ρ(Sτ+1)][1 + λρ(Ŝτ )ρ(Ŝτ+1)]
≤ 2λ2M2ρ(Sτ+1)ρ(Ŝτ+1). (4.22)
Hence, by (4.22) and the independence of {ρ(x), x ∈ T},
In,1 = E[F (Sτ , Ŝτ ;Sτ+1, Ŝτ+1)
τ−1∏
i=0
F (Si, Ŝi;Si+1, Ŝi+1)]
≤ E
[ τ−1∏
i=0
λρ(Si)ρ(Si+1)
1 + λρ(Si)ρ(Si+1)
(
2λ2M2ρ(Sτ+1)ρ(Ŝτ+1)
)]
≤ 2λ2M2E[
τ−1∏
i=0
λρ(Si)ρ(Si+1)]{Eρ(Sτ+1)}
2
= 2M2(Eρ)4λ2+τ (Eρ2)τ−1. (4.23)
Therefore, by (4.23), we get the upper bound of In,1:
In,1 ≤ 2M
2(Eρ)4λ2+τ (Eρ2)τ−1. (4.24)
For In,2,
In,2 = {E
τ∏
i=0
[
λρ(Si)ρ(Si+1)
1 + λρ(Si)ρ(Si+1)
]}2
≥ {E
τ∏
i=0
[
λρ(Si)ρ(Si+1)
1 + λM2
]}2
= (Eρ)4(
λ
1 + λM2
)2τ+2(Eρ2)2τ . (4.25)
Thus, by (4.24) and (4.25), on {τ < n},
In,1
In,2
≤ C(λ,M)[
(1 + λM2)2
λEρ2
]τ , (4.26)
where C(λ,M) = 2M2(1 + λM2)2(Eρ2)−1 > 0.
Hence, by (4.21) and (4.26),
In ≤ C(λ,M)E˜
{
[
(1 + λM2)2
λEρ2
]τI{τ<n}
}
≤ C(λ,M)E˜
{
[
(1 + λM2)2
λEρ2
]τ
}
. (4.27)
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Thus, by (4.13) and (4.27), In is bounded when
(1 + λM2)2
dλEρ2
< 1. (4.28)
Hence, Proposition 4.2 follows from (4.17) and (4.28). 
In section 3, we have shown (2.2). Proposition 4.1 and Proposition
4.2 show that, if (1+λM
2)2
λEρ2
< d for some λ ∈ (0,∞), then, λe ≤ λc ≤ λ <∞.
Hence, we accomplish the proof of Theorem 2.1.
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5. Appendix
5.1. The process is a spin system
To see {ηt}t≥0 is a spin system, note that
c(x, η) ≤ max{1, λM2(d+ 1)}.
Thus c(x, η) is a uniformly bounded nonnegative function. For each
x ∈ T, ξ(u) = η(u) for u ∈ {x}
⋃
{y : y ∼ x} when ξ is close enough to η by
the topology of {0, 1}T .
Hence c(x, ξ) = c(x, η) for all ξ close enough to η. So c(x, η) is continuous
in η for each x.
Then consider the following supremum:
sup
x∈T
∑
u∈T
sup
η∈X
|c(x, η) − c(x, ηu)|,
where ηu ∈ X is defined by
ηu(v) =
{
η(v), if v 6= u,
1− η(v), if v = u.
Hence, ∀x ∈ T :
If u ∼ x,
sup
η∈X
|c(x, η) − c(x, ηu)| = λρ(x)ρ(u) ≤ λM
2, (5.1)
and the supremum is taken when η(x) = 0.
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If u = x,
sup
η∈X
|c(x, η) − c(x, ηu)| ≤ max{1, λM
2(d+ 1)− 1}, (5.2)
If u 6= x and is not a neighbor of x, it is obvious that
sup
η∈X
|c(x, η) − c(x, ηu)| = sup
η∈X
0 = 0. (5.3)
Hence by (5.1), (5.2) and (5.3),
sup
x∈T
∑
u∈T
sup
η∈X
|c(x, η) − c(x, ηu)| <∞.
Then according to Chapter 3 of [10], {ηt}t≥0 is a spin system. 
5.2. Duality for the process
∀ω ∈ Ω and t ≥ 0, we have the following self duality for our contact
process {ηt}t≥0 with initial state η0 ≡ 1:
Pωλ (Ct 6= ∅) = P
ω
λ (ηt(O) = 1), (5.4)
where Ct = {x ∈ T : ηt(x) = 1} is the set of the infected individuals at time
t and we assume C0 = {O}.
Proof. In this model, {ηt}t≥0 has the following transition measure :
c(x, η) =
{
1, if η(x) = 1,
λ
∑
y:y∼x ρ(x)ρ(y)η(y), if η(x) = 0.
Let
c(x) = 1 + λ
∑
u:u∼x
ρ(x)ρ(u),
p(x,∅) =
1
1 + λ
∑
u:u∼x ρ(x)ρ(u)
,
p(x, {x, y}) =
λρ(x)ρ(y)
1 + λ
∑
u:u∼x ρ(x)ρ(u)
, when y ∼ x,
p(x,A) = 0, otherwise,
and Y = {A : A ⊂ T, |A| <∞}.
Define the dual function
H(η,A) = Πx∈A[1− η(x)].
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(The product over the empty set is taken to be 1.)
Then the rates c(x, η) can be written in the form:
c(x, η) = c(x){[1 − η(x)] + [2η(x) − 1]
∑
A∈Y
p(x,A)H(η,A)}.
Hence, by Chapter 3 of [10] there is a coalescing dual process {At}t≥0
on Y with generator:
Af(A) =
∑
x:x∈A
[f(A\x)− f(A)] +
∑
x:x∈A
∑
y:y∼x
λρ(x)ρ(y)[f(A ∪ {y})− f(A)]
for f ∈ C(Y ), then we know the dual chain {At}t≥0 is exactly the contact
process {Ct}t≥0 itself.
Thus, we get the following duality by Theorem 4.13. in Chapter 3 of
[10]: For every η ∈ X, A ∈ Y and t ≥ 0,
S(t)H(·, A)(η) = EAH(η,At), (5.5)
where S(t) is the Markov Semigroup of the process {ηt}t≥0.
Now take η = η0 and A = {O} in equation (5.5), we get instantly the
dual equality (5.4) by the definition of the dual function H.
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