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Abstract
Name: Ghulam Murshed Arshed
Title: Transiently Developing Free and Opposing Jets in Relation
to Gas-Assisted Laser Evaporative Heating Process
Major Field: Mechanical Engineering
Date of Degree: MAY 2003
Laser finds wide application in industry due to its precision of operation, low cost,
and local processing. Since the laser machining is involved with complex physical
processes, the modeling of laser induced heating gives insight into the physical
processes involved. Moreover, model studies reduce the experimental cost and provide
parametric data for heating optimization.
Laser heating of solid substrate surface results in evaporated vapor jet, which emanates
from the surface. Depending upon the magnitude of laser beam intensity, the
evaporated vapor jet develops transiently, which implies that the velocity profile of the
jet varies spatially and temporally. In practical laser heating process an assisting gas
jet coaxial with the laser beam impinges onto the transiently developing vapor jet. In
the present study, a high temperature transiently developing helium jet, imitating the
vapor ejection from a laser induced cavity, and an opposing steady air jet, resembling
the assisting gas jet, are modeled numerically. Since the thermophysical properties
of the evaporating surface are not known in the open literature, helium at high
temperature is considered as the transiently developing jet. In order to predict the
flow, temperature, and species mass fraction fields, the governing equations are solved
numerically using the finite volume method. To validate the present computational
model, the simulation conditions are changed and the predictions are compared with
the experimental results available in the literature.
It is found that the assisting air jet influences considerably the flow field in the region
close to the transiently developing jet. In the early stage transiently developing jet
expands in the axial direction and as the time progresses radial expansion of the jet
dominates due to the assisting air jet which suppresses the transiently developing
jet expansion in the axial direction; in which case, a circulation cell next to the
assisting air jet boundary is developed. The radial jet developed due to opposing of
transiently developing and assisting air jets behaves similar to the free jet, and the
transiently developing jet characteristics do not aﬀect considerably the radial free jet
characteristics.
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King Fahd University of Petroleum and Minerals
MAY 2003
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وﺑﻤﺎ أن ﻋﻤﻠﻴﺔ اﻟﺘﺼﻨﻴﻊ ﺑﻮاﺳﻄﺔ اﻟﻠﻴﺰر ﺕﺘﻀﻤﻦ ﺕﻌﻘﻴﺪات ﻓﻴﺰﻱﺎﺋﻴﺔ ، ﻓﺈن ﻥﻤﺬﺟﺔ اﻟﺘﺴﺨﻴﻦ ﺑﻮاﺳﻄﺔ . واﺳﻌﺔ ﻓﻲ اﻟﺼﻨﺎﻋﺔ 
 ذﻟﻚ ﻓﺈن دراﺳﺎت اﻟﻨﻤﺬﺟﺔ ﺕﻘﻠﻞ ﻣﻦ اﻟﺘﻜﻠﻔﺔ اﻟﻤﺨﺒﺮﻱﺔ ﺑﺎﻹﺽﺎﻓﺔ إﻟﻰ . اﻟﻠﻴﺰر ﺕﻌﻄﻲ ﻣﺪﺧﻞ إﻟﻰ ﻓﻴﺰﻱﺎﺋﻴﺔ ﻋﻤﻠﻴﺔ اﻟﺘﺼﻨﻴﻊ 
 . ﻟﻠﻮﺻﻮل إﻟﻰ أﻓﻀﻞ ﺣﺎﻟﺔ ﺕﺴﺨﻴﻦ ﺑﻮاﺳﻄﺔ اﻟﻠﻴﺰر ( ﺑﺎراﻣﻴﺘﺮك ) وﺕﺰود اﻟﺒﺎﺣﺚ ﺑﻤﻌﻠﻮﻣﺎت ﺕﺤﺖ ﺣﺎﻻت ﻣﺨﺘﻠﻔﺔ 
اﻋﺘﻤﺎدا ﻋﻠﻰ ﻣﻘﺪار آﺜﺎﻓﺔ ﺷﻌﺎع . ﻥﺘﻴﺠﺔ إﻟﻰ ﺕﺴﺨﻴﻦ أﺳﺎس اﻟﺴﻄﺢ اﻟﺼﻠﺐ ﺑﺎﻟﻠﻴﺰر ﻓﺈن ﺑﺨﺎر ﻥﻔﺎث ﻱﻨﺒﻌﺚ ﻣﻨﻪ 
.  اﻟﻤﻨﺒﻌﺚ ﻱﺘﻐﻴﺮ ﻣﻊ اﻟﻮﻗﺖ وهﺬا ﻱﻌﻨﻲ ﺑﺄن ﺷﻜﻞ ﺳﺮﻋﺔ اﻟﺒﺨﺎر اﻟﻨﻔﺎث ﺕﺘﻐﻴﺮ ﻣﻊ اﻟﻔﺮاغ واﻟﺰﻣﻦ ثﺨﺎر اﻟﻨﻔﺎ اﻟﻠﻴﺰر ﻓﺈن اﻟﺒ 
ﻱﺮﺕﻄﻢ ﻣﻊ اﻟﺒﺨﺎر اﻟﻨﻔﺎث , ﻓﻲ اﻟﺘﻄﺒﻴﻘﺎت اﻟﻌﻤﻠﻴﺔ ﻟﻠﺘﺴﺨﻴﻦ ﺑﺎﻟﻠﻴﺰر ﻱﻮﺟﺪ ﻏﺎز ﻥﻔﺎث ﻣﺴﺎﻋﺪ ﻓﻲ ﻥﻔﺲ ﻣﺤﻮر ﺷﻌﺎع اﻟﻠﻴﺰر 
م وﻣﺘﻐﻴﺮ ﻣﻊ اﻟﻮﻗﺖ ذو درﺟﺔ ﺣﺮارة ﻋﺎﻟﻴﺔ ، ﻱﻤﺜﻞ اﻟﺒﺨﺎر ﻓﻲ اﻟﺪراﺳﺔ اﻟﺤﺎﻟﻴﺔ ﺕﻢ ﻥﻤﺬﺟﺔ ﻏﺎز هﻠﻴﻮم ﻥﻔﺎث ﻥﺎ . اﻟﻤﺘﻐﻴﺮ
ﻥﻈﺮا . آﻤﺎ ﺕﻢ ﻥﻤﺬﺟﺔ هﻮاء ﻥﻔﺎث ﻣﻨﺘﻈﻢ ﻣﻊ اﻟﻮﻗﺖ ﻣﻌﺎآﺲ ﻟﻠﻬﻠﻴﻮم . اﻟﻤﻨﺒﻌﺚ ﻣﻦ اﻟﺘﺠﻮﻱﻒ اﻟﻤﺴﺘﺤﺚ ﺑﻮاﺳﻄﺔ اﻟﻠﻴﺰر 
ﻟﻜﻮن اﻟﺨﻮاص اﻟﻔﻴﺰﻱﺎﺋﻴﺔ اﻟﺤﺮارﻱﺔ ﻟﻠﺴﻄﺢ اﻟﻤﺘﺒﺨﺮ ﻏﻴﺮ ﻣﻌﺮوﻓﺔ ﻓﻲ اﻟﺒﺤﻮث اﻟﻤﻨﺸﻮرة ، ﻓﺈن اﻟﻬﻠﻴﻮم ﻋﻨﺪ درﺟﺔ 
ﻟﻜﻲ ﻱﻤﻜﻦ اﻟﺘﻨﺒﺆ ﺑﻤﺠﺎﻻت اﻻﻥﺴﻴﺎب واﻟﺤﺮارة ، ﻓﺈن . ﺮارة اﻟﻌﺎﻟﻴﺔ اﺧﺘﻴﺮ ﻟﻴﻤﺜﻞ اﻟﻐﺎز اﻟﻨﻔﺎث اﻟﻤﺘﻨﺎﻣﻲ ﻣﻊ اﻟﻮﻗﺖ اﻟﺤ
وﻹﺟﺎزة اﻟﻨﻤﻮذج اﻟﺤﺴﺎﺑﻲ ﻓﺈن ﺣﺎﻻت . اﻟﻤﻌﺎدﻻت اﻟﻤﺘﻌﻠﻘﺔ ﺑﺬﻟﻚ ﺕﻢ ﺣﻠﻬﺎ ﺣﺴﺎﺑﻴﺎ ﺑﺎﺳﺘﺨﺪام ﻃﺮﻱﻘﺔ اﻟﺘﺤﻜﻢ ﺑﺎﻟﺤﺠﻢ 
 .رﻥﺘﻪ ﻣﻊ اﻟﻨﺘﺎﺋﺞ اﻟﻌﻤﻠﻴﺔ اﻟﻤﻮﺟﻮدة ﻓﻲ اﻟﺒﺤﻮثاﻟﻤﺤﺎآﺎة ﺕﻢ ﺕﻐﻴﻴﺮهﺎ وﻥﺘﻴﺠﺔ هﺬا اﻟﺘﻐّﻴﺮ ﺕﻤﺖ ﻣﻘﺎ
 ﻓﻲ هﺬﻩ اﻟﺪراﺳﺔ وﺟﺪ أن اﻟﻬﻮاء اﻟﻨﻔﺎث ﻱﺆﺛﺮ ﺑﺸﻜﻞ آﺒﻴﺮ ﻋﻠﻰ ﻣﺠﺎﻻت اﻟﺘﺪﻓﻖ ﻓﻲ اﻟﻤﻨﻄﻘﺔ اﻟﻘﺮﻱﺒﺔ ﻣﻦ اﻟﻬﻠﻴﻮم  
ﻓﻲ اﻟﻤﺮﺣﻠﺔ اﻟﺒﺪاﺋﻴﺔ ﻓﺈن اﻟﻨﻔﺎث اﻟﻨﺎﻣﻲ ﻱﺘﻤﺪد ﻓﻲ اﻻﺕﺠﺎﻩ اﻟﻤﺤﻮري وآﻠﻤﺎ ﺕﻘﺪم اﻟﻮﻗﺖ ﻓﺈن اﻟﺘﻤﺪد . اﻟﻨﻔﺎث اﻟﻤﺘﻨﺎﻣﻲ 
ﻓﻲ هﺬﻩ اﻟﺤﺎﻟﺔ ﺕﻨﺘﺞ . ﻘﻄﺮي ﻟﻠﻨﻔﺎث ﻱﺼﺒﺢ أآﺜﺮ ﺣﻀﻮرا ﻷن ﻥﻔﺎث اﻟﻬﻮاء اﻟﻤﺴﺎﻋﺪ ﻱﺤﺼﺮ اﻟﻨﻔﺎث اﻟﻨﺎﻣﻲ اﻟﻤﺤﻮري اﻟ
واﻟﻨﻔﺎث اﻟﻘﻄﺮي اﻟﻨﺎﺕﺞ ﺑﺴﺒﺐ اﻟﻨﻔﺎث اﻟﻤﺘﻨﺎﻣﻲ ﻣﻊ اﻟﻮﻗﺖ وﻥﻔﺎث اﻟﻬﻮاء . ﺧﻠﻴﺔ دوران ﺑﺠﺎﻥﺐ اﻟﻬﻮاء اﻟﻨﻔﺎث اﻟﻤﺘﻨﺎﻣﻲ 
 ﺑﺸﻜﻞ ﻣﻌﺘﺒﺮ ﻋﻠﻰ ﺧﻮاص ﺮﺔ ﻟﺨﻮاص اﻟﻨﻔﺎث اﻟﻤﺘﻨﺎﻣﻲ ﻓﻬﻲ ﻻ ﺕﺆﺛ اﻟﻤﺴﺎﻋﺪ ، ﻱﺸﺒﻪ ﻓﻲ ﺳﻠﻮآﻪ اﻟﻨﻔﺎث اﻟﺤﺮ ، وأﻣﺎ ﺑﺎﻟﻨﺴﺒ 
 . اﻟﻨﻔﺎث اﻟﻘﻄﺮي اﻟﺤﺮ 
 
 درﺟﺔ اﻟﻤﺎﺟﺴﺘﻴﺮ ﻓﻲ اﻟﻌﻠﻮم
 ﺟﺎﻣﻌﺔ اﻟﻤﻠﻚ ﻓﻬﺪ ﻟﻠﺒﺘﺮول و اﻟﻤﻌﺎدن
 اﻟﻈﻬﺮان اﻟﻤﻤﻠﻜﺔ اﻟﻌﺮﺑﻴﺔ اﻟﺴﻌﻮدﻱﺔ
 رﺑﻴﻊ اﻷول هــ , 3002ﻣﺎﻱﻮ 
Nomenclature
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)
ev0 velocity correction along r-direction (m
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)
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)
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)
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)
eV Favre-averaged velocity magnitude (m
s
)
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xxii
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α closure constants in Eq. (3.20)
αeu,αev,αp under-relaxation factors
γ specific heat ratio of a mixture (cp/cv)
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¡
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¢
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² dissipation rate of turbulence kinetic energy
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´
²in dissipation rate of turbulence kinetic energy at the jet inlet³
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¢
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¡
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¢
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σ laminar Prandtl number
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τ ij time-averaged stress tensor (Pa)
τw wall shear stress (Pa)
φ arbitrary variable
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∀ volume (m3)
xxiii
subscripts
amb ambient
in inlet
i, j arbitrary direction
i, j, k indices used to represent diﬀerent species
i, j indices used in grid staggering
I, J indices used in grid staggering
P a typical node in the computational domain
o maximum
t turbulent
w wall
N,S,E,W nodes around a control volume
n, s, e, w interface of a node to its north, south, east, or west
Chapter 1
INTRODUCTION
The word laser is an acronym for “Light Amplification by Stimulated Emission of
Radiation”. Albert Einstien in 1917 showed the process of stimulated emission must
exist but it was not until 1960 that T.H. Maiman first achieved laser action at optical
frequencies in ruby. The basic principles and construction of a laser are relatively
straightforward and is somewhat surprising that the invention of the laser was so
long delayed.
In the time which has elapsed since Maiman first demonstrated laser action in
ruby in 1960, the applications of lasers have multiplied to such an extent that almost
all aspects of our daily life are touched upon by lasers. They are used in many types of
industrial processing, engineering, meteorology, scientific research, communications,
holography, medicine and for military purposes.
The laser is a unique source of radiation capable of delivering intense coherent
electromagnetic fields in the spectral range between the ultraviolet and the far in-
frared. This laser beam coherence is manifested in two ways: i) it possesses good
temporal coherence qualities since it is highly monochromatic, and ii) it is spatially
coherent - as evidenced by the nearly constant phase wave front and directionality of
1
2the emitted light. The temporal coherence of the laser is a measure of the ability of
the beam to produce interference eﬀects as a result of diﬀerences in path lengths and
is, therefore, important for such applications as interferometry and holography. The
spatial coherence is particularly important for power applications where it provides
the capability of focusing all the laser’s available output energy into an extremely
spot size. Thus power densities, which are unattainable with any other source of
light, can be attained.
Spatial and temporal coherence are properties that have long been recognized
as indispensable for various industrial and laboratory applications. Long before the
advent of the laser, light possessing various degrees of coherence could be obtained by
filtering ordinary light. However, the filtering process resulted in an output beam of
such low intensity as to render such techniques useless in most practical applications.
It remained for the laser, with its inherent properties of coherence and high intensity,
to demonstrate the applicability of optical electromagnetic radiation to numerous new
technologies.
1.1 Types of Lasers
There are mainly four broad classes of lasers available classified on the basis of
lasing medium. These include gas lasers, solid state lasers, semiconductor lasers and
organic dye lasers.
31.1.1 Gas Lasers
Gas lasers utilize a gaseous material as the active laser medium. They can provide
continuous beam of laser in some cases. There are three subcategories of gas lasers,
which are neutral gas lasers: helium-neon lasers, argon lasers, krypton lasers and
xenon lasers; ionized gas lasers: argon ion lasers, krypton ion lasers and helium-
cadmium lasers; and molecular lasers: carbon dioxide lasers, fast gas transport CO2
lasers, gas dynamic lasers, nitrogen lasers and carbon monoxide lasers.
1.1.2 Solid State Lasers
The solid-state laser is characterized by active media involving ions of an impurity
in some solid host material. The laser material is in the form of a cylindrical rod with
the ends polished, flat and parallel. The ions commonly employed are either ions of
the transition metals such as chromium, manganese. Cobalt and nickel or of rare
earth element. The host material in which these impurity elements are embedded
tend to be hard, gemlike crystalline materials, or alternatively glasses. The typical
examples are ruby lasers, Nd: YAG lasers and Nd: glass lasers.
1.1.3 Semiconductor Lasers
A semiconductor laser uses a small chip of semiconductor material. In size and
appearance it is similar to transistor. Examples are GaAs lasers, ZnS lasers, ZnO
lasers and CdS lasers.
41.1.4 Organic Dye Lasers
These lasers employ liquid solutions of certain dye materials. The dye materials
are relatively complex organic molecules with molecular weights of several hundred.
These materials are dissolved in organic solvents commonly methyl alcohol. Thus,
the active material for dye lasers is liquid.
1.2 Interaction of Laser with Materials
Laser application areas have been mentioned above and among them our focus is
on laser machining of materials.
When a laser beam falls on the surface of a substrate, part of it is absorbed and
part of it is reflected. The energy that is absorbed begins to generate a heat-aﬀected
zone where the microstructure of the substrate material may alter. Depending upon
the time scale of interaction of laser with the material and the intensity (power per
unit area) of the laser, the material may undergo sublimation, melting or both melt-
ing and vaporization. The phenomena of sublimation takes place when a very high
intensity (of the order of 1013 W/m2) and short pulse of the order of 10 nanoseconds)
laser beam strikes the surface of the substrate. On the other hand, the phenomenon
of melting takes place when a low intensity (of the order of 109 W/m2 or less) and long
pulse (of the order of milliseconds) laser strikes the surface of the substrate. However,
the phenomena of melting and vaporization both occur when laser beam of intensity
of the order of 1011 W/m2 and pulse of the order of several hundred milliseconds
5strikes the surface of the substrate.
The sketch (Fig. 1.1) shows the interaction of the laser with the material. The
sketch shows that when a laser beam strikes the surface of the substrate material it
undergoes heating and subsequent phase change processes. There are various regimes
as indicated in the sketch; a melt pool which is the region between solid-liquid interface
and liquid-vapor interface, a zone of mixture of molten material and vapor which is
above the liquid-vapor region, a vapor jet zone (6− 9 mm) which is above the initial
surface of the material, and the retarding zone which is about 21− 24 mm above the
vapor jet zone.
Such localized heating can produce an enormous amount of thermal stress to
cause fracture in the material if the thermal stress exceeds the fracture strength of
the material. Mechanical damage can also be caused to the substrate material due
to the shock waves generated during laser-material interaction. The shock waves are
produced due to the recoil pressure of the vapor generated during rapid vaporization.
Also continuous exposure of the vapor to the laser beam may lead to formation of
plasma which, in turn, interacts with the laser beam to generate shock waves.
Depending upon the assisting matter used in the process (e.g. gas, liquid or
powder), which influences the process (i.e., cools, removes melt, reacts etc.), chemical
reactions may take place between the assisting matter and the workpiece if they are
chemically reactive. This results in the activation of the various phenomena such as
burning, sintering, soldering, alloying, etc.
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Figure 1.1: Sketch showing laser heating of a solid surface and subsequent phase
change processes.
71.2.1 Classification of Laser Heating
Laser heating of the engineering metals is involved with two processes.
• Conduction-limited laser heating.
• Non-conduction-limited laser heating.
1.2.1.1 Conduction-Limited Laser Heating
If the substrate material remains solid and no phase change occurs during laser
heating then the heating process is called conduction-limited laser heating. The
typical examples are laser heat treatment, laser hardening, laser fracturing and laser
sheet bending.
1.2.1.2 Non-Conduction-Limited Laser Heating
Laser heating process in which phase change of the substrate material is involved
is called non-conduction-limited laser heating. The typical examples are laser welding,
laser drilling, laser cutting, laser grooving, laser scribing, laser marking, laser shock
processing and laser surface alloying.
1.2.2 Advantages of Laser Machining
Laser oﬀers the following advantages in material processing:
1. There is no mechanical contact with the work-piece material and contamination
problems are reduced.
2. The heat-aﬀected zone surrounding the area is small.
83. The laser works well with hard, brittle materials or refractory materials, and
it can sometimes work for joining dissimilar metals, which are diﬃcult to weld by
conventional techniques.
4. Small hole-diameters in case of drilling can be achieved.
5. The operation is very fast, occurring in approximately 10−12 − 10−3 sec . with
pulse lasers.
6. The processing is readily adapted to automation.
7. No welding electrodes are required in case of laser welding.
8. Extremely small welds may be accomplished on delicate materials.
9. Inaccessible areas or even encapsulated materials can easily be reached with
laser beam.
10. Higher power per unit area can be delivered by laser beam as compared to
that by any other thermal source.
11. No vacuum is required. For most applications the work can be done in
any atmosphere, although for some reactive metals a shielding atmosphere may be
desirable.
1.2.3 Disadvantages of Laser Machining
There are also some disadvantages as follows:
1. The main disadvantage is that it is a thermal process which limits its use to
only particular applications.
2. The control of size and tolerances on laser-produced holes is not perfect.
93. The sizes of the pieces that can be welded are relatively small and the depth
of penetration is limited, except for multi-kilowatt lasers.
4. The depth of penetration for laser-produced holes is limited, although repeated
shots can increase the depth.
5. Re-condensation of vaporized material occurs on the walls and on the lip of
the hole, forming a raised rim around the entrance.
6. The walls of the holes are sometimes rough.
7. The cross-sections of laser-produced holes are not completely round, and the
holes taper from the entrance to the exit sides.
8. In laser welding, careful control of the pulse parameters is required to prevent
vaporization of the surfaces.
9. In some cases the costs are high.
1.2.4 Formation of Jet and the Use of Assisting Gas During
Laser Heating
In the case of non-conduction limited heating process, an assisting gas is used;
provided that assisting gas has two fold eﬀects i) shields the laser irradiated region
from the oxidation reaction, and ii) results in high temperature exothermic reaction
enhancing the energy available at the irradiated region. When modeling the heating
process, therefore, the eﬀect of assisting gas should be considered. Moreover, during
the non-conduction limited heating process, a cavity is formed due to the recession of
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the surface. Consequently, the size of the cavity increases as the heating progresses.
In this case, change of molten state into a vapor state results in vapor molecules with
excessive velocity departing from the cavity wall. This in turn generates an excessive
recoil pressure in the cavity. The mass removed from the cavity, due to the departure
of the evaporated molecules, enhances the recession velocity of the cavity wall, which
in turn enlarges the cavity size. As this process evolves, a drilled through-hole or a
cut is resulted. Consequently, when modeling the evaporation process, the flow of
vapors from the cavity should be included in the analysis.
1.3 Scope of the Present Study
Laser heating of solid substrate surface results in evaporated vapor jet, which
emanates from the surface. Depending upon the magnitude of laser beam intensity,
the evaporated vapor jet develops transiently, which implies that the jet properties
including the velocity profile of the jet vary spatially and temporally. In practical
laser heating process an assisting gas jet coaxial with the laser beam impinges onto
the transiently developing vapor jet. In the present study, a high temperature tran-
siently developing helium jet, imitating the vapor ejection from a laser induced cavity,
and an opposing steady air jet, resembling the assisting gas jet, are modeled numeri-
cally. Since the thermophysical properties of the evaporating surface are not known
in the open literature, helium at high temperature is considered as the transiently
developing jet. In order to predict the flow, temperature and mass fraction fields,
the governing equations are solved numerically using the finite volume method. The
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grid independent solution will be assured by laying the physical domain onto a prop-
erly oriented and spaced mesh system. To validate the present computational model,
the simulation conditions are changed and the predictions are compared with the
experimental results available in the literature.
Chapter 2
LITERATURE SURVEY
2.1 Introduction
There is a great variety of jet flows in nature. Examples of such flows of paramount
importance are jet impingement on the surface, free-jets, jets in cross-flow, opposing
jets, etc. The literature on jet impingement on the surface, free-jets and jets in cross-
flow is large except on developing transient turbulent jet. As will become evident in
this survey, the type of free jet and opposing jet considered in the present study has
not been adequately investigated either experimentally or theoretically. Nevertheless,
limited literature does exist and will be mentioned. One of the main reasons why these
developing transient turbulent jet and opposing jets are important in the present study
is as follows; the former is actually the outcome of laser ablation of the metal surface
and the latter is the result of applying the assisting cool gas jet (with diﬀerent material
composition, say air, from that of developing transient turbulent jet evolving from the
ablated metal surface) impinging onto the high-temperature transient jet. With the
perception of the idea that impingement process will take place in the present work,
though impingement of two opposing jets, it will not be irrelevant if some background
regarding the jet impingement on various types of surfaces is given in the literature
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survey. Therefore, in the literature survey the relevant and the logical way is to
describe jet impingement first, then the free-jets, and finally the opposing jets.
The laser heating process in which the material does not undergo phase change is
known as conduction limited heating process. The conduction limited heating is, of
course, not the issue in the present study and therefore the focus of the study is lim-
ited to the other type of laser heating process known as non-conduction limited laser
heating process. In non-conduction limited laser heating process, such as drilling,
material undergoes solid heating, melting and evaporation. The evaporating front
forms a transient jet emanating from the surface of the substrate material. Conse-
quently, laser non-conduction limited heating process is involved with melting and
cavity formation inside the substrate material and expansion of the evaporated sur-
face. Considerable research studies were carried out to examine the physical processes
involved during non-conduction limited heating process and a few are presented in
the last section of this survey.
2.1.1 Jet Impingement
The flow and heat transfer characteristics of impinging laminar jets issuing from
rectangular slots of diﬀerent aspect ratios were investigated numerically by Sezai and
Mohamad [1] through the solution of three-dimensional Navier-Stokes and energy
equations in steady state. The three-dimensional simulation revealed the existence of
pronounced stream-wise velocity oﬀ-center peaks near the impingement plate. Fur-
thermore, they also investigated the eﬀect of these oﬀ-center velocity peaks on the
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Nusselt number distribution. They detected interesting three-dimensional flow struc-
tures that could not be predicted by two-dimensional simulations.
Numerical investigation of heat transfer under confined impinging turbulent slot
jets was carried out by Tzeng et al [2]. They employed eight turbulence models,
including one standard and seven low-Reynolds-number k − ε models, and tested
them to predict the heat transfer performance of multiple impinging jets. Their
validation results indicated that the prediction by each turbulence model depended
on grid distribution and numerical scheme used in spatial discretization. Besides,
they set spent fluid between the impinging jets to reduce the cross-flow eﬀect in
degradation of the heat transfer of downstream impinging jets. They showed that the
overall heat transfer performance could be enhanced by proper spent fluid removal.
Seyedein et al [3] presented results of numerical simulation of the steady turbulent
flow field and impingement heat transfer due to three and five turbulent heated slot
jets discharging normally into a confined channel. They used both the Lam-Bremhorst
low Reynolds number and the standard high Reynolds number versions of k − ε
turbulence models to model the turbulent multi-jet flow. They found that Lam-
Bremhorst model over-estimated the normalized heat transfer coeﬃcient, while the
standard high Reynolds number model under-estimated it.
Yang and Shyu [4] presented numerical predictions on the fluid flow and heat
transfer characteristics of multiple impinging slot jets with an inclined confinement
surface. They used two turbulence models to describe the turbulent structure: the
standard k−ε turbulent model associated with wall function and the Lam-Bremhorst
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version of the low-Re k− ε model. The numerical results showed that the maximum
local Nusselt number and maximum pressure on the impinging surface moved down-
stream while the inclination angle was increased. The maximum local Nusselt number
decreased while the value of the local Nusselt number downstream increased with in-
creasing inclination angle. They also noted the calculated streamline contours, in
that the entrance Reynolds number had little eﬀect on the size of the re-circulation
region but the inclination angle had a significant eﬀect on the re-circulation zones.
They found inclination of the confined surface to accelerate the fluid flow leveled the
local Nusselt number distribution on the impingement surface.
Numerical simulation of transient cooling of a hot solid by an impinging free
surface jet was carried out by Fujimoto et al [5]. They predicted numerically thermal
fields in the liquid as well as the temperature distributions in the hot solid. Initially
they examined the steady flow and compared it with experimental data. They found
the predicted flow structures agreed reasonably well with the experimental data.
Furthermore, they studied the transient cooling of the hot solid and found the heat
flux between the liquid and the solid was very large near the stagnation point because
the temperature gradient at the surface was large. The heat flux in the stagnation
region decreased as the cooling process progressed. The liquid film thickness varied
with time due to the temperature dependent viscosity and the heat flux increased
with Reynolds number.
Numerical simulation of a free jet of a high Prandtl number fluid impinging per-
pendicularly on a solid substrate of finite thickness containing electronics on the
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opposite surface was carried out by Rahman et al [6]. They developed numerical
model considering both solid and fluid regions and solved it as a conjugate problem.
They investigated the influence of diﬀerent operating parameters such as jet veloc-
ity, heat flux, plate thickness, nozzle height, and plate material. They validated the
computed results with the available experimental data. They found that the local
Nusselt number was the maximum at the center of the disk and decreased gradually
with radius as the flow moved downstream. The average Nusselt number and the
maximum temperature in the solid varied significantly with impingement velocity,
disk thickness, and thermal conductivity of the disk material.
A study that examined jet impingement on a surface having a constant heat flux
over a limited area was carried out by Shuja et al [7]. In this study, they took air
as the impinging gas and simulated the process with a two-dimensional form of the
governing conversation equations. They introduced four turbulence models, including
standard k−ε, low-Reynolds-number k−ε, and two Reynolds stress models to account
for the turbulence. They compared the predicted flow properties with the previously
experimental data and found that the RSTM model predictions of the flow field
close to the surface agreed better with the experimental findings as compared to the
standard k−ε and low-Re k−ε models. However, they obtained similar temperature
fields from RSTM and low-Re k − ε.
Numerical simulation of three-dimensional laser heating of steel substrate when
subjected to impinging gas was also carried out by Shuja et al [8] They considered
the gas jet impinged onto the workpiece surface co-axially with the laser beam. They
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tested the k − ε model with and without corrections and the Reynolds stress model
under conditions of constant heat flux introduced from the solid wall. They selected
the low-Re- k−ε model to account for the turbulence whereas they used the transient
Fourier heat conduction equation to compute the temperature profiles in the solid
substrate. They extended their study to include four gas jet velocities, and they
found that the impinging gas jet velocity had a considerable eﬀect on the resulting gas
side temperature. Moreover, the temperature at the surface decreased rapidly as the
radial distance from the heated spot center increased. In addition, the temperature
profiles inside the solid substrate were not influenced considerably by the assisting
gas jet velocity.
Impinging jet studies for turbulence model assessment were carried out by Craft
et al [9]. They applied four turbulence models to the numerical prediction of turbulent
impinging jets discharged from a circular pipe measured by Cooper et al [10]. These
included one k − ε eddy viscosity model and three second-moment Reynolds stress
closure models. The numerical predictions indicated that the k− ε model and one of
the Reynolds stress models led to far too large levels of turbulence near the stagnation
point. This excessive energy in turn induced much too high heat transfer coeﬃcients
and turbulent mixing with the ambient fluid. The other two second-moment closure
models, adopting new schemes for accounting for the wall’s eﬀect on pressure fluctu-
ations, did much better; though one of them was clearly superior in accounting for
the eﬀects of the height of the jet discharged above the plate. However, none of the
schemes was entirely successful in predicting the eﬀects of Reynolds number. They
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suggested the main cause of the failure was the two-equation eddy viscosity scheme
adopted in all cases to span the near-wall sub-layer rather than the outer layer models
on which their study was focused.
The cooling of a heated pedestal mounted on a flat plate was numerically sim-
ulated by Parneix et al [11]. They adopted normal velocity relaxation turbulence
model (V2F model) in an axisymmetric geometry and they obtained results for a
range of Reynolds numbers and jet-to-pedestal distances. They showed that the local
heat transfer coeﬃcient exhibited a minimum in the stagnation region, which was
rather diﬀerent from the behavior of an impinging jet on a flat plat. They concluded
that complex features like separation and re-attachment on the plate strongly influ-
enced the wall temperature distribution and heat transfer. For comparison, they also
obtained results with the widely used k − ε turbulence model and found that the
agreement with the data was poor.
An experimental study of flow field of an axisymmetric, confined and submerged
turbulent jet impinging normally on a flat plate was carried out by Fitzgerald and
Garimella [12, 13] using Laser-Doppler Velocimetry. Experiments were conducted
with two diﬀerent nozzle diameters, with a range of nozzle-to-target spacing and with
a range of Reynolds number. They mapped the toroidal re-circulation pattern in the
out flow region, characteristic of confined jets, and presented velocities and turbulence
levels over a fine measurement grid in the pre-impingement and wall-jet regions.
Studies on vortex structure and heat transfer in the stagnation region of an im-
pinging plane jet were conducted by Sakakibara et al [14]. They measured velocity
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and temperature field in the stagnation region of an impinging jet simultaneously
by digital particle image velocimetry and laser-induced fluorescence. They observed
counter-rotating vortex pairs in the stagnation region which swept cold fluid toward
the wall and ejected high-temperature fluid toward the outer region. The weighed
probability distribution function (pdf) of the turbulent heat flux indicated that the
contribution of this ejection mechanism to the net heat flux was dominant. The
stream-wise vortex pair was transported from the free-jet region to the stagnation
region, and the vorticity was amplified by the main stream of what in the vicinity of
the wall.
An experimental study was carried by Chung et al [15] to investigate the flow and
heat transfer characteristics by jets impinging upon the rib-roughened convex surface.
They found similar Nusselt number distributions for both smooth and roughened sur-
faces. However, after the first rib position, the Nusselt numbers on the rib-roughened
surface were higher than Nusselt number on the smooth surface. They found heat
transfer rate increased due to flow separation and re-attachment for pitch to height
ratio of the rib greater or equal to 10. Beyond the region corresponding to the ratio
of stream-wise distance from the stagnation point to the pipe nozzle diameter, the
rib roughness did not aﬀect the heat transfer.
2.1.2 Free Jets
The fully developed flow field farther away from the tube exit is well described by
the Schlichting’s similarity solution [16]. However, the similarity assumption failed
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to hold in the developing region of the jet close to the exit. Analytical solutions for
the developing jet from a fully developed laminar tube flow were conducted by Lee et
al [17]. Their work proposed two approximate methods to analytically calculate the
developing jet velocity field from a fully developed laminar (parabolic) axisymmetric
tube flow.
Three-dimensional turbulent jets with rectangular cross-section were simulated
numerically by Wilson and Demuren [18]. They performed computations for diﬀerent
inlet conditions, which represented diﬀerent types of jet forcing within the shear
layer. They observed the phenomenon of axis-switching in some cases; and at low
Reynolds numbers, it was based on self-induction of the vorticity field, whereas at
higher Reynolds numbers, the turbulent structure became the dominated mechanism
in natural jets. Budgets of the mean stream-wise velocity showed that convection was
balanced by gradients of the Reynolds stresses and the pressure.
A pdf (Probability Density Function) approach to explain the turbulent axisym-
metric free jet flow was adopted by Chen and Hong [19]. Their computational results
revealed that the pdf approach gave consistency in the higher-order moments and
radial budget of third moments of velocity, and that the neglect of the mean-strain
production, the rapid part of the pressure correction and the dissipation were respon-
sible for deviations between moment-closure models and experiments. Hence, the pdf
models appeared to be more suitable than conventional moment-closure models in
terms of revealing turbulence structure.
Numerical predictions of mean and turbulent characteristics of the axisymmetric
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vertical jet (momentum-dominated) and plume (buoyancy-dominated) were reported
by Pereira and Rocha [20]. They used an algebraic stress and flux model to close
the time-averaged Navier-Stokes and energy equations and gave special attention
to the numerical model, which was based on a finite-volume discretization of the
elliptic form of flow equations. They used special procedure to treat free boundaries
and to compute the flow up to the similarity regime. Their results showed that
the essential characteristics of the flows, especially for the plumes, were correctly
reproduced. However, some discrepancies arose from the comparison of predicted
and experimental results.
A numerical study was performed by Riopelle et al [21] to determine the influence
of weak ambient motion and of the associated pressure field on the flows of free plane
vertical turbulent jets and plumes. A nested grid control volume technique with
buoyancy-extended k − ε model plane was used to model turbulent jets and plumes
issuing into open spaces as well as into two-dimensional rooms of various sizes. The
results indicated that slight variations in the ambient pressure distribution aﬀected
jet and plume development and similarity relationships.
Near-wall modeling of plane turbulent wall jets was done by Gerodimos and So
[22]. After its failure to predict the jet spreading correctly, they investigated the
appropriateness of two-equation modeling; particularly the importance of near-wall
modeling and the validity of the equilibrium turbulence assumption. They analyzed
an improved near-wall model and three others, and compared predictions of these
with measurements of plane wall jets. They calculated the jet spread correctly by the
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improved model, which was able to replicate the mixing behavior between the outer
jet-like and inner wall layer and was asymptotically consistent. They obtained good
agreement with other measured quantities. However, other near-wall models tested
were incorrect to predict the jet spread.
Numerical simulation of turbulent jet flow and combustion was carried out by
Zhou et al [23]. Their work applied k − ε turbulent model, with pressure boundary
condition for the entrainment atmosphere surface, to calculate the steady free jet flow.
Based on the fulfillment of the above isothermal jet flow, they simulated combusting
jet flows of diﬀusion flame and partial premixed-flame using the assumption of fast
chemical reaction and Eddy-Dissipation Concept (EDC) model, respectively. They
compared their numerical results with the experimental and theoretical results. Their
numerical results of isothermal jet and diﬀusion jet flame agreed well with tests by
Panchapahesan and Lumley [24], and Lockwood and Moneib [25]. They found that
EDC model had some errors in modeling partial premixed jet flames.
Numerical simulations of two-dimensional laminar methane/air premixed jet flames
with a detailed chemical kinetics mechanism were also conducted by Zhou et al [26].
The focal point of the work was to demonstrate the sensitivity of the modeling of the
detailed chemical kinetics on the flame temperature and concentrations of major com-
ponents for three diﬀerent equivalence ratios. They found the temperature and major
species distributions were in good agreement with the experimental measurements by
Nguyen et al. [27], but some radical species profiles still deviated from experiments.
They obtained the typical flame structure of the steady jet.
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Numerical modeling of turbulent jet diﬀusion H2/air flame with detailed chem-
istry was carried out by Zhou et al [28]. Their focus was on the investigation of an
axisymmetric turbulent hydrogen/air diﬀusion flame using a time-dependent numer-
ical model with a detailed chemical mechanism. They used an algebraic correlation
closure (ACC) model to couple turbulence and chemistry. They found temperature
and major species distributions were in good agreement with experimental measure-
ments. They showed that the numerical results obtained from the detailed chemistry
calculations depended on how the turbulent diﬀusion coeﬃcients were selected for
species and energy equations.
Studies on transient turbulent gaseous fuel jets for diesel engines were carried out
by Hill and Ouellette [29]. They determined the conditions under which transient
turbulent jets were self-similar, quantified the appropriate similarity parameter and
tested the assumption of self-similarity even with under expansion and with jet in-
jection near a boundary wall. They used the idea of Turner [30] that the transient
turbulent jet could be modeled as a steady jet headed by a spherical vortex to evalu-
ate the constant of proportionality used to establish the direct relationship between
the jet penetration distance well downstream of the virtual origin with the square
root of the time and the fourth root of the ratio of nozzle exit momentum flow rate
to chamber density. Using incompressible transient jet observations to determine the
asymptotically constant ratio of maximum jet width to penetration distance, and
the steady jet entrainment results of Ricou and Spalding [31], they established the
penetration constant. They showed this constant was also true for compressible flows
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with substantial thermal and species diﬀusion, and even with transient jets from
highly under-expanded nozzles. They made observations of transient jet injection in
a chamber in which, as in diesel engine chambers with gaseous fuel injection, they
directed the jet at a small angle to one wall of the chamber. In those tests with under-
expanded nozzles they found that at high nozzle pressure ratios, depending on the
jet injection angle, the jet penetration could be consistent with the established pene-
tration constant. At low-pressure ratios the presence of the wall noticeably retarded
the penetration of the jet.
Turbulent transient gas injections were also studied by Ouellette and Hill [32].
They used multi-dimensional simulations to analyze the penetration, mixing, and
combustion of such gaseous jets. They evaluated the capability of multi-dimensional
numerical simulations based on k − ε turbulence model to reproduce the experi-
mentally verified penetration rate of free transient jets. Their model was found to
reproduce the penetration rate dependencies on momentum, time, and density but
was more accurate when they modified one of the k − ε coeﬃcients. They used the
simulation to determine the impact of chamber turbulence, injection duration, and
wall contact on transient jet penetration. They showed gaseous jets and evaporating
diesel sprays with small droplet size mixed at much the same rate when injected with
equivalent momentum injection rate.
Entrainment characteristics of transient gas jets were proposed by Abraham [33].
He presented results of theoretical analysis and computation of transient gas jets
in a quiescent ambient environment, with injected to three ambient density ratios.
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He used k − ε model for turbulence and showed that the entrainment rate varied
linearly with axial penetration and the total mass entrained had cubic dependence on
axial penetration of the gas jet. He found that the actual values of these quantities
depended on a constant whose value obtained from measurements and quoted in the
literature varied by as much as a factor of 2.
A numerical scheme for the transient simulation of incompressible turbulent con-
fined jet flow of variable density was developed by Singh et al [34]. Their scheme was
capable of capturing the essential flow features of confined jet flows and it predicted
the level of ambient fluid entrainment fairly accurately. They found that aspect ra-
tio and density ratio were the main factors that influenced entrainment and mixing.
These factors were also responsible for causing jet instability and re-circulation within
the mixing tube. They showed that Reynolds number had a negligible eﬀect over the
entrainment ratio. Moreover, as the jet moved away from the tube inlet, the level of
entrainment increased for short distances and vice-versa. On the other hand, mixing
between the jet and the entrained fluid improved if they moved the jet away from the
tube inlet.
The turbulent exponential jet was studied by Breidenthal [35]. He postulated a
new self-similar flow when nozzle exit velocity employed was exponentially increasing
in time. He argued that the acceleration of the jet would imply a lower entrainment
rate.
The jet characteristics of CNG injector with MPI system were studied by Boyan
et al [36]. They developed a theoretical model that assumed the natural gas transient
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jet could be characterized as a spherical vortex interacting with a steady jet. They
employed Schlieren photographs that revealed a low-pressure gas jet’s starting and
extending process from the nozzle. They compared the model with the experimental
results for the tip penetration of round jet and found the results had similar charac-
teristics. The results showed that the tip penetration was proportional to the square
root of time. Moreover, the tip penetration of the gas jet was longer than that of
gasoline provided that the per unit time calorific values of the injecting fuel were the
same.
Experimental investigations of the development of transient jets and evolving jet
diﬀusion flames were carried out by Park and Shin [37] using a high-speed Schlieren
photography. They measured the jet tip penetration velocities and normalized jet
widths of the primary vortex. They showed that the development behavior in the
presence of a flame was greatly diﬀerent from that in a transient jet. The discernible
diﬀerences were the delay of the roll-up of the primary vortex, the faster spreading
after the roll-up due to the exothermic expansion, and the survival of only a primary
vortex. They reported that the jet tip penetration velocity varied with downstream
distance and an increase in Reynolds number gave rise to a higher tip penetration
velocity.
The velocity field of fully pulsed air jets (no mass flow in between pulses) was
studied experimentally in detail by Bremhorst and Hollis [38]. They found the en-
trainment in fully pulsed air jets was much higher than the steady or partially pulsed
jets. Even though the jet spreading and volumetric entrainment were increased in
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these pulsatile jet flows, the basic structure of the jet did not change. The velocity
profiles were self-similar; the spreading rate was linear with the downstream distance;
and most importantly, the entrainment scaled with the square root of the aggre-
gate jet momentum flux. The results were consistent, except for the proportionality
constants, with Taylor’s entrainment hypothesis [39].
Experimental investigation of unsteady submerged axisymmetric jets was carried
out by Fang and Sill [40]. They measured the centerline velocities of linearly accelerat-
ing turbulent jets. The results of the experiment indicated that significant deviations
(lower normalized velocities) from the steady case existed in the linearly accelerating
jets. These aberrations were observed even in the far field. This was interesting since
the majority of the pulsed jets were eﬀective only in the near field. However, in this
study of unsteady jets carried out by Fang and Sill [40], neither the spreading rates
nor the entrainment rates were reported for these monotonically changing unsteady
jets.
Kouros et al [41] measured the spreading rate of an unsteady turbulent jet. They
reported the penetration length and spreading rate of a non-harmonic unsteady jet.
They found the visible spreading rate of an unsteady jet produced by their experi-
mental set up was less than half of the steady jet value.
The experimental investigation of round, incompressible, impulsively started tur-
bulent jets was carried out by Johari et al [42].They found that the flow was comprised
of a starting vortex that separated from the rest of the jet in the near field. The start-
ing vortex and the flow immediately behind it were in unsteady motion. They found
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the penetration of the jet tip scaled with the square root of time, normalized by
the nozzle diameter and velocity, and the celerity of the jet tip was approximately
one-half of the centerline velocity of a steady jet, with the same nozzle exit velocity,
at the same location. Results of chemically reactive experiments indicated that the
fluid in the vicinity of the jet tip mixed with the ambient fluid faster than the rest
of the jet. Their findings revealed that the extent of the region near the jet tip with
improved mixing became larger as the jet traveled further downstream. They found
the more rapid mass mixing at the jet tip implied faster momentum diﬀusion, which
corroborated the slowing down of the jet tip in comparison of the steady jet.
Detailed measurements of the centerline-mixing behavior in the near field of
variable-density jets were performed by Papadopoulos and Pitts [43]. They made
real-time measurements of jet fluid concentration for a propane jet and a methane
jet issuing into still air utilizing Rayleigh light scattering. They used fully developed
turbulent conditions as initial conditions and made testing for flow rates yielding
Reynolds numbers in the range 3.3 × 103 − 2.3 × 104, based on average discharge
velocity, exit diameter and initial fluid properties. They found that the centerline
decay characteristics in the near field exhibited a downstream shift with increasing
Reynolds number, which was attributed to the initial velocity distribution at the jet
exit. The investigation of the mean and turbulent characteristics of the initial veloc-
ity distribution yielded a proposed near-field scale variable that eﬀectively captured
this dependence on Reynolds number. They achieved the collapse of the near-field
centerline velocity and concentration distribution using the proposed scaling. More-
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over, they extended their analysis for a constant density jet to the intermediate and
self-similar far fields further downstream using a dynamic length scale based on the
local centerline turbulent intensity [44]. The normalized mean velocity distributions
of an air jet collapsed over the entire flow distance investigated when they normalized
the axial distance by the proposed length scale, thus scaling the virtual origin shift
and eﬀectively incorporating the Reynolds number dependence.
Mi and Nathan [45] experimentally investigated the eﬀect of small vortex-generators
(tabs) placed at the exit plane of an axisymmetric smooth contraction on scalar mix-
ing in the developing region of a turbulent jet. They showed that the presence of tabs
profoundly distorted the jet flow field and consequently modified the scalar mixing
characteristics significantly. They found that tabs caused the mean temperature to
decrease more rapidly with the downstream distance, implying an increased mixing
rate. Furthermore, they found that two tabs distorted the jet from axisymmetric
state more dramatically than four tabs.
Natural coherent structures in the near field of an axisymmetric jet was educed
and their dynamics studied experimentally by Aydore and Disimile [46] using hot-wire
anemometry. They positioned the jet, originating from a fully developed turbulent
pipe flow, four jet diameters upstream from an impingement plate. Based on the
pipe diameter, they maintained a jet Reynolds number of 1.3 × 104. Using the life
cycle method for coherent structure eduction, they obtained phased-averaged vortic-
ity contours in the jet near field, within 2.3 diameters of the pipe exit. Vorticity
contours suggested that large coherent structures existed in the middle of the shear
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layer at approximately one jet diameter downstream from the pipe exit. Their size
was the maximum at this location. A decay region was also observed 1.6 diameters
downstream from the pipe exit. Moreover, they evaluated individual terms in the
coherent vorticity equation and examined significant terms.
Turbulent flow and heat transfer characteristics of a two-dimensional oblique wall
attaching oﬀset jet (a two-dimensional slot jet issued into quiescent surroundings
above an inclined plate) were experimentally investigated by Song et al [47]. They
measured the local Nusselt number using liquid crystal as a temperature sensor,
the jet men velocity, turbulent intensity and wall static pressure coeﬃcient profiles.
They observed that the time-averaged re-attachment point nearly coincided with the
maximum Nusselt number point for all oblique angles, but the maximum pressure
point did only for zero inclination. They found the decay of the maximum jet velocity
in the stream-wise direction obeyed the conventional −1/2 power law of the wall
attaching oﬀset jet for the inclination angle (oblique angle) less than or equal to
30◦. They well correlated the re-attachment length and maximum pressure point
with oﬀset ratio (height of the jet/diameter of the jet) and oblique angle. They
presented correlations between the maximum Nusselt number and Reynolds number
for all oblique angles tested.
2.1.3 Opposing Jets
Hosseinalipour and Mujumdar [48, 49] dealt with the numerical simulation of
the flow, mixing, and thermal characteristics of a symmetric steady laminar two-
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dimensional confined opposing jet configuration for the case when the two jets were
equal and unequal. They presented results for two boundary conditions; constant
wall temperature and insulated walls. They made an extensive parametric study to
investigate the eﬀects of geometric, hydrodynamic, and thermal parameters on the
flow and heat transfer characteristics of such systems. They showed that mixing of
two oppositely directed confined jets caused major hydrodynamic distortions, which
persisted in the merged flow in the exit channel. The results for three diﬀerent con-
figurations showed that the decaying disturbances and the flow re-development that
occurred aﬀected significantly the heat transfer in the exit channel. Their findings
showed that unequal jet configuration with diﬀerent width jets caused more distortion
in the flow field compared to equal jet and unequal jet with equal jet width config-
urations. They found these distortions aﬀected the Nusselt number distribution on
both top and bottom more than those for the equal jet and unequal jet with equal
jet width.
Johnson [50] examined impingement of laminar fluid jets in a confined cylindrical
chamber using flow visualization, Laser Doppler Anemometry (LDA) measurements
and steady and unsteady three-dimensional finite volume numerical simulations using
boundary fitted non-orthogonal coordinates. He presented results that dealt with
the cases of flow imbalance issuing from the nozzles. His measurements and flow
visualization of unequal flow cases with ∼3:1 flow rate ratios in an opposed two
jet configuration indicated an asymmetric flow field with significant downward re-
circulation from the region away from the nozzles to the nozzle region and a jet-to-jet
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impingement point very close to the low flow rate nozzle. Steady and unsteady
numerical simulations he made confirmed the asymmetry of the flow field at these
conditions and he found reasonable agreement for the jet-to-jet impingement point.
He showed large areas of re-circulation in the mix chamber would lead to poor mixing
due to the possibility of unmixed fluid leaving the chamber and the increase in the
residence time of the mixing fluids. Subsequent to the above study, the author’s
results herein [51] dealt with modifying an existing flow imbalance and suggested
alternative momentum arrangements to improve the flow characteristics.
Hosseinalipour and Mujumdar [52] investigated numerically to predict and to
compare the fluid flow and heat transfer characteristics of two-dimensional turbulent
confined and opposing jet flows. They used five low-Reynolds-number k − ε models
and the standard high-Reynolds-number model. They also tested the newly proposed
Yap correction with low-Reynolds-number models in order to investigate its eﬀect on
the heat transfer predictions for the impinging jet case. They found that in some
models this correction improved the heat transfer predictions. They compared the
simulation results with the available data for fluid flow and heat transfer for a single
slot jet impingement on a flat plate. They presented only numerical results for the
opposing jet case due to lack of experimental data. They performed a parametric
study for flow and heat transfer characteristics in the opposing jet configuration.
Heat transfer between two opposed, non-isothermal jets under corotation was
investigated numerically by Sheu and Liou [53]. They analyzed the eﬃciencies of
heat transfer between two jets under various system conditions. They also included
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the problem in the limit of zero rotating speed on one side in their work. They
found a critical rotating speed in this limit at which the eﬃciency of heat transfer
was minimum. They made a comparison of eﬃciencies of heat transfer among typical
cases. Furthermore, they interpreted relevant results physically.
Lam and Chan [54] investigated the penetration and spreading of a round jet into
an ambient counter-flow using the planer laser-induced fluorescence (LIF) technique.
The LIF images enabled them to obtain the instantaneous concentration field of the
penetrating jet eﬄuent. They observed large-scale wandering of jet penetration, which
led to significant temporal and spatial fluctuations in the location of the dividing
interface between jet eﬄuent and ambient fluid. They found that the penetration
distance and the lateral spreading width of the jet exhibited fluctuations with covering
ranges as large as their corresponding time-averaged values. They found the degree
of fluctuations in these penetration and spreading parameters increased with the jet-
to-current velocity ratio, but essentially scaled with the mean penetration distance.
They also attempted to predict the mean penetration distance by considering the
decay of centerline jet velocity under a hypothesis that the counter-flow aﬀected the
jet via a simple compression of the axial coordinates of the jet flow.
A two impinging jet mixer for precipitation process was investigated by means
of the laser induced fluorescent technique by Benet et al [55]. They used neutral-
ization reactions with a fluorescent PH-indicator to reveal the mixing process up to
the molecular level. They derived a phenomenological mixing model on the basis
of experimental results. The mixing model involved a macro-dilution process and a
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coalescence-redispersion process through which the fluids were contacted at the molec-
ular level. They applied the mixing model to the precipitation of barium sulfate and
found predictions were very close to experimental results.
Witze and Dwyer [56] used a hot-film anemometer to investigate the mean ve-
locity and turbulence intensity distributions in turbulent radial jets. They showed a
geometric parameter termed as the constrained ratio (nozzle diameter to separation
distance) to characterize radial-jet behavior. They defined constrained radial jet as
one for which the nozzle walls constrained the flow leaving the orifice to be parallel
if the constraint ratio was large. They also defined a small constraint ratio which
was representative of two opposing free axisymmetric jets, the collision of which pro-
duced an impinged radial jet. They found that the well-behaved constraint radial jet
spread at the same rate as did the familiar plane jet, whereas the impinged radial
jet spread at a rate more than three times as fast. They demonstrated that neither
type of radial jet was amenable to a self-similar analytic solution and they showed
the impinged radial jet required numerical solution technique. They demonstrated
an empirical solution for the constrained radial jet.
An experimental investigation of a conical flow formed by the interaction of two
asymmetric turbulent curved wall jets past a circular cone was presented by Jarrah
et al [57]. They made measurements of velocity and turbulence intensity profiles of
the two jets in the wall jet, the interaction, and the merged jet regions. They found
the location of the interaction region of the two opposing curved wall jets and flow
direction of the merged jet depended primarily on the ratio of the slot exit velocities
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of the two jets. The mean velocity and stream-wise turbulence intensity profiles of
the merged jet were similar to those in a turbulent free jet. Self-similar mean velocity
profiles for diﬀerent values of downstream location prevailed up to the beginning of the
interaction region, regardless of jet exit velocity ratios. They showed that stream-wise
and lateral turbulence intensities increased with increasing the stream-wise distance
up to the interaction region, where the turbulence behavior became random and
was characterized by larger peak values of the turbulence intensity compared to the
wall jet region. Moreover, they showed that the maximum velocity decay and jet
half-width growth increased parabolically with stream-wise distance and observed no
significant eﬀect of the conical shape. They carried out flow visualization for several
exit jet velocity ratios and saw three-dimensionality to be reduced as the secondary
jet momentum increased.
2.1.4 Non-Conduction Limited Laser Heating
Gonsalves and Duley [58] presented the results of a quantitative investigation into
the interdependence of the parameters, the incident power, the radius of the focused
spot on the target, the cutting speed, the cut width and the sheet thickness. They
also showed how these results could be generalized to provide a prediction of the
power required to achieve a certain cutting velocity or cut width with predetermined
focal area on thin sheets of arbitrary composition.
Modest and Abakians [59] considered partial vaporization of a semi-infinite medium
caused by a moving Gausian laser irradiation (across the vaporization surface). They
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used a simple integral method for the evaluation of temperature distribution, assum-
ing relatively minor thermal losses due to convection, conduction and radiation. They
solved the relevant non-linear partial diﬀerential equation numerically and presented
the results for the groove depth, width and shape for variety of laser and solid pa-
rameters. Their results clearly indicated that surface heat losses were nearly always
negligible. It was seen that, for a Gaussian beam, the bottom of the groove might
have a sharp apex. The model was also able to predict quantitatively groove depths
accurately for a few situations.
Bang and Modest [60] analyzed numerically multiple reflection and beam guid-
ing eﬀects during laser machining. They considered that the surface of the treated
material reflected the laser irradiation in a fully diﬀuse fashion, limiting the analysis
to bodies that had a rough surface during laser evaporation (e.g. micro-explosive re-
moval, violent surface boiling). For local irradiation calculations the material surface
was divided into a number of triangular elements with liner interpolation functions.
The net radiative flux for these elements was obtained from standard view factor
theory. The irradiation calculations were combined with a simple integral method
governing conduction losses into the medium, and the resulting groove shape and
depth were found through an iterative procedure. They concluded that beam guid-
ing played an important role in forming the fully developed groove, resulting in an
increased eﬀective absorptivity. Due to channeling from the upstream wall as well
as the side walls, the evaporation zone extended farther down-stream and the fully
developed groove cross-sections had steeper groove walls with a flatter center region
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as compared to that predicted by the previous model without reflection eﬀects. For
materials with relatively large reflectivity, the material removal rate was increased
significantly, resulting in an increased eﬀective absorptivity. Generally, the beam
guiding eﬀects became significant for high reflectivity materials and/or deep groove
cases. The groove depth could be increased by using lenses with larger focal lengths
focused slightly inside the material. Larger focal length lenses had larger minimum
beam radii at the focal plane, but with a lower beam divergence focused near the
surface. On the other hand, flatter grooves with steeper walls could be obtained by
using lenses with shorter focal lengths.
Roy and Modest [61] developed a three dimensional conduction model to predict
the temperature distribution inside the solid and the shape of a groove formed by
partial evaporation of a semi-infinite body using a moving CW laser with a Gausian
beam profile. This had application in laser machining where material was removed
by repeated scanning of a focused beam on the work piece surface. They solved
the governing equation using a finite diﬀerence method on an algebraically generated
boundary-fitted coordinate system. They presented the groove shape and tempera-
ture distribution in the solid for both constant properties and variable properties, for
diﬀerent speeds, for various laser power levels and for diﬀerent beam profiles. The
groove shapes for constant thermal properties were compared with three-dimensional
boundary element conduction model solution and a quasi-one-dimensional conduc-
tion model solution, in which the conduction losses were approximated using a simple
integral method. Their model compared well with the three-dimensional boundary
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element model for all ranges of laser parameters, and, when thermal losses due to
conduction were minor, the one-dimensional results were also in good agreement with
the three-dimensional boundary element predictions. They concluded that heat loss
by conduction could be between 25 to 45% of absorbed laser power, at higher power
losses were lower. They obtained experimental results for material removal rates
and groove shapes on silicon nitride, which were found to agree well with theoretical
predictions for shallow grooves.
Bang et al [62] analyzed theoretically the beam guiding eﬀects during laser ma-
chining for ceramics due to multiple reflections in the groove for two extreme cases–
-purely specular and purely diﬀuse reflections. Specular reflections were valid for
materials that had a smooth surface during laser evaporation (small optical rough-
ness as compared to the laser wavelength). For such cases the material surface was
divided into a number of rectangular patches using a bicubic surface representation
method. The net radiative flux for these patch elements was obtained by ray trac-
ing methods. The resulting radiative flux due to specular reflections was combined
with the three dimensional conduction equation governing conduction losses into the
medium, and the resulting groove shape and depth were found through an iterative
procedure. Diﬀuse reflections were valid for materials that had a very rough sur-
face during material removal. To address beam coupling due to diﬀuse reflections,
irradiation calculations employing view factor were combined with three-dimensional
calculation model. Considering multiple reflections resulted in an increased absorp-
tivity and deeper grooves, accompanied by a flatter profile near the centerline and
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steeper slopes in the other parts of the groove cross-section. They predicted for the
tested set of parameters, material removal rates were increased up to 40% by specular
reflections and up to 70% by diﬀuse reflections. They compared their results with
experiments, hot-pressed silicon nitride ceramic showed increased beam coupling for
deeper grooves (high power and/or slow scanning speeds) as predicted by considering
multiple reflections. The agreement between theoretical calculations and experimen-
tal data for material removal rate and groove shape was good, if multiple reflections
were assumed to be diﬀuse.
Modest [63] developed a three-dimensional conduction model to predict the tran-
sient temperature distribution inside a thick solid that was irradiated by a moving
laser source, and the changing shape of a groove carved into it by evaporation of
material. The laser might operate in CW or in pulsed mode with arbitrary tempo-
ral as well as spatial intensity distribution. He solved the governing equations using
a finite-diﬀerence method on an algebraically generated boundary-fitted coordinate
system. He verified this transient model with three-dimensional codes that were
limited to quasi-steady CW operation. He presented the groove shapes and tem-
perature distribution, as well as their transient development, for various machining
conditions, demonstrating the diﬀerences in the ablation process between CW, pulsed
and Q-switched (or other pulses of extremely short duration) laser operation. The
results showed that during short-pulsed laser ablation conduction losses were essen-
tially negligible, resulting in substantially larger removal rates than for CW operation.
Ablation with normally pulsed lasers, on the other hand, resulted in removal rates,
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which approached those of a Q-switched laser, but the thickness of the heat-aﬀected
layer was much larger, approaching that of the CW laser. The calculation further
indicated that, during short-pulsed laser ablation, the material cooled oﬀ rapidly after
the end of the pulse, returning to ambient conditions well before the beginning of the
subsequent pulse.
Modest [64] developed a model of full three-dimensional transient through-cutting
in thin sheets. He also developed a two-dimensional axisymmetric version to model
and predict results for drilling. He solved three-dimensional conduction equation
numerically using boundary-fitted coordinates. Using his model he found that under
all circumstances even the maximum possible convection and radiation losses could
have only a negligible eﬀect on temperature and groove development.
Yilbas and Yilbas [65] studied the interaction mechanism of vapor generated by
laser beam over the surface of work piece. The vapor heated the work piece surface and
absorbed some fraction of incident energy. They developed a computer program to
model gas dynamic equations in one-dimension with additional terms for absorption of
laser beam, radiation losses and conduction. They assumed that vapor was comprised
of heavy particles and free electrons, each species behaving as a perfect gas. They
found that the evaluation of the expansion of vapor plug was sensitive to variations in
initial conditions. The vapor temperature increased from initial value to 10000 K in
10−7–10−6 sec after which further increment occurred relatively slowly. The leading
edge of the vapor had velocity of the order of 4000-7000 m/s.
Yilbas et al [66] examined the absorption of a laser beam at diﬀerent wavelengths
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by a partially ionized vapor during the interaction mechanism. They distinguished
the interaction of the high and low power laser beam with plasma. They showed that
diﬀerent metal vapors at similar temperatures and densities had absorption depths,
which might diﬀer by an order of magnitude. They also showed that the free electron
temperature became significantly diﬀerent from the heavy particle temperature for
power intensities above critical level which was typically greater than 1014 W/m2.
Wei and Ho [67] determined energy transfers and penetration velocity during a
high-energy drilling or welding process. The beam energy of a Gaussian distribution
incident on the free surface of a liquid layer that separated unmelted solid and vapor
was balanced with the heat conduction and latent heats for melting and evaporation.
They examined the eﬀects of the beam power and the energy distribution on the high
energy beam drilling. The normal pressure condition at the vapor-liquid interface
was used to determine the shape of the vapor-liquid interface. The heat conduction
in both the axial and radial directions, heat of evaporation and melting were taken
into account. The fusion line, however, was calculated by using the enthalpy method.
They developed a quasi-steady, axisymmetric heat conduction model to investigate
the penetrating process of the cavity produced by high energy beam. The shape of
the fusion zone and the penetration velocity were determined as a function of energy
distribution parameters and the beam power, rather than specified a priori. They
showed that the energy distribution parameter had stronger eﬀects than the beam
power on the high-energy beam drilling or welding process. The penetration velocity
increased with increasing beam power or decreasing energy distribution parameter.
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Increasing the energy flux resulted in a slight increase in radial conduction loss. Since
the sensible heat of raising the liquid from the melting temperature to the base
temperature was small, the energy transferred to the liquid-solid interface became
larger for a higher energy flux. This resulted in a non-linear and significant increase
in the penetration velocity at a high beam power or a small energy distribution
parameter. High temperature occurred near the cavity base.
Ganesh et al [68,69] developed a comprehensive model to study the laser drilling
process and used volume of flow technique to track the position of moving vapor front
and recession of surface.
Zhang and Faghri [70] investigated the melting and vaporization phenomena dur-
ing the laser drilling process. The locations of the solid-liquid and liquid-vapor in-
terfaces were obtained by solving energy conservation equations at interfaces. The
dependence of saturation temperature on the back pressure was taken into account
by using the Clausius/Clapeyron equation. They also included the conduction heat
loss to the work piece and solved it using an integral approximation method. The
predicted material removal rate agreed well with the experimental data. The amount
of heat loss through conduction was found to be very small and its eﬀect on the
vaporization was not significant. However, the location of melting front was signifi-
cantly aﬀected by conduction heat loss especially for lower laser intensity and longer
pulse. The existence of sub-cooling in the solid was helpful in reducing the thickness
of recast layer.
A two-step gas-dynamic model of laser ablation in an ambient gas atmosphere
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was proposed by Gusarov et al [71]. The initial one dimensional stage was related
to obtain plume formation and described heating, melting and evaporation of the
target, the target-vapor interaction in the boundary layer, and vapor dynamics. The
final two-dimensional stage was responsible for the formation of energy and angular
distributions of the ablated material. Interaction between the vapor and ambient
gas was taken into account by two-component gas-dynamic equations. Numerical
analysis of laser ablation in ambient gas atmosphere and the analysis revealed that
both kinetic energy of ablated atoms and width of their angular distribution deceased
with ambient pressure. They compared the dynamics of ablated material expansion
and its energy distribution with the experiment.
Kar et al [72] developed a simple mathematical model for the cutting of thick-
section stainless steel using a high power chemical oxygen iodine laser. The model was
based on an overall energy balance, and it related the cutting depth with various pro-
cess parameters that could be used to predictively scale the laser materials processing
performance to very thick sections. They examined the eﬀects of absorptivity and the
velocity of the cutting gas jet on the kerf depth and width. The study indicated that
thick metal cutting performance might be improved by producing narrow kerf widths.
The scaling law for cut depth per unit power closely agreed with the experimental
data at low cutting speeds since it was obtained by assuming a large conduction heat
loss that held good at low cutting speeds. The laser-plume interaction and eﬀective
absorptivity played an important role in the cutting performance of a laser beam.
Semak and Matsunawa [73] carried out a theoretical analysis of the energy balance
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in the laser-metal interaction zone. They considered the heat transfer due to the
recoil-pressure-induced melt flow. The results of numerical simulations showed the
recoil pressure play a significant role in ejection of the melt from the interaction zone
even for low melt surface temperatures close to the melting point. High-velocity melt
flow was generated in the interaction zone for beam intensities typically used in laser
cutting/welding; thus, the melt-flow pattern could not be considered as the motion
of a cylinder in an infinite liquid pool. Under typical industrial cutting/welding
conditions about 70-90% of laser intensity absorbed in the beam interaction zone
was carried away from the interaction zone by the metal flow; thus, the convection-
related terms could not be ignored neither in calculations of the energy balance in
the interaction zone nor in calculations of the thermal field in the weld pool or in the
vicinity of the cutting front. The velocity of the keyhole-wall front or cutting front
was determined by the absorbed laser intensity and could be either smaller or higher
than the beam’s translation velocity.
Chapter 3
MATHEMATICAL MODELLING
3.1 Mean-Flow Equations
In the present study two cases are considered; i) a high temperature air/helium jet
and ii) a high temperature helium jet and the opposing air jet at ambient temperature
is/are entering the initially stagnant and air ambient. Consequently, a mixture of
helium and air is formed, which is denoted as He-air mixture. Moreover, the gas
mixture in the present study is considered non-reacting and the resulting flow field is
compressible, unsteady, two-dimensional, axisymmetric and turbulent. The governing
Favre-Averaged Transport Equations can be given in the following form [26,28,74]:
Continuity Equation:
∂ρ
∂t
+
∂
∂xj
(ρeuj) = 0 (3.1)
Species Continuity Equation:
∂
∂t
(ρeYi) + ∂∂xj (ρeuj eYi) = ∂∂xj
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∂eYi
∂xj
− ρu00jY 00i
!)
+Ri (3.2)
Where eYi is the Favre-averaged mass fraction of the ith species (here including three
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species: helium (He), nitrogen (N2) and oxygen (O2) for He-air non-reacting mixture);
Dim is the diﬀusion coeﬃcient of the ith species in the mixture; R is the net rate of
creation of the ith species due to chemical reaction, which is neglected here for non-
reacting gaseous mixture. The above Eq. (3.2) is not required for single species (air
jet into ambient air).
Momentum Equation:
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Where τ ij is a time-averaged stress tensor and is given as:
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Where Ns(= 3) is the total number of species in the gas mixture. The quantities E
and H are the total specific internal energy and total specific enthalpy of a mixture
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which include the kinetic energy of the fluctuating turbulent field known as Turbulence
Kinetic Energy (k), i.e.,
E = e+ 1
2
euieui + k (3.6)
H = eh+ 1
2
euieui + k (3.7)
Where e and eh are the Favre-averaged specific internal energy and Favre-averaged
specific enthalpy of a mixture respectively, which are given by:
e = cv eT (3.8)
eh = cp eT = e+ pρ (3.9)
Where cv and cp are the specific heat of the mixture at constant volume and constant
pressure respectively. Eq. (3.5) is valid for k ¿ eh.
Sensible enthalpy for ideal gas mixture (compressible) is given as [26, 28]:
eh = NsX
k=1
eYkehk (3.10)
Where ehk is the specific enthalpy of the kth species and is given as:
ehk = hok + Z T
Tref.
cpkdT (3.11)
Where Tref (= 298.15 K) is the mixture reference temperature, cpk is the specific
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heat at constant pressure for the kth species and hok is the specific enthalpy of the k
th
species at Tref .
The first three terms on the right hand side of Eq. (3.5) represent energy transfer
due to conduction, viscous dissipation and species diﬀusion respectively. Moreover,
the last term on the right hand side of Eq. (3.5) is the time-average source term (ne-
glected in the present study for non-reacting gaseous mixture with no heat generation
due to any cause), which may be due to chemical reaction and/or any other defined
cause. In case of single species (air jet into ambient air), the species diﬀusion term
will be neglected. Furthermore, there is no need of Eqs. (3.10) & (3.11) in this case.
State Equation:
p = ρReT (3.12)
Where R is a gas constant.
3.2 Turbulence Equations
3.2.1 Eddy-Viscosity and Eddy-Diﬀusivity Concept
The term −ρu00i u00j in Eqs. (3.3) & (3.5) are Favre-Averaged-Reynolds Stresses.
It was proposed by Boussinesq that modelling these stresses may be performed by
analogy with viscous stresses in laminar flows, i.e., these stresses like viscous stresses
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can also be put in the following form [74]:
−ρu00i u00j = µt
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¶
δij (3.13)
By analogy with Favre-averaged-Reynolds stresses, −ρu00jY 00i in Eqs. (3.2) & (3.5)
and −ρu00jh00 in Eq. (3.5) are respectively the turbulent transport of ith species and
turbulent transport of enthalpy and are given in their respective order by:
−ρu00jY 00i =
µt
σ eY
µ
∂ eYi
∂xj
¶
(3.14)
−ρu00jh00 =
µt
σt
µ
∂eh
∂xj
¶
(3.15)
Where σt, σ eY and µt are turbulent Prandtl number, turbulent Schmidt number and
eddy viscosity of a mixture respectively. The ratios µtσ eY and
µt
σt
, by analogy with eddy
viscosity, are eddy mass diﬀusivity and eddy thermal diﬀusivity. Since turbulent
transport of momentum and scalar property (enthalpy/mass fraction) are due to
the same mechanism–eddy mixing– it is expected that the value of eddy thermal
diﬀusivity and eddy mass diﬀusivity are close to that of the eddy viscosity [75]. The
turbulent viscosity, µt, can be defined by the following relation [76]:
µt = Cµρk
2/² (3.16)
50
Where Cµ is an empirical constant, k is the Turbulence Kinetic Energy and ² is the
Turbulence Dissipation Rate. These turbulence quantities may be computed by the
standard k− ² model.
3.2.2 The Standard k − ² Model
The conservation equations for the turbulence kinetic energy (k) and its dissipa-
tion rate (²) are modelled in the standard k − ² model. The modelled equation for
the Turbulence Kinetic Energy (k) is given by:
∂
∂t
(ρk) +
∂
∂xj
(ρeujk) = ∂∂xj
·
(
µt
σk
)
∂k
∂xj
¸
+G− ρ²+ PD (3.17)
and the modelled equation for the Energy Dissipation ( ²) is given by:
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²
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Where G is the rate of generation of turbulence kinetic energy, ρ² is its destruction
rate and PD is the pressure-dilatation which is due to the compressibility eﬀect. G
and PD are approximated respectively by the following relationships [74]:
G = −ρu00i u00j
∂eui
∂xj
(3.19)
PD = α1ρ
¡
−ρu00i u00j
¢µ∂eui
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¶
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2
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51
Where the values of α1 and α2 (closure constants) are 0.15 and 0.2 respectively and
Mt is the turbulence Mach number which is defined as:
Mt =
µ
2k
c2
¶1l2
(3.21)
Where c is the speed of sound and is given as:
c =
³
γReT´1/2 (3.22)
The standard k − ² model contains empirical constants which are assigned the
following values:
Cµ C1 C2 σk σ² σt σ eY
0.09 1.44 1.92 1.00 1.30 0.7 0.7
In general, the standard k − ² model is valid in regions where the flow is entirely
turbulent. Close to the solid walls, viscous eﬀects become dominant and such a model
does not lead to acceptable predictions. Therefore, either low Reynolds number model
is used to solve the whole flow field or wall functions discussed in boundary conditions
are used near solid walls with high Reynolds number model for rest of the flow domain.
3.2.3 Low Reynolds Number k − ² Model
The standard k − ² model is not applicable when low Reynolds number regime
(Ret < 100) prevails. In this case, modifications to standard k − ² model make
possible to cope with low Reynolds number flows. Wall damping is required to be
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applied to ensure that viscous stresses take over from turbulent Reynolds stresses
at low Reynolds numbers and in the viscous sublayer adjacent to solid walls. The
equations of the low Reynolds number k− ² model, which replace Eq. (3.16) through
Eq. (3.18), are given as:
µt = Cµρfµk
2/² (3.23)
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The most obvious modifications, which is universally made, is to include a viscous
contribution in the diﬀusion terms in Eq. (3.23) through Eq. (3.25). The constants
Cµ, C1 and C2 in the standard k− ² model are multiplied by wall-damping functions,
fµ, f1 and f2 respectively. These functions may be given by Lam and Bremhorst wall
damping functions [77]:
fµ = [1− exp(−0.0165Rexi)]
2
µ
1 +
20.5
Ret
¶
(3.26)
f1 =
µ
1 +
0.05
fµ
¶3
(3.27)
f2 = 1− exp(−Re2t ) (3.28)
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Where
Rexi = k
1/2xi/ν; Ret = ϑl/ν = k2/(ν²) (3.29)
3.3 Solution Domains
There are two cases to be dealt with here in the present study and both of them
have separate boundary details. These include:
• Free transient turbulent gas jet.
• Unsteady opposing jets.
3.3.1 Free Transient Turbulent jet
The solution domain of transient turbulent gas (air/helium) jet emanating from
the inlet and emerging into the initially stationary air surrounding is shown in Figure
3.1. The solution domain is rectangular with 30 d in the axial direction and 15 d in
the radial direction.
3.3.1.1 Boundary Details
The solution domain consists of the following boundaries:
• Inlet: This is the physical boundary through which the vapors resembling the
laser-produced vapor emanate into the initially quiescent air surrounding. This region
ranges 0 m ≤ r ≤ 0.000522 m at x = 0 m.
• Outlet (Pressure Outlet): At the right extreme in Fig. 3.1 there is a pressure
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Figure 3.1: The solution domain of an axisymmetric transient turbulent
air/helium jet emanating from the inlet and emerging into initially
stagnant air.
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boundary, which behaves like an outlet, through which the jet leaves the domain. It
ranges 0 m ≤ r ≤ 0.02 m at x = 0.03 m.
• Entrainment Boundary: At the upper extreme in Fig. 3.1 there is an entrain-
ment boundary through which the stagnant ambient air is entrained into the domain
such that it moves along with the jet due to the friction between the jet edge and the
stagnant ambient air. It ranges 0 m ≤ x ≤ 0.03 m at r = 0.02 m.
• Symmetry Axis: The domain has the axisymmetric boundary that ranges 0 m
≤ x ≤ 0.03 m at r = 0 m.
• Wall: This is the surface of the work-piece and it ranges 0.000522 m ≤ r ≤ 0.02
m at x = 0 m.
3.3.2 Unsteady Opposing Jets
The solution domain of transient turbulent helium jet emanating from inlet 1 and
interacting with the opposing steady air jet issuing from inlet 2 is shown in Figure
3.2. The solution domain is 40 d in the axial direction and 50 d in the radial direction.
3.3.2.1 Boundary Details
The solution domain consists of the following boundaries:
• Inlet 1: This is the physical boundary through which helium vapors resembling
the laser-produced vapor emanate and interact with the opposing steady air jet, which
ensues from inlet 2. This region ranges 0 m ≤ r ≤ 0.000522 m at x = 0 m.
• Inlet 2: This is the physical boundary through which the steady air jet emanates
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Figure 3.2: The solution domain of a transiently developing helium jet emanating
from inlet 1 and opposing the steady air jet emanating from inlet 2.
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and interacts with the opposing transient helium jet, which ensues from inlet 1. This
region ranges 0 m ≤ r ≤ 0.000522 m at x = 0.002 m.
• Outlet (Pressure Outlet): At the upper extreme in Fig. 3.2 there is a pressure
boundary, which behaves as an outlet, through which the two jets after interaction
leave the domain. It ranges 0 m ≤ x ≤ 0.04 m at r = 0.05 m.
• Entrainment Boundary: At the right extreme in Fig. 3.2 there is an entrainment
boundary through which the stagnant ambient air is entrained into the domain such
that it moves along with the flow due to the friction between the edge of the flow and
the stagnant ambient air. It ranges 0.000522 m ≤ r ≤ 0.05 m at x = 0.04 m.
• Symmetry Axis: The domain has the axisymmetric boundary that ranges 0 m
≤ x ≤ 0.002 m at r = 0 m.
• Wall 1: This is the surface of the work-piece and it ranges 0.000522 m ≤ r ≤
0.05 m at x = 0 m.
• Wall 2: This is the wall of the tube through which the assisting air emanates
and it ranges 0.002 m ≤ x ≤ 0.04 m at r = 0.000522 m.
3.4 Boundary Conditions
With reference to Figures 3.1 & 3.2, five boundary conditions need to be consid-
ered, including: gas inlet, unbounded air outlet (pressure boundary), symmetry axis,
entrainment boundary, and the solid wall. These are given as follows:
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3.4.1 Inlet Conditions
3.4.1.1 Transient Jet Inlet (Inlet 1)
The velocity profile at the control volume inlet varies spatially and temporarily
due to the resembling of the vapor front velocity generated during the laser heating
process. Therefore, the velocity profiles obtained from a previous study [78] are em-
ployed at the inlet boundary. Since, the emerging jet is involved with a compressible
flow, a mass flux (mass flow rate per unit area) is considered at the inlet, i.e.,
•
min= ρuin = ρuo
µ
1− r
ro
¶n
0 ≤ r ≤ ro (3.30)
Where uo, ro and n are functions of time (t) and are given as:
uo = −3× 108 × t2 − 215718× t+ 131.25 0µs ≤ t ≤ 376.92µs (3.31)
ro =



444470× t2 − 0.684× t+ 10−4 0µs ≤ t ≤ 23.07µs
0.000522 30.76µs ≤ t ≤ 353.84µs
50055× t2 − 29.165× t+ 0.0035 361.53µs ≤ t ≤ 376.92µs



(3.32)
n = 2× 107 × t2 − 7693.1× t+ 0.9473 0µs ≤ t ≤ 376.92µs (3.33)
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In order to resemble the high temperature of the evaporating surface, the emerging
jet temperature is considered as 1500 K and remains constant, i.e.,
eT = Tin (1500 K)
Since the jet at the inlet to control volume consists of helium only, the mass
fraction of helium is given as:
eYHe = 1.0
Values of k and ² are not known at the inlet, but some reasonable assumptions
can be made. Applying the assumption of local equilibrium (rates of production and
dissipation are both in balance) at the inlet gives the following relationships [76, 79]:
kin =
1
Cµ
l2m
µ
∂uin
∂r
¶
(3.34)
²in = C
1/2
µ k
¯¯¯¯
∂uin
∂r
¯¯¯¯
(3.35)
Where lm is the mixing length and is given by the following Nikuradse Formula [76,79]:
lm
ro
= 0.14− 0.08
µ
r
ro
¶2
− 0.06
µ
r
ro
¶4
0 ≤ r ≤ ro (3.36)
The radial velocity component (vin) at this inlet is set to zero.
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3.4.1.2 Steady Air Jet Inlet (Inlet 2)
The assisting gas jet impinging onto the transiently developing jet, resembling
the laser produced vapor jet, is a steady jet and obeys 1
7
power law. Therefore. the
mass flux at this inlet is given by:
•
min= ρuin = ρuo
µ
1− r
ro
¶1/7
0 ≤ r ≤ ro (3.37)
Where uo and ro are independent of time at this inlet.
The assisting gas jet temperature is considered as 300 K and remains constant,
i.e.,
eT = Tin (300 K)
Since the assisting gas jet is forcing against the transient jet resembling the vapor
jet, the helium content will hardly reach there at inlet 2 and hence the following
conditions for mass fraction are satisfied:
eYN2 = 0.77; & eYO2 = 0.23
Values of k and ² are not known at the inlet, making similar assumptions as before
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one can write:
kin =
1
Cµ
l2m
µ
∂uin
∂r
¶
(3.38)
²in = C
1/2
µ k
¯¯¯¯
∂uin
∂r
¯¯¯¯
(3.39)
Where lm is the mixing length and is given by the following Nikuradse Formula:
lm
ro
= 0.14− 0.08
µ
r
ro
¶2
− 0.06
µ
r
ro
¶4
0 ≤ r ≤ ro (3.40)
The radial velocity component (vin) at this inlet is set to zero.
3.4.2 Outlet (Pressure Boundary)
It is considered that the flow extends over a suﬃciently long domain so that;
p = pamb; eT = Tamb; eYN2 = 0.77; & eYO2 = 0.23
Zero values of turbulence properties (k and ²) and mean velocities (eu & ev) are
used.
3.4.3 Entrainment Boundary
The pressure and temperature at this boundary are the same as ambient con-
dition. Zero values of turbulence properties (k and ²) and mean-velocity gradients
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³
∂eui
∂xj
´
are used [7, 75]. However, the boundary is far enough to satisfy the following
conditions for mass fraction:
eYN2 = 0.77; & eYO2 = 0.23
3.4.4 Symmetry Axis
Here the radial derivatives for all mean variables
¡∂φ
∂r
¢
except the radial velocity
(ev = 0) are set to zero. Also ∂k∂r and ∂²∂r and are set to zero at the symmetry axis [7,75].
3.4.5 Solid Wall
3.4.5.1 The Standard k − ² Model
At a solid boundary the no-slip condition applies so that both mean and fluctu-
ating velocities (u, v, u00, v00) as well as fluctuating temperature and fluctuating mass
fraction (T 00, Y 00k ) are zero but the dissipation rate (²) is finite. The equations need to
be integrated through the viscous sublayer when the boundary conditions are specified
at the wall. However, this process requires many grid points in the viscous sublayer
because the velocity gradients are very sharp here and this means additional com-
putational load. Furthermore, since the Eqs. (3.17) & (3.18) assume high Reynolds
number (because the laminar viscosity (µ) is neglected from these equations), they
are not applicable in the viscous sublayer where µ is not insignificant. Therefore, the
Universal Law of the Wall is introduced to avoid integration in the viscous sublayer.
63
This law connects the wall conditions such as wall shear stress and heat flux, and
temperature to the dependent variables just outside the viscous sublayer. This law
gives the following logarithmic relationship between the resultant tangential velocity
(up) and the dimensionless normal distance (y
+
p ) from point p to the solid wall:
up =
uτ
κ
Ln(Ewy
+
p ) 30 < y
+
p < 500 (3.41)
Where κ (= 0.41) is von Karman’s constant, Ew (= 9.8 for smooth wall) is the wall
roughness parameter and uτ are the resultant friction velocity. uτ and y
+
p are given
in their respective order by the following relations:
uτ =
µ
τw
ρ
¶1/2
(3.42)
y+p =
ρτwyp
µ
(3.43)
Where yp is the normal distance from point p to the solid wall and τw is the wall
shear stress.
In addition, measurements of turbulence kinetic energy budgets indicate that the
production of turbulence kinetic energy is equal to the dissipation in the log-law
region (local equilibrium). Using this assumption and eddy-viscosity equation, Eq.
(3.16), one can develop the following wall functions [75]:
k =
u2τp
Cµ
, ² =
u3τ
κyp
(3.44)
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For heat transfer the universal near wall temperature distribution at high Reynolds
number is used [75]:
T+p = −
(Tp − Tw)cpρuτ
qw
= σt
·
u+ + P
µ
σ
σt
¶¸
(3.45)
Where T+p is the dimensionless temperature at near wall point yp, Tp is the tem-
perature at near wall point yp, Tw is the wall temperature, qw is the wall heat flux,
u+
³
= up
uτ
´
is dimensionless resultant tangential velocity and P is the Pee-Function,
a correction function dependent on the ratio of laminar to turbulent Prandtl num-
bers [75]. Similar to Eq. (3.45) there are laws available for species mass transfer,
relating the mass flux at the wall to the diﬀerence between the mass fraction at the
wall and the mass fraction just outside the viscous sublayer [80]. However, in the
present study the wall is insulated with respect to species mass transfer, i.e.,
∂eYi
∂xj
= 0
3.4.5.2 Low Reynolds Number k − ² Model
At a solid boundary the no-slip condition applies so that both mean and fluctu-
ating velocities (u, v, u00, v00) as well as fluctuating temperature and fluctuating mass
fraction (T 00, Y 00k ) are zero. In the present study, the following conditions regarding
the turbulence kinetic energy, the dissipation rate of turbulence kinetic energy and
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species mass fraction are applied:
k = 0;
∂²
∂xj
= 0; &
∂eYi
∂xj
= 0
The solid wall is assumed to remain at constant temperature (Tw = 400 K) with no
radiation losses taken into account in the simulation. This condition is valid for both
high and low Reynolds number models.
Boundary conditions associated with species mass fraction are not applicable to
the transient air jet expanding into an initially stagnant air.
3.5 Initial Conditions
The initial conditions are imposed before the air/helium jet emerges into the
control volume. Therefore, initially stagnant air at ambient temperature (300 K)
and pressure (atmospheric pressure) is considered in the control volume. Moreover,
the ambient air has no helium content initially.
3.6 Properties
The density of air is considered to vary according to the ideal gas law depending
on the local pressure and temperature. The compressibility eﬀect is accommodated
during the simulations.
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3.7 General Form of the Diﬀerential Equations
The general form of transport equation governing the flow examined herein is
compactly represented by the following non-linear partial diﬀerential equation:
∂
∂t
(ρφ) +
∂
∂xj
µ
ρeujφ− Γφ ∂φ∂xj
¶
= Sφ (3.46)
The purpose of writing all the transport equations in one compact form is to
provide ease in numerical computation; in this case, only one transport equation
rather than all will be suﬃcient to deal with while performing computation.
Chapter 4
NUMERICAL METHOD AND
ALGORITHM
4.1 Introduction
In the previous chapter the mathematical modeling of turbulence to simulate the
physics of the evaporation process in non-conduction limited laser heating process
is described. This modeling process results in partial diﬀerential equations that do
not yield an analytical solution due to mathematical complexities involved and hence
some other methods of solution are required. To solve these equations numerical
methods can be employed, which are able to handle the problem of any degree of
complexity. A preliminary idea about the task of a numerical method can be obtained
by considering a heat flow situation. A number of grids is drawn to cover the whole
domain. With a suﬃciently fine grid distribution, the complete distribution of the
temperature can be expressed in terms of its values at neighboring grid points. Thus
the task of the numerical method is to evaluate temperature at each grid point.
In a numerical scheme, a set of algebraic equations is derived from the governing
diﬀerential equations for the grid-point values of the temperature. The detail and
67
68
accuracy of the answer obtained depend mainly upon the proper selection of grids
and time increments. But detail and accuracy somehow require computational eﬀort
(calculation time and computer memory). Hence, in developing a numerical scheme,
the primary consideration is a trade-oﬀ between model detail and computational
eﬀort.
4.2 Numerical Method
Several techniques of numerical analysis exist. Among them most famous are
finite diﬀerence, finite volume, finite element, spectral and pseudo-spectral methods.
The finite volume technique is used in the present simulation for its simplicity and
accuracy [81]. Before proceeding to the finite volume method, it is appropriate to
define basic properties of numerical solutions that determine their level of accuracy.
These properties include:
• Convergence
• Consistency
• Stability
Convergence is the property of a numerical method to produce a solution which
approaches the exact solution as the grid spacing, control volume size or element size
is reduced to zero.
Consistency is the property of a numerical method to produce systems of algebraic
equations which can be demonstrated to be equivalent to the original governing partial
diﬀerential equations as the grid spacing tends to zero.
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Stability is associated with the growth or damping of errors as the numerical
method proceeds and hence it describes whether or not the dependent variable is
bounded. For transient analysis, the dependent variable is unstable if the solution
oscillates with an amplitude that increases with time. If a technique is not stable
even round-oﬀ errors in the initial data can cause wild oscillations or divergence.
Convergence is usually very diﬃcult to establish theoretically and in practice
Lax’s Theorem is used, which states that for linear problems a necessary and suﬃcient
condition for convergence is that the method is both consistent and stable. In CFD
methods this theorem is of limited use since the governing equations are non-linear.
In such problems consistency and stability are necessary conditions for convergence,
but not suﬃcient.
The inability to prove conclusively that a numerical solution scheme is convergent
is perhaps somewhat unsatisfying from a theoretical standpoint, but there is no need
to be too concerned since the process of making the mesh spacing very close to zero is
not feasible on computing machines with a finite representation of numbers. Round-oﬀ
errors would swamp the solution long before a grid spacing of zero is actually reached.
In CFD, there is a need of codes that produce physically realistic results with good
accuracy in simulations with finite (sometimes quite coarse) grids. Patankar [81] has
formulated rules which yield robust finite volume calculation schemes. The three
crucial properties of robust methods include:
• Conservativeness
• Boundedness
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• Transportiveness
Conservativeness is the property of a numerical scheme which is associated with
the consistent expressions for fluxes of the fluid property through the cell faces of
adjacent control volumes.
Boundedness is akin to stability and requires that in a linear problem without
sources the solution is bounded by the maximum and minimum boundary values of the
flow variable. Boundedness can be achieved by placing restrictions on the magnitude
and signs of the coeﬃcients of the algebraic equations. Although flow problems are
non-linear it is important to study the boundedness of a finite volume scheme for
closely related but linear, problems.
Finally all flow processes contain eﬀects due to convection and diﬀusion. In
diﬀusive phenomena, such as heat conduction, a change of temperature at one location
aﬀects the temperature in more or less equal measure in all directions around it.
Convective phenomena involve influencing exclusively in the flow direction so that a
point only experiences eﬀects due to changes at upstream locations. Transportiveness
must account for the directionality of influencing in terms of the relative strength of
diﬀusion to convection.
Conservativeness, boundedness and transportiveness are now commonly accepted
as alternatives for the more mathematically rigorous concepts of convergence, consis-
tency and stability [75].
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4.3 The Finite Volume Method
In this method, the calculation domain is divided into a number of non-overlapping
control volumes such that there is one control volume surrounding each grid point.
The diﬀerential equation is integrated over each control volume. Profiles (such as
step-wise and piecewise-linear profiles), expressing the variation of field variable (tem-
perature, pressure, velocity, species mass fraction, etc.) between the grid points, are
used to evaluate the required integrals. The result is the discretization equation
containing the values of field variable for a group of grid points. The discretization
equation thus obtained in this manner expresses the conservation principle of the field
variable for the finite control volume, just as the diﬀerential equation expresses it for
an infinitesimal control volume.
4.3.1 Discretization
The finite diﬀerence counterpart of the general partial diﬀerential equation (3.46)
is derived by supposing that each variable is enclosed in its own control volume and
then by integrating the partial diﬀerential equation (3.46) over the control with some
suitable assumption of field-variable profile within the control volume.
For the purpose of solution the flow domain is overlaid with a number of grids
whose center points or nodes denote the location at which all variables except ve-
locities are calculated. The latter are computed at locations midway between the
two pressure points. Thus the normal velocity components are directly available at
72
the control volume faces, where they are needed for the scalar transport -convection-
diﬀusion-computations. The nodes of a typical grid cluster for two dimensions are
labeled as P, N, S, E, and W. This is shown in Figure 4.1.
The integration of each term in Eq. (3.46) can be obtained with reference to the
control volume for a typical node P with its four nearest neighbors, N, S, E, and W,
in the spatial domain and Po in the time domain. The integration yields
Z t+∆t
t
½Z
CV
µ
∂
∂t
(ρφ)− Sφ
¶
d∀+
I
CS
[bn. (ρeujφ− Γφgradφ)] dA¾ dt = 0 (4.1)
Divergence theorem gives
Z t+∆t
t
½Z
CV
µ
∂
∂t
(ρφ)− Sφ
¶
d∀+
Z
CV
·
∂
∂xj
µ
ρeujφ− Γφ ∂φ∂xj
¶¸
d∀
¾
dt = 0 (4.2)
or
Z t+∆t
t
(µ
∂
∂t
(ρφ)− Sφ
¶
∆∀+
·µ
ρeujφ− Γφ ∂φ∂xj
¶
∆Aj
¸L2
L1
)
dt = 0 (4.3)
or
Z t+∆t
t
½µ
∂
∂t
(ρφ)− Sφ
¶
∆∀+ [Jj∆Aj ]L2L1
¾
dt = 0 (4.4)
Where L1 denotes w or s, L2 e or n and Jj the total flux (convection plus diﬀusion)
across the face ‘j’.
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Figure 4.1: Control volume for the two-dimensional situation.
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If Sφ is independent of time then Eq. (4.4) becomes
·
ρPφP − ρoPφoP
∆t
− Sφ
¸
∆∀+ Je − Jw + Jn − Js = 0 (4.5)
Where Je, Jw, Jn, and Js are the integrated total fluxes over the control volume faces;
i.e., Je stands for Jx∆Ax over the interface e, and so on. Where the superscript ‘o’ is
used for old values (i.e., the values at previous time step).
The linearization of the source term gives
Sφ = So + SPφP (4.6)
Now Eq. (4.5) becomes
µ
ρPφP − ρoPφoP
∆t
¶
∆∀+ Je − Jw + Jn − Js = (So + SPφP )∆∀ (4.7)
Now integration of the continuity equation (3.1) in a similar manner to Eq. (3.46)
gives
Z t+∆t
t
½Z
CV
·
∂ρ
∂t
+
∂
∂xj
(ρeuj)¸ d∀¾ dt = 0 (4.8)
or
Z t+∆t
t
½
∂ρ
∂t
∆∀+ [ρeuj∆Aj]L2L1¾ dt = 0 (4.9)
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or
Z t+∆t
t
½
∂ρ
∂t
∆∀+ [Fj∆Aj ]L2L1
¾
dt = 0 (4.10)
or
µ
ρP − ρoP
∆t
¶
∆∀+ Fe − Fw + Fn − Fs = 0 (4.11)
Where Fj is the mass flux through the face ‘j’; Fe, Fw, Fn, and Fs are the mass
flow rates through the faces of the control volume; i.e., Fe stands for Fx∆Ax over the
interface e, and so on.
Multiplying Eq. (4.11) by φP , subtracting the resulting equation from Eq. (4.7)
and knowing that;
Je − FeφP = aE(φP − φE) (4.12)
Jw − FwφP = aW (φW − φP ) (4.13)
Jn − FnφP = aN(φP − φN) (4.14)
Js − FsφP = aS(φS − φP ) (4.15)
one can develop the following algebraic equation [81]:
aPφP = aEφE + aWφW + aNφN + aSφS + b (4.16)
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Where
aP = aE + aW + aN + aS + a
o
P − SP∆∀ (4.17)
aoP =
ρoP∆∀
∆t
(4.18)
b = aoPφ
o
P + So∆∀ (4.19)
aE = DeA(|Pe|) + [[−Fe, 0]] (4.20)
aW = DwA(|Pw|) + [[Fw, 0]] (4.21)
aN = DnA(|Pn|) + [[−Fn, 0]] (4.22)
aS = DsA(|Ps|) + [[Fs, 0]] (4.23)
and Pe, Pw, Pn, and Ps are the Peclet numbers: i.e., Pe stands for
Fe
De
and so on; De,
Dw, Dn, and Ds are the diﬀusion conductances; i.e., De stands for
Γe∆y
(δx)e
and so on.
The values of A(|P |) are given in [81] for diﬀerent schemes. In the present study, first
order upwind scheme is employed for which A(|P |) is unity.
Equation (4.16) is written for each of the variables, eu, ev, k, ², eρ, eYi and eT at every
cell. Although the control volumes adjacent to the boundary are treated diﬀerently
from the interior ones and need diﬀerent algebraic formulation, it is possible to have a
unified formulation to calculate the field variable in the near boundary region through
the use of source term [75].
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4.4 Computation of the Flow Field
The solution of the general transport equation (3.46) presents two new problems:
• The convective term of Eq. (3.46) contains non-linear inertia terms.
• The continuity, momentum, energy, species and turbulence equations, repre-
sented by Eq. (3.46), are intricately coupled because every velocity component ap-
pearing in each equation. The most complex issue to resolve is the role played by
pressure. It appears in the momentum equations, but there is evidently no transport
equation for pressure.
If the pressure gradient is known, the process of obtaining and solving discretized
equations for velocities from momentum equations is similar to that for any other
scalar (e.g. temperature, species mass fraction, etc.) and developed schemes such as
central diﬀerencing, upwind, hybrid schemes, etc. are applicable. In general purpose
flow computations the pressure field is calculated as a part of the solution so its
gradient is normally not known beforehand. If the flow is compressible the continuity
equation may be used as a transport equation for density, and the pressure may be
obtained from the density and temperature by using the equation of state. However,
if the flow is incompressible the density is constant and hence by definition not linked
to the pressure. In this case coupling between pressure and velocity introduces a
constraint on the solution of the flow field: if the correct pressure field is applied in
the momentum equations the resulting velocity field should satisfy continuity.
Both the problems associated with the non-linearities in Eq. (3.46) and the
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pressure velocity linkage can be resolved by adopting an iterative solution strategy
such as SIMPLE ( Semi-Implicit Method for Pressure-Linkage Equations) algorithm
of Patankar and Spalding [75].
Before outlining the algorithm it is very important to explain the grid staggering,
which is the first step to the SIMPLE algorithm. The finite volume method starts,
as always, with the discretization of the flow domain and of the general transport
equation (3.46). First there is a need to decide where to store the velocities. It
seems logical to define these at the same locations where the scalar variables, such
as pressure, temperature etc., are defined. However, if the velocities and pressure are
both defined at the nodes of an ordinary control volume, a highly non-uniform pressure
field can act like a uniform field in the discretized momentum equations [75]. For
instance, if velocities and pressure are both defined at the nodes of an ordinary control
volume and the pressure gradient terms in the momentum equations are discretized
by central diﬀerencing scheme in a uniformly discretized flow field, it is found that
all the discretized pressure terms in axial and radial directions are zero at all nodal
points even though the pressure field exhibits spatial oscillation in both directions of
a two dimensional flow field [75]. As a result, this pressure field would give the same
(zero) momentum source in the discretized equations as a uniform pressure field. This
behavior is obviously non-physical.
It is clear that, if the velocities are defined at the scalar nodes (at which scalars,
such as pressure and temperature, are defined), the influence of pressure is not prop-
erly represented in the discretized momentum equations. A remedy for this problem
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is to use a staggered grid for the velocity components. The idea is to evaluate scalar
variables, such as pressure, density, temperature, species concentration, turbulence
kinetic energy and turbulence dissipation, at ordinary nodal points but to calculate
velocity components on staggered grids centered around the cell faces. The arrange-
ment for two-dimensional flow calculation with staggered grid arrangement is shown
in Figure 4.2. In Figure 4.2 unbroken lines (grid lines) are numbered by means of
capital letters ..., I − 1, I, I + 1, ... and ..., J − 1, J, J + 1, ... in the axial and radial
directions respectively whereas the dashed lines that construct the scalar cell faces
are denoted by lower case letters ..., i−1, i, i+1, ... and ..., j−1, j, j+1, ... in the axial
and radial directions respectively. A subscript system based on this numbering allows
us to define the locations of grid nodes and cell faces with precision. Scalar nodes,
located at the intersection of two grid lines, are identified by two capital letters: e.g.
point P in Figure 4.2 is denoted by (I, J). The axial velocities are stored at the e-
and w-cell faces of a scalar control volume. These are located at the interaction of a
line defining a cell boundary and a grid line and are, therefore, defined by a combina-
tion of a lower case letter and a capital: e.g. the w-face of the cell around point P is
identified by (i, J). For the same reasons the storage locations for the radial velocities
are combinations of a capital and a lower case letter: e.g. the s-face is given by (I, j).
The staggering of the velocity avoids the unrealistic behavior of the discretized
momentum equation for spatially oscillating pressures. A further advantage of the
staggered grid arrangement is that it generates velocities at exactly the locations
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Figure 4.2: Staggered grid arrangement for velocity components.
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where they are required for the scalar transport–convection-diﬀusion–computations.
Hence, no interpolation is needed to calculate velocities at the scalar (eg. pressure
and temperature) cell faces.
4.4.1 The SIMPLE Algorithm
The discretized momentum equations for eu an ev using Eq. (4.16) are:
ai,Jeui,J = Σanbeu0nb + (pI−1,J − pI,J)Ai,J + bi,J (4.24)
aI,jevI,j = Σanbev0nb + (pI,J−1 − pI,J)AI,j + bI,j (4.25)
To initiate the SIMPLE calculation process the coeﬃcients are calculated from
the so-called guessed velocity components and then pressure field p∗ is guessed [75].
Discretized momentum equations (4.24) and (4.25) are solved using the guessed pres-
sure field to yield velocity components eu∗and ev∗ as follows:
ai,Jeu∗i,J = Σanbeu∗nb + (p∗I−1,J − p∗I,J)Ai,J + bi,J (4.26)
aI,jev∗I,j = Σanbev∗nb + (p∗I,J−1 − p∗I,J)AI,j + bI,j (4.27)
If p 0 is the correction pressure and p∗ the guessed pressure then the correct
pressure field p is:
p = p∗ + p 0 (4.28)
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Similarly if eu0 and ev0 are the velocity corrections and eu∗ and ev∗ the guessed
velocities then the correct velocities eu and ev are:
eu = eu∗ + eu0 (4.29)
ev = ev∗ + ev0 (4.30)
After subtracting Eqs. (4.26) and (4.27) from (4.24) and (4.25) respectively, using
correction formulae (4.28–4.30), omitting the terms Σanbeu0nb and Σanbev0nb from the
equations resulting from subtraction and then using again Eqs. (4.29) and (4.30), the
following expressions for correct velocities at nodes w (i, J) and s (I, j) are obtained:
eui,J = eu∗I,J + di,J(p 0I−1,J − p 0I,J) (4.31)
evI,j = ev∗I,J + dI,j(p 0I,J − 1− p 0I,J) (4.32)
Similar expressions for velocities eui+1,J and evI,j+1 exist:
eui+1,J = eu∗i+1,J + di+1,J(p 0I,J − p 0I+1,J) (4.33)
evI,j+1 = ev∗I,j+1 + dI,j+1(p 0I,J − 1− p 0I,J+1) (4.34)
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Where
di,J = Ai,J/ai,J (4.35)
dI,j = AI,j/aI,j (4.36)
di+1,J = Ai+1,J/ai+1,J (4.37)
dI,j+1 = AI,j+1/aI,j+1 (4.38)
Using correct velocity in the discretized continuity equation, the following dis-
cretized equation for the pressure correction p 0 is obtained:
aI,Jp
0
I,J = aI+1,Jp
0
I+1,J + aI−1,Jp
0
I−1,J + aI,J+1p
0
I,J+1 + aI,J−1p
0
I,J−1 + b
0
I,J (4.39)
Where
aI,J = aI+1,J + aI−1,J + aI,J+1 + aI,J−1 (4.40)
aI+1,J = (ρdA)i+1,J (4.41)
aI−1,J = (ρdA)i,J (4.42)
aI,J+1 = (ρdA)I,j+1 (4.43)
aI,J−1 = (ρdA)I,j (4.44)
b0I,J = (ρeu∗A)i,J − (ρeu∗A)i+1,J + (ρev∗A)I,j − (ρev∗A)I,j+1 (4.45)
As soon as the starred velocity components are obtained the pressure correction
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equation (4.39) is solved for p 0 at all scalar nodes. Once the pressure correction field
is known, the correct pressure field may be obtained using formula (4.28) and correct
velocity components through formulae (4.31–4.34).
Afterwards, the discretization equations for the scalar variables; such as tempera-
ture, species mass fraction, and turbulence quantities are solved if they influence the
flow field through fluid properties, source terms, etc. If a particular scalar variable
does not influence the flow field, it is better to calculate it after a converged solution
for the flow field has been obtained.
If the solution is not converged the correct pressure p is treated as a new guessed
p∗ and the corrected velocity components as new guessed velocity components but
not the starred values and the whole procedure is repeated as discussed above. This
sequence of operation will be repeated over and over until a converged solution is
obtained.
The pressure correction equation is susceptible to divergence [75] unless some
under-relaxation is used during the iterative process, and new (improved) pressures
p new are obtained with
p new = p∗ + αpp 0 (4.46)
Where αp is the pressure under-relaxation factor.
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The velocities eu∗ and ev∗, and eu and ev are also under-relaxed as follows:
eu∗ new = αeueu∗ + (1− αeu)eun−1 (4.47)
ev∗ new = αevev ∗+(1− αev)evn−1 (4.48)
eunew = αeueu+ (1− αeu)eun−1 (4.49)
evnew = αevev + (1− αev)evn−1 (4.50)
αeu and αev are under relaxation factors for x and y velocity components. eu∗ and ev∗
are the velocity components obtained from solving the momentum equations (4.26)
and (4.27) whereas eu and ev are the corrected velocity components obtained from
velocity correction formulae (4.31–4.34). eun−1 and evn−1 are the velocity components
obtained in the previous iteration.
The pressure correction equation is also aﬀected by velocity under-relaxation and
it can be shown that the d-terms of pressure correction equation (4.39) will be mul-
tiplied by the velocity under-relaxation. The second terms of the velocity correction
formulae (4.31–4.34) will also be multiplied by the velocity under-relaxation.
The whole steps followed can be well described by the flow chart (Fig. 4.3).
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Figure 4.3: The SIMPLE algorithm.
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4.5 Grid Details and Computation
4.5.1 Free Transient Turbulent jet
Along the radial direction fine uniform grid spacing is allocated at the inlet (inlet
to control volume) while gradually increased spacing is considered away from it. Along
the axial direction grid spacing is fine near the inlet and the wall but it is gradually
increasing. The grid generated in this case is shown in Figure 4.4. The number
of grid planes used in the radial direction is 40 while 50 grid planes are used in the
axial direction, thus making a total of 2000 grid points. The grid independence test
results for pressure and velocity in case of single species are shown in Figures 4.5
& 4.6 respectively whereas these results for pressure in case of multiple species are
shown in Figures 4.7. It may be observed that for 55 × 45 grid points the results
are almost in agreement with the results of 50 × 40 grid points, i.e., the maximum
pressure and velocity magnitude diﬀerences are less than 0.1%.
Six variables in case of single species and nine variables in case of multiple species
are computed at all grid points; these are: either the two velocity components, lo-
cal pressure, two turbulence quantities and temperature or two velocity components,
three species mass fractions, local pressure, temperature and two turbulence quanti-
ties.
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Figure 4.4: Computational domain for grid independent solution of an axisym-
metric transient turbulent air/helium jet expanding into initially stag-
nant air (grid size: 50x40).
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Figure 4.5: Grid independent test for pressure along the symmetry axis at r =
0 m and t =192.30 microseconds for air jet expanding into initially
stagnant air.
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Figure 4.6: Grid independent test for velocity magnitude along the symmetry axis
at r = 0 m and t = 192.30 microseconds for air jet expanding into
initially stagnant air.
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Figure 4.7: Grid independent test for pressure along the symmetry axis at r = 0
m and t = 192.30 microseconds for helium jet expanding into initially
stagnant air.
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4.5.2 Unsteady Opposing Jets
Along the radial direction fine uniform grid spacing is allocated at the inlets (inlets
to control volume) while gradually increasing spacing is considered away from them so
that still there is a fine grid distribution near the wall (Wall 2 ) next to the steady air
jet inlet. Along the axial direction grid spacing is fine near inlets and the wall (Wall
1 ) next to the transiently developing jet inlet but it is gradually increasing. The grid
generated in this case is shown in Figure 4.8. The number of grid planes used in the
radial direction is 76 while 57 grid planes are used in the axial direction, thus making
a total of 3996 grid points. The grid independence test results for pressure and axial
velocity are shown in Figures 4.9 and 4.10 respectively. It may be observed that for
62 × 84 grid points the results are almost in agreement with the results of 57 × 76
grid points, i.e., the maximum pressure and axial velocity magnitude diﬀerences are
less than 0.1%.
Nine variables are computed at all grid points; these are: two velocity compo-
nents, three species mass fractions, local pressure, temperature and two turbulence
quantities.
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Figure 4.8: Computational domain for grid independent solution of a transiently
developing turbulent helium jet opposing the steady turbulent air jet
(grid size: 57x76).
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Figure 4.9: Grid independent test for pressure along the symmetry axis at r =
0 m and t = 192.30 microseconds for helium jet opposing the steady
turbulent air jet.
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Figure 4.10: Grid independent test for axial velocity along the symmetry axis at
r = 0 m and t = 192.30 microseconds for helium jet opposing the
steady turbulent air jet.
Chapter 5
RESULTS AND DISCUSSIONS
5.1 Validation of the Model
Since the flow field presented in the present study resembles laser induced vapor
expansion from the cavity, there are no experimental and theoretical studies to vali-
date the present predictions. Therefore, in order to secure the validity of the present
computational model, the simulation conditions are changed in accordance with the
experiment of Kouros et al [41] to justify the capability of the model used in the
present study to predict reasonably. However, the comparison of the prediction with
the result of the above-mentioned experiment will be made after a brief look on the
experimental set-up and the conditions involved in the experiment.
In Figure 5.1 a transparent tank having dimensions 1.2 × 1.2 × 1.5 m deep is
shown, in which the jet flow field is generated by a simple apparatus consisting of a
1.2 m long round clear acrylic tube held in place by a PVC plate at one end. At the
other end, the tube is connected to a fluid feed line and a solenoid valve. The tube,
which has a 28.6 mm inner diameter, is set vertically above the tank such that the
tube exit is just below the water surface. Initially a rubber stopper is placed at the
tube exit (inside the water tank) and dyed fluid is fed into the tube from a reservoir.
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Figure 5.1: Sketch of the experimental set-up [41].
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Once the tube is filled, the solenoid valve is closed and the fluid is allowed to become
quiescent (1 − 2min.). The rubber stopper is then removed carefully. A minimal
amount of dye (v 5cc) diﬀused out of the tube prior to the start of the run. The
fluid remains in place by means similar to those which keep a liquid inside a straw
when one end is held airtight. Runs are started when the valve is rapidly opened.
Gravity forces the dyed fluid into the water tank, thus dropping the dyed fluid height
in the tube and as a result generating an unsteady velocity profile at tube exit. The
variations in instantaneous fluid height and unsteady velocity with time obtained by
Kouros et al [41] are shown in Figure 5.2. The maximum tube velocity was found
as 1.86 m/s, resulting in a jet Reynolds number (based on the tube diameter) of
5.3× 104. Hence based on this Reynolds number the jet flow field generated within
the tank is considered turbulent (the instability of the free jets takes place at any
Reynolds number [75]). Since the density diﬀerence between the jet dyed fluid and
the tank water is less than 0.1% so the buoyancy eﬀect can be neglected.
Capturing the images of the resulting flow field using the LIF photograph, the
penetration of the tip of the jet was measured at various instants of time and is plotted
against time, which is reproduced in Figure 5.3. In order to compare the variation of
penetration length with time, the standard k − ² model is used. The comparison of
results obtained numerically with the measured values is shown in Figure 5.4. It can
be observed that both results are in good agreement. The error bars are associated
with the experimental errors, which was reported as 3.5%.
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Figure 5.2: Measured fluid height and calculated velocity of the fluid inside the
tube [41].
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Figure 5.3: Ensembled averaged penetration length of the jet starting vortex vs
time [41]. Maximum and minimum values are represented by the
vertical bars.
101
0.00
0.10
0.20
0.30
0.40
0 0.1 0.2 0.3 0.4 0.5 0.6
Time (s)
Measured [Kouros et al]
Predicted
Je
t P
en
et
ra
tio
n 
L
en
gt
h 
(m
)
Figure 5.4: Comparison of numerical predictions with the experimental data for
the case of unsteady turbulent jet entering the water tank [41]. The
error bars are associated with the experimental error (3.5%) as indi-
cated in the previous study [41].
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5.2 Transient Jet Expansion into Stagnant Air
A transiently developing vapor jet emanating from the solid surface, which is
exposed to laser irradiation, and expanding into an initially stagnant ambient, in
practical applications the ambient is normally air, is simulated to resemble the laser
induced evaporation process. Since the actual vapor properties are not known, the
quantitative results become almost impossible. Therefore, in the first phase of the
present study two gases; air and helium, at 1500 K (imitating the evaporating tem-
perature of the laser-irradiated solid) are employed to resemble the laser-induced
vapor jet expanding into an initially stagnant air ambient. This enforces the assump-
tion that the two gas jets behave like perfect gases. Using the two diﬀerent gases,
i.e., helium and air, as perfect gases may not give the complete answer; however,
it enables to demonstrate the quantitative behavior of the evaporating front (eject-
ing jet). Moreover, the evaporation of the solid surface causes the vapor jet which
develops spatially and transiently, which implies that the velocity profile of the jet
varies spatially and temporally. In the present study, this velocity profile of the vapor
jet measured previously by Yilbas et al [78] is used as jet exit (inlet to the control
volume) conditions to accommodate in the simulations. Figure 5.5 shows the jet exit
(inlet to the control volume) profiles. Furthermore, since the flow field is actually
generated by high velocity jet expanding into an initially stagnant air, therefore it is
considered turbulent. In order to accommodate turbulence, the standard k− ² model
is used.
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Figure 5.5: Profiles of jet axial velocity at the transiently developing jet inlet for
various times [78].
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5.2.1 Transient Air Jet into Stagnant Air
Figure 5.6 and 5.7 show velocity vectors in the region close to the jet inlet-
expansion region as well as in the radially extended and axially contracted region
at diﬀerent times. The jet expansion results in the development of the circulation cell
in the region next to the jet outer surface. This is because of the flow entrainment in
this region. The orientation of the circulation cell changes as jet expansion progresses.
This is mainly because of the jet inlet velocity profile, which changes spatially with
time (Fig. 5.5). Therefore, the fluid entrainment varies with time. In the early period
(t ≤ 76.92 µs), jet expands radially more than it does axially; however, as the time
progresses axial expansion dominates over the radial expansion. This is due to: i)
the pressure which builds up close to the jet front region, and ii) the jet inlet velocity
profile which develops radially with time (Fig. 5.5). In this case, as the jet velocity
profiles become almost similar, the axial expansion of the jet is considerable.
Figure 5.8 shows the velocity magnitude contours while Figure 5.9 shows its vari-
ation along the symmetry axis as time variable. In the early period, jet expansion
is not considerable and as the time progresses jet expands radially first and then
expands further along the axial direction. This is because of the jet exit velocity
profile, which develops radially with time, as well as still air resistance opposing the
jet expansion in the axial direction. Flow entrainment is evident after t = 23.07 µs,
in this case, the outer velocity contours diﬀer than those corresponding to earlier
time period. Although the jet penetration extends in the axial direction, velocity
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Figure 5.6: Time development of velocity vector plots for an axisymmetric tran-
sient turbulent air jet close to the jet inlet-expansion region.
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Figure 5.7: Time development of velocity vector plots for an axisymmetric tran-
sient turbulent air jet in the radially extended and axially contracted
region.
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Figure 5.8: Time development of velocity magnitude (m/s) contours for an ax-
isymmetric transient turbulent air jet expanding into initially stag-
nant air.
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Figure 5.9: Temporal variation of velocity magnitude along the jet symmetry axis
at r = 0 m for air jet expanding into initially stagnant air.
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magnitude reduces considerably with progressing time (Fig. 5.9). This occurs be-
cause of the jet exit velocity profile, where the mean velocity reduces significantly
(Fig. 5.5). The turbulence kinetic energy is high at the jet exit in the early period.
This can be observed from Figure 5.10, in which turbulence kinetic energy along the
symmetry axis is shown. This is because of the jet exit velocity profile. It should be
noted that the turbulence kinetic energy is associated with the jet exit velocity profile
(Eq. (3.34)). The turbulence kinetic energy reduces at jet exit; however, it attains
relatively high values along the symmetry axis during 76.92 ≤ t ≤ 192.30µs. As the
time progresses, its magnitude reduces and does not alter much along the symmetry
axis. This indicates that initial jet expansion results in high degree of turbulence and
once the jet penetration is progressed, the degree of turbulence reduces significantly.
Moreover, changes in jet exit velocity profile results in changes in velocity magnitude
along the symmetry axis. This, in turn, causes large variation in turbulence kinetic
energy, which was also observed in the previous study [82].
Figure 5.11 shows the pressure contours in the region close to the jet expansion
and Figure 5.12 shows the pressure distribution along the symmetry axis. The flow
entrainment and formation of circulation cell is evident from the pressure contours,
which is more visible after t = 76.92 µs. In the early period, jet radial expansion is
more than its axial expansion due to the pressure which builds up close to the jet
inlet region and as time reaches t = 192.30 µs axial expansion of the jet becomes
significant, in which case, the pressure in the jet front region becomes higher than
the jet inlet. This implies the shifting of the pressure peak along the symmetry axis
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Figure 5.10: Temporal variation of turbulence kinetic energy along the jet sym-
metry axis at r = 0 m for air jet expanding into initially stagnant
air.
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with progressing time (Fig. 5.12). As the jet inlet profile becomes almost similar,
the pressure magnitude along the symmetry axis does not vary considerably, which
in turn results nearly similar pressure profiles along the symmetry axis.
Figure 5.13 shows temperature profiles along the symmetry axis as time variable
while Figure 5.14 shows temperature contours at diﬀerent times. Temperature profiles
follow almost the profiles of velocity magnitude. This is more pronounced in the early
periods. In this case, convective heat transfer from the jet surface to its ambient is
small due to short period of time and small area of jet surface. As the time progresses,
temperature profiles extend into the jet ambient as follows the jet expansion. When
the jet exit profiles become almost similar in magnitude and shape, the extension of
the temperature profiles into the ambient becomes similar to the case observed for
the unsteady jets [29].
Figure 5.15 shows the dimensionless ratio( ratio of the jet width to penetration
depth) while the logo in the figure shows temporal behavior of penetration depth. The
penetration depth in the early period is low as compared to jet width in the radial
direction. Moreover, as the time progresses, penetration depth becomes larger and the
radial expansion of the jet becomes less than the penetration along the jet symmetry
axis. However, as the time progresses further, jet expansion results in almost self-
similar region as noted in the previous study [29]. In this case D/Zt attains almost
steady decay, which is more pronounced after 250 µs. Moreover, it was shown that
for a fixed jet exit velocity profile a self-similar transient jet could be resulted [29].
Since the gas inlet velocity profiles are varied in the present simulations (in order to
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Figure 5.11: Time development of pressure (Pa) contours for an axisymmetric
transient turbulent air jet expanding into initially stagnant air.
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Figure 5.12: Temporal variation of pressure along the jet symmetry axis at r = 0
m for air jet expanding into initially stagnant air.
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Figure 5.13: Temporal variation of temperature along the jet symmetry axis at r
= 0 m for air jet expanding into initially stagnant air.
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Figure 5.14: Time development of temperature (K) contours for an axisymmetric
transient turbulent air jet expanding into initially stagnant air.
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resemble vapor ejection from the laser-produced cavity), a self- similar region is not
observed clearly in the initial period, except when the jet exit profiles become almost
similar. This corresponds to time period of 350 µs.
Figure 5.16 shows the ratio of penetration depth (Zt) to
1
4
power of momentum
rate per unit density
³ •
MAir /ρ
´
. It should be noted that the penetration number is
given as [29]:
Zt³ •
MAir /ρ
´1/4
×√t
= f(D/Zt) (5.1)
It was reported that for slow flow transient jets, the penetration number remains
constant [29]. It can be observed from Figure 5.16 that the penetration number in-
creases linearly with
√
t for
√
t ≤ 12√µs and beyond this time it changes vastly,
i.e. constant slope of the curve indicates the constant rate of increase in penetration
number. Consequently, in the early period jet behavior is similar to that correspond-
ing to slow flow jet expansion. In this case, the penetration depth is low and the
momentum of the jet is high. As the time progresses, some portion of the jet mo-
mentum is lost due to viscous eﬀect. This in turn reduces the specific momentum
of the jet. Moreover, as the time progresses, the jet penetration rate reduces due to
large diﬀusion in the region next to the jet front. Although the jet penetration rate
reduces with progressing time, the jet momentum reduces more swiftly because of
the viscous dissipation. Therefore, the rate of momentum loss is considerably higher
than the reduction in penetration rate. This, in turn, results in rapid rise of slope of
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Figure 5.15: Ratio of jet width to penetration length with time for an axisym-
metric transient turbulent air jet expanding into initially stagnant
air.
118
Figure 5.16: Penetration rate of an axisymmetric transient turbulent air jet exit-
ing into initially stagnant air.
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the curve in the figure for
√
t ≥ 12√µs.
5.2.2 Transient Helium Jet into Stagnant Air
Figures 5.17 & 5.18 show the velocity vector in the close region of the jet expansion
as well as in the radially extended and axially contracted region at diﬀerent times.
In the early times, jet expands first radially and then along the axial direction; this
is because of the jet exit velocity profile, which develops radially with time, as well
as stagnant air resistance opposing the jet expansion in the axial direction. Since the
jet inlet velocity profile changes with time, there is no specific pattern of expansion
is observed from the vector plot until after time reaches t = 76.92 µs. As the time
progresses, jet inlet velocity decays so that the jet expansion into its ambient dies.
Moreover, the flow entrainment results in a circulation cell next to the jet boundary,
which is more pronounced after t = 192.30 µs. As the time progresses the orientation
of the circular cell changes and the cell moves away from the jet boundary. As the
time progresses further, the magnitude of jet inlet velocity reduces, the size of the
circulation cell increases. In this case, jet boundary mixes with the secondary flow
generated by the circulation cell.
Figure 5.19 shows the velocity magnitude contours while Figure 5.20 shows its
variation along the symmetry axis as time variable. In the early period, jet expan-
sion is not considerable and as the time progresses jet expands radially first and then
expands further along the axial direction. This is because of the jet exit velocity
profile, which develops radially with time as well as still air resistance opposing the
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Figure 5.17: Time development of velocity vector plots for an axisymmetric tran-
sient turbulent helium jet close to the jet inlet-expansion region.
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Figure 5.18: Time development of velocity vector plots for an axisymmetric tran-
sient turbulent helium jet in the radially expanded and axially con-
tracted region.
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Figure 5.19: Time development of velocity magnitude (m/s) contours for an ax-
isymmetric transient turbulent helium jet expanding into initially
stagnant air.
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Figure 5.20: Temporal variation of velocity magnitude along the jet symmetry
axis at r = 0 m for helium jet expanding into initially stagnant air.
124
jet expansion in the axial direction. Flow entrainment is evident after t = 76.92 µs,
in this case, the outer velocity contours diﬀer than those corresponding to earlier
time period. Although the jet penetration extends in the axial direction, velocity
magnitude reduces considerably with progressing time (Fig. 5.20). This occurs be-
cause of the jet exit velocity profile, where the mean velocity reduces significantly
(Fig. 5.5). The turbulence kinetic energy is high at the jet exit in the early period.
This can be observed from Figure 5.21, in which turbulence kinetic energy along the
symmetry axis is shown. This is because of the jet exit velocity profile. It should be
noted that the turbulence kinetic energy is associated with the jet exit velocity profile
(Eq. (3.34)). The turbulence kinetic energy reduces at jet exit; however, it attains
relatively high values along the symmetry axis during 76.92 ≤ t ≤ 192.30µs. As the
time progresses, its magnitude reduces and does not alter much along the symmetry
axis. This indicates that initial jet expansion results in high degree of turbulence and
once the jet penetration is progressed, the degree of turbulence reduces significantly.
Moreover, changes in jet exit velocity profile results in changes in velocity magnitude
along the symmetry axis. This, in turn, causes large variation in turbulence kinetic
energy, which was also observed in the previous study [82].
Figure 5.22 shows the pressure contours in the region close to the jet expansion
and Figure 5.23 shows the pressure distribution along the symmetry axis. The flow
entrainment and formation of circulation cell is evident from the pressure contours,
which is more visible after t = 192.30 µs. In the early period, jet radial expansion
is more than its axial expansion due to the pressure which builds up close to the jet
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Figure 5.21: Temporal variation of turbulence kinetic energy along the jet sym-
metry axis at r = 0 m for helium jet expanding into initially stagnant
air.
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inlet region and as time reaches t = 192.30 µs axial expansion of the jet becomes
significant, in which case, the pressure in the jet front region becomes higher than
the jet inlet. This implies the shifting of the pressure peak along the symmetry axis
with progressing time (Fig. 5.23). As the jet inlet profile becomes almost similar,
the pressure magnitude along the symmetry axis does not vary considerably, which
in turn results nearly similar pressure profiles along the symmetry axis.
Figure 5.24 shows temperature contours in the region of jet expansion at diﬀerent
times while Figure 5.25 shows variation of temperature along the symmetry axis at
diﬀerent periods. It should be noted that helium jet temperature inletting the control
volume is set to 1500 K. Consequently, as the jet expands the high temperature
helium results in convection and conduction heating of the ambient air. Moreover,
the circulation cell formed next to jet boundary enhances the convective heating of
the ambient air. This situation is evident from the temperature contours, i.e., 400 K
temperature contour extends considerably into the air ambient. As the magnitude of
the jet inlet velocity reduces, which occurs after t = 307.69 µs, the region heated by
the helium jet still remains hot, but the size of the high temperature region reduces.
This shows that the heat transfer from the high temperature jet to its ambient is
considerable despite the fact that the time is short. Moreover, due to short period
of time, the circulation cell does not convect energy from the heated ambient gas
resulting in cooling the ambient gas in this region. When examining Figure 5.25, the
temperature profiles almost follow the velocity profiles, provided that as the distance
along the symmetry axis increases, the jet front temperature reduces sharply due to
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Figure 5.22: Time development of pressure (Pa) contours for an axisymmetric
transient turbulent helium jet expanding into initially stagnant air.
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Figure 5.23: Temporal variation of pressure along the jet symmetry axis at r = 0
m for helium jet expanding into initially stagnant air.
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Figure 5.24: Time development of temperature (K) contours for an axisymmetric
transient turbulent helium jet expanding into initially stagnant air.
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Figure 5.25: Temporal variation of temperature along the jet symmetry axis at r
= 0 m for helium jet expanding into initially stagnant air.
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heat transfer from jet to its ambient.
Figures 5.26, 5.27 & 5.28 show mass ratio of helium, nitrogen and oxygen along
the symmetry axis at diﬀerent times. Depending on the jet expansion, the helium
mass ratio decays sharply along the symmetry axis. However, the deviation in helium
mass ratio at diﬀerent time is because of the jet inlet velocity profile, which changes
with time (Fig. 5.5). This is particularly true for the early period (t ≤ 76.92 µs).
Figures 5.27 & 5.28 show N2 and O2 mass ratio along the symmetry axis as time
variable. The existence of N2 and O2 indicates the presence of air. The amount of
air present reduces along the symmetry axis as the time period progresses. Moreover,
at the jet inlet air does not mix with helium along the symmetry axis for all times
concerned. However, mixing of air with helium is evident as the distance along the
symmetry axis from the jet inlet increases into the downstream of the jet. This
indicates that while the helium jet expands into the stagnant air, some air molecules
remain in the region close to the jet inlet. In addition, the expansion of helium into
air accelerates the diﬀusional transport of air into the helium jet.
Figure 5.29 shows mass fraction of helium, nitrogen, and oxygen along the sym-
metry axis at 192.30 µs. Although the mass fraction of helium close to the helium
jet inlet is high, small fraction of nitrogen and oxygen is present there.
The same explanation regarding the enrichment of helium and depletion of nitro-
gen and oxygen along the symmetry axis can be made if mass fraction contours of
helium, nitrogen, and oxygen are considered (Figs. 5.30, 5.31 & 5.32). The only dif-
ference is that the radial expansion of the jet cannot be explained using Figures 5.26,
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Figure 5.26: Temporal variation of mass fraction of helium along the jet symme-
try axis at r = 0 m for helium jet expanding into initially stagnant
air.
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Figure 5.27: Temporal variation of mass fraction of nitrogen along the jet symme-
try axis at r = 0 m for helium jet expanding into initially stagnant
air.
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Figure 5.28: Temporal variation of mass fraction of oxygen along the jet symme-
try axis at r = 0 m for helium jet expanding into initially stagnant
air.
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Figure 5.29: Mass fraction of helium, nitrogen and oxygen along the jet symmetry
axis at r = 0 m and t = 192.30 microseconds for helium jet expanding
into initially stagnant air.
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Figure 5.30: Time development of mass fraction contours of helium for an ax-
isymmetric transient turbulent helium jet expanding into initially
stagnant air.
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Figure 5.31: Time development of mass fraction contours of nitrogen for an ax-
isymmetric transient turbulent helium jet expanding into initially
stagnant air.
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Figure 5.32: Time development of mass fraction contours of oxygen for an ax-
isymmetric transient turbulent helium jet expanding into initially
stagnant air.
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5.27 & 5.28. In the early period, helium jet expansion is not considerable and this
situation is evident by the sharp decay in the mass fraction of helium and sharp rise
in the mass fraction of nitrogen and oxygen close to the jet inlet along the symmetry
axis for t ≤ 23.07 µs. As the time progresses the helium jet expands radially as well as
axially but when time reaches 192.30 µs axial expansion of the jet becomes significant
as compared to the radial expansion. In the later stages of jet expansion, although
the axial expansion rate is faster than the radial expansion rate, large diﬀusion of
helium jet into the ambient makes the expansion rate in the axial direction slower
than the previous times of dominant axial penetration. This phenomenon enforces
the gradual decay in mass fraction of helium and gradual rise in mass fraction of
nitrogen and oxygen along the symmetry axis.
Figure 5.33 shows the ratio of jet width to penetration length (D/Zt) with time. It
should be noted that D represents the maximum width of the jet while its maximum
axial length is Zt at each time. The transient jet approaches a self-similar configu-
ration with an asymptotic D/Zt ratio. In this case, the jet approaches self-similar
as D/Zt becomes 0.65. The similar situation is observed by Hill and Ouellette [29],
provided that D/Zt obtained is less than the present finding. This is due to diﬀerent
jet inlet configurations. Moreover, the transition length appears to be about 3 jet
inlet diameters, less than the data reported earlier for steady jet [83]. In the early
period (t ≤ 76.92 µs), jet is transient and it is nowhere self-similar in the flow field.
This is because of the jet inlet velocity profile, which is developing with time as shown
in Figure 5.5. As the jet inlet velocity profiles become almost similar the attainment
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of self-similarity in the flow field becomes possible.
Figure 5.34 shows the variation of ratio of penetration length (Zt) to
1
4
power
of momentum rate per unit density
³ •
MHe /ρ
´
with
√
t. The dimensionless quantity
Ztµ •
MHe/ρ
¶1/4
×√t
represents the penetration number [29,32], where
•
MHe is the total exit
momentum flow rate. It should be noted that for the transient jet, the penetration is
a linear function of
√
t, i.e., Ztµ •
MHe/ρ
¶1/4
×√t
= constant. It can be observed that during
√
t ≤ 14√µs, the slope of the curve remains almost the same. As the time progresses,
the slope of the curve increases and varies with increasing
√
t. Consequently, to
achieve a constant penetration number during the jet expansion is almost impossible
in the present study, because of variation in momentum flow into the control volume
during the jet expansion. However, the slope of the curve during the period 6
√
µs ≤
√
t ≤ 14√µs is similar to that obtained from the previous study [84].
5.2.3 Comparisons of Results Obtained Due to Transient Air
and Helium Jets
In order to compare the transient jet behavior due to air and helium jets, jet
penetration properties are considered when comparing Figures 5.15 and 5.33 in which
ratio of jet width to penetration length (D/Zt) with time are shown. Although the
behavior of (D/Zt) with time is similar, the slopes of both curves vary considerably.
In this case, the slope of transiently expanding helium jet results in higher slope
[∆(D/Zt)/∆t] than air jet. This indicates that air jet penetrates more into its ambient
141
0.00
0.25
0.50
0.75
1.00
1.25
1.50
1.75
2.00
0 50 100 150 200 250 300 350 400
Time (ms)
D
/Z
t
0.0000
0.0010
0.0020
0.0030
0.0040
0 50 100 150 200 250 300 350 400
Time (ms)
Z
t (
m
)
Je t Penetration length of an axisymmetric 
transient turbulent helium jet.
Figure 5.33: Ratio of jet width to penetration length with time for an axisymmet-
ric transient turbulent helium jet expanding into initially stagnant
air.
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Figure 5.34: Penetration rate of an axisymmetric transient turbulent helium jet
exiting into initially stagnant air.
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than the helium jet. This occurs because of the density of the helium, which is
lower than the air. This can also be observed from temperature curves (Figs. 5.13
& 5.25). In the case of penetration number, both jets behave similarly (Figs.5.34
& 5.16), provided that longer expansion of the air jet results in larger gradientsh
∆(Zt/ρ
•
M)1/4/∆
√
t)
i
. This, is, again due to the thermophysical properties of the
fluids, which diﬀer considerably. It should be noted that helium has the density
almost 1/10 of air. Consequently, the momentum of helium jet onset of leaving the
solid surface is considerably smaller than that corresponding to air jet, despite the
fact that both jets have the same transiently varying velocity profiles at this location.
Moreover, the specific heat capacity of helium is almost 5 times higher than the air. It
is, therefore, expected that the convective heating of the ambient gas by the transient
jet is higher in the case of helium. Since the inlet momentum of helium jet is lower
than the air jet, this situation is not reflected in temperature contours in the region
next to helium jet (Fig. 5.24).
5.3 Opposing Jets
In practical laser heating process an assisting gas jet coaxial with the laser-heating
source impinges onto the transiently developing vapor jet emanating from the irra-
diated solid surface. In the next phase of the present study, a high temperature
transiently developing helium jet, resembling the vapor ejection from a laser induced
surface, and an opposing steady air jet, resembling the assisting gas jet, are stud-
ied. Since the thermophysical properties of the evaporating surface are not known in
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the open literature, helium at 1500 K (imitating the evaporating temperature of the
laser-irradiated solid) is considered as the transiently developing jet. This enforces
the assumption that the transiently developing helium and steady air jets behave
like perfect gases. Using helium, which is diﬀerent from the laser irradiated vapor,
and air at such a high temperature as perfect gases may not give the complete an-
swer; however, it enables to demonstrate the quantitative behavior of the opposing
jets-situation which is caused by the impingement of the assisting gas jet with the
vapor jet. Moreover, the velocity profile of the transiently developing vapor jet mea-
sured previously by Yilbas et al [78] is used as the velocity profile of the transiently
developing helium jet at one inlet to the control volume (inlet 1), and 1
7
th− power
velocity profile is used as the velocity profile of the steady air jet (assisting gas jet)
at the second inlet to the control volume (inlet 2). Figure 5.5 shows the velocity
profiles of the transiently developing vapor jet. Furthermore, since the flow field is
actually generated by the opposing of the high velocity transiently developing helium
and steady air jet and the flow field is mainly of interest in the near wall region,
therefore low Reynolds number k−² model is used to accommodate turbulence in the
simulations. In this phase of the study, the transient eﬀect and the influence of the
assisting gas velocity on the flow, temperature, pressure, and species mass fraction
fields are discussed.
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5.3.1 Transient Eﬀect on The Flow Field Due to Opposing
Jets
Opposing jet situation resembling the laser gas assisted processing is discussed.
The transiently developing jet resembling the laser-induced vapor plume and the
steady jet impinging onto the transiently developing jet are considered. The geometric
configurations of the jets are selected in accordance with the actual laser processing
conditions.
Figure 5.35 shows velocity vectors in the region close to the transiently developing
jet region for diﬀerent periods. The transiently developing jet penetrates into steady
opposing jet during the early period (t ≤ 23.07 µs). As the transiently developing
jet size increases in the radial direction, the opposing jet suppresses the penetration
of the jet in the axial direction. In this case, a circulation cell next to the steady
jet boundary and close to the transient jet is developed (t = 76.92 µs). As the time
progresses further (t = 192.30 µs), radial extension of the transiently developing jet
enhances, which in turn accelerates the radial flow in the region close to the solid wall.
Consequently, the orientation of the circulation cell changes and it moves away from
the steady jet boundary. In this case, transiently developing jet velocity develops
further in the radial direction and its velocity profile enables the impinging jet to
spread radially in the region close to the impinging jet. As the time progresses further
(t ≥ 361.53 µs), the average velocity of the transiently developing jet reduces and
the impinging jet suppresses further penetration of the transiently developing jet and
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enhanced radial flow close to the wall ensures the steady jet expansion in this region.
The radial expansion of the steady jet at t ≥ 361.53 µs is also observed from Figure
5.36, in which velocity magnitude contours are shown. The size of the circulation
cell grows as time progresses. It should be noted that the transiently developing jet
profiles at control volume inlet changes with time. Consequently, its eﬀect on the size
and orientation of the circulation cell varies with time.
Figure 5.37 shows the pressure contours in the region close to the transiently de-
veloping jet. The high magnitude pressure contours extend into the steady jet region
along the axial direction during the early period. This indicates that a triangle like
transiently developing jet velocity profile penetrates deeper into the steady impinging
jet. As the time progresses, the transiently developing jet expands radially, which
in turn influences streamline curvature of the steady impinging jet. Consequently,
transiently developing jet penetration into the steady jet region is suppressed by
the stagnation region developed in the vicinity of transiently developing jet bound-
ary. This enhances the development of the radial flow; therefore, a circulation cell
is formed next to the steady jet boundary, provided that the pressure field gradu-
ally reduces in this region. In the case of t = 376.92 µs, the appearance of pressure
contour (101.270 KPa) may suggest the formation of the secondary cell close to the
developing jet boundary. However, close examination of velocity contours and ve-
locity vectors indicate that the flow mixing in this region occurs and formation of
secondary cell is unlikely.
Figure 5.38 shows helium mass fraction contours in the region close to the tran-
147
R
ad
ia
lD
is
ta
nc
e
(m
)
A xial D istance (m)
0.0000
0.0005
0.0010
0.0015
0.0020
0.0025
0.0030
0.0035
15.38 microsec 23.07 microsec 76.92 microsec
0.0000
0.0005
0.0010
0.0015
0.0020
0.0025
0.0030
0.0035
192.30 microsec 307.69 microsec 338.46 microsec
0.0000 0.0005 0.0010 0.0015 0.0020
0.0000
0.0005
0.0010
0.0015
0.0020
0.0025
0.0030
0.0035
361.53 microsec
0.0000 0.0005 0.0010 0.0015 0.0020
369.23 microsec
0.0000 0.0005 0.0010 0.0015 0.0020
376.92 microsec
Figure 5.35: Time development of velocity vector plots of He-air mixture for an
axisymmetric transiently developing helium jet opposing the steady
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siently developing jet. In the early time when transiently developing jet axially ex-
tends into the steady impinging jet, helium mass fraction is higher close to the tran-
siently developing jet entering region. As the time progresses, radial expansion of
the transient jet and flow mixing in the region next to the transient jet boundary
lower the helium mass fraction while increase the nitrogen mass fraction (Fig.5.39).
Moreover, mass fraction of helium is suppressed further by the steady impinging jet
for t = 376.92 µs. In the case of nitrogen mass fraction (Fig.5.39), nitrogen mass
fraction reduces in the region close to the transient jet. This is more pronounced in
the early times. Moreover, flow mixing close to the transient jet boundary enhances
the nitrogen mass fraction in this region, which is clearly observed for t ≥ 307.69 µs.
It should be noted that the impinging steady jet is air, which composes of oxygen
and nitrogen. The presence of nitrogen indicates the presence of air in the flow field.
Figure 5.40 shows temperature contours in the region close to the transient jet.
Transiently developing helium jet is at 1500 K at the onset of emanating from the
wall (cavity wall) while steady impinging jet temperature is 300 K at the jet entry.
Consequently, transiently developing jet core temperature remains high while at the
mixing region temperature of the steady jet increases due to the convective and
conductive heat transfer in the mixing region. In the early period t = 15.38 µs,
although the transient jet expands axially into the steady jet, temperature across
the transient jet boundary does not attain high values. Moreover, transient jet core
temperature extends further into the steady jet at t = 23.07 µs. Due to radial
extension of the transiently developing jet and modification of streamline curvature
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of the steady jet, temperature field is modified considerably with progressing time.
In this case, flow mixing enhances the temperature rise in the region close to the
transiently developing jet.
Figure 5.41 shows velocity magnitude ratio with x/bj along the symmetry axis for
diﬀerent periods. It should be noted that ”bj” represents the half velocity width of
the jet and the axial distance is measured from the steady air jet inlet. Moreover, x/bj
remains constant along the symmetry axis for free jets [85]. The steady impinging jet
expands gradually along the symmetry axis, since velocity magnitude ratio remains
almost the same for x/bj ≤ 5. Due to the transiently developing jet, steady jet
expansion in axial direction is suppressed. In this case, radial expansion of steady jet
occurs as observed from Figure 5.36. This results in radial jet emanating from the
region where steady and transiently developing jets meet. Although the transiently
developing jet modifies the flow structure around the jets-meeting-region, the radial
jet behaves like almost a steady jet. Consequently, x/bj ratio remains constant with
velocity magnitude ratio as consistent with the previous work [56].
Figure 5.42 shows the ratio of jet width to penetration length (D/Zt) of the
transiently developing jet. ”D” represents the maximum width of the jet and the
maximum jet height in axial direction is Zt. It should be noted that the transient
jet approaches the self-similar situation when D/Zt remains almost constant with
time. In the present case, transiently developing jet does not approach a self-similar
situation at any time. The sharp increase in D/Zt represents the radial expansion of
the jet due to the opposing steady jet. Once the developing jet reaches a stage where
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the radial expansion of the jet remains almost steady; in which case, penetration of
transiently developing jet in the axial direction is suppressed by the opposing steady
jet. The decaying of D/Zt with time attributes to the decaying of the transiently
developing jet as can also be observed from Figure 5.5, i.e., the mean velocity of the
transiently developing jet decays and its magnitude reduces gradually to zero.
Figure 5.43 shows the variation of ratio of penetration length (Zt) to
1
4
power
of momentum rate per unit density
³ •
MHe /ρ
´
with
√
t. The dimensionless quantity
Ztµ •
MHe/ρ
¶1/4
×√t
represents the penetration number [29,32], where
•
MHe is the total exit
momentum flow rate at the transiently developing jet inlet. It should be noted that the
penetration number remains constant for self-developing transient jets. In the present
situation, the penetration number attains almost steady value during 10 − 15√µs.
This period corresponds to the transiently developing jet entering velocity profiles
being similar (Fig. 5.5). Moreover, sharp increase in the penetration number during
√
t ≤ 5√µs represents the axial penetration of the jet, which is significant in the
early periods as can be observed from Figure 5.36. This is also evident from Figure
5.44, in which the ratio of total momentum flow rates corresponding to transiently
developing and steady jets. In this case the momentum ratio increases sharply in
the early period and increases steadily during 7.5 ≤
√
t ≤ 12.5√µs. Despite the fact
that the momentum flow rate increases sharply in the early period and it is inversely
proportional to the penetration number, substantial increase in Zt enables to increase
the penetration number during the period
√
t ≤ 5√µs.
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Figure 5.43: Penetration rate of an axisymmetric transiently developing helium
jet opposing the steady air jet.
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Figure 5.44: Momentum ratio at diﬀerent air jet velocities versus square root of
time for an axisymmetric transiently developing helium jet opposing
the steady air jet.
160
5.3.2 Influence of Assisting Gas Velocity on The Flow Field
Due to Opposing Jets
In order to examine the influence of the magnitude of steady jet mean velocity
on the flow field due to transiently developing opposing jet, the mean velocity of
the steady impinging jet is varied. In order to simplify the arguments, the results
obtained for the flow field at time t = 192.30 µs are presented in the figures. It
should be noted that at t = 192.30 µs, transiently developing jet profiles at the onset
of entering the control volume is almost developed in size (Fig. 5.5).
Figure 5.45 shows velocity vectors for diﬀerent mean entering velocity of the
steady jet at t = 192.30 µs. In the case of low jet velocity (5 m/s) transiently devel-
oping jet expands axially into the steady jet and the radial expansion of the jet is not
considerable. Therefore, a weak circulation cell radially away from the transiently
developing jet is developed. As the mean velocity of the steady jet increases, axial
expansion of the transiently developing jet is suppressed and due to the streamline
curvature eﬀect of the steady impinging jet, radial flow next to the transiently devel-
oping jet is developed. The strength of the circulation cell increases, which in turn
enhances the flow mixing next to the transiently developing jet boundary. Moreover,
as the mean velocity of the steady jet increases further, the orientation of the cir-
culation cell changes due to the enhancement of the radial flow entrainment. The
strength of the circulation cell increases while the radial expansion of the transiently
developing jet becomes considerable. In this case axial expansion of the transiently
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Figure 5.45: Velocity vector plots for four air jet velocities at 192.30 microseconds.
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developing jet becomes minimum. This can also be seen from Figure 5.46, in which
contours of velocity magnitude are shown. The flow mixing next to the transiently
developing jet boundary is evident for 50 m/s mean velocity of the steady jet.
Figure 5.47 shows helium contours for diﬀerent mean velocity of the steady jet
at 192.30 µs. In the case of low mean velocity (5 m/s), the axial expansion of
the transiently developing jet enables helium to penetrate into the steady impinging
jet. Consequently, helium mass fraction attains considerably high values along the
symmetry axis. It should be noted that steady impinging jet is air while transiently
developing jet is helium. Moreover, existing of air in the helium jet is not observed.
As the steady impinging jet velocity increases (50 m/s), helium penetration into air
along the axial direction is suppressed and mixing of the air with helium next to the
transiently developing jet boundary reduces the helium mass fraction in this region.
As the steady impinging jet velocity increases further, helium penetration into air
is suppressed considerably. The streamline curvature of the steady impinging jet
enhances the mixing of helium with air in both axial and radial directions.
Figure 5.48 shows temperature contours for diﬀerent entering mean velocity of
steady jet at t = 192.30 µs. It should be noted that the helium jet is at 1500 K
while the steady impinging jet is at 300 K. Consequently, as transiently developing
jet expands into the steady jet, temperature of air increases in the region close to
the transiently developing jet boundary. This situation is clearly observed for 5 m/s
steady jet velocity. In this case, convection and conduction heating of the air take
place. When the mean velocity of the steady jet increases, flow mixing modifies the
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Figure 5.47: Mass fraction contours of helium for four air jet velocities at 192.30
microseconds.
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croseconds.
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temperature field in the region close to the transiently developing jet. Moreover, the
circulation cell is not able to develop temperature contours that follow the velocity
contours in the circulation cell. However, radial extension of temperature contours are
observed for mean velocity of steady jet ≥ 100 m/s, i.e., the influence of streamline
curvature eﬀect of the steady impinging jet on the convective heat transfer becomes
significant.
Figure 5.49 shows pressure contours for diﬀerent entering mean velocity of the
steady impinging jet at 192.30 µs. The variation in size and orientation of the cir-
culation cell next to the jet boundary is evident with increasing mean velocity of
the steady jet. Moreover, stagnation region where both jets meet moves towards the
transiently developing jet when steady jet velocity increases. The radial expansion of
the transiently developing jets results in high-pressure region extending in the radial
direction.
Figure 5.50 shows the turbulence kinetic energy for diﬀerent entering mean ve-
locity of the steady jet at diﬀerent periods. The maximum turbulence kinetic energy
attains high values as mean steady jet velocity increases. Moreover, the maximum
turbulence kinetic energy is generated in the region next to the stagnation zone; which
is also confirmed in the previous study [10]. The location of the maximum turbulence
kinetic energy moves towards the transiently developing jet as mean velocity of the
steady jet increases. This is because of the stagnation region which moves towards
the transiently developing jet. This can also be seen from Figure 5.51, in which axial
velocity along the axial direction is shown, i.e., the location of zero axial velocity
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moves towards the transiently developing jet as the mean velocity of the steady jet
increases. The influence of streamline curvature on the turbulence kinetic energy
generation becomes evident when mean velocity of the steady jet exceeds 100 m/s.
In this case, turbulence kinetic energy generation becomes similar to that observed
for stagnation point flow [10]. Depending on the transiently developing jet profiles,
the magnitude of turbulence kinetic energy varies, i.e., the velocity profile resulting
in high streamline curvature eﬀect gives rise to highest turbulence kinetic energy
generation, which occurs at 76.92 µs.
Figure 5.52 shows mass fraction of helium, nitrogen, and oxygen along the sym-
metry axis for diﬀerent exiting mean velocity of the steady jet at 192.30 µs while
Figure 5.53 shows mass fraction of helium, nitrogen, and oxygen along the symmetry
axis for diﬀerent times and 100 m/s mean velocity of the steady jet. Helium mass
fraction reduces gradually along the symmetry axis for low mean velocity of steady
jet. Moreover, increasing steady jet velocity results in sharp decay in helium mass
fraction. In the case of oxygen and nitrogen, sharp decay of mass fraction is observed
close to the transiently developing jet region. It should be noted that mass fraction
ratio of O2/N2 is 0.29 in the steady air jet. However, in the region close to the tran-
sient jet, this ratio changes and oxygen mass fraction increases. This indicates that
the diﬀusional transport of oxygen in the region close to the stagnation zone is higher
than that corresponds to nitrogen. This is more pronounced for high steady jet mean
velocities. Consequently, flow mixing and diﬀusional mass transport in the region
close to the stagnation zone modify the mass fraction of oxygen and nitrogen.
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Table 5.1: Thermophysical properties of fluids used in the simulations.
Properties Air Helium (He) He−Air mixture
k (W/m− k) 0.0242 0.152 0.0454
cp (KJ/Kg −K) 1.006 5.193 1.000
ρ (Kg/m3) 1.225 0.1625 −
µ (Kg/m− s) 1.7894× 10−5 1.99× 10−5 1.72× 10−5
M (Kg/Kgmol) 28.966 4.0026 28.966
DAB (m
2/s) − − 2.88× 10−5
Chapter 6
CONCLUSIONS
6.1 Transient Jet Expansion into Stagnant Air
Transiently developing jet emanating from a free surface and expanding into air
ambient is considered to resemble the vapor jet behavior ejected from the laser-
produced cavity. Since the thermophysical properties of laser produced vapor is not
known, air or helium at 1500 K is considered as emerging jet in the simulations.
The jet exiting velocity profiles (jet velocity profiles onset of exiting the cavity) em-
ployed are obtained from the previous experimental study. This enables us to simulate
the actual laser produced cavity exiting conditions. A numerical scheme employing
control volume approach is employed when simulating the flow situations. The low
Reynolds number k − ε turbulence model is employed to account for the turbulence.
6.1.1 Transient Air Jet into Stagnant Air
It is found that in the early period the transient air jet expands more radially
than it does axially. As the time progresses, the jet width to jet penetration depth
ratio reduces. Once the jet exit velocity profiles become almost similar, self-similar
transient jet behavior is resulted. The specific conclusions derived from the present
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study can be listed as follows:
1) Changes in jet exit velocity profiles result in variation in velocity magnitude
along the symmetry axis. This, in turn, alters the turbulence kinetic energy generation
in this region. Moreover, very small change in velocity magnitude results in large
change in turbulence kinetic energy.
2) In the early period temperature profiles follow the velocity profiles and the
convective heat transfer from the jet surface to its ambient is small. This occurs
because of small area of jet surface and short period of time, i.e., jet does not expand
enough to generate a large surface area and the period of expansion is short and hence
the heat transfer rate is low during early periods.
3) In the early period the ratio of jet expansion in the axial direction to the
one-fourth power of jet momentum rate per unit density increases linearly with the
square root of time, i.e., penetration number increases steadily. In this case, jet
behaves similar to those observed for slow flow jets. As time progresses, the rate of
momentum dissipation due to viscous dissipation becomes high and the penetration
number increases rapidly. This is observed for
√
t ≥ 12√µs in the present case.
6.1.2 Transient Helium Jet into Stagnant Air
It is found that the transient helium jet approaches self-similar behavior as the
dimensionless jet width (D/Zt) becomes 0.65 and the transition length of the jet is
obtained to be about 3 jet inlet diameters, which is less than the data reported in the
previous study. The specific conclusions derived from the present study are listed as
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follows:
1) The flow entrainment results in a circulation cell in the region next to the jet
outer boundary after t = 76.92 µs. The orientation of circulation cell changes with
progressing time. This is due to the jet inlet velocity profiles, which varies with time.
2) Temperature contours follow almost the velocity profiles. Moreover, flow en-
trainment enhances the convective heat transfer rate, which in turn extends the high
temperature field into the jet-entrained region.
3) The mass ratio of helium decays sharply as the distance along the symmetry
axis increases away from the jet exit. The mixing of helium with air along the
symmetry axis indicates that while helium jet expands into the stagnant air, some
air molecules remain in the region close to the jet inlet as well as the expansion of
the helium into air accelerates the diﬀusional transport of air into helium jet.
4) In the early period of helium jet expansion, self-similar behavior of the jet is
not observed. This is because of the vast change of jet inlet velocity profiles in the
early period.
5) The constant penetration number

 Ztµ •
MHe/ρ
¶1/4
×√t

 is almost impossible dur-
ing the jet expansion in the present situation, since the jet inlet velocity changes
drastically in the early period.
6.2 Opposing Jets
The flow field due to opposing jet and transiently developing jet is studied in
relation to laser-induced ablation process. Steady jet represents the assisting gas
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while transiently developing jet resembles the vapor plume emanating from the solid
surface during the ablation process. Since the thermophysical properties of the vapor
plume are not known, helium at 1500 K is employed for the transiently developing jet
while air is considered as an assisting gas. The flow, temperature and mass fraction
fields are simulated numerically using a control volume approach. The low Reynolds
number k − ε turbulence model is employed to account for the turbulence.
6.2.1 Transient Eﬀect on The Flow Field Due to Opposing
Jets
It is found that the flow field in the region close to the transiently developing
jet is influenced considerably by the assisting gas jet. In the early stage transiently
developing jet expands in the axial direction and as the time progresses radial ex-
pansion of the jet dominates; in which case, a circulation cell next to the steady jet
boundary is developed. The specific conclusions derived from the present study can
be listed as follows:
1) The orientation and the size of the circulation cell next to the steady jet
boundary are influenced by the transiently developing jet entering velocities. In this
case, the velocity profile (similar to the profile for the fully developed flow) enhances
the size of the circulation cell.
2) The transiently developing jet influences the streamline curvature of the steady
impinging jet. In this case, enhancing radial flow suppresses the transiently developing
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jet expansion in the axial direction.
3) The deep penetration of oxygen/nitrogen mass fraction into the region next
to the helium jet entry indicates that the flow mixing in this region occurs, i.e., next
to the stagnation region where two jets meet, the flow mixing is enhanced which can
also be observed through temperature contours. This is more pronounced as time
progresses.
4) A radial jet developed due to opposing of transiently developing and steady
jets. In this case, the radial jet show similar behavior to that corresponding to the
free jet, and the transiently developing jet characteristics do not aﬀect considerably
the radial free jet characteristics.
5) The transiently developing jet does not approach a self-similar condition at
any period considered. Consequently, developing jet shows transient characteristics
for all the durations considered in the present study.
6) The penetration number of transiently developing jet attains almost steady
values during 10− 15√µs period. Moreover, sharp increase in penetration number in
the early period corresponds to the axial penetration of the jet.
6.2.2 Influence of Assisting Gas Velocity on The Flow Field
Due to Opposing Jets
It is found that the influence of the magnitude of the mean velocity of the steady
jet on the flow field in the region close to the transiently developing jet is found to be
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very significant. In this case increasing mean velocity of impinging steady jet results
in development of the circulation cell next to steady jet boundary. The orientation
and strength of the circulation are modified by the mean velocity of the steady jet.
In this case, streamline curvature eﬀect and flow entrainment cause flow mixing next
to the transiently developing jet boundary. Moreover, increasing mean velocity of the
steady jet suppresses the axial expansion of the transiently developing jet; hence, the
radial expansion of the jet is enhanced.
Mass fraction of helium decreases sharply in the axial direction as mean velocity
of the steady jet increases. Although the mass fraction ratio of O2/N2 in steady air
jet is 0.29 at jet inlet to the solution domain, it is modified in the region close to
the stagnation zone. In this case, oxygen mass fraction enhances in this region. This
suggests that flow mixing next to the transiently developing jet and diﬀusional mass
transport modify the mass fraction of species considerably in this region.
6.3 Future Work and Recommendations
Since laser-machining applications are involved with the laser non-conduction lim-
ited heating situation, phase change in the solid substrate should be considered when
modeling the laser-workpiece interaction. Moreover, the material properties vary with
temperature; therefore, temperature dependent properties should be accommodated
in the analysis. The rate of evaporation from the surface and the magnitude of recoil
pressure in the cavity determine the evaporating front velocity. Consequently, evapo-
rating front velocity of the vapor jet emanating from the cavity needs to be considered
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when simulating the impinging gas eﬀects on the laser-workpiece interaction.
Although the thermophysical properties of the evaporating front are not known,
a high-density gas, such as steam, can be introduced in the simulations to resemble
the evaporating front. The nucleation formation in the superheated liquid in the
cavity and droplet formation in the vapor phase during the plume expansion could
be accommodated in the heating model. Moreover, the influence of retarding zone on
the vapor front expansion could be included in the analysis.
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