Abstract-Aberrant changes to interactions among cellular components have been conjectured to be potential causes of abnormalities in cellular functions. By systematic analysis of high-throughput-omics data, researchers hope to detect potential associations among measured variables for better biomarker identification and phenotype prediction. In this paper, we focus on the methods to measure pairwise interactive effects among continuous random variables, representing molecular expressions, with respect to a given categorical outcome. Together with a comprehensive review on the existing measures, we further propose new measures that better estimate interactive effects, especially in small sample size scenarios. We first evaluate the performance of the existing and new methods for both small and large sample sizes based on simulated datasets that shows our proposed methods outperform previous methods in general. The best performing method for small sample size scenarios suggested by simulation experiments is then implemented to estimate interactive effects among genes with respect to the metastasis outcome in two breast cancer studies based on micro-array gene expression datasets. Our results further demonstrate that integrating detected interactive effects together with individual effects can help in finding more accurate biomarkers for breast cancer metastasis, which are indeed involved in important pathways related to cancer metastasis based on gene set enrichment analysis.
INTRODUCTION
R ECENT advancements in biochemical technologies, such as gene expression profiling and next generation sequencing, provide high-throughput measurements of molecular activities at the genome scale [1] . In clinical trials for studying complex diseases such as cancer, we are interested in predicting certain phenotypes of interest including the disease onset or treatment response based on these high-throughput -omics measurements. There have been several important findings by estimating statistical association between individual molecular activities with the phenotype or trait of interest for novel biomarker identification and early prediction of disease [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] . However, these analyses focusing on the individual or marginal effects may not be sufficient as stated both in Genome Wide Association Studies (GWAS) [4] , [5] , [6] and in gene expression analysis [11] , [12] , [13] , since two variables with no significant individual effects can be highly "synergistic" and informative of the outcome when considered together [14] (Fig. 1 ). For example, in [15] , multivariate logic predictive relations among genes were studied and resulted in several predictive XOR relationships, similar to what is shown in Fig. 1 , among which they showed that if both Interleukin18 and MRC1 genes are up-regulated or if both are down-regulated, then EHHADH gene is downregulated. Identifying such synergistic effects among genes not only helps in identifying more accurate biomarkers for phenotype prediction, but also helps in revealing functional interactions among cellular components that are specifically related to the phenotype of interest [14] , [16] . However, due to significantly increased computational complexity as well as sample size requirements when considering interactions, many of the current studies ignore interactive effects among candidate variables when analyzing for potential biomarkers, which may not be sufficient for complete understanding of complex diseases as discussed in [2] , [3] .
In this paper, we adopt the term interactive effect to refer to the statistical association between two random variables with respect to an outcome that is due to pure cooperative or synergistic effect of the two variables when considered together. For example, in statistical analysis of biomedical data, the synergistic effect is usually measured by calculating specific information theoretic measures (detailed in Section 2.1), or by the model coefficients for multiplication terms in regression or classification models as "interaction" (in Section 2.2). In other words, we are interested in measuring how much better we can predict the outcome by considering two variables together in general functional forms compared to the aggregated individual power of the variables.
To take into account such interactive effects among variables for biomarker identification, several methods have been proposed in both GWAS [4] , [5] , [6] and other -omics data analyses [11] , [12] , [13] . The performance of these methods highly depends on accurate and reliable interactive effect estimation. But it is difficult to achieve especially when the sample size is small compared to the number of variables, which is common when analyzing -omics data. Although there have been recent efforts to estimate interactive effects with different statistical models [4] , [5] , [6] , [16] , [17] , [18] , [19] , [20] , most of these methods either have made simplified data distribution assumptions or are limited to quantized or discrete random variables. When data (for example, micro-array gene expression data) have numerical quantities and are better characterized by continuous random variables, it is essential to avoid ad-hoc quantization of such numerical quantities to prevent the loss of information, especially when the sample size is limited.
In order to derive more accurate and reliable biomarker identification, but without introducing too many false positives due to over-complicated models and small sample size, we focus on studying pairwise interactive effect estimation, only considering interactions between pairs of involved continuous random variables in this paper. To be specific, we represent data by X, a n-by-p matrix, where p is the number of candidate variables and n is the number of observations or samples. Typically in biomedical data we have: p ) n. Throughout this paper, we investigate methods for measuring the interactive effect between two continuous random variables x i and x j with respect to the outcome variable y, which, for example, can be binary denoting whether the corresponding samples come from "healthy" or "diseased" subjects.
We first review the previously proposed methods, especially focusing on the ones studying continuous random variables, and then further propose a set of new methods to better detect interactive effects. We have categorized existing methods together with our newly proposed methods into three categories: (1) Information theoretic methods such as "synergy" [14] , [16] , [18] , in which marginal and conditional probability distributions of x i , x j , and y are estimated from data to compute the information theoretic synergy as interactive effect. In this category, the reliability of interactive effect estimation depends on how well the involved probability distributions are estimated; (2) Classification based methods [11] , [12] , [19] , in which first a classification model is learned from the data and then the interactive effect is measured by some parameters in the model, such as coefficients in Logistic Regression, relative values of variables in Relative Expression Analysis (REA), or estimated synergistic predictive power of x i and x j to y using classification accuracy; and (3) Association based methods, where the interactive effect is measured by the increase in association between x i and x j after observing the outcome y. In Fig. 2 , we have laid out a hierarchy of the approaches studied in this paper with both the existing methods and our newly proposed methods.
We evaluate the performance of all the methods based on simulations by comparing their power in detecting underlying interactions among simulated random variables with data of different sample sizes. The simulation results show that our proposed methods outperform many existing methods for interactive effect estimation in general. We then take the best performing method, based on simulated datasets of small sample size, to estimate synergistic interaction among profiled genes with respect to breast cancer metastasis in two public breast cancer gene expression datasets. We show that taking into account interactive effects among genes helps in Fig. 1 . An illustration of highly interactive effect between two variables x x 1 and x x 2 with respect to the outcome y y. The variables x x 1 and x x 2 are not able to discriminate the outcome y y individually. Fig. 2 . All of the methods studied in this paper with their relationships illustrated in a tree graph.
finding better biomarkers for more accurate prognosis of breast cancer metastasis than traditional biomarker identification based on only individual effects. We further show that the identified biomarkers, by considering interactive effects, contain the genes that are involved in important pathways related to cancer metastasis.
The rest of the paper is organized as follows: In the next section, we thoroughly review the existing methods for pairwise interaction detection. We explain our proposed methods for better interactive effect estimation in Section 3. In Section 4, we first test and compare the performance of all the methods using simulated datasets with a range of different sample sizes. We then take the best performing method under the small sample size scenario and show that it can help us find more accurate and biologically interpretable biomarkers for breast cancer metastasis.
LITERATURE REVIEW OF EXISTING METHODS
Here we review the existing methods in the literature for measuring interactive effects between two continuous random variables x i and x j on a categorical outcome y.
Information Theoretic Measures
One of the information theoretic measures is based on the definition of synergy Synðx i ; x j ; yÞ by Anastassiou et al. [16] , which measures the portion of the information gain from the pair of covariates ðx i ; x j Þ subtracting their individual information gain [21] : Synðx i ; x j ; yÞ ¼ Iðx i ; x j ; yÞ À Iðx i ; yÞ À Iðx j ; yÞ;
where Iðx; yÞ ¼ HðyÞ À HðyjxÞ ¼ HðxÞ À HðxjyÞ is the mutual information measuring the information gain by the amount of reduction in the entropy of y after knowing the value of either individual or multiple variables. Hence, it is essential to accurately estimate Iðx; yÞ, which can be challenging under the small sample size scenario with p ) n. Further expanding the formula in (1) [16] , [17] , [18] , [20] . When x is continuous and y is discrete, we can compute conditional entropies HðxjyÞ ¼ P n P ðy ¼ nÞ
Clearly, in this case, it is more difficult to have reliable conditional entropy estimates, especially with the limited sample size, which is often the case in biomedical research. We now first review the existing methods that estimate conditional entropies for continuous input variables with binary outcome.
Quantization Methods
The first intuitive approach for continuous random variables is to quantize the data and estimate the conditional entropies for quantized random variables. Generally, the observed values of continuous random variables can be categorized into several groups for quantization. The obtained quantized variable x c will be used to compute the conditional entropy Hðyjx c Þ as an approximate estimate for HðyjxÞ and consequently to estimate Synðx i ; x j ; yÞ.
One simple quantization scheme is to take the corresponding sample mean estimates m i ¼
i as the threshold to dichotomize the original measurements as Bernoulli random variables. There are other quantization schema. For example, instead of using mean values, we can quantize by quantiles. Also, to estimate Hðyjx i ; x j Þ, the quantization of the pair of variables can be done simultaneously. For example, one can categorize the observed values of x i and x j into two groups by using the line x i À x j ¼ 0 as a separating line that categorizes the data points in the ðx i ; x j Þ plane into two groups: The sample points with x i ! x j and the points with x i < x j , which indeed is the essence of Relative Expression Analysis [12] .
The main problem with those quantization methods is that the appropriate thresholds or separating criteria for quantization are generally unknown. More complicated clustering methods have been proposed for automatic quantization. For example, Anastassiou et al. [14] have proposed an UPGMA hierarchical clustering method to quantize continuous variables. By taking clustering results at different levels of the hierarchy, the average estimates of conditional entropies with different numbers of clusters are used as the robust interactive effect estimates [14] . Other clustering methods (e.g., in [22] ) can be used for more complicated quantization of continuous variables. We will test the performance of the following specific methods in this category:
SynDichoMean: dichotomize by sample mean estimates. SynDichoUPGMA: quantize by the UPGMA clustering [14] . Implementation details can be found in Section 1 of supplementary materials, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/ TCBB.2016.2586042.
Simplified Gaussian Assumptions
Instead of quantization, we can also estimate conditional entropies by assuming that input variables follow simple distributions as done in [18] . For example, assuming that x follows a Gaussian distribution (a multivariate Gaussian distribution if x denotes multiple variables), we can obtain the corresponding MLEs of the distribution parameters, the expectation and standard deviation in this case. Given the standard deviation s s (or the covariance matrix S S for multivariate Gaussian), the entropy HðxÞ can be directly computed as 1 2 lnð2pes s 2 Þ (or 1 2 ln j2peS Sj for multivariate cases). Based on this, we can then estimate the synergy Synðx i ; x j ; yÞ. In our simulation experiments, we will test its performance and refer to this method as SynGaussX.
Classification-Based Methods

Logistic Regression
The most commonly used statistical model for relating input variables x and a given binary outcome y is arguably the logistic regression model [23] , in which the effect of a variable on the outcome can be measured by its corresponding model coefficient after fitting with the given data. Based on this, the interactive effect of two variables x i and x j on the outcome y can be computed similar to individual effect by ÀlogðpÞ where p is the p-value of the coefficient b after fitting the following logistic regression model log ðg=ð1 À gÞÞ
We later refer to this method as LogRegCoeff in our simulation experiments and we note that LogRegCoeff is a quadratic method due to the integration of the interaction terms.
Relative Expression Analysis
This method has been proposed by [12] to find interactive pairs of genes based on their relative expression. Given two input variables x i and x j , the interactive effect associated with the outcome y can be measured by IE ¼ jP ðx i < x j jy ¼ 0Þ À P ðx i < x j jy ¼ 1Þj. The estimate for P ðx i < x j jy ¼ 0Þ is the frequency of the observations with x i < x j and y ¼ 0 and similarly P ðx i < x j jy ¼ 1Þ is the frequency of observations with x i < x j and y ¼ 1 by MLE. Looking deep into their method reveals that they have used the linear function x i ¼ x j to quantize data points in the twodimensional plane ðx i ; x j Þ and assumed that this line is a proper quantization boundary. Based on this assumption, they expect that for highly interactive pairs, the line x i ¼ x j better discriminates samples with larger IE. We also evaluate its power of detecting interactions in our experiments and refer to this method as REA.
Linear Classifiers
For highly interactive pairs of variables, it is intuitive to expect that we can train simple classifiers that possess certain discriminating power. Based on this, a procedure based on permutation tests has been proposed in [11] to test each pair of input variables x i ; x j to find significantly interacting pairs by estimated classification accuracies based on Linear Discriminant Analysis (LDA). They perform two empirical significance tests: the first to rank variable pairs by estimated accuracies and the second to check whether this accuracy is only due to interactive effects of variables by permuting one variable in each pair. Based on these tests, highly ranked pairs were considered significantly interacting pairs. However, the procedure depends on the relative difference of estimated accuracies and does not provide a measure for evaluating interactive effects. Motivated by this procedure, we propose new interactive effect estimates based on the classification performance in the following sections.
NEW INTERACTIVE EFFECT ESTIMATORS
New Information Theoretic Measures
In this section, we first propose two new methods to estimate information theoretic synergy for continuous random variables based on supervised modeling.
Supervised Quantization
Previous information theoretic measures are done in an unsupervised fashion in the sense that either quantization or distribution assumptions of x are made without considering y. Hence, it may lose critical predictive information as the approximation by quantization may destroy the underlying structure of data. We explore new supervised quantization for better estimates of interactive effects by taking into account the information given in y. Specifically, we propose new supervised quantization approaches based on existing classification methods at different levels of complexity, in which we search for the best possible separating boundaries detected by a classification algorithm for quantization. By learning a classifier, all possible separating boundaries based on the type of classifiers, for example, line (linear classifier), hyperbola (quadratic classifier), and Voronoi diagram (KNN classifier), can be explored. The separating boundary that minimizes the classification error is assumed to be the most appropriate boundary for quantizing x. To accomplish this, we first learn a classifier to predict y from x, and then for each observation x ð'Þ , 1 ' n, we predict its corresponding output y ð'Þ 2 f0; 1g by the learned classifier, which is considered as the new quantized value of x ð'Þ . Similar to previous information theoretic measures using quantization, we then can estimate the probabilities and compute conditional entropies using quantized variable x.
Note that depending on the classifier used, the separating boundaries may change. For example, simple modeling methods like LDA will find the best possible linear boundaries to categorize the data x while KNN (K Nearest Neighbor classifiers) can find more complex boundaries with increasing K but may overfit the data. Illustrative examples of how different methods may quantize ðx i ; x j Þ are shown in Fig. 3 . We expect that the integration of the outcome information and exploring non-linear interactions among variables can capture more general interactive relationships among variables than unsupervised linear ones like the previously discussed methods [11] , [12] , [14] . In order to test our hypothesis, we evaluate the performance of the following supervised quantization methods: SynDichoLDA: LDA classifier (MATLAB implementation) [24] is used to find a linear separating boundary to quantize x. SynDichoQDA: Quadratic Discriminant Analysis (QDA) classifier (MATLAB implementation) [24] is used to find a quadratic separating boundary to quantize x. SynDichoKNN: KNN classifier is used to find a nonlinear separating boundary to quantize x. In order to avoid overfitting, we implement a method similar to SynDichoUPGMA and estimate interactive effects by averaging over multiple KNN classifiers with different K. Implementation details can be found in Section 2 of supplementary materials, available online.
Estimating P ðyjxÞ by Supervised Learning
In this section, we propose another new way to estimate conditional entropies HðyjxÞ by directly estimating the P ðyjxÞ without quantization.
Usually, classification methods are used to learn the relationships between input variables x and the outcome y. After learning the classifier, for any observation x ð'Þ , 1 ' n, the classifier can predict its correspondingly most probable output y ð'Þ 2 f0; 1g. In addition, many classification methods, such as Naive Bayes, Logistic Regression, LDA, and QDA, can provide estimates of the posterior probabilities P ðyjx ¼ x ð'Þ Þ based on the learned classification models. For example, in LDA, to estimate the posterior probability, first the probabilities P ðyÞ, P ðxÞ, and P ðxjyÞ can be reliably estimated by assuming Bionomial and Gaussian distributions, respectively. Then, the posterior probability P ðyjxÞ can be derived based on the Bayes rule: P ðyjxÞ ¼ P ðxjyÞP ðyÞ=P ðxÞ. In other classification methods, including Decision Trees, Support Vector Machines (SVM), and KNN, the posterior probability P ðy ¼ y ð'Þ jx ¼ x ð'Þ Þ for a given input x ð'Þ can be considered as a value describing how confident the classifier is on y ð'Þ . For example, in KNN, if from the K nearest neighbors of x ð'Þ , t of them have class label 1, then we can approximately estimate that the posterior probability
With these estimates of P ðyjxÞ, we can always estimate the conditional entropies HðyjxÞ using following formula:
But the problem with the above formula is that we need to estimate P ðxÞ, for example, by making a Gaussian assumption or by quantization as discussed earlier. Such assumptions and approximations may lead to inaccurate estimates of the desired conditional entropies. To overcome this problem, the empirical distribution of x based on the given n observations can be used:
which dð:Þ is the Dirac Delta function. Substituting this empirical distribution of P ðxÞ into the Equation (2), we get:
Taking the integral into summation, we can derive
Also, based on the definition of the Dirac Delta function, we have R þ1 À1 dðx À aÞfðxÞdx ¼ fðaÞ, which implies that:
Based on the above formula, we can efficiently estimate HðyjxÞ with different classification methods.
In our simulation experiments, we test the performance of the following specific methods for measuring interactive effects based on the direct estimation of P ðyjxÞ:
SynPosteriorLDA: The posterior probability estimated by LDA (MATLAB implementation) [24] . SynPosteriorQDA: The posterior probability by QDA (MATLAB implementation) [24] . SynPosteriorKNN: The posterior probability estimated by KNN. For implementation details to avoid overfitting by KNN, please refer to Section 2 of the supplementary materials, available online.
Methods Based on Classification Accuracy
We further introduce new methods for estimating interactive effects based on classification accuracy. For two continuous variables x i and x j and the outcome y, we measure the interactive effect as IEðx i ; x j ; yÞ ¼ Accðx i ; x j ; yÞ À Accðx i ; yÞ À Accðx j ; yÞ; (6) in which Accðx; yÞ is the training accuracy of a chosen classification method with input x and output y. In this new measure, similar to the definition of information theoretic synergy we try to capture the interactive effect by subtracting the individual effect of individual variables. In addition, to obtain more reliable accuracy estimates, we use the posterior probability to weigh the correct and incorrect predictions as follows: Consider a vector p ¼ ½p 1 ; p 2 ; . . . ; p n as the posterior probability vector obtained by the classifier for inputs , in which 1 is an n-dimensional vector with all elements equal to 1. Based on the above formula, Acc 2 ½À0:5; 0:5, where À0
new measure IE takes a value between À1:5 and 1:5. We will test the following methods for measuring the interactive effect based on classification accuracy:
AccLDA: The training accuracy obtained by LDA [24] is used to estimate interactive effect. AccQDA: The training accuracy by QDA [24] is used. AccKNN: The training accuracy obtained by KNN is used. For implementation details to avoid overfitting by KNN, please refer to Section 2 of supplementary materials, available online.
Methods Based on Association Analysis
We propose to measure the interactive effect between variables x i and x j with respect to the outcome by comparing the statistical association between x i and x j given y, denoted by ASCðx i ; x j jyÞ, and the statistical association between x i and x j without knowing the value of y, denoted by ASCðx i ; x j Þ. We expect that for highly interactive pairs, ASCðx i ; x j jyÞ will be larger than ASCðx i ; x j Þ as two variables are more statistically associated after observing the outcome. Based on this, we can measure the interactive effect as the difference between ASCðx i ; x j jyÞ and ASCðx i ; x j Þ:
We can use any of the existing measures to test the association or dependence between two variables in the above formula including Pearson correlation or mutual information. Recently, a new dependence measure called Maximal Information Coefficient (MIC) has been proposed [25] . Unlike the usual association measures which mostly look for specific functional associations (such as linear, exponential, periodic, etc.), MIC can find a wide range of relationships among variables. Using MIC as the dependence measure, we estimate the interactive effect as:
We refer to this method for measuring the interactive effect as MICIE in our simulation experiments. The implementation details are given in Section 3 of supplementary materials, available online. It is notable to say that if we use the mutual information Iðx i ; x j Þ as the measure for association, the corresponding interactive effect measure in (7) is in fact equal to the synergy Synðx i ; x j ; yÞ by straightforward algebraic manipulations.
EXPERIMENTS AND DISCUSSION
Performance Evaluation by Simulated Data
We first evaluate and compare the performance of all the previously presented methods based on simulated datasets. We simulate random datasets by extending a case-control model adopted in [14] . In order to generate datasets with interactive effects, we first randomly assign an outcome variable y uniformly distributed in f0; 1g. Based on each randomly assigned outcome value, we generate a sample of input variables as follows: We first randomly generate 50 input variables x 1 ; x 2 ; . . . ; x 50 . Among these input variables, we randomly select six of them to simulate the individual effects and another six distinct pairs of other variables from all 1; 225 possible variable pairs to simulate significant interactive effects on disease outcome y. Extending the method in [16] to capture more general interacting relationships among variables, we simulate three different types of interaction patterns between two interacting variables x i , x j and the outcome y: "simple", "complex", and "very complex", which are depicted in Fig. 4 . These simulated interacting pairs show strong interactive effects with respect to y and weak individual effects. Among six pairs of interacting variables, we simulate the data by including two pairs with "simple" interactive effects; two "complex" interactive effects, and the remaining two "very complex" interactive effects. If the outcome variable is 1, we randomly assign a value drawn from an equally weighted Mixture-of-Gaussian (MoG) with two Gaussian components with the means ðÀ0:5; À0:5Þ and ð0:5; 0:5Þ for "simple" interacting pairs ðx i ; x j Þ; assign a random value drawn from an equally weighted MoG with five components with the means ðÀ1; À1Þ, ð1; À1Þ, ð0; 0Þ, ðÀ1; 1Þ, and ð1; 1Þ for "complex" interacting pairs; and finally randomly assign a value drawn from an equally weighted MoG with eight components with the respective means ðÀ1:5; À1:5Þ, ðÀ1:5; 0:5Þ, ðÀ0:5; À0:5Þ, ðÀ0:5; 1:5Þ, ð0:5; À1:5Þ, ð0:5; 0:5Þ, ð1:5; À0:5Þ, and ð1:5; 1:5Þ for "very complex" interacting pairs. Otherwise when y ð'Þ ¼ 0, we assign a random value drawn from an equally weighted MoG with two components with the means ðÀ0:5; 0:5Þ and ð0:5; À0:5Þ for "simple" interacting pairs; assign a value drawn from an equally weighted MoG with four components with the means ð0; À1Þ, ðÀ1; 0Þ, ð1; 0Þ, and ð0; 1Þ for "complex" interacting pairs; and assign a value randomly drawn from an equally weighted MoG with eight components with their means equal to ðÀ1:5; À0:5Þ, ðÀ1:5; 1:5Þ, ðÀ0:5; À1:5Þ, ðÀ0:5; 0:5Þ, ð0:5; À0:5Þ, ð0:5; 1:5Þ, ð1:5; À1:5Þ, and ð1:5; 0:5Þ for "very complex" interacting pairs. Furthermore, for the first three variables with individual effects, we randomly assign a value drawn from a Gaussian distribution with the mean 0:5 when y ð'Þ ¼ 1; otherwise the value is drawn from a Gaussian with the mean À0:5. To further verify the consistency of the results, we have performed another set of simulated experiments with more simulated input variables (200) and compared with the previous results as shown in Fig. 6 B.
As the results show, the unsupervised clustering based quantization, SynDichoUPGMA, is able to outperform the simple mean quantization, SynDichoMean, when we have enough samples. In contrast, our supervised quantization method based on KNN (SynDichoKNN) performs better in both small and large sample size scenarios. We note that we have averaged over a wide range of K to avoid overfitting for our KNN-based methods, which helps improve the performance for the small sample size scenario.
By comparing the corresponding quantization methods with the methods based on posterior probability estimates, it is clear that further modeling the posterior probability helps improve the detection accuracy. The results also show that our proposed methods, SynPosteriorQDA and SynPosteriorKNN, outperform all other information theoretic based methods, which shows that modeling the posterior probabilities can help further improve the performance in cases with a range of different sample sizes. Finally, as the results clearly show, our proposed measurements based on classification accuracy, AccQDA and AccKNN, are the best performing (20) , AccQDA achieves higher AUC values than AccKNN, probably due to its controlled model complexity compared to AccKNN.
If we classify the methods based on their complexity into three classes: linear, quadratic, and complex non-linear modelings, we can see that our new classification accuracy based measures always outperform the other methods in each class, which suggests the effectiveness of this new set of measures regardless of the complexity of the modeling. Based on the same classification, we can see that complex non-linear modeling methods mostly perform better for larger sample sizes while simpler quadratic modelings are better for smaller sample sizes as they have a lower chance of overfitting the data. Furthermore, as the results clearly show, all the methods based on linear models SynDichoLDA, SynPosteriorLDA, and AccLDA fail to capture interactive effects when the given datasets contain more general interacting relationships. Nevertheless, our proposed AccLDA is the best performing method among all the linear modeling methods. The performance of the REA method is the worst among all the methods that we have tested as it uses a fixed linear separating boundary.
We have also compared the methods based on the running time that each method takes to calculate all the interactive effects in a set of simulated datasets. Please refer to Section 8 in supplementary materials, available online for more details.
The methods discussed in this paper analyze each variable pair respectively to estimate their potential statistical association with the outcome. Due to multiple hypothesis testing, these methods may lead to large false positives. Another way to investigate the problem is by penalized feature selection [10] , [26] . For example, we can test interactive effects by simultaneously modeling all the variables in the system using the logistic regression with L 1 penalty (LASSO logistic regression) [27] . To study interactive effects by LASSO, pðp À 1Þ=2 pairwise interaction terms (x i x j ) in addition to p original variables can be included in the logistic regression model. As the number of terms in the model grows quadratically with respect to the number of variables, it can quickly become computationally and statistically prohibitive, especially when we have only a limited number of samples in many biomedical applications. In order to make sure that the studied pairwise methods have reasonable performance with small sample sizes compared to LASSObased methods, we also evaluate the performance by the LASSO model and compare it with all the previous methods based on the same simulated datasets with 50 input variables. In addition to 50 original variables in the LASSO model, we also add 1,225 interaction terms to the model. We fit the LASSO model with the L 1 -norm regularization coefficient selected by a standard 10-fold cross-validation procedure (MATLAB implementation [28] ). The absolute values of the fitted coefficients are ranked for calculating the AUC based on the ground truth in the simulated datasets. Similar to the other methods, the performance of LASSO has been evaluated for different sample sizes using the same 1,000 simulated datasets. The results are shown in Fig. 5(E) together with all the other methods. As the results show, the performance of LASSO is worse than all the other non-linear methods when we have relatively small numbers of samples. Based on these results, our proposed pairwise association estimates can provide effective screening for feature selection with the consideration of potential interactions among features; following which more thorough modeling can be implemented with the reduced model complexity.
Biomarker Identification with Interactive Effects
One application of identifying interactive effects among variables is to help find more accurate biomarkers for phenotype prediction. To overcome the high complexity of exhaustive search, traditional biomarker identification methods mostly focus on individual effects [10] . However, those methods usually miss the potential biomarkers with weak individual effects while their interactions may possess significant predictive power on the outcome. Several methods have been proposed to take into account the interactive effects among variables [11] , [13] , [29] , [30] . Among those methods, Adl et al. [13] proposed a novel network-based feature ranking method that takes into account both interactive and individual effects to find accurate biomarkers for prognosis of type 1 diabetes. In this framework, individual and interactive effects from input variables are integrated in a "synergy network," where nodes represent involved input variables and edges correspond to potential interactions among variables. The node weights are assigned based on the estimated individual effects of their corresponding variables and the edges are weighted by the estimated interactive effects. Based on this synergy network, a spectral feature ranking method that considers both individual and interactive effects has been developed to help in finding better biomarkers for phenotype prediction. In the presence of high interactive effects, the network-based ranking may rank highly the genes with high interactive effects even if they have no individual effects on the outcome. When using non-linear classifiers such as QDA and SVM, one can take advantage of those variables with high interactive effects to build more powerful classifiers.
Two micro-array datasets for Breast Cancer metastasis are used in this study. The first one is referred to as "USA" dataset [9] and contains the gene expression profiles of 286 samples, in which 107 eventually developed metastasis. The other dataset, referred to as "Netherlands" dataset [8] , contains 295 samples, in which 79 eventually developed metastasis. There are a total of 6,168 genes whose expression were measured in both datasets. We only use these genes as input variables for both datasets. For the genes that are measured by more than one probe in a dataset, we use the average of the corresponding expression values.
In this set of experiments, we first adopt the networkbased ranking in [13] to identify biomarkers for predicting breast cancer metastasis based on the "USA" dataset. We used AccQDA for measuring the interactive effects due to the small sample size in the "USA" dataset (p ¼ 6,168 and n ¼ 286). We also estimate the individual effect of each variable x i similarly by Accðx i ; yÞ.
We evaluate the performance using a standard 10-fold cross-validation evaluation method. Based on nine folds of the data (training set), we construct the "synergy network" and rank the variables by the network-based ranking method [13] . Then the top T variables in the ranking list are used to learn an SVM classifier (with complexity parameter C ¼ 100 and RBF kernel with s ¼ 1) based on the same nine folds of training data. The performance of the classifier is then evaluated based on the remaining one fold (test set) by AUC. This procedure is repeated ten times for each test set. The average AUC is then reported as the estimated performance of the network-based biomarker identification. In order to show that the high performance obtained is due to integrating interactive effects, we further use the same 10-fold cross validation procedure described above to measure the performance of individual-based ranking, in which we rank the features only based on their individual effects. The results for both network-based ranking and individual-based ranking for T ¼ 1; 5; 10; 15; . . . ; 50 are shown in Fig. 7 A.
As shown in the figure, the performance of the networkbased ranking, which takes into account interactive effects, is substantially better than individual-based ranking. We performed a two-sample t-test based on the two sets of AUC values (one from network-based ranking and the other from individual-based ranking). The trend of p-values further verifies that network-based ranking outperforms the individual-based ranking quite significantly in the range of 15 to 30 top genes, which demonstrates the importance of interactive effects in identifying more accurate biomarkers and better phenotype prediction. Also, as we expect, the first few genes in network-based ranking may not show any improvement over individualbased ranking, which is due to the fact that there might not be significant interactive effects within those first few genes; but the performance of network-based ranking improves when we include more genes that have high interactive effects with the first few genes. As we perform biomarker identification 10 times during our cross-validation procedure we have ten possibly different sets of biomarkers based on different training sets, for each of the top T genes. To have a reliable single set of biomarkers for a given T, we select the biomarkers that at least appear in two of the ten biomarker sets and report them as the final biomarker set. In order to make sure that those identified biomarkers are predictive of breast cancer metastasis, we test their performance on the independent "Netherlands" dataset [7] , [8] . We train a SVM classifier (with the same complexity parameter C ¼ 100 and RBF kernel with s ¼ 1) for the "Netherlands" dataset using the identified biomarkers from the "USA" dataset for each T. To evaluate metastasis prediction performance, we perform 100 repeated 10-fold crossvalidation tests. The results for the final biomarker sets identified by both individual-based and network-based ranking for all Ts (T 2 f1; 5; 10; 15; . . . ; 50g) are shown in Fig. 7 B. As one can see, the network-based ranking not only performs better than individual-based ranking within the dataset, but also performs substantially better than individual-based ranking across the datasets, which again verifies that considering interactions among biomarkers is crucial in identifying more accurate biomarkers, which also perform stably across datasets. We have also performed the twosample t-test and the p-values obtained for T ¼ 1 and T ¼ 3 are 0:24 and 0:02 respectively, where the p-values for all the other Ts are less than 1e À 5. This further shows that the improvement obtained by considering the interactive effects among variables is statistically significant, even when the biomarkers are tested using an independent dataset.
We have further provided the final set of biomarkers for T ¼ 20 in Table 1 of supplementary materials, available online for both the network-based and individual-based rankings. We have performed gene set enrichment analysis using GSEA software [31] , in which we have compared the final set of biomarkers with the curated KEGG pathways, BioCarta pathways, and the REACTOME gene set collection. The results by network-based ranking are provided in Table 1 . Interestingly, the final biomarker set obtained by the network-based method has statistically significant overlap with cell junction and communication pathways and the pathways related to cell motility, which have been shown to be related to cancer metastasis [32] , [33] , [34] , [35] . In contrast, when we perform the same enrichment analysis using the biomarkers identified by the individual-based ranking method (please refer to Section 7 in supplementary materials, available online), none of those important pathways is significantly enriched. This clearly shows that the networkbased analysis, by considering the interactive effects among genes, has the potential to identify genes that may be involved in biological functions strongly related to certain disease development. As the results show, considering interactive effects can help both in providing biomarkers with higher predictive power and in revealing the underlying cellular mechanisms for disease development.
Statistical Significance
All the measurements discussed in this paper are based on the statistics estimated from data. Knowing the distribution of the corresponding null hypothesis for different statistics is very important to avoid false discovery by making sure that the variable pairs with high interactive effects can be shown to have statistically significant enough interaction. For discrete random variables, [18] studied the mutual information and derived a distribution for its corresponding null hypothesis. Also, [17] studied the statistical significance for interactions among quantized variables and provided the null hypothesis distribution. However, as they discussed, the performance depends on the sample size. For all the other methods, the significance analysis has always been performed by empirically estimating the null hypothesis distribution using permutations as done in [11] , [14] , which is computationally demanding. These permutation methods can be similarly applied to all of our proposed methods as well.
CONCLUSIONS
In this study, we have comprehensively reviewed the methods provided for measuring pairwise interactive effects of continuous random variables in biomedical applications. To further improve the performance, we have proposed new methods by exploring non-linear and/or supervised modeling. We have shown that we can effectively adopt the existing supervised modeling to improve the performance of information theoretic based methods by either using them to perform the supervised quantization of continuous variables or by directly using posterior probability estimates for interactive effect estimation. We have tested all the methods with different levels of complexity and for different sample sizes. The results show that more complex non-linear modeling like KNN are more accurate in detecting complex interactive effects. However, they require a reasonably large sample size to avoid overfitting. For small sample size scenarios, quadratic modeling with the controlled model complexity, such as QDA, can perform better and more robustly. The results also show that our classification accuracy based methods always outperform the other methods at the same level of model complexity. Furthermore, our results based on the breast cancer datasets show that considering interactive effects is actually useful in identifying more accurate biomarkers, which are biologically interpretable as they have significant intersections with important pathways related to breast cancer metastasis.
