Betweenness centrality is one of the most popular vertex centrality measures in network analysis. Hence, many (sequential and parallel) algorithms to compute or approximate betweenness have been devised. Recent algorithmic advances have made it possible to approximate betweenness very efficiently on shared-memory architectures. Yet, the best shared-memory algorithms can still take hours of running time for large graphs, especially for graphs with a high diameter or when a small relative error is required.
Abstract-Betweenness centrality is one of the most popular vertex centrality measures in network analysis. Hence, many (sequential and parallel) algorithms to compute or approximate betweenness have been devised. Recent algorithmic advances have made it possible to approximate betweenness very efficiently on shared-memory architectures. Yet, the best shared-memory algorithms can still take hours of running time for large graphs, especially for graphs with a high diameter or when a small relative error is required.
In this work, we present an MPI-based generalization of the state-of-the-art shared-memory algorithm for betweenness approximation. This algorithm is based on adaptive sampling; our parallelization strategy can be applied in the same manner to adaptive sampling algorithms for other problems. In experiments on a 16-node cluster, our MPI-based implementation is by a factor of 16.1x faster than the state-of-the-art shared-memory implementation when considering our parallelization focus -the adaptive sampling phase -only. For the complete algorithm, we obtain an average (geom. mean) speedup factor of 7.4x over the state of the art. For some previously very challenging inputs, this speedup is much higher. As a result, our algorithm is the first to approximate betweenness centrality on graphs with several billion edges in less than ten minutes with high accuracy.
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I. INTRODUCTION
Betweenness centrality (BC) is a popular vertex centrality measure in network analysis. As such, it assigns a numerical score to each vertex of a graph to quantify the importance of the vertex. In particular, the (normalized) betweenness b(x) of a vertex x ∈ V in a graph G = (V, E) is defined as b(x) := 1 n(n−1) s =t σst(x) σst , where σ st (x) is the number of shortest s-t paths over x and σ st is the total number of shortest s-t paths. Betweenness has applications in many domains: to name just a few, Bader et al. [3] mention lethality in biological networks, study of sexually transmitted diseases, identifying key actors in terrorist networks, organizational behavior, and supply chain management processes. BC is, however, known to be expensive to compute. The classical exact algorithm by Brandes [8] has a running time of O(|V ||E|); it is still the basis for many exact parallel or distributed algorithms This work is partially supported by German Research Foundation (DFG) grant ME 3619/3-2 within Priority Programme 1736 Algorithms for Big Data. today. Moreover, recent theoretical results suggest that it is unlikely that a subcubic algorithm (w. r. t. |V |) exists to compute betweenness exactly on arbitrary graphs [1] . Thus, for large graphs beyond, say, 5M vertices and 100M edges, exact betweenness algorithms can be seen as hardly practical, not even parallel and distributed ones (see Section II).
For betweenness approximation, however, fast practical algorithms exist. The fastest known betweenness approximation algorithm is the KADABRA algorithm by Borassi and Natale [7] . This algorithm uses sampling to obtain a probabilistic guarantee on the quality of the approximation: with a probability of (1 − δ), the resulting betweenness values never deviate by more than an additive error of ± from the true values, for all vertices of the input graph. δ and are constants that can be chosen arbitrarily (but smaller choices increase the algorithm's running time). More specifically, KADABRA performs adaptive sampling, i. e., the algorithm does not compute a fixed number of samples a priori. Instead, the algorithm's stopping condition depends on the samples that have been taken so far -this fact implies that parallelization is considerably more challenging for adaptive sampling algorithms than for "traditional" (i. e., non-adaptive) sampling. In particular, in the context of parallelization, checking the stopping condition of adaptive sampling algorithms requires some form of global aggregation of samples.
Despite these difficulties, a shared-memory parallelization of the KADABRA algorithm was presented by the authors of this paper (among others) in Ref. [24] . While this algorithm scales to graphs with hundreds of millions of edges with an error bound of = 0.01, betweenness approximation for really large graphs is still out of reach for current algorithms. Especially when a higher accurary is desired, current sharedmemory algorithms quickly become impractical. In fact, on many graphs only a handful of vertices have a betweenness score larger than 0.01 (e. g., 38 vertices out of the 41 million vertices of the widely-studied twitter graph; the situation is similar for other social networks and web graphs) -for = 0.01, an approximation algorithm can only reliably detect a small fraction of vertices with highest betweenness score. Choosing = 0.001 improves this fraction of reliably identified vertices by an order of magnitude but requires multiple hours of running time for large graphs on shared-memory machines.
A. Scope and Challenges
The goal of this paper is to provide an efficient MPI-based algorithm for parallel betweenness approximation. Inside each MPI process, we want to employ multithreading to utilize modern multicore CPUs. We consider the scenario in which a single sample can be taken locally, i. e., independently by each thread and in parallel, without involving any communication. Checking the stopping condition, however, does involve global synchronization (i. e., it requires a global aggregation of perthread sampling states). In this scenario, the main challenge is that we want to reduce the time lost during communication to a minimum even though we need to perform frequent global synchronization.
Note that the assumption that we can take samples locally implies that we do not work with a distributed graph data structure. This constrains our algorithm to input graphs that fit into the memory of a single compute node. Fortunately, this is not an issue for betweenness approximation: today's compute nodes usually have more than enough memory to store the graphs for which betweenness computations are feasible. In fact, we can fit all networks from well-known graph repositories like SNAP [14] and KONECT [13] into the 96 GiB of RAM that are available to MPI processes on the compute nodes considered in our experiments.
B. Our Capabilities
In this paper, we present a new MPI-based algorithm for betweenness approximation. Our algorithm is a parallelization of the adaptive sampling algorithm KADABRA. As main techniques, we use an efficient concurrent data structure from Ref. [24] to aggregate sampling states from multiple threads, now combined with MPI reductions to aggregate these sampling states across process boundaries. We evaluate this new MPI algorithm on a cluster of 16 compute nodes. The capabilities of our algorithm can be summarized as follows:
• On a collection of 10 real-world data sets with up to 3.3 billion edges, our MPI algorithm achieves a (geom.) mean speedup of 7.4× over the state-of-the-art shared-memory parallelization running on a single compute node. • The focus of our parallelization is on the algorithm's adaptive sampling phase -if we consider only this phase, we achieve a speedup of 16.1×. In particular, by avoiding NUMA-related bottlenecks, our MPI algorithm outperforms the state-of-the-art shared-memory implementation even on a single compute node by 20-30%. • Our code is by far the fastest betweenness approximation available; it can handle graphs with a few billion edges in less than ten minutes with an accuracy of = 0.001.
II. RELATED WORK
A comprehensive overview on betweenness centrality algorithms is beyond the scope of this paper. We thus focus on recent parallel approaches and in particular on parallel approximation algorithms for BC.
Exact algorithms: The algorithm with the fastest asymptotic time complexity for computing all BC values is due to Brandes [8] . It performs |V | augmented single-source shortest path (SSSP) searches and requires O(|V ||E|) time on unweighted graphs. The main algorithmic idea is to express BC contributions by a sum over a recursive formula. This recursion is evaluated after each SSSP search by accumulating the contributions bottom-up in the corresponding SSSP tree.
Even if some graph manipulations (see e. g., Ref. [20] ) help to speed up the Brandes approach, major theoretical improvements w. r. t. the sequential time complexity (beyond fixed-parameter results) seem unlikely [1] . Of course, one can resort to parallelism for acceleration. Consequently, there exist numerous parallel or distributed algorithms for computing BC exactly in various computational models: shared-memory parallel [15] , parallel with distributed-memory [22] , fullydistributed [12] as well as (multi-)GPU systems [5] , [17] , [21] (among others). Some of these papers operate on massive graphs -in these cases they report running times for a relatively small sample of SSSP searches only. Others report running times for the complete computation -but then usually on graphs of moderate size only. We observe two exceptions: Sarıyüce et al. [21] provide exact results for graphs with up to 234M edges, but their computation on their largest instance alone requires more than 11 days on a heterogeneous CPU-GPU system. The second exception is due to AlGhamdi et al. [2] ; they also invest considerable supercomputing time (2M core hours) for providing BC scores on 20 graphs (some of them very small) with up to 126M edges.
Approximation algorithms: To deal with the "Θ(|V ||E|) complexity barrier" in practice, several approximation algorithms have been proposed. An empirical comparison between many of them can be found in Matta et al. [16] . Different from previous sampling-based approaches [3] , [9] , [11] (which we do not describe in detail due to space constraints, see [16] instead) is the method by Riondato and Kornaropoulos [18] : it samples node pairs (instead of SSSP sources) and shortest paths between them. The algorithm, let us call it RK, approximates the betweenness score of v ∈ V as the fraction of sampled paths that contain v as intermediate node. This approach yields a probabilistic absolute approximation guarantee on the solution quality: the approximated BC values differ by at most from the exact values with probability at least (1−δ), where , δ > 0 can be arbitrarily small constants.
Further improvements over the RK algorithm have recently been obtained using adaptive sampling, leading to the so-called ABRA [19] (by Riondato and Upfal) and KADABRA [7] (by Borassi and Natale) algorithms. Borassi and Natale show in their paper that KADABRA dominates ABRA (and thus other BC approximation algorithms) in terms of running time and approximation quality. Hence, KADABRA is the state of the art in terms of (sequential) approximation (also see Matta et al. [16] for this conclusion). Since KADABRA is the basis of our work, we explain it in some detail in Section III-A. Surprisingly, only few works have considered parallelism in connection with approximation explicitly so far (among them our own [24] and to some extent Ref. [7] ; both will be described later). Hoang et al. [12] provide ideas on how to use approximation in a distributed setting, but their focus is on exact computation. To the best of our knowledge, there are no MPI-based parallelizations of KADABRA in the literature.
III. PRELIMINARIES Throughout this paper, all graphs that we consider are undirected and unweighted. 1 We consider an execution environment consisting of P processes (distributed over multiple compute nodes) and T threads per process. In descriptions of algorithms, we denote the index of the current process by p ∈ {0, . . . , P − 1}; the index of the current thread is denoted by t ∈ {0, . . . , T − 1}. Process zero (p = 0) and thread zero (t = 0) of each process sometimes have special roles in our algorithms.
The current state-of-the-art algorithm for shared-memory parallel betweenness approximation algorithm was presented by van der Grinten et al. [24] . This algorithm is a parallelization of the KADABRA algorithm by Borassi and Natale [7] . As our MPI-based betweenness approximation algorithm builds upon KADABRA as the underlying sampling algorithm, we revisit the basic ideas of KADABRA next.
A. The KADABRA Algorithm
An in-depth discussion of the KADABRA algorithm is beyond the scope of this section; for details, we refer the reader to the original paper [7] . Specifically, below we do not discuss how certain functions and constants are determined, as those computations are quite involved and not instructive for parallelization purposes. Like previous betweenness approximation algorithms (such as the RK algorithm [18] ), KADABRA samples pairs (s, t) ∈ V × V of vertices s = t; for each pair, it samples a shortest s-t path. From these data, the algorithm computes the number c(x) of sampled s-t paths that contain a given vertex x, for each x ∈ V . Let τ denote the number of samples taken so far. After termination, b(x) := c(x)/τ represents the (approximate) betweenness centrality of x.
KADABRA improves upon previous betweenness approximation algorithms in two respects: (i) it uses adaptive sampling instead of taking a fixed number of samples, and (ii) it takes samples using a bidirectional BFS instead of an "ordinary" (i. e., unidirectional) BFS. To check the stopping condition of KADABRA's adaptive sampling procedure, one has to verify whether two functions
, ω, τ ) simultaneously assume values smaller than , for all vertices x ∈ V of the graph. Here, ω is a statically computed maximal number of samples, and δ L (x) and δ U (x) are per-node failure probabilities computed such that δ L (x) + δ U (x) < δ holds. 2 The constants δ L , δ U and ω need to be precomputed before adaptive sampling is done. As a result, KADABRA consists of the following phases: 1) Diameter computation. This is the main ingredient required to compute ω. 2) Calibration of δ L and δ U . In this phase, the algorithm takes a few samples (non-adaptively) and optimizes δ L and δ U based on those initial samples. 3) Adaptive sampling. The adaptive sampling phase consumes the majority of the algorithm's running time.
B. Parallelization of Adaptive Sampling Algorithms
In this work, we focus on the parallelization of the adaptive sampling phase of KADABRA. As mentioned in the introduction, the main challenge of parallelizing adaptive sampling is to reduce the communication overhead despite the fact that checking the stopping condition requires global synchronization. It is highly important that we overlap sampling and the aggregation of sampling states: in our experiments, this aggregation can incur a communication volume of up to 25 GiB, while taking a single sample can be done in less than 10 milliseconds. Thus, we want to let each thread take its own samples independently of the other threads or processes. Each thread t conceptually updates its own c t vector and its number of samples τ t after taking a sample. Checking the stopping condition requires the aggregation of all c t vectors to a single c = c t , i. e., the aggregation of O(P T ) vectors of size O(|V |). Our algorithms will not maintain a (τ t , c t ) pair explicitly. Instead, our algorithms sometimes have to manage multiple (τ, c) pairs per thread. For this purpose, we call such a pair S := (τ, c) a state frame (SF). The state frames comprise the entire sampling state of the algorithm (aside from the constants mentioned in Section III-A).
Also note that the functions f and g involved in the stopping condition are not monotone w.r.t. c and τ . In particular, it is not enough to simply check the stopping condition while other threads concurrently modify the same state frame; the stopping condition must be checked on a consistent sampling state. Furthermore, it is worth noting that "simple" parallelization techniques -such as taking a fixed number of samples before each check of the stopping condition -are not enough [24] . Since they fail to overlap computation and aggregation, they are known to not scale well, even on shared-memory machines.
We remark that the challenges of parallelizing KADABRA and other adaptive sampling algorithms are mostly identical. Hence, we expect that our parallelization techniques can be adapted to other adaptive sampling algorithms easily as well.
IV. MPI-BASED ADAPTIVE SAMPLING
As the goal of this paper is an efficient MPI-based parallelization of the adaptive sampling phase of KADABRA, we need an efficient strategy to perform the global aggregation of sampling states while overlapping communication and computation. MPI provides tools to aggregate data from different processes (i. e., MPI_Reduce) out-of-the-box. We can overlap communication and computation simply by using the non-blocking variant of this collective function (i. e., Algorithm 1 MPI parallelization (no multithreading) 1: S ← 0 aggregated state frame 2: d ← false d = termination flag 3: S loc ← 0 S loc = state frame (τ p , c p ) of process p 4: while not d do 5: for n 0 times do n 0 = appropriately chosen const. 6 :
S loc ← S loc take snapshot before reduction 8: S loc ← 0 9:
// aggregate all S loc into S at p = 0 10:
12:
if p = 0 then only p = 0 checks stopping condition 13: S ← S + S aggregate snapshot S into S 14: d ← CHECKFORSTOP(S) 15:
// send d at p = 0, receive d at p = 0 16 :
. Indeed, our final algorithm will make use of MPI reductions to perform aggregation across processes on different compute nodes, but a more sophisticated strategy will be required to also support multithreading. If we disregard multithreading for a moment and rely purely on MPI for communication, it is not too hard to construct a parallel algorithm for adaptive sampling. Algorithm 1 depicts such an MPI-based parallelization of the adaptive sampling phase of KADABRA; the same strategy can be adapted to other adaptive sampling algorithms. The algorithm overlaps communication with computation by taking additional samples during aggregation and broadcasting operations (lines 10 and 16). To avoid modifying the communication buffer during sampling operations that overlap the MPI reduction, it has to take a snapshot of the sampling state before initiating the reduction (line 7). Note that the stopping condition is only checked by a single process. This approach is chosen so as to avoid any additional communication -and evaluating the stopping condition is indeed cheaper than the aggregation required for the check (this is confirmed by our experiments, see Section V). In the algorithm, the number n 0 of samples before each aggregation (line 5) should be tuned in order to check the stopping condition neither too rarely nor too often. The less often the stopping condition is checked, the larger the latency becomes between the point in time when the stopping condition would be fulfilled and the point in time when the algorithm terminates. Nevertheless, checking it too often incurs high communication costs. We refer to Section IV-D for the selection of n 0 .
Given a high-quality implementation of MPI_Ireduce, Algorithm 1 can be expected to scale reasonably well with the number of MPI processes, but it does not efficiently utilize modern multicore CPUs. 3 While it is of course possible to start multiple MPI processes per compute node (e. g., one process per core), it is usually more efficient to communicate directly via shared-memory than to invoke the MPI library. 4 More critically, starting multiple processes per compute node limits the amount of memory that is available to each process. As our assumption is that each thread can take samples individually, each thread needs access to the entire graph -and the largest interesting graphs often fill the majority of the total memory available on our compute nodes. Because the graph is constant during the algorithm's execution, sharing the graph data structure among multiple threads on the same compute node thus allows an algorithm to scale to much larger graphs.
In the remainder of this work, we focus on combining the basic MPI-based Algorithm 1 with an efficient method to aggregate samples from multiple threads running inside the same MPI process. We remark that MPI_Ireduce cannot be used for this purpose; MPI only allows communication between different processes and not between threads of the same process. Existing fork-join based multithreading frameworks like OpenMP do provide tools to aggregate data from different threads (i. e., OpenMP #pragma omp parallel for reduction); however, they do not allow overlapped aggregation and computation. Instead, we will use an efficient concurrent data structure that we developed in Ref. [24] for the shared-memory parallelization of adaptive sampling algorithms.
A. The Epoch-based Framework
In Ref. [24] , we presented our epoch-based framework, an efficient strategy to perform the aggregation of sampling states with overlapping computation on shared-memory architectures. In this section, we summarize the main results of that paper. Subsequently, in Section IV-B we give a functional description of the mechanism behind the epoch-based framework without diving into the implementation details of Ref. [24] . In Section IV-C, we construct a new MPI-based parallelization based on the epoch-based framework.
The progress of a sampling algorithm derived from the epoch-based framework is divided into discrete epochs. The epochs are not synchronized among threads, i. e., while thread t is in epoch e, another thread t = t can be in epoch e = e. Each thread t allocates a new state frame S e t whenever it transitions to a new epoch e. During the epoch, thread t only writes to SF S e t . Thread t = 0 has a special role: in addition to taking samples, it is also responsible for checking the stopping condition. The stopping condition is checked once per epoch, taking into account the SFs S e t generated during that epoch. To initiate a check of the stopping condition for epoch e, thread zero has the ability to command all threads to advance to an epoch e > e. Before performing the check, thread zero waits // aggregate all S e loc into S e at p = 0 20:
22:
if p = 0 then for all threads to complete the transition. As the algorithm guarantees that those SFs will never be written to, this check of the stopping condition yields a sound result.
The key feature of the epoch-based framework is that it can be implemented without introducing synchronization barriers into the sampling threads, i. e., it is wait-free for the sampling threads. It can be implemented without the use of heavyweight synchronization instructions like compare-and-swap (in favor of lightweight memory fences). Furthermore, even for thread zero (that also has to check the stopping condition), the entire synchronization mechanism can be fully overlapped with computation. For further details on the implementation of the epoch mechanism (e. g., details on the memory fences required for its correctness), we refer to Ref. [24] .
B. The Epoch Mechanism as a Barrier
In Ref. [24] , the epoch mechanism was stated as a concurrent algorithm in the language of atomic operations and memory fences. Here, we reformulate it in a functional way; this allows us to employ the mechanism in our MPI algorithm without dealing with the low-level implementation details.
In our functional description, the epoch-based framework can be seen as a specialized non-blocking barrier. With each thread t, we implicitly associate a current epoch, identified by an integer. We define two functions: Once an epoch transition is initiated by a call to FORCE-TRANSITION in thread zero, it remains in progress until all other threads perform a CHECKTRANSITION call. This interaction between the two functions is depicted in Figure 1 . Note that even during the transition (marked interval in Figure 1 ), all threads (including thread zero) can perform overlapping computation. We remark that the epoch mechanism cannot easily be simulated by a single generic (blocking or non-blocking) barrier since it is asymmetric: calls to CHECKTRANSITION(e) before the corresponding FORCETRANSITION(e) have no effect -the calling threads do not enter an epoch transition.
C. Epoch-based MPI Parallelization
We now describe how we combine the MPI-based approach of Algorithm 1 and our epoch-based framework. The main idea is that we use the epoch-based framework to aggregate state frames from different threads inside the same process, while we use the MPI-based approach of Algorithm 1 to aggregate state frames among different processes. This allows us to overlap sampling and communication both for in-process and for inter-process communication. Algorithm 2 shows the pseudocode of the combined algorithm. The main difference compared to Algorithm 1 is that we now have to consider multiple threads. In each process, all threads except for thread zero iteratively compute samples. They need to check for epoch transitions and termination (lines 8 and 6) but they are not involved in any communication or aggregation. Thread t = 0 of each process proceeds in a way similar to Algorithm 1; however, it also has to command all other threads to perform an epoch transition (line 14). After the transition is done, the state frames for the completed epoch e are aggregated locally. The result is then aggregated using MPI. Note that after the epoch transition is initiated, thread t = 0 stores additional samples to the state frame for the next epoch (e + 1) (lines 15, 21 and 27), so that they are properly taken into account in the next communication round.
Note that in Algorithm 1, we do not synchronize the end of each epoch across processes: thread t = 0 of each process decides when to end epochs in its process independently from all other processes. Nevertheless, because the MPI reduction acts as a non-blocking barrier, the epoch numbers in different processes cannot differ by more than one. Due to the construction of the algorithm, it is guaranteed that no thread accesses state frames of epoch e − 2 anymore (i. e., not even thread zero). Hence, those state frames can be reused and the algorithm only allocates two state frames per thread.
D. Length of Epochs
The parameter n 0 in Algorithm 2 can be tuned to manipulate the length of an epoch. This effectively also determines how often the stopping condition is checked. As mentioned in the beginning of Section IV, care must be taken to check the stopping condition neither too rarely (to avoid a high latency until the algorithm terminates) nor too often (to avoid unnecessary computation). As adding more processes to our algorithm increases the number of samples per epoch, we want to decrease the length of an epoch with the number of processes. This was already observed in Ref. [24] -in that paper, we suggest to pick n 0 = 1000 T 1.33 for a sharedmemory algorithm with T threads. Both the base constant of 1000 samples per epoch and the exponent were determined by parameter tuning. As our MPI parallelization runs on (P T ) threads in total, we adapt this number to n 0 = 1000 (P T ) 1.33 .
E. Accelerating Sampling on NUMA Architectures
In preliminary experiments, we discovered that if the compute nodes' architecture exhibits non-uniform memory access (NUMA), it is considerably better to launch one MPI process per socket (i. e., NUMA node) instead of launching one process per compute node. Depending on the input graph, this strategy gave a speedup of 20-30% on a single compute node. This effect is due to the fact that during sampling, the algorithm performs a significant number of random accesses to the graph data structure (recall that each sample requires a BFS through the graph). Launching one MPI process per NUMA node forces the graph data structure to be allocated in memory that is close to the NUMA node; this decreases the latency of cache misses to the graph significantly. 5 Note that launching more than one process per compute node obviously reduces the memory available per process (as discussed in the beginning of Section IV). Nevertheless, the compute nodes used in our experiments have two sockets ( = NUMA nodes) and 96 GiB of memory per NUMA node; even if we launch two processes on our nodes, we can fit graphs with billions of edges into their memory (including all graphs from SNAP [14] and KONECT [13] ).
To take further advantage of this phenomenon, at each compute node, we split the initial MPI communicator (i. e., MPI_COMM_WORLD) into a local communicator consisting of all processes on that node. We also create a global communicator consisting of the first process on each node. We perform the MPI-based aggregation (i. e., MPI_Ireduce) only on the global communicator. Before this aggregation, we aggregate over the local communicator of each node. We perform the local aggregation via shared memory using MPI's remote memory access functionality (in particular, passive target onesided communication).
F. Implementation Details
Our algorithm is implemented in C++. We use the graph data structure of NetworKit [23] , a C++/Python framework for large-scale network analysis. 6 In our experiments, Net-worKit is configured to use 32-bit vertex IDs. We remark that NetworKit stores both the graph and its reverse/transpose to be able to efficiently compute a bidirectional BFS. For the epoch-based framework, we use the open-source code available from Ref. [24] . Regarding MPI, since only thread t = 0 performs any MPI operations, we set MPI's threading mode to MPI_THREAD_FUNNELED.
Recall that KADABRA requires the precomputation of the diameter as well as an initial fixed number of samples to calibrate the algorithm. We compute the diameter of the graph using a sequential algorithm [6] -especially for accuracies < 0.01, this phase of the algorithm only becomes significant for higher numbers of compute nodes (see Section V). Parallelizing the computation of the initial fixed number of samples is straightforward: we sample in all threads in parallel, followed by a blocking aggregation (i. e., MPI_Reduce). 5 An alternative that also benefits from better NUMA locality would involve the duplication of the graph data structure inside each process. We chose not to implement this solution due to higher implementation complexity; we expect that the difference in performance between the two alternatives is minimal. 6 After this paper is published, we will make our code available on GitHub.
In preliminary experiments on the adaptive sampling phase, we discovered that MPI_Ireduce often progresses much slowlier than MPI_Reduce in common MPI implementations. Hence, instead of using MPI_Ireduce, we first perform a non-blocking barrier (i. e., MPI_Ibarrier) followed by a blocking MPI_Reduce. This strategy resulted in a considerable speedup of the aggregation, especially when the number of processes is increased. We remark that switching to a fully blocking approach (i. e., dropping the MPI_Ibarrier and performing a blocking reduction after each epoch) was again detrimental to performance.
V. EXPERIMENTAL EVALUATION
To demonstrate the effectiveness of our algorithm, we evaluate its performance empirically on various real-world and synthetic graphs. In all experiments, we pick δ = 0.1 for the failure probability (as in the original paper by Borassi and Natale [7] ). For the approximation error, we pick = 0.001. This setting of is an order of magnitude more accurate than what was used in [24] -as detailed in the introduction picking a small epsilon is necessary to discover a larger fraction of the vertices with highest betweenness centrality. Note that a higher accurracy generally improves the parallel scalability of the algorithm (and its shared-memory competitor) due to Amdahl's law: the sequential parts of the algorithm (diameter computation and calibration) are less affected by the choice of than the adaptive sampling phase. We run all algorithms on a small cluster consisting of 16 compute nodes equipped with dual-socket Intel Xeon Gold 6126 CPUs with 12 cores per socket. We always launch our codes on all available cores per compute node (with one application thread per core), resulting in between 24 and 384 application threads in each experiment. Each compute node has 192 GiB of RAM available. Intel OmniPath is used as interconnect. The cluster runs CentOS 7.6; we use MPICH 3.2 as MPI library.
A. Instance Selection
As real-world instances, we select the largest non-bipartite instances from the popular KONECT [13] repository (which includes instances from SNAP [14] as well as the 9th and 10th DIMACS Challenges [4] , [10] ). 7 These graphs are all complex networks (specifically, they are either social networks or hyperlink networks). We also include some smaller road networks that proved to be challenging for betweenness approximation in shared-memory [24] due to their high diameter (in particular, the largest of those networks requires 14 hours of running time on a single node at = 0.001). To simplify the comparison, all graphs were read as undirected and unweighted. For disconnected graphs, we consider the largest connected component. The resulting instances and their basic properties are listed in Table I Graph500 8 benchmarks) as well as random hyperbolic graphs with power law exponent 3. Both models yield a power-law degree distribution. We pick the density parameters of the models such that |E| = 30 |V |, which results in a density similar to that of our real-world complex networks. 
B. Parallel Scalability on Real-World Graphs
In a first experiment, we evaluate the performance of our epoch-based MPI parallelization for betweenness approximation on the real-world instances of Table I . In absence of prior MPI-parallel approximation algorithms for betweenness, we compare our MPI-parallel code with the state-of-the-art shared-memory algorithm from Ref. [24] . Figure 2a depicts the speedup over this competitor. Our MPI parallelization achives an almost linear speedup for P ≤ 8. For higher numbers of compute nodes, the sequential part of the computation takes a non-negligible fraction of the running time. This can be seen from Figure 2b , which breaks down the fraction of time spent in different phases of the algorithm: indeed, the sequential diameter computation and sequential parts of the calibration phase become more signifiant for P ≥ 8 (blue + orange bars). Note that the epoch transition and non-blocking barrier (green + red bars) are overlapped communication and computation, while the aggregation (violet bar) is the only non-overlapped communication done by the algorithm.
In Figure 3a , we present the speedup during the adaptive sampling and calibration phases individually. Indeed, if we only consider the adaptive sampling phase, the algorithm scales well to all 16 compute nodes. While the sampling part of the calibration phase is pleasingly parrallel, for higher numbers of compute nodes, the sequential computations required for calibration dominate the running time of the calibration phase. Figure 3b analyzes the behavior during the adaptive sampling phase in more detail. This figure demonstrates that the sampling performance scales linearly during the adaptive sampling phase, regardless of the number of compute nodes. This is made possible by the fact that almost all communcation is overlapped by sampling.
Finally, in Table II, 
C. Scalability w. r. t. Graph Size
In the next experiment, we evaluate the epoch-based MPI algorithm's ability to scale with the graph size. This experiment is performed on synthetic R-MAT and random hyperbolic graphs. We vary the number of vertices between 2 23 and 2 26 (resulting in between 250 million and 2 billion edges). Figure 4 reports the results in terms of time required for the adaptive sampling phase in relation to the graph size. On R-MAT graphs, the algorithm's running time grows slightly superlinearly: the largest graphs require 1.85× more time per vertex than the smaller graphs. On hyperbolic graphs, the performance is mostly unaffected by the graph size, so that we conclude that the algorithm scales linearly with the size of these graphs.
VI. CONCLUSIONS
In this paper, we presented the first MPI-based parallelization of the state-of-the-art betweenness approximation algorithm KADABRA. Our parallelization is based on the epoch-based framework and non-blocking MPI collectives. Both techniques allow us to efficiently overlap communication and computation, which is the key challenge for parallelizing adaptive sampling algorithms. As a result, our algorithm is the first to allow the approximation of betweenness on complex networks with multiple billions of edges in less than ten minutes at an accuracy of = 0.001.
In future work, we would like to apply our method to other adaptive sampling algorithms. As mentioned before, we expect the necessary changes to be small.
