We study temporal link prediction problem, where, given past interactions, our goal is to predict new interactions. We propose a dynamic link prediction method based on nonnegative matrix factorization. This method assumes that interactions are more likely between users that are similar to each other in the latent space representation. We propose a global optimization algorithm to effectively learn the temporal latent space with quadratic convergence rate and bounded error. In addition, we propose two alternative algorithms with local and incremental updates, which provide much better scalability without deteriorating prediction accuracy. We evaluate our model on a number of real-world dynamic networks and demonstrate that our model significantly outperforms existing approaches for temporal link prediction in terms of both scalability and predictive power.
INTRODUCTION
Online social networks such as Facebook, Twitter, and LinkedIn, have gained significant popularity and are playing more and more important roles as a platform for social interactions [31] and information dissemination. One of the fundamental problems underlying social network research is understanding and characterizing the processes driving social interactions. A particular instance of this problem known as link prediction has attracted considerable recent interest in various research communities; see [12] for a survey of different methods. Link prediction methods have been used for recovering missing links in (static) social networks and predicting novel interactions in dynamic networks. In addition to purely academic interest, scalable link prediction methods have many important commercial applications, e.g., suggesting friends in an online social networks [11] , or potential hires in a professional network such as LinkedIn.
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sults [24] showing that the success of popular heuristics [16] can be attributed to their preferences for connections between nodes that are close to each other in some abstract (latent) space. In this work, we explicitly incorporate this theoretical observation using the notion of latent homophily. Namely, we assume there is a latent space in which the nodes reside, and links are formed based on the unknown distance between nodes in the latent space. While different approaches based on matrix factorization [18, 20, 7, 35, 37, 5] and mixed membership model [2] have been proposed to learn the latent space representation of the network, most of these studies are concerned with static graphs, where the latent positions of the nodes are fixed. Thus, we still have a limited understanding of how the latent space is evolving for temporal social networks. There are notable exceptions that go beyond static network assumptions, such as methods based on dynamic mixed membership stochastic block models (DMMSB) [6] , or a temporal tensor-factorization approach [4] . Unfortunately, those approaches are computationally expensive and not feasible for truly large-scale problems. Therefore, for the temporal link prediction problem with latent space models, a gap remains between theoretical capabilities and practical applications.
In this work, we aim at overcoming those shortcomings, and propose Dynamic Community Model for Link Prediction. Specifically, we use an objective function incorporating both temporal smoothness and the prediction error between observed and predicted links. In contrast to the previous similar approach [27] that proposed convex formulation for dynamic non-overlapping communities, our approach allows for overlapping communities that are changing over time. The overlapping community representation, can also be theoretically viewed as a non-negative low-rank latent space representation of nodes. The non-negativity modeling in this approach establishes the duality between dynamic community inference and non-negative matrix factorization.
In addition to these contributions, our work also includes a major algorithmic and experimental component. Our formulation allows us to exploit methods from symmetric matrix factorization and graph algorithms to design solvers that scale to extremely large datasets. We develop a global optimization block coordinate gradient descent (BCGD) algorithm that is at least 5 times faster than the DMMSB approach. We also propose a local BCGD algorithm, which decomposes our global objective function into a sum of local objective functions corresponding to each time step. In practice, we observe that after some transient period, most networks become stable and do not change much. For ex-ample, in the DBLP co-authorship network from 2012-2013, only 0.39% of the authors are new additions to the network, and only 1.04% of the authors have new collaborations. To make use of this temporal stability, we propose an incremental BCGD algorithm to adaptively infer changes in community structure based only on the changes in interactions, thus significantly reducing computational cost.
In summary, the contribution of this work is:
1. We propose a dynamic community model for temporal networks to learn the temporal latent space representation of nodes, which can be further used to accurately recover or predict the formation of links.
2. We address algorithmic issues in learning the temporal latent space representation of nodes by developing three efficient algorithms: a global BCGD algorithm, a local BCGD algorithm and an incremental BCGD algorithm. For social networks in which only a small number of active nodes are changing over time, we show that our incremental BCGD algorithm is significantly faster than all existing approaches.
3. We provide a set of theoretical results for the proposed algorithm. We show that the proposed global BCGD algorithm has bounded error rate and quadratic convergence rate. Furthermore, we illustrate that the proposed incremental BCGD algorithm only requires a conditional update on a small set of affected nodes with bounded size.
4.
We conduct experiments over 10 real, large graphs.
The experimental results show that the proposed approach achieves good predictive quality in both sparse and dense networks with average AUC score 0.82. In addition, the incremental BCGD algorithm is about an order of magnitude faster than alternative approaches and scalable to massive networks with millions of nodes and links on a single machine.
Remark on terminology:
In the rest of the paper, we use cluster, role, and community interchangeably, all allowing overlaps, according to our intuitive interpretation that these reflect the latent space of nodes.
RELATED WORK
Recently, both link prediction and community detection have attracted significant attention and many efficient methods have been proposed for different type of networks. In the following, we first give a brief overview about related work in link prediction. Particularly, we focus on link prediction methods based on latent space similarity. Next, we present some related work in node role detection and community detection, which can both be considered as different interpretations of latent space node representations.
Link prediction
The link prediction problem in static networks has been extensively studied. We refer to two recent survey papers [16, 12] and related work section of the paper [39] for an exhaustive introduction to this thriving field. Among these existing works, we highlight Adamic and Adar (AA) [1] who proposed a degree-weighted common neighbor heuristic that works well in collaboration networks. Sarkar et al. [24] provided theoretical justification for the success of popular heuristics [16] such as common neighbors (including AA [1] ), triad closures [25] and weighted shortest-paths [15] , and demonstrated that their good performance is due to their preference for connecting nodes that are close to each other in an abstract latent space. This study motivates us to focus on link prediction approaches with latent space similarity.
Recent interest in link prediction has been directed towards temporal link prediction in dynamic networks. Sarkar et. al. [23] divide existing approaches into two categories: generative-model based approaches and graph-structure based approaches. For example, Fu et al. [6] extended the mixed membership block model to allow a linear Gaussian trend in the model parameters (DMMSB ). In graph-structure based approaches, Tylenda et al. [29] examined simple temporal extensions of existing static measures for link prediction in dynamic networks. Sarkar et al [23] themselves addressed the link function learning problem in temporal link prediction, assuming that the latent space representation is given. In this work, we propose a dynamic community model for the temporal link prediction problem, in which we infer the temporal latent space by minimizing the past link reconstruction error while penalizing large changes in the communities.
Inferring temporal latent space
Existing approaches interpret the latent space model for nodes in networks either as roles of nodes or communities of nodes. Among the node-role based approaches [13, 22, 8] , matrix factorization approaches are applied to user-feature matrix in each time step, to learn the dynamic node roles. HottTopixx (Hott [21] ) uses a new approach for NMF with user-feature matrices which is highly parallel and allows it to run on very large datasets. However, these approaches require pre-computation of the node-feature matrix as an input, which may involve significant effort in feature engineering in practice. Therefore, in this work, we apply matrix factorization approaches directly on the observed networks rather than to the node-feature matrices. Unfortunately, scalable approaches in symmetric graph factorization is much less studied than user-feature matrix factorization such as Hott. Yang et al. [34] propose a multiplicative algorithm with graph random walk to solve the symmetric graph factorization problem (NMFR). However, their approach does not scale well due to the high computation cost in each iteration. Besides, the effectiveness of their approach decreases as the density of the input graph increases. In this work, we propose a block coordinate gradient descent algorithm, which is more scalable and performs well regardless of the topology of input graphs.
In another category of work, people view latent space modeling as an overlapping community representation for nodes. There have been a wide range of existing works on non-overlapping community detection in both static and dynamic networks such as [26] . We omit discussion of them here since both the objective and the representation of communities are different from this work. Yang et al [33] proposed a matrix factorization approach to learn overlapping community structure in static networks by maximizing the link likelihood (BIGCLAM). Dunlavy et al. [4] developed a tensor singular value decomposition approach to predict temporal links. Unfortunately, their approaches require very large storage cost since they need to put the entire tensor into memory. Huang et al. [14] proposed a more efficient way to conduct tensor decomposition with singular value decomposition to find temporal communities in GPGPU setting. Since our work is focused on the traditional CPU setting, it is unfair to compare with these two due to GPGPU's large advantage in reduced memory latency. In DMMSB [6] , Bayesian posterior inference is applied to learn the mixed membership representation. Obtaining this posterior is, however, often infeasible in large-scale graphs. Xie et al. [32] (LabelRT) has proposed a label propagation based approach that incrementally detects community in dynamic networks. Unfortunately, their approach provides no performance guarantees. In this work, we also propose an incremental BCGD algorithm, to incrementally detect communities at each time step with conditional updates on a set of affected nodes. We further provide a set of theoretical analyses that the total number of affected nodes to be updated is bounded with performance guarantees.
PROBLEM FORMULATION
A graph G is denoted as (V , E), where V is the set of nodes and E ⊆ V ×V is the set of (directed or undirected) interactions. In this work, we first focus on undirected graphs, in which case its matrix representation W is symmetric. Dynamic social network Let Gt = (Vt, Et) be a time dependent network snapshot recorded at time t, where Vt is the set of nodes and Et ⊆ Vt × Vt is the set of interactions. A dynamic network G is a sequence of network snapshots evolving over time: G = (G0, G1,. . . , Gt) with adjacency matrix representation W = (W0, W1,. . . , Wt).
We use u and v to denote individual nodes, and t and τ to denote time stamps. In addition, denote by ∆Vt and ∆Et the sets of vertices and interactions to be introduced (or removed) at time t and let ∆Gt = (∆Vt, ∆Et) denote the change in the whole network. We use Zt to denote the temporal latent space representation for node set Vt at time t. For each individual u at time t, we use a vector zt(u) to denote its temporal latent space representation. With the latent space Zt, the predicted matrix representation for graph at time t + 1 is: Yt+1 = Φ(Zt) where Φ is a link function. To give a few examples of Φ, Φ(Zt) can be defined as Φ(Zt) = ZtZ T t or Φ(Zt) = 1−exp −Z t Z T t . In the following of this work, we simply use Φ(Zt) = ZtZ T t . Since we interpret Z as representing communities of node set V , we impose the following constraints on Z [26]:
Temporal smoothness Individuals change community affiliation infrequently over time.
Homophily Members with similar community affiliations interact with each more frequently compared to the members from different communities. With the above notations, in this work, we focus on the following problem: Problem 1. (Dynamic Community Model for Link Prediction) Given a dynamic social network, we aim to find a community interpretation at each time stamp Zt that minimizes the quadratic loss with temporal regularization:
where λ is a regularization parameter, (Wt(u, v)−Zt(u)Zt(v) T ) 2 is the squared prediction error for a pair of nodes u and v, and the term (1 − Zt(u)Zt+1(u) T ) penalizes node u for changing his community affiliation Zt(u) = Zt+1(u).
In the above model, the latent representation of each node corresponds to a point on the surface of a unit hyper-sphere. Note that this is different from Mixed Membership Stochastic Block Models where nodes are mapped onto simplex. In practice, we find that defining the objective function over hyper-sphere rather than simplex leads to better convergence properties. Finally, note that we impose the constraints Zt ≥ 0 not only because the non-negativity establishes the duality between our modeling and Non-negative Matrix Factorization, but also because it gives the latent space representation Zt an intuitive interpretation since negative community affiliation would be hard to understand.
In general, Non-negative Matrix Factorization (NMF) is NP-hard [30] . Thus, to optimize Eq. 1, which includes a symmetric Non-negative Matrix Factorization (the first term), is also NP-hard. There exists a set of candidate approximate algorithms, including block coordinate descent [33] , multiplicative update rule [34] , projected non-negative least square method [17] , quasi-newton method [36] , and linear programming [21] , which might be adopted here to solve Problem 1. In the following, we focus on the block coordinate gradient descent algorithm (BCGD) to solve Problem 1. We also provide the design details of two efficient algorithms, namely, local BCGD and incremental BCGD, to further improve the efficiency.
A BLOCK COORDINATE GRADIENT DE-
SCENT APPROACH (BCGD)
Global BCGD algorithm
In the following, we assume that the number of communities k is an input parameter. Given some observed graph structure, we reformulate the dynamic community interpretation as arg min
Unfortunately, the objective function above is a fourthorder polynomial and non-convex. We then adopt a block coordinate gradient descent approach to solve Eq. 2. We update Zτ (u) for each node u at time τ by fixing both the community membership Zτ (v) of all other nodes v at time τ as well as the community interpretation [Z1, · · · , Zt] at time t = τ . Proceeding in this way, we can decompose the nonconvex optimization problem of Eq. 2 into a set of convex subproblems.
For each node u at time τ , we relax the optimization problem into the following problem:
With the gradient descent optimization algorithm, in each iteration r + 1, we have:
where α is the step size, and
For real graphs which usually are very sparse, following the optimization strategy proposed by Yang et al. [33] , we speed up the computation for the term that is related to absence of edges by computing:
This leads to the following update rule for Zτ (u):
Step Size. Lin [17] uses the Armijo rule [3] to estimate the optimal step size along the projection arc. Zdunek and Cichocki [36] uses the inverse of the Hessian to estimate the optimal step size. Nesterov's optimal gradient method [19, 10] iteratively updates the step size using the Lipschitz constant. According to the following Lemma, we show that our step size can be iteratively updated using the Lipschitz constant. Proof : We provide a detailed proof in Appendix 7.1. Based on Lemma 1, we adopt a similar technique to [19] to compute the step size. We summarize our global block coordinate descent approach to solve Eq. 2 in Algorithm 1. Convergence analysis. Let x = Zτ (u), then we know that J(x) in Eq. 3 is strictly convex since the second derivative 2 v Zτ (v)Zτ (v) T is positive. Therefore, each sub-problem for updating Zτ (u) has a unique solution. This implies the following convergence result for Algorithm 1. Proof : We omit the details since this can be easily derived following previous results about convergence in block coordinate descent approaches [28, 9] . 2 Algorithm 1 The global BCGD algorithm for inferring dynamic community Input: Graph matrices {W1,· · · , Wt} and number of communities k Output: Yt+1 and node-community {Z1,· · · , Zt} 1: Nonnegative initial guess for {Z1,· · · , Zt}, a0=1 2: Repeat
4:
for each time τ from 1 to t 5:
for each u in graph 6:
update Zτ (u) by Equ. 4 7:
normalize Zτ (u) 8: until {Z1,· · · , Zt} converges. 9: return Yt+1 = Φ(Zt) and {Z1,· · · , Zt} Table 1 : Time complexity analysis for Algorithm 1, n is the number of nodes, m is the number of edges, d(u) is the degree of node u, k is the number of communities, and T is the number of time stamps.
Our problem has bounded constraints, i.e., for each com-
t ] has at least one limit point (i.e., there is at least one convergent subsequence). Thus, we conclude that our Algorithm 1 has nice convergence properties. Bounds on error rate Since our algorithm uses Nesterov's optimal gradient method to determine the step size (see Line 3 in Algorithm 1), we can conclude that our algorithm achieves the optimal convergence rate O( 1 r 2 ). We further give a tighter bound in the following Theorem 1.
Theorem 1. Given the sequence generated by Algorithm 1, we have J(Z
, where Z * τ is the global optimum solution for Zτ at time τ , Z I τ is the initialization for matrix Zτ at time τ , L is the Lipschitz constant in Lemma 1 and r is the iteration number (not the total number of iterations).
Proof : The detailed proof is shown in the Appendix 7.2. Stopping criteria. A common condition to check if a point is close to a stationary point is the following [17] :
where the tolerance is a small positive constant. Computational complexity. Table 1 summarizes the cost of each operation in an iteration for both sparse and dense graphs. Therefore, for real sparse graph, the total cost of a full iteration of BCGD takes O( t (n + mt)k) operations, which is linear in the number of edges and nodes. Assume that the total number of iterations is R, then the time complexity is bounded by O( t (n + mt)Rk).
Local BCGD algorithm
Algorithm 2 The local and evolutional BCGD algorithm for inferring dynamic community Input: Graph matrices {W1,· · · , Wt} and number of communities k Output: Yt+1 and node-community {Z1,· · · , Zt} 1: Nonnegative initial guess for Z1 2: for each τ from 1 to t 3:
Initial Zτ based on Zτ−1, a0=1 4:
repeat
for each u in graph Gt 7:
update Zτ (u) by Eq. 6 and normalize it 8:
until Zτ converges. 9: return Yt+1 = Φ(Zt) and {Z1,· · · , Zt} When the bulk of the input temporal graph becomes stable, that is, |∆Gt| |Gt|, and ∆Gt is non-decreasing over time, it is safe to assume that the community affiliations of nodes also do not change much across time. Under this assumption, we can simplify our problem, and instead of solving for [Z1, · · · , Zt] simultaneously by directly optimizing Eq. 2, we can find the community affiliation for each node at time τ based on the observed graph Gτ and the prior community affiliation history Zτ−1.
Specifically, at each time stamp t = τ , we aim to optimize the following local objective function:
For each node u at time t = τ , this leads to the following update rules for Zt(u) in each iteration r + 1:
The difference between update rule Eq. 6 and Eq. 4 only lies in these two terms Zτ−1(u) and Zτ+1(u). This slight difference leads to a totally re-ordered local BCGD algorithm, as shown in Algorithm 2. Convergence analysis and error bounds. Let Rτ denote the number of iterations that are required to compute Zτ in time τ . In practice, we notice that t Rt < RT , suggesting that Algorithm 2 converges faster than Algorithm 1. Regarding the errors, we have: Lemma 3. Given Z * τ is the local optimum with Eq. 5 and Zτ generated by Algorithm 2, we have J(Z
, where L is the Lipschitz constant in Lemma 1.
Proof : The proof is omitted since it is similar to the proof of Theorem 1.
However, it is unclear how far the local optimum [ Z * 1 , · · · , Z * t ] of Eq. 5 is from the global optimum [Z * 1 , · · · , Z * t ] of Eq. 3. Therefore, we can not bound errors according to the global optimum [Z * 1 , · · · , Z * t ] but we know that how good Zτ is with respect to the local optimum Z * τ . Computational complexity. The cost of each operation in Algorithm 2 remains the same with that of Algorithm 1. Thus, the total computational cost is O( t (n + mt)Rtk).
Incremental BCGD algorithm
In this section, we study how the node community affiliation Zt can be updated incrementally based on the graph change ∆Gt, rather than computed from scratch. The main idea behind our dynamic update strategy is to adjust community affiliations incrmenetally as the network structure changes. Specifically, we take advantage of what we already obtained in previous snapshots for inferring the dynamics in the current time stamp.
Before a detailed discussion of our incremental algorithm, let us first consider how changes to the evolving network topology affect the structure of its communities. Figure 1 presents a number of examples where small changes in network topology, such as addition/deletion of a single node/edge, can possibly lead to a significant transformation of its community structures. Fortunately, as suggested by Figure 1 , even when the community structure undergoes changes, the set of affected nodes S can be limited to relatively local neighborhoods rather than the entire graph. This observation motivates us to design an adaptive algorithm to iteratively change the community affiliation of affected nodes and then propagate those changes. Intuitively, we expect this incremental scheme to be beneficial if the propagation of those changes decays quickly and do not cause any global rearrangements in the graph. Overview of incremental BCGD The overview of this algorithm is as follows: First, we identify nodes whose local neighborhood has changed between two consecutive snapshots, including cases where an existing node adds or deletes links, or a node is added to or removed from the network. With the matrix representation, we model all the four updates towards Gt in terms of row-wise update on matrix representation on Wt. For nodes whose local neighborhood has not changed, we assume that their community affiliation does not change either. For nodes whose neighborhood has changed, we initialize their new community membership based on their new neighbors' membership. Next, we iteratively perform a conditioned community membership update for each affected node (i.e., a candidate set of nodes whose membership might change) and an update for the affected node set until there are no more changes in membership. The entire process is outlined in Algorithm 3. Initialize updated nodes In our algorithm, all the four update operations are handled simply by comparing whether Wt(u) is identical to Wt−1(u). For each updated node u, we initialize its community affiliation based on the probability of seeing its updated neighbors' community affiliation. Specifically, for each node u and community c at time t, the probability u is affiliated with c is computed using the following equation: (c) When a node u is removed from a graph, a community disintegrates and other nodes previously sharing the same community with u join different communities. (d) When a node u is inserted into a graph, it causes a large community to split into two smaller size communities. Different colors denote the different memberships of communities. Dashed lines denote the inserted/deleted edges, blue/red dotted lines denote the old/updated partitioning of communities, and colored regions denote the set of affected nodes whose membership might be changed after node/edge insertion and deletion. (Best viewed in color) Algorithm 3 The incremental BCGD algorithm for inferring dynamic community Input: Graph matrices {W1,· · · , Wt} and number of communities k Output: Yt+1 and node-community {Z1,· · · , Zt} 01: Nonnegative initial guess for Z1 02: for each time stamp t 03:
for each u in graph Gt 04:
if Wt(u) is not updated 05:
Zt(u) = Zt−1(u) 06: else 07:
Initialize Zt(u) using Eq. 7 08:
affected node set S=∆Vt, a0=1 09: repeat
11:
for each u in S 12:
update Zt(u) by Eq. 6 and normalize it 13:
update affected node set S with Alg. 4 14:
until Zt converges. 15: return Yt+1 = Φ(Zt) and {Z1,· · · , Zt}
The initialization of community affiliation for an updated node u, follows the notion of "latent homophily" introduced earlier: The community affiliation of the node u, is as close as possible to its neighbors in the network. Identifying affected nodes Our dynamic update strategy can be viewed as an extra conditional update by which only nodes affected accept a new community affiliation. Unfortunately, as shown in Figure 1 , the set of affected nodes for which the community affiliations need to be updated are not limited to only the set of recently changed nodes and/or their neighbors. As an example, u and v belong to the same community c. After an edge (u, v) is removed from graph Gt−1, the community c splits into two parts and hence all the nodes in c are affected (In Figure 1(b) , the affected node set coincidentally consists of neighbors of updated nodes since all the nodes in c are connected to updated nodes).
The overall idea of our affected nodes identification is outlined as follows. Initially, the set of affected nodes is identical to the set of updated nodes (Line 8 in Algorithm 3). Next, after performing each iteration of a conditional update with Eq. 6 in Line 12 in Algorithm 3, some old affected nodes are no longer required to be updated since their membership affiliations have converged. On the other hand, the effects of the update could be further propagated from old affected nodes to their neighborhood. The details of our affected nodes update procedure are presented in Algorithm 4.
Algorithm 4 Updating affected nodes
Input: Zt−1, Zt, S old Output: A set of affected nodes S 1:
Bounds of size of affected nodes
In the following, we illustrate that in each iteration, the set of nodes that are required to perform the conditional update with Eq. 6 is limited to a small local region, and hence their size is bounded. In addition, the total number of affected nodes in Alg. 3 is bounded.
Let us use r to denote the iteration number of the conditional update process outlined in Lines 9-14 in Alg. 3, Sr denotes the set of affected nodes, and ηr denote the expected number of affected nodes in the r th iteration. Clearly, ηr can be computed with the following recursive equation:
where ∆nt is the number of updated nodes in time t, Pa is the average probability of a neighbor of affected nodes being affected (i.e., the likelihood of reaching Line 7 in Alg. 4), d is the average degree of graphs, and Pc is the average probability of an affected node being recovered after a membership update (i.e., the likelihood of reaching Line 4 in Alg. 4).
Based on the above equation, we know that ηr is the geometric sequence with common ration cr = 1 − Pc + Pad, and thus the expected number of affected nodes in the r th iteration ηr = ∆nt(1 − Pc + Pad) r−1 , and the expected total aggregated number of affected nodes up to the r th iteration is ∆nt 1−(1−Pc+Pad) r Pc−Pad . If we consider the Pa and Pc as constants, then we have the following Lemma: 
Proof (Sketch):
If ηr is decaying with iterations (ηr < ηr−1), we have:
which leads to Pa/Pc < 1 d . In addition, for a geometric sequence with common ratio 0 < cr < 1, we get that the infinity of the sum of a geometric sequence (i.e., total number of affected nodes over all iterations) is bounded by
Unfortunately, our problem is more challenging since the values of Pa and Pc depend on the choices of δ and ζ, and change with each iteration rather than remaining constant. Therefore, in the following, we present the main result of the bounded size of affected nodes in the following essentially complete characterization of achievable points:
2∆n t k ) k < 1 d , then the expected number of affected nodes is diminishing over iterations, and the total number of affected nodes to be updated for computing Zt is bounded. Since for all the iterations, Lemma 4 holds, then the total number of affected nodes to be updated for computing Zt is bounded.
Intuitively, if we set both ζ and δ as small as possible, then Algorithm 2 is more effective in terms of learning accuracy for Z since more conditional updates are required. On the other hand, the running time will definitely be increased. We suggest that if both ζ and δ satisfy the inequality constraint in Theorem 2, though ζ is small, the efficiency in terms of running time still has guarantees since the number of conditional updates is bounded. Computational complexity. The total computational cost of Algorithm 3 is O(k(n + m1) + T t=2 r d∆nt(1 + 
2∆n t k ) k ) r−1 k). If both ζ and δ satisfy the inequality constraint in Theorem 2, then total computation cost can be further bounded as O(k(n + m1 + d∆nt
EXPERIMENTS 5.1 Dataset and Evaluation
We use a set of real temporal datasets in our experiments, which are from the Koblenz Large Network Collect ion (http://konect.uni-koblenz.de/). Since the focus of this work is link prediction in undirected graphs, we ignore the direction of arrows in directed graphs. The statistics of each data set are reported in Table 2 . Comparison with other approaches. We compare our approaches with NMFR [34] , Hott [21] , DMMSB [6] , AA [1] , LabelRT [32] , and BIGCLAM [33] (see Section 2 for more details). DMMSB is considered as a global optimization approach, and expected to be comparable with the proposed global BCGD algorithm (BCGDG). Among the others, NMFR, Hott, and BIGCLAM are originally static approaches for inferring the latent space. Therefore, we apply them following the evolving framework [22, 38] : In each time stamp t, we initialize the node community membership Zt using the results of the last timestamp Zt−1, and then apply the static approach to the graph snapshot at time t to update Zt. With the evolving framework, NMFR, Hott and BIGCLAM are considered as comparable approaches for the local BCGD algorithm (BCGDL) while LabelRT is the comparable approach for our incremental BCGD algorithm (BCGDI ). For link prediction accuracy, we also compare with the popular heuristic AA. Since AA is also a static approach, we apply it to the aggregated graph from training time to predict the links and validate with the graph snapshot in the next time stamp. All the approaches are implemented in C/C++ expect NMFR (the original source code from the authors is implemented in MatLab). Therefore, the running time comparison for NMFR might be unfair. Configurations. For all the approaches that require setting the number of communities k (or the rank of low-rank matrices), we set k=10. We set the smoothness parameter λ=0.01, ζ= 1/n, and δ = 2ζ/k for all the experiments. For the Hypertext and Infection datasets, we use all the pairs of nodes from the test graph snapshot to test link prediction performance while for the remaining graphs, we randomly generate 10,000 edge pairs and 10,000 non-edge pairs, and use the same test set for all the approaches. The results on large graphs are reported as an average over 10 runs. If the maximum number of iterations is required as an input parameter, we set it to 3000 on the six smaller graphs and to 100 on the remaining four large networks. If required, we set tolerance as 10 −9 . All the experiments are conducted on a single machine with no parallelization, with 8G memory and i7 2.7 GHz CPU.
Evaluation of Link Prediction
In this section, we quantitatively evaluate the quality of learned latent spaces in terms of their predictive power. We first give an overall comparison of all the approaches in terms of AUC (Area under Curve) scores for ROC (Receiver Operating Characteristic) curves. Next we plot the ROC and PR (Precision and Recall) curves for a set of selective networks to give an intuitive view of predictive performance. AUC score comparison. We report the AUC scores for all of the approaches on smaller networks in Figure 2 . The upper figure reports the AUC scores of all the global approaches including latent-space based global optimization BCGDG, DMMSB and global heuristic approach AA. From the results, we notice that BCGDG is consistently better than DMMSB. Our approaches perform much better than AA for 5/6 datasets with the only exception being the HepPh dataset. One possible reason is that the link formation on the co-authorship HepPh dataset conforms closely with the intuition behind AA. Next we compare the proposed approaches BCGDL and BCGDI with all the other local and incremental approaches. Clearly, {BCGDL, BCGDI } {Hott, NMFR} BIGCLAM LabelRT, where A B denotes that on average A performs better than B. BigCLAM and LabelRT have poor AUC scores because they only output a single, hard assignment of nodes to communities which provides no means to control the tradeoff between true and false positive rates.
We notice that latent-space based global optimization approaches usually have bad scalability (See Figure 4 (a) in Section 5.3 for more details). In addition, NMFR and La-belRT also can not support large graphs due to high memory consumption (See Figure 4(b) ). Therefore, in the following, we further compare our approaches BCGDL and BCGDI with Figure 3 . Since DMMSB, BIGCLAM and LabelRT are consistently worse than others, we omit them for a clear representation in Figure 3 . Clearly, if we can tolerate a 20% false positive rate, the proposed BCGDG, BCGDL, and BCGDI perform much better than all the alternative approaches with very high true positive rate, except for the HepPh Dataset. For HepPh, though our method fares sightly worse than AA, the performance is similar. Regarding the PR curves, we notice that BCGDG, BCGDL and BCGDI are able to recover most of the edge-pairs (i.e., high recall) with [60%-80%] precision. This is because our approach can guarantee that if a node pair is far from each other in the latent space learned by the proposed approaches, they are unlikely to be linked with each other. However, for other approaches, there are many node pairs with predicted link probability zero that are linked in ground truth. In contrast, when the recall level is very low, AA achieves higher precision than us in Slashdot, HepPh while Hott achieves higher precision in Digg. The reason is that in our approaches there are some node pairs with high latent similarity scores that are not linked with each other in empirical observations (possibly missing links due to noise in data). From the results, we can conclude that our BCGD method is the most robust and stable approach among all the predictors. In addition, it can be further combined with other heuristics such as AA for even more effective link prediction.
Evaluation of Efficiency
In this section, we compare the proposed BCGDG, BCGDL, BCGDI with other latent space inferring approaches in terms of running time and memory consumption. Figure 4(a) reports the total running time of different approaches on smaller graphs. Note that the x-axis is ordered by the size of dynamic graphs (i.e., t (n + mi)). From the results, we notice that our global optimization algorithm BCGDG is at least 5 times faster than the other global approach, DMMSB. Comparing all the local evolving approaches, the running times of Hott, BIGCLAM and BCGDG are very close to one another, and much faster than NMFR. It is unsurprising that the most efficient algorithms are the two incremental approaches: LabelRT and BCGDI . Generally, LabelRT is faster than BCGDI when graphs are very small, and much slower than BCGDI when graphs become larger.
We also compare the memory consumption of different approaches on smaller graphs in Figure 4(b) . Generally, the memory consumption of each approach is similar expect that LabelRT and NMFR require much larger memory consumption. A possible reason is that LabelRT and NMFR store many data structures into the memory, which reduces the running time for smaller graphs, but degrades the performance when the memory is over consumed for larger graphs. In the following, we further compare our approaches BCGDL and BCGDI with Hott and BigCLAM on larger networks, to demonstrate the efficiency of proposed approaches. We do not report the memory consumption since from Figure 4 (b) we have noticed that the memory usage of these four approaches are similar. Figure 4 (c) shows that on average our incremental algorithm BCGDI is about one order of magnitude faster than all the other approaches. In addition, BCGDL is also comparable to the other two scalable approaches. From Section 5.2, we notice that the predictive accuracies of BCGDL and BCGDI are very close to BCGDG, thus demonstrating good tradeoffs between efficiency and quality. Why BCGDI is always efficient? In summary, our incremental approach BCGDI is about one order of magnitude faster than all the other approaches. Theorem 2 states that with proper parameter settings for δ and ζ, the number of affected nodes is diminishing over iterations and the total number of affected nodes is bounded. But what if Theorem 2 can not be achieved? Figure 5 gives three pessimistic cases where Theorem 2 does not hold or the network is not stable (i.e, the size of ∆G is increasing or fluctuating with time). From the plots, we notice that even for these pes-simistic cases, the number of affected nodes is much smaller than the total number of nodes. For instance, the sizes of affected nodes in Infection, Digg, and HepPth, are only about [9.7%, 34.14%], [13.15%, 29 .6%] and [14.26% , 46 .28%] of the total number of nodes, respectively. Therefore, to compare with other approaches that update on all the nodes, our BCGDI is very efficient due to its conditional updates on the much smaller set of affected nodes.
CONCLUSION AND FUTURE WORKS
In this work, we have proposed a scalable approach for temporal link predication with a dynamic community model, which assumes two nodes are more likely to be linked with each other if they have similar community affiliation. In addition, our dynamic community model prefers smoothly evolving community structure by penalizing frequent changes in community affiliation for each node. With respect to the proposed model, we developed three different inference algorithms, BCGDG, BCGDL and BCGDI to learn the temporal latent space via non-negative matrix factorization approaches. We have also provided a set of theoretical analyses for each algorithm characterizing their performance guarantees. We conducted a set of experiments on large networks with millions of nodes and links to verify both the efficiency and predictive quality of all the proposed approaches.
Note that in our block coordinate gradient descent approach, the community affiliation update for a node u can be conducted simultaneously with another node v if they do not share the same neighborhood. This property can be (c) HepPth network: Theorem 2 holds, network is not stable Figure 5 : Size of affected nodes in pessimistic cases when ζ= 1/n, and δ = 2ζ/k leveraged for very good parallelization. In the future, we would like to propose a scalable parallel framework for the dynamic link prediction problem. Another interesting direction is to extend our approach to more general missing value prediction problems using both structure and other rich information such as geography and content.
APPENDIX 7.1 Proof of Lemma 1
According to Eq. 2, we can obtain the gradient of J(Zτ ) at time stamp τ ∂J(Zτ ) = −2W T i Zτ + 4Zτ Z T τ Zτ + λZ τ −1
For any two matrices Z 1 , Z 2 ∈ R n×n , we have
Since both Z 1 , Z 2 ≥ 0, and Z 1 Z 2 ≤
, we have:
The last inequality holds due to two reasons: 1) for positive semidefinite matrices, tr(AB) 2 ≤ tr(A) 2 tr(B) 2 ; 2) 0 ≤ Z 1 (i, j), Z 2 (i, j) ≤ 1. Then we have ∂J(Z 1 ) − ∂J(Z 2 ) F ≤ L Z 1 − Z 2 F . Therefore, ∂J(Zτ ) is Lipschitz continuous and the Lipschitz constant is 4 3 * I 1 − 1 2 W i F . This completes the proof.
Proof of Theorem 1
According to Theorem 2.2.2 in [19] , for any matrix Z ∈ R n×k + and matrix Y ∈ R n×k , we have (Z (r) −Z (r−1) ) and P L (Y ( r)) = Z ( r). Note that we omitted the subscript t that denotes the time to simplify notations. By substituting Z = Z (r) , Y = Y (r+1) , we have J(Z (r) ) ≥J(Z (r+1) ) + L 2
Similarly, by substituting Z = Z * , Y = Y (r+1) , we have
since a r+1 > 1, by multiplying both sides of Eq. 9 by a r+1 − 1 and adding it to Eq. 10, we have
From Line 3 in Algorithm 1, we get a 2 r = a 2 r+1 − a r+1 . By using this equality and multiplying both sides of Eq. 11, we have a 2 r (J(Z (r) ) − J(Z * )) − a 2 r+1 (J(Z (r+1) ) − J(Z * ))
Since for any matrices A, B and C, we have A − C ≥ B − C 2 F − A − C 2 F . We simplify Eq. 12 as a 2 r (J(Z (r) ) − J(Z * )) − a 2 r+1 (J(Z (r+1) ) − J(Z * )) ≥ L 2 ( a r+1 Z (r+1) − (a r+1 − 1)Z (r) − Z * 2 F − arZ (r) − (ar − 1)Z (r−1) − Z * 2 F )
By varying r=0 to r − 1 and summing up all these expressions in Eq. 13, we get J(Z (0) ) − J(Z * ) − a 2 r (J(Z (r) ) − J(Z * )) ≥ − This completes the proof for Theorem. 1.
