Abstract-This paper is concerned with the discrete-time indefinite mean-field linear-quadratic optimal control problem. The so-called mean-field type stochastic control problems refer to the problem of incorporating the means of the state variables into the state equations and cost functionals, such as the meanvariance portfolio selection problems. A dynamic optimization problem is called to be nonseparable in the sense of dynamic programming if it is not decomposable by a stage-wise backward recursion. The classical dynamic-programming-based optimal stochastic control methods would fail in such nonseparable situations as the principle of optimality no longer applies. In this paper, we show that both the well-posedness and the solvability of the indefinite mean-field linear-quadratic problem are equivalent to the solvability of two coupled constrained generalized difference Riccati equations and a constrained linear recursive equation. We characterize the optimal control set completely, and obtain a set of necessary and sufficient conditions on the mean-variance portfolio selection problem. The results established in this paper offer a more accurate solution scheme in tackling directly the issue of nonseparability and deriving the optimal policies analytically for the mean-variance-type portfolio selection problems.
I
N this paper, a kind of discrete-time stochastic linearquadratic (LQ) optimal control problem of mean-field type is investigated. Comparing with the classical stochastic optimal LQ control, a new feature of the problems is that both the objective functional and the system dynamics involve the states and the controls as well as their expected values. In this case, the system dynamics is a discrete-time stochastic difference equation (SDE) of McKean-Vlasov type, which is also referred as mean-field SDE (MF-SDE). As a feature of such a class of SDEs, the dynamics depend on the statistical distribution of the solution, which provides simple but effective techniques for studying large systems by reducing the dimension and the complexity. This new feature roots itself in the category of mean-field theory, which is developed to study the collective behaviors resulting from individuals' mutual interactions in various physical and sociological dynamical systems. According to mean-field theory, the interactions among agents are modeled by a mean-field term. When the number of individuals goes to infinity, the mean-field term can approach the expected value. The past few years have witnessed many successful applications of the mean-field formulation in various fields of engineering, games, finance and economics.
Mean-field stochastic LQ optimal control with indefinite cost weighting matrices is studied in this paper, which will be referred as the indefinite mean-field stochastic LQ optimal control. This problem is a natural generalization of those in [13] , [31] , where the definite and homogeneous versions of mean-field LQ problem are dealt with for a finite horizon and an infinite horizon, respectively. In fact, there is an increasing interest in mean-field control theory in the mathematics and control communities during recent years. The investigation of continuous-time mean-field stochastic differential equations may be traced back to the 1960s [29] ; see also [34] for early developments. In [4] , to cope with the possible time-inconsistency of optimal control, an extended version of the dynamic programming principle was derived using the Nisio nonlinear operator semigroup. Subsequently, stochastic maximum principles were studied in several works [3] , [7] , [24] , which specify the necessary conditions for optimality. The results range from the case of a convex action space to the case of a general action space. As applications, the Markowitz mean-variance portfolio selection and a class of mean-field LQ problems are studied in [3] , [24] using the derived stochastic maximum principle. In [36] , the definite mean-field LQ control with a finite time horizon is systemically studied using a variational method and a decoupling technique. It is shown that the optimal control is of linear feedback form and that the gains are represented using solutions of two coupled differential Riccati equations. In [13] , the discrete-time definite mean-field LQ problem is formulated as an operator stochastic LQ optimal control problem. By the kernel-range decomposition representation of the expectation operator and its pseudo-inverse, an optimal control is obtained based on the solutions of two Riccati difference equations. Later, [18] generalizes results obtained in [36] to the case with an infinite time horizon. Reference [35] studies the stochastic maximum principle under partial information. Reference [16] presents the maximum principle principle of mean-field type for the controlled mean-field forward-backward stochastic differential equations with Poisson jump. References [15] , [17] give 0018-9286 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
necessary and sufficient conditions for mean-field stochastic optimal and near-optimal singular control problems, respectively. For other interesting aspects of mean-field optimal control problems, readers may refer to, for example, [30] and other related works. It is worth mentioning that the study of controlled mean-field stochastic differential or difference equations is also partially motivated by a recent surge of interest in meanfield games [6] , [9] , [19] - [22] , [25] . Compared with the topic of this paper, mean-field games use decentralized controls, that is, the controls are selected to achieve each individual's own goal by using local information. Indefinite stochastic LQ optimal control without mean-field terms is first studied in [10] . It is found in [10] that a stochastic LQ problem with indefinite cost weighting matrices may still be well-posed, which challenges the standard belief about LQ problems. For more about such class of LQ problems, readers may refer to, for example, [1] , [2] , [38] . It is further shown that indefinite stochastic LQ problems are closely related to Markowitz's mean-variance portfolio selection problems [11] , [14] , [23] , [26] , [27] , [30] in financial investment. The important feature of Markowitz's model is that the risk is quantified by using variance of the wealth. This Noble-Prize-winning approach becomes the foundation of modern finance theory and has inspired hundreds of extensions and applications. In the multi-period case, the difficulty in dealing with such problem is the loss of the smoothing property of the variance term. This is due to the nonlinear term (Ex) 2 in the variance operator Var(x) = Ex 2 − (Ex) 2 and leads to a nonseparable problem, to which the dynamic-programming-based methodology often used in stochastic optimal control theory fails to work. Moreover, nonseparability may result in the time-inconsistency of the optimal control [37] . To overcome the difficulty of nonseparability, [23] and [39] introduce an embedding scheme to tackle the original problem. It is worth mentioning that the auxiliary problem is an indefinite stochastic LQ problem, which can be solved explicitly by the indefinite LQ theory [39] . On the one hand, the embedding scheme has promising feature, which provides a beautiful framework to deal with more complicated situations [14] . On the other hand, the meanvariance portfolio selection problems provide a soil to blossom out for the indefinite stochastic LQ theory.
However, to our knowledge, the indefinite stochastic LQ optimal control problems and the mean-variance portfolio selection problems have been not yet completely combined in a unified framework. In [23] and [39] , the return rates of the risky securities [23] and the volatility of the stocks [39] are required to be nondegenerate. This may come from the embedding scheme, in which the inverses of the corresponding matrices is required to ensure the existence of a unique optimal portfolio strategy. To make the formulation more practical, it is natural to consider, at least in theory, how to generalize these results to the case where degeneracy is allowed. In fact, mean-variance portfolio selection problems with degenerate covariance matrices may date back to 1970s. In [8] or the "corrected" version [33] , Buser et al. propose the single-period version with possibly singular covariance matrix. Clearly, such class of problems are more general than the classical ones [28] , and more consistent with the reality.
Note that Var(x) = Ex 2 − (Ex) 2 . Instead of using embedding scheme to solve the case with degenerate variance matrices, we view the multi-period mean-variance portfolio selection problem as a special example of indefinite mean-field stochastic LQ problem. By using a method developed for general indefinite mean-field stochastic LQ problem, we can promote existing theory on multi-period mean-variance portfolio selection problems to the case with degenerate variance matrices. This is the second motivation to consider indefinite mean-field LQ problem in addition to the mean-field formulation. Therefore, the contribution of this paper is two-fold. On the one hand, this paper develops general theory for indefinite mean-field LQ optimal control, which generalizes existing results about definite mean-field LQ optimal control problems. On the other hand, by using theory developed, we can promote the old problems-multi-period mean-variance portfolio selection-to the case with degenerate variance matrices.
In this paper, we first show that the solvability of the two constrained generalized difference Riccati equations (GDREs) and a constrained linear recursive equation (LRE) are necessary to the solvability of Problem (MF-LQ) defined in Section II by using a modified backward recursive technique. Then, we show that the sufficiency also holds by completing the square. Different from the definite one, the indefinite mean-field LQ optimal control problem is with five degrees of freedom. We characterize the set of all the optimal controls, and apply the results to solve a kind of multi-period mean-variance portfolio selection problem, such as Problem (MV). For the solvability of Problem (MV), necessary and sufficient conditions, which are completely characterized by the returns of the risky and riskless assets, are obtained. Moreover, when the returns of risky assets are nondegenerate, the results of this paper can be reduced to those obtained in existing literature.
The rest of the paper is organized as follows. Section II gives some preliminaries. Sections III and IV show that the solvability of the GDREs and LRE is equivalent to that of Problem (MF-LQ). Section V deals with the dynamic multi-period mean-variance portfolio selection problem. Sections VI and VII give some examples and concluding remarks, respectively.
II. PRELIMINARIES
Consider the following controlled MF-SDE:
Here
n are given deterministic matrices and vectors, respectively; E is the expectation operator; {x k , k = 0, 1, · · · , N} and {u k , k = 0, · · · , N − 1} are the state process and control process, respectively. {w k , k = 0, 1, · · · , N − 1} is a martingale difference sequence defined on a probability space (Ω, F, P ) in the sense that
where E[·|F k ] is the conditional mathematical expectation with respect to
The initial value ζ is square integrable and measurable with respect to F l−1 .
The cost functional is described as
where 
; N 0 andN 0 will be simply written as N andN, respectively. From (1), we know that
In this paper, for (3), when we select a u in U ad , we mean selecting the part (u l , · · · , u N −1 ) of u. The optimal control problem considered in this paper is stated as follows.
Problem (MF-LQ).
For any given initial pair (l, ζ) with ζ being square integrable and measurable with respect to F l−1 , find u * ∈ U ad such that
We then call u * an optimal control for Problem (MF-LQ). Define now the value function
Since the weighting matrices Q k ,Q k , R k ,R k , k ∈ N, G,Ḡ are possibly negative, Problem (MF-LQ) may be ill-posed, i.e., V (l, ζ) may be −∞ for some l and ζ. We then give the following notions.
Definition 2.1: (i) Problem (MF-LQ) is said to be finite or well-posed at (l, ζ) if
Problem (MF-LQ) is said to be finite or well-posed if it is finite or well-posed at any (l, ζ).
(ii) Problem (MF-LQ) is said to be (uniquely) solvable or attainable at (l, ζ) if there exists a (unique) u * ∈ U ad such that (4) holds at (l, ζ). Problem (MF-LQ) is said to be (uniquely) solvable or attainable if it is solvable at any (l, ζ).
We recall the pseudo-inverse of a matrix. By [32] , for a given matrix M ∈ R n×m , there exists a unique matrix in R m×n denoted by M † such that 
Hereafter, M ≥ 0 means that M is a positive semi-definite square matrix.
Lemma 2.2: (Extended Schur's Lemma [5] ). Let matrices M = M T , N, R = R T be given with appropriate sizes. Then the following conditions are equivalent:
Now, we introduce a set of GDREs and LRE.
Definition 2.2:
The following constrained difference equations:
are called two coupled generalized difference Riccati equations, where {(P k , T k ), k ∈ N} is the solution, and
Furthermore, introduce the following constrained linear recursive equation:
where {ϕ k , k ∈ N} is the solution and
Note that (6) and (8) are constrained equations, since
In what follows, by GDREs and LRE we mean (6) and (8), respectively.
III. NECESSITY OF SOLVABILITY OF THE GDRES AND LRE
In this section we shall show that the solvability of the GDREs (6) and LRE (8) is necessary for the well-posedness of Problem (MF-LQ). We first present two lemmas.
Lemma 3.1: Let F = F τ , G = G τ and H be given deterministic matrices and q, ρ be given deterministic vectors with appropriate size. Consider the following quadratic form:
where x, u are square integrable random variables defined on a probability space. Then the following statements are equivalent:
Here, Ker(G) = {x | Gx = 0} is the kernel space of G, and
n } with n being the dimension of x is the range of G.
Proof:
We prove this by contradiction. Suppose that G < 0, i.e., there exists a u 1 such that u
Furthermore, assume that there exists a u 2 such that Gu 2 = 0 and Hu 2 = 0. Then
( 
ii) ⇔ (iii). The equivalence between Ker(G) ⊂ Ker(H) and H(I − GG
and H 1 , H 2 be given deterministic matrices and ρ be given deterministic vectors with appropriate size. Consider the following quadratic form
where x, u are square integrable random variables defined on a probability space. Then, the following statements are equivalent:
By completing the square, we have that (iii) ⇒ (i). We now prove (i) ⇒ (ii) by the method of contradiction. First, suppose that G 1 < 0, i.e., there exists a (deterministic)ū 1 such thatū
Secondly, assume that there exists anū 2 such that G 1ū2 = 0 and H 1ū2 = 0. Then
This gives lim α→+∞h (εHū 2 , −αεū 2 ) = −∞. Thus, we have
Finally, by selecting u 1 , u 2 and ρ 1 as those in Lemma 3.1, we can prove that
via equations similar to (11)- (13) . The details are omitted here. This completes the proof.
The following result shows that the solvability of the GDREs (6) and LRE (8) is necessary to the well-posedness of Problem (MF-LQ).
Theorem 3.1: If Problem (MF-LQ) is well-posed, then the GDREs (6) and LRE (8) are solvable.
Proof: We prove this by induction.
by substituting x N with representation of form (1), we have
where x N −1 = ζ. To simplify the notation, hereafter we will replace the expression
which implies that the GDREs (6) and LRE (8) are solvable when k = N − 1. Furthermore, the optimal control u * N −1 can be selected as
and
For l = N − 2, we have
where
) and the nonseparability of cost functional, "≤" in (17) is due to the possible time-inconsistency of optimal control. Roughly speaking, the time-inconsistency of optimal control means that, a control is optimal now and will be not optimal in the future [37] .
From (16) we have
By substituting x N −1 , we have
which implies that GDREs (6) and LRE (8) are solvable at k = N − 2. Furthermore, we have
Now, suppose that for l = l 1 , l 1 + 1, · · · , N − 1, N, the GDREs (6) and LRE (8) are solvable, and
Similarly, we have
Therefore, the GDREs (6) and LRE (8) are solvable at k = l 1 − 1, and
By induction, this completes the proof.
Remark 3.2:
To prove Theorem 3.1, we use a backward recursive method, i.e., proving the solvability of the GEREs (6) and LRE (8) backwards from N, N − 1 to 0. While this backward recursive method is different from the dynamicprogramming-based one. Fortunately, it works and is referred in this paper as the modified backward recursive method.
IV. SUFFICIENCY OF THE GDRES AND LRE
In the previous section, we prove that the solvability of the GDREs (6) and LRE (8) is necessary for the well-posedness of Problem (MF-LQ). In this section, we shall show that the solvability of the GDREs (6) and LRE (8) is also sufficient for the well-posedness of Problem (MF-LQ), and the optimal control can be constructed via the solutions of the GDREs and LRE. To proceed, we first have
Therefore 
is an optimal control. Moreover, the value function with respect to (l, ζ) is
Proof: Let (P · , T · ) be the solution of the GDREs (6). Then, we have
For
Adding (23) and (24) into the cost functional (3), we have
As (6) and (8) are solvable, by completing the squares we have
where μ k is defined in (9) . By selecting
and thus
we can get (22) .
the optimal control is unique and is expressed as
Proof: Under the given condition, we have W k ,W k > 0, and the uniqueness of the solutions of the GDREs (6) and LRE (8 
Moreover, the value function with respect to (l, ζ) is
Remark 4.1: From (28), we know that "≤" in (18) should read as "=". Hence, the modified backward recursive method mentioned in Remark 3.2 reduces to the classical backward recursive method, and the time consistency of optimal controls holds. Note that the expectations Ex k , Eu k enter nonlinearly into the cost functional (3). It now seems a common view that the dynamic programming principle may not be applicable to such a class of problems. To better understand such phenomena and investigate the possible time inconsistency of optimal control, we may focus in the future on the dynamic version of Problem (MF-LQ), i.e., replace the expectation operator in the dynamics and cost functional by the conditional expectation operator. The modified backward recursive method might be also applicable to such class of problems.
In the following, we show that the GDREs (6) are solvable for a special case.
Theorem 4.3: Under the condition that
Proof: Introduce the homogeneous versions of controlled system (1) and cost functional (3)
Hence, by the proof of Theorem 3.1, we can assert that the GDREs are solvable.
If the GDREs (6) and LRE (8) are solvable, then an optimal control of Problem (MF-LQ) can be expressed in the form of (27) . To see this, we will give a complete characterization of all the optimal controls of Problem (MF-LQ) with five degrees of freedom.
Theorem 4.4: Let the GDREs (6) and LRE (8) be solvable. Then, the set of all optimal controls is determined by the following (parameterized by
Here, Y k ,Ȳ k ∈ R n×n , y k ∈ R n are deterministic and Z k ∈ R n×n , z k ∈ R n are arbitrary square integrable random variables defined on the probability space (Ω, F, P ) and adapted to F k such that
Proof: We first show that (29) is optimal. By the proof of Theorem 4.1, we have
By the properties of pseudo-inverse (29) is the optimal control. The remaining is to show that any optimal controlū can be expressed as the form of (29) . From (30) and (28), we have
By Lemma 2.7 in [2] , (29) follows. This completes the proof.
Remark 4.2:
In (29), Y k ,Ȳ k , y k , k ∈ N, may be relaxed to be random under the constraint that
Here, the constraint is to ensure that
In fact, we can extend Theorem 4.2 to the case with multidimensional noises. Specifically, consider the following con-
is a vector-valued martingale difference sequence defined on a probability space (Ω, F, P ) in the sense that
) t×t is a deterministic nonnegative definite matrix of t × t. Taking expectations in both sides of (31) gives
Noting (32), we can get equations similar to (15) and (23). Hence, the GDREs and LRE corresponding to (31) 
Denote the version of Problem (MF-LQ) corresponding to (31) by Problem (MMF-LQ). Then, we can have the following result, whose proof is a straightforward extension of that of Theorem 4.2 and hence is omitted here. Moreover, when any of the above statements is true, the LQ problem is attainable by
where (35) and (36), respectively. Moreover, the value function with respect to (l, ζ) is
V. MULTI-PERIOD MEAN-VARIANCE PORTFOLIO SELECTION

A. Problem Formulation
Basing upon the general theory above, in this section, we shall study a particular example of Problem (MF-LQ)-the multi-period portfolio selection [23] , [39] . Consider a capital market consisting of one riskless asset and n risky assets within a time horizon N . Let s k (> 1) be a given deterministic return of the riskless asset at time period k and e k = (e
τ be the vector of random returns of the n risky assets at period k. We assume that vectors e k , k = 0, 1, · · · , N − 1, are statistically independent and the only information known about the random return vector e k is its first two moments: its mean E(e k ) = (Ee
. Clearly, Cov(e k ) is nonnegative definite, i.e., Cov(e k ) ≥ 0. Different from [23] , here we do not suppose that Cov(e k ) is positive definite. In fact, mean-variance portfolio selection problems of such class can be traced back to 1970s. In [8] or the "corrected" version [33] , Buser et al. propose the single-period version with possibly singular covariance matrix. Such class of problems is more general than classical mean-variance portfolio selection problems [28] , and is more consistent with the reality. In this section, we shall derive necessary and sufficient conditions for the solvability of multi-period mean-variance portfolio selection upon the general theory of indefinite mean-field LQ problems above.
To proceed, let x k be the wealth of the investor at the beginning of the k-th period, and let u i k , i = 1, 2, · · · , n, be the amount invested in the i-th risky asset at period k. Then
k is the amount invested in the riskless asset at period k, and the wealth at the beginning of the (k + 1)-th period [23] is given by
where O k is the excess return vector of risky assets [23] defined as
Clearly, x k ∈ R, k ∈N. Define the information set at the beginning of period k as
In this paper, we consider the case where short-selling of stocks is allowed, i.e., u i k , i = 1, . . . , k, could take values in R, which leads to an unconstrained mean-variance portfolio selection formulation. Hence, the admissible policy set of u = (u 0 , u 1 
The conventional multi-period mean-variance problem [23] can be formulated as follows:
Problem (MV). For any given x 0 , find u * ∈ U ad such that
with λ > 0 being the trade-off parameter between the mean and the variance of the terminal wealth. Before stating the main result of this subsection, we review a recent progress in mean-variance problem related to the topic of this paper. Recently, [11] proposes an mean-field formulation to deal with multi-period mean-variance portfolio selection problems in a unified way and formulate the considered problems as mean-field LQ ones, which motivates the study of indefinite mean-field LQ optimal control theory of this paper. By decomposing of x k into two orthogonal parts Ex k and x k − Ex k , the authors recursively construct the optimal strategy by elegant analysis. The difference between this paper and [11] lies in the following two points. The first point is that in [11] the return rates of the risky securities are nondegenerate, but here the degeneracy is allowed. The second point of the difference is that we regard the multi-period mean-variance portfolio selection as an application of the general indefinite mean-field LQ optimal control theory.
B. Optimal Strategies to Problem (MV)
To proceed, we shall transform (39) into a linear controlled system of form (1), by which the general theory in above sections will work. Precisely, we define
. This leads to
Before proceeding, we recall the following lemma [12] .
Theorem 5.1: Problem (MV) is solvable in the sense of Definition 2.1 if and only if for any k ∈ N, EO k ∈ Ran(Cov(O k )). Furthermore, if this condition holds, any optimal portfolio selection strategy can be expressed as
n×n , y k ∈ R n are deterministic, and Z k ∈ R n×n , z k ∈ R n are arbitrary square integrable random variables defined on the probability space (Ω, F, P ) and adapted to F k such that
Moreover, the value function is given by
Proof: Due to the general theory of above sections, the solvability of Problem (MV), i.e., the existence of optimal strategy, in the sense of Definition 2.1, is equivalent to the solvability of the following GDREs and LRE:
. From Theorem 4.3, we know that the GDREs (46) are solvable. Furthermore, we have
with the constraintW kW † k μ k − μ k = 0. From Lemma 3.2, we have that the solvability of the LRE (47), and hence the solvability of Problem (MV) is equivalent to EO k ∈ Ran(P k+1 Cov(O k )), k ∈ N. We now show that
By (46), we know
This, together with (49), implies that
Combining this with (50), we then have 
From (51), it follows that:
is deterministic, whose variance is zero.
As q
Now, take u
μ in (39) with μ being a control parameter at time k 0 . Hence
Further investigations may show that Problem (MV) is not well-posed under the above condition that EO k 0 ∈ Ran(Cov(O k 0 )) for some k 0 From (43), we know that the optimal control is expressed in terms of the solutions of the GDREs (6) and LRE (8) with four degrees of freedom. That is to say that we have infinite optimal strategies in hands. This fact is different from the case where the return rates of the risky securities are nondegenerate [23] . The questions arise naturally: Is the efficient frontier, i.e., Var(x N ) under (43), unique? When efficient frontier is not unique, how to get the minimal one? Fortunately, we can show in the following that the efficient frontier is unique. 
where the last equality is fromH k = 0, T k = 0 for all k ∈N. Therefore, under the optimal strategy (43) (parameterized by
Thus, we have
Var(x N )
By (45), under the optimal control (43), the optimal expected wealth is [11] , here, we derive the optimal expected wealth and efficient frontier by making use of the value function. It is also worth mentioning that the expected wealth and efficient frontier are unique though we have infinite optimal strategies ((43) has four degrees of freedom).
We now consider the case where
, k ∈ N are positive definite [11] , [23] . In this case, the conditions of Theorem 5.1 are satisfied, and the optimal strategy is unique. 
τ , by the ShermanMorrison formular (a particular form of Lemma 5.1), we have
which is Lemma 2 of [11] . Therefore, the optimal strategy is given by
Clearly, (53) coincides with result in [11] , [23] . This subsection is new in two folds. First, it extends the results of [23] . Secondly, it generalizes the results of [8] , [33] to the multi-period case.
VI. EXAMPLES
Consider an example of constructing a pension fund consisting of four risky assets and a bank account for 4-period. The expected values, variances and correlations of the annual return rates of these assets are given in Table I .
We also assume that the annual risk free rate is 5% (s k = 1.05). 
VII. CONCLUSION
In this paper, we studied the indefinite mean-field LQ problem, for which a set of the necessary and sufficient conditions are given. As application, the multi-period mean-variance portfolio selection issues were investigated. For future research, we may study the indefinite mean-field LQ problems with positive controls, which can be applied to the mean-variance one under no-shorting constraint. Another interesting question is the (definite, or indefinite) mean-field LQ problem with random coefficients. For this, we may begin with the case with regime switching (or Markov jump parameters).
