ABSTRACT. We show that the hull of holomorphy of a nonisotropic ball in a real hypersurface of finite type in C n contains an open set in en which emanates from the hypersurface a distance which is proportional to the length of the minor axis of the nonisotropic ball. In addition, we prove a maximal function estimate for plurisubharmonic functions which is important in the study of boundary values of holomorphic functions.
INTRODUCTION
Hans Lewy [L] first introduced the problem of the local holomorphic extension of CR functions when he showed that near a point on a real hypersurface M in en of type 2, i.e., a point where the first Levi form is nonvanishing, CR functions locally extend as holomorphic functions to an open set in en . That is, the local hull of holomorphy of such a hypersurface comains an open set in en . Since then, there has been an abundance of literature on CR extension. In particular, Baouendi and Treves [BT] and later Boggess and Pitts [BP] generalized Lewy's result to points of finite but higher type, i.e., points where the first Levi form vanishes but where some higher order Levi form is nonvanishing. Our goal in this paper is to give a precise description of the size of the hull of holomorphy of an open subset w of M in terms of the size of wand the geometry of M.
Some preliminary results of this type are implicit in the work of [L] and [BP] .
If p E M is a point of type m < 00, then it is shown in [L] (for m = 2) and [BP] (for 2 :::; m < 00 ) that if w contains the Euclidean ball of radius J in M centered at p, then the hull of w contains an open set in en which emanates from M a distance of e Jin , where e is some proportionality constant. However, the proportionality constant e depends on various derivatives of the defining functions of M which may get uncontrollably small, for example, at points of type 2 which are near points of higher type. Instead, it would be desirable to have a size estimate for the local hull of holomorphy which is uniform at all points M, regardless of type.
If M is a hypersurface of finite type, there is an intrinsic nonisotropic metric on M which reflects the possible degeneracy of the Levi form. This metric was defined and some of its properties stated in [NSW 1] , and the corresponding nonisotropic balls BM(p, 15) have been used in other contexts (see [NSW2, N] ). The nonisotropic balls B M (p ,15) are smaller than the corresponding isotropic balls defined by the ambient Euclidean metric. In [N] this non isotropic metric was used to study the local hull of holomorphy of non isotropic balls for certain very special hypersurfaces M of the form M = {(z, w) E e 2 ; Im(w) = P(z)} , where P is a subharmonic, nonharmonic polynomial.
In this paper, we show that for a general hypersurface M c en of finite type, there is a size estimate for the local hull of holomorphy of the associated nonisotropic balls B M (p ,15) which is uniform at all points of M. These size estimates are defined in terms of quantity
where rno is the maximum type of any point on M, and ).)p) involves commutators of length j of vector fields from the complexified holomorphic tangent bundle of M and vanish when the Levi form at p vanishes to order j -2. Thus at points of type 2, AM(p, 15) ~ 15 2 for small 15 while at a point of maximum type, AM(p, 15) ~ Jrn o for small 15 . For larger 15 , the quantity AM(p, 15) provides a smooth transition between points of type 2 and points of higher type. This allows us to give a uniform description of the hull of holomorphy of the non isotropic balls B M (p , 15) , which are essentially twisted ellipsoids centered at p of radius 15 in the holomorphic tangent space directions, and of radius AM(p,J) in the totally real direction.
If the hypersurface M bounds a pseudoconvex domain D, then one expects that the hull of holomorphy will always be on the convex side of the surface M. On the other hand, if we only assume that M is of finite type, the hull of holomorphy may be on either (or both) sides, as is shown in the work of Baouendi and Treves [BT2] . Thus our main theorem (Theorem 2.4) comes in two parts. The first part states (roughly) that if the surface M is of finite type, then the hull of holomorphy of a nonisotropic ball BM(p, 15) contains an open set in en which lies on one (or both) sides of M, and which emanates a distance at least ToAM(p, 15) from M in the same normal direction over a smaller ball B M (p , eoJ) , where TO and eo are uniform constants independent of p and J. The second part states (roughly) that if in addition M bounds a pseudoconvex domain, then the hull of holomorphy will contain an open set described as follows: for each point q E B M (p , 15) , the open set contains those points on the normal line to M through q which lie on the convex side of M, and whnse distance from q is at most ToAM(p, J q ) . Here TO is agalll a uniform constant independent of p, q, and J, and J q is the radius of the largest nonisotropic ball centered at q contained in B M (p, J). The main difference to notice in these two cases is that in the pseudoconvex case, one has control over the size and direction of the open set above every point of the ball B\4(p, J) , while if one only assumes finite type, one has this uniform directional control only over a smaller ball BM(p, eoJ) .
Our approach to the problem of estimating the hull of holomorphy uses the techniques of analytic discs. Thus we show (Theorem 2.5) that we can fill out the required open sets in en with the centers of analytic discs whose boundaries lie to one side of the hypersurface M. We can also use our analytic disc result to show (Theorem 2.6) that if M bounds a pseudoconvex domain D, then the value of a plurisubharmonic function u at a point zED can be estimated by an average of lui over an appropriately chosen non isotropic ball on M. This estimate was obtained in very special cases in [N] , and is of independent interest since the analogous result for subharmonic functions and Euclidean balls in R n is false.
In e 2 , convex examples show that our results our sharp. That is, the hull of holomorphy of a nonisotropic ball in a real hypersurface in e 2 is up to proportionality constants no bigger than the set described in Theorem 2.4. However, for n > 2, our results are not optimal because our ellipsoids do not distinguish between different directions within the holomorphic tangent space. For example, if then the hull of holomorphy of our ellipsoid B \4 (0, e J) m M will emanate , p a distance of roughly J2 from M. However, the hull of holomorphy of an ellipsoid which is much thinner in the Z 3 direction will also emanate a distance of roughly J2 from M. Thus, our results are most interesting in e 2 . In fact, we shall reduce the higher dimensional case to the case of e 2 by a slicing technique.
Our paper is organized as follows. Precise definitions and statements of results are given in §2. This includes definitions of the nonisotropic balls and the quantity AM(p, J) . Results about these balls were merely announced in [NSW1] , and in §3, we give complete proofs of needed results and some equivalent descriptions of these nonisotropic balls. We also reformulate our main results in terms of these equivalent definitions (Theorem 3.18). The proof of our theorem on the hull of holomorphy is then completed in § §4 and 5. The proof of our estimate for plurisubharmonic functions is given in §6.
We would like to thank Steve Wainger for several stimulating conversations about the possibility of obtaining results for the finite type case without the hypothesis of pseudoconvexity. We would also like to thank the referee for his thorough reading of the manuscript. The referee made many suggestions which simplified the proof considerably.
NOTATION AND STATEMENT OF RESULTS
First let us fix notation. Let U c en be an open set and let M cUbe a smooth real hypersurface given by M = {z E U; r(z) = A}, where r E eoo(U) and V'r(z) i-0 when r(z) = O. We let
We let T(M) be the real tangent bundle to M, and we let H(M) be the for every compact set K in M there are positive constants C 1 and C 2 so that 
where a j , P j , y E R, with lajl < J,
Here, exp refers to the usual exponential map. As mentioned in the introduction, these balls are essentially twisted ellipsoids of radius J in the complex tangential directions, and radius AM(p, J) in the direction T. A different choice of vector fields will result in different but comparable balls.
We call a smooth map 7C: V -t M a projection if for every p EM, 7C(p) = P and {7C -I (p)} is a smooth one-dimensional submanifold of V which is transverse to M.
The local hull of holomorphy of B M (p ,J) will be described in terms of certain open set v l1 ± in the general case and 0c(p, J) in the case M bounds a pseudoconvex domain. In the definition and the theorems which follow, we shall assume that the defining function r is chosen so that if M bounds a pseudoconvex domain, then V-is pseudoconvex.
Here I· I refers to the Euclidean distance in C n .
Our main result is the following. 
110
As mentioned in the introductior" our approach to this theorem involves analytic discs. An analytic disc is a continuous map A from the closed unit disc in C to C n which is holomorphic on the open unit disc.
In order to prove Theorem 2.4(b) for example, it suffices to show that each point q E 0 (p, 6) is the center of an analytic disc A whose entire image lies 110 in n-1 {BM(p, 6)} and whose boundary lies in the set n-I {BM(p, 6)} n U+ , i.e., we want the center of the disc A (i.e., the point q) and the boundary of the disc A to lie on opposite sides of M. Once this is accomplished, the point q must lie in the hull of BM(p, 6) in view of the analyticity of A and the maximum principle applied to the set {( in the unit disc; 
The above mentioned theorem of Baouendi and Treves as stated in their paper is a local theorem about a fixed point. However, a careful look at the proof shows that the size of the neighborhood on which CR functions can be approximated can be made independent of the point lying in some fixed compact set. Finally, we state our theorem on estimates for plurisubharmonic functions. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Here IBI refers to the Lebesgue measure of the ball B. Note that the constants C, A, and 60 are independent of the plurisubharmonic function u, the point z, and 0 < 6 :::; 60 .
EQUIVALENT FORMULATION OF THE SIZE FUNCTION AND BALLS
It will be convenient to have a more computational formula for A'vf (p , 6) and the balls BM(p, 6) in terms of defining functions for M. In turn, this formula will be simplified if the defining functions for M have a nice form. To this end, let K cc M be compact. We define a family of local biholomorphisms Hp: C n -+ C n indexed by p E M and which depend smoothly on p. We require the following properties on the family of Hp'
there is a neighborhood Up in C n of p with Hp: fj -+ Up a biholomorphism. (4) The family {Hp; p E K} is a bounded set in c lno + 2 (fl).
Thus H p -' takes p to 0 and takes M n Up to a hypersurface which we will denote by Mp and which is graphed over its tangent space at the origin with a graphing function which has no pure terms. The construction of the Hp is straightforward and will be omitted.
Clearly, there is a constant C > 0 such that if x E R with Ixl < C, then
open neighborhood of M in C n and our desired projection map n: UnD -+ M for Theorems 2.4, 2.5, and 2.6 and can be constructed so that for each p EM, that there are constants 0 < C, :::; C 2 < 00 which are independent of p and 6 so that Note that this means that the sets H {BM (0, 6)} and BH (p, 6) are compara-
We shall now derive an equivalent formula for A'vf (0,6) .
• I' Definition 3.1. Suppose h: R x C n -I ~ R is smooth. For 2 :::; m < 00 we define 
) y for 1 :::; j :::; n -1 , L j + n _ 1 = L j for 1 :::; j :::; n -1.
It will be covenient to work on the tangent space of Mp at the origin which can be identified with R x en-I. Let ir: Mp ~ R x C n -I be the usual projection map, i.e., ir (hP(y, w) 
The transverse vector field will be T = 5 y . To conform with the notation above for the L's, we let 8w j + n _ 1 8w j for I :::; j :::; n -1 .
With the above convention, we may rewrite
Since h P has no pure terms, nonvanishing terms in the above sum occur only when one of the above indices is restricted to 1, ... , n -1 (the unconjugated License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use variable indices) and another (different) index is restricted to n, ... , 2n -2 (the conjugated variable indices). Therefore we may write
Now we shall unravel the A.
. where on R x e n -1 the A. . is given
We define I to be the ideal spanned over eOO(R x en-I) by , p .;
and W to be the ideal spanned over COO (R x en -I) by
where g is a smooth function with Ig(O)1 = 2.
Proof. Part (a) is easily proved by induction on j. For part (b), we first compute Ai i in the case 1 ~ i 1 ~ n -1 and n ~ i2 ~ 2n -2. After an easy , 2 computation using the formulas for the Lj' we obtain
We let g be the term in the parentheses on the right. 
L L
When m = 2, both sides of (3.6) are equivalent to the usual Levi form (multiplied by 6 2 ) and so the proof is easy in this case. So we assume (3.6) for m -1 and prove it for m. We have 
Combining this with Lemma 3.4 for the case 1 ~ i 1 ~ 11 -1, 11 ~ i2 ~ 2n -2 or the case 1 ~ i2 ~ n -1, n ~ i 1 ~ 2n -2 we obtain (3.8) ~ C6A~~'_1 (6) for some uniform constant C > O. The right side of the above inequality results from the" mod 1m_I" terms in part (a) of Lemma 3.4 and the" mod U:-:n-l " terms in part (b) in Lemma 3.4 and the induction hypothesis. In view of (3.3), inequalities (3.8) and (3.7) easily establish (3.6) provided 6 is suitably restricted so that the right-hand side of (3.8) can be absorbed into the right side of (3.6). This completes the proof of Lemma 3.2.
The following easy lemma is used throughout much of the rest of this paper to absorb higher order error terms in 6. Lemma 3.9. Given a compact set K eM, there is a constant C > 0 which is independent of p E K and <5 > 0 so that if m 2 mo then
Proof. Since M is a compact hypersurface of type mo < 00, clearly there is a constant C > 0 such that 
• Jl P
JI
Proof. For 1 ::; j ::; n -1 , we let X; be the real part and Y) the imaginary part of the vector fields L; defined in the proof of Lemma 3.2. Thus Recall that ir: Mp --+ R x C n -I denotes the standard projection and that the vector fields X j , Y j , and T are images under dn of vector fields defined on Mp' Since ir 0 exp = exp 0 dir , it suffices to show that the sets 
where
Integrating the above equations yields (3.12a) (3.12b) (3.12c) ~j(t) = 00/12,
where we have written 00= (a l , ... ,an_I) E R n -l and P = (PI' ... , P n -I ) E R n -I • Since h~ (0, 0) = 0, the denominator of F stays bounded away from zero provided J is kept sufficiently small. So, we examine the IllJll : : : : ; C(c5lllJll + Au (0, c5)).
, p
One can then easily absorb the term involving c5lllJll appearing on the right side of the above inequality by suitably restricting c5. In particular, IlJ( 1) I : : : : ; CAM,, (O, c5) . In addition, clearly )1~j(l)1 = ~Io) < c5/2 and IlfI j (I)1 = ~lf3;1 < c5 /2. Thus
for some uniform positive constant C.
To establish the other inclusion, we fix a positive constant e which will be chosen later. Suppose that (y, w) E R( ec5). We wish to find the function rp whose components are given in (3.12) so that rp(l) = (y, w 
Proof. We are in the case n = 2; so there are only two vector fields Ll and L2 (with L2 = 'II) which span the complexified holomorphic tangent bundle.
We have
where T = 8/8 y. The pseudoconvexity of M implies iA~, 2 (y , w) ~ 0 for (y, w) near (0,0). In view of (3.5), we have
where gl E WI (Wi is the ideal defined in the proof of Lemma 3.2). Let (~mo + 1) Remark. Part (b) states that if P is subharmonic, then the conclusion of (a) holds with W(O = ,. This will be useful in §6.
Proof. First, we reduce this lemma to the simpler case when P is a polynomial defined on e 1 • Sublemma. It suffices to show Lemma 4.1 for the case n = 2 . Proof. Since P is defined on en-I, n ~ 2, the idea is to examine P along one-dimensional complex lines which pass through the origin. For v E e n -1
with Ivl = 1, we let P,,: e ---t R be defined by P,,(w) = P(vw) for WEe. We shall assume Lemma 4.1 holds for all the P / A P n , E S. Since the constant flo
in Lemma 4.1 is independent of the polynomial PES (for n = 2), it suffices to show that
holds for any polynomial PES, where e 1 > 0 and is independent of P. Our sublemma now follows from the facts that S is compact and the map v ---t Ai[, Ino for any fixed (fj' E S is a continuous real valued map which is positive for some v with Ilvll = 1 .
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Thus we shall assume our given polynomial P is defined on C.
Let S denote the set of polynomials P( z) = L P"p z"zP of degree m o ' with no pure terms and with L Ip"p I = 1. Note again that this set is compact.
If Lemma 4.1(a) were false, then for each positive integer n we could find a polynomial P n E S so that Assuming this result for the momeTlt, we conclude that Po E S is harmonic. However, this is a contradiction since Po is not identically zero and has no pure z or z terms. Therefore, it suffices to establish the above sublemma.
In fact, the sublemma is true under the weaker hypothesis that P is merely continuous (see Globevnik and Rudin [GR] ). For completeness, we give a different proof which works in the real analytic case.
Consider the analytic disc is sufficiently small, we have
Let k = inf{s; there exists P mn =I-0 with m + n = s}. If P is not harmonic then 0 < k < 00 and
provided lal(1 -le 2 )-1 is small. By first choosing Ie close to 1 and then lal small, we see that this implies that P mn = 0 if m + n = k, m, n ~ 1 , which contradicts the choice of k. Therefore, P is harmonic.
For the proof the part (b), we note that J~rr P(eiY') dqJ > 0 for each subharmonic PES. Part (b) now follows from the compactness of S.
THE GENERAL CASE
For k ~ 0 we let C k (JR x en-I) be the space of complex valued functions on JR x en-I whose kth order derivatives are continuous. A C k -neighborhood of a function hECk (JR x en-I) will refer to a neighborhood of h in C k (JR x en-I) with the usual C k topology, of uniform convergence of kth order derivatives on compact subsets of JR x en-I.
The key lemma is the following. 
ESTIMATING PLURISUBHARMONIC FUNCTIONS
By the same change of variables argument with Hp as in §3 which was used to reduce Theorem 2.5 to Theorem 3.18, we can reduce Theorem 2.6 to Here dA,(w) is Lebesgue measure on e.
Proof. Since {P E S; P is subharmonic} is compact, it suffices to show that a neighborhood U as above exists for each fixed P. 
Using

Sublemma. There exists an analytic disc G: D -+ e satisfying (i), (ii) and (iii).
Proof of Sublemma. It suffices to find such a G satisfying (i), (ii), and (iii) for h = P; for then (i), (ii), and (iii) will certainly hold for all h in some small C 1 neighborhood of P.
For G:
With G defined as above satisfying (i) (G(() -0, () . So, if 0 is sufficiently small, then A" satisfies (i), (ii), and (iii), as desired. This completes the proof of the sublemma. Now clearly, small complex perturbations of G also satisfy (ii) and (iii).
Therefore we shall choose e > 0 small so that if Ix + iYI < e, then (ii) and (iii) hold for the analytic disc (~G( () + x + iy.
If u is plurisubharmonic on V+ = {x > h(y, w)} then we can subaverage u and obtain where De = {(x + iy) E C; Ix + iyl < e}. Here we shall assume that e < x* 12 so that we ensure that u(z, 0) is subharmonic for z E {x* + De}' Note that the constant C = I/ne 2 depends only on the C1-neighborhood of P but is independent of h in this neighborhood and the plurisubharmonic u. (i) A J = 1 (so pP E S ).
Ina '"
(ii) P: is subharmonic;
(iii) P: -h~ --+ 0 as 6 ----+ 0, where the convergence takes place in Coo(JRxC) .
Facts (i) and (ii) are immediate from the definitions. Part (iii) is seen by a Taylor expansion of P: and h~ and by using Lemma 3.16(b).
Therefore there is a 6 0 > 0 so that P: -h~ E U for 0 < 6 ::::: 6 0 , where U is the C 1 neighborhood found in Lemma 6.2. For u a plurisubharmonic function on {x > h P (y, w)} and for 0 < 6 ::::: 6 0 define u~ = u 0 H% which is plurisubharmonic on {x > h~ (y , w)}. In view of (i), (ii), and (iii) above, we can apply Lemma 6.2 to u~ and h~ to conclude 
