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A bstract
Missions involving multiple spacecraft have become of great interest in the last decade as they offer 
a number of scientific and engineering advantages. Though already largely adopted for commu­
nication, geo-location (GPS) and meteorology purposes, only recently this paradigm is showing its 
potential benefits for E arth  Observation and Space Exploration. Multiple platforms are crucial 
in the context of global monitoring and disaster management. The Global Monitoring for Envir­
onment and Security - GMES or the Disaster Monitoring constellation are the first examples of 
this trend. From the mission planning point of view, the use of multiple platforms is opening new 
challenges to the autom ated planning & scheduling systems whose aim is gaining maximum value 
from the constellation by optimising the use of on-board resources and by coordinating the different 
spacecraft. Hence, new approaches are needed to handle this level of complexity.
The main goal of this research is the construction of a ground-based autom ated planning & 
scheduling system for the imaging campaign of an E arth  Observation constellation. The target 
mission is the Disaster Monitoring Constellation, which requires a system th a t is responsive to  the 
asynchronous requests of different user groups with different priority levels. M ulti agent systems 
represent a fruitful approach to model such a dynamic context. The novelty of this project is to 
apply nature-inspired techniques, such as stigmergy, to achieve optimisation and coordination. This 
mechanism offers high-level of adaptability and scalability allowing the system to find an efficient 
schedule at global level due to the collaboration of all the agents.
A key novelty of this project is the development of a theoretical framework to model the self- 
organising long-term system’s behaviours. This model is able to describe the architecture as a 
dynamical system. It offers new insights which are the basis of a new algorithm which regulates the 
trade-off of exploration/exploitation via changes in the system’s stability. The theoretical model, 
as well as the algorithm, has been extended in order to include a coordination mechanism which is 
required by the multiple platform scenario. An empirical evaluation has been used to validate the 
system’s capabilities in optimisation, adaptability and scalability in the case of dynamic problems 
for single and multiple spacecraft.
Lastly, the transferability of the system developed has been demonstrated to different contexts 
outside the Earth  Observation field such as the ESA GENSO (Global Educational Network for 
Satellite Operations) network. This is a ground station network sharing similar requirements with 
the E arth  Observation constellation scenario.
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Chapter 1
Introduction
“Begin at the beginning... and go on till you come to the end: then stop ”
by Lewis Carroll
1.1 M otivations
In the last decade, the interest in space missions involving multiple spacecraft has rapidly grown. 
They offer a number of key scientific drivers over single monolithic spacecraft: signal separation 
(e.g., large synthetic apertures), signal space coverage (e.g., multi-point sensing) and signal com­
bination (e.g., data fusion) [Clement and B arrett, 2004]. Beside them, distributed missions bring 
unique advantages also on the engineering level: increase of reliability and extensibility, application 
of economies of scale and of new computational paradigms - concepts such as grid, cloud computing 
or self-organisation present potential to be applied to swarm of satellites. Multiple platforms are 
indeed already largely adopted for communication, geo-location (CPS) and meteorology purposes. 
However, only recently this paradigm has shown its potential for E arth  Observation (EO) and 
Space Exploration.
The earth observation field, despite the economic downturn, is predicted to grow at a rate of 16% 
per year over the next decade, as described in the research report by Market Intel Croup [Stützle 
et al., 2012]. The main predicted driver for this is the miniaturisation of satellites and corres­
ponding reduction in cost that has opened the opportunity for many end users to use satellite 
data. The Clobal Monitoring for Environment and Security (CMES) is a prime example of the 
global nature of Earth  imaging data for international response. In this case, five ESA spacecraft 
devoted to EO (Sentinel-1 to Sentinel-5) need to cooperate with other existing and/or planned mis­
sions provided by ESA, EUMETSAT, other national agencies or private companies such as Surrey 
Satellite Technology Ltd (SSTL) with the Disaster Monitoring Constellation. In this context, the 
system’s management and coordination cannot be handled with traditional systems but require the 
development of intelligent automated systems.
Most of the agencies and commercial operators are pursuing studies and activities in developing 
autonomy applications for the space domain. The European Space Agency, for instance, since 2006 
has been fostering the use of Artificial Intelligence (Al) techniques in planning and scheduling for 
different types and classes of space mission operations [Steel et al., 2009]. The main benefit of
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autonomy and specifically of automated planning & scheduling is in being able to  gain maximum 
value from the spacecraft by maximising the use of on board resources and providing a greater level 
of responsiveness to sudden changes of priority, such as when natural disasters strike. Autonom­
ous solutions developed for individual spacecraft are not necessarily transplantable in distributed 
systems’ context. In essence, the coordination required in these systems introduces a new element 
of complexity in the mission planning because the dimensionality of the problems increases ex­
ponentially. Consequently, in the last decade, considerable research effort has been dedicated to 
designing autonomous systems able to handle the planning and coordination aspect of distributed 
missions, which is precisely the main motivation behind this thesis.
The second motivation behind this thesis comes from the area of the self-organising multi agent 
systems. The multi agent paradigm is a fruitful approach to  model complex and distributed systems 
th a t are naturally modelled as a society of autonomous interacting components and are too complex 
for a monolithic architecture. This modelling technique is widely used in dynamic distributed 
contexts such as networks and recently it has been extended to complex natural or artificial systems 
with nonlinear interactions’ components. Particular interest in these systems is due to the self- 
organising properties expressed at the global level. Galaxy structures, animal swarming behaviours, 
organic cells are all examples of remarkable results achieved by self-organising behaviours.
Putting aside the undeniable importance of these phenomena, self-organisation is also a key 
property for engineering systems aiming at achieving scalability and adaptability. Self-organisation 
is therefore a desirable property for systems aimed at dealing with complex and dynamic problems 
such as the planning and coordination of distributed missions. However we lack an understanding 
of how these phenomena arise [Gabbai et ah, 2005] and the traditional engineering methods are 
insufficient to design reliable systems [Edmonds, 2005]. This shortfall is crucial in the space context 
where reliability is one of the first requirements. New techniques and methodologies are therefore 
required.
1.2 A im  &; O bjectives
The aim of this thesis is to explore the potential of nature-inspired techniques, such as Stigmergy 
[Grasse, 1960], when applied to the field of automated planning 8z scheduling (P&S) . We aim 
at combing the experiences of optimisation techniques and Multi Agent Systems (MAS) built 
upon this mechanism in order to develop a self-organising MAS. Such an architecture, thanks 
to  the collaborations among the agents, would be able to show optimisation and coordination 
capabilities at the global level while maintaining a high-level of adaptability and scalability. This 
would enable its application to complex and dynamic problems such as the imaging campaign of 
an EO constellation.
A constellation is a set of satellites having well defined orbits and sharing common goals. The 
satellites’ schedules have to satisfy the requests of different user groups with different priority levels. 
The challenge is in designing a system where the satellites are able to respond to a number of users, 
making asynchronous requests, and having to schedule their tasks to respond in reasonable time. 
Given this context, the following list summarises the main system’s properties we aim to achieve:
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•  Efficiency, the generated schedules must comply with the resources constraints while optim­
ising the mission return. •
• Adaptability, the current schedule needs to change according to changes of users’ requests or 
of operators’ goals, e.g. emergency situations.
• Scalability, the system’s performances do not vary significantly when varying the problem’s 
dimensions: size of the constellation, number of users, planning horizon.
These properties are usually mutually exclusive. A system which is very efficient in finding a good 
solution of a specific problem usually is not able to quickly adapt when the problem changes. 
Similarly, in the constellation context, a system needs to incorporate a good coordination system 
in order to be efficient. Such a system usually suffers in term s of scalability.
T hat being said, the main objective of this research is the development of a ground-based P&S 
system for the imaging campaign of an EO constellation. The Disaster Monitoring Constellation 
(DMC), operated by SSTL, is our target-mission [da Silva Curiel et al., 2005]. We are going to 
compare our system with the current P&S system implemented in the ground segment of this 
mission.
In terms of techniques, we are going to  focus on a nature-inspired self-organising coordination 
mechanism, called Stigmergy [Grasse, I960]. However, as mentioned in 1.1, a formal methodology 
is required to develop a reliable system. Our second objective therefore is to demonstrate the 
applicability and the benefits of self-organising architectures to the space mission P&S area by 
proposing a design methodology based on formal methods.
Finally, we want to demonstrate the transferability of our system to different contexts outside 
the EO field. An EO constellation shares similar requirements to  other distributed space systems 
dealing with dynamic optimisation problems. One of these is the ESA GENSO (Global Educational 
Network for Satellite Operations) network, a ground station networks formed by ground stations 
operated by independent universities or research centres [Leveque et al., 2007]. This network aims 
at satisfying the growing communication needs of the CubeSat missions.
1.3 M ethodology
The natural world is the most obvious place to  find answers to the self-organising phenomena. 
Nature-inspired techniques have been inferred observing the nature, isolating basic principles and 
reproducing specific global behaviours. The interactions among the system’s components play the 
most im portant role in such a context. This motivates the research interest on nature-inspired 
communication patterns such as Stigmergy. This paradigm, inspired by insect colonies, allows the 
agents to interact only with the environment. In this way, the cognition capabilities of the systems 
are transferred from the agents to  the environment which changes as the problem itself changes. 
Stigmergy has been used in a wide number of applications. We can identify two main areas:
•  O p tim isa tio n  - In the Swarm Intelligence field, stigmergy plays a key role in a number 
of optimisation meta-heuristic, of which the most im portant is Ant Colony Optimisation 
(ACO) [Dorigo and Stützle, 2004].
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•  C o o rd in a tio n  - A number of multi agent platforms, also called Synthetic Ecosystem, used 
stigmergy to handle coordination issues and avoid conflicts in manufacturing and military 
environments [Valckenaers et ah, 2004], [De Wolf and Holvoet, 2007a], [Parunak, 2003].
In the context of the earth observation constellations, to achieve high-level efficiency, we need to 
optimise the resources of each satellite and to coordinate the satellites’ schedules in order to avoid 
task duplications. The EO constellations count of several satellites facing large user communities 
of customers with different priorities and service level agreements. Moreover the operators need 
to plan the activities of the constellation several days in advance in order to offer forecast to their 
customer. The planning problems considered here are therefore counting of hundreds of tasks 
and thousands of constraints. A traditional approach tha t considers the entire scenario such as 
a one optimisation problem would hardly manage its dimensionality, resulting in low scalability 
and adaptability. As mentioned in Sect. 1.2, this research aims at combining the experience 
m atured by the AGO meta-heuristics in terms of optimisation with the coordination capabilities 
of the synthetic ecosystems. Our methodology sees the design of a multi agent system where the 
stigmergy mechanism is used at the same time to optimise and coordinate. The P&8 problem is 
modelled as a graph-like structure supporting the stigmergy mechanism. Virtual agents, inspired 
by ant colonies, can explore this environment in order to find good paths that translate to good 
schedules.
A wide array of literature is available on the design of self-organising architecture such as the one 
considered in this research. Nevertheless, these guidelines are quite generic and not sufficient for 
developing systems with high-level reliability, required by the space field. Research on dynamical 
systems can help to describe and predict the global behaviours of complex systems without a 
complete knowledge of the single elements. Many natural systems can be represented with these 
mathematical models (ODE) , which are able to foresee possible stable system’s behaviours. Due to 
their driving forces, dynamical systems indeed tend to settle on stable behaviours, stable equilibrium 
points, more commonly known as attractors.
An attractor is a region of the state space where, as time passes, the various dynamics eventually 
converge. This represents the long-term behaviour of a complex system and it implies some form 
of self-organisation [Gabbai et ah, 2005]. An ant colony is a nonlinear dynamical system and 
can be modelled in these terms. While the details of the colony’s behaviour may vary in time, 
those variations are often constrained to an attractor. In literature, we can find examples of such 
modelling of natural systems for the last two decades [Sole et ah, 1993], [Bonabeau, 1997]. We 
claim th a t the artificial systems can be modelled in the same way: as dynamical systems. Such a 
model would focus on the the long-term behaviours of the AGO algorithms tha t are the result of 
the self-organising mechanism based on stigmergy. A design process based on formal methods can 
improve the understanding of the system’s dynamics helping the design of highly reliable systems 
and can allow us to extend this paradigm to the self-organising multi agent systems.
1.4’Novel Contributions
1.4 N ovel C ontributions
The following list highlights the main contributions of this research to the state-of-the-art:
• We produced a solid analytical model describing the AGO paradigm in terms of dynamical 
systems for problems represented as binary chains. This model gives new insights in the role 
of the parameters in the system’s dynamics, highlighting their effects to the system’s stability.
•  We designed the first AGO algorithm which exploits changes in the system’s stability in order 
to improve its adaptability to dynamic problems.
• We proposed a self-organising coordination mechanism based on the stigmergy technique. 
This mechanism is based on a novel formal description, given by an extension of the previous 
analytical model.
• We demonstrated the applicability and benefits of the dynamical system modelling in the 
design of AGO algorithms and self-organising multi agent systems.
•  The new ant colony algorithm together with the coordination mechanism developed within 
this work results in a novel self-organising multi agent architecture where optimisation and 
coordination become the two main drivers of the system’s dynamics.
•  In terms of applications, this research is the first example of a stigmergy-based autom ated 
P&S system applied to a real critical space scenario such as an earth observation constellation 
as well as a ground station network. This research is a clear step forward in the applications 
of nature-inspired problem solving strategies to  the space systems.
1.5 P ublications
This section outlines the publications performed in the time-frame of this research.
Journal Paper
•  lacopino, G., and P. Palmer, “The Dynamics of Ant Golony Optimization Algorithms Applied 
to  Binary Ghains”, Swarm Intelligence 6, no. 4 (2012): 343-377. This paper proposes a novel 
analytical description the AGO paradigm in term  of dynamical systems. This model is able 
to highlight the effects of some parameters to the system’s stability.
•  lacopino, G., P. Palmer, N. Policella, A. Donati and A. Brewer, “How ants can manage your 
satellites”, Acta Futura 9, 2014. This paper presents the application of a stigmergy-based 
autom ated P&S system to an EO constellation scenario. The paper shows the benefits of this 
approach in terms of adaptability and scalability thanks to a wide performance analysis.
• lacopino, G., and P. Palmer, “Application of Dynamical Systems Theory to Self-Organising 
Resource Allocation Architectures”, Engineering Applications of Artificial Intelligence Journal, 
under review. This paper presents a self-organising coordination mechanism for resources’ 
network allocation problems and proposes the ODE modelling as a design methodology.
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B ook C hapter
• lacopino, C., and P. Palmer, “Autonomy”, chapter in the book “Distributed Space Missions 
for E arth  System Monitoring”, vol. 31 of the Space Technology Library, Springer, 2012. 
This chapter proposes a survey of the applications of automated P&S systems to the space 
missions, focusing on the distributed missions, such as earth observation constellations, and 
the challenges th a t these new scenarios arise.
Conference Paper
• lacopino, C., P. Palmer, and N. Policella, “A Stigmergy-based Paradigm for Mission Planning 
and Scheduling of Multiple Spacecraft”, in the workshop AI in Space: Intelligence Beyond 
Planet E arth  of the International Joint Conferences on Artificial Intelligence, IJCAI-11, Bar­
celona, Spain, 2011.
• lacopino, C., P. Palmer, N. Policella, A. Donati, and A. Brewer, “Highly Responsive MPS for 
Dynamic EO Scenarios”, in the 12th International Conference on Space Operations, SpaceOps 
2012, Stockholm, Sweden.
• lacopino, C., P. Palmer, A. Brewer, N. Policella, and A. Donati, “A Novel AGO Algorithm 
for Dynamic Binary Ghains Based on Changes in the System’s Stability” in the 2013 IEEE 
Swarm Intelligence Symposium (SIS-13).
• lacopino, G., P. Palmer, N. Policella, A. Donati and A. Brewer, “Self-Organizing MPS for 
Dynamic EO Constellation Scenarios”, in the 2013 International Workshop on Planning & 
Scheduling for Space (IWPSS), NASA Ames Research Center, California, 2013.
• lacopino, C., P. Palmer, A. Brewer, N. Policella, and A. Donati, “EO Constellation MPS 
Based on Ant Colony Optimization Algorithms”, in 6th IEEE International Conference on 
Recent Advances in Space Technologies - RAST 2013, Istanbul, Turkey.
1.6 T hesis Structure
The remainder of the thesis is organised as follows. Chapter 2 reviews the relevant literature present 
in a wide spectrum of fields. Doing this, we briefly describe the fundamental concepts regarding 
the autom ated P&S systems and the self-organising multi agents, such as AGO. Chapter 3 provides 
a high-level description of the system’s architecture envisaged.
As explained in the Sect. 1.3, we aim at designing a system that from one side behaves as an AGO 
algorithm and from the other side as a synthetic ecosystem. Chapter 4 and Ch. 5 focus on the AGO 
aspect. Chapter 4 presents an analytical description of the AGO paradigm in terms of dynamical 
systems. Thanks to the insights given by this model, we have developed an AGO algorithm specific 
for dynamic problems. The earth observation constellation scenario is a good example of a dynamic 
problem. This algorithm together with a wide performance analysis is presented in Ch. 5.
Chapter 6 and Ch. 7 regard the synthetic ecosystem side of our system, i.e the coordination 
capability. Chapter 6 extends the previous analytical model to include a coordination mechanism
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between multiple resources. This mechanism is required to coordinate the schedules among the 
constellation’s satellites. The validity of this mechanism is proven in Ch. 7 by means of an extended 
performance analysis. Chapter 8 presents the applications of the system developed to  real word 
scenarios, such as the Disaster Monitoring Constellation operated by SSTL and the ground station 
network CENSO, operated by ESA. The last demonstrates the transferability of our system to 
contexts other than the EO constellation. Finally, Ch. 9 lists the conclusions, limitations, and 
future directions of this research.
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Chapter 2
Background and Literature R eview
This chapter presents a condensed background on the fundamental concepts necessary for under­
standing this thesis. Our objective is to lead the reader from the basic concepts of autonomy to the 
wide research in self-organising multi agent systems and how this technology can be successfully 
applied in the space domain. Moreover, this chapter presents a wide survey of the applications of 
the autom ated planning & scheduling systems to the space missions in order to  provide the context 
of this research.
2.1 A utonom y in Space M issions
2 .1 .1  W h a t  is A u to n o m y ?
Autonomy comes from the Greek word autonomia th a t means freedom to live by one’s own laws. 
It is commonly accepted as the condition or quality of being autonomous, self-government. This 
concept is translated in science as the independence from external control. In Computer Science, 
the concept of autonomy is strictly connected with the field of Artificial Intelligence where it became 
a key element in fields such as the Agents theory. An agent is indeed defined as an autonomous 
entity with some capabilities of perceiving the environment and acting on it to  achieve its goals.
Autonomy is theoretically independent by the concept of intelligence th a t implies the agent’s 
skills. An agent highly sophisticated might be less autonomous than a simple well-defined agent 
able to act independently without a human user. In real situations, making a system autonomous is 
a very challenging task as it means facing the uncertainty of the reality tha t implies the development 
of intelligent software. In complex systems such as a spacecraft, the level of autonomy becomes 
strictly connected with the level of intelligence of the software. An agent by definition is supposed 
to be autonomous in all his functionalities but in reality, a system can present different degrees of 
autonomy/ intelligence depending on the activities performed without external control.
2 .1 .2  W h y  A u to n o m y  in  S p a ce  M issio n s?
Autonomy is a concept of growing interest and particularly relevant for multiple platforms, i.e. 
missions involving multiple spacecraft. An increasing number of missions is showing the feasibility
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and the advantages of autonomy applications, in several aspects of the mission’s Operations. The 
following list points out the main motivations for such a interest:
•  D ecrease o f O perational costs - A major, often overlooked, cost of space missions is the 
ongoing cost of ground control. This generally accounts for 5% of the unit cost per year, even 
for the relatively simple architecture currently used. This is due to the significant resources 
needed by the ground station staflî for commanding the spacecraft. Consequently, it forms a 
large part of the overall cost of the Operations.
•  E ffic ien cy/Science R eturn  - One of the main goals of mission Operations is to ensure 
maximum efficiency in the use of the resources and to avoid periods of inactivity. W ithout 
some degree of autonomy, this cannot be ensured due to the communication delay and possible 
failures.
• R ob ustn ess - Capability of maintaining acceptable performance under non-nominal condi­
tions, e.g. in the case of failures.
•  F lex ib ility /A d a p t ability  - Ability of changing its behaviour according to changes in the 
environment. This concept would enable Coal-oriented Operations [Dvorak et ah, 2009]. The 
operators have only partial information about the spacecraft state. Under this new approach, 
instead of sending low-level commands for each instant of time, they communicate high-level 
goals to be achieved and relative deadlines.
•  R esponsiveness - Desirable property to respond rapidly to changes in the environment such 
as emergency situations.
•  C om plexity  handling - Autonomy is necessary to address computationally hard problems 
tha t cannot be efficiently handled by man operators.
•  E nabling new  m ission concepts - Future mission scenarios, such as high-responsive Earth 
Observation constellations or swarms of satellite for exploration mission would not be possible 
without high-level autonomy.
While autonomy should enable more complex and robust missions, it will also reduce controller 
workload allowing controllers to handle more spacecraft and, thanks to Coal-oriented Operations, to 
avoid information overload. The advantages presented above are already significant for traditional 
space missions but become necessary for distributed missions where the complexity of the mission 
operations increases dramatically with additional platforms.
2 .1 .3  A p p lic a tio n s  o f  A u to n o m y  to  S p ace  M iss io n s
Already 10 year ago NASA proposed a roadmap for the gradual inclusion of autonomy solutions in 
the space missions [Schoeberl et ah, 2001]. This vision sees the following steps to be realised in these 
decades: isolated on board autonomy experiments, ground based autonomy, on board autonomy 
(autom ated subsystems, such as attitude and orbit, ACCS), high-level spacecraft autonomy (flight 
navigation, collision avoidance, planning & fault detection and recovery, FDIR) and lastly fieet
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spacecraft autonomy (distributed missions). In the space sector, the field most influenced by 
autonomous technologies is the Operations because it involves human operators as external control. 
The following list presents a short survey on the applications of autonomy in the space Operations.
•  R o v er N a v ig a tio n  - Rover navigation receives lots of attention due to the increasing number 
of missions sending exploratory rovers to Moon and Mars. In this case, autonomy is involved 
in tracking and path  planning. NASA’s Mars rovers Spirit and Opportunity demonstrated 
autonomous navigation technologies using four pairs of stereo cameras, as well as feedback 
from inertial wheel movements. The spectacular success of these missions allowed further 
software modules to be uploaded to demonstrate additional capabilities such as target tracking 
and global path  planning. These modules are part of a the framework CLARAty, a reusable 
robotic software framework tha t supports heterogeneous robotic platforms and integrates 
advanced robotic capabilities [Nesnas, 2007].
• G N C  - In the last years, a number of missions are successfully demonstrating autonomy 
solutions of increasing complexity applied to Guidance Navigation and Control (GNC). These 
range from orbital maintenance for a single spacecraft, PROBA-1 [Teston et ah, 2003] and 
PROBA-2 mission [Montenbruck et ah, 2008], to rendezvous (docking) for two spacecraft, 
PRISMA [Carlsson et al., 2010]. Moreover a number of studies is addressing formation fiying 
with multiple missions.
•  S ignal P ro c ess in g  - Space missions, in particular for E arth  Observation are constantly 
increasing the size of the data acquired. The memory and processing on board available follow 
the same trend, however the downlink bandwidth cannot be easily extended. One of the main 
strategies used is to compress the data before the downlink [Martinez-Heras and Donati,
2011]. This reduces the bandwidth needed but it can be very computational expensive. 
Autonomy could decrease directly the data  to be downloaded implementing advanced on 
board functionalities such as target identification, discharge of poor data  such as cloudy 
images and bands selection in multi-spectral sensors for specific target features. These last 
two functions have been demonstrated with the mission E arth  Observing One [Ghien et ah, 
2005, Bornstein et ah, 2011]. Similar needs concern rover explorations, where the downlink 
bandwidth is not sufficient for the data collected by the rover. The Onboard Autonomous 
Science Investigation System (OASIS), a NASA project, aimed at carefully selecting the data 
with the highest science interest for the downlink [Gastano et al., 2006].
• M o n ito r in g  F D IR  - On ground monitoring and Fault Detection Isolation and Recovery 
(FDIR) are major tasks for Operations tha t involves thousands of telemetries. Such amount 
of data  is not only critical for the downlink bandwidth but also for the analysis and the 
responsiveness in the case of failures or anomalies. The telemetry analysis is indeed a metic­
ulous and time demanding process and involves the correlation analysis between telemetries 
of different sub-systems and the correlation analysis on the temporal dimension in the case of 
periodic anomalies [Martinez-Heras and Donati, 2011]. The challenge is to improve the tools 
for the on ground analysis and to push most of these elaborations on board, downloading
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only the telemetries th a t are involved on a specific anomaly. Just a recent example is the 
mission PROBA-2 [Montenbruck et al., 2008].
• M ission  P la n n in g  & S chedu ling  - Mission planning is a crucial activity because it con­
cerns with planning and scheduling the activities of the ground and space segment in the 
most efficient way possible to  increase the mission return. It can deal with problems of high 
complexity (easily NP-Hard). In these cases, human operators can only find acceptable solu­
tions. More general fields such as Operation Research and Automated Planning & Scheduling 
(P&S) have developed a number of methods and techniques to handle these problems in a 
more efficient way. Section 2.3 provides a survey of the most recent applications of Automated 
P&S to space missions.
Some of these areas are quite m ature but the perspective of multiple platforms is introducing new 
challenges, specifically for GNC and mission planning. The aim of this research is to explore the 
potential of the automated P&S systems applied to space missions.
2.2 A utom ated  P lanning &: Scheduling
Planning and scheduling are closely related problems. At first glance, we could simply decompose 
them  thinking as planning as a higher-level process th a t needs to be performed before the scheduling 
one. In general, planning focuses on finding the set of actions needed to achieve a goal, while 
scheduling concentrates on the allocation in time of the resources needed by this set of actions, also 
called activities. Planning addresses the issue of what has to be done, while scheduling focuses on 
when and how to do it. Given this definition, a plan is usually a structured set of actions that does 
not specify the resources and a precise schedule for its actions.
Very often, planning and scheduling have been addressed as two separate problems. However, 
this is, in general, too restrictive and oversimplified. In most of the real applications, if we want 
to achieve efficient solutions we need to handle both planning and scheduling at the same time 
because they influence each other. However, this might result in a highly inefficient system because 
of the complexity of the problem. This research focuses on the systems tha t combine these two 
aspects. In the following we always refer to them as P&S systems.
In this section, we first introduce the terminology and the concepts used to define P&S problems 
and then we propose a brief survey on the techniques commonly used to solve these problems. A 
complete review of the autom ated P&S field can be found in [Ghallab et ah, 2004].
2 .2 .1  E le m e n ts  o f  P & S  P r o b le m s
A P&S problem is specified by giving:
• Set of activities tha t needs to be performed.
•  Set of resources.
• Set of temporal constraints on those activities and resources.
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• Objective function.
A resource is an entity tha t is borrowed or consumed (e.g., a tool, a machine, or energy) in order 
to perform an activity. An activity may have the choice between several resources, and a resource 
may be shared between several activities. A solution has to meet a number of constraints to be 
considered feasible. The constraints indeed define the feasibility space, a subset of the solutions’ 
space containing only the solutions considered feasible.
In general, constraints are conditions concerning the problem’s activities and resources, e.g., 
deadlines, ordering of activities, the type and amount of resources they require, resources availability 
and so on. In addition, there is usually an optimisation requirement: minimising/maximising a 
criteria such as achieving all the activities as early as possible or using the least amount of resources.
There are different types of scheduling problems depending on the nature of the resources, the 
type of actions and their resource requirements, the type of constraints used, and the uncertainty 
explicitly modelled in the problem specification.
A ctiv ities
In P&S, an activity is specified with its resource requirements and its time window which is de­
scribed with start time, end time, and duration. Usually the s tart and the end time are specified 
within upper and lower bounds. The resource requirements of an activity specify which resources 
and what quantities of each resource are needed for tha t activity. These types of constraints define 
the preconditions of activities.
In general constraints can express any logic condition between activities or the activities’ effects 
tha t regards the P&S process. Activities can be divided in preemptive and non-preemptive activit­
ies. A non-preemptive activity has to be executed continuously, without interruption; a preemptive 
activity can be interrupted a number of times and resumed after a while. While interrupted, a 
preemptive activity releases its resources tha t can be allocated to another activity.
R esources
A resource is something needed in order to achieve an activity. Two main classes of resources can be 
distinguished: reusable resources and consumable resources. A reusable resource is “borrowed” by 
an activity during its execution. The resource is released, unchanged, when the action is completed 
or is interrupted. Typical examples of reusable resources are tools, machines, etc. A reusable 
resource can be discrete or continuous. A particular case is when a resource has a unit capacity: 
only one activity at a time may use it. In this case, we call it a binary resource.
A consumable resource is consumed by an activity during its execution. Typical examples of 
consumable resources are fuel or energy. A consumable resource may also be produced by other 
activity (e.g., refuelling). Other authors, proposed a similar categorisation of the resources. In 
the ASPEN framework for instance, an autonomous P&S environment developed by NASA, the 
resources consumable are called depletable while the reusable are called non-depletable [Chien 
et al., 2000]. Finally, a resource may have a finite set of possible states. In this case an activity 
might use it only if it is in a particular state. Changing the state of a resource has a cost and /or
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takes time. This type of constraints define the capacity profile of resources as well as conditions on 
resources’ state with other resources.
Tem poral C onstraints
When talking about constraints, we often refer to temporal constraints. These constraints are 
usually expressed within the frameworks of the temporal constraint networks such as the simple 
temporal problem (STP) [Dechter et ah, 1991]. Temporal constraints are expressed as equalities or 
inequalities, bounds on start points and end points of activities either with respect to an absolute 
reference time, e.g. a deadline, or with respect to relative instants, e.g. the latency between two 
activities.
As well as hard temporal constraints there may also be soft constraints on when activities should 
occur. These are used when some possible timing arrangements are preferred over others. Temporal 
constraints can be associated with a resource as well. In this case, they express reduced availability 
during some period. For a satellite for instance, a ground station link is a resource th a t is defined by 
visibility windows, which express intervals of time during which communication with the satellite 
is possible.
O bjective functions
Several types of objective functions can be considered for P&S problems. In general, the objective 
functions aims at minimising a function of the various costs and/or time of activities or it aims 
at maximising some metrics associated to the schedule proposed. The cost for using or consuming 
a resource can be fixed or can be a function of the quantity/ duration required by an activity. A 
resource can have an additional setup cost, or cost of making the resource available after a use. 
Different penalty terms can be added to the objective function, usually with respect to activities 
th a t do not meet their constraints.
The most frequent criteria we usually try  to minimise are: the completion time of the schedule, 
the tardiness or number of late actions, the sum of the costs of allocated resources or peak resource 
usage. In other contexts, we aims at maximising the number of scheduled actions or a generic 
function associated with the chosen scheduled. In the spacecraft scenario, we usually want to 
maximise the utilisation of the payload as no benefits come from low utilisation.
2 .2 .2  C o n stra in t S a t is fa c tio n  P r o b le m s
The focus of this section is the Constraint Satisfaction Problems (CSP) [Tsang, 1993], mathematical 
problems defined as a set of objects whose state must satisfy a number of constraints. CSP problems 
are the subject of intense research in both Artificial Intelligence and Operations Research, since its 
formulation provides a common basis to analyse and solve problems of many unrelated families. 
P&S problems can be described in this framework. We briefiy analyse the different aspects of this 
field and the relative methods to solve these problems.
In CSP, we have a set of variables, each with a set of possible values defining its domain, and 
a set of constraints tha t restrict the combinations of values that the variables can be assigned at
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the same time. The objective is to assign a value to each variable such tha t all the constraints are 
simultaneously satisfied. Depending on the problems, these constraints define in different way the 
perm itted combinations of values th a t can be assigned to the variables.
CSP problems are not optimisation problem because there is not an objective function to optim­
ise. In this case, we want to find a set of solutions tha t comply with all the constraints at the same 
time. If we associate an objective function to these solutions, the problem is regarded as Constraint 
Satisfaction Optimisation Problem (CSOP). Algorithms used to solve CSP problems are defined 
“sound” if they always generate a feasible solution and “complete” if they produce the entire set of 
feasible solutions. CSPs often exhibit high complexity, requiring a combination of heuristics and 
combinatorial search methods to be solved in a reasonable time. The techniques used to solve CSP 
problems depend on the kind of constraints being considered.
Methods from the field of Operation Research can be used for solving linear and polynomial 
equations and inequalities, and problems containing variables with infinite domain. CSP on finite 
domains are typically solved using search algorithms. The most used techniques are variants of 
backtracking, constraint propagation, and local search. These techniques are used on problems 
with nonlinear constraints. A detailed survey on the techniques used for CSP problems can be 
found in [Kumar, 1992] and in [Rossi, 2008]. In the following we briefiy describe these techniques 
leaving Sect. 2.2.3 focusing only on local search methods, tha t represents the direction of this 
research.
T e m p o ra l C o n s tra in t S a tis fac tio n  P ro b le m s
Temporal Constraint Satisfaction Problems (TCSP) [Dechter et al., 1991] are a subset of/the CSP 
problems where the constraints are defined as sets of temporal intervals. If one intervalj^s selected 
for each constraint then the problem reduces to a Simple Temporal Problem (STP), which can be 
solved using linear programming methods. However, not all combinations of intervals will produce 
consistent STP problems that have valid solutions. The process of finding those combinations is a 
CSP problem, which can be solved using relevant search methods.
S im ple  T e m p o ra l P ro b le m s  Many critical applications in P&S rely on an efficient handling of 
temporal information represented as a Simple Temporal Problem (STP) [Dechter et ah, 1991]. In 
STP we want to assign times to a set of events. These events are subject to a number of constraints 
of the form:
Clij ^  tj  ti bij (2.1)
where ti and tj are the start and end time of the event and the interval [aij^bij] is the tem poral 
window where this event is allowed. STP problems therefore consist of a set of variable (event 
times) constrained by a number of inequalities (temporal constraints). The STP problems can be 
seen as CSP problems tha t include as constraints only equalities and inequalities. An im portant 
aspect of the STP problems is th a t they can be solved in polynomial time.
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L in e ar a n d  In te g e r  P ro g ra m m in g
Linear Programming (LP) has its origins in the optimisation of plan productions. It is part of the 
field of Operations Research. LP is a mathematical method for optimising a given mathematical 
model expressed by a linear objective function given a list of constraints represented by linear 
equalities or inequalities. This set of relationships defines the feasibility region. The most popular 
method for solving LP problems is the simplex algorithm [Dantzig and Thapa, 1997]. This method 
is based on the fact that the optimum for finite problems is at one of the vertices of the feasibility 
region. This method has a strategy to move from one vertex to another one until no improvement 
can be made. If a linear objective function is associated to  a problem formulated as STP problem, 
the simplex method can be successfully used to find the optimal solution.
If the variable of the LP problem are restricted to  a set of integer values then the problem becomes 
a problem of Integer Programming (IP). Standard solving methods for LP cannot be generally 
applied to IP. These problems can be tackled using Branch &: Bound (B&B) methods [Land and 
Doig, I960]. These techniques work on the search tree of possible variables’ assignments. Their 
ability is in pruning branches tha t can be shown to be sub-optimal, thus reducing the search space.
B a c k tra c k in g
In the case of nonlinear constraints, LP or IP solving methods cannot be used. The most common 
among the search algorithm is the backtracking. The simplest form of backtracking is a depth first 
graph search algorithm [Knuth, 1968]. This method is sound and complete. The algorithm in turn 
assigns to each variable a value, complying with all the constraints. If all the variables get assigned 
to a value then the algorithm has found one solution. The search process continues until all the 
nodes of the search space have been explored. If at any stage no values can be assigned to a variable 
without violating the constraints then the algorithm backtracks to the previous variable and selects 
a different value for it, ensuring th a t this combination of values has not been explored yet. The 
algorithm terminates when backtracking it returns to the first variable and no other values can 
be assigned to it. The main problem with this method is tha t its run-time complexity for most 
nontrivial problems is exponential [Kumar, 1992].
C o n s tra in t  P ro p a g a tio n
Constraint propagation is a category of methods used on CSP problems [Apt, 2010]. Most of 
them  are incomplete in general, th a t is, they may solve the problem or prove it unsatisfiable, but 
not always. Constraint propagation, by transforming the problem, may reduce the domains of 
variables and the sets of assignments satisfying a constraint. Whenever constraint propagation 
produces an empty domain or an unsatisfiable constraint, the original problem is unsatisfiable. In 
some cases the resulting CSP is so simple that its solution can be found without search. However, 
this approach is usually even more expensive than simple backtracking. Constraint propagation 
methods are therefore usually used in conjunction with search algorithms such as backtracking and 
local search. Constraint propagation may tell whether a partial solution can be extended to satisfy 
all constraints without further analysis. It may reduce the domains or strengthen the constraints.
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If this is the case, the search space of the problem is reduced, thus reducing the amount of search 
steps needed to solve the problem.
2 .2 .3  L oca l S earch  O p tim isa t io n  M e th o d s
The methods described in the previous section become very slow as the problem size increases. 
This happens because most of the optimisation problems are NP-hard, i.e. no polynomial-time 
algorithms exist to solve them. Local search is an alternative approach for solving computationally 
hard optimisation problems th a t can be formulated as finding a solution maximising a criterion 
among a number of candidate solutions. Local search algorithms are incomplete methods and are 
based on iteratively improving an assignment of the variables until all constraints are satisfied. 
They move from solution to  solution in the search space by applying local changes, until a solution 
deemed optimal is found or a time bound is elapsed. Some algorithms, called non-randomised 
algorithms, proceed by changing the current assignment, aiming at improving the current solution. 
This type of algorithms in general has difficulties in escaping from local optima. Some other 
heuristics instead handles the issue of local optima by doing random moves; these algorithms are 
called randomised local search algorithms or random walk algorithms. In this section we cover only 
the most common methods for local search. A detailed survey on local search methods is available 
in [Blum and Roll, 2003].
H ill C lim bing
Hill climbers, gradient techniques and more in general greedy algorithms are traditional optimisers 
[Pearl, 1984]. They all work by investigating the local neighbourhood around a current candidate 
solution, starting from a single initial condition. If any of the neighbours tu rn  out to  be a better 
solution, the current candidate is updated and the cycle repeats. Hill Climbing attem pts to find a 
better solution by incrementally changing a single element of the solution. This action is repeated 
until no further improvements can be found. These algorithms are greedy because they always 
make the locally optimal choice at each stage. There are some refinements to  this process, but 
in principle they are good and fast at simple optimisation tasks. For more complex (non-linear, 
multi-modal and/or dynamic) problems by contrast, they have fundamental difficulties in escaping 
from local optima, and so are highly sensitive to the initial conditions.
Tabu Search
Tabu search is an alternative refinement to the Hill Climbing method, invented in 1986 [Glover and 
McMillan, 1986]. It extends this m ethod by including the concept of history; the search then will 
attem pt to progress away from the regions tha t have previously been visited. These old solutions 
form a “tabu” list. Moreover, in order to escape from local optima, once the local optimum has been 
reached, the search process jumps to remote locations of the search space. This approach works on 
the assumption th a t once the search process is a number of moves away from the local optimum it 
is unlikely to return to it. The algorithm is usually term inated after a fixed number of iterations or 
a defined number of steps, which did not generate an improvement in the best solution. Tabu is a
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meta-heuristic which can be paired with other heuristics or with rigourous methods including Hill 
Climbing. Tabu does tend to break down in situations with large search spaces when maintaining 
a large historical database is cumbersome. Moreover, it is also fundamentally unable to cope with 
dynamic problems, when revisiting previous solutions may be appropriate.
G ra sp
The Greedy Randomised Adaptive Search Procedure (GRASP) is a iterative procedure, composed 
of two phases: solution construction and solution improvement [Feo and Resende, 1995]. The 
solution is constructed step-by-step by adding one new element at a time. The choice of the next 
element is given by a probabilistic decision process based on a candidate list. The elements in this 
list are ranked by means of a heuristic criterion. The heuristic values are updated at each step. 
The second phase of the algorithm is a local search process aiming at refining the solution. The 
best found solution is returned upon termination of the search process. GRASP does not use the 
history of the search process, it keeps only the best so-far solution. This is one of the reasons 
why GRASP is often outperformed by other metaheuristics. However, due to its simplicity, it is 
generally very fast.
2 .2 .4  G lo b a l S earch  O p tim isa t io n  M e th o d s
We talk about global search if we deal with optimisation problems at global level. The techniques 
used in this case might be combined with the local search heuristics in order to speed up the 
convergence. An interesting characteristic of these search algorithms is the number of solutions used 
at the same time. Algorithms working on single solutions are called trajectory methods. They share 
the property of describing a trajectory in the search space during the search process. Population- 
based algorithms, on the contrary, perform search processes which describe the evolution of a set 
of points in the search space. In this section we cover only the most common methods for global 
search.
S im u la te d  A n n ea lin g
Simulated annealing (SA) is a generic probabilistic metaheuristic inspired by the annealing process 
of metal alloys. The method was independently described in [Kirkpatrick et ah, 1983] and in [Cerny, 
1985]. The metal is initially heated to a high tem perature so tha t all the molecules are randomly 
arranged, and as the metal cools a crystalline structure emerges. Simulated annealing represents 
this by allowing a candidate solution to replace itself with another candidate of lower value with 
a particular probability. At the start of the process (when it is “hot”) a random replacement 
candidate can jump a large distance, and the probability of exchange high. As the search “cools”, 
the probability of a solution being replaced by a candidate with a lower fitness decreases, as well 
as the distance of the jump, finally converging to a standard hill chmber. Simulated annealing 
therefore removes the problems of sensitivity to initial conditions but is still only suitable for static 
problems.
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E v o lu tio n a ry  C o m p u ta tio n
Evolutionary computation has been studied for many years and is inspired by natural evolution 
theory [Darwin, 1859]. Genetic Algorithms (GA), invented already in 1975, is the first approach 
tha t follows this trend [Holland, 1975]. Today there are many more branches to evolutionary com­
putation such as Evolutionary Strategies, Genetic Programming and Evolutionary Programming. 
In general terms, a set of candidate solutions is maintained as an analogy to a population of living 
entities. A chromosome consisting of genes, i.e. variables, describes each individual. These solu­
tions “breed” together and m utate to form new solutions, “children”, and this new generation of 
individuals is added to the population. The population is then pruned in a survival of the fittest 
manner so tha t its average fitness increases. A fitness function is used to evaluate the chromo­
somes. This cycle corresponds to a generation. Generation after generation, the population evolves 
towards the global optimum before some term ination criteria is reached. A very successful variant 
is the Differential Evolution (DE) [Storn and Price, 1997] tha t optimises a problem by maintaining 
a population of candidate solution and by improving only the best, with an elitist schema. W hen 
applied to CSOP problems, these algorithms can take into account of the constraints either through 
fitness penalties, by removing invalid members of the population or by mapping the set of possible 
chromosomes onto the set of valid solutions. In general, these algorithms are very powerful because 
they operate on a population of solutions rather than  a single solution and they have been success­
fully applied to a wide number of problems. However, they are very sensitive to the parameters. 
The design of them  therefore needs to be very careful and the tuning achieved is not is always 
transferable to different contexts.
S w arm  In te llig en ce
Swarm Intelligence is part of the Computational Intelligence field. The last concerns with adaptive 
mechanisms to enable or facilitate intelligent behaviour in complex and changing environments [En- 
gelbrecht, 2007]. Swarm Intelligence is specially focused on decentralised self-organising collective 
behaviour natural or artificial [Blum, 2008]. From one side, it studies natural models such as ant 
foraging, wasp differentiation, term ite building nest and so on. On the other side, it applies these 
models to a number of tasks: optimisation, clustering, task allocation, network routing and so 
on. The result is a wide spectrum of population-based meta-heuristics th a t try  to reuse the key 
features of the natural models in the artificial systems. The term  metaheuristic indicates a set of 
algorithmic concepts tha t form a general algorithm framework. The following list briefly describes 
the most common meta-heuristics applied to optimisation, which is the focus of this research.
•  Particle Swarm Optimisation (PSO) [Kennedy and Eberhart, 1995, Shi and Eberhart, 1998], 
inspired on the birds flocking behaviour. Candidate solutions are represented as particles 
having a position, velocity and inertia. A swarm of particles move directly through the solu­
tion’s space and over time they are accelerated towards those particles which have better 
fitness values. Hence the initially random collection of positions and velocity slowly con­
verges to swarming around good locations within the solution’s space. It is population-based 
- algorithm, it offers therefore the advantage of parallel search.
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•  Ant Colony Optimisation (ACO) [Dorigo and Stiitzle, 2004], a family of stochastic tech­
niques for solving combinatorial optimisation problems reduced in finding good paths through 
graphs. It is inspired by the ant foraging pattern  where the real ants are able to find the 
shortest path  using the stigmergy mechanism.
•  Bee Algorithm [Pham et ah, 2006], inspired by the foraging patterns of the honey bee, where 
“scout” agents are sent to explore the environment and to recruit bees depending of the fitness 
of the site explored.
•  Firefly Algorithm [Yang, 2008], inspired by the hashing behaviour of fireflies. Light intensity 
is associated with fitness th a t attracts the firefiy. The fireflies show the ability to subdivide 
into small groups around the local optimum. This is especially suitable for multi-modal 
optimisation problems.
•  River Formation Dynamics [Rabanal et ah, 2007], a gradient version of ACO inspired on the 
rivers formation by water erosion. As water transforms the environment, it forms a gradient 
th a t influences the coming water. It fits well with problems of coverage.
• Stochastic Diffusion Search [Bishop, 1989], instead of stigmergy the agents use a one-to-one 
communication strategy analogous to the tandem running procedure observed in some species 
of ants.
• Gravitational Search Algorithm [Rashedi et ah, 2009], each agent is characterised by mass. 
The gravitational force becomes a way of transferring information between the different 
agents.
W ith regards to applications to the space field, only recently researchers started exploring the 
potentials of these techniques. In [Pontani and Conway, 2012] and in [Pontani et ah, 2012], the 
author applied particle swarm optimisation to orbital transfers problems and to multiple-burn 
rendezvous trajectories problems. Interesting is the hybrid system developed in [Englander et ah,
2012] where evolutionary computation techniques are combined with PSO in solving automated 
mission planning problems. In [Yishou et ah, 2011], we can find an application of Ant Colony 
Optimisation to the configuration design of satellite payload. In [Ceriotti and Vasile, 2010b] and 
in [Ceriotti and Vasile, 2010a], the authors convert the problem of optimising space trajectories 
into a planning & scheduling problem. They then used ACO algorithms to solve the planning 
component. In [Komninou et ah, 2012] the authors present a tool based on the Ant Colony System 
algorithm to maximise the useful operation time per subsystem on board. The present research 
focuses on the Ant Colony Optimisation meta-heuristic because it offers a constructive process 
based on a pure stigmergy mechanism such as the pheromone field. Moreover, ACO is the most 
studied paradigm and has a wide literature available. More details on the ACO paradigm are given 
in Sect. 2.5.
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2.3 A pplications of A utom ated  P lanning &: Scheduling to  Space 
M issions
Mission Planning h  Scheduling in Space Operations involves generating sequences of commands 
from sets of higher-level science and engineering goals without violating any system rules or con­
straints and optimising the resources available. Due to the complexity and the computational 
power required, historically the responsibility for the mission P&S has remained within the ground 
segment. Clear advantages such as reducing operational cost and increasing the efficiency, are push­
ing some of these responsibilities on board of the spacecraft. However, in the case of distributed 
scenarios, single spacecraft do not have the visibility on the whole system.
In [Funase and Nakasuka, 2005] and in [Damiani et al., 2005], the authors suggested, the solution 
shall be a separation of responsibilities between the higher level tasks’ distribution mechanism done 
in the ground segment and the lower-level re-planning performed in the space segment. The follow­
ing subsections present first the solutions developed for single platforms, i.e. systems composed of 
one spacecraft, divided in ground and on board applications. We then explores the wider concept of 
multiple platform. A detailed survey on the characteristics and differences between single platforms 
on board P&S systems is available in [Moylan and Atkins, 2006] while a more recent survey on 
the generic single platforms P&S systems based on timeline representation can be found in [Chien 
et al., 2012].
2 .3 .1  S in g le  P la tfo r m  
G round System s
Few solutions, highly sophisticated, have been developed for solving P&S problems in the space 
context. The SPIKE scheduling system was designed for NASA’s Hubble Space Telescope and has 
been used since 1990 [Johnston and Miller, 1994]. It performs long-term schedules, typically around 
one year in duration and has achieved an over 30% increase in observation utilization of Hubble 
Space Telescope. SPIKE has been adopted for a number of missions, mostly astronomy missions 
and now it is evolving in the system for the future James W att Space Telescope [Giuliano et ah,
2011]. The DC APS system achieved a 80% reduction in command generation element of mission 
operations and 40% increase in science return for DATA-CHASER Shuttle payload, [Chien et al.,
1999].
A more advanced planner is ASPEN (Autonomous Scheduling and Planning Environment) [Chien 
et al., 2000] developed by the Artificial Intelligence group at the NASA’s JPL. ASPEN is a reconfig­
urable framework, composed of a constraint modelling language to define the application domain, 
a constraint management system, a set of search strategies for plan generation, a language for 
representing plan preferences and a graphical interface for visualising plans/schedules. The space­
craft knowledge is encoded under seven classes: activities, parameters, param eter dependencies, 
temporal constraints, reservations, resources and state variables. ASPEN adopts a local, early- 
commitment, iterative search to optimise the objective functions. It has been applied to several 
missions such as RADARSAT [Smith et ah, 2002], Deep Space One (DS-1) and E arth  Observing
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One (EO-1) to generate baseline plans th a t could then be modified on board. For the EO-1 mis­
sion it achieved an over $lM /year reduction in operations costs ( 30% reduction overall) due to 
automation in uplink operations and reduction in downtime due to ground station anomalies from 
5 days to 6-8 hours, [Chien et al., 2010].
A parallel project is the ESA APSI, aiming at creating a software framework to improve the 
cost-effectiveness and fiexibility of development of mission planning support tool using automated 
P&S technology. In APSI, a given problem is represented as state variables, consistency features 
and a domain theory, i.e. a collection of synchronisations and rules. The APSI framework follows 
a timeline-based approach. The core comprises five layers at different reasoning abstractions: user 
layer, solver layer (decomposing goals), domain management layer (maintaining a decision network), 
component layer and temporal layer. The last one manages the temporal network. The validly 
of such approach has been demonstrated in several case studies from exploration missions such as 
Mars Express, with the system Mexar2 [Cesta et al., 2007], to astronomy missions such as Integral 
and XMM-Newton [Steel et al., 2009].
In a different context. Mars Exploration Rover (MER) mission, the system MAP GEN was de­
ployed in the ground segment system [Bresina and Morris, 2007]. It is the result of integrating 
an interactive activity plan editor with a constraint-based planning framework, lying on a simple 
temporal constraint network (STN). Though this system is able to generate valid plans, it is not 
performing optimization. The Flexplan system is currently in use for operations of the EPS Eu- 
m etsat, SMOS, the Lunar Reconnaissance Orbiter (LRO) and Landsat D ata Continuity (LDCM) 
missions [Kavelaars et al., 2009].
On board System s
On board autonomy for Mission Planning is concentrated on the ability to modify and maintain 
dynamic plans for individual spacecraft. Promising results have been achieved by missions such as 
the NASA DS-1 [Muscettola et ah, 1998], launched in 1998 with the system RAX-PS [Jonsson et ah,
2000]. This was the first mission functioning for a few days completely autonomously: the planner 
component was able to translate high-level goals, coming from the ground segment, in plans. These 
plans were sent to a multithread executioner module in charge of translating them in executable 
commands for the flight systems. Lastly, a diagnosis and recovery mechanism could monitor the 
execution and, if necessary, trigger failure recovery procedures. The planner itself consisted in a 
search engine operating over a constraint-based temporal database. The spacecraft constraints were 
codified in a domain model formed of state variables and timelines. Domain-dependent heuristics 
were used to speed-up the search.
NASA EO-1, launched in 2000, demonstrated the architecture ASE with a new re-planning 
system CASPER [Knight et al., 2001]. This system implemented continuous planning, increasing 
the reactivity of the system. It was able to repair a plan in the case of anomaly in few seconds 
while the previous system RAX-PS was taking hours. The advantage is due to the technique called 
iterative repair, a planning approach th a t fixes flaws in an existing plan repeatedly until a good 
plan is found. Casper tries to address only the problems the anomaly introduced into the current 
plan. RAX-PS used a backward chaining refinement search technique combined with constraint
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propagation. In contrast, Casper uses local search to refine incrementally an existing plan.
The ESA demonstrator mission PROBA-2 [Gantois et al., 2010] launched in 2009 focused as 
well on the increasing of autonomy on board, interacting with the ground station only to download 
data  and to upload the observations list. Further, the FDIR component was able to handle a large 
amount of anomalies.
Some additional theoretical studies have been carried out for instance on the UK-DMC mission, 
the NEAT architecture was able to perform on board continuous planning using an evolutionary 
algorithm [Carrel and Palmer, 2005].
In [Massari et ah, 2006b], the authors present an on board planning system aiming at facing risky 
environment using a three layers architecture where high-level goals are translated into hardware 
commands and executed through an artificial neural network controller. This system has been 
applied to rover prototyping activities, [Massari et ah, 2006a, Vasile and Ceriotti, 2006].
Table 2.1 summarises the benefits of the two different paradigms.
Ground Autonomy On Board Autonomy
Reactivity to the users/operators needs 
CPU power available
Interactions with operators and experts in 
short loop
Software testing not impacting the mission 
Lower cost of software development
Reactivity to the space environment 
Reduced communication to ground 
Processing data without communication 
delay
Table 2.1; Benefits comparison between ground segment autonomy and on board autonomy.
A key element tha t needs to be considered is the availability of the information necessary for 
taking decisions. The paradigm chosen should then depend also on the location of such information. 
For example, if we need a system more responsive to failure, than  on board autonomy is the obvious 
direction but if the system should be more reactive to the user requirements, than  the ground 
segment should handle this problem. In general both the scenarios are required; hence autonomy 
needs to be addressed for the ground and for the space segment. Solutions developed for individual 
spacecraft are not necessarily transplantable in a distributed systems’ context. In essence, the 
coordination required in these systems introduces a new element of complexity in the mission 
planning. This is strictly dependent on the communication infrastructure and on the computation 
power tha t are in general critical resources. Finding the right level of sharing of responsibilities 
between ground and space segment is one of the main challenges for future missions.
2 .3 .2  M u lt ip le  P la tfo r m
In the last decade, the interest for space missions involving multiple spacecraft is rapidly growing 
as they offer a number of scientific and engineering advantages. Multiple platforms are indeed 
already largely adopted for communication, geo-location (GPS) and meteorology purposes. In these 
cases, usually the satellites are sparsely distributed and do not require coordination or any form 
of autonomy. The most interesting scenarios regard the Earth  Observation and Space Exploration
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fields. This subsection reviews a high-number of missions and studies, in order to identify scenarios 
sharing similar requirements. Our objective is to give the reader a clear picture of the most relevant 
scenarios for this research.
C luster or swarm  satellites
Cluster or Swarm satellites can be used for remote sensing or astronomy due to their benefits 
in signal separation and signal space coverage. Formation-fiying astrodynamics, combined with 
precise attitude determination and control systems must be used in order to avoid spacecraft 
collisions and to maintain the configuration. Examples of studies for future astronomy missions 
are: the 2-satellites optical interferometry mission NASA ST3, the tetrahedral formation ESA 
LISA for detecting gravitational waves or the five free-fiying formation of the ESA DARWIN 
mission designed to search for Earth-like exoplanets. Other proposals are outlined for studying 
space weather; more ambitiously is the project QB50, started on July 2011 [Muylaert et ah, 2009]. 
It is planning to develop a network of 50 double CubeSats, separated by a few hundred kilometres 
and carrying identical sensors, for studying the key constituents of the thermosphere (90-320 km). 
The challenges of this scenario concern mainly relative navigation, therefore they are not further 
explored in this thesis.
In the space exploration context, frequent and timing communications to  the ground can be 
unfeasible. The coordination problem therefore needs to be handled on board. A challenging 
proposal of exploring mission is the Autonomous Nanotechnology Technology Swarm (ANTS) aim­
ing to explore the solar system with swarms of thousands of picosatellites (< lkg) [Curtis et ah,
2003], [Hinchey et ah, 2005].
Nowadays studies concerning on board autonomous P&S systems for multiple spacecraft is still 
first steps and it is an area of theoretical research. An example is the Shared Activity and Coordina­
tion model [Clement et ah, 2004], where spacecraft modelled as agents negotiate with each other dir­
ectly to  partition the work among them. Projects such as the control system D-SpaCpanS [Richards 
et ah, 2001] and the NASA TechSat21 [Campbell and Schetter, 2002] have shown how a hierarchical 
planning architecture could be a good trade-off between excessive communications and excessive 
computation. The drawback in that case is the rigid role structure between the satellites. A chal­
lenging mission was Three Corner Sat (3CS) [Chien et ah, 2002], three university nanosatellites 
with on board science data  validation, responsive re-planning, robust execution and anomaly de­
tection, but unfortunately it failed due to a problem with the rocket during launch. The recent 
studies are showing lots of interest in modelling the on board autonomy needs of multiple space­
craft using the multi agent paradigm [Barreiro et ah, 2009], [Bonnet and Tessier, 2007], [Grey 
and Radice, 2010]. The ESA study DAFA (Distributed Agents for Autonomy) investigated the 
advantages of using distributed agents in different scenarios by implementing two demonstrators: 
one for the Global Monitoring for Environment and Security system (GMES) and one for a col­
laborative rover exploration on Mars [Ocon et ah, 2008, Amigoni et ah, 2010]. Similar research 
has been carried on considering the current NASA rovers [Estlin et ah, 2010]. Very interesting is 
the approach in [Tripp and Palmer, 2010b] where the authors applied an indirect communication 
system to reduce the communication overhead.
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The communication and computation overhead due to the coordination process is indeed the 
main issue th a t arises from these studies. The coordination paradigm selected therefore depends 
on the specific scenario. In the study [Van der Horst and Noble, 2010] the authors have recently 
analysed the trade-off between centralised and distributed planning in front of the number of 
spacecraft to coordinate. In the case of space exploration missions on board distributed planning is 
the only solution but in other contexts this trade-off needs to be carefully evaluated. The following 
sections focuses on the E arth  Observation systems and the Ground station networks, two scenarios 
were centralised ground planning is the favourite approach. This is the context of our research.
Earth O bservation System s
In the Earth  Observation (EO) constellation scenario the main goal is to satisfy efficiently the 
user community. The plan can be produced on ground and uploaded to the whole constellation 
because the communication link is not a critical resource. The level on uncertainty is quite low 
and this approach does not exclude on board re-planning capability in the case of failure or in 
the case of poor target quality. One of the few autonomous Operations examples tha t have been 
demonstrated in space is the tandem  mission TerraSAR/TanDEM -X [Lenzen et ah, 2011], where 
basic functionalities of autom ated scheduling have been implemented though without optimising 
the resources. The real big challenge is coordination and optimisation at the same time.
A number of studies have recently shown interest on E arth  Observation constellations [De Florio,
2006], [Pralet et al., 2011], [Grasset-Bourdel et al., 2011], [Verfaillie et al., 2012], specially in the 
case of disaster management [Raghava M urthy et ah, 2010], [Wang and Tan, 2008], [Wang et ah,
2012]. Most of them  tried to reduce the coordination aspect to an optimisation problem and 
to solve it with classic techniques such as greedy [Wang and Tan, 2008], [Pralet et ah, 2011], 
backtracking [Grasset-Bourdel et ah, 2011] or simple heuristics [De Florio, 2006]. In these cases 
either they did not achieve efficient solutions either they considered small problems (reduced number 
of spacecraft). Moreover, these works did not consider the dynamics of the problem itself. This 
scenario is a dynamic problem.
In the case of the GMES or of the Charter, the five ESA spacecraft devoted to  E arth  Observation 
(Sentinel-1 to Sentinel-5) need to cooperate with other existing and/or planned missions provided 
by ESA, EUMETSAT, other national agencies or private companies such as Surrey Satellite Techno­
logy Ltd (SSTL) with the Disaster Monitoring constellation or the RapidEye constellation. Lastly, 
the system required needs to be particular responsive to the requests coming from the user com­
munity. The demonstrator of the DAFA study [Ocon et al., 2008] aims a t addressing these issues 
with a multi agent architecture based on negotiation paradigms and deliberative agents. The main 
drawback of these techniques in the lack of scalability and fiexibility.
G round S tation  N etw orks
The growing trend of multiple platforms is raising challenges also for the communication networks 
supporting these missions, the ground station networks. In this context, the ground stations 
represent the resources to be allocated among the clients, i.e. the spacecraft. The allocation of
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a ground station network is a combinatorial optimisation problem. Nowadays a number of works 
aim at optimising these systems.
In the study [Sun and Chester, 2010], the author proposed to solve it using Genetic Algorithms. 
NASA has recently deployed a new mid-range scheduling system for the antennas of the Deep Space 
Network (DSN), called Service Scheduling Software, S3. This system is designed as a modern web 
application containing a central scheduling database integrated with a collaborative environment. 
The schedules are developed by means of a peer-to-peer negotiation process among all users who 
utilise the DSN [Johnston et ah, 2012].
Because of the increasing number of satellites, ONES has developed a global ground station 
network management and scheduling tool called “Outil Central de Planification” (OCP) [Servant 
et al., 2012]. The ESTRACK Planning System (EPS) has been developed in order to allocate 
automatically the utilisation of the ESTRACK ground station network [Damiani et al., 2006].
The Global Educational Network for Satellite Operations (GENSO) is a distributed system 
connected via internet designed to allow the operation and control of educational, amateur and 
non-commercial satellites [Leveque et ah, 2007]. The key challenge for missions operating in LEO 
is tha t the spacecraft is above the horizon of a ground station for only a few minutes each day. 
GENSO wants to give the mission controllers of university satellites free access to potentially hun­
dreds of stations around the globe, increasing their data return to many hours per day. Such a 
scenario has a high number of satellites with different priorities and data of variable size to down­
load. These requirements are very similar to the EO constellation scenario.
The following section focuses on the technologies required to satisfy the needs of the missions 
presented above, specifically the EO constellation and the ground station networks scenario. In 
these cases the goal is to develop a system highly responsive, adaptable to a dynamic problem and 
scalable to the problem size. The technology investigated is the Multi Agent paradigm, as it seems 
the most promising approach for meeting these requirements.
2.4 Self-O rganising M ulti A gent System s
2 .4 .1  M u lt i A g e n t S y s te m s
M ulti Agent Systems (MAS) is a very wide field tha t brings together techniques and theories from 
multiple disciplines. It first appeared to solve communication problem in distributed environment 
such as networks or Internet. Today multi agent systems are commonly used and applied not only 
for communication and coordination purposes but also for modelling natural systems (agent-based 
modelling), as computational model and simulation-based design.
The multi agent paradigm seems a convenient approach in the following cases [Sycara, 1998]:
•  Problems too large for a centralised agent.
• Problems naturally regarded as a society of autonomous interacting components.
• Information sources or expertise spatially distributed.
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• Performance enhancement (computational efficiency, reliability, extensibility, robustness, main­
tainability, responsiveness, flexibility).
There are a number of different mechanisms tha t can be used to coordinate together multiple 
agents for a common purpose. These approaches are strictly connected with the capabilities of 
agents that range across the spectrum from reactive to deliberative architecture [Ferber, 1998]. 
Reactive agents have relatively simple rules of interaction, but the overall system’s behaviour that 
emerges shows complexity tha t can be used to solve global objectives. Deliberative approaches 
are characterised by explicitly planning the individual behaviour of the agents in advance. The 
planning can be centralised or distributed but the agents are confined to operate in a deliberate 
way in order to meet the mission objectives. In essence, these two ends of the spectrum  can be 
characterised as performing a task in a highly planned manner (deliberative), or relying instead on 
an instantaneous spontaneous manner (reactive).
The reactive approach is highly suited with dynamic problems with uncertainty. It is the most 
suitable for describing natural complex systems with high number of entities interacting with 
complex dynamics but is generally less efficient than  the deliberative approaches and could lead to 
unpredictable and unstable system’s behaviour [Jones, 2009]. Deliberative approaches require large 
quantities of processing power to resolve all the rules built into the plans and in general they produce 
more inflexible solutions, not able to face dynamic problems. Considering the benefits explained 
above, MAS seems to be the best choice for the multiple spacecraft scenario. The m ajority of work 
on autonomous systems for spacecraft, mentioned in the previous paragraph, focused indeed on 
this paradigm. However, almost all applied deliberative techniques, exemplified by methods for 
deliberative planning and re-planning. The reason for this choice is mainly the higher reliability 
tha t deliberative architectures can offer. Mission planning is a critical scenario and requires high 
levels of confidence in the system’s outputs and performance. On the other side, the limitations of 
this approach badly fit with the requirements of a distributed platform. Reactive architectures can 
match these requirements and, thanks to new communication paradigms and control techniques, 
might achieve a suitable level of reliability to be applied to real scenarios.
A discussion on the different dimensions of analysis and design of MAS is out of the scope of 
this chapter. The following sections focus on the challenges regarding reactive architectures and 
how they can be applied to distributed platforms.
2 .4 .2  S e lf-O rg a n isa tio n  an d  E m erg en ce
The key element behind the reactive multi agent systems is the self-organising and emergent be­
haviours offered by these systems. In a swarm consisting of a large number of entities, the result 
of combining simple behaviours at the local level can end in an complex behaviour at the system ’s 
level able to achieve significant results. Galaxy structures, cells or organisms are just few examples. 
The traditional reductionist view, trying to explain everything referencing to the laws governing 
the constituent elements, lacks in understanding of how these phenomena arise [Gabbai et al., 
2005]. This lack is becoming crucial in fields such as engineering tha t is dealing with problems of 
increasing complexity. The trend is in designing systems as a multiplicity of agents even when are 
not physically distributed. Holland claimed tha t a collection of dumb agents is often better suited
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than  a single smarter one [Holland, 1999]. As an agent get more specialised and more efficient, its 
flexibility reduces.
The literature does not offer a unique definition of self-organisation and emergence and the 
distinction between them  is indeed quite blurred. A number of authors tried to clarify the differences 
and provide a precise classification, such as Prigogine, identifying emergence in dissipative structure 
[Glansdorff and Prigogine, 1971]. In [Hillis, 1988], the author summarised the notion of emergence 
as “the whole is greater than the sum of the parts”. This idea is resumed in [Wolf and Holvoet, 
2005] where the authors defined a system as self-organising when it shows structures or patterns at 
system’s level without a central or external authority (flocking patterns, snow flakes, so on). The 
concept of emergence is instead attributed to a system’s property tha t arises out of the multiplicity 
of relatively simple interactions and that cannot be reduced as a sum of such interactions (weather, 
life, thought). Self-organisation and emergence are indeed concepts strictly interconnected though 
in some cases they might appear as separate phenomena. In the following, these two terms are 
used without distinctions.
As presented, self-organisation is a desirable characteristic th a t need to  be imported in artificial 
systems tha t cope with high uncertainty and dynamic problems, such as multiple platforms.
D esig n  E m erg en ce
The challenge in designing a self-organising system is tha t there is no systematic way to formulate 
required micro-level behaviours given desired top-level macro behaviours. Nowadays a theory of 
emergence is still far to be achieved. Researchers have been experimenting with several mechanisms 
leading to  emergent phenomenon. The different approaches, as presented in [Serugendo et a l ,  2006], 
can be divided in four categories:
• C o o p e ra tio n , collective behaviour emerges as result of local cooperation and local handling 
of non-cooperative situations. In the AMAS theory [Capera et al., 2003] the agents are able 
to  recognise cooperation failure (NOS). The local handling of NCS aims at increasing the 
adaptability. The difficulty lies in the exhaustive list of all the NCS that might be unfeasible 
for a real system.
R e in fo rcem en t, dynamically modification of the agent behaviour by reinforcement, such as 
reward or punishment. This approach is focused on the adaptability skills of the single agent 
more than  of the whole system.
•  D ire c t in te ra c tio n s , basic principles such as broadcast and localisation coupled with local 
interactions [Mamei et ah, 2005], [Viroli et ah, 2009]. The advantage here is the exactly 
known outcome of the emergent behaviour. However, it is suitable only for a limited number 
of tasks such as spatial pattern  formation, topological agent placement where simple global 
equilibrium states (patterns) can be modelled in linear term.
• In d ire c t  in te ra c tio n s , interactions only with the environment. Stigmergy is the most popu­
lar paradigm that has been successful applied to a number of complex tasks such as emerging 
pattern  formation, coordination and management. This mechanism is robust, effective and
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simple to  implement though, because of the nonlinearities involved, a direct control of the 
system’s behaviour is not possible.
Traditionally, the focus of the AI research has been on increasing the capabilities of one single 
agent while now the key element is the communication mechanism between the agents. Considering 
complex tasks such as planning & scheduling and requirements such as scalability and adaptability, 
stigmergy looks the most promising though, to be applied to  the conservative world of Space 
Operations, it needs to demonstrate reliability and efficiency. A clear methodology for analysing 
and controlling the global behaviour is therefore required.
M e th o d o lo g y  P r in c ip le s
The traditional practices for MAS are not suitable for designing self-organising systems. The 
ADELFE framework [Bernon et al., 2004], [Morandini et al., 2009] offers a number of tools to design 
self-organising systems based on the AMAS theory. A number of works such as [Mataric, 1993] 
and [Parunak, 1997] proposed to  reuse natural interaction mechanisms, simplified in a set of simple 
rules. Parunak advised the use of different patterns for different tasks: the model describing the ant 
foraging can be applied to  path  planning and more in general to optimisation problems. The ant 
brood sorting pattern  can solve clustering problems while wasp differentiation solves task allocations 
problems. Termite nest building inspires self-assembly pattern  while the boids dynamics can be 
described as fiocking pattern  of birds or fishes. The difficulty with this approach is th a t the problems 
often present particularities th a t go beyond the simplified description of the natural models. Several 
researchers tried to extract primitives, basic principles to be used as design patterns for building 
the specific interaction mechanism required [Nagpal, 2004], [Babaoglu et al., 2006], [Gardelli et al.,
2007], [Wolf and Holvoet, 2007]. Some examples are: chemotaxis (gradient field), evaporation, 
aggregation, diffusion (equalisation of concentrations), positive/ negative feedback (autocatalytic 
process), randomness (diversity, fluctuation), etc. Unfortunately, this approach lacks in giving 
guidelines on interactions between these design patterns. For example, the natural ant foraging 
patter could be described as sum of aggregation, evaporation and diffusion but this does not give any 
information of their role in the overall behaviour. In [Parunak and Brueckner, 2004], the authors 
introduced an alternative approach: three macro concepts necessary for having self-organising 
systems:
• C oup ling , the MAS must be strictly coupled with the environment tha t represents the 
domain. The agents therefore have an intrinsic locality.
•  A u to c a ta ly s is , the designer need to  focus on information flows th a t can reproduce positive 
or negative feedback loops.
• F u n c tio n a l v a riab ility , the agents must show behavioural diversity and at the same time 
a selection mechanism to guide and control the overall system.
These principles, though quite general, clearly focus the attention on the key elements. Similarly, 
in [De Wolf and Holvoet, 2007a], [De Wolf and Holvoet, 2007b], the authors use the information 
flows as core of their methodology.
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M e th o d o lo g y  T echniques
In the last years, progresses in computer technologies have given the possibility to test extensively 
the system’s variables by means of simulations. Simulation-based Design is part of the wider field of 
agent-based modelling aiming at describing MAS as dynamical systems. Simulation-based Design 
is gaining lots of attention and the number of tools and methods for MAS simulation is rapidly 
increasing [Uhrmacher, 2002].
The combination of Simulation-based Design with Evolutionary Computation is lately receiving 
lots of interest. The last is a very wide field born in the ‘80s tha t includes optimisation algorithms 
inspired on the evolutionary process of the living creatures. By analogy, a population of solutions 
evolves for a number of generations. During each generation, the best solutions are selected for the 
next generation using a fitness function able to associate a score to each individual. The offspring 
is done applying evolutionary operators such as m utation and crossover. This process has been 
successfully demonstrated in a wide number of applications including design.
In the case of MAS, each individual of the population represents a specific MAS with a specific 
tuning of the MAS parameters. The difficulty here lies in assessing the fitness of each individual. 
Simulating the specific MAS against a set of problems can give a score for selecting the best 
individuals. In [Privosnik, 2009], the author showed how to evolve a MAS of simple reactive agents 
to solve a heap formation task. Pickardt and Branke applied this methodology to real problems 
such as manufacturing environment, where they evolved one specific behaviour represented by 
dispatching rules [Pickardt et al., 2010], and network environment, where they evolved caching 
rules [Branke et al., 2004]. In both the cases, the entire agent behaviour is reduced to one rule that 
can be easily evolved using genetic programming. Concluding, it seems premature to talk about 
design of self-organising system using exclusively evolutionary computation. The last is surely 
adequate for micro-evolution but not yet for macro-evolution that are the more important and 
challenging in order to  achieve self-organisation.
A parallel field dealing with similar issues is Evolutionary Swarm Robotics. Here the robot 
controllers tha t represent the robot behaviour evolve to solve a cooperative task. Interesting works 
are the ones in [Nelson et al., 2004], where the author evolved robot controllers based on artificial 
neural networks in order to solve competitive team games, and in [Trianni et al., 2008], where using 
similar robot controllers the author evolved few behaviours such as synchronisation, coordination 
and obstacle avoidance. This field highlighs the importance of the evolutionary pressure represented 
by the fitness function tha t needs to drive the evolution towards better solutions. An extensive 
survey on robot controllers and fitness functions has been recently presented in [Nelson et al., 2009]. 
At present, in the evolutionary robotic field the trend is to use artificial neural network controllers 
because they deal better with the uncertainty of sensors and actuators. However, this is not valid 
for MAS where the uncertainty is only on the environment.
Concluding, the design process of self-organising systems still lacks of clear guidelines, leaving the 
designers with a wide number of decisions to take. The simulation-based design and its evolutionary 
extension are powerful tools but are still trial and error processes, requiring a high amount of time 
and computational resources.
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C o n tro lled  E m erg en ce
The goal of self-organising systems is not only to organise themselves but to yield structures tha t 
solve engineering problems. The idea of controlling something such as emergence seems nonsense 
and is still in its infancies. However, for engineering applications this is a priority and for space 
Operations a critical issue. Parunak was the first raising the problem and suggesting two possible 
methods: managing the exceptions or shaping the envelope [Parunak, 2003].
Concerning the first, he introduced the idea of a number of agents in charge of control, “watch­
dog” agents [Parunak, 1997]. The Autonomic Computing field, th a t studies applications capable 
of self-management, uses closed-control loops with one component called “manager” tha t monit­
ors resources and keeps the parameters within a desired range [Kephart and Chess, 2003]. The 
Organic Computing field proposes a similar approach with the Observer/Controller architecture. 
This is a classic control architecture with one single agent as controller [Branke et al., 2006]. In 
contraposition is the work of Merkle th a t developed a distributed clustering algorithm with anti 
clustering agents. Depending on some environment parameters, some antagonist agents inhibit the 
self-organising process [Merkle and Middendorf, 2002a].
The m ethod of envelope shaping recalls the approach of modelling the system as nonlinear 
dynamical system and describing its behaviour as chaotic dynamics. This approach could be very 
powerful but difficult to apply to real systems. So far, the only work published in this direction 
regards natural systems such as swarms or ant colonies that can be described as chaotic systems. 
Sole and Bonabeau for instance described the ant foraging behaviour of an number of ant species 
using chaotic mathematical models [Sole et al., 1993], [Bonabeau, 1997].
2 .4 .3  S t ig m e r g y
Though the difficulties in the design and control presented above, we believe stigmergy is the most 
promising approach for this research. The term  stigmergy has been introduced in the 1950’s by the 
French biologist Grasse. It comes from the Greek words “stigma” (sign) and “ergon” (work) indic­
ating how the communication mechanism is based on traces left in the environment [Grasse, I960]. 
This information stored in the environment forms a field tha t supports agent coordination stim ulat­
ing their actions. Such a technique is common in biological distributed decentralised systems such 
as insect colonies where the information assumes usually the shape of pheromones. We can identify 
two major type of stigmergy concerning whether the signs consist of special markers (e.g., pher- 
omone) th a t agents deposit in the environment - this is called marker-based stigmergy - or whether 
agents base their actions on the current state of the solution - sematectonic stigmergy [Parunak 
and Brueckner, 2004].
The most popular in nature of marker-based stigmergy is the ant foraging process. The ants 
looking for food deposit pheromones along the path  and they keep depositing pheromones on 
the way back, once they found food. These pheromones influence the following ants to get the 
same path. However, only the shortest path  will end having the strongest pheromone distribution 
because it is the one requiring the minimum travelling time. Such a simple heuristic allows the 
ants to converge most of the time to the shortest path. This is an autocatalytic phenomenon based
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on positive feedback. It represents indeed a collective spontaneous problem solving strategy.
Sematectonic stigmergy is used by the insect colonies for different purposes. Good examples are 
the brood sorting and the nest building [Parunak, 1997]. In the first case, the ants show the ability 
to cluster different kinds of things, including larvae, eggs, cocoons, and food. These entities need 
to be kept separately. The ants behave stochastically, picking up an object if found far enough 
from similar objects or dropping it if they are passing an area with high concentration of the same 
object. Similar schemata are used for nest building by termites; this time the solution hosted by 
the environment is the nest itself.
In both the cases of marker-based and sematectonic stigmergy, the insect colonies are able to 
achieve impressive results. Looking at applying these concepts to multi agent systems, the marker- 
based stigmergy seems more useful to solve optimisation problems. The agent/ant behaviour can 
be biased by a heuristic aiming at optimizing the global function. The sematectonic stigmergy 
instead models better coordination problems resembling more conventional coordination patterns 
such as the “black board” pattern  where all the agents communicate each other by a shared memory, 
in this case the environment.
Prom the engineering point of view, stigmergy presents a number of attractive benefits:
• S im plic ity , simple reactive agents with limited cognition capabilities.
• S ca lab ility , coordination of large numbers of simple agents without direct communication.
• A d a p ta b ility , the environmental dynamics is at the same time affected by and affecting the 
system due to the explicit use of the environment in the agent interactions.
Thanks to  these advantages, stigmergy has become the core of two parallel research fields: Swarm 
Intelligence and System Ecosystem. The following sections describe the research scope and the 
successfully applications of stigmergy, specially Ant Colony Optimisation [Dorigo and Stützle,
2004], which represents the main focus of this research.
2.5 A nt Colony O ptim isation
The aim of this section is to provide the reader with the basic concepts of the ant colony optimisation 
algorithm. We are not describing the details of the uncountable number of implementations of this 
metaheuristic. We are describing instead the Ant Colony Optimisation (AGO) framework, which 
is shared among its implementations. Moreover, we are focusing on the open challenges relevant 
to our research.
In [Deneubourg et al., 1990], the author demonstrated how the Argentine ant was able to choose 
successfully the shortest between two paths going towards a food source. From there, Dorigo 
already in the early ’90s developed a heuristic inspired on such a model, AGO [Dorigo et al., 1996]. 
Nowadays there is a huge number of AGO heuristics; the general hypothesis is th a t the problem 
can be represented as a graph. After a certain number of iterations, the best path is expected to 
emerge with the strongest pheromone distribution. The following are the fundamental steps:
• 1. P h e ro m o n e  t r a i l  in itia lisa tio n .
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• 2. E x p lo ra tio n  p h ase , each ant decides its path  using a probabilistic rule generally function 
of the pheromone trail and of the local fitness information (transition rule).
•  3. E v a p o ra tio n  phase , a fraction of the pheromone of each path evaporates.
• 4. D e p o s itin g  ph ase , each ant deposits an amount of pheromone, which is generally pro­
portional to the fitness of its solution (update rule).
A key difference of AGO with respect to other optimisation techniques such as SA or G A is that 
AGO builds the solutions incrementally instead than  dealing with the whole solution vector. AGO 
algorithms have been successfully applied to a wide spectrum of theoretical and real problems: 
routing such as the travelling salesman problem (TSP), assignment, subset such as the Knapsack 
problem, scheduling and so on. Concerning the scheduling problems, the most relevant to  the 
application of this research, a wide number of works have modelled these problems as a graph 
where a solution is equal to a path  [Merkle et al., 2000], [Huang, 2001], [Gravel et al., 2002], [Chen 
et al., 2010]. The critic to this approach is tha t it only deals with the optimisation problem when 
in most of the real applications other aspects need to be considered such as the problem dynamic, 
multi-objectives, uncertainty and so on. Usually the same fitness function is difficult to  construct 
and it reflects only part of the users’ requirements. Dynamic and Multi-Objective Optimisations 
(MOO) are indeed open challenges for this field. An interesting example of AS like algorithm 
applied to MOO can be found in [Masi and Vasile, 2014].
The great flexibility of this meta-heuristic rises however a number of issues for the design and 
analysis. Though many are the efforts for a theoretical formalisation [Dorigo and Blum, 2005], 
clear guidelines and tools for an efficient tuning of the system’s parameters are still missing. Usu­
ally the researchers are focused on demonstrating the convergence of their algorithms rather than  
showing a concrete runtime analysis more useful for real applications. The most recent approaches 
for runtime analysis used probabilistic model checking [Duarte et al., 2010] and absorbing Markov 
chains [Huang et al., 2009], [Yang et al., 2010]. The first offers a very precise analysis but only 
on very simple problems making impossible the application on real problems. The second is more 
general and independent from the problem instance but is much more complex from the m ath­
ematical point of view, reducing its applicability. Other researchers applied evolutionary design 
to avoid a mathematical formalisation. Most of them  used this approach only for the system’s 
parameters tuning [Abbattista et al., 1995], [Botee and Bonabeau, 1998]. More interesting is the 
work in [Panait and Luke, 2004] where the authors evolved the ant transition rule using genetic 
programming. However, this approach requires the definition of a vocabulary of basic actions th a t 
reduces the possibilities of evolution.
In the context of stochastic optimisation algorithms, researchers have defined two types of con­
vergence: convergence in value and convergence in solution. The first indicates the capability of an 
algorithm to generate an optimal solution at least once. Convergence in solution instead indicates 
the capability of an algorithm to convergence on a state which allows the generation of the same 
optimal solution. Translating these definitions to the AGO algorithms, when studying convergence 
in value, we are interested in one ant finding the optimal solution while when studying convergence 
in solution we look at the behaviour of whole ant colony [Stützle and Dorigo, 2002].
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From an optimisation point of view, researchers need algorithms able to find the optimal solution 
at least once, convergence in value. However, as pointed out in [Stützle and Dorigo, 2002], conver­
gence in solution is a stronger and more desirable property for an algorithm than convergence in 
value] more importantly, its investigation provides a better understanding of the behaviour of the 
algorithm itself, see also [Dorigo and Blum, 2005]. Results on convergence in solution were first 
showed in [Gutjahr, 2002]. The possibility of convergence in solution is a remarkable advantage of 
the AGO algorithms compared to other metaheuristics because it extends its spectrum of applica­
tions to  other fields such as self-organising multi agent systems. In this context, the main focus is 
on the long-term behaviour on the entire system. We believe tha t research on dynamical systems 
can greatly help in understanding under which conditions the AGO paradigm offers its property of 
convergence in solution, which, from a multi agent perspective is equal to describe and predict the 
long-term behaviour of the system.
2.6 Synthetic E cosystem
A number of works have applied swarm intelligence directly to MAS, developing what Parunak 
and Brückner called Synthetic Ecosystem. The aim is to provide practical engineering solutions 
of industrial strength [Brueckner, 2000]. The synthetic ecosystems approach is not applying the 
actual social animal coordination mechanisms; rather it seeks to capture the underlying logic of the 
biological systems. Brückner showed how to develop a manufacturing system based on pheromone 
field. He represented the industrial machines and workpieces as single agents tha t propagate their 
intentions downstream while resource agents propagate load forecasts upstream.
Similar works are the ones in [Hadeli et al., 2004] and [Valckenaers et al., 2004] where the authors 
developed a self-organising manufacturing system using artificial ants th a t navigate through a 
number of pheromone layers: a feasibility layer tha t informs the order agents about the availability 
of the routes, an exploring layer where the order agents find the best line for their workpieces and 
an intention layer where the order agents communicate their intentions for the following workpieces. 
The agents require no knowledge about the topology or the existence of other agents in the network. 
The signals left in the environment are sufficient information for their local actions. This two-way 
feedback and feedforward protocol provides a self-organising system that continually evolves in 
front of the load and conditions on the line.
De Wolf and Holvoet designed an autom ated guided vehicle transportation system th a t uses mul­
tiple computer guided vehicles (AGV) to move loads in a warehouse [De Wolf and Holvoet, 2007a]. 
Each AGV is an agent infiuenced by the information left in the environment by resource agents 
about resource availability and by routing agents about line congestions. The problem with these 
applications is tha t they are focused only on avoiding conflicts without handling directly optimisa­
tion issues [Verstraete et al., 2008]. Very interesting is the work in [Xiang and Lee, 2008]where the 
authors propose a multi agent system applied to manufacturing environment where the ant colony 
paradigm is used into the agent’s intelligence to solve dynamic scheduling problems. Other inter­
esting works are on unmanned autonomous vehicles (UAVs) [Parunak, 2003]. Recently, the focus 
of military autonomous UAV research has shifted from navigation towards autonomous task distri­
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bution and goal planning. The scenarios include searching over a wide area (reconnaissance) and 
continual surveillance of a particular target or region (situational awareness). UAVs are required 
then to maximise coverage and minimise duplications. Parunak proposed digital pheromones to 
achieve coordination and dynamic role assignments where individual UAVs take on roles th a t are 
matched to their capabilities.
Another application inspired by digital pheromones is in [Tripp and Palmer, 2010b], where the 
authors developed an on board coordination system for a cluster of satellites. They showed how 
sematectonic stigmergy can efficiently reduce the computational and communication overhead and 
the task duplication. In the architecture adopted, the ground segment creates the environment 
broadcasting all the tasks to the spacecraft with some additional high-level aggregated information, 
feedback/feedforward, previously received from the spacecraft. The spacecraft communicates to 
the ground segment the tasks executed, feedback, and the future intentions, feedforward. The 
spacecraft decision process is based on simple on board selection strategies requiring a much lower 
processing power than negotiation protocols and no inter-satellite links. The spacecraft behaviour 
is modelled by a probability distribution over the resource space so tha t a higher probability means 
tha t the spacecraft is more likely to complete tasks with th a t associated resource value. A scheduler 
then is in charge of reordering the tasks, attem pting to satisfy all the constraints. Such a system 
using the broadcast is inherently scalable and resistant to failure, although the major disadvantage 
is the lack of guarantee on task completion or conflicts. In [Li et al., 2010], the author proposed 
a similar system for distributed energy management. Local intelligent agents allow consumers to 
manage their energy requirements using stigmergic communications. The system is asynchronous, 
scalable and robust, realising an efficient autonomous matching of supply and demand.
Recently Parunak and Brueckner formalised the key points of the coordination systems seen 
above in what they called polyagent paradigm. The name polyagent reflects the idea th a t the 
relevant domain entities can be represented by multiple agents with different responsibilities and 
capabilities [Parunak and Brueckner, 2007]. The machines or AG Vs of the manufacturing scenario 
or the UAVs are represented by persistent agents also called “avatar” tha t generates a swarm of 
stigmergic agents, called “ghosts”, tha t explore large search spaces, interacting each other through 
digital pheromone. These ghosts agents are transient as they operate for a specific period or until 
a specific event occurs. In this way, they serve only a particular function requested by the avatar 
th a t generated them. Moreover, the ghosts travel not only in the environment but also in time. In 
forecasting applications, a pheromone field is maintained for each time step. This type of paradigm 
gives the possibility to combine self-organising coordination techniques among swarms with classical 
reasoning approaches optionally supported by the avatar. Alternatively, for a physical distributed 
problem, a second level of self-organisation can coordinate the avatars using the same environment 
and digital pheromone used by the ghost agents. In this way coordination (avatar) and exploration 
(ghost) can effectively operate in synergy.
Parunak and Brueckner claimed that stigmergy is applicable to any problem th a t can be repres­
ented as a topology in which agents are localised. Stigmergy can transfer cognition from the agents 
to the environment. A cognitively rich environment can yield cognitively complex problem such 
as planning. They applied the poly agent paradigm on the Hierarchical Task Network (HTN), a
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formalism to relate tasks to constraints, indicating the order of execution of such tasks [Brueckner 
et ah, 2009], [Parunak et ah, 2010]. HTN is a hierarchical structure used as environment for the 
ghost agents. Similar architecture is the “delegate” system proposed in [Holvoet et al., 2010] where 
macro agents delegate the responsibility of exploration and execution to a swarm of lightweight 
agents, called ant agents.
Concluding, Parunak compared on the same level the AGO paradigm with the polyagent paradigm, 
highlighting a common characteristic: they are constructive paradigms where the agents share ex­
perience by means of pheromones. The main difference he saw is the concept of the avatar as single 
point of contact of the search process. Our opinion is tha t these paradigms belong to different 
scopes: AGO is focused on pure optimisation while polyagent on coordination. In our context, 
these concepts are strictly interconnected, we believe tha t both their experiences need to be com­
bined.
Chapter 3
System  Overview
This chapter presents the autom ated P&S system developed. We start recalling our goals. We 
then describe the EO constellation scenario tha t drives our design. Given the requirements of this 
scenario, we present our multi agent architecture, highlighting the role of the various components 
and how they satisfy the requirements.
As mentioned in Sect. 1 .2  the main objectives of this research are:
• Developing an autom ated P&S system for the imaging campaign of E arth  Observation con­
stellations that could be easily applied to different distributed scenarios.
•  Demonstrating the applicability of self-organising multi agent architectures to the autom ated 
P&S field and proposing a design methodology based on dynamical systems.
3.1 EO C onstellation Scenario
Here we present our main scenario: the imaging campaign planning of an E arth  Observation (EO) 
constellation. To have a tangible example of such a mission we consider the Disaster Monitor 
Constellation, designed and built by a UK company, Surrey Satellite Technology Ltd, SSTL. This 
constellation is currently composed of 6 satellites, flying at about 700 km of altitude, (Beijing- 
1, NigeriaSat-1, UK-DMC-2, Deimos-1, Nigeriasat-NX, Nigeriasat-2) owned by different entities. 
DMC works within the International Charter “Space and Major Disasters” to provide free satellite 
imagery for humanitarian use, in the event of major international disasters. The national civil 
protection authorities of Algeria, China, Nigeria, Turkey and UK are direct authorised users of 
the Charter. This constellation has to deal with a number of requests, quite varied in terms 
of typology and customers. The load exceeds the capabilities of the whole system. We need 
therefore to determine a subset of such imaging opportunities which satisfies all the constraints 
and maximises the constellation’s efficiency. This problem is defined as an imaging campaign P&S 
problem. Figure 3.1 is an example of a one-day satellite’s ground track with its swath width. On 
average one satellite takes 3 days to cover the whole Earth. Some of the targets can be imaged 
only once every 3 days. In the following, the terms plan, schedule or solution are used without 
distinctions.
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Figure 3.1: Map of customers’ targets with a one-day satellite’s ground track.
The user’s requests are asynchronous and global emergency situations may occur. The planning 
system therefore needs to adjust dynamically the solution. The system is foreseen to run centrally 
on the ground segment abstracting from on board processing and communication aspects among the 
satellites. In order to provide an update schedule at any time, the system has to run continuously, 
updating the current schedule with the coming inputs. Lastly the operators need to be able to 
define high-level goals to increase the system flexibility and satisfy the users’ legal agreements.
This scenario can be summarised in the following requirements:
• Efficiency
— Maximise the constellation utilisation /  users’ utilisation agreements.
— Goal based Operations.
• A d aptab ility
— Asynchronous users’ targets /  Emergency Situations.
— Goal redefinition.
— Spacecraft availability.
• Scalability
— Single or multiple satellite constellation.
— Variable planning horizon (1 day to 1 month).
— Variable number of user targets.
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We are not describing the pre-processing phase necessary to go from the mission specific details 
of each spacecraft, such as the instrument operations or the spacecraft manoeuvring model, to 
the set of imaging opportunities. Such a phase is outside the scope of this thesis because we are 
considering agile satellites with negligible slewing and setup time.
3 .1 .1  P r o b le m  E n tit ie s
Given the afore-mentioned high-level description of the EO constellation scenario, we can focus on 
the main entities tha t form this problem:
U ser, the customers of the EO constellation. A user defines the targets to be imaged. Each 
user is associated to an utilisation agreement th a t defines the user’s priority, the number of 
satellites used for the targets specified and the user’s utilisations of these satellites.
•  Im ag in g  O p p o r tu n ity . Given a specific time window, the planning horizon, and a specific 
satellite, each users’ target is associated to a list of imaging opportunities. Each imaging 
opportunity has a complex definition which encompasses the user’s priority, the spacecraft’s 
memory required and a number of technical features used by the operators to assess the 
importance of the task. Moreover, the imaging opportunities are associated to a number of 
temporal and mutually exclusive constraints. For example, normally, only one acquisition 
of the same target is required. More than  one in a short time-frame is a duplication and it 
reduces the overall constellation’s performance.
•  S p acecra ft, the resources of the EO constellation. Each spacecraft has limited resources 
such as on board storage memory and variable availability. Moreover, each spacecraft is 
associated with a number of inter-spacecraft constraints, in order to avoid duplications of the 
same user’s targets.
•  G S P ass. Given a specific time window, the planning horizon, and a set of ground sta­
tions, for each satellite we have a list of ground station downlink opportunities. Similarly to 
the imaging opportunity, a GS pass is defined by a temporal-spatial location. Moreover, is 
associated to the amount of on board memory th a t allows to download to  the ground.
3 .1 .2  P r o b le m  C o n str a in ts
The problem presented above includes a number of constraints th a t find different representations 
in our multi agent architecture. To facilitate the explanation of this mapping, we propose the 
following constraints’ classification:
• T em p o ra l C o n s tra in ts , represent the temporal sequence of imaging opportunities as they 
appear on the satellite’s ground track. These constraints form the backbone of the environ­
ment of our multi agent architecture.
•  R e so u rce  C a p a c ity  C o n s tra in ts , express the resources availability. In the EO scenario 
they represent the on board memory availability which varies during time due to the ground 
station passes and the tasks scheduled.
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•  In tra -R e so u rc e  M u tu a lly  E xclusive  C o n s tra in ts , can be used to model different aspects 
of the imaging campaign such as imaging opportunities associated to the same target and the 
same spacecraft or temporally overlapping opportunities.
•  In te r-R e so u rc e  M u tu a lly  E xclusive  C o n s tra in ts , represent imaging opportunities as­
sociated to the same target but different spacecraft. We handle these constraints by means 
of a coordination mechanism.
•  G oal C o n s tra in ts , represent the high-level goals defined by the operators to satisfy the 
users’ preferences. They affect the way the constellation’s efficiency is calculated and the 
definition of the imaging opportunities. Examples of use of these constraints are in Sect. 8 .1 .
3.2 Problem  R epresentation
Considering a single spacecraft, the problem domain can be modelled as a binary reusable resource, 
the spacecraft camera, strictly dependent on a depletable resource, the spacecraft on board storage 
memory. In the timeline representation, a single spacecraft can be modelled with just one timeline. 
An imaging opportunity is an activity tha t consumes memory while locking on the camera. The 
ground station passes allow downloading data; they can be modelled as activities that produce 
memory. All the consumer tasks compete for the camera timeline and are subjected to resource 
capacity constraints, the on board memory, and temporal constraints. The consumer tasks are 
characterised by the memory needed and the quality which indicates the importance of the specific 
imaging opportunity; this last param eter is the results of a number of goal contributions such as 
customer’s priority, weather forecast, rolling angle and so on. The producer tasks are described 
only by the memory tha t can be downloaded. That being defined, the problem can be seen as an 
assignment problem with resources and temporal constraints. It can be formulated as the following:
subject to
max f { X )  (3.1)
‘>3
where X  is a vector of G {0 , 1 }, i = 1 . . .  n, X{ is an assignment variable that indicates if the 
consumer task i has been performed. Equation (3.1) is a generic objective function tha t needs to 
be maximised, taking into account the tasks selected and their relative qualities. This function 
represents the quality of a schedule. Equations (3.2) represent some of the problem constraints, 
the resource capacity constraints, the on board memory available is indicated by a while the on 
board memory required by the task Xi is indicated by n ,  and the intra-resource mutually exclusive 
constraints.
In the case of a satellite constellation, we consider a set of distinct problems, one for each 
spacecraft, defined as above. This approach reduces enormously the size of the problem, especially
3.3. System Architecture 41
if we consider big constellations. However, we need to consider the constraints th a t model the 
possible duplications of the targets among the satellites.
The EO scenario presented above offers alternative representations. However the one presen­
ted in this section comes directly from the timelines representation usually adopted in real space 
operations. This research therefore considers exclusively this representation.
3.3 System  A rchitecture
The system’s architecture revolves around two fundamental concepts strictly interconnected: co­
ordination and optimisation. The coordination system is inspired by the synthetic ecosystem, seen 
in Sect. 2.6, heterogeneous multi agent architectures where the resource agents achieve coordina­
tion using pheromone fields created by ant agents. Such a mechanism has the potential to satisfy 
the requirements of scalability and adaptability.
Considering the domain of a satellite constellation, a spacecraft can be represented by a persistent 
resource agent, also called avatar, th a t generates swarms of ant agents, also called ghosts [Parunak 
and Brueckner, 2007], th a t explore large search spaces, interacting each other through digital 
pheromone. The ant agents do not represent any problem entity as they are the computational 
units of our architecture.
Traditionally, the topology of the space over which the ant agents explore is a representation of 
the geospatial aspects of the problem domain. In the EO constellation case, this space is the graph 
formed by the satellites’ imaging opportunities and the GS passes with the connections representing 
the temporal and the inter-resource mutually exclusive constraints. Summarising, the system can 
be modelled in 3 main categories of agents: environment, resource and ant agents. Table 3.1 shows 
this classification as well as the mapping between these agents to the problem’s entities while Tab.
3.2 shows the way the problem constraints are implemented into the MAS.
Considering one resource agent, i.e. one spacecraft, this approach reduces to an optimisation 
problem solved by an Ant Colony Optimisation (AGO) metaheuristic [Dorigo and Stützle, 2004]. 
In this case, a colony of artificial ants collaborates in finding a good solution to the planning 
problem. Good solutions are self-organising results, output of the ants’ interactions. During the 
exploration, the ants instead that adapting themselves they modify the environment, depositing 
pheromones. The amount of pheromones deposited is given by an objective function th a t we want 
to maximise. Stigmergy is indeed a way to transfer cognition from the agents to  the environment.
Problem  E ntity Description MAS
User Customers defining the targets -
Imaging Opportunity Opportunities associated to the users’ targets Consumer Task: Env. Agent
GS Pass Ground station downlink opportunities Producer Task: Env. Agent
Spacecraft Binary Depletable Resource Resource Agent
- Solution Explorer Ant Agent
Table 3.1: Representation of the EO constellation problem’s entities into the multi agent architec­
ture.
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Problem  C onstraint D escription MAS
Temporal Temporal sequence of imaging opportunities Edges of the graphs envir­
onment
Resource Capacity Spacecraft on board memory availability Ant logic -
Consumer task’s attributes
Intra-Resource 
Mutually Exclusive
Imaging opportunities of the same target and 
same spacecraft -
Temporally overlapping opportunities
Ant logic -
Consumer task’s attributes
Inter-Resource 
Mutually Exclusive
Imaging opportunities of the same target but 
different spacecraft
Edges connecting the 
resources’ graphs
Goal High-level goals defined by the operators to 
satisfy the users’ preferences
Objective function - 
Consumer task’s attributes
Table 3.2: Representation of the EO constellation problem’s constraints into the multi agent ar­
chitecture.
The ant agents explore continuously the environment keep enforcing the pheromone distribution 
of a particular trail th a t represents the current best solution. Such a solution is always a feasible 
solution because all the constraints not represented in the graph are checked by the ant logic using 
information given by the consumer task’s attributes.
3 .3 .1  E n v iro n m en t D e fin it io n
The problem representation phase is quite critical in the architecture design because it defines the 
environment and as a consequence, how the entities interact. The environment is not a passive 
element; it supports a number of functions associated with the pheromones such as aggregation and 
evaporation. It actually refiects the dynamics of the problem itself increasing drastically the react­
ivity of the system. As said above, we need to transform the problem in a graph-like environment 
th a t the ant agents can explore. The nodes of this graph are: the imaging opportunities, represen­
ted as consumer tasks because they use the resource and GS passes, represented as producer tasks 
because they recharge the resource. The consumer tasks are provided with the information ne­
cessary to implement the constraints defined above: goal constraints (quality attribute), resource 
capacity constraints (memory attribute) and intra-resource mutually exclusive constraints. The 
producer tasks are provided only with the amount of memory they provide. In the following we 
refer to the nodes of the graph simply as tasks.
The edges represent the temporal constraints between the tasks. The result is a directed graph 
where the direction of the edges refiects the real time direction and the order between the tasks 
reflects their position on the globe.
Lastly, the environment supports a pheromone field (scalar field), implementing the typical set 
of functions for the pheromone communication such as aggregation and evaporation. That being 
said, the environment is a one-dimensional space representing the time dimension of the spacecraft 
activity. Incorporating all the temporal constraints in the environment, the graph becomes the 
feasibility space and directly represents the timeline of the camera that, being exclusive, identifies
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the spacecraft activity itself.
There is a number of diflferent ways to represent this problem. Figure 3.2 shows three main types 
of problem representations where the squares indicate the imaging opportunities and the triangles 
the ground station passes. Benefits and drawbacks for each of them  are explained in the following.
a)
b)
c)
□  :Task GS Pass
Figure 3.2: Alternative representations of the environment, a) Fully-connected representation, b) 
Compact representation, c) Binary representation.
F ully-C onnected R epresentation
The traditional approach is building a fully-connected graph in a way th a t the solution could be 
directly represented as a single path  [Dorigo and Stützle, 2004]. Several works have applied this 
paradigm and it seems to perform well in complex cases such as the multiple knapsack problem 
[Leguizamon and Michalewicz, 1999], [Fidanova, 2003], [Iqbal et al., 2010]. However, the scenario 
considered here has a different structure due to the temporal constraints. Extending the planning 
horizon or changing the environment by adding just one task would cause the addition of n - 1  edges. 
The number of edges grows exponentially with the problem dimension. In the context of dynamic 
optimisation therefore, this representation is not the best way to approach the problem.
C om pact R epresentation
This type of graph has the advantage of keeping a compact representation without branching 
exponentially such as in the previous representation. The graph bifurcations can be used to  express 
the intra-resource mutually exclusive constraints. W ith this representation, a solution is given by a 
subset of the path  selected. The ant has to decide whether to perform an imaging opportunity task
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once it arrives on the task itself. The pheromone is deposited on the tasks. This representation 
eases the changes of the graph at runtime but increases the complexity of the algorithm requiring 
a double convergence process: first on a specific path and then on a subset of such a p a th .,
B inary R epresentation
A single binary chain encodes a binary string and a binary string is an equivalent encoding of a 
subset. Finite subset problems therefore can be naturally described by the binary chain graph. 
The binary chain has been adopted in a number of works facing binary problems. Specifically, 
in [Gutjahr, 2006, Gutjahr, 2008], the author applied it to subset problems; other authors developed 
algorithms for the knapsack problem based on this representation [Kong and Tian, 2005, Fernandes 
et ah, 2007, Wei et al., 2010]. Given binary variables, the two possible variable states can be 
represented as distinct edges. In this way a generic node i has only two possible incoming edges 
identified as %0 for =  0 or as i l  for =  1. Each edge has an associated pheromone variable, 
identified by r o^ and th . Given such a graph, a solution of the optimisation problem is represented 
by a path connecting all the edges. In the EO scenario considered the GS passes are not binary 
variables because they are always performed by the spacecraft. In this case, the tasks associated 
are connected only with one edge.
The binary representation solves the issues raised by the compact representation, simplifying 
the convergence process. The higher number of edges introduced grows linearly with the problem 
dimension. This binary chain can be seen as a discrete version of a timeline. Each path of the binary 
chain is a possible timeline solution. This representation is also convenient in the context of dynamic 
problems. It offers the possibility to express problem’s events as minor changes in the graph. The 
adding or removal of one task affects the graph only locally. Finally, the binary representation 
seems appropriate for a theoretical modelling thanks to its simple convergence process and network 
topology. This research therefore considers exclusively this representation.
3 .3 .2  A n t A g e n ts
The algorithm that is behind the behaviour of the ant agents is inspired by the AGO paradigm. 
The ant behaviour needs to be designed in a way tha t collectively optimises the objective function. 
The key point is that the ant, while exploring the graph, selects a move by applying a probabilistic 
decision function, called transition function, which is function of the locally available information: 
pheromone variables and optionally a heuristic value representing a priori information on the prob­
lem instance. The heuristic value is associated to the objective functions that need to be optimised; 
it can represent the cost or the benefit of that particular decision. In our approach, we are not 
using any local heuristic information because it does not seem feasible when using the binary chain 
representation. The ant therefore, in each location, can access to the recent history of the decisions 
of the previous ants represented by the pheromone variables. The pheromone variables are not 
bound to any range and are associated to the edges. In our approach, the ants start exploring 
the environment always from the beginning of the planning windows and have to respect the time 
direction th a t reflects the natural order of the tasks.
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The algorithm, after initialising the pheromone variables to the value Tinit, can be summarised 
in the following main steps:
C o n s tru c tio n  P h ase : In this phase the ants construct the path. One ant at a time navigates 
the environment, i.e. the binary chain. At each time-step, the ant moves from the node where is 
located to the neighbour one. A transition function is used to define the probability th a t the ant 
chooses to move through the edge i j  :
Vij = .— r T : pheromone variable (3.3)
where fp{r) is a generic function with /p (r) > 0  Vr and r^o and th are the pheromone variables 
associated to the edges considered for the next move to the node i, two edges in the binary chain. 
Note that Vij is a probability and satisfies the relation Vio +  V u  =  1.
U p d a te  P h ase : Once the ant reaches the end of the chain, a global pheromone update procedure 
takes place where the ant deposits on all the edges of its path  a pheromone amount A t . This amount 
is derived from the value of the objective function f { X )  on the path  performed by the ant:
(1  — p)Tij(t) +  A r, ant path 
T ü (t+ 1 ) =  <! (3.4)
(1  -  p)Tij{t), other edges
The pheromone on all the edges evaporates at the rate p G (0,1).
The key element of the AGO metaheuristic is the combination of the construction phase with
the update phase where the last increases the probability of some edges to be selected for further
deposit. Thanks to perturbations and to this autocatalytic pheromone process, the colony can 
converge in the long-term to a specific path. This is regarded as a global solution. The theoretical 
model describing this process is presented in Gh. 4 while the specific algorithm developed is 
described in Gh. 5.
This algorithm can solve problems where the constraints are either represented in the graph 
typology or in the objective function. In our case, we want to apply the resource capacity constraints 
and the intra-resource mutually exclusive constraints during the solution construction process. The 
ant agent performs a repairing operator every time its current solution violates some constraints. 
In this way each solution generated by the ant is always a valid solution. Further information on 
the implementation of the repairing operator is given in Sect. 5.1.
3 .3 .3  R eso u r c e  A g e n ts
The previous section showed the mechanisms behind the optimisation capability of our system. 
A further step is necessary to incorporate the coordination mechanism. The goal is to  avoid the 
waste of resources given by planning imaging opportunities associated to the same targets. In the 
context of the EO constellation, this translates in avoiding these duplications among the spacecraft. 
Such coordination needs to be achieved while optimising the objectives of each spacecraft. Taking 
inspiration by the synthetic ecosystems seen in Sect. 2.6, each spacecraft is associated to  an ant
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Figure 3.3: Multiple binary chain representation for multiple spacecraft problems with shared 
targets.
colony in charge of navigating a graph representing the planning problem of tha t spacecraft. These 
graphs are modelled as binary chains as explained above. The consumer tasks shared among the 
satellites, representing possible duplications, are inter-resource mutually exclusive constraints and 
are modelled as intersections among the satellites’ binary chains. In the following, we simply call 
them  shared tasks. Figure 3.3 shows this representation that we call multiple binary chain.
To achieve coordination on the shared tasks, we exploit the pheromone fields generated by the 
ant colonies. We introduce a coupling similar to the one seen in the previous section between 
the construction and the deposit procedure of the ant agents. For each shared task, we add a 
link between the ants’ deposit procedure of one colony and the ants’ decisional process of the 
other colonies sharing th a t task. Basically, when the ant of one spacecraft decides to perform 
a shared task, concurrently with the ants of the other spacecraft, it deposits pheromones on its 
pa th  and also on the edges of the others binary chains intersecting that task. Specifically, the 
ant deposits only on the edges tha t inhibit the others colonies by choosing th a t task. This simple 
mechanism guarantees the coordination among the colonies, i.e., among the satellites, in a highly 
scalable manner. This approach does not have single point of failures; a common limitation of the 
hierarchical coordination systems. Moreover, this mechanism works gracefully with the dynamics 
of the optimisation process. The mathematical analysis of this system is presented in Ch. 6  while 
its implementation and testing is showed in Ch. 7.
Chapter 4
Theoretical Framework for Single 
Binary Chains
“It is not the strongest of the species that survives, nor the most intelligent that survives. I t ’s the 
one that is the most adaptable to change”
by Charles Darwin
In this chapter we present a novel theoretical model describing the long term  behaviour of the 
ACO algorithm described in Sect. 3.3.2. The problem representation considered is the single binary 
chain as defined in Sect. 3.3.1. Ch. 6  extends this model to problem represented as multiple binary 
chains, as defined in Sect. 3.3.3.
As explained in Sect. 2.5, in order to apply the ACO paradigm to self-organising multi agent 
systems, we need to understand and describe the dynamics of the long-term behaviours of the 
ACO algorithm. This translates in studying under which conditions the ACO paradigm offers its 
property of convergence in solution, i.e. the convergence of the whole ant colony, [Stützle and 
Dorigo, 2002]. We are therefore interested in understanding which types of long-term behaviour 
characterise the system. A high number of possible pheromone distributions can be expected and 
a solution of the optimisation problem is one particular case obtained when the system converges 
to one path. The uniform pheromone distribution, when no paths are selected, in physics is called 
symmetry. The key element of the ACO metaheuristic is the combination of the construction 
phase and the update phase. The update increases the probability of some edges to be selected for 
further deposit. Thanks to  perturbations and to this autocatalytic pheromone process, the colony 
can converge to a specific path. This is what we define as emergent behaviour, called in physics 
symmetry breaking] this represents a decision taken by the entire ant colony and we are interested 
in understanding under which conditions this happens.
Research on dynamical systems can help to  describe and predict the long-term behaviour of 
complex systems. In [Sole et ah, 1993, Bonabeau, 1997], the authors have described the ant 
foraging behaviour of a number of ant species using nonlinear differential equation models (ODE). 
In [Nicolis and Deneubourg, 1999, Nicolis and Dussutour, 2011] in particular, the ODE models are 
able to describe the bifurcations and the changes in stability of the real ant colonies [Nicolis and
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Deneubourg, 1999, Nicolis and Dussutour, 2011].
W ith regards to the ACO metaheuristic, the potentials of the ODE modelling has yet to be fully 
explored. Gutjahr showed how to analyse the convergence speed of a number of problem represent­
ations using ODE [Gutjahr, 2006] as well as the computational complexity of a number of variants 
of the GBAS algorithm on problems represented as binary chains [Gutjahr, 2008]. In [Merkle and 
Middendorf, 2002b], the authors showed how ODE can efficiently be used to compare different 
algorithm features which affect the dynamics and the system’s equilibrium points. In [Purkayastha 
and Baras, 2007], in a similar manner, the authors analysed the long-term behaviour identified by 
the equilibrium points of an AGO routing algorithm. These works have successfully demonstrated 
how ODE modelling can answer a number of questions regarding the convergence properties of the 
ACO algorithms; however, their analysis is usually directed to specific algorithms and none have 
performed a complete stability analysis aimed at identifying the conditions of convergence.
To the best of our knowledge, only Meyer studied this area, briefly showing how the system’s 
stability can be affected by a specific param eter characterising the ACO transition function [Meyer, 
2004, Meyer, 2008]. However, this author has not presented a formal demonstration of these results 
and has not been able to generalise them to real problems. As a result, the importance held by this 
param eter in the system’s dynamics has not received enough attention. This section, thanks to a 
formal mathematical analysis, rediscovers some of the key concepts shown by Meyer and generalises 
them to problems of size n  th a t can be modelled as single binary chains.
The chapter is organised as follows. Section 4.1 presents a complete mathematical analysis of 
the simplest case, a problem with 1 node and identifies the changes in stability characterising the 
system. The 1-node problem allows us to introduce the key concepts easily thanks to the graphical 
representations of the phase portrait. Section 4.2 extends the model to 2-node problems, allowing 
the reader to understand how the model and its dynamics change as the number of nodes increases. 
In Sect. 4.3, we extend our argument to the general case with problems of n  nodes while in Sect. 
4.4 we extend our analysis to a dynamic context. Section 4.5 offers an analysis of the impact of 
the main parameters on the system’s dynamics, focusing on the convergence time.
The stability considerations output of the analytical model together with the convergence time 
analysis offer a complete picture of the system’s dynamics tha t is summarised in 4.6. Wherever 
we deem useful we propose confirmations of the mathematical properties described by means of 
numerical integration using the method Runge-Kutta(4,5). The ODE model presented in this work 
cannot describe the phenomena due to the stochastic nature of the system. This concept needs to 
be taken into account if we want to provide meaningful descriptions of real algorithms. We propose 
therefore Monte Carlo simulations to confirm and understand the role of the properties derived 
from the analytical model.
4.1 A nalytical M odel for 1-N ode Problem
In this section we present the analytical model starting with a basic problem size of 1 node. In 
this way, we can easily show the key concepts of the system’s dynamics by taking advantage 
of graphical representations of the phase portrait. Increasing the number of nodes expands the
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system’s dimensionality, making any type of graphical representation extremely challenging and 
not intuitive. The problem considered in this section is shown in Fig. 4.1.
Figure 4.1: Binary chain for the 1-node problem.
The global behaviour of the system can be described using the statistical notion of ensemble, 
an idealisation consisting of a large number of copies of the system considered all at once, each 
of which represents a possible system’s state [Reif, 1965]. This assumption allows us to derive 
deterministic equations from the transition function (3.3) and the update rule (3.4) described in 
Sect. 3.3.2. The following equation describes the system in these terms:
< f ( t  + 1) > =  (1 -  p) <  m  > + A r  (4.1)
where r  — 
Note that t
and t is the time-step. The symbol < r{t) > indicates the ensemble average of r(f).To
Tl
le deposit contribution, the last term  of eq. (4.1), is now described by a deterministic 
expression rather than a probability function, the transition function (3.3). Considering that only 
1 ant explores and updates the environment at the time, the time-step corresponds directly to 
the number of ants used. Eq. (4.1) is equivalent to the associated discrete deterministic process 
(ADDP) described in [Gutjahr, 2006], where the deposit contribution is called expected passage 
fitness. From this equation we can determine how f  changes in time:
< > -  < n<) > =  < n<) >
To pass from a discrete representation to a continuous one, we can perform a similar process 
as the one described in [Gutjahr, 2006] where the so called associated continuous deterministic 
process (ACDP) is derived as the limit of the ADDP as the time-step between f^t+i) &nd -4^  0, 
describing the system in terms of differential equations. A full mathematical explanation can be 
found in [Gutjahr, 2006]. Our continuous model is therefore the following:
^ =  u fo H M n ) (4.oj
= +  Cl T l w ith V i =
where each equation describes the changes in the pheromone variable of each edge in time. The
coefficients c represent the A r  associated with the specific path, in the following we are referencing
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to them  as pheromone update coefficients. These coefficients depend only on the specific paths 
they are related to. As long as the problem does not change, these coefficients do not vary in 
time. In [Gutjahr, 2006, Gutjahr, 2007], the author developed a similar ODE model to describe 
the behaviour of a basic ACO algorithm in solving subset problems represented with 3 different 
type of graphs, the binary chain being one of them. In a later work, [Gutjahr, 2008], he used the 
same model to perform a runtime analysis of two algorithms: Ant System [Dorigo et al., 1996] and 
GBAS [Gutjahr, 2000] applied to binary chains. The model we are describing is more general than 
the one presented by Gutjahr because of our transition function (3.3). As shown in the following, 
our transition function allows one to highlight the influence of a parameter in the system’s stability. 
Moreover we do not perform any time re-scaling to get rid of p as done by Gutjahr. The ensemble 
hypothesis, used to derive eq. (4.1), considers the mean of the ensemble th a t is valid for a high 
number of runs of a real algorithm. This is the main focus of our model; more details on the 
implications of this hypothesis and how to interpret the results of this analysis can be found in 
Sect. 4.5.3.
The analysis below regards the case of two paths evaluated by the objective function of eq.
(3.1) as different in terms of quality. The pheromone updates A r  for the two edges are therefore 
different:
(4.4)
Cl — k - c
where k G [0 , 1] indicating cq as the best path, k  represents the level of asymmetry of the problem 
and gives an indication of the shape of the phase space. The analytical model is therefore the 
following:
=  -p ro  -b cVo
(4.5)
5  =  - p n  +  fccPi
where each equation describes how the pheromone variable of each edge changes in time. Given 
the system (4.5), we are interested in finding the system’s equilibrium points tha t represent the 
long-term behaviour of the system. At the equilibrium points the derivative of tq and t i  must be 
0. This gives the following system of equations:
pro = cVq 
pTi = k c V i
(4.6)
Since Vo F V i  — 1 then
If we multiply the system (4.6) by the denominator of V , fp{ro) -f fp{ri) then:
fp{ro)  +  f p i n )  =  ^
/p(ro) + /p (n )  =  ^ k ^ ^
(4.8)
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system’s dimensionality, making any type of graphical representation extremely challenging and 
not intuitive. The problem considered in this section is shown in Fig. 4.1.
Figure 4.1: Binary chain for the 1-node problem.
The global behaviour of the system can be described using the statistical notion of ensemble, 
an idealisation consisting of a large number of copies of the system considered all at once, each 
of which represents a possible system’s state [Reif, 1965]. This assumption allows us to derive 
deterministic equations from the transition function (3.3) and the update rule (3.4) described in 
Sect. 3.3.2. The following equation describes the system in these terms:
< r ( t  +  1 ) > =  (1 — yo) < r{t) > + A r yp(T(t))
A (T o(^ ))-b  Jp(T i(t))
(4.1)
where r  =  
Note that t
and t is the time-step. The symbol < r{t) > indicates the ensemble average of r(t) .
le deposit contribution, the last term of eq. (4.1), is now described by a deterministic 
expression rather than a probability function, the transition function (3.3). Considering that only 
1 ant explores and updates the environment at the time, the time-step corresponds directly to 
the number of ants used. Eq. (4.1) is equivalent to the associated discrete deterministic process 
(ADDP) described in [Gutjahr, 2006], where the deposit contribution is called expected passage 
fitness. From this equation we can determine how f  changes in time:
<  >  -  <  T(t) > =  - p  <  T(() >  + A T
/p(T(t))
yp(To(t)) -b )p (T l(t))
(4.2)
To pass from a discrete representation to a continuous one, we can perform a similar process 
as the one described in [Gutjahr, 2006] where the so called associated continuous deterministic 
process (ACDP) is derived as the limit of the ADDP as the time-step between &nd -4- 0,
describing the system in terms of differential equations. A full mathematical explanation can be 
found in [Gutjahr, 2006]. Our continuous model is therefore the following:
dro fpi-rp)
(4.3)
where each equation describes the changes in the pheromone variable of each edge in time. The
coefficients c represent the A r  a ssocia ted  with the specific path, in the following we are referencing
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to them  as pheromone update coefficients. These coefficients depend only on the specific paths 
they are related to. As long as the problem does not change, these coefficients do not vary in 
time. In [Gutjahr, 2006, Gutjahr, 2007], the author developed a similar ODE model to describe 
the behaviour of a basic ACO algorithm in solving subset problems represented with 3 different 
type of graphs, the binary chain being one of them. In a later work, [Gutjahr, 2008], he used the 
same model to perform a runtime analysis of two algorithms: Ant System [Dorigo et al., 1996] and 
GBAS [Gutjahr, 2000] applied to binary chains. The model we are describing is more general than 
the one presented by Gutjahr because of our transition function (3.3). As shown in the following, 
our transition function allows one to highlight the influence of a param eter in the system’s stability. 
Moreover we do not perform any time re-scaling to get rid of p as done by Gutjahr. The ensemble 
hypothesis, used to derive eq. (4.1), considers the mean of the ensemble that is valid for a high 
number of runs of a real algorithm. This is the main focus of our model; more details on the 
implications of this hypothesis and how to interpret the results of this analysis can be found in 
Sect. 4.5.3.
The analysis below regards the case of two paths evaluated by the objective function of eq.
(3.1) as different in terms of quality. The pheromone updates A r  for the two edges are therefore 
different:
(4.4)
Ci = k - c
where k G [0 , 1] indicating cq as the best path, k  represents the level of asymmetry of the problem 
and gives an indication of the shape of the phase space. The analytical model is therefore the 
following:
^ =  -p T o -hcV o
(4.5)
_ ^  =  - p n  +  fccPi
where each equation describes how the pheromone variable of each edge changes in time. Given 
the system (4.5), we are interested in finding the system’s equilibrium points th a t represent the 
long-term behaviour of the system. At the equilibrium points the derivative of tq and r i  must be 
0. This gives the following system of equations:
pro =  cVo 
p ri =  k c V i
(4.6)
Since "Po +  'Pi =  1 then
To +  -  (4.7)k p
If we multiply the system (4.6) by the denominator of P , /p(tq) -f fp{T\) then:
/p(ro) +  /p (n )  =  ^ ^
Spijo) +  /p (ri)  =  £ A:
(4.8)
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Hence:
=  (4.9)
To Tl
This last result is not valid if either To =  0 or r i  =  0. Since this translates to  all the pheromone 
being deposited on one path, which represents the required emergent behaviour, we need to impose 
a condition on the generic function fp{r):
/ p ( 0 ) = 0  (4.10)
From this condition, we obtain the following 2 solutions, which are equilibrium points of the system:
A third equilibrium point can be obtained solving the system given by eq. (4.7) and (4.9). So 
far we have used a generic transition function, eq. (3.3), showing that the number of equilibrium 
points, tha t is, long term  behaviour, does not depend on it. On the other side, as shown in the 
following, the system’s stability is strongly affected. To explicitly calculate the third equilibrium 
point, we have to define this transition function fp{r). From now on we define it as follows:
fp{r) =  (4.12)
This is the basic SACO transition function [Dorigo and Stützle, 2001], one of the first ACO al­
gorithms proposed. This algorithm is part of the foundation of most of the modern ACO algorithms. 
The param eter a  can be defined as the pheromone amplification parameter. We use this definition 
because is the most common in the literature and allows our analysis to be very generic and easy 
to extend. Given this definition, eq. (4.9) can be rewritten as:
To =  k'^~^ Tl where  7  =  — (4. 13)
o; — 1
This is the equation of a straight line through the origin th a t intersects the line of eq. (4.7) in the 
following equilibrium point:
S2 4   ^ ( (4.14)
l  +  fcT
This last solution is valid for a  ^  1; differently from S q and S i, it depends on a.
To understand the behaviour of the system at the equilibrium points, a stability analysis is
required. It is not possible to have information about the stability of a nonlinear system in the 
whole space; however using a linearization, we can obtain information regarding these equilibrium 
points. We can see if perturbations around these points grow or decay. W ith this information, we
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can construct the Jacobian m atrix , which corresponds to the first term  of the Taylor expansion:
J  =
'èL Ê tdro dri
A . ÊR..dro dn_
(4.15)
where / ( to, t i) and p (to, t i) are the equations of the system (4.3).
The behaviour of the system at the different equilibrium points is determined by the eigenvalues 
of the Jacobian matrix at those points. Through some calculations, it can be shown that the 
system’s eigenvalues are defined as:
- P
A =
-p + a V o P i  ( -  +  -
To n (To +  T f )2
—p + c a
a—1 (4.16)
Note th a t the first eigenvalue is always negative as p e  [0,1]. This means that is stable. Differently, 
the second eigenvalue shows a change in stability at a  =  1 . Specifically, for a  >  1, the eigenvalues 
on the 3 equilibrium points are:
Aq = -P Ai = -P X2 = - P
_-p. _-P. p{a -  1 )_
(4.17)
Solutions So and both have negative eigenvalues, which means they are stable, that is, they 
act as attractors. Solution S 2 , a t the centre of the solution space, has a positive second eigenvalue 
for a  >  1, it is therefore an unstable point, a saddle point. In the case of a  <  1, the situation 
is inverted, the positive eigenvalue of S 2 becomes negative and is stable. For So and 5 i, it is not 
possible to give a value to their eigenvalues because eq. (4.16) is not defined (it tends to infinity) 
but we can see that is positive, which means they become unstable.
For a  =  l ,  the system presents only the solutions So and Si. For these points the eigenvalues 
are
Ao = -P Ai = - P
—p (1  — k) ~ p (^  ~  i ) .
(4.18)
W ith A: <  1, 5 i is unstable because the second eigenvalue is positive while So is stable because 
both  the eigenvalues are negative. Note tha t the stable one is the best solution.
Figure 4.2 is a bifurcation graph. A bifurcation is defined as a change in stability or position 
of the equilibrium points through the variations of some parameters, in this case a. This diagram 
shows only the dimension tq as the behaviour for r i  is analogous. The continuous line indicates 
stability while the dashed line indicates instability. The transition happens at o: =  1 .
Note th a t the solution S 2 changes as a  varies, it converges to 6 "o at a  =  1 while soon after the 
transition, it departs from Si.
We can extract further information regarding the dynamics on the solution space calculating the 
eigenvectors for each of the solutions. For So and S i, we get a special case, a star node, where every 
vector is an eigenvector with the eigenvalue —p. Differently, for the solution S 2 the eigenvectors
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Figure 4.2: Bifurcation graph for the generic scenario varying a..
a >  1a <  1 a = 1
kc/oj kc/p
kc/2p p(fe +1)
c/2p p(k +  1)
Figure 4.3: Phase portrait for the generic 1-node problem, varying a. 
are the following:
1 1 r 1 1
fo r  X = p{a  -  1 )/o r  A =  -p , H  = - k
(4.19)
Ÿb is the unstable manifold depending on a, and indeed it corresponds to eq. (4.7) which graphically 
can be seen as the line connecting the points S q and 5"i. Va instead is the stable manifold and 
corresponds to the line represented by eq. (4.13).
Figure 4.3 shows the phase portrait, a representation of the solution space containing information 
on the trajectory dynamics. It shows the stability behaviour of the equilibrium points, as well as 
the relative eigenvectors. The shaded circles are stable equilibrium points while the white ones 
are unstable equilibrium points. On the left it represents the solution space as a  goes from 0 to 1 
where the point S 2 converges to Sq. The central picture shows the solution space for a  =  1 with 
the equilibrium points %  and ^ i. All the trajectories go to Sq because is the only attractor. The 
image on the right represents the solution space as a  increases from 1 to 0 0  where point S 2 moves 
from Si to the point
The figure also shows a trapping region, a square that has Sq and Si as its corners. Any trajectory 
starting from inside this region cannot leave it. This means that the pheromone variable is bound
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to the interval [0, ^]. This analysis is in agreement with the update rule, eq. (3.4). If we analyse 
this expression using mathematical series, we observe tha t it converges to 0  when no pheromone is 
deposited or to ^ if pheromones are always deposited. Note that in all the three cases the system 
favours the best solution, S q .  For a  < 1 the only attractor S 2 converges to S q .  For a  =  1, is 
the only attractor. For a  > 1 the basin of attraction - the area of the phase space from where 
any trajectory eventually ends on the attractor - of S q  is always bigger than tha t of 5"i. W ithout 
making any assumptions on the initial conditions, this translates to a higher probability of selecting
We can verify these results calculating, using numerical methods, a set of trajectories in the phase 
space and verifying where the attractors are. Figure 4.4 shows the behaviour of these trajectories 
in the phase space for a  = 0.5, a; =  1 and a  =  1.5. These three regions are the equivalent of the 
three pictures showed in Fig. 4.3. The initial conditions of such trajectories are uniform in the 
phase space and the temporal interval of the integration is [0,100]. From this figure we can also 
have information regarding the trajectories’ velocity. This is showed as a colour map. Note that 
the system appears to be much slower along the unstable manifold for a  =  1 .
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Figure 4.4: Phase portrait for the generic 1-node problem with velocity colour map, varying a  
[0.5,1.5], p = 0.05, c =  0.05, k =  0.75, integration time [0,100].
At this point it is useful to validate these results using an implementation of the ACO algorithm
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described in Sect. 3.3.2. We are interested in checking the stability of the equilibrium points using 
a Monte Carlo simulation approach. We use the point %  =  initial conditions and we
monitor the dynamic along the time of the pheromone variables for a  =  0.5. On the basis of our 
model, in this case this point is stable. Figure 4.5 shows a histogram of the distribution of the 
pheromone level along the time of one run. The time is translated into number of ants. 1 million 
time steps (ants) are used in this case to give a good statistic. Note the perfect Gaussian behaviour 
obtained. Theoretically S 2 is a stable point for a = 0.5 that means tha t any perturbation decays. 
However the system modelled is a stochastic system. Because of the ensemble assumption, the 
results obtained are valid for the mean value that in this case is exactly 8 2 - Moreover if we run 
the system starting from a point around % , the output would be exactly the same, demonstrating 
its stability properties. Finally, we can empirically observe tha t the variance of the Gaussian, 
characterising the size of this diffusion process, is proportional to a  and inversely proportional to 
the evaporation parameter p th a t indeed is responsible for the perturbations decay.
,x10
Figure 4.5: Stability of % , ol =  0.5, runtime =  IM time steps, p =  0.05, c =  0.05.
Regarding the other equilibrium points, 5q and 5i for o; > 1, analogous simulations show an 
asymptotic stability, in their proximity. This is due to the transition function, which defines the 
perturbations. Because of the stochastic nature of the system, when we approach the points S q  or 
Si the probability of choosing the edge 1 or 0 tends to zero. If the system fluctuating gets too close 
to these points very unlikely it will be able to leave in the short-term, even if a  < 1. Theoretically 
the system will leave these unstable points but in this case only in the long-term, t —)■ 0 0 .
The charts in Fig. 4.6 shows the results of different simulations where we verify the system ’s 
long-term behaviour over 500 runs. In this case we set k =  0.66 and we use ^'2 ±  e as initial 
conditions in the first chart (a), 6 1  T e  in the second one (b) and 5q ±  e in the last one (c). Each 
point of the charts is the average of the system’s state at the end of the run over 500 runs. In 
each run the system runs for Ik  time steps (ants). In the first chart, the stability of the point S 2 
changes as a  > 1 . The values of the points Sq  and Si grow because S 2 approaches first S q  and 
then Si. In the second chart, before a  =  1 the system leaves the point S i for going to while 
after a  =  1, is stable. The third chart is very similar to the second one. However we can note 
an important difference: the point S q  gets stable already before a  =  1 . This is due to S 2 th a t gets 
closer and closer to S q  for a  —)■ 1 while for a; =  1 is the only stable point.
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Figure 4.6: System’s long-term behaviour with a  G [0 , 2 ], A: =  0.66, runtime =  Ik time steps, 
p =  0.05, c =  0.05 Initial Conditions: 5 2  ±  e (top), 5 i ±  e (middle), S o ± e  (bottom).
These simulations clearly confirm the analytical model. This analysis gives an explanation in 
terms of dynamics of how the ACO algorithm considered is able to find the best solution. Moreover, 
it gives new insights concerning the risk of premature convergence. For a  > 1 the sub-optimal 
solution Si is stable and its basin of attraction increases with a. Precisely, the ratio between the 
area of this basin of attraction and the entire trapping region of the phase space is given by the 
following relation:
Ai
k(?
2 p2
Atot k &
IC
T
(4.20)
This means th a t the probability of premature convergence, i.e. convergence to Si, follows a trend
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similar to eq. (4.13) which defines the position of
P (^ i)  (X (4.21)
Here we are assuming a direct link between the area of a region of the phase space and the 
probability of convergence in such a region. This is true considering uniform initial conditions on 
the entire phase space. We think tha t this is a correct assumption for ACO algorithms because 
even if the initial conditions are generally known, due to the stochastic nature of the algorithm a 
specific initial condition does not determine a deterministic dynamics. Moreover the ACO initial 
conditions normally used are close to the origin of the phase space, a region shared by all the basins 
of attraction. We can see evidence of prem ature convergence in the chart a) of Fig. 4.6 for a  > 1. 
We can further verify our conclusions on the premature convergence with a Monte Carlo simulation 
performed using different initial conditions. Figure 4.7 show two charts: a) is generated using as 
initial conditions tq =  r i — 0.05 while b) tq = = 0.5 . The first chart shows poor performance
in converging in S q ,  while the second is absolutely better. The reason is prem ature convergence. 
The initial conditions of the first chart are the ones normally used in literature because they are 
generally unbiased. The initial conditions of the second chart correspond to a point in the basin 
of attraction of S q .
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Figure 4.7: Simulation varying the initial conditions, a  G [0,2], k — 0.66, p =  0.05, c =  0.05.
4 .1 .1  S y m m e tr ic  P r o b le m
An interesting case to analyse is when the amount of pheromone deposited is equal on both  the 
edges, which identifies the equivalence of the two paths. We call this the symmetric problem. In
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a>  1a = 1a < l
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Figure 4.8: Phase portrait for the symmetric system of the 1-node problem, k = 1. 
this case k = 1 and the system can be written as:
dro
dt
dri
dt
= -P'TQ +  cPq 
= - p n  + cV i
(4.22)
The system (4.22), at the equilibrium, presents the following solutions:
Ç 0 c
S o  = P
0
5*1 = Ç 5*2 =
2 p
c
-P- l 2 p ]
(4.23)
Note tha t S q  is the same as the previous scenario while 5 i is bound to This reflects the higher 
pheromone update coefficient associated with ri. Interestingly S 2 now does not depend on a  and 
is positioned in the centre of the phase space.
Concerning stability, for a  > 1 and a  < 1 the 3 points present the same eigenvalues as in the 
previous scenario. For a  =  1 instead the system degenerates to the equation:
c =  p{tq -F Ti) (4.24)
that is, the unstable manifold, the line connecting the point Sq and Si- The eigenvalues along this 
line are:
^^P  
0
A = (4.25)
The eigenvalue 0 indicates a system that is neutrally stable at these points.
Figure 4.8 shows the phase portrait for the symmetric case. Analogous to the previous case, we 
present the phase space in the main situations: a  < 1, a  = 1 and a  > 1. Note the phase space for 
a  =  1 where the system is neutrally stable on the line described be eq. (4.24).
We can verify these results calculating, using numerical methods, a set of trajectories in the phase
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space and verifying where the attractors are. Figure 4.9 shows the behaviour of these trajectories 
in the phase space for a = 0.5, a  =  1 and a  =  1.5. Analogous to the generic case, this figure 
offers information regarding the trajectories’ velocity, showed as a colour map. Note the low level 
of velocity of the unstable manifold, eq. (4.24), in the phase space for a  =  1 where the system is 
neutrally stable.
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Figure 4.9: Phase portrait for the symmetric 1-node problem with velocity colour map, varying 
a  : [0.5,1.5], p = 0.05, c =  0.05, A: =  1, integration time [0,100].
Similarly to the analysis done for the generic case, we can use a Monte Carlo simulation approach 
to verify the system’s long-term behaviour. The charts in Fig 4.10 shows the simulations performed 
using 5 2 ± e as initial conditions in the first chart (a) and S i± e  in the second one (b). is identical 
to S'o- Each point of the charts is the average of the system’s state at the end of the run over 500 
runs. For each of them the system runs for Ik time steps (ants). In the first chart, the stability 
of the point S 2 changes as a  becomes bigger than 1 , while the points S q  and grow because the 
system leaves S 2 for going either to Sq  or to S i. In the second chart, before a  =  1 the system
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leaves the point 6 "o for going to while after a  =  1 , 5q is stable.
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Figure 4.10: Stability with a  G [0,2 ], runtime =  Ik  time steps, p =  0.05 starting from %  F e (left) 
and iSi ±  e (right).
At this point, we can translate the analytical solutions to real global behaviour. The solution % 
represents what we called symmetry, a certain distribution of the pheromone. Such a distribution 
can be identified with a specific path however with a larger binary chain it might become extremely 
hard to identify a clear path. Moreover, in case of equally good solutions this distribution would be 
equally distributed. The space field is a the critical scenario tha t requires high-level of reliability, 
therefore we are going to associate paths only to those equilibrium points showing the probability 
distribution similar to a Dirac delta function. This is the case for the solutions S q  and S \  that are 
at the extremes of the solution space. One of the edges has the maximum value for the pheromone 
variable while the other has the minimum. This translates to the decision a: =  0  for Sq  and to 
a: =  1 for 5 i. In the rest of the thesis we regard only to these type of points as the representation 
of the emergent behaviour we are looking for: the convergence to a specific solution.
The analysis presented shows a remarkable phenomenon: the parameter a  strongly affects the 
capability of the algorithm to converge to a path, specifically at the transition a  =  1. This 
phenomenon has been briefly described in [Meyer, 2004, Meyer, 2008], in the context of the Travel 
Salesman Problem (TSF) problem. However, the author has not presented a formal demonstration 
of these results and has not been able to generalise them to problems of bigger size because he 
noticed tha t increasing the size of the network, the bifurcation point was not happening always at 
a  — 1. The following sections extend this analysis first to 2-node problems and then to n-node 
problems. We show that, thanks to the binary chain representation, the previous analysis can be 
generalised and, in particular, th a t the bifurcation point is constant at a  =  1 .
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4.2 A nalytical M odel for th e  2-N ode Problem
To help the reader to understand how the system’s dynamics is affected by the problem dimension, 
this section considers a 2-node problem, shown in Fig. 4.11. Similarly to Sect. 4.1, for the 1-node 
problem, here we aim at identifying the equilibrium points of the 2-node system. For the sake of 
brevity, the stability of the system is not going to be addressed in this section. Section 4.3 presents 
directly the stability for the generalised n-node problem.
•-Al
Figure 4.11: Binary chain for the 2-node problem.
The analytical model for the 2-node system is formed by 4 equations, two for each node of the 
graph:
drAo
dt
dTAi
dt
drso
dt
drsi
dt
=  —p T A O +  Coo V aO  V b O  +  Coi V a o  V b i  
=  - p T A l  +  CIO F a i  P b Q  +  C ll  V a i  T b i  
=  -P '^ B Q - \ -  Coo F a q  P b O  +  ClO P a i  P b o  
=  - p T B i  +  c o i V a o  V b i  +  c n  V a i  V b i
(4.26)
Note that the transition probability terms are influenced by both the nodes. The indexes of the 
pheromone update coefficients indicate their corresponding paths, for example, coo is the deposit 
for the path formed by the edge 0 of the node A and by the edge 0 of the node B.
At the equilibrium, the system can be rewritten as:
p T A o  =  V a o  (co o  V b o  +  c o i V b i )  
p T A i  =  V a i  ( c io  V b o  +  c n  V b i )  
p T B o  =  V b o  (co o  V a o  +  c io  V a i )  
p T B i  =  V b i  ( c o i V a o  +  c n  V a i )
(4.27)
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Since V ao +  V ai = 1 and Vbo +  V b i  = 1 then:
TAO + T41
Coo Vbo +  coi V b i  cio V bo +  cn  V bi
tbo , tb i~r =  1
(4.28)
, Coo V ao +  cio V a i  coi V ao +  c n  V a i  .
Starting from the first 2  equations of the system (4.27), associated with the node A, since 
V ao = then:' 4n^' 41
P M o  +  TAi) =  TAO^  (cooV bo +  coi V b i )
 ^ P ijAo +  TAi) =  (cio V bo +  c n  V b i )
Subtracting each other, we obtain:
cio V bo F e w  V b i
(4.29)
TAO — TAl '^ A\   ^ Let mA = Coo V bo +  coi Vb i 7
a  
a  — 1
(4.30)
This is a straight line through the origin in the {t a o -, T a i )  plane. Substituting the definition of 
TRA in eq. (4.28), we obtain:
TAO + TAi
Coo % o +  Coi (cooT^bo +  coiT^si) p
Coo V bo +  coi V b i  1
TAO = ---------------------------------------- TAl
P ruA
(4.31)
(4.32)
This is a  straight line of slope —^  in the (r^o> T4 i) plane and is valid when both the T ^  0. The 
intersection of these two lines is a unique point in this plane, but it depends on its location in the 
( t b o ,  t b i ) plane through V b o  and V b i - 
Similarly, for the node B:
tbo =
Coo Vao T cio “Pai 1
tub
tb i
(4.33)
Tgo =  TBi 'T> Let trb —
coi Vao +  cn  P ai 
Coo Vao +  cio P ai
Imposing one of the r  =  0 for each couple of equations gives directly 4 equilibrium points, one 
for each combination:
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‘S'oo : <
T 4 0 = T TAO =  0 Tao — 0
TAI =  0 TAI =  0 TA1 =  ^ TAI =  ^
50 1  : < 5io : < 5 ii : <
TBO =  ^ t b o  = 0 t b o  =  ^ Tbo  =  0
Tb i  =  0 T g i =  ^ TBI =  0 ^ r B i  = ^
(4,34)
These solutions share the same characteristics of the points 6"o and S i, presented in Sect. 4.1. They 
lie on the corners of the phase space.
If we impose =  0 for only one couple of equations, the other couple of equations can be 
simplified; e.g., for tao =  0, the system can be rewritten as:
drso
dt
drBi
dt
=  -pTBo  +  Cio V bo
=  -P T B l +  C llPj51
(4.35)
This system is the same as the model for the 1-node problem, eq. (4.5) which has an equilibrium 
point lying on the side connecting two of the vertices solutions presented above, eq. (6.54); in this 
case it lies on the side between S u  and 5io- This point behaves as the point S 2 shown in Sect. 4.1. 
Imposing the condition r  =  0 alternatively for all the r  gives the following 4 equilibrium points:
S20 : <
Coo
t a o  =  —
V Cnn /
t a i  =
p i  +
CQO (% )
P i +
T B O  =
tb i =  0
Tao —
TAI =
COI
Ç01
TBO =  0
Tb i
COI
(4.36)
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Sq2
t a o
TAI =  0
5 i 2 : <
Coo
Tbo =  —
fÇQ1^ 7 
''COO^
t b i
Coo
'Coo ■ 
(ÇÛL)
\coo/
TAO =  0
CIO ( § ^ )  +
TAI —
TBO =
ClO
(4.37)
/ÇU.17Vcio^ '
TBI =
p 1 +  0 ^
CIO ( to)
P i  +  (i}J)"
Finally, imposing tha t all the r  ^  0 ,w e  are interested in finding the point given by the intercep­
tions of the four lines described by equations (4.32) and (4.33):
Coo V bo +  coi P ^ i  = coo T go +  COI T ^ l^BO +  Tgi
Given tbo = T B i from eq. (4.33), the previous relation can be rewritten as:
(4.38)
Coo V b o  +  c o i V b i  =
c o i +  Coo B ig
1 +  TMg
(4.39)
substituting this last relation and eq. (4.30) in eq. (4.32), we obtain:
c o i +  Coo m :
Similarly for t b o -
TAO
t b o  =
(1 -F m ^) (1 +  m]^)
ClO +  coo M m i
(4.40)
(4.41)
P (1 +  ^ g )  (1 +  M )
Once the slopes mA  and m g are determined, we can determine a unique location for the equi­
librium point given by the interception of these lines. This point behaves as the point S 2 shown in 
Sect. 4.1 and the same is valid for the points shown in the eq. (4.36) and (4.37).
Concluding, Fig. 4.12 shows the phase portrait for a 2-node problem. The shaded circles 
are stable equilibrium points while the white ones are unstable equilibrium points. This is a 
useful representation to understand how the system extends as the number of nodes increase. In 
this case the ODE system is formed by 4 equations describing the dynamics of the 4 dimensions 
(t a o 5T A I5 Tb o j Tb i )- This means there are now 9 equilibrium points and they can be projected on a 
single plane, which is easily represented on a 2-D image. The equilibrium points are represented by 
Sij where i indicates the edge A i while j  the edge B j.  In this way, we have a compact representation 
indicating the path  associated to a specific solution. For the sake of clarity, in this representation 
the phase space is a square. This simplification occurs when all the pheromone update coefficients 
are equal. W hen this is not the case, the phase space is subject to a deformation but all the 
properties shown here are conserved.
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a < lBO
p - ^ — - - ^ 9
a > 1BO
Tao
Figure 4.12: Phase portrait for a symmetric 2-node system, varying a.
A realistic representation of the phase portrait can be produced by calculating, using numerical 
integration, a set of trajectories with uniform set of initial conditions. Figure 4.13 shows this set of 
trajectories for a generic 2-nodes problem for a  < 1 and for a  > 1. For graphical purposes we are 
representing only 3 dimensions. The dimension tb i  does not add any im portant information as is 
a mirror image of tbo- This is a generic problem with the vertex 5'oo having the highest pheromone 
update coefficient. For a  < 1 the only stable point is S 22 that is lying on the plane of the solutions. 
For a  > 1 instead the vertices become stable.
Concerning the point at the centre of the plane, we consider the relation between t t i a  and i t i b - 
From eq. (4.33), given the eq. tbo =  can be rewritten as:
ruA
CIO Tbo +  Cll ^  CIO -t- cn  
CQG TgQ 4- Cqi T g2 CqO TUg - f  Cqi
(4.42)
that can be written also as:
Similarly starting from m#:
that can be written also as:
m g
m
C ll — Cqi m A
CQO + ClO
Cqi + C ll
CQO + ClO
C ll -  ClO TUg
CQO m g + Coi
(4.43)
(4.44)
(4.45)
Equations (4.43) and (4.45) tell us that for a given m g there is a unique and vice versa. 
Hence, there is a unique solution to these equations for the equilibrium. Moreover, plotting these
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Figure 4.13; Phase portrait of a generic 2-node system, varying a , obtained by means of numerical 
integration, cqo =  c, c io  = ck, cqi — c k ,c u  = ck^c = 0.05, p =  0.05, k =  0.8.
equations clearly shows that and mjg can assume only values in the following range:
ruA E
ClO Cll' ruB G coi Cll
.Coo Coi. .Coo CIO.
(4.46)
if çia <  211 < £11 otherwise vice versa. is the ratio of the deposit on the node A given
CQO COI c o o  CIO  C oo ^
the edge BO, while ^  is the ratio of the deposit on the node A given the edge B l .  Similarly for 
the ratio regarding rriB-
To find the solution for the point at the centre of the plane, we have to solve iteratively equations 
(4.43) and (4.45). Once found it, substituting it back gives the location of the equilibrium point.
4 .2 .1  F ix e d  R a tio  C o n d itio n
The generic solution seen in Sect. 4.2 suggests that an important simplification occurs if the ratio 
of the deposits for each node is independent of the other nodes. This can be obtained imposing 
the following fixed ratio conditions:
ClO C ll  , CQI C ll ,
Cqo Coi cqq ciq
(4.47)
4-2. Analytical Model for the 2-Node Problem 67
where kA is the ratio of the deposit on the node A and &gis the ratio of the deposit on node B. 
This condition means th a t now kA does not depend on node B and viceversa kB does not depend 
on node A. This is a strong hypothesis on the structure of the pheromone update coefficients th a t 
has an impact on the design of the objective function defining such coefficients. On the other side, 
it has a physical meaning which justifies its application. This condition forces a generic node to 
have the ratio of pheromone update coefficients of its edges always constant, independently of the 
decisions on the other nodes. This ratio therefore can be considered an intrinsic property of th a t 
node.
The aim of this section is to explore the analytical implications of such a condition. In this case, 
the system (4.26) can be rewritten as:
dr AO 
dt
dTAi
dt
drBo
dt
dTBl
dt
= -pTAo  +  cT ao {Tbo +  ^ b T b i )
= -p T A l  +  ckA V A l ifPsO +  kB V B l) 
=  - p T B o  +  c V b o  { V a o  +  k A  V a i )
=  - p T B i  +  V b i  { V ao  +  k A  V a i )
where c =  cq o  •
In this case, the intervals for tua and trb collapse to one point:
(4.48)
TUyl =  kA tub = kB (4.49)
This means th a t these slopes are constant and we can express a unique solution for the equilibrium 
point given by the intersections of the equations described above. The same result of eq. (4.49) 
can be obtained repeating the same procedure seen in Sect. 4.2 starting from the system (4.27) 
and deriving all the equations th a t describe the lines to be intersected; this time using the fixed 
ratio conditions defined in eq. (4.47). In both the cases, we can derive the following equations for 
node A:
TAO =  TAI k \  ^
Cqo k B  +  k T
(4.50)
TAI
kA
as well as for node B:
Tbo =  tb i k'^ B ^
TBO =
Coo kA +  k \
(4.51)
TBI
kBP k A
Solving these equations gives the position of the equilibrium point:
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TAO
tai
Coo
p
Coo
p
1 +  /cj 
kA
kB +  k^
1 +  /cj 
kB +  k ^
Coo
T g o  =  -----
p
! +  V  i  +  kg )  p Vi +  ^ b 7 V i  +  ^a
As seen here, the fixed ratio conditions imposed on the pheromone update coefficients allow to 
derive an analytical expression for the equilibrium point in the centre of the plane. Furthermore, 
these conditions allow important simplifications in the calculation of the eigenvalues of the Jacobian 
matrix, necessary to verify the stability of the equilibrium points. Section 4.3.3 presents a complete 
stability analysis for the generalised n-node problem with the fixed ratio condition imposed on the 
pheromone update coefficients.
Cqo
P
1-f /c J  
kB
T T i ^
kA +
T + T " (4.52)
4.3 A nalytical M odel G eneralised to  th e  n -N od e Problem
This section presents the extension of the model introduced in Sect. 4.1 to problems with n nodes. 
First, we show the simplified symmetric model to give an overview of the number and type of 
equilibrium points given by the n-node problem. Then we handle the generic case; however, it is not 
possible to analytically derive all the solutions in the same way as presented for the 1-node problem. 
We conclude this section showing the mathematical implications of the fixed ratio condition when 
imposed on the pheromone update coefficients. Such a condition allows one to analytically derive 
all the solutions of the n-node problem, offering a complete analytical description.
"no
Figure 4.14: Binary chain for the n-node problem.
Extending the model to examine binary chains of size n. Fig. 4.14, results in the addition of two 
equations for each new node; one describing the pheromone dynamics at the edges connecting the 
new node, while the second extends the update pheromone term  to include this new possibility. The 
pheromone update terms are influenced by all the nodes of the chain because we are considering a 
global update procedure (see eq. 3.4). The ODE system is therefore formed by n  pairs of equations; 
for the generic node i this pair is defined as:
P air i
driQ
dt =  - p p o  +  T>iO
^ ^ - p r a  + V n
(4.53)
where Du describes the amount of pheromone deposited. The structure of this term  is rather
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complex; considering the equation for rjo, Pio can be expressed as:
V>io =  ^  c-o S[q S[q =  Pio Vk
r E R i o  k G H , k j ^ i O , i l
(4.54)
where Rio is the finite countable set of all the possible solution paths containing the edge %0. The 
size of this set is 2”“ ,^ is the pheromone update coefficient for a specific path  r, and «% indicates 
the transition probability for such a path. H  is the finite countable set of all the possible edges 
forming a path, its size is 2n, and Vio is the generic transition probability:
(4.55)
We start with analysing the simplified model in which all the pheromone update coefficients are 
the same, tha t is, the symmetric system.
4 .3 .1  S y m m e tr ic  P r o b le m
In this scenario we indicate the pheromone update coefficients with c. The system can be written 
as n  pairs of equations:
P air i : reRio
=  - P T I  +  C ^  S h
dt
drn
dt
w ith  c^ = c Vr (4.56)
reRii
The term  «Sfg reduces now to the sum of the products of the probabilities. Considering th a t
rERio
ViO +  Pil =  1 for any node i, it can be simplified to:
r E R io
th a t gives the following system:
E  % = %  n  ( T o + T i ) = T o (4.57)
P air i
dTjO
dt — PTo A  cPio (4.58)
This is exactly the same system described in Sect. 4.1 for the symmetric 1-node problem. This 
means tha t each pair of variables To and th are independent of the other variables. All the 
dynamics described in the previous section are therefore valid; however they need to be pictured
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on a 2n-dimensional space. For the 1-node problem, as shown in Fig. 4.8, the solution space is 
in 2 dimensions but all the equilibrium points lie on the same line, the unstable manifold; they 
can be represented therefore with 1 dimension. Similarly, in the 2-node problem the equilibrium 
points lie on a plane (see Sect. 4.2). In the n-node problem all the equilibrium points are part of 
a n-cube inside a 2n-dimensional space. These equilibrium points can be grouped in the following 
2 categories:
1. 2” vertices of the n-cube
2. 3" — 2” mid points
The points of the first category share the characteristics of So and S i of the 1-node problem. 
They represent paths in the chains, possible solutions to the optimization problem. Similarly, 
their behaviour is influenced by the parameter a; they are stable points for a  > 1 while they are 
unstable points for a  <  1. These equilibrium points correspond to the solutions of the hyper-cube 
framework [Blum and Dorigo, 2004], as they lie on the vertices of the solution space, represented 
by the hyper-cube. However, the hypercube framework does not consider the second categories of 
equilibrium points, the mid points, which play a key role in the system’s dynamics even though they 
do not correspond to specific paths. This second category of points share the same characteristic of 
the point S 2 of the 1-node problem. For a  > 1, they are saddle points which means they are stable 
along some directions but unstable along others, while they are stable points for a  <  1. Moreover 
their positions depends on the ratio of the pheromone update coefficients of their close vertices. 
For the 1-node problem we indicated this ratio with k. Note tha t in the symmetric system they 
are fixed points because in this case k = 1 .
4 .3 .2  G en er ic  P r o b le m
W hen relating the differences between both the simplification of the symmetric system and the gen­
eric system for the 1-node problem to the n-node problem, a deformation of the n-cube containing 
all the equilibrium points is expected. Such a deformation depends only on the pheromone update 
coefficients, which influence the position of the vertices of the n-cube. Moreover, we expect the 
same quantity and type of equilibrium points but for the position of the mid points to be influenced 
by the param eter a.
The symmetric system showed to be extremely simple from a mathematical point of view. How­
ever, in the generic system the deposit term cannot be simplified as previously; only the transition 
probability can be extracted from it:
P air i :
= - p n o  +  VioCiO 
= - p m  +  Vii Cn
with T>ii = Vii C ii,le  {0,1} (4.59)
where:
C i O =  E  <0 n  %  (4 .6 0 )
r E R i o  k E H , k ^ i O , i l
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The term  Qo indicates the series of pheromone contributions from all the possible paths containing 
the edge iO. R iq is the finite countable set of all the possible solution paths containing the edge iO, 
c\q is the pheromone update coefficient for a specific path  r, while H  is the finite countable set of 
all the possible edges forming a path. The term Cfo does not depend on tiq and rn  but cannot be 
further simplified and, to the best of our knowledge, the generic ODE system cannot be reduced to 
the 1-node ODE system, as shown for the symmetric system. In this section therefore we restrict 
our mathematical analysis to demonstrate only the key elements of the model.
The first thing to derive is the equation defining the hypercube containing all the equilibrium 
points. For the 1-node system, equation (4.7) describes the line on which the equilibrium points 
lie. Similarly for the n-node system, considering the general ODE system (4.53) at the equilibrium, 
we can add the two equations of each pair, obtaining:
-  p T io -  p Til +  T>io + T>ii = 0 (4.61)
The quantity V io + V n  encapsulates the pheromone updates of all the possible paths, because each 
of these two members contains half of the pheromone updates of all the possible paths:
T o  +  =  E  < 0  <S|o +  E  =  E  '=’■ ^  (4.62)
r e R i o  r e R i i  r e R
where i? is a finite countable set of all the possible solution paths, the size of this set is 2". This 
sum is defined by each specific problem and equal for each pair of equations; we identify it with V . 
Hence:
V
Too +  Toi =  Tio +  Til =  . . . =  T„o +  T„i =  — (4.63)
The equilibrium points that are vertices of the n-cube can be defined as follows:
D efin itio n  1. A vertex is a point having one of the pheromone variables of each pair equal to 
0 while the other all equal to the same value, c^. Each vertex is therefore associated to a specific 
solution path r, for example:
Nodco : I  ^ . . .  Nodcn : |   ^ (4.64)
[ Toi =  0 [ T„l =  0
where is the pheromone update coefficient for the path r  corresponding to this vertex, formed 
by the edge 00, nO and so on. Note tha t no point can have both the pheromone variables of the 
same pair equal to 0 because the system is not defined at those points.
Given this definition, we can state the following theorem;
T h e o re m  1. All the vertices of the n-cube, that is, all the solution paths, are equilibrium points of 
the general n-node ODE system.
Proof. For any vertex v^, given any pair of pheromone variable, one of these variables is 0. This
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allows the simplification of the transition probability; for example, for the node n:
NodCn ^  I  T o  =  1 (4.65)
Til — 0
Vice versa, if Tno =  0 then VnQ = 0 and Vni = 1- Consequently, the deposit term  can be simplified 
as well. The n-node ODE system for the pheromone variable pair n  can be rewritten as:
dTnO  ________  ,
7, — PTiO T  c
(4.66)
dTfii
, I T  ~
where c’’ is what is left of C„q. Each term  of C„o? eq. (4.60), is the product of the pheromone update 
and the transition probabilities associated to a specific path. All those terms cancel out except one 
path, which represents the vertex considered, c^ is therefore the pheromone update associated to 
this path  r. Substituting the value of the pheromone variables in the systems at the equilibrium 
gives the tautology 0 =  0. This proves the theorem, qed. □
Regarding the equilibrium points defined as mid points, we could group them into categories 
depending on their geometry on the n-cube. The first category of mid points to consider is the 
ones lying on the sides connecting the vertices. Given two vertices sharing the same side, Fq and 
E l,  those equilibrium points will represent paths tha t differ only in one edge, n:
( r  =  £f2.
E o,N ode„ -.l '> E i,N o d e„ :  e, (4.67)
( T„l =  0
We can find the position of the mid point between them repeating the same procedure shown in 
the proof of theorem 1 but without imposing any conditions on the variables Tno and r^i. For those 
pheromone variables the general ODE system can be rewritten as:
% “ = - p r „ o  +  c'=op„o
This system is equivalent to the generic 1-node system (see eq. 4.5) where c^° and are the 
pheromone update coefficients. It can be easily shown that this system produces 3 solutions: the 
2 vertices and a mid point:
TnO =  ^  ( t^ )'nO —
Til — 0
TnO =  0
where kn =  ^  • The same process can be repeated for all the sides of the n-cube giving n 2”  ^ mid 
points lying on the sides. However, this is only one category of mid points. The second category
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is identified by the mid points lying on the planes of the n-cube. The same procedure used on the 
mid points lying on the sides can be repeated, while considering the four vertices sharing the same 
plane; their relative paths will differ in two edges. These mid points are 2”“ ^. The same
idea can be iterated for the mid points lying on surfaces defined by three variable pairs, 3-cubes 
of the n-cube and so on. The number of mid points for each category is given by the following 
equation:
”  ^ n \
E t - (4.70)
r= l
where r is the space dimension of the surface where the mid point lies, e.g., for the mid point on 
the sides r  =  1, for the ones on the planes r  = 2 and so on. For a generic mid point we can state 
the following theorem:
T h e o re m  2. Given a generic mid point and the surface s where it lies, the coordinates o f this 
mid point along any pheromone variable pair i defining the surface s are given by the following 
equations:
P a ir i :
To P Vl+m7
Ti
TYti —
p \  1+m]
Cji
Cio 7
a
a  — 1
(4.71)
Proof. Given the system of eq. (4.59), each pair of equations i, a t the equilibrium, can be rewritten 
as:
P a ir i : <
th a t gives the following equation:
Vio ^
P — —  wo
To
P = ^ C a
Tl
(4.72)
(4.73)
Simplifying the denominators, we can obtain r o^ as a function of th , as shown by the theorem (2):
'V—1 Cn
To =  Tl m! mi =  —
Cio 7 =
a
a  — 1
(4.74)
The second relation can be obtained with the following procedure: given the system (4.59), each 
pair of equation i, at the equilibrium, can be rewritten as:
P a ir i : <
that gives the following equation:
CiO 
I w i
(4.75)
CiQ Cil
(4.76)
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as Vio + Vii = 1. Dividing everything by p and multiplying by Cio, we can rewrite this equation as:
(4.77)
substituting Tio with eq. (4.74) gives the value for th , as shown by the theorem (2), qed. □
, m  Cio
T o  H =  —rui p
The terms Cn and Ciq depend only on the other variables of the system. The system can 
therefore be simplified and the process can be repeated. However, it is not possible to derive a 
direct equation for any type of mid points dependent only on the pheromone update coefficients 
without any assumptions on those coefficients. Nevertheless, the equations (4.71) present what we 
described as a key property of the mid points: the influence of a  on their position. As o; —> 1, 
if TTii > 1 the mid point moves toward the vertex with r^o =  0 whereas if < 1 the mid point 
moves toward the vertex with rn  = 0. This trend is the root of the phenomenon of premature 
convergence as it determines the size of the basins of attraction of the vertices, eq. (4.20).
The last concept to generalise is the stability of the equilibrium points. The behaviour of the 
system at its equilibrium points is determined by the eigenvalues of its Jacobian m atrix at those 
points. The Jacobian m atrix is now a 2n x 2n matrix:
J  =
d r io d m
d f i o
d T n O
d f i o
d T n l
| £ n
9rio ••'■ d T n O
d f n
d T n l
d f n O
d r i o
d f n O
d m
d f n O
d T n O
# 0 .
d T n l
d r i o t r  • d T n O
d f n l
d T n l
(4.78)
where fu  is the equation ^  of the system (4.59). These partial derivative terms show a particular 
structure; four types of terms can be identified for the generic node i:
•  the equation is differentiated with respect to r o^ In this case, as the term Qo does 
not depend on Tjo, it can be shown that:
dfio , ViQ V n  n=  - p  +  oi —  Wo (4.79)
^TO To
%  =  % ( ! - To)  where (1 -  T o) =  T i -
0 ^ ,  the equation is differentiated with respect to Ta, the pheromone variable of the 
other edge of the same pair. Analogous to the previous case:
dfio Vio Vn
= -OL----------Wo
^T l Tl
(4.80)
In the case of we have the mirror of this result, with r o^ as denominator and Cn instead 
than  Cio
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1 ^ ,  the equation is differentiated with respect to a generic tjo with j  ^  i. The main 
difference in this case is due to the term  Qo th a t depends on tjq.
= a T o ^ ^ ( T o , ; 0 - C . - o , i ) (4.81)
ÔTj O TjO
where Qojo identifies the contribution of all the paths containing the edges iO and jO.
1 ^ ,  the equation is differentiated with respect to a generic tji with j  ^  i. Analogous 
to the previous case:
fifr. 'Dr.'D:
tT82)=  - a V i o  (Ciojo -  CiOji)d n
In the following, we analyse the value of these terms at the equilibrium points.
T h e o rem  3. All the vertices of the n-cube, that is, all the solution paths, are stable points for  
a >  1
Proof. Given a generic vertex defined as follows:
Nodeo : /  ^
I Toi =  0
Node„ : I
I Til — 0
(4.83)
where c^ indicates the pheromone update coefficient for the generic path r.
For CK >  1 the partial derivative terms presented previously can be simplified and the Jacobian 
m atrix at any vertex can be written as:
J  =
— p  0
0  — p
0 0
0 0
. 0 0
. 0 0
. — p  0
0 — p
(4.84)
which easily gives all the eigenvalues:
(4.85)
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This vector of eigenvalues confirms tha t the generic vertex considered is a stable point for o; > 1. 
Moreover, the same result can be obtained starting from any vertex of the n-cube, as this proof is 
not dependent on the specific pheromone update coefficient, e.g. co..o- qed. □
T h e o re m  4. For o; =  1 the system is driven towards a local optimum solution.
Proof. For a  =  1, the Jacobian m atrix at this vertex can be simplified. Such a m atrix is a 2n x 2n 
matrix, a pair of columns and a pair of rows for each node. As seen above, its terms, the partial 
derivatives, present a structure tha t allows us to write them in a concise form. Substituting o  =  1 
in the equations (4.79)-(4.82), for each node we have:
EdgeiO :
d f i o
dno
dfio
drn
d f io
drjo
d f io
dTji
JZiL Cio^  (üô+nïF
(TiO+Til) Jjjô+Tjï)^ To,jl)
(Tj.+Tj.F -  CiOji)
(4.86)
Edge i l  :
d f n
dno
d f i i
dni
d j i x
dTjo
djn
dTji
ru
(no+ni)^
(Tio+Til) (TjO+Tj i )^  (TljO T l j l )
(Tio+Til) (Tlj'O f - i l j l )
(4,87)
To understand the system’s dynamics for o  =  1, we are interested in analysing the stability of 
the vertices of the n-cube, the solution paths. Given a generic vertex and the definition of the 
Jacobian m atrix of eq. (4.78), considering the rows of this matrix, we have:
%
^Tk
- p  ^1 -  fo r  Til = 0,1 e  {0,1} and k = il
0 fo r  Til = 0,1 G {0,1} and VA: G H, il
(4.88)
where 77 is a finite countable set of all the possible edges forming a path, is the pheromone 
update coefficient for the path r  and is what is left from the term  Cu after the substitutions with 
the path  r. This can be easily seen observing tha t tu is the numerator of all the partial derivatives 
considered except for The elements of the row corresponding to the pheromone variable tu 
are therefore all null except for the one lying on the diagonal, if tu = 0. Given the definition (1) 
a vertex is a point which has one pheromone variable equal to null for each node, resulting in the 
relative row having the same structure. A similar relation can be found for the columns of the
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Jacobian:
dru
—p fo r  Til ^ 0 ,1  e  {0,1} and k = il
0 fo r  Til e  {0,1} and 'ik  E H ,k  ^  il
(4.89)
where i f  is a finite countable set of all the possible edges forming a path. This can be easily seen 
observing tha t rn is never the numerator of the partial derivatives considered, while at numerator 
we can find the other pheromone variable, in this case equal to 0. The elements of the column 
corresponding to the pheromone variable tu are therefore all null except for the one lying on the 
diagonal, if tu 0 . Considering the definition of vertex (1), for each node, one pheromone variable 
is not 0, this means th a t the relative column will present this same structure.
As an example, we consider a vertex v'^  defined as follows:
Nodeo : I '
Toi =  0
Noden : I P
I '^nl — 0
(4.90)
where (f indicates the pheromone update coefficient for the generic path  r. Considering, as an 
example, and substituting the values of the vertex considered:
dfio
d n i (4.91)
where the coefficient is what is left from the term  Qo after the substitutions with the path  r. 
Considering the generic pair i, the partial derivatives are therefore the following:
P a ir i
d f i i
d n o
=  0
, i :  =  - p
d f i i
9th =  -P
=  0 ÔTjO =  0
M lÔTjl =  0
(4.92)
where the coefficient is what is left from the term  Cmji after the substitutions with the path  r; 
Cji represents the pheromone update coefficient for a path  equal to r  except for the edge j l  while 
the term  Ciojo simplifies with c^. The coefficient ch is the output of the term  Cn. The following
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gives an idea of the structure of the Jacobian in this case:
J  =
10
11
nO
n l
10 11
-P
nO
- p  ( l  -  .. •
~ p { } ~ ^ )  • • •
n l
- p  ( i  -
(4.93)
where the coefficient ch  is what is left from the term  Cu^nO and from the term  Cn after the 
substitutions with the path  r, while the coefficient c^^ is the output of the term  Cni and of the 
term  Cio.nl which for this vertex are the same. This matrix, as demonstrated above, for each pair 
of pheromone variables has 1 row and 1 column of null-values except for the value lying along the 
diagonal.
The next step is to calculate the eigenvalues of the Jacobian to assess the stability of the vertices. 
For this calculation we use the Laplace expansion:
1^ -  A /| =  1A| =  ^  Oik Bik = ^  aki Bki 
k=l k=l
0 (4.94)
where with the bracket | . . .  | we indicate the determinant of a matrix, A is the vector of the 
eigenvalues and I  the identity matrix. Oij is a generic element of the matrix A  while Bij is the 
cofactor of A, a (2n — l ) x  (2n — 1) m atrix obtained deleting the i-th row and the j-th  column of A. 
Given the particular structure of our Jacobian, considering row i, eq. (4.94) becomes
(4.95)
fc=i
where the summation is reduced to one single term, and the eigenvalue A* =  ju , where ju  is the non­
null value lying on the diagonal of the Jacobian. This process can be iterated using the remaining 
m atrix Bu  reducing it of one dimension at each step. Applying this process to the example above
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gives the following expression for the eigenvalues:
A =
( i - - )
In general terms, given a pheromone variable pair i:
(4.96)
P a ir i : A,- =
- p  ( i  -  # )
(4.97)
where I is the index of the pheromone variable equal to 0; e.g., for rn  =  0 we have c[j. These 
eigenvalues show that for each pair of equations one of the two eigenvalues is always negative 
while the other is either positive or negative depending on the vertices considered. This vector of 
eigenvalues gives us the way to compare the chosen vertex, in this case the one with coefficient c^, 
with the n  vertices connected directly to it; those vertices, forming its neighbourhood, differ from 
the vertex considered in one decision, which is one bit in the binary representation. The value 
—p is negative if which means it is stable if the vertex considered has a higher
amount of pheromone than the neighbour vertex corresponding to the same path  except for edge 
1 of node i. In the opposite case this eigenvalue would be positive, hence unstable. This is in 
agreement with the eigenvalues seen in eq. (4.18) for the generic 1-node problem where k  is the 
ratio between the pheromone update coefficients. Note tha t the denominator c^ is the same for 
all the eigenvalues of the Jacobian considered because it represents the vertex chosen. The same 
result can be obtained starting from any vertex of the n-cube. This result tells us tha t the system 
is driven towards the best solution/vertex of the neighbourhood of the vertex considered; however, 
it does not say tha t the system is going to stop there. We have to remember tha t we are describing 
the dynamics of an ensemble of particles tha t will converge exactly on a vertex only after an infinite 
time. Because of this, the actual system will only get close to a vertex before moving towards a 
better one. Once on the new vertex, we could calculate a new Jacobian telling us the best vertex 
of the new neighbourhood. The system therefore will stop only on a vertex whose eigenvalues are 
all negative, meaning tha t the vertices of its neighbourhood are solutions of inferior quality. Such 
a vertex can be regarded as a local optimum solution, qed. □
It is not possible to write the Jacobian for a  <  1 as some of the partial derivative term s are not 
defined at the vertices (they tend to infinity). This is the same feature we discussed in Sect. 4.1 
for the symmetric case where for topological reasons this indicates an unstable behaviour a t the 
vertices.
Lastly, we need to verify the behaviour of the mid points. Substituting the general equation for
80 4-Theoretical Framework for Single Binary Chains
a mid point, eq. (4.71), into the transition probabilities, we have:
FiO —
m-
1 +  m7
V n  = (4.98)
Considering for simplicity the case of a mid point lying on the side connecting two vertices of the 
n-cube, defined by node 1, the Jacobian matrix at this mid point can be written as:
J  =
0 0
0 0
- p  0
0 —p
(4.99)
To calculate the eigenvalues corresponding to the variable pair 1, we can extract from the Jacobian 
the 2 x 2  m atrix formed by the first two rows and first two columns. This matrix can be further 
simplified by some linear operations. Specifically, by multiplying and dividing by ki, we can obtain 
the following matrix:
- p  0
J
/’ (“ - I ) .
(4.100)
The eigenvalue p{a  — 1) is the same as the one shown in eq. (4.17) for the 1-node problem. It 
confirms the typical behaviour of the mid points tha t are stable for a  < 1 and unstable for a  >  1.
We can repeat this procedure for the mid points lying on the surface defined by more variables 
pairs. However, due to the partial derivative terms, the calculation of the eigenvalues soon gets 
quite cumbersome and, to the best of our knowledge, it is not possible to derive the general equation 
of the eigenvalues describing the behaviour of any type of equilibrium points.
4 .3 .3  F ix e d  R a t io  C o n d itio n
In this section we impose the fixed ratio condition on the pheromone update coefficients to simplify 
the general system (4.53) and to generalise analytically all the system’s properties. Given the fixed 
ratio conditions:
ki = 21^  =
^  CQ. . . 0
kr — CQ...1 _  C0...0
_  ÇJL.JL 
C0...1
_  C1„,1 
C1...0
(4.101)
where ci...o is the pheromone update coefficient associated with a solution path  containing the edges 
10 and nO. Here we are using the notation . . .  to indicate a generic setting for all the other edges. 
The fraction indicates the ratio between the pheromone update coefficients of two generic
solutions paths differing only in the node 1. The general system (4.53) can be rewritten as n  pairs
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of equations:
P a ir i  : <
where c =  co...o.
dTjO
dt
drn
dt
-pTio + cVio {Fjo +  kj V j i )
n
—PBi +  cki Fil {Fjo +  kj Fj i)
(4.102)
We are interested in finding an analytical expression for all the equilibrium points we defined as 
mid points. At the equilibrium:
P a ir i  : <
that gives the following relations:
P air i : <
no =  ^Fio %% (Fjo +  kj Vj i)
n
n i  =  -p h  Fil (Fjo +  kj Fj i)
(4.103)
no _  1 Fio
m  ki P jl noi.O =  k]  T^jl
(4.104)
^0 — -  J J  {Fjo +  kj Vj i )  - ki
These equations are valid for t  0, that is, the condition of the mid point. Given the first of these 
equations, the contribution to the global deposit from each node can be written as a function of 
the fixed ratio; the second equation can be rewritten then as:
no
_  c - f j  k j P k ]  Til
“  U  1
Solving the system (4.104) gives the position of the generic mid point:
(4.105)
P a ir i  : <
c
no =  -
kJ \  -rV kj +  k7
c
Tjl =  -
" kj + k]
(4.106)
y U + k z ;  i + k ]
In the following, we calculate the general expression of the eigenvalues of the Jacobian matrix, 
necessary to derive the stability properties of all the equilibrium points. To construct the generic 
Jacobian matrix, we need to calculate the partial derivatives. These terms present a structure th a t
82 4-Theoretical Framework for Single Binary Chains
allows one to write them in a concise form. In this case, for the generic pair i:
P air i
= - P + ^ o
p .  =
d n o
M o  _
d r n  -
O i
n i # 7  = - p + ^ k i
M &  =
M o =
M o  _  
M l  “
Ê M .  -
B t j i  -
(4.107)
where:
flj =  ca V io V ii JJ(Pzo +  kiV ii) 
l^i
bi = caVjQ V ji (1 -  kj) {Vio +  ki Vn)
The Jacobian therefore can be written as:
(4.108)
10 1 1 nO n l
10 O i
T i l ••
11
J  =
- P + ^ f c i ■■ -- t T ’ u h (4.109)
nO - P + ^ 0 T n l
n l ^  ^ n l  kn — IfJ-Tnl fcn ■ ■ ' - P  +  ^ k „
^(x—1
Given the expression k{ = this m atrix can be simplified applying the following linear opera­
'll!
tions:
1. column iO = column iO -f column H ^
2. row i l  = row i l  - row iO • ^
resulting in:
J  = (4.110)
0 - p + “» ( à  +  è )
4-3.Analytical Model Generalised to the n-Node Problem 83
This type of m atrix contains rows or columns of null elements except for the values on the 
diagonal tha t are eigenvalues:
A =
T + %  ( îfe  +  m )
- p
(4.111)
Note the second eigenvalue of each pair:
Aj2 — —P +  Uj
1 , ki
no ni
-p + c a V i o V i i l  1— -  ) TT {V jo -1- kiV j i )  (4.112)
This is the general form of the eigenvalues shown for the 1-node problem in Sect. 4.1, eq. (4.16). 
This equation therefore confirms the stability properties for all the equilibrium points.
The fixed ratio condition offers an im portant analytical formulation th a t could be further ex­
ploited to  generalise other properties. This is a strong hypothesis and in the problems where the 
objectives functions cannot guarantee this property, the fixed ratio model cannot be applied. How­
ever, this does not reduce the validity of our argument. Even though we have not provided a 
general demonstration of the entire system’s stability without using the fixed ratio condition, we 
have offered the proof of all the key elements characterizing our argument.
4 .3 .4  P r e lim in a r y  C o n clu sio n s
The picture drawn by the theoretical analysis presented in this section shows the param eter a  
playing the role of control parameter: defining three different system’s behaviour:
• For a  < 1 the system is driven towards the mid point in the centre of the n-cube hence the 
system does not converge to any path.
•  For O' =  1 the system tends to converge to the local optimum path.
• For o; > 1 the system risks premature convergence on vertices representing sub-optimum 
paths.
Results in agreement with this argument can be found in the experimental analysis in [Dorigo 
and Stützle, 2001], conducted on the SACO algorithm. The output of tha t study was th a t high 
values of a  give premature convergence and as a general recommendation a  was indeed fixed to
1. Moreover, in [Meyer, 2004] the author studying the TSP problem, showed th a t a  can change
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the system’s stability in a similar way. However this model is the first tha t gives an analytical 
description of this phenomenon.
The theoretical framework presented here can successfully help in analysing the role of the 
system’s parameters. In this regards, Sect. 4.5 aims at offering new insights in order to further 
develop these conclusions.
4.4 A nalytical M odel for D ynam ic Problem s
The focus of this section is on the system’s dynamics when dealing with Dynamic Optimisation 
Problems (DOP) , represented as dynamic binary chain. A dynamic binary chain is a graph where 
the structure and/or the objective function changes in time. In this context, two possible changes 
are envisaged:
• C h an g es in  th e  n o d e s’ q u a lity . The objective function depends on the quality of the 
nodes forming a path. If the node’s quality varies, the quality of the entire path changes. In 
our AGO model, this quality is translated into the pheromone update coefficient associated 
with the vertex solution tha t represents the specific path.
•  C h an g es in  th e  b in a ry  chain . Adding or removing one node from the binary chain results 
in changing the number of equations of the analytical model presented above.
4 .4 .1  C h a n g es in  th e  n o d e s ’ q u a lity
Changing a pheromone update coefficient for the phase space means stretching the n-cube. Such 
a change may affect the system’s dynamics if it regards the regions where the local optima lie. To 
analyse this phenomenon, we consider the generic 1-node problem of Sect. 4.1. We examine the 
case when initially one solution is better than the other but after a certain time tc the situation is 
inverted: the worst solution becomes the best and vice versa. In the model, this is equal to:
CO =  c. Cl =  c • fc, k e  [0,1] fo r  t < t c
c q  — C 'k , A: G [0,1], Cl =  c fo r  t >  tc
For t  < tc the system is exactly the same of the previous problem. For t  > tc the analytical 
model is the following:
dro
= - p r o P k c V o
dTi
_ - ^  =  - p n  +  c P i
th a t has solutions inverted with respect to the previous case:
2 o : j  y 6%: °
r i =  0
(4.114)
c /  k 
To =  -
Tl =
p \ i  + ky
£ ( _ £ L
p y i  +  kT.
(4.115)
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These 3 solutions are valid for a  ^  1. In the case of a  =  1 the system has only the 2 following 
solutions:
To =  0
D = ~n
Si-. (4.116)
The stability analysis is identical to the case for t  < tc-  However, now for ce =  1, S \  is stable 
while S q is unstable. Note tha t the stable one is the new optimum solution.
Figure 4.15 shows the phase portrait of the system for t  > tc-  We can observe the change in 
shape of the phase space and the change in position and direction of the point On the left it 
represents the space for a  <  1. The point S 2 is stable and converges to 6'i. The central picture 
shows the space for a  =  1 when the only solutions are S q and 5 i. In this case all trajectories go 
to Si as this point is the only stable point. The image on the right represents the space for o; > 1. 
The point S 2 , now unstable, reemerges from S q and drives towards the centre.
a >  1a <  1 a  = 1
kc/p k c/p Q
kc/p c/p
Figure 4.15: Phase portrait for the 1-node problem after changing the pheromone coefficients cq 
and Cl.
We can verify these conclusions using a Monte Carlo simulation approach. The chart in Fig. 
4.16 shows the results of different simulations where we verify the system’s long-term behaviour 
over 500 runs. In this case we set k  = 0.66 and we use tq = t i  = 0.05 as initial conditions. Each 
point of the charts is the average of the system’s state at the end of the run over 500 runs. In 
each run the system runs for Ik time steps (ants). We apply a change in the pheromone update 
coefficient cq and ci at the time-step tc- The tc considered here is long enough to make the system 
converging on the stable point. The left chart of Fig. 4.16 shows the system’s behaviour before 
the change, i.e. t < t ^  while the right chart after the change t > tc- These two charts are identical 
except in the area a  «  1. As seen in Fig. 4.15, for a  =  1 the system exhibits a change in the 
stability of the equilibrium points, i.e. 5"i is stable, while in the other cases the system ’s dynamics 
is basically the same. Figure 4.16 therefore confirms tha t the system is able to move from the old 
optimum, % , to the new one. S i, only when a  % 1 while for a  > 1 it shows stagnation on S q .
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Figure 4.16; System’s long-term behaviour changing the pheromone coefficients c q  and ci. a  G [0,2], 
k =  0.66, Ik ants, p =  0.05, c =  0.05 Initial Cond. tq =  t i  =  0.05.
Concluding, this analysis shows th a t the system is sensitive to changes in the nodes’ quality only 
for a  =  1. Only in this case the stability of the equilibrium points is affected.
4 .4 .2  C h a n g es  in  th e  b in a ry  ch a in
For each node, added or removed, two equations, describing the evolution of the pheromone vari­
ables of the edges connecting the node considered, are added or removed to the analytical model. 
This translates to changing of one dimension the phase space. To understand analytically the 
impact of this type of changes on the system’s dynamics we consider the generic n-node system 
simplified by the fixed ratio condition of Sect. 4.3.3. In this case the system can be written as:
P air i : <
dno
dt = —pno  +  T>io
=  - p m  +  T)ii
(4.117)
W ith the fixed ratio condition, the equation defining the hypercube containing all the equilibrium 
points of a n-node system is given by:
T>n = T>io +  Vii = c +  kj T ji)
3 = 1
(4.118)
If we add one node, the equation defining the hypercube containing all the equilibrium points of a
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n  +  1-node system is given by:
Dn+l = Dn ('P(n+1)0 +  ^(n+1) ^(n-l-l)l) (4.119)
This equation allows an easy calculation of the new equilibrium points. The number of equilibrium 
points increases by a factor of 3, where the number of vertices, increases by a factor of 2. In the 
n + 1-node problem all the equilibrium points are part of a n 4- 1-cube inside a 2n -b 2-dimensional 
space. These equilibrium points can be grouped in the following 3 categories:
1. 3” equilibrium points of the old n-cube. For these points, Vn+i = T>n- These means tha t the 
solutions of these points are unchanged and for the n + 1 pair of pheromone variables the 
solution is:
Node„+i : I  ^  (4.120)
where c(n) is the pheromone update coefficient of the solution before the change.
2. 3” equilibrium points of the new n-cube. For these points, =  ^(n-i-i) T>n- These are all 
the points of the n-cube created along the dimension n-f-1. The solutions of these points are 
equivalent to the ones of the previous category except for the factor For the n  -f 1
pair of pheromone variables the solution is:
Node„+^ : I  Ï  “ (4.121)
I Pn+l)l — p
where c(n) is the pheromone update coefficient of the solution before the change.
3. 3"^  new mid points. These are all the mid points between the old n — cube and the new n-cube 
created along the dimension n -f 1. For these points
T>„+1 =  (4.122)
 ^+  % + l)
Concerning the stability of these points, it can be seen th a t adding a new node in the system 
increases the size of the Jacobian m atrix of 2 dimensions however it does not affects the internal 
structure of it. This means tha t the demonstrations seen in Sect. 4.3.3 and more in general for the 
n-node system in the theorem 3, 4 are unchanged. The analysis presented here is indeed valid for 
the generic n-node system as well. However, in this case we cannot write explicitly the values of 
the solutions of the equilibrium points because the pheromone update coefficients associated with 
these solutions might be affected. W ithout assuming anything on the objective function we cannot 
analyse the system in more details. The most generic description in this case is tha t any coefficient 
can change every time a node is added or removed. However the number of equilibrium points and 
their characteristics are unchanged.
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Prom this analysis we can conclude tha t adding or removing a new node can greatly affect the 
phase space creating a high number of new equilibrium points and stretching the space of the old 
equilibrium points. The dynamics however are not greatly affected, the main difference is that 
the trajectories move along one more dimension taking into account the new vertices. From the 
adaptability point of view, we are focusing on the capability of leave the old local optima and 
converge to the new ones. T hat being said, we can conclude tha t the system is sensitive to changes 
in the problem mainly for a  =  1, when the stability of the equilibrium points is affected by these 
changes.
4.5 Param eters Im pact A nalysis
This section offers an analysis of the impact of the main parameters on the system’s dynamics. A 
special focus is given to the convergence time, a key metric in the engineering applications. The 
most recent approaches th a t explored run-time analysis used, as a modelling technique, probabilistic 
model checking [Duarte et al., 2010] and absorbing Markov chains [Huang et ah, 2009, Yang et ah, 
2010]. The first approach offers a very precise analysis but only on very simple problem instances, 
making its application to real problems impossible. The second is independent of the problem 
instance but is much more complex from the mathematical standpoint, reducing its extendibility 
and applicability to other systems. Our approach sees the use of the theoretical model presented in 
the previous sections to derive, analytically or alternatively by numerical integration, a number of 
properties influenced by the system’s parameters. We first complete the analysis of the pheromone 
amplification parameter, a , with regards to the convergence time. We then consider the pheromone 
update coefficients, c, and the evaporation rate, p.
4 .5 .1  P h e r o m o n e  A m p lif ic a t io n  P a r a m ete r  - a
The impact analysis of o, the pheromone amplification parameter, on the convergence time is 
necessary to draw the whole picture of the system’s dynamics. We focus on the convergence time 
th a t translates to the velocity of the trajectories in the solution space.
To the best of our knowledge, a description of the influence of ex. on the system’s convergence 
time is not possible through a closed-form expression because of the nonlinearities of the system’s 
equations. However, we can derive a number of properties looking at the trajectories in the phase 
space. Generally, all the trajectories will converge to the equilibrium points approaching first the 
eigenvector corresponding to  the eigenvalue with the smallest absolute value. Eq. (4.19) shows that 
the unstable manifold (4.7) will always have the smallest eigenvalue: \p{a — 1)| <  p for a  G [0,2] 
th a t is the interval of interest. This means that the time of convergence is generally dependent on 
the velocity on the unstable manifold. Figure 4.4 already gave us some clues regarding the velocity 
of the unstable manifold.
Looking at its eigenvalue, we can further note tha t this eigenvalue has a minimum in value for 
a  =  1. This means th a t the system slows down as a  1 and speeds up after 1. The actual trend of 
the convergence time is much more complex due to the change of geometry of the trajectories in the 
phase space as a  changes. A detailed analysis needs to  consider specific initial conditions, which
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offer different trajectories for different values of a. This makes the characterisation of the impact of 
a  on the global convergence time analytically very difficult. However, using numerical integrations 
we can calculate directly the time of convergence for the entire solution space for different values 
of a.
Figure 4.17 shows the convergence time for the entire phase space of a generic 1-node problem 
of Sect. 4.1 with k =  0.75.
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Figure 4.17: Convergence time colour map for the 1-node problem in the interval a  : [0.5,1.5], with 
k =  0.75, c =  0.05, p =  0.05.
We sample the 2-D space in a uniform way to have a fair distribution of the initial conditions. In 
order to calculate the convergence time we need to define neighbourhoods around the equilibrium 
points. If a trajectory is inside one of these neighbourhoods it can be considered converged at 
tha t equilibrium point. We fix this accuracy constant to 10“ ^. Each diagram is composed of a 
grid where each cell contains the value of the time the trajectories, leaving from th a t cell, take 
to converge to any stable point. This value is displayed as a colour map in a logarithmic scale. 
This scale is due to the wide range of values of the convergence time. We give an overview of the 
convergence time for different values of a  across the change in stability, a  G [0.5 — 1.5]. Note tha t 
the overall convergence time increases as o; 1 while decreases after for > 1. Moreover we can 
see the line of the stable manifold, eq. (4.13), the fine connecting the origin of the axes with
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This line represents the fastest way to reach this point. Therefore for a  < 1, the stable manifold is 
the fastest route to a stable point while for a  > 1 is the slowest.
The actual value of the convergence time does not have any meaning for the real system because, 
in the discrete system, the time step is given by the number of ants. Here we are interested in the 
trend of the convergence time, shown clearly in Fig. 4.18, where we plot its average value along 
the entire phase space. This plot offers a clear evidence that convergence time increases as a  —^ 1, 
where it has its maximum.
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Figure 4.18: Average convergence time for the generic 1-node problem in the interval a  : [0.5,1.5], 
with k =  0.75, c =  0.05, p ~  0.05.
Although the plots showed in this section are based on the generic 1-node problem, these trends 
are valid as well for the generic n-node problem, because the eigenvalues of the equilibrium points 
present the same characteristics, as shown in Sect. 4.3.
4 .5 .2  P h e r o m o n e  U p d a te  C o effic ien t - c
In this section, we analyse the influence of the pheromone update coefficients on the system’s 
dynamics. From the analysis of the previous sections, we know that these coefficients determine 
the positions of the equilibrium points and for a  =  1 they determine which equilibrium point is 
stable, the local optimum. They play therefore a fundamental role in defining the shape and the 
size of the n-cube. These coefficients are indeed the elements th a t distinguish a problem from 
the others. Thanks to the analytical model presented above we do not need to examine every 
combination of coefficients.
In this section we first examine the overall scaling of the pheromone update coefficients tliat can 
be w ritten as c =  c ?7 where p is the scaling quantity . We start considering the system’s velocity. 
The equations of the analytical model, eq. (4.59), directly represent the instantaneous velocity. 
We consider the equation associated with one pheromone variable, Tno'-
Wo =  =  -pTnO +  VnoCnO (4.123)
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and a pheromone update coefficient c — crj, with ry > 0. In this case, the maximum value for r^o
is T] which is the vertex equilibrium point. This means tha t the phase space is proportionally 
P
scaled, therefore we can write f„o =  '^ nO P- W ith some calculations, we can see th a t the transition 
function is not affected by the scaling of the pheromone variables, VnO = PnO- We can therefore 
rewrite the instantaneous velocity as:
hnO (c) — p TjiO P P  PnO ^nO — P (c) (4.124)
From this equation we can see tha t the velocity is directly proportional to c. However the 
dimension of the phase space is directly proportional as well. The convergence time is hence 
constant. To verify this conclusion we first calculate the velocity on the entire phase space for a 
1-node problem. Figure 4.19 shows contour plots of the velocity for different values of c. The first 
thing to notice is the size of the phase space tha t is directly proportional to c. Secondly we can 
see tha t the topology of the contours is basically the same but the velocity’s values are directly 
proportional to c. We expect therefore similar dynamics for different values of c.
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Figure 4.19: Velocity contour for the 1-node problem in the interval c : [0.05,0.4] while o; =  2, 
k = 1, p = 0.05.
Figure 4.20 shows the convergence time for the entire phase space of a 1-node problem. We sample 
the 2-D space in a uniform way to have a fair distribution of the initial conditions. To calculate
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the convergence time we need to define small neighbourhoods around the equilibrium points. If a 
trajectory is inside one of these regions it can be considered converged at tha t equilibrium point. 
We fix this accuracy constant to 10“^. Each diagram is composed of a grid where each cell contains 
the value of the time the trajectories, leaving from that cell, take to converge to any stable point. 
This value is displayed as a colour map in a logarithmic scale. This figure gives an overview of 
the convergence time for different values of c. We can see that the overall convergence time is 
independent of the changes of c as anticipated by eq. (4.124).
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Figure 4.20: Convergence time colour map for the 1-node problem in the interval c : [0.05,0.4] 
while a = 2, k = 1, p = 0.05.
This result is important because tells us that the system’s dynamics and the convergence time 
is not affected by the scaling of the pheromone update coefficients. This property can be usefully 
exploited on the implementation side.
To complete the analysis of the pheromone update coefficients we need to consider their ratio 
which determines the shape of the n-cube. For sake of simplicity we consider the generic 1-node 
problem. In this case, we define =  ^ ,  eq. (4.4). k represents the level of asymmetry of the 
problem and defines how good the local optimum is with respect to the surrounding vertices, or, 
in other words, the difficulty of the problem. As A: —)■ 1, the problem increases its difficulty as the 
vertices become equivalent. From the analysis of Sect. 4.1 we can see that k is playing an interesting
4-5.Parameters Impact Analysis 93
role in the system’s dynamics only when a = 1. In this case, the eigenvalues of the equilibrium 
points are dependent on k, as shown in eq. (4.18). Note that as A; ^  1 the eigenvalues —> 0 because 
the system tends to the degenerate case where the entire unstable manifold becomes a space of 
neutral stability. Figure 4.9 already gave us some clues regarding the velocity of the unstable 
manifold when the system approaches the degenerate case. We expect therefore the velocity to be 
dependent to A: for a  =  1. Figure 4.21 shows contour plots of the velocity for different values of 
k. The first thing to notice is the shape of the phase space tha t changes along the axis t\ with 
the position of the vertex ^ i. Note how the topology of the contours changes showing decreasing 
values of the velocity for the unstable manifold as A: —> 1.
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Figure 4.21: Velocity contour for the 1-node problem in the interval k : [0.5,0.9] while ex. 
p =  0.05, c =  0.05.
Figure 4.22 represents the convergence time with the same type of charts used in Fig. 4.20 but 
in this case for different values of k while o; =  1. The overall convergence time is showed as a colour 
map. Note the overall increase of the convergence time as A; -4- 1.
For the sake of brevity, we do not show analogous series of charts for different values of a. As 
soon as a  7  ^ 1, the impact of k on the convergence time is indeed negligible. The sensitivity to 
k when a  =  1 is due to the eigenvalues of the equilibrium points. This phenomenon justifies the 
trend seen for the convergence time as all the trajectories pass through the unstable manifold. The
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Figure 4.22: Convergence time colour map for the 1-node problem in the interval k : [0.5,0.9] while 
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actual value of the convergence time does not have any meaning for the real system because, in 
the discrete system, the time step is given by the number of ants. Here we are interested in the 
trend of the convergence time, shown clearly in Fig. 4.23, where we plot its average value along 
the entire phase space. This plot offers a clear evidence of the exponential trend of the convergence 
time as fc —>■ 1 .
Although these plots are based on the generic 1-node problem, these trends are valid as well for 
the generic n-node problem, because the eigenvalues of the equilibrium points present the same 
characteristics, as shown in Sect. 4.3. This result is important because shows tha t the system is 
particularly sensitive to the shape of the solutions space when a = 1 .
4 .5 .3  E v a p o r a t io n  R a te  - p
In literature lots of importance is given to the correct tuning of the evaporation rate p as the 
algorithms’ performances seem to be sensitive to this parameter. The analytical model presented 
in the previous sections shows tha t p affects the magnitude of the eigenvalues and is therefore a 
time scaling factor: for smaller values of p the system takes more time to converge. We can get 
to the same conclusion considering the system velocity. The equations of the analytical model, eq.
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Figure 4.23; Average convergence time for the generic 1-node problem in the interval k : [0.4,0.95], 
with q: =  1, c =  0.05, p  =  0.05.
(4.59), directly represent the instantaneous velocity. We consider the equation associated with one 
pheromone variable, Tno:
(4.125)KiO =  —^  =  -p'T'nO +  VnO CnOdt
and an evaporation rate p =  - ,  with rj > 0. In this case, the maximum value for r^o is rj
7] p
which is the vertex equilibrium point. This means tha t the phase space is proportionally scaled, 
therefore we can write f„o =  tj- W ith some calculations, we can see that the transition function 
is not affected by the scaling of the pheromone variables, VnO =  VnO- We can therefore rewrite the 
instantaneous velocity as:
Wo(p) =  ^~T'nOV~kVnoCnO = Wo(p) (4.126)
This equation shows that the velocity is constant. However the dimension of the phase space is 
inversely proportional to p. The convergence time is hence inversely proportional to p. To verify 
this conclusion we first calculate the velocity on the entire phase space for a 1-node problem. Figure 
4.24 shows contour plots of the velocity for different values of p. The first thing to notice is the size 
of the phase space that is inversely proportional to p. Secondly we can see tha t the topology of the 
contours is basically the same as well as the velocity’s values. This is coherent with the analytical 
results.
Figure 4.25 shows the convergence time for the entire phase space of a 1-node problem. We sample 
the 2-D space in a uniform way to have a fair distribution of the initial conditions. To calculate 
the convergence time we need to define small neighbourhoods around the equilibrium points. If a 
trajectory is inside one of these regions it can be considered converged at th a t equilibrium point. 
We fix this accuracy constant to 10“^. Each diagram is composed of a grid where each cell contains 
the value of the time the trajectories, leaving from that cell, take to converge to any stable point. 
This value is displayed as a colour map in a logarithmic scale. This figure gives an overview of the 
convergence time for different values of p. We can clearly see tha t the overall convergence time is 
inversely proportional to p  as anticipated by eq. (4.126).
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Figure 4.24; Velocity contour for the 1-node problem in the interval p : [p, f  ? 4 ? fl with a = 2, 
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W ith regards of the influence of p to the system’s stability, note that when p =  0 no evaporation 
takes place; in this case the system does not present any equilibrium point and indeed it does 
not show any global behaviour. Moreover, as already seen in Fig. 4.5, p takes part in a diffusion 
process th a t can be observed analysing the stability of the mid points. Figure 4.26 shows a series 
of histograms obtained in the same way of the histogram in Fig. 4.5. They show the distribution 
of the pheromone level of one variable tq along the time of a 1-node problem when a  =  0.5. Each 
histogram is associated to a different value of p. Theoretically, for a  =  0.5 the mid point S 2 is 
a stable point, however the algorithm is a stochastic system, which implies perturbations around 
the equilibrium points. This means tha t the stable point in this case is equal to the mean of the 
Gaussian, i.e. 8 2 -
The variance of the Gaussian characterises the size of this diffusion process. Empirically, we can 
find tha t the variance is inversely proportional to p which indeed is responsible for the perturbations 
decay. This effect becomes critical if considered together with the scaling of the space dimension 
due to the param eter p. The upper bound of the pheromone range is ^ . The pheromone range and 
therefore the distance between the equilibrium points is inversely proportional to p. If p doubles, 
the distance between the mid point and the vertices halves but the standard deviation of the 
diffusion process decreases by a factor \/2. This means that for some settings of p the diffusion
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Figure 4.25: Convergence time colour map for the 1-node problem in the interval p : [p, f ’ 4 ’ f] 
with a  =  2, /c =  1, c — 0.05.
around the mid point is so big tha t it overlaps the vertices, reducing the effective stability of the 
mid point. It can be estimated tha t this phenomenon starts for p > 0.1. Figure 4.26 shows exactly 
this phenomenon. The scale of the x-axis is the same for all the diagrams but the phase space is 
different. For p =  0.025, %  =  1 while the vertices are in 0 and 2. For p = 0.1, %  =  0.025 while the 
vertices are in 0 and 0.5. In this last case the diffusion process is large as the entire phase space. 
As explained in Sect. 4.1, the vertices are theoretically unstable for a  < 1 , however, because of the 
stochastic nature of the system, when we approach the points S q or S\ the probability of choosing 
the edge 1 or 0, the transition function, tends to zero. If the system fluctuating gets too close to 
these points it becomes very unlikely to leave in the short-term. Theoretically the system will leave 
these unstable points but in this case only in the long-term, t oo. Therefore for p =  0.1 we see 
the pheromone mainly converged in 0 .
The variance of this diffusion process is also affected by a. Empirically, we can see th a t it 
increases as a  increases. This means that the mid point %  becomes unstable before a  =  1 if 
p > 1. Figure 4.27 shows the same experiments of Fig. 4.10(a) where we run a set of Monte Carlo 
simulations with initial conditions %  T c and we observe the long-term behaviour of the system. 
This time we use higher values of p. Note that the point S 2 becomes unstable before a  =  1. The
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trend is more evident for higher value of p.
In conclusion, the param eter a  is responsible for the change of the system’s stability whereas 
p might affect the stability only when p > 0.1. In this case p reduces the stability of the mid 
point, therefore anticipating the change of the stability. In [Dorigo and Stützle, 2001], the authors 
conducted an experimental analysis to identify the parameters impact on the SACO algorithm. The 
output of th a t study was that high values for the parameters a  and p give premature convergence. 
As a general recommendation o; =  1 and p =  0.01. These recommendations are in clear agreement 
with the results obtained here. In literature p has been often used to rule the trade-off of exploration 
vs exploitation: for high values of p the system is faster and experiences more fluctuations. This 
gives to the system more exploration. However for high values of p the system is less reliable in 
term s of convergence because the stochastic nature of the algorithm becomes predominant in the 
system ’s dynamics. Similar considerations can be found in [Dorigo and Blum, 2005], where the 
authors manage to describe the empirical behaviour of the algorithm considered using an analytical 
model only for small values of p.
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4.6 Sum m ary
This chapter has presented a novel analytical description of an AGO algorithm as a dynamical 
system along with a complete stability analysis aimed at identifying the role of the param eters in 
the system’s dynamics. The algorithm considered is a generic AGO offering the core elements of this 
metaheuristic, as well as offering the possibility to extend it to more specific implementations. This 
analysis highlights the role of the pheromone amplification parameter a  in the system’s dynamics 
and proposes as a novel result a formal and complete analysis of its impact on the system’s stability, 
which is valid for any n-node problem. The param eter a  plays the role of a control param eter, 
capable of changing the system’s dynamics drastically. We can identify 3 regions of the system ’s 
behaviours that are different in terms of stable points and convergence time:
•  For a  < 1, the system shows only one stable point, lying inside the n-cube, representing 
uniform distribution of pheromones on the binary chain. In terms of problem’s solutions, 
the system does not converge, but fluctuates around this stable point performing continuous 
explorations of new vertices. Moreover in the dynamic scenario there is little variation in this 
stable point.
• For a  =  1, the system is driven towards the local optimum solution, represented by a vertex, 
but its velocity is at its lowest value. Moreover, the system convergence time shows a high 
sensitivity to the differences in quality between close solutions. If the difference is very low 
the system struggles to converge. This is a detrimental feature for the system’s convergence.
• For a  > 1, all the possible problem’s solutions represented by the vertices are stable points, 
the velocity to approach them grows quickly after the transition and does not depend on
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Table 4.1; System’s properties for the different values of a
a  <  1 0 = 1 a  >  1
E x p lo ra tio n High Medium Low
E x p lo ita tio n Low Medium High
C onvergence  S peed High Low High
C h an g e  D e te c tio n Low High Low
S e n sitiv ity Low High Low
the diflferences in quality between close solutions. The system presents therefore a greedy 
behaviour reflected in the risk of prem ature convergence.
Section 4.4 gave us some insights into how the system reacts when dealing with changes in the 
problem. This is a key aspect in the development of an adaptable system. The challenge is in the 
trade-off of efficiency vs adaptability tha t is strictly associated to the trade-off of exploitation vs 
exploration. In this context, we can describe the system along the following dimensions:
•  Exploration. The system explores more for a  < 1 as the vertices are not stable and the 
system keeps fluctuating in the centre of the n-cube.
•  E xp loitation . W hen a  = 1 the system starts exploiting, converging slowly to the local 
optima. For a  > 1 we have a further increase in exploitation.
•  C onvergence Speed. The system slows down as a  —> 1 and speeds up when o  > 1.
•  C hange D etection . The system’s dynamic is greatly affected by changes in the problem 
only if o  % 1. In all the other cases the stability and the basins of attraction are effectively 
unchanged.
•  Sensitiv ity . The convergence speed is only greatly affected when the differences in quality 
between close solutions is low and if o  % 1 .
Table 4.1 summarises this analysis for the 3 regions of the a  spectrum. This analysis highlights 
th a t none of these regions is perfect in terms of optimisation. Each region is either exploring 
or exploiting too much. In general, for a  =  1 the system has a good trade-off of exploration vs 
exploitation and it can detect changes but it can be too slow to react to them, which greatly reduces 
the adaptability of the system in a dynamic context. This is a strong argument for a new class 
of algorithms exploiting the advantages of all these regions and capable of regulating the trade-off 
of exploration/ exploitation by dynamic variations of the parameter a. Chapter 5 presents a new 
algorithm of this kind.
Chapter 5
Dynam ic Scenario
The insights presented in Ch. 4 motivates the development of new ant colony algorithms for 
dynamic problems. In Sect. 5.1 we are describing a new algorithm of this kind and the multi agent 
architecture developed. The scenario considered here is a dynamic problem for one resource, i.e. 
one spacecraft. This scenario is useful to  understand how the system works for a single spacecraft 
and how it adapts to a changing problem. Section 5.2 presents an empirical evaluation of our system 
targeting a number of key system’s properties such as scalability, robustness and adaptability. This 
last property is the most im portant in the dynamic context; therefore in this case we propose a 
comparison of our system with a standard genetic algorithm.
5.1 System  D esign
The influence of the param eter a  on the AGO dynamics has been briefly described by Meyer, 
studying the behaviour of the AGO algorithms on the TSP problem [Meyer, 2008]. He developed 
an algorithm called alpha annealing where he exploits the changes in stability to improve the 
exploration on TSF problems. However, this algorithm is not based on a solid theory and has not 
being applied to dynamic problems.
A number of works have focused on designing adaptive AGO strategies. Some methods use 
adaptive param eter settings dependent on the algorithm behaviour. Some examples are the average 
A-branching factor [Gambardella and Dorigo, 1995], one of the first measures of AGO behaviour, 
entropy-based measures for the pheromone, solutions’ dispersion or simply the solutions’ quality 
[Golas et ah, 2008, Pellegrini et ah, 2009].
An alternative method consists in having the param eters modified at run time by the algorithm 
itself as part of the optimisation process. In [Eiben et ah, 2007] the authors name this approach 
self-adaptation while the authors in [Stützle et ah, 2010] extend this category, calling it search-based 
adaptation. This class of strategies includes techniques such as local search [Anghinolfi et ah, 2008] 
or EAs [Pilat and W hite, 2002] for adapting the parameters of AGO algorithms. The simplest way 
of modifying parameters at runtime is to  define the param eter variation rule before the run. Such 
approach has been called pre-scheduled param eter variation [Stützle et ah, 2010]. The algorithm 
we propose is part of this category.
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5 .1 .1  A lg o r ith m  D e s ig n
This section introduces a new algorithm that, taking advantage of the results of the analytical 
model presented in Ch. 4, varies a  to improve the system’s performance. It is important to 
clarify th a t we are interested in developing a system that continuously adapts its current solution 
without knowledge on when a change occurs. The algorithm workflow can be summarised as 
follows:
1: PheromoneInitialization();
2 : fo r  a ll ant d o
3: for  a ll node d o
4: path+=TransitionRule();
5: e n d  for
6 : pathQ uality=ObjectiveFuntion(path) ;
7: i f  pathF it >  bestPath t h e n
8 : bestPath=pathQ uality;
9: updateScale(bestPath);
10: e n d  i f
11 : evaporation();
12: phDep=scale(pathQuality);
13: update (phDep);
14: i f  convergence th e n
15: savePath();
16: restart AlphaCycle();
17: e ls e
18: updateAlpha();
19: e n d  i f
20: e n d  for
The function TransitionRuleÇ) is eq. (3.3). The current solution under construction is repres­
ented by path. pathQ uality  is the value associated to the current path by the objective function. 
Each ant deposits a pheromone amount identified with phDep  on the edges forming the current 
path.
To regulate the sensitivity of the system to small differences in terms of solution quality, we use 
an exponential scale th a t dynamically adjusts its y-axis range in front of the best solution found, 
updatescale{bestPath). The x-axis range of this scale depends on the problem dimension. The 
bigger the problem the wider the scale should be. This scale can be set manually at the beginning of 
the  computation or can be dynamically adjusted when changes in the problem occur. The current 
implementation sees the dynamical tuning of this range thanks to  an evaporation process of the 
best solution found. This allows the scale to forget old optima in the case they are not anymore 
available due to changes in the problem.
The key element of the algorithm is the function updateAlphaQ  th a t taking as input the time 
step given by uA n t modifies the value of a. The general concept is that, thanks to this a  variations, 
the system alternates phases of exploration at a  <  1 with phases of exploitation at a  > 1. At a  =  1
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the system starts converging towards a local optimum while for a  >  1 we have a burst in term s of 
velocity allowing the system to converge to this path  in a reasonable time.
The system is considered converged to a solution when the pheromone value of one edge of each 
node is below a specific threshold. Once there, the a  profile is reset to  the exploration phase. 
The system is therefore continuously alternating exploration and exploitation phases improving its 
capabilities in adapting to new changes. The system moves between equivalent solutions even if no 
changes occur. Having a set of good solutions instead than  one is a desirable characteristic when 
we have uncertainty in the definition of the objective function. This is a common issue in real 
world applications.
5 .1 .2  A g e n ts  D e s ig n
The algorithm presented above represents the high-level workfiow of the system developed. In­
ternally the system is a multi agent architecture. Explaining the agent’s logic is im portant to 
understand the responsibility between them. In Sect. 3.3 we presented the whole multi agent ar­
chitecture. Figure 5.1 represents the state machine for the ant agent and the resource agent. This 
diagram gives details of the agents role in the AGO algorithm. The solid lines indicate transitions 
between states. The dashed lines are directed towards some of these transitions. They represent 
preconditions on the activation of these transitions.
The resource agent is in charge of creating the ant agents. It will then wait until the ant reaches 
the end of the chain. The ant agent spends all its life in the state Act performing the operations 
described in the algorithm of the previous section: solution construction and deposit. During 
the solution construction, the ant every time decides to schedule a consumer task checks th a t the 
current solution satisfies the resource capacity constraints and the intra-resource mutually exclusive 
constraints, (Sect. 3.1.2). In the case the current solution violates some constraints a repairing 
operator is used to correct the solution, discharging some of the scheduled consumer tasks. This 
operator is implemented as a weighted probabilistic decision function where the weights are the 
task’s quality. The implementation of the repairing operator is a field of research on its own and 
has potential for further research.
Once the ant is at the end of the chain, the ant agent deposits a pheromone amount given by 
the objective function and the exponential scale. The resource agent is then called to  evaluate if 
the pheromone field is on a state of convergence. This is the last part of the algorithm. In the case 
of convergence, a solution is extracted by the environment. In any case the cycle starts again with 
the ant agent restarting from the beginning of the chain. Note th a t in our implementation only 
one ant at a time explores the chain. This simplifies the algorithm without affecting the system ’s 
dynamics. The resource agent indeed reuses the same ant agent a t every cycle. This maintains the 
memory consumption of the algorithm constant. In the following, the number of cycles are called 
time steps or number of ants without distinctions.
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[No more edges] W aiting Ant
End Env.
Die
[More Ants]
[None]
-------1 Die
Figure 5.1: State machine for the ant and resource agents.
5.2 System  Testing
The purpose of this section is to provide an empirical evaluation of the key system’s properties such 
as scalability, robustness and adaptability. The setup of this testing phase sees the system running 
for a long time frame. The time is measured in number of ants, because the graph is explored and 
modified only by one ant at a time.
The section is structured in the following tests:
• A lpha Strategy, where we tune and compare different ways of varying the parameter a.
• Scalability, where we analyse the system’s performance when changing the problem size.
• R obustness, where we analyse the system’s performance when changing the resource demand 
ratio.
• A daptab ility , where a dynamic test case is used to evaluate the benefits of our approach. 
Moreover we compare these results with traditional optimisation techniques such as genetic 
algorithms.
The methodology used in these tests is a Monte Carlo approach: we use a wide problem set, 100 
problems, and we run our system 1 0 0  times for each problem keeping the same param eters’ setup. 
The problem set is automatically generated by an algorithm developed for this test phase. It takes
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Table 5.1: Experimental Setup for the Dynamic Scenario.
Problem Set:
Runs per Problem: 
Problem Size:
Resource Demand Ratio:
1 0 0  problems 
1 0 0  
2 0  tasks 
2 0 %
P-
Converge Threshold:
Maximum Pheromone Deposit: 
Scale Evaporation:
Number of Ants:
0.05
0.005
0.05
£-
10
[500, 5k]
as input the problem size and the ratio between the to tal memory given by the producer tasks - 
memory available - and the to tal memory required by the consumer tasks - memory required. This 
ratio is an approximate measure of how much the problem is constrained. A low ratio indicates 
th a t a high number of tasks will not be scheduled due to low availability of resources. We call this 
resource demand ratio. As baseline we consider problems of 20 consumer tasks with a resource 
demand ratio of 20%. The top part of Tab. 5.1 summarises these settings.
The lower part of Tab. 5.1 shows the setup of the system’s parameters th a t do not change 
during the entire testing phase. These parameters are not target of testing because they have been 
already explored in Ch. 4. p is the evaporation parameter. Its value is a good compromise: a 
higher value would give unstable system’s behaviour while a lower value reduces the reactivity of 
the system because reduces its velocity. The pheromone deposit is directly related to the value of 
p. Their values are identical, in this way the hypercube of solutions seen in Ch. 4 has size 1. The 
converge threshold is arbitrarily set to  10% of the maximum pheromone deposit. Note th a t the 
scale evaporation param eter depends on p becasue p affects the system’s velocity. The value of this 
param eter is the result of a specific tuning test th a t we do not show for the sake of brevity. Each 
test case is divided in two sessions: one where the system runs for 5k ants - long run - and one 
where it runs for 500 ants - fast run. Evaluating the system in these two situations is im portant in 
the context of a dynamic scenario where the problems might change rapidly.
For each problem the theoretical optimum is calculated using a complete deterministic algorithm. 
This value is im portant to correctly assess the system’s performance. The computation time re­
quired by this algorithm grows exponentially with the problem size. The size of the problems used 
in this testing phase therefore is limited by the capability of this algorithm.
The objective function f { X )  seen in Sect. 3.2 is defined as follow:
^Task
pathQ uality = f { X )  = ^  % (5.1)
i = l
where qi is the value we call quality associated to the task i.
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5 .2 .1  M e tr ic s
As explained in the previous section, the system is designed to continuously explore and provide 
solutions. Given a specific time window, in which the problem can be considered static, the system 
will provide a group of solutions tha t we call cluster. For each run therefore we will have a cluster 
of solutions; in the case of dynamic problems, we will have a cluster after each event.
To characterise the clusters of solutions we defined a number of metrics that can be grouped in 
two categories;
• M etrics in the Q uality Space
•  M etrics in the B inary Space
Figure 5.2 is a representation of what we call the Quality Space. W ith the term  quality we mean 
pathQ uality, the value associated to the solutions by the objective function. This figure shows a
hypothetical run where our system generates a number of solutions that can be grouped in clusters.
In this figure these solutions are plotted on a chart where the x-axis represents the time steps of 
the run while the y-axis the solution’s quality.
Quality
Optimum s - 4) GT
o o o °o °o  °  °  °
Q  Cluster Best 
Cluster St. Dev. 
—  Cluster Mean
tc2 t
Figure 5.2: Solutions representation in the quality space.
Note tha t the chart shows also the theoretical optimum. This representation is im portant to 
evaluate the performance of the system in terms of the objective function. Given this representation 
we can calculate the following metrics:
•  Q uality M ean, the mean of the quality of each solution of the cluster. The quality is 
expressed in percentage with respect to the theoretical optimum.
• Q uality B est, the quality of the best solution of the cluster. The quality is expressed in 
percentage with respect to the theoretical optimum.
•  Q uality Standard D eviation , the standard deviation of the quality of the cluster. This 
metrics indicates how spread is the cluster in terms of quality. We want this value as small 
as possible.
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• C onvergence T im e, the average number of time steps between two consecutive solutions.
• C luster Size, the number of solutions in a cluster.
Figure 5.3 is a representation of what we call the Binary Space. In this case, a solution is 
seen as a binary string and plotted on a binary hyperspace. This is an interesting representation 
because allows one to evaluate the Hamming distance between two solutions tha t is equivalent to 
the number of different decisions represented by the two solutions. This representation helps to 
understand the type of clusters generated by the system
o o
A
001 101
oil 111
,000 100
hio 6 ' 110
Figure 5.3: Solutions representation in the binary space.
Given this representation we can calculate the following metrics:
• C luster D iversity , the number of unique - in terms of decisions - solutions in the cluster. 
The system often goes back to the same solutions.
• C luster Sparsity, the mean of the Hamming distances of each solution from each other. 
This metric indicates how much spread the cluster is in terms of decisions.
• C luster H am m ing D istance from th e O ptim um , the mean of the Hamming distance 
of each solution from the theoretical optimum. This metrics indicates how far the cluster is 
from the optimum in terms of decisions.
High values of cluster diversity and cluster sparsity indicate clusters too spread not too focused 
on the optimum. On the either side, values too small indicate inflexible clusters too focused on few
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solutions. In general we are looking for a compromise. A positive trend of the cluster Hamming 
distance from the optimum can be a clear indication of the system’s performance degradation. In 
general we want this metric to be constant.
The value associated to these metrics, presented in the next sections, are the average values of 
these metrics among all the clusters generated in each run, all the number of runs for each problem 
and all the problems for each test case.
5 .2 .2  A lp h a  S tr a te g y  T e stin g
The key element of our algorithm is the function updateAlphaQ  that modifies the value of a  during 
the run. The general concept is tha t varying a  we can vary the system’s dynamics, especially its 
stability. This allows to alternate phases of exploration at a  < 1, when the system drives towards 
the centre of the solution space, with phases of exploitation at a  > 1 , when the system drives to 
the best solutions found so far. In the following, the period of this cycle is called A T P  . Note that 
we do not have fixed cycles all lasting A T P  time steps; as soon as the system converges the cycle 
is restarted. This improves the performance because the system spends less time on the stable 
points and performs more exploration. In the opposite case, when the system has not converged 
after A T P  time steps, a  is kept at the maximum value until convergence is achieved. The value of 
A T P  gives an indication of the converge time; we expect them to be directly proportional.
We have been testing a number of different functions that vary a; we call them Alpha strategies, 
they are showed in Fig. 5.4.
Alpha Strategies
2.5
 Tang Ramp
-  Sin Ramp 
—  Lin Ramp 
 Constant
B
0.5
2.50.5
Ants x10*
Figure 5.4: Alpha strategies tested.
Tangent, this function represents a tangent profile in the interval a  G [0.5,2] with the hex
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at a  =  1. After an exploration phase at a  =  0.5 the function approaches slowly a  = 1. Here 
is when the system starts converging towards a local optimum. Lastly, pushing the system 
towards a  =  2 , gives a burst in terms of velocity allowing the system to converge to  a specific 
path  in a reasonable time.
•  S inusoid , this function represents a sinusoid profile in the interval a  G [0.5,2 ]. As the tangent 
alternate exploration and exploitation; however it crosses a  =  1 a t the maximum speed while 
slows down at the ends of the interval.
L in ear, this function represents a linear profile in the interval a  G [0.5,2]. It can be con­
sidered a compromise between the tangent and the sinusoid functions.
C o n s ta n t, this is the conventional way to run a AGO algorithm, without variation of the 
param eter a. In this case a  is fixed for the entire run.
A further technique considered during this testing phase is the restart of the initial conditions 
at the beginning of each cycle. Restarting the system to its initial conditions means resetting its 
pheromone field. This insures maximum exploration but minimum exploitation because at every 
restart we delete the exploration’s history.
S tra te g y  T u n in g
In order to have a fair comparison between these techniques we need to tune them  properly. The 
main parameters for the a  varying strategies is the A T P , the period of the a  cycle. This param eter 
is im portant because determines the timing of the system in each a  region. Its value is directly 
related to  the system’s velocity and to the size of the solution space th a t are defined by p and by 
the pheromone deposit. As said above, in our system these parameters are always constant. We 
expect tha t if the A T P  is too low the system will not have enough time to leave a solution for 
then exploring others. This results in prem ature convergence. On the other side if the A T P  is too 
big the system will reach completely the centre of the solution space and will forget its previous 
exploration because the pheromone will evaporate completely. Figure 5.5 shows the result of a test 
where we vary A T P  in the range [50,950]. Each run performs 5k ants. The strategies tested are 
the tangent, the sinusoid, the linear and a variant of the tangent th a t use the restart of the initial 
conditions, here indicated as Tang RIG.
Several things can be observed in this test. The convergence time follows our expectations: it 
shows a proportional relation with the A T P . The cluster size therefore is inversely proportional to 
the A T P . From this first observation we should favour low values of A T P  if we want a  fast system. 
In general in all the metrics, we can observe low performance for A T P  < 150 while we observe an 
asymptotic trend for A T P  > 250. This confirms our expectations regarding the values of A T  P. 
The best performance in terms of quality are for A T P  G [150,200] for all the strategies. In this 
interval the quality mean has its highest level as well as the quality best. The standard deviation 
however has is highest value for A T P  = 250. The same happens for the cluster diversity.
A different behaviour is given from the Tang RIG  strategy th a t use the restart of the initial 
conditions. In this case, we can observe worse performance in all the metrics - low quality, high
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Figure 5.5: A T P  Tuning for a  varying strategies. 5k ants for each run. 
standard deviation, high diversity and high sparsity - up to high values of A T P . In the case of
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high values of A T P  this strategy presents an identical behaviour of the tangent strategy. This 
confirms the expectation th a t for high values of A T P  the system spend too much time exploring, 
which results in evaporating completely the pheromone fields. This is equivalent to the reset to 
initial conditions.
Analogues conclusions can be derived observing the results of Fig. 5.6. In this test the system 
runs for 500 ants and with A T P  G [50,500]. This is an extreme case where the system has just 
the time to converge few times. The performance in terms of quality is inferior due to the few 
exploration cycles available. Differently from before, for high values of A T P  the performance 
increases, this is due to the longer exploration time. In this case the system can perform only one 
cycle therefore it is not negatively affected by forgetting the exploration’s history. However the 
clusters size is far too low to guarantee flexibility in the results.
Given these results we defined A T P  =  150 as a good compromise. This value is constant for the 
entire testing phase.
Concerning the strategy we called constant, the main param eter to tune is a. We performed 
the same two tests seen above, one with 5k ants and one with 500. Figure 5.7 shows the results of 
both tests.
As expected from the theoretical model of Ch. 4 the best performance in terms of quality are 
given for q; =  1. For a < 1 the system does not converge therefore we do not get any solution. 
For a  > 1 the system faces prem ature convergence therefore the performance deteriorates. The 
convergence time confirms our description of the system’s velocity tha t increases for a  >  1. The 
cluster diversity, sparsity and the HD distance from the optimum are coherent with the deterioration 
of performance for a  >  1 .
The last chart of Fig. 5.7 shows a metrics th a t we have not defined before, the reliability. This 
is given by the percentage of the number of times the system manages to converge. For a  < 1 
this value is zero because the system never converges. Note th a t for a  «  1 the reliability is still 
very low. This is due to  the slow velocity of the system. This confirms the conclusions of our 
theoretical model. Moreover allows us to correctly interpret the performance of this strategy. In a 
real implementation we need highly reliability therefore in the following tests, we use a  = 1.2 for 
the tests with 5k ants and a  =  1.5 for the tests with 500 ants.
Strategy  C om parison
Given the results of the previous tests we can compare directly the performance of all the strategies 
defined. All the alpha strategies have the A T P  =  150 while the constant strategy has a  = 1.2 for 
the test with 5k ants and a  =  1.5 for the test with 500 ants. Figure 5.8 shows the results of the 
test with 5k ants while Fig. 5.9 regards the test with 500 ants.
We can observe in the 5k ants test tha t in terms of quality and in terms of binary metrics the 
strategy performing better are the tangent and the linear. The constant shows a much higher 
convergence time and a worse reliability with respect to the a  varying strategies.
Analogues conclusions can be drawn looking at the results of the fast run of 500 ants. In terms 
of quality metrics the strategy performing better is the tangent; therefore we consider it as our 
best strategy and we use it in all the following tests.
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Figure 5.6: A T P  Tuning for a  varying strategies. 500 ants for each run.
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5 .2 .3  S c a la b i l i ty  T e s t
In this section we evaluate the scalability of the system in terms of time complexity when dealing 
w ith problems of different size. The range of the problem size considered is [20,35]. Bigger problem 
sizes make the calculations of the theoretical optimum extremely slow and in some cases unfeasible. 
As seen in Ch. 4, every time a new consumer task is added to the binary chain, the number of 
solutions doubles. The number of solutions therefore follows an exponential trend. However, the 
solution space, the hypercube, increases the number of its dimensions linearly with the problem 
size and keeps constant its size. The time required by a single ant to cross the solution space 
is independent from the number of dimensions. Moreover our system does not explore all the 
solutions. Given these consideration we expect the computation time to grow linearly. Equation
(5.2) is an estimate of the computation time of one run, tR.
i'R ~  '^Ant iP'Tasktd T  ^/(X)) (^-2)
UAnt is the number of ants used in the run, n^asfc is the problem size, is the time required by 
an ant to take a decision regarding a task and ^/(x) is the time required to calculate the objective 
function. f { X )  depends on UTask- In this testing phase, the objective function depends linearly on 
the problem size, eq. (5.1), therefore:
t R  ~  R 'A n t '^ T a s k  if 'd  4" t g )  ( 5 .3 )
where tq is the time required to sum the quality of a task to the pathQ uality  value.
Figure 5.10 shows the results of the scalability test where we run the system for 5k and 500 
tim e steps. The x-axis of the charts represents the problem size range. Note tha t the system’s 
performance is generally constant. A clear trend can be seen for the cluster HD from the optimum  
th a t grows linearly. This is justified by the increase in dimensions of the solution space. The last 
two charts show the computational time and the memory heap used by the system during the runs. 
These charts clearly confirm our expectation of a linear growth of the computation time and a 
constant use of the memory heap.
The linear growth showed by this test regards the time complexity of the algorithm having a 
constant number of ants. We cannot currently guarantee th a t the required number of ants to find 
a global solution grows linearly with the problem size.
The Alpha strategy used in this test is the tangent. However, we have run analogues scalability 
tests for all the other strategies. For the sake of brevity we do not report the results of such tests 
because they confirm the previous comparison results where the tangent strategy performs better 
than  any others.
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5 .2 .4  R o b u s tn e ss  T est
The previous test cases were generated with the resource demand ratio fixed to  20%. In this test we 
explore the range [10%, 60%] to verify the system’s robustness to this problem’s feature. This ratio 
is an indicator of the difficulty of the problem; higher values indicate problems less constrained, 
i.e generally easier. This is interesting because traditional graph search algorithms are sensitive to 
this feature. In terms of solution space higher values means tha t the ants are allowed to explore 
more vertices. This however does not imply major changes in the system’s dynamics. Figure 5.11 
shows the results of this test where we run the system for 5k and 500 time steps. The x-axis of 
the charts represents the resource demand ratio. The quality standard deviation shows a negative 
trend as the problems become easier but in general the system’s performance is constant among 
the entire range. This confirms the robustness of the system.
5 .2 .5  A d a p ta b ility  T est
In the context of dynamic problems, new events, i.e. changes in the problem are translated to 
changes in the environment, i.e. in the graph. We consider the two typologies of events th a t we 
defined in Sect. 4.4 when we discussed the implications of our theoretical model in the case of 
dynamic problems. These types of changes are:
• C h an g es  in  th e  n o d e s ’ q u a lity . In the E arth  Observation context, a change in the task’s 
quality can be used in different ways to reflect a change in the task’s priority. This can be 
given by emergency situations or by update weather information. We call these changes U 
changes; each change modifies the quality of one node.
•  C h an g es  in  th e  b in a ry  chain . In the E arth  Observation context, new tasks at high-priority 
can be requested at any time. In this case, the new tasks need to be inserted in the binary 
chain. We call these changes A /R  changes; each change adds or removes one node in a certain 
position.
These changes are not random but are chosen in order to change the theoretical optimum.
The adaptably test aims at analysing the system along the following test dimensions:
•  C h a n g e  N u m b e r, chN , number of changes for each run.
•  C h a n g e  T im e  In te rv a l, chT, the time interval between two changes expressed in time steps 
where each time step represents an ant going through the chain.
•  C h a n g e  S everity , chSev, the impact of a change to the problem. It is expressed in the 
number of simultaneous changes. Each time an event occurs, n  A /R  or U changes are applied 
a t the same time.
The alpha strategy used in these tests is the tangent. However we have run analogues adaptab­
ility tests for all the other strategies. For the sake of brevity we do not report the results of such 
tests because they confirm the previous comparison results where the tangent strategy performs 
better than  any others.
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Figure 5.11: Robustness test, resource demand ratio [10%,60%], problem size 20, 5k and 500 ants. 
C hange  N u m b e r
In this test we vary the number of changes per run. The frequency of changes is fixed to chT  =  500 
time step which, given A T P  =  150, means very frequent changes. It is not possible to consider
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more frequent changes because the solution clusters become too small. Each run is of chN  • chT  
time steps. We show two trends for the severity: chSev =  1 which translates to a variation in the 
problem of 5% and chSev =  5 which is equal to a variation of 25%. The last is an extreme case.
Figure 5.12 shows the results in the case we perform A /R  changes while Fig. 5.13 is the output 
of a test with the same setup but performing U changes. In both the cases of chSev  =  1, we note an 
improvement of performance, as chN  increases. The performance improves because the system runs 
for longer time despite the changes occurring. This trend is asymptotic and for chN  =  5 is close to 
its maximum. In the case of chSev = 5 the system shows constant performance for A /R  changes 
suggesting th a t in this case the knowledge of the previous explorations is not providing any benefits. 
Note th a t for U changes, we assist to performance degradation; in this case the exploration’s history 
becomes an impediment. These results demonstrate that, thanks to the knowledge acquired during 
the previous explorations, the system can successfully adapt to variations of 5%.
C hange T im e Interval
In the previous test the change time interval was fixed. The performance depends on this parameter 
because it aflfects the number of element of each solution cluster. Bigger is the cluster, more are 
the chances to find better solutions.
Figure 5.14 shows this positive trend for 2 test cases: A /R  changes and U changes. The number 
of changes per run is fixed, chN  =  5 while the x-axis represents the range of change time interval 
[500,5000]. Moreover, Fig, 5.14 shows the results of a further test case, called Static where 
chN  — 0. This test represents a system th a t decomposes a dynamic problem in a series of static 
problems and solves them  separately. This is a traditional approach. Note th a t the difference 
between the static case and the other two trends becomes negligible only for chT > 4000. This 
means th a t for high values of chT  the problem is almost static.
C hange Severity
The last test dimension we analyse is the change severity. We expect th a t if a change provokes a 
large variation of the problem, it will almost create a new problem. In such a case the knowledge 
of the previous explorations will not provide any benefits.
In Fig. 5.15 we vary the severity defined as number of simultaneous changes, chSev. We use 
two test cases: A /R  changes and U changes. The results clearly show a decrease of performance 
as the severity increases, as expected. Moreover, as seen in the change number test, the system is 
more sensitive to variations in severity of U changes.
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G enetic A lgorithm  C om parison
In this section we propose a comparison between our system and a system designed for optimisation 
of static problems in order to  show the properties and the benefits of our system. A wide number 
of techniques are available for optimisation problems. We decided to use a standard Genetic 
Algorithm (GA) [Mitchell, 1998]. This technique has been already used as a  comparison to  ant 
colony algorithms applied to binary chains [Fernandes et ah, 2007]. Moreover a number of recent 
works applied it to problems of P&S for space [Englander et ah, 2012, Tripp and Palmer, 2010a, 
Garrel and Palmer, 2005, Wolfe and Sorensen, 2000, A1 Globus et ah, 2003]. The GA algorithm 
is based on the concept of evolving a set of random generated solutions, identified as a population 
of individuals. Every step of the evolution process is called generation. During each generation 
a new population is created from the mating process among the best individuals of the previous 
population. The GA is a population-based algorithm as well as the ant colony algorithms. This 
simplifies some aspects of the comparison. However, it is im portant to  clarify a point: in the 
GA, each individual is a possible solution and generally only the best of a certain generation is 
considered the final solution. In our system each ant, after traversing the graph associated to the 
problem, provides a possible solution but only the solutions where the entire colony converges to 
are considered final solutions. In the following we refer to our system as the AS system. To make 
a fair comparison we apply the following two rules:
r iA n t  =  n o e n  ' P opSizs  (5.4)
where UAnt is the number of ants used in one run by the AS system, ncen is the number of 
generations of the GA while PopSize  is the number of individuals in the population of the GA. As 
said above, for each ant we evaluate the objective function. The same happens for an individual 
in each generation. Equation (5.4) regulates the runtime of both the systems. It takes care of 
providing the same amount of evaluations of the objective function.
PopSize  =  A T P  ncen- =  j ^ p  (5-5)
Equation (5.5) fixes the population size equal to the ATP th a t indicates the time of the AS ex­
ploration / exploitation cycle. This equation links the number of generations directly with the total 
number of ants. This is the most intuitive approach because links the number of generations to 
the runtime itself and works fine with the dynamic test scenario where we use a variable runtime.
Thanks to this rule, after each test, we can compare the AS solution cluster with the best solutions
of each GA generation. These two groups of solutions have similar size because the GA generations 
are equal to the number of times the AS system converges. Table 5.2 shows the settings of the 
other parameters characterising the GA. These values are the best tuning we found for the GA and 
are in agreements with the literature [Fernandes et ah, 2007].
The experimental setup is identical to the previous test. We aims a t analysing the systems 
along the test dimensions of change frequency, [0,9] changes per run and change severity, [1,5] 
simultaneous changes. Figure 5.16 shows the test results where we run the systems for 5k time 
steps. The x-axis represents the change frequency. We plot four different trends: two related to
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Table 5.2: G A param eters settings.
Grossover Type: one-point
Grossover Prob.: 0.9
M utation Prob.: 0.005
Selection Method: Binary Tournament
the AS system and two related to the GA system. These trends show how the systems perform 
when dealing with variations in the problem of 5% for each change and of 25%. We do not report 
the cluster size and the convergence time because in this case are not relevant.
Regarding the AS system, the performance never goes below the 10% from the theoretical op­
timum and in to tal we have 4% decrease in performance for high change frequency. This result is 
as expected because the system has less time to explore and find better solutions. Note tha t the 
AS system seems to be very robust with regards to the increasing severity of the problems.
Regarding the GA system, in this experiment every time a change in the problem occurs we use 
the last GA population as initial conditions for the next generation. The GA performance are 2 % 
better with respect to the AS system for low levels of change frequency. However, as soon as the 
change frequency increases the drop in performance of the GA system is quite drastic. For low 
change severity the GA system shows a decrease of 15% while in the case of high change severity 
we see a drop of 28%. This behaviour reflects the level of diversity in the GA population.
The GA system does not have the capability to keep diversity in the population during the 
evolution. It is able to converge quickly to  good solutions but as soon as the problem starts 
changing the GA system is not able to explore efficiently other solutions. This is even more evident 
for high change severity. The metrics in the binary space such as diversity and sparsity and the 
quality standard deviation of the GA system go to 0  for high change frequency because the solution 
clusters become very small and do not offer any diversity.
Figure 5.17 shows the results of a similar experiment where we have changed only the GA system’s 
workffow. In this case every time a change in the problem occurs we reset the GA population to 
random initial conditions. Gomparing these results with the previous experiment, we can observe 
a similar behaviour of the GA system for low change frequency. However in the case of high 
change frequency, the GA system presents a decrease in performance of 8 %. This represent an 
improvement with respect to the previous test and confirms the previous argument. Resetting the 
population to  random initial conditions allows the system to start every time a new exploration 
and it makes the system robust with regards to variations of the change severity.
These results show th a t the GA system is not designed to solve efficiently dynamic problems 
because it is not able to adapt when the problem changes. For the GA system, as well as for 
any standard optimisation algorithm, it is better to decompose the dynamic problem as a series of 
static problems and to solve them separately. As said in the previous sections, the purpose of the 
comparison between the GA system and the AS system is not to demonstrate which one is better 
but to  highlight the characteristics of the AS system. W ith this test, we can conclude tha t the AS 
system shows to handle efficiently dynamic problems.
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5.3 Sum m ary
In this chapter we have presented a novel algorithm for dynamic problems based on changes in the 
system’s stability. Section 5.2 has provided an extended testing phase on a dynamic scenario tha t 
greatly improved our confidence on the system’s performance.
These are the results of our tests:
•  A lp h a  S tra te g y , the best strategy found for varying the pheromone amplification param eter 
a , is the tangent profile. Therefore this has been used in all the following tests.
•  S ca lab ility , the system shows linear growth of the computational time and constant per­
formance when varying the problem size.
•  R o b u s tn e ss , no significant performance variations can be observed when changing the re­
source demand ratio.
•  A d a p ta b ility , the system developed can successfully adapt to variations in the problem of 
5%. In all the tests, the metrics in the binary space have presented constant trend. The 
solution clusters generated by the system are always compact and close to the theoretical 
optimum. Moreover, the knowledge acquired during the previous explorations is able to 
increase the quality performance of 5%. This benefit decreases as the time interval between 
changes increases because the problem becomes more static and the system has enough time 
to explore it. Similar degradation is observed when increasing the severity of changes to 
variations of 25%. In this case the knowledge of the previous explorations becomes less 
profitable and in some cases detrimental. The comparison with the GA highlighed the benefits 
of our approach with respect to a standard optimisation algorithm. The knowledge acquired 
during the previous explorations is negative for the GA’s performance. However without it, 
its performance in the case of high change frequency is still inferior to  our system.
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Chapter 6
Theoretical Framework for M ultiple  
Binary Chains
“Order arise from chaos” 
by Ilya Prigogine
The theoretical model seen in Ch. 4 regards single binary chains. This model can describe 
therefore P&S problems of single resources. The EO constellation scenario described in Ch. 3 
however raises the need of handling the coordination between the satellites’s plans in order to 
avoid targets’ duplications. This requirement translates into the representation th a t we called 
multiple binary chain, described in Sect. 3.3.3. This representation associates to each resource, i.e. 
satellite, a binary chain and to each shared task a shared node between the corresponding chains. 
Moreover, each binary chain is associated to  an ant colony in charge of finding the schedule for 
its resource. This chapter extends the model seen in Ch. 4 for single binary chains to  problems 
described as multiple binary chains.
Section 6 .1  describes the designing process used to define a novel mechanism th a t governs the 
system on the shared tasks. This mechanism is the basis of the self-organising coordination system 
th a t solves the conflict on the shared tasks. This mechanism is applied in Sect. 6 .2  where we 
present the analytical model of a problem with two 1-node binary chains with one shared node. 
This simplified problem allows us to  introduce the key concepts easily thanks to the graphical 
representations of the phase portrait. Section 6.3 extends the model to three 1-node binary chains 
with one shared node, allowing the reader to understand how the model and its dynamics change 
as the number of chains increases. In Sect. 6.4, we extend our argument to the general case with 
problems of m  1-node chains and finally Sect. 6.5 shows the model th a t includes m  binary chains 
of n  nodes.
The final picture of the system’s dynamics is summarised in 6.7. Similarly to Ch. 4, wherever 
we deem useful we propose confirmations of the mathematical properties described by means of 
numerical integration, using the method Runge-Kutta(4,5). Moreover, we propose Monte Carlo 
simulations to confirm and understand the role of the properties described by the analytical model.
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6.1 D esign  em ergence: Self-O rganising C oordination System
The challenge in designing a system, which presents em ergent properties such as self-organising 
coordination, is th a t there is no system atic way to  form ulate the required micro-level behaviour. In 
Sect. 2.4 we discussed about this issue and we described the current techniques and methodologies 
th a t fall under the broad nam e of design emergence. T he system  presented in this thesis is based 
on an  indirect com m unication system  called stigmergy. This approach allows one to  im plement a 
num ber of principles such coupling and autocatalysis, as defined in [Parunak and Brueckner, 2004]. 
These principles are responsible for the convergence phenom ena on the best p a th  observed in the 
AGO systems. In  Ch. 4 we successfully described this phenom enon by means of ODE modelling. 
Thanks to  this modelling, we have been able to  understand  the  role of the system ’s param eters 
and to  exploit this insight to  design a novel algorithm , as seen in  Ch. 5. In this chapter, we 
want to  take a  step forward; we aim  at showing how the ODE modelling can be used to  design 
an  em ergent property  such as a self-organising coordination system. O ur m ethodology exploits the 
ODE modelling as a tool to  drive and verify the design of the agents’ interactions.
We s ta r t the  design of the coordination mechanism from the simplest scenario: two resources, 
indicated w ith R Sa  and R S b , sharing one task. This case is represented w ith two binary chains 
of 1-node sharing this node, as shown in Eig. 6.1.
RS,
AO
RS
Figure 6.1: R epresentations of 2 binary chains w ith 1 shared node.
T he goal of our design is from one side to m aintain the  basic mechanism described in Ch. 4, 
which is responsible for the  convergence of the ant colony to  the local optim um  path; from the 
o ther side we want to  create a coupling between the pheromone variables associated to  the shared 
node in order to avoid th a t more th an  one colony selects the shared node, i.e. converges to  the 
edge 1. This problem  can therefore be represented by the following model:
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d r  AO 
d t
dTAl
d t
dvBo
d t
d rsi
d t
— ~PTAO +  Dao 
=  —pTAi +  Dai 
= -p^B o  +  Dao 
=  ^P'^Bi +  Dao
(6 .1)
where each equation conserves the two main components affecting the pheromone variables; evap­
oration and deposit. The deposit component, V{j depends on a transition function Vij th a t at this 
stage we do not need to define.
We can define the equilibrium points that represent the solutions required for our new system.. 
Figure 6.2 shows the required phase space. In order to have a simple representation, we show only 
two of the four system’s dimensions, t a i, tb \.
Figure 6.2: Target phase portrait for a 2 binary chains with 1 shared node.
The exact values of the variables of the equilibrium points are shown in eq. (6.2). The point 5"oo 
corresponds to the case when the node 1 is not selected by any of the two resources, i.e. tai =  0 
and tb i =  0 . 6 'io means the resource R S a  selects the node 1 , i.e. tao =  0  and tb i =  0  and 
viceversa for ^oi, tai — 0  and tbo =  0 .
‘S'oo
' '
7)10  = T A O =  ÿ
t a x  =  0
5 o i  : <
t a x  =  0
S x o  : <
Tb o  =  0
t b x  =  0  ^ T B I  =
t a o  =  0
t a i  =
Tb i = 0
(6 .2)
where Cx indicates a generic pheromone update coefficient.
Part of our requirements regards the stability properties of these points; we want them  identical 
to the vertex-solutions shown in Sect. 4.3 that change their stability as a  varies. Moreover, when
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a  =  1, we want the system able to converge to what we call the best local solution. Here we 
cannot talk about optimum because we are not defining a global objective function regarding all 
the binary chains. The concept of global objective function does not match with the goal of building 
a pure self-organising mechanism. In general, we consider the case where a node is contended by a 
number of ant colonies but this node is not equally im portant for them. In this context therefore 
we define as the best local solution the solution th a t assigns the shared node to the colony tha t 
shows the highest interest. We cannot define a global objective function which is different from the 
objective functions defined for each single resource. Such a function would impose dependencies on 
the solutions achieved for each single resource. These dependencies could be defined and enforced 
by a master agent th a t would act as deliberative agent. Such a hybrid architecture could improve 
the applications of our coordination mechanism; however this is outside the scope of this thesis.
In order to  maintain the validity of the algorithm presented in Ch. 5, the dynamics of the 
final system should be as close as possible to the dynamics of the system presented in Ch. 4. 
Figure 6.2 represents only the equilibrium points associated with the problem’s solutions. We 
are not forbidding the existence of other equilibrium points. However they should not interfere 
significantly with the dynamics of the vertices. The key feature here is th a t we want to avoid 
the point S u ,  th a t is equal to the case when both the resources select the node 1 , i.e. tao = 0  
and Tbo =  0. This can be achieved either making this point always unstable or not allowing its 
existence. In general we need to include a coupling able to achieve one of this two goals while 
conserving the properties explained above.
A coupling between the pheromone variables associated to the shared node can be built modifying 
one of the following elements:
•  Transition function, Pij. This function expresses the likelihood of the agent in choosing a 
edge i j .  In Ch. 4 we defined this function as:
where i G A, B . A coupling can be created changing this decision process to take into account 
all the pheromone variables associated to the shared node. In this case the transition function 
can be defined as:
Vij = f  {tao , TAI, TBO, TBI ) (6.4)
• Deposit component, V ij. This component groups all the terms th a t affect the values of the 
pheromone variable r^-. In Ch. 4 we defined this function as:
Dij = Cij Vij (6.5)
To create a coupling we can add the terms associated to all the pheromone variables associated 
to  the shared node. In this case the deposit term  can be defined as:
Dij = g{cx Vk) k  G {AO, A l, BO, B l}  (6 .6 )
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where Cx indicates a generic pheromone update coefficient and indicates the probabilistic 
function of the pheromone variables.
These two strategies lead to a number of possible implementations that require a detailed analysis 
in order to assess the compliance with the requirements presented above. ODE modelling can 
efficiently support this validation process. In overall this design process can be seen as an informed 
trial and error process where different coupling strategies are evaluated and corrected. Some of 
them introduce unwanted equilibrium points or different stability properties. For the sake of brevity 
we cannot show the analysis of all the defective cases. The following sections focus on the only 
case that we found satisfying all our requirements.
6.2 A nalytical M odel for 2 B inary Chains 1-N ode Problem
This section shows the result of the design of a self-organising coordination mechanism on the 
shared nodes. We use ODE modelling to prove the validity of this extension. We start the analysis 
from the simplest case: two resources, indicated with R S a  and R S b , sharing one task. This case 
is represented with two binary chains of 1-node sharing this node, as shown in Fig. 6.1. In this 
case, the system can be written as:
=  —PTao +  CAO Pao +  A g V bidt
dTAl
— —p T a i +  CAi V a i
(6.7)
= -pTBO +  CBO Vbo +  Vai
dTBl 
dt =  -P T B I  +  Cb i V b I
where
I A g =  Cgi -  CBO
A (6  8)A a =  CAl -  CAO
This system is the same of the one presented in Sect. 4.1 except for the terms A g B g i and 
A a B ai-  These terms represent the extension of the pheromone deposit component discussed in 
the previous section. Note we are not changing the transition function. In this model we are adding 
a coupling between the ants’ deposit procedure of one colony and the ants’ decisional process of 
the other colony sharing that task. Basically, when an ant decides to select a node (chooses the 
edge 1) deposits pheromones on the edge 1 of its binary chain and also on the edge 0  of the other 
binary chain. In doing this, the an t’s deposit inhibits the other colony of selecting th a t node. This 
simple mechanism guarantees the coordination among the colonies.
The new pheromone update coefficients A a and A g depend on the system’s pheromone update 
coefficients and translate to the interest (added value) th a t a colony has in selecting the shared
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node. We call them  coordination mechanism coefficients. If two colonies com pete for the same node 
the one w ith  higher will eventually get the  node. This is equal to  define the best solution as the 
solution th a t gives the shared node to  the colony showing the highest interest. In  the following we 
analyse in details the system ’s equilibrium  points and th e ir stability.
We s ta r t considering the case o; =  1. In  th is case the  second equation of the sys. (6.7) a t the 
equilibrium  is:
p T A l  =  C A l  — ^ ----  (6.9)
TAI +  tao
therefore, for tai 0  
Similarly for r g i  7  ^0 , we have
P
T hanks to  them  we can rew rite the  term s V  as:
7)4 0 =
TAI =  ^  -  TAO (6.10)
tb i  =  -  TBO (6.11)
PAI =  == (1  -  P sai)
f B l  =  ( 1  -  p g%l)
(6 .12)
Using eq. (6 .1 2 ) in the  first and th ird  equations of sys. (6.7) a t the equilibrium and knowing th a t  
A g  =  cg i — ego and A a  =  ca i — CAo, we get:
PTAO (1 -  ^ )  =  -PTBO (1 -  ^ )  +  A g
(6 T ^
PTBO (1 -  g ^ )  =  -P T 40  (1 -  ^ )  +  A a
th a t  gives the relation A g  =  A a . This is in general not true; if tru e  then  the system  is degenerate. 
T his is coherent because in this case there is not a  best solution. If not true, it means th a t  the 
system  does not have solutions for t b i 0 and tai 7^ 0. The point S u  therefore cannot exist. 
This is one of our requirem ents.
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If we consider only ta i 7  ^0 the sys. (6.7) at the equilibrium is:
PTAO (1 -  ^ )  =  A g V b i
tai = ^ ~  TAO
PTBO cbqV bo -  PTAO (1 -  ^ )  +  A a 
PTBi =  cgi V b i  
Using the first equation in the third, we get;
p Tbo =  CBO V bo — A g V b i  +  A a
that is
pTBo =  CBO — cbi V b i  +  A a 
Using p rg i  =  c b iV b i  (fourth equation of sys. (6.14)), in this equation, we get:
CBO +  A a 
Tbo = ----------------- Tb i
(6.14)
(6.15)
(6.16)
(6.17)
Finally, using this relation in the fourth equation of sys. (6.14), decomposing V b i , we obtain
cgi
tha t can be true only for rg i =  0. This relation gives the following solution:
TAO =  0
(6.18)
Sio : <
tai = ÇA1
(6.19)
t b o  =
tb i = 0
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Similarly considering only tb i ^  0 the sys. (6.7) at the equilibrium gives the following solution:
PAO+Ab
5oi : <
t a o  =
TAI = 0
Tbo = 0
t b i  =  ^
(6.20)
Lastly if tb i =  0 and t a i  =  0 at the same time sys. (6.7) at the equilibrium gives directly the 
following solution:
Soo : <
tao
t a i  =  0
(6.21)
TBO == sa a
t b i  =  0
As seen in Sect. 6.1, our design was aiming precisely at these three equilibrium points, the vertices 
of the phase portrait shown in Fig. 6.2.
Now we consider the more general case o; 7  ^ 1. We proceed in a similar way as before. Let only 
Tb i  = 0. In this case V b o  =  1 and V b i  =  0 . The system 6.7 a t the equilibrium becomes
PTAO =  CAO VAO
(6.22)
P T A I  =  CA i B a i
p Tbo = CBO T  A a V a i
pTBl =  0
The first two equations are independent from tbo and rg i, they form an independent system 
identical to the system shown in Sect. 4.1 that has the following solutions:
-T::CAO (P \ l b & ACAO (  k A
P \ 1  +  ^A
(6.23)
where 7 =  ^  and /ca =
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5ao and S a i give the general solutions:
Soo : <
TAI =  0
t b o  =  ^
Tb i  = 0
Sio : <
tag =  0
Tai =
Tbo
£AL
CBO+^ A
(6.24)
Tbi =  0
They are the same equilibrium points obtained for a; =  1 th a t we call vertices. Using Sa 2 , we have 
P ao  =  P a i  = This gives the following solution:
tao =
tai
CAO kZ
S 20 : <
P 1 +  &A 
CAO kA
P 1 +  &A (6 .2 5 )
I (  ^  A a
tbo =  -  [cBO +
TBI =  0
We call this a mid point. Similarly for ta i  = 0 . The sys. ( 6 .7 )  at the equilibrium gives the following 
3 equilibrium points:
_ _  1 , A g
t a o  -  -
Soo : <
TAO =  SAü TAO =
TAI =  0 TAI =  0
601  : < S02 : <
Tbo =  ^ TBO =  0
tb i  =  0 tbi =  ^
t a i  =  0
c g o  ^ g
(6.26)
TBO
TBI =
P l  +  &g
CBO kB
P 1 +  &B
where Ub  =  Soo and Soi are vertices while S'o2 is a mid point.
Note th a t for tao =  0 , P a o  = 0  and the first equation of sys. ( 6 .7 )  at the equilibrium is:
p  TAO =  A g  P g i  =  0  ( 6 .2 7 )
th a t forces V bi =  0  that means Tgi =  0 . Similarly for tbo  =  0 . This means th a t tao =  0  and 
Tbo =  0  cannot be valid at the same time. The equilibrium point S \i  therefore cannot exist.
More generally, let t a i  7  ^ 0  and tb i  ^  0 . Adding the first to the second and the th ird  to  the
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fourth equation of the sys. (6.7) at the equilibrium, we get:
p  ( t 4 o  +  t a i )  =  CAO P ao  +  c a i  P a i  +  A g  "Pgi 
p  i j B o  +  Tb i ) =  Cgo P b o  +  c g i  P b i  +  A a  P a i
Subtracting the second equation to the first:
p  [ ( ta o  +  t a i )  -  ( t b o  +  T g i) ]  =  CAO { P ao  +  P a i ) ~  c b o  { P b i  +  P b o )
(6.28)
then:
(tao +  T A i) -  ( tbo  +  Tb i ) =
CAO -  Cgo
(6.29)
(6.30)
This equation defines the surfaces containing all the equilibrium points. 
Eq. (6.28) can be written differently if considered that:
CAO P ao  T  c a i  P a i  =  A a  P a i  +  c a o  
Cgo P b o  +  c g i  V b i  =  A g  V b i  +  c g o
(6.31)
therefore:
P  ( t a o  +  T A i) =  A g  V b i  +  A a “P ai +  c a o  
p  { t b o  +  T B i) =  A g  V b i  +  A a  P a i +  cgo 
Moreover, given the second and fourth equations of sys. (6.7) at the equilibrium, we have:
(6.32)
A a P a I  =  (1  -  §^)PTA 1
A g  P g l =  (1 -  ^ )  p T g l  
therefore:
p  ( t a o  +  t a i )  =  (1 -  ^ )  P T g i  - f  (1 -  ^ )  P T A I  +  CAO 
p  ( T g o  +  T g i )  =  (1 -  ^ ) p T B l  +  (1 -  ^ ) p T A l  + C g Q  
This allows one to derive the following equations:
(6.33)
(6.34)
rBO = 0 - ^ ) r A i - ‘^ T B i  + ^
(6.35)
CBI
The eq. (6.35) allows us to determine t a o  and Tgo starting from t a i  and Tgi.
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To calculate ta i and tb i we define:
w ith  X = '"Tai ^
tb i = ^ P b i  = w ith  y =
As seen above, the first and third equations of sys. (6.7) can be written as:
(6.36)
Id a  =  ÇÆ1 (A _e_j 4- f i  _  £b s l )  I r l
TAI P '"TAI CAl' CBI / TAI
im  — £m (A _e-') +  n  _  saa') im .
TB I o V tr i Cm / V CAI > TmP '"Tb i b i CAl/ bi
Using the definition (6.36) in these equations, with some calculations we have:
(6.37)
xa  = ^ x - \ - ^CAl V l4-?i /CAl '"1+y
(6.38)
that can be rewritten as;
g. — (CAI-CAO) (i+y) _  2
CBI y -CEO y ( 6 .3 9 )
y  _  (cBl-CBo)(l+æ) _  2
CAl XÔi—CAOX
This is not solvable because of the nonlinearities, but can be used to develop an iterative m ethod 
to calculate the solution. Doing this we can observe th a t the equilibrium point generated move its 
position in the phase space similarly to the mid point S 2 seen in Sect. 4.1.
We can calculate the final position of this point for o: ^  0 0 . In this case the sys. (6.39) becomes:
g. =  (CAI-CAO) (1+1/) _  1 
CBI—CBO y
_  (cBl-CBo)(l+a:) 1 
^ CAl-CAO a
(6.40)
This system can be solved, though the solution is not very meaningful.
^ _  (cao-CAl-Cbo) (cb i—cbo)+cai (cbi+cbo) 
CBO (cBl—cbo)+CAO (cbi+cbo)
y  _  (cBo-CBi-CAo) (cai- cao)+ cbi (cai+ cao) 
^ CAO (CAI—CAo)+Cbo (cAl+CAo)
(6.41)
142 6. Theoretical Framework for Multiple Binary Chains
Given the definition of eq. (6.36), we get the solution of this equilibrium point for a  oo:
S22 : <
TAO =  tai
_  _  CBO ( c b i - c b o ) + c a o  (c b i+ c b o )
2p Cbo CAI+CAO Cbi
TBO =  TBI
_  ÇB1 CAO (CA1~CA0)+CB0 (cAl+CAo) 
2p Cbo CAI+CAO Cbi
(6.42)
An interesting case to consider is when cao =  cbo = c; in this case eq. (6.30) becomes;
TAO +  TAI =  T go +  T g i (6.43)
This means tha t the surface containing the equilibrium point is a plane. System 6.7 at the equi­
librium is:
PTAO =  Cgi P g l +  c ( P ao -  P b i )
PTAI =  CAl V a i
PTBO =  CAl P a i +  c  {Vbo ~  P a i)
P T B l =  c b i V b i
Using the fourth equation in the first and the second in the third we have:
TAO -  Tb i  =  ^ ( P a o  -  P b i )
(6.44)
(6.45)
Tbo  -  t a i  =  ^ ( P bo  -  P a i )
W ith some calculations we can see that ^ ( P ao — P b i ) =  J  ( P bo  — P a i ); we call this quantity z. 
Therefore:
Tb i =  Tao -  ^
TBO =  TAI +  z
We can use these equations in the definition itself of z; with some calculations we have:
(6.46)
-  { [ t a o  ( t a i  — 2) ]*  — [ t a i  ( t a o  — 2 )]“ } — z ( t a o  T  T a i)  [ ( t a o  — 2 )“ -f ( t a i  — 2 )"] (6.47)
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The identity is given for z =  0. In this case:
TBI =  TAO
Tbo =  Ta i
(6.48)
In this case the system reduces to:
PTAO =  CBl P ao 
PT A I “  Ca i  P a i
This is the same system seen in Sect. 4.1, therefore the solution is:
C b i  \ c b i J
S 22 : <
tao
t a i
TBO =
TBI =
^ i + M '
\C B IJ
( - )CBI ycBiy
p  i + f - y  
V bJ
CBI
/  CAl 
CBI \C B 1
P B I /
(6.49)
(6.50)
6 .2 .1  S ta b ility  A n a ly s is
To understand the behaviour of the system at the equilibrium points, a stability analysis is re­
quired. Similarly to Ch. 6 , we construct the Jacobianmainx to obtain information regarding these
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equilibrium points. The partial derivative terms of the Jacobian are:
d f AO
9taq
9fA0
drAi
9fA0
drBo
dfAO
9tbi
9fB0
9tao
M m
Qtai
9 f B 0
9tbo
Mm
Ô T B 1
- P + C A O ^  
=
mAL
9tao
9TA1
M al
9tbq
Mal
9tbi
9tao
9fBl
9tai
9fBl
9tbo
Mml
9tbi
PPi =
For q; =  1 the only equilibrium points are:
(TzO +  Tii)2
- P  +  C A I ^  
0 
0
0
0
=  - p  +  Cgi TBI
where:
PPi =  a V io V ii
We start considering the case a  =  1. In this case we have:
TioTii
tao =  ^ TAO = 2 ^ ^
t a i  =  0 t a i  =  0
<S'oo : < <5'oi : < 5 i o  : <
T go =  ^ Tgo =  0
T g i =  0
T40 =  0
tai = ^
Tgo =
cbo+ A a
T g i =  0
The Jacobian for 5oo is
ffoo —
- p  - p  0
0 p t  0
0  P È :  - p  
0
CAO
0 O p
CBO
0
- p
As.
CBO
(6.51)
(6 .5 2 )
( 6 .5 3 )
( 6 .5 4 )
(6 .5 5 )
6.2. Analytical Model for 2 Binary Chains 1-Node Problem 145
that gives the following eigenvalues:
Aoo =
where
-P  
-P  
p{kA — 1 ) 
p{kB -  1 )
(6.56)
(6.57)
W ith &A :> 1 and >  1, ^oo is unstable. These conditions indicate th a t is convenient to select 
a node. Similarly, we can calculate the Jacobian for S qi and ^lo; the eigenvalues for these points 
are:
Aoi =
-P  
P ( - ^ 1 )
Aio =
'Cao+Ab
To see if the eigenvalues are stable we have that:
-P
P^cbI+Na ~
(6.58)
P(
CAl
CAO +  A g
1 ) < 0 = 4 > ^ < 1
A g
(6.59)
we indicate this ratio A:a- If A a  <  A g then Soi is stable while Sio unstable, vice versa for 
A A >  A g. This analysis shows tha t for o; =  1 the system has only one stable point, th a t is the 
best solution because is the point with the highest Af. This fully satisfies our requirements.
Now we consider the general case a  ^  1. We start from the equilibrium point called vertices of 
eq. (6.54). For a >  I the partial derivative terms presented previously can be simplified and the 
Jacobian m atrix a t any vertex can be written as:
J  =
- p 0 0 0
0 -p* 0 0
0 0 - p 0
0 0 0 - p
(6.60)
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which gives the following eigenvalues:
Aoo =
- p - P - P
-p*
Aoi =
-P*
Aio =
-P*
- p - P -P
_ - p \ - P \ -P*
(6.61)
For CK <  1 the eigenvalues indicated as —p* are not defined. This is the same behaviour seen in Ch. 
4 that makes any vertex unstable for o: <  1.
Considering the equilibrium points called mid points:
«S'20 : '
TAO =
CAO k \
tai =
P 1 +  &A 
CAO kA 
P 1 +  &A
1 /  AA
t b o  =  -  { c b o  +
Tb i  = 0
 ^ f  A g 
r.40 =  -  +  y Y V T
TAI =  0
5'o2 : <
Tgo
Cgo ^ g
T g i  =
P If f& g  
Cgo kB 
P l  +  &g
(6.62)
klin the case of S 20 we have Pao =  PAi =  while V b o  = 1, P b i =  0 . The Jacobian can
be simplified as:
J  =
- p  +  a p ^
0
0  0
0
0 0  -p*
(6.63)
This m atrix can be simplified removing the last 2  columns and 2  rows as the eigenvalues are 
determined by the diagonal terms. W ith few operations this submatrix can be written as:
J  =
-dp
P 0
m l
(6.64)
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a <  1 a  =  1
O.S:
Cbi/r,
a>  1
0
)Q1
I
S20 ! 0
A \
..V
\  * S22
a^T 0 -O
Sq2
Figure 6.3: Phase p o rtra it of the problem  with 2 b inary chains and 1 shared node, varying a , 
k A >  I, k s  >  1 and <  A g .
The same operation can be repeated for <So2 , giving the following eigenvalues:
A20 =
- p - p
- p - p
A0 2  =
- p * -/>*
p («  - 1 ) p { a  -  1)
(6.65)
These eigenvalues show the same behaviour seen in Ch. 4 for the mid points, specifically for the 
saddle points. The eigenvalue —p* is stable for a  >  1 and unstable for a  <  1 while the  eigenvalue 
p { a  — 1) is the opposite.
A nalytically we can study  % 2  only when c a o  =  cgo- As seen above, in this case S 22 has an 
analytical expression and the system  is reduced to  two sym m etric system s identical to  th e  one 
analysed in Sect. 4.1. The eigenvalues for S 22 are therefore:
A22 = (6 .6 6 )
p(o( -  1 )
- P  
- P  
p { a  -  1)
th a t describes the typical behaviour of the central point in the phase space: stable for o; <  1 and 
unstable for a  >  1.
Figure 6.3 shows the phase po rtra it of th is system  when >  1, /cg >  1 and A ^  <  A g  . We 
show only two of the four system ’s dimensions, t a i , t b i - T he shaded circles are stable equilibrium  
points while the white ones are unstable equilibrium  points. O n the left it represents the  solution 
space as a  goes from 0 to  1 where the point ^ '2 2  converges to  5"oi. The central p icture shows the
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solution space for a  =  1 with the equilibrium points Sqq, S'lo and 5'qi. All the trajectories go to 
^oi because is the only stable point. The image on the right represents the solution space as a  
increases from 1 to oo where the point S 22 moves away from S q i .
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Figure 6.4: Phase portrait for the problem of 2 binary chain with 1 shared node problem with 
velocity colour map, varying a  : [0.5,2], p = 0.05, c a o  — c b o  =  §, c a i  =  f ’ = P-, P = 0.05, 
integration time [0 , 1 0 0 ].
This description of the phase space can be confirmed using numerical integration methods where 
we consider a generic system with c a o  7  ^ c b o - Figure 6.4 shows plots of set of trajectories in the 
phase space for a  : [0.5,2]. The initial conditions of such trajectories are uniform in the phase 
space and the temporal interval of the integration is [0,100]. From this figure we can also have 
information regarding the trajectories’ velocity. This is showed as a colour map.
Interesting is the case when =  A g that for a  =  1 is degenerate. This is the equivalent case 
of the symmetric system seen in Sect. 4.1.1. Figure 6.5 shows the phase space in this case.
Similarly to Sect. 4.1, at this point is useful to validate these results with a Monte Carlo
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Figure 6.5: Phase portrait for the problem of 2 binary chain with 1 shared node problem with 
velocity colour map with =  A g, a  : [0.5,2], p — 0.05, c^o — cbo =  §, cai = cbi = P, P — 0.05, 
integration time [0 , 1 0 0 ].
simulation approach. We consider the point S 22 defined as:
2
tao -  3
1 
6  
1
6 
2
tb i  = 3
S2 2  : <
T'a i =
Tbo =
(6.67)
This is the initial conditions of our simulation where we monitor the dynamic along the time of 
the pheromone variables for a  =  0.5. On the basis of our model this point in this case is stable. 
Figure 6 .6  shows the histograms of the distribution of the pheromone level along the time of one 
run. Note the perfect Gaussian behaviour obtained the mean value is exactly 8 2 2 -
The charts in Fig. 6.7 show the results of different simulations where we verify the system ’s
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Pheromone Distribution around S.22
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Figure 6 .6 : Stability of S 2 2 , o; =  0.5, runtime =  lOGK time steps, p = 0.05, c =  0.05.
long-term behaviour. In this case we set cao =  cbo = §, cai — f ’ = P and p =  0.05. Each 
chart uses a different equilibrium point as initial conditions. Each point of the charts is the average 
of the system’s state at the end of the run over 250 runs. In each run the system runs for 5K time 
steps (ants). In general we can observe that independently from the initial conditions for a  < 1 
the system is always in % 2 - During the transition, o; =  1 the system often converges to the best 
local solution, in this case 5qi. Finally for o > 1 the system converges to the closest vertex.
These simulations clearly confirm the analytical model and show a clear picture of the system’s 
dynamics. Thanks to this, we can be confident on the properties of the extended models that fully 
satisfy our initial requirements. In the next sections we gradually generalise this model increasing 
first the number of resources sharing the same node and then the number of nodes.
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Figure 6.7: System’s long-term behaviour with a  G [0,2], cao — CBO =  §, cai = f ’ =  P-, 
p — 0.05, runtime =  5K time steps, 250 runs.
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6.3 A nalytical M odel for 3 B inary Chains 1-N ode Problem
This section aims at helping the reader to  understand how the previous model evolves as the 
number of resources sharing the same node increases. Here, we present a problem with three 
binary chains sharing the same node, shown in Fig. 6 .8 . Similarly to the previous section, here 
we are interested in the equilibrium points and their stability’s properties. For the sake of brevity, 
we omit the calculations. Section 6.4 formally extends all the system’s properties directly to n  
resources sharing the same node.
RS«
A^1
RS,
Figure 6 .8 : Representations of 3 binary chains with 1 shared node. 
Given the problem presented in Fig. 6 .8 , the analytical model can be written as:
dTAO
dt
drAi
dt
dTBO
dt
drsi
dt
drco
dt
drci
dt
where
=  —P Tao +  CAO 'Pao  +  P e i  +  Pci
=  - P T A i  +  c a i P a i
=  — p T B O  +  C B O  P b O  +  ^ A  P a I  +  A c  Vci 
=  — p T B l  +  C B l  P b I
= —pTco + cco Pco +  Vai +  A g  Vbi
= -PTC 1 + CciPcl
A a  =  CAl -  CAO 
A s  =  CBl -  CbO 
, A c  =  C c i  -  Cco
(6 .6 8 )
(6.69)
Note th a t only the deposit terms of tao, Tbo? R70 is affected by the coordination system, tao
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receives a deposit contribution when tb i and rc i  are update. Similarly tbo is affected by tai and 
Tci while Too is affected by tai and t b i-
In the following we describe analytically only the equilibrium points associated to the problem’s 
solutions, the vertices. In this case we can have four vertices:
<S'ooo : <
tao =  ^
tai = 0
Tb i  =  0
TCI =  0
'S'loo : <
TAO =  0
TBO =
CBo+Ayl
TBI =  0
TCI =  0
(6.70)
'S'oio : <
TAI =  0  
Tbo =  0
tb i = ÇB1.
TCI = 0
‘S'ool : <
TAI =  0
tbo =  “ ^
Tb i  =  0 
T co =  0  
TCI p
These points are associated to the cases when only one resource select the node or no one («S'ooo)* 
All the other cases are not solutions of this system. The eigenvalues associated to  these points 
when a  =  1 are:
Aooo =
- p - P
- p - P
- p  
p{kA — 1 ) 
p{kB ~~ 1 ) 
p{kc -  1 )
A^OO =
- P
P i l  - 1)
/’(bB0+A7 1)
Ucco+Ab 1)J
(6.71)
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Aoio =
-P
- P
p ( ^  - 1) 
P i l ^ S E  - 1 ) 
-  1).
Aool =
-P  
-P  
-P  
- 1 ) 
p(c^o+te - 1 ) 
.^ (c if+ te  - 1 )
(6.72)
(6.73)
If >  1, >  1 and ^ > 1  the point %oo is unstable. Moreover if:
Ayd <  A c
A r <  A c
(6.74)
also 5100  and 5oio are unstable while 5ooi is the only stable point, then the best local solution. 
The eigenvalues associated to  these points when a ^ l  are:
Aooo =
- p -P -P - P
- p ~P -P -P
- p
Aloo =
-P
Aoio =
-P
Aooi =
- P
—p* - p * —p* —p*
— p* - p * - p * —p*
—p* —p* —p*
(6.75)
The eigenvalues —p* are stable for a  >  1 and unstable for a  <  1, confirming the stability’s 
properties of the vertices.
Figure 6.9 shows the phase portrait of this system when >  1 , A:g >  1 , A:c >  1, <  Ajg <  Ac-
We show only three of the six system’s dimensions, ta i ,  tb i ,  tc i-  These are the more interesting 
ones. The shaded circles are stable equilibrium points while the white ones are unstable equilibrium 
points. On the left it represents the solution space as a  goes from 0 to 1 where the point S 222 
converges to 5ooi, the best solution. The image on the right represents the solution space as a  
increases from 1 to 0 0  where the vertices are all stable.
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a < 1 a > 1
Jci
'020',
100•200
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'222
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100'000
'020 '220
'010/
Figure 6.9: Phase portrait of the problem with 3 binary chains and 1 shared node, varying a.
Figure 6.10 shows trajectories in the phase space for a  : [0.5,2] obtained by numerical integra­
tion. The initial conditions of such trajectories are uniform in the phase space and the temporal 
interval of the integration is [0,100]. From this figure we can also have information regarding the 
trajectories’ velocity. This is showed as a colour map. The dynamics of these trajectories confirm 
the representation of the phase portrait shown in Fig. 6.9.
The charts in Fig. 6.11 show the results of different simulations where we verify the system ’s 
long-term behaviour. In this case we set cao =  cbo = cco = 4 , CAi — f , cbi = §, cci =  p and 
p = 0.05. Each chart uses a different equilibrium point as initial conditions. Each point of the 
charts is the average of the system’s state at the end of the run over 50 runs. In each run the 
system runs for 5K time steps (ants). In general we can observe that independently from the initial 
conditions for <  1 the system is always in 8 2 2 2 - During the transition, a  = 1 the system often 
converges to the best local solution, in this case .Sooi- Finally for a  > 1 the system converges to 
the closest vertex.
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Figure 6.10: Phase portrait for the asymmetric problem of 3 binary chain with 1 shared node 
problem with velocity colour map, varying a : [0.5,2], p =  0.05, cao =  cbq =  4 , cai =  §, cbi = p, 
p = 0.05, integration time [0,100].
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Figure 6.11: System’s long-term behaviour with a  G [0,2 ], cao =  cbo =  cco =  4 , CAi =  3 , cbi =  §1 
CCI =  Pi P = 0.05, runtime =  5K time steps, 50 runs.
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6.4 A nalytical M odel G eneralised to  m  B inary Chains 1-N ode  
Problem
In this section we generalise the model seen in Sect. 6.2 to problems represented as m binary chains 
sharing one node. For each resource RSh  we can define a pair of equations describing the evolution 
of the pheromone variables associated to its binary chain:
P air h : <
— ~P '^ hO +  ChO VhO +  ^ 2
uGS,u^h (6.76)
=  - p T h l  +  C h l V h l
where S  is the set of m resources and A„ =  Cui — Cuo- w is a generic resource.
We first derive the equation defining the surface containing all the equilibrium points. Consider­
ing the general ODE sys. (6.76) at the equilibrium, we can rewrite each pair of equations as each 
sum, obtaining:
Pi'J'ho + Thi) = ChoPho + C h iV h iF  ^u 'P ui (6.77)
veS,u^h
The quantity Cho Pho +  Chi Phi can be rewritten as Cho +  ^k P h i-  The previous equation therefore 
becomes:
P {tho +  Thi) =  c^o +  X I  ^«1 (6.78)
ues
The sum X  A„ Vui is the same for all the pairs of equations; hence: 
u G S
P (^10 "F 'T\\) Cio — ("bnO F  7?7tl) CmO ~  ^  ] A^ P (6.79)
u G S
th a t represents the surface containing all the equilibrium points.
Considering the equilibrium points called vertices, only two types of vertices are possible. The 
first type satisfies the condition:
So : Thi =  0, \/h e  S  (6.80)
This vertex is associated with no resource selects the node. We identify this solution with In
this case, the sys. (6.76) at the equilibrium gives this solution:
{ Thn  = f  V h E #  (6 ^ü)
Thl =  0
The second type of vertices is given by the category of solutions where only one resource selects
the node. This type of solutions can be defined as
Sh • '^ ho =  0 A Vr^i =  0, u E S ,u  ^  h (6.82)
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If we impose only the condition = 0, the pair of equations associated to the pair h  a t the 
equilibrium:
P air h : <
PThO= X
kES,kj^h (6.83)
P'^hl — Cjii
th a t means tha t ^X  ^ k  Pki =  0. This is a sum of positive terms, therefore:
kGS,k^h
Pki =  0 , 'ik  E S ,k  ^  h 
All the other pairs of equations of the sys. (6.76) at the equilibrium become:
(6.84)
P a iru
  (cuO+A/i)
'^ uO  —
'^ul — 0
(6.85)
Ah  is the only term  th a t does not cancel out because Vhi — 1- This confirms th a t no other type 
of equilibrium points (vertex or mid point) exist when Tho =  0 V/i G S'.
Now we want to see if the system has mid points when a  = 1. Consider the pair h of equations 
of the sys. (6.76) a t the equilibrium, let Thi 7  ^0, then
we can rewrite the terms Vh as:
rhi = —  -  Tho 
P
Vho = P ^ ^
%  =  (1 - P % )
(6.86)
(6.87)
Using eq. (6.87) in the sys. (6.76) at the equilibrium, for any two pairs of the system, h  and u, we 
get:
p r h o { l - ^ ) =  X  A f c - p T f c o ( l - ^ )
kES,k^h C&l (6.88)
^ k - p T k o O - p - )
kES,kÿ^u
Using one in the other we get:
P^ho ( 1 --------- — P'^ho (1 ----- ~ )  +C/il Chl
(6.89)
that gives the relation Ah = Au- This is in general not true; if true then the system is degenerate.
160 6. Theoretical Framework for Multiple Binary Chains
If not true, it means tha t the system does not have solutions for Th\ 0, V/i G S. This confirms 
th a t the system does not have mid points when a  =  1 .
For CK 1, the system presents mid points but at the best of our knowledge we cannot calculate 
them  analytically.
S tab ility  A nalysis
To understand the behaviour of the equilibrium points we need to calculate the Jacobian. The 
partial derivative terms of the Jacobian are:
P f h O
d r h o
l & i
O T hO
9 f h 0
d T h i
d i m .
d T h i
9 f h 0
d T u O = d r u o
=  0
ÿ h Q .
Q t u i =
d J h i
d T u l
=  0
(6.90)
where:
pph =  aVhoVhi (6.91)
Let a  ^  1 , using the expression of the vertices, the partial derivative terms presented in eq. 
(6.90) can be simplified and the Jacobian m atrix at any vertex can be written as:
J  =
- p  0
0  -p*
0  0
0  0
. 0  0
. 0  0
. —p 0
. 0  -p*
(6.92)
which gives the eigenvalues:
A = (6.93)
-P
-P*
-P  
-P*
For a  <  1 the eigenvalues indicated as —p* are not defined. This is the same behaviour seen in Ch. 
4 th a t makes the vertices unstable for o; <  1. For a  >  1 the vertices are all stable.
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Let a  =  1, the partial derivative terms presented in eq. (6.90) can be simplified in:
=  -Chi ah 
^  =  - p  +  Chi bh
^fhO —  
drho —p +  ChO 0,h m idTho
%  = —Chobh m im i
9 fh 0  _
dTuO A l l  a n
d f h i
dTuO
I t  = A l l  bu m um i
where:
— 
bh =
Thl
Let consider the vertex:
In this case
So  : j
Thi = 0
{rho +  Thi)^
ThO 
(rho +  rhi)^
v/ i Ea"
ah =  0  
ChO
the Jacobian m atrix at this vertex can be written as:
Jo =
1 0
11
mO
m l
1 0
- P
11
-P
mO m l 
0  p {km — 1 )
0  p {ki — 1 ) . . .  0 0
0  p {ki — 1 ) . . .  —p —p
0  0  . . . O p  {km ~  1 )
tha t easily gives the following eigenvalues:
P air h : =  <
- P
p{kh — 1 )
where
kh = —
ChO
In general we always have kh > 1 "Jh E S. Soo is therefore unstable.
(6.94)
(6.95)
(6.96)
(6.97)
(6.98)
(6.99)
(6 .100)
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Considering the second category of vertices, the vertex Sh is defined as following:
In this case
Pairh : ThO =  0  
Thl = ^
—
bh = 0
I T u l= 0
o>u — 0  
bu — {cuo +  Ah)
the Jacobian m atrix a t the vertex Sh can be written as:
(6.101)
(6 .102)
J i =
hO
h i
mO
m l
hO h i
p ( i - i )  0
mO
0
0
m l
Q _—
' (CmO+^h)
X * - 1 ) 0
For a generic vertex Sh the eigenvalues are:
P air h : = -P P air u : A^ , =:
P{ -,------------s —(CuO+m) 1 )
(6.103)
(6.104)
The eigenvalues of \h  are both negative because in general kh > 1- For the second eigenvalue of 
Xui we have:
P(; 1) 0 fo r  Cu\ <Z Cuo -f- Ah All <c Aj-(c^o +  Ah)
this means th a t the only stable point among the vertices is the one with:
A h >  Au W  e  S ,u  jtz h
(6.105)
(6.106)
th a t is the best local solution.
Regarding the mid points we cannot calculate analytically the Jacobian m atrix of points tha t we 
cannot found analytically. However we are confident that their properties are consistent with the 
results showed for the models based on 2  binary chains, Sect. 6 .2 , and 3 binary chains. Sect. 6.3.
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6.5 A nalytical M odel G eneralised to  m  B inary C hains n -N od e  
Problem
This section presents the last steps concerning the generalisation of our analytical model. Here we 
consider m  resources. For each resource h we have a binary chain of Uh nodes th a t translates to 
Uh pair of equations, one pair for each node:
R S  h, Node i : <
dThiO
—  P'^hiO F  C f i io P h iO  P  ^   ^ A u y P u v l
uESfii,u^h (6.107)
~  ~P'^hil +  Chil Phil
where Shi is the set of resources sharing the node hi. Auv = Cuvi ~  (^ uvO where w is a generic 
resource and v a generic node of its chain. Note tha t in this model the nodes are not all shared 
by all the resources. If a node is shared then, at global level, the node hi and the node uv  are the 
same node. Lastly,
C hij=  E  n  %  (6.108)
rGRhij kE)Ch,k^hiO,hil
The term  Chij indicates the series of pheromone contributions from all the possible paths containing 
the edge h ij. Rhij is the finite countable set of all the possible solution paths for the resource h 
containing the edge h ij, c^-j is the pheromone update coefficient for a specific pa th  r, while JCh 
is the finite countable set of all the possible edges forming a path  in the chain associated to  the 
resource h. Note th a t the term  introduced in this chapter concerning the coordination mechanism 
does not deeply affect the original system of Sect. 4.3. In this section, for the sake of brevity we do 
not repeat all the demonstrations seen in Sect. 4.3. We are interested instead in showing th a t the 
key system’s properties are untouched and the steps to demonstrate these properties are identical.
The first thing to derive is the equation defining the surface containing all the equilibrium points. 
Following the same steps seen for the model of m  resources sharing one node, Sect. 6.4, we can 
derive:
pi'^hio +  '^hil) ~  ^hiO =  AuvPuvl '^h E S ,i  E Th (6.109)
U&Shi
where S  is the set of resources and Th the set of nodes of the chain associated to  the resource h.
Similarly to Sect. 6.4, we can see th a t no equilibrium points representing overlapping between 
shared task exist. If we impose the condition Thio =  0, the pair of equations associated to the pair 
hi at the equilibrium become:
P air hi : <
P '^ hiO — ^  ] A u v  P u v l
lGSfii,Uÿ^ h (6 .1 1 0 )
P '^hil ~  ^hil
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th a t means th a t Auv Puvi = 0. This is a sum of positive or null terms because is formed
u^ Sfi-i^ Uÿ^ h
by all the possible path  th a t contains the edge uvl^ at least one is not 0. Therefore:
P u v i =  0 , ' i u e S h i i U ^ h  (6 .1 1 1 )
For the sake of brevity we do not repeat the steps seen in Sect. 6.4 when a  =  1 . In this case, we 
can demonstrate that for cr =  1 , the system does not have mid points.
Stab ility  A nalysis
Concerning the stability we are presenting only the structure of the partial derivative terms of the 
Jacobian. We are interested in showing that the stability properties are untouched and the steps 
to demonstrate these properties are identical to the ones seen in Sect. 4.3.
The Jacobian is now a 3D matrix. For simplicity we show first the terms regarding the generic 
pair of equations hi given by its pheromone variables Thio and Thu, eq. (6 .1 1 2 ).
t s  =  - P + C k i O ^
ÿhiD. =  - C h iO ^
drhil tmi (6.112)
=  - C M i s  
%  =
where:
pphi = ocVhioVhii (6.113)
Note th a t these terms are identical to the ones presented in Sect. 4.3 in eq. (4.79) and eq. (4.80); 
they do not depend on the terms introduced by the coordination mechanism.
In eq. (6.114) we have the partial derivative terms of a generic pair of equations hi given by the 
pheromone variables of a generic node of the same binary chain hj.
{(^ hiO,hjO (^hiO,hjl)
)
(6.114)
=  -P hio  ^  {Chio,hjo -  ^hio,hji)
— Phil {Chil,hjO (^hil,hjl)
— ~'^hil {Chil,hjO — (^hil,hjl)
Note tha t these terms are identical to the ones presented in Sect. 4.3 in eq. (4.81) and eq. (4.82); 
they do not depend on the terms introduced by the coordination mechanism.
Lastly, we have the partial derivative terms of a generic pair of equations hi given by the pher­
omone variables of a generic node of a different binary chain uv. If this node is shared with the
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node hi then we have the terms on eq. (6.115) otherwise the terms in eq. (6.116)
9 f h i 0  —   Â  P P u v
OTuvO ~  TuvO
iêS ;  ^  ®
=  0
node hi = node uv  (6.115)
Note th a t these terms are very similar to  the ones presented in Sect. 6.4 in eq. (6.90). The only 
difference is the extended term  A w  However, if we consider the overall structure of the Jacobian, 
as seen in Sect. 6.4, these terms do not determine the eigenvalues.
d f h i o  _  n
d T u v O  ~  ^
ÿhio =  0
OTuvl
d f h i i
node hi ^  node uv  (6.116)
0
6.6 Param eters Im pact A nalysis on th e  C onvergence T im e
This section offers an analysis of the param eters’ impact on the convergence time. We proceed 
in a similar same way as seen in Sect. 4.5 where we analysed the impact of the main param eters 
on the dynamics of the model for a single binary chain. Here we are not repeating the entire 
analysis because most of the parameters are not playing any role in the new terms of the extended 
model. We focus on the pheromone amplification param eter, a, th a t also in the extended model is 
responsible for the change in stability. Lastly, we consider the coordination mechanism coefficients,
6 .6 .1  P h e r o m o n e  A m p lif ica tio n  P a r a m ete r  - a
The impact analysis of a  on the convergence time is necessary to draw the whole picture of the 
system’s dynamics. To the best of our knowledge, a description of the influence of a  on the system ’s 
convergence time is not possible through a closed-form expression because of the nonlinearities of 
the system’s equations. However, we can derive a number of properties looking at the  trajectories 
in the phase space.
Figure 6.12 shows the convergence time for the entire phase space of a 2 binary chains with one 
shared node problem, seen in Sect. 6.2. We sample the 2-D space in a uniform way to  have a fair 
distribution of the initial conditions. In order to calculate the convergence time we need to  define 
neighbourhoods around the equilibrium points. If a trajectory is inside one of these neighbourhoods 
it can be considered converged at tha t equilibrium point. We fix this accuracy constant to 10“^. 
Each diagram is composed of a grid where each cell contains the value of the time the trajectories,
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Figure 6.12: Convergence time colour map for the 2 binary chains with one shared node problem 
in the interval a  : [0.5 — 2], with c a o  =  CBO =  f , C A i  =  cgi = p ,  p  — 0.05.
leaving from that cell, take to converge to any stable point. This value is displayed as a colour 
map in a logarithmic scale. This scale is due to the wide range of values of the convergence time. 
Figure 6.12 gives an overview of the convergence time for different values of a  across the change 
in stability, a  G [0.5 -  2]. We can note that the overall convergence time increases as a  1 
while decreases after for a  > 1. Moreover we can identify the equilibrium point S 22 in the colour 
map. For a  <  1, this point is stable and drives towards ^oi. We see therefore a spot of lower 
convergence time going in tha t direction. For a  > 1 this point is unstable and comes out of Siq. 
In this case, this point is surrounded by the manifold with the highest value of convergence time. 
The actual value of the convergence time does not have any meaning for the real system because, 
in the discrete system, the time step is given by the number of ants. Here we are interested in the 
trend of the convergence time: it increases as a  -> 1 , where has its maximum.
Although the plots showed in this section are based on the 2 binary chains with one shared node 
problem, these trends are valid as well for the problem of m  binary chains of n  nodes, because the 
eigenvalues of the equilibrium points present the same characteristics, as shown in Sect. 6.5.
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6 .6 .2  C o o r d in a tio n  M e ch a n ism  C o effic ien t -
In this section, we analyse the influence on the system’s dynamics of the pheromone update coef­
ficients associated to the coordination mechanism th a t we called Ag Prom the analysis of the 
previous sections, we know th a t these coefficients for a  =  1 determine which equilibrium point is 
stable, the local best solution. We analyse the case of 2  binary chains with one shared node. As 
seen in Sect. 6.2, this system is degenerate for a  =  1 when A ^ =  A g. In this context we are 
interesting to see how the system is affected by the ratio between these coefficients th a t we define 
as:
/cA =  w ith  A a  < A g (6.117)
^ g
kA is a measure of the differences in quality between the equilibrium points. This is the equivalent 
concept of k  showed for the 1-node problem for single binary chain of Sect. 4.1. It defines how 
good the best local solution is with respect to the surrounding vertices, or, in other words, the 
difficulty of the problem. As A:a — 1 ? the problem increases its difficulty as the vertices become 
equivalent. From the analysis of the previous sections we know that when a  =  1 the eigenvalues 
of the equilibrium points are dependent on A;A, as shown in eq. (6.59). Note th a t as &A ^  1 the 
eigenvalues —)■ 0  because the system tends to the degenerate case where we have a space of neutral 
stability, as seen in Figure 6.5. We expect therefore the converge time to be dependent to kA  for 
a  =  1.
Figure 6.13 represents the convergence time with the same type of charts used in Fig. 6.12 but 
in this case for different values of kA while a  =  1. The overall convergence time is showed as a 
colour map. We can clearly note the overall increase of the convergence time as A:a —>■ 1-
This trend is valid as well for the problem of m  binary chains of n  nodes, because the eigenvalues 
of the equilibrium points present the same characteristics, as shown in Sect. 6.5. This result is 
identical to the one shown in Sect. 4.5.2 where we highlighted the sensitivity of system to the 
param eter fc for o; =  1 .
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Figure 6.13: Convergence time colour map for the the 2 binary chains with one shared node problem 
in the interval k ^  E [0.6,0.9] with cao =  cbo =  f ’ — Pi P — 0 05 and cai =  p ^  for /cA — 0.6, 
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6.7 Sum m ary
This chapter has presented an analytical description in terms of dynamical systems of a  novel 
self-organising coordination mechanism. Such a description gives a clear indication of the impact 
of this coordination mechanism in the overall system’s dynamics. Thanks to ODE modelling we 
have been able to implement a coupling between the pheromone fields of the different binary chains 
without significantly affecting the dynamics of these chains. In Sect. 6.1 we have showed a novel 
methodology based on ODE modelling and we successfully applied it to this problem. The rest of 
the chapter has focused on analysing the impact of this coordination mechanism on problems of 
growing complexity, up to m  binary chains of n  nodes. The output of this analysis confirms the 
role of the pheromone amplification param eter a  in the system’s dynamics. We can identify three 
regions of the system’s behaviour different in terms of stable points and convergence time:
•  For CK < 1, the dynamics of the coordination mechanism shows only one stable point rep­
resenting uniform distribution of pheromones on the binary chains. In terms of problem’s 
solutions, the coordination mechanism does not converge, but fluctuates around this stable 
point performing continuous explorations of new vertices.
•  For a; =  1, the dynamics of the coordination mechanism is driven towards the local best solu­
tion, represented by a vertex, but its velocity is at its lowest value. Moreover, the convergence 
time shows a detrimental feature: high sensitivity to the differences in quality between close 
solutions,.
•  For a  > 1, all the possible problem solutions represented by the vertices are stable points and 
the velocity to approach them grows quickly after the transition. The coordination mechanism 
presents therefore a greedy behaviour reflected in the risk of prem ature convergence.
These conclusions are identical to the ones presented in Sect. 4.6, this strongly supports the 
argument of using an algorithm able to exploit the advantages of all these three regions by dynamic 
variations of the param eter a. Chapter 7 shows an algorithm of this kind, based on the algorithm 
presented in Ch. 5 and extended with the coordination mechanism presented in this chapter.
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Chapter 7
C onstellation Scenario
The scenario considered in this chapter regards static problems for multiple spacecraft, such as 
constellations. This scenario is useful to understand how the system copes with highly complex 
problems, where coordination between the satellites is needed to provide efficient solutions. In 
Sect. 7.1 we are describing how we incorporated the coordination mechanism in the algorithm 
presented in Sect. 5.1. Section 7.2 provides an empirical evaluation of this mechanism in terms 
of scalability and robustness. The scalability property is the most im portant in the constellation 
context; therefore in this case we propose a comparison of our system with a standard genetic 
algorithm.
7.1 System  D esign
7 .1 .1  A lg o r ith m  D e s ig n
From the theoretical model presented in Ch. 6 , we can see th a t the coordination mechanism has a 
very simple structure and regards only some of the equations of the model, the ones representing 
shared tasks. From the implementation point of view this means tha t the main logic is represen­
ted in the structure of the binary chains which intersect on the shared tasks. Given this graph 
structure, the algorithm workflow presented in Sect. 5.1 is untouched. The only change is in the 
update{phDep) function th a t needs to cope with the graph’s intersections. W hen an ant decides 
to schedule a consumer task, it deposits on the edge 1 of th a t task and deposits also on the edges 
0  of the intersecting chains.
7 .1 .2  A g e n ts  D e s ig n
In Sect. 5.1, we have showed the state machines for the ant and the resource agent. Figure 7.1 
shows how the agent’s logic and their interactions are extended with the coordination mechanism 
developed.
We can observe tha t the state machine of the ant agent is untouched. The resource’s state  
machine instead is extended to incorporate a synchronisation mechanism th a t is regulated by a 
m aster agent. This mechanism is used to guarantee tha t the resources check their binary chains 
for convergence all at the same time. This avoids the generation of inconsistent solutions due to
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Figure 7.1: State machine for the ant, resource and master agents.
concurrency effects. The binary chains now represent a shared memory and we need to perform 
the check for convergence in a safe mode. We have not described the master agent as part of our 
architecture in Sect. 3.3 because this agent is the result of an implementation choice and does not 
compromise the self-organising characteristic of the system.
7.2 System  Testing
We want to provide an empirical evaluation of the capabilities of the coordination system developed. 
The setup of this testing phase is very similar to the one seen in Sect. 5.2 for the dynamic scenario, 
therefore in this section we focus only on the main differences. A key element of this test case is the 
definition of the shared tasks tha t need to be performed by only one spacecraft. We are supposing 
th a t in a operational scenario, given a set of user requests, a pre-processing phase mission/problem 
specific can define which image opportunities need to be represented as shared tasks among the 
satellites. At this stage, we are not interested in operational details and orbital models of the 
spacecraft because there are situations when duplications are even wanted. This phase therefore is
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Table 7.1: Experimental Setup for the Constellation Scenario.
Problem Set: 50 problems
Runs per Problem: 50
Problem Size: 35 tasks
Resource Demand Ratio: 2 0 %
P- 0.05
Converge Threshold: 0.005
Maximum Pheromone Deposit: 0.05
Scale Evaporation: £.10
Number of Ants: 1 0 k
ATP: 150
subjected to the operators’ needs. In the rest of the section, we are considering a test case where 
the operators already defined the shared tasks and they are given directly as input to  the problem.
The section is structured in the following tests:
•  S ca lab ility , where we analyse the system’s performance when changing the constellation 
size, i.e. the number of resources and the percentage of shared tasks, i.e. number of possible 
duplications. Moreover, we compare these results with traditional optimisation techniques 
such as genetic algorithms.
•  R o b u s tn e ss , where we analyse the system’s performance when changing the resource demand 
ratio.
The methodology used in these tests is a Monte Carlo approach. The top part of Tab. 7.1 
summarises the settings regarding the experimental setup: problem set, problem size and so on. 
The lower part of Tab. 7.1 shows the setup of the system’s parameters th a t do not change during 
the entire testing phase. These parameters are not target of testing because they have been already 
explored in the previous chapter.
Differently from the dynamic scenario, the problems considered in this test phase are static and 
we do not have any information regarding the theoretical optimum because a t the best of our 
knowledge we could not find any system able to calculate problems of this complexity in reasonable 
time.
7 .2 .1  M e tr ic s
For each run we consider all the solutions found as one cluster of solutions. Differently from the 
dynamic scenario, each solution is composed by the schedule of each spacecraft. I t is im portant 
to evaluate the solutions at constellation level caring of possible duplications among the schedules. 
Such duplications reduce the constellation’s efficiency. Given this representation we can calculate 
the following metrics:
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•  C on stellation  Q uality, is given by the sum of the mean of the solution quality of each 
spacecraft caring of possible duplications between them.
n
=  ( 7 1 )
i=l
where s is the constellation solution and n  is the number of spacecraft in the constellation. 
Equation (7.1) is formed by a first term  th a t takes into account the quality of the plan of 
each spacecraft, eq. (5.1), not caring of possible duplications with other spacecraft and by a 
second term  th a t takes into account these duplications, indicated by the vector Xd-
•  M em ory U tilisation , the mean of the on board storage memory utilisation of each space­
craft. This is an im portant metric because we are interested in maximising it but in the case 
of duplications a certain amount of data  becomes useless causing a decrease of efficiency.
•  C onvergence T im e, the average number of time steps between two consecutive solutions.
•  C luster Size, the number of solutions in a cluster.
•  C luster D iversity , number of unique - in terms of decisions - solutions in the cluster. The 
system often goes back to the same solutions.
•  C om putation  T im e, the average time required by one run. This time does not take in 
account of the orbital calculations and the physical model of the system as we are assuming 
a preprocessing phase tha t pre-computes the cost/quality of the binary decisions.
The last four metrics are the same of the dynamic scenario and keep the same interest. The 
value associated to these metrics, presented in the next sections, are the average values of these 
metrics among all the clusters generated in each run, all the number of runs for each problem and 
all the problems for each test case.
7 .2 .2  S c a la b ility  T est
In this section we evaluate the scalability of the system when dealing with constellations of different 
size. Figure 7.2 shows the evolution of the system’s performance when we vary the number of 
spacecraft in the constellation in the range [2 , 1 0 ] and the number of shared tasks in the range 
[50%, 100%]. The x-axis of the charts represents the constellation’s size. The constellation quality 
grows with the spacecraft number because more tasks are performed. However this positive trend 
decreases as the amount of shared tasks increases. This happens because the satellites are required 
to  share more and no duplicated task are preformed during the entire test. For high-level of shared 
tasks, such as 1 0 0 %, the constellation can saturate the problem, not having free tasks to perform. 
Depending on the characteristics of the problem therefore, increasing the number of spacecraft 
might not always provide a benefit.
Analogous results can be observed analysing the system’s efficiency expressed in terms of on board 
storage memory utilisation. We can observe tha t the system presents always a high-level of memory
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Figure 7.2: Scalability test, constellation size [2,10], shared tasks [50%, 100%].
utilisation except when we consider more than 90% of shared tasks. As explained above, as soon 
as the satellites do not have free tasks to perform, their memory utilisation decreases drastically.
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Table 7.2: Constellation quality varying the constellation size [2, 10] and the shared tasks [50%, 
100%].
N. SC AC Sh50% GA Sh50% AC Sh70% GA Sh70% AC Sh90% GA Sh90% AC Shl00% GA Shl00%
2 50.2 45.6 47.5 41.0 44.8 35.4 42.8 33.3
3 74.2 61.5 65.2 52.4 56.8 41.2 52.6 35.7
4 93.1 76.6 84.0 60.1 69.1 46.1 57.4 37.2
5 117.6 91.1 101 .8 71.1 78.1 51.8 59.6 38.3
6 135.2 108.0 116.3 82.8 8 6 .8 55.1 60.7 39.2
7 159.3 122.4 133.4 91.3 95.9 57.1 61.3 39.9
8 178.3 136.0 150.3 99.4 102 .2 59.8 61.8 40.5
9 20 1 .1 153.2 168.1 107.2 108.3 62.1 62.2 41.0
10 218.5 170.3 179.9 118.0 114.6 64.4 62.4 41.5
Having a high-level of memory utilisation gives confidence th a t the coordination mechanism is 
avoiding duplications without hindering the optimization process.
The convergence time and the cluster size show trends nearly constant in the two dimensions, 
constellation’s size and shared tasks. The cluster diversity shows an increase for high-level of shared 
tasks, such as 100%. This happens because the more the satellite shares the more equivalent 
solutions are found as combination of them. Finally, the computation time shows always linear 
trends confirming the scalability property of the self-organising coordination mechanism.
G en etic  A lgorithm  C om parison
In this section we propose a comparison between our system and a system designed for optimisation 
of static problems in order to  show the properties and the benefits of our system. We decided to 
use the standard Genetic Algorithm (GA) presented in Sect. 5.2.5 for the dynamic scenario. This 
GA performs very well for static problems however does not have a coordination mechanism. The 
GA system therefore in this scenario represents a traditional approach tha t focuses only on the 
best solution for a single resource, not taking advantage of the collaboration among the resources.
Figure 7.3 shows the comparison between our system, called AS system, and the GA system in 
the case of problem of 100% of shared tasks. The x-axis of the charts represents the constellation’s 
size. From the previous test we can see th a t this is the most extreme case. The GA system shows 
drastic lower performance with respect to  the AS system. The GA system does not coordinate 
the solutions among the spacecraft because it solves the planning of each spacecraft as a separate 
problem. Thanks to this test we can understand the benefits of having a coordination mechanism 
such as the one implemented for the AS system. Note tha t during the entire test the AS system 
has never proposed any duplication.
For completeness, Tab. 7.2 shows the evolution of the constellation quality varying the shared 
tasks [50%, 100%]. “AC Sh50%” refers to the AC system dealing with problems with a number of 
shared tasks of 50% while “GA Sh50%” is the GA system dealing with problems with a number of
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shared tasks of 50%. Table 7.3 instead shows memory utilisation. Those are the most meaningful 
metrics. The G A system presents drastic lower performance for any percentage of shared tasks.
7 .2 .3  R o b u s tn e ss  T est
The previous test cases were generated with the resource demand ratio fixed to 20%. In this test 
we explore the range [10%, 50%]. This ratio is an indicator of the difficulty of the problem; higher 
values indicate problems less constrained, i.e. generally easier. From the previous tests we know 
that in the case of 1 0 0 % of shared tasks the system shows an asymptotic trend for the constellation 
quality due to the problem saturation. We expect to see a link between the capability of saturating 
the problem and the resource demand ratio. Figure 7.4 shows the results of this test in the case 
of 100% of shared tasks. The x-axis of the charts represents the resource demand ratio. Note tha t 
the constellation quality is expressed in percentage with respect to the maximum available. 1 0 0 % 
of constellation quality means tha t the problem is saturated: all the targets have been scheduled.
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Table 7.3: Memory utilisation varying the constellation size [2, 10] and the shared tasks [50%, 
100%].
i\r. g c AC Sh50% GA Sh50% AC Sh70% GA Sh70% AC Sh90% GA Sh90% AC ShlOO% GA ShlOO%
2 95.4 78.8 94.7 71.6 94.3 63.3 93.9 60.1
3 94.9 70.5 93.1 59.9 89.2 51.8 8&3 44.4
4 94.4 6 6 .6 92J 52.8 86.4 42.2 79.2 35.6
5 94.2 64.4 90.9 49.9 80.1 38T 69.7 29.9
6 94.1 62.9 89.8 48.7 76.8 34.4 61.1 25.9
7 93.9 61.1 89.4 46.1 72.1 31.2 53.9 278
8 93.7 60.6 89.0 44.6 69.7 28.1 48.1 20.4
9 93.3 59.5 879 43.1 65.4 26.7 43.4 18.5
10 92.7 58.6 872 42.0 63.9 25.3 39.5 170
From Fig. 7.4 we can observe an asymptotic behaviour of the constellation quality also along the 
resource demand ratio. Moreover this trend shifts depending on the constellation’s size. For a low 
number of spacecraft the problems are hardly saturated; we get close to 1 0 0 % only for high-level of 
resource demand ratio. This confirms our expectations because with high-level of resource demand 
ratio each spacecraft can perform more tasks; the problems therefore can be saturated with less 
spacecraft. Analysing these trends for the constellation quality and for the memory utilisation can 
also be used at mission analysis stage to efficiently size the constellation for a particular problem 
category.
The other metrics present nearly constant trends tha t confirm the robustness capability of the 
system seen already in Sect. 5.2.4.
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7.3 Sum m ary
This chapter has presented the implementation and testing of a novel self-organising coordination 
mechanism. Section 7.2 has provided an extended testing phase on a constellation scenario.
These are the results of our tests:
•  S ca lab ility , the system shows linear growth of the computational time and constant per­
formance when varying the constellation size and the percentage of shared tasks. Both of 
these variables vary the level of complexity faced by the coordination mechanism and by the 
optimisation process. The comparison with the GA highlighted the benefits of our approach 
with respect to a standard optimisation approach th a t focuses only on the best solution for 
a single resource, not taking advantage of the collaboration among the resources. The GA 
system presents a drastic lower performance for any percentage of shared tasks.
R o b u s tn e ss , no significant performance variations can be observed when changing the re­
source demand ratio. However the trends seen for the constellation quality and for the memory 
utilisation can be used at the mission analysis stage to efficiently size the constellation for a 
particular problem category.
Chapter 8
Real World Applications
This chapter presents the applications of the system developed to real world scenario. Sect. 8.1 
focuses on the mission planning system of the Disaster Monitoring Constellation (DMC), an E arth  
Observation constellation operated by SSTL. This scenario shows the concrete applications and 
the add-values of our approach. Moreover we demonstrate the scalability property of our system 
when dealing with real world problems.
Section 8 .2  presents a different context, the planning of the ground station network GENSO op­
erated by ESA. The main purpose of this section is to show the similarity with the EO constellation 
problem and how it can be represented in our multi agent architecture in a seamless way. This 
demonstrates the generality of our approach.
8.1 D isaster M onitoring C onstellation
The Mission Planning System currently used at Surrey Satellite Technology Ltd. (SSTL) for the 
DMC constellation is a simple, responsive and predictable system; it uses traditional deterministic 
algorithms: given the same initial conditions it will compute the same plan every time. This plan 
is arrived at promptly and is the result of the specific decision making which has been hard-coded 
into the planning algorithms. However, these algorithms are not complete; this means th a t they 
explore only a restricted area of the solution space. Moreover, as satellites and imaging/downlink 
scenarios become more complex, and with the increasing use of constellations of satellites, the 
planning problem cannot be solved by the current approach. Eventually a deterministic planning 
system may be too unresponsive. Additionally, the use of solely deterministic planning algorithms 
is rigid and inflexible due to their nature. Lastly, these algorithms focus only on finding one solution 
which is good in a single specific way, whereas in reality there is a wide uncertainty in the definition 
of the objective function. Current MPS offers no flexibility or choice to the operators.
As the planning computation time increases as well as the desirability of more planning flexibility, 
computing or evolving multiple solutions continually in the background is becoming more and more 
necessary and will additionally give more choice to the operators. This section shows the efforts 
done to demonstrate how the system developed in this thesis can satisfy these needs.
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8 . 1 . 1  S c e n a r io s  D e f in i t io n
A number of test scenarios have been defined to show the applications of our system in the SSTL 
MPS. These scenarios s tart with the simplest planning problem involving a single satellite case, 
and build up to multiple satellites with real data  and more complex constraints. Note th a t these 
scenarios are static allowing us to perform a comparison against the results of the deterministic 
algorithms (i.e. SSTL MPS) where possible.
•  S ingle  S p acecra ft - S ingle  U se r S cenario , we use a pool of imaging opportunities (i.e. 
potential image acquisition strips of specific geolocated targets) of different priorities. The 
constraints implemented are temporal constraints between tasks and intra-resource mutually 
exclusive constraints. The objective function aims at maximising the number of highest 
priority imaging opportunities planned. This scenario represents a simplified model for a 
single spacecraft as UK-DMC2 th a t allows us to directly compare its results with the output 
of the SSTL MPS.
•  M u ltip le  S p acecra ft - S ingle U se r  S cenario , we use a pool of opportunities of targets 
across multiple satellites, with multiple opportunities for each target. The aim is to image 
all the targets only once using any satellite. We generate realistic ground station passes in 
such a way as to introduce a “bottleneck” into the scenario. We introduce resource capacity 
constraints modelling for the on board memory availability, inter-resource mutually exclusive 
constraints to avoid duplications of imaging of the same target and goal constraints in the 
objective function. We use a complex objective function taking in account not only the 
user priorities but also other aspects affecting the consumer tasks’ quality such weather 
information, rolling angle, etc. This scenario explores campaign planning for constellation 
missions, e.g. DMC3.
• M u ltip le  S p acecra ft - M u ltip le  U se r S cenario , we use pool of opportunities for different 
users, with per-user satellite usage constraints (e.g., user A has the 70% of the constellation’s 
use, user B has the 30% use). These additional constraints are modelled as goal constraints 
th a t are implemented in the objective function. This scenario explores solutions for multi-user 
planning problems.
S y s tem  S e tu p
In order to apply the system presented in this thesis to the DMC planning problems, we created 
a self-contained component of software which wraps our entire system. This software is written in 
Java and incorporates a fully open-source discrete-event agent-based modelling framework called 
M ASO N  [Berryman, 2008]. The system’s parameters and the objective function are configurable. 
The planning problems are passed in input as lists of imaging opportunities while the output is a 
list of solutions containing the set of planned tasks.
The followings are the steps to configure and run our system with this setup:
1. Transform the lists of imaging opportunities in lists of consumer tasks th a t are the nodes of 
the binary chains.
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Table 8.1: Experimental Setup for the DMC Single Spacecraft - Single User Scenario.
Problem Set:
Runs per Problem: 
Number of Ants:
30 problems 
1 0 0  
2 0 k
Problem Size: [25,100] tasks
2. Complete the binary chains translating all the constraints among the tasks.
3. Configure the system settings and the objective function.
4. Instantiate and run the multi agent system.
5. Retrieve the list of solutions once the run is term inated.
The system’s parameters settings are the same in all the scenarios and are the ones used in the 
previous tests, Tab. 7.1.
8 .1 .2  S in g le  S p a cecra ft - S in g le  U se r  S cen a r io
This scenario regards a single satellite and a single user. We generated a test case of arbitrary 
imaging opportunities of different priorities. These priorities are set between 1 and 5. The time 
required by each imaging opportunity is varied using a pseudo random number generator. This 
allows breaking the systematic patterns of conflicts. The solutions of our system and the ones of
the SSTL MPS are converted in a common format to  allow an easy comparison. For statistical
reason, we generated four categories of test cases of different problem size: 25, 50, 75 and 100 
imaging opportunities. For each of them  we have 30 problems thus giving a series of 120 to tal 
problems. The experimental setup is summarised in Tab. 8.1. Note th a t the problem sizes used in 
these tests is far bigger than  the ones used in Sect. 5.2.3. Thanks to this scenario therefore we are 
testing the efficiency of our system, compared to the current SSTL MPS, and also the scalability. 
The results of our comparison are shown in Fig. 8.1.
The Quality  chart of Fig. 8.1 represents the mean and the best quality of the solutions generated 
from our system during the run. The quality is the value given by the objective function to  a specific 
solution. These values are expressed in percentage with respect to the solutions given by the SSTL 
MPS. We can note approximately 3% to 6 % improvement on average with respect to  the SSTL 
MPS. Similarly in terms of number of tasks scheduled we can note 5% to 8 % improvement on 
average with respect to the SSTL MPS. In both these charts the performance decreases w ith the 
problem size. This can be explained considering th a t the time of run, the number of ants used, 
is constant. For bigger problems we should increase this number to have more exploration. The 
other two charts regard the system’s scalability: the computation time and the memory used; they 
increase linearly with the problem size.
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Figure 8.1: DMC Single Spacecraft - Single User Scenario, testing results and comparison with the 
SSTL MPS, varying problem size: [25,100] tasks.
8 .1 .3  M u ltip le  S p a cecra ft - S in g le  U ser  S cen ario
In this scenario, a constellation of multiple satellites is tasked with imaging a set of targets as soon 
as possible. Unlike the previous scenario, the test is set up to be as realistic as possible: satellites 
are modelled on actual in-orbit LEO satellites, real-world targets are retrieved from the SSTL MPS 
database of the UK-DMC2 mission, and the ground station passes are generated using historical 
TLEs for those satellites over a single ground station. The main objective of this scenario therefore 
is to test the scalability of the system when facing real world problems. Lastly, we introduce a 
complex objective function based on the operators’ goals. This aims at showing the flexibility of 
the system in adjusting the system’s solutions to different needs. Note tha t the SSTL MPS cannot 
be used to compare results as no automatic algorithm exists able to plans images across multiple 
satellites without duplication of imaging of the same target.
The metrics considered in this scenario are the following:
C onstellation  Q uality, is given by the sum of the mean of the solution quality of each
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spacecraft caring of possible duplications between them.
n
Q c { s )  =  E -  D { X d )  (8.1)
i=l
•  M e m o ry  U tilisa tio n , the mean of the on board storage memory utilisation of each space­
craft. This is an im portant metric because we are interested in maximising it but in the case 
of duplications a certain amount of data becomes useless causing a decrease of efficiency.
•  N u m b e r  o f  T ask  S chedu led , number of total consumer tasks scheduled by the constella­
tion.
•  T ask  L oad  B alance , represents how well the load balance is distributed in the constellation. 
The load is defined in terms of number of tasks.
where Lmax is the maximum load among the satellites while Lmin is the minimum load. 
The task load balance is expressed as a percentage where 100% represents the perfect load 
balance. Satellite operators would want the tasking load to be spread as evenly as possible 
across the constellation’s satellites.
The scenario is structured in two parts: firstly we describe the objective function used in this 
test th a t is based on the operators’ goals; secondly we test the scalability of the system along two 
problem’s dimensions, the constellation size and the planning horizon.
G oa ls-b ased  O b je c tiv e  F u n c tio n
Regarding the objective function we introduced a number of goal constraints th a t implement the 
capability of influencing the overall quality for each solution. The idea is th a t the operators can 
choose the goals im portant to them  when planning, and can select one to adopt for the live plan. 
The goals we want to incorporate in the objective functions are the following:
•  T im eliness, given a set of opportunities to image a particular target, earlier opportunities 
are favoured (regardless of which satellite is doing the imaging). This is because the aim of 
this scenario is to image all targets once as soon as possible.
•  R oll, this param eter models a general preference for imaging opportunities with roll angles 
close to a  0  degree ideal, as the image quality is generally higher at smaller attitudes.
•  U se r p rio rity , an integer value describing the absolute global priority of one user compared 
to another.
•  C loud  cover, predicted cloud cover at time of imaging. Opportunities with less cloud cover 
are preferred.
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The following equation defines the objective function used for each satellite, taking into account 
these goals:
nTask
f ( x )  =  E
i=l
1 -
Ui
Ur.
^ w u  A- ( l  -  * )  w t  + ( l  -  p  ^ ) Wiî +  (1 -  Ci) w c) (8.3)
This is a weighted sum where each summed term  is a number G [0,1]. Ui is the user priority for 
the task i while Umax is the maximum possible integer associated to a user priority. w\j is the 
user priority weight. Similarly, Ti is timeliness of task i. Each opportunity to image a target is 
assigned an integer indicating its chronological position on the timeline compared to the others. 
Trnax is the Order number of the last opportunity in the set of opportunities to image that target
while w t  is the timeliness weight. The roll angle required to image an opportunity is indicated by
Hi and lastly Ci indicates the predicted cloud cover over the target at the time of this opportunity. 
Each weight can be used to influence the importance of its associated term  to the solution’s quality 
score. Setting a weight to 0 excludes that term  from the planning.
Figure 8.2 shows an example of the goals’ influence in the output of our system. We run our 
system multiple times with three goal settings, each of them favours only one goal:
1. Cloud Coverage: w c  =  2, wp  =  1 , wp = 1, wu =  0
2. Roll: Wc =  1, w r  =  2, w t  = 1, wjj =  0
3. Timeliness: w c  =  1, wp  =  1, wp =  2, wjj = 0 
In these runs we have not used the user priority.
Metrics Goal Contributions
Cloud Cov. Roll Tim eliness
n Task Const. Q Task Balance
Cloud Cov. Roll Tim eliness
Tim eliness I 1 Roll Cloud Cov.
Figure 8 .2 : Goals’ effects in the system’s solutions for the DMC Multiple Spacecraft - Single User 
Scenario
We then averaged the solutions’ metrics of each run and we compared the results. This com­
parison is showed by the left bar chart. In this chart each metric is represented in percentage
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Table 8.2: Experimental Setup for the DMC Multiple Spacecraft - Single User Scenario
Imaging Target: 
Problem Set:
Runs per Problem: 
Number of Ants:
59
25 problems 
1 0 0  
30k
Constellation Size: 
Planning Horizon:
[1 ,6 ] satellites 
[3,12] days
with respect to the best among the three settings. Note tha t in average the timeliness run finds 
the best solutions in all the metrics. This shows th a t changing the goals results in changing the 
problem itself. This can have an overall effect in the constellation’s efficiency. The bar chart on 
the right shows the actual contributions of the goals to the solutions’ quality, as a post-processing 
verification. Note th a t the goals’ distribution reflects approximately the weights distribution. This 
means tha t these solutions are satisfying the goals.
S ca lab ility  T est
The experimental setup is summarised in Tab. 8.2. The test case is created using a set of 59 real- 
world targets. The satellite orbits are randomly chosen from a pool of 30 in-orbit satellites. These 
have been specifically chosen as representative of DMC low earth  orbit satellites. We generates 
test cases of 25 problem, where each problem is formed by the opportunities associated to each 
satellite to image the targets across a time frame defined by the planning horizon. Each opportunity 
corresponds to a 10-minute image capture strip. The user priority is not used for this scenario and 
is fixed at 1. The timeliness and roll angle parameters are set to  values generated by the imaging 
opportunities calculation. The cloud cover is a random number between 0 and 1. The weights 
are all equal. The ground station passes are generated with size and bandwidth appropriately 
configured to introduce a sufficient bottleneck effect into the system. We created 6  test cases w ith 
different constellation size, [1,6 ] and 4 test cases with different planning horizon, [3,12] days. Thus 
in to tal 250 different problems were generated.
Figure 8.3 shows the test where we keep the planning horizon constant a t 3 days and we vary 
the number of satellites from 1 to 6 , represented in the x-axis. Note tha t in this case the average 
problem size is 190 consumer tasks while the number of intra-resource and inter-resource m utually 
exclusive constraints varies between 100 and 9000, with 6  spacecraft. These numbers give an idea 
of the complexity of real-world problems.
In this scenario we would expect th a t in general the constellation quality and the number of tasks 
planned increase as either the number of spacecraft increases or the planning horizon increases. 
However, the problems are created with a restricted number of targets and no duplication is allowed. 
The constellation quality of Fig. 8.3 shows a positive trend as the number of spacecraft increases. 
However we can observe an asymptotic trend: with more than  4 satellites the performance is almost 
constant. This offers information on the ideal constellation size th a t gives the highest efficiency. The 
chart regarding the number of tasks scheduled shows a similar profile tha t confirms this argument.
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Constellation Quality Memory Utilization Mean
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Figure 8.3: DMC Multiple Spacecraft - Single User Scenario, testing results varying the constella­
tion size: [1 , 6 ].
The utilisation of the on board memory decreases as more satellites are used in the constellation. 
This follows the expectation because we have a fixed number of targets to perform. Lastly, the 
system seems to be able to balance the task load across the constellation, for different numbers of 
spacecraft. This distribution becomes less even as the system saturates the problem.
Figure 8.4 shows the test where we keep the constellation size constant at 3 spacecraft and we 
vary the planning horizon from 3 to 12 days, represented in the x-axis. Note that in this case 
the problem size varies between 90 to 350 consumer tasks while the number of intra-resource and 
inter-resource mutually exclusive constraints varies between 300 and 9000. These numbers give an 
idea of the complexity of real-world problems.
Similarly to the previous test, the constellation quality and the number of tasks scheduled increase 
with the size of the planning horizon. Prom the shape of these curves we can deduce that for this 
problem set, a planning horizon of 9 days is enough to generate high quality solutions and extending 
it more does not offer significant improvements to the average solution quality. The utilisation of 
the on board memory decreases as more days are considered in the planning horizon. This follows 
the expectation because we have a fixed number of targets to perform. Lastly, the system seems 
to be able to balance the task loading across the constellation, for different numbers of spacecraft. 
This distribution becomes less even as the system saturates the problem.
Note tha t during the entire testing phase the system always generated solutions complying with
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Figure 8.4: DMC Multiple Spacecraft - Single User Scenario, testing results varying the planning 
horizon: [3,12] days.
all the inter-resource mutually exclusive constraints. This confirms the validity of the self-organising 
coordination model developed.
8 .1 .4  M u ltip le  S p a cecra ft - M u ltip le  U se r  S cen ar io
This scenario models a hypothetical business situation such as a contract between multiple cus­
tomers using the same constellation, whereby each of the customers owns a specific percentage 
of the constellation’s utilisation. This percentage defines the customer’s priority of access to  the 
constellation. We model the case where two customers are requesting competing imaging requests 
of a total number of targets greater than what the constellation can deliver in the time available.
This type of constraints is different from any others seen so far because affects the constellation 
at the global level. However we do not have a global objective function; our system finds global 
solutions thanks to a self-organising process. In order to incorporate this constraint in this pro­
cess, we need to decompose it and apply it to each resource’s objective function. The objective 
function used is similar to the one of the previous scenario tha t considers different goals, eq. (8.3). 
Additionally, in this scenario we have to consider the customer’s percentage. These are expressed
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Table 8.3: Experimental Setup for the DMC Multiple Spacecraft - Multiple User Scenario
Imaging Target: 
Problem Set:
Runs per Problem: 
Constellation Size: 
Planning Horizon: 
Number of Ants: 
Number of Customers:
49
25 problems 
1 0 0  
3 satellites 
3 days 
1 0 k 
2
Customer’s Percentage: [0.1, 0.9]
as numbers between 0  and 1 which satisfy this relation:
Y^cpj = l 
j= i
(8.4)
where cpj is the required customer’s percentage. These customer’s percentages are goal constraints 
and are implemented in the objective function as penalty terms:
f { X )  =  / ,(X )  • ( l  -
h j  - ' ^ T a s k
Ttr
(8.5)
where Uc is the number of customers, UTj is the number of tasks scheduled for the customer j  
and UTask is the total number of consumer tasks scheduled. fq{X)  is the objective function seen 
in the previous scenario, eq. (8.3), tha t considers goals such as timeliness, roll and so on. Note 
th a t the penalty term, the right term, is a number between 0 and 1 . It can then only reduce the 
value of f q{X) .  This happens when the required customer’s percentages are not satisfied. This 
term  describes how far we are from this goal, which is expressed in the number of consumer tasks 
scheduled for each customer.
The experimental setup is summarised in Tab. 8.3. For each customer we consider a set of 49 
real world targets to  be imaged once only. The constellation is composed of 3 spacecraft and the 
planning horizon is of 3 days. We vary the customer’s percentages in the interval [0.1,0.9].
The test results are shown in Fig. 8.5. The graph on the left plots the percentage of consumer 
tasks achieved for customers A and B, for a corresponding customer’s percentage. The x-axis rep­
resents the required percentage for customer A. The one for B is the complement of A. For example, 
given a hypothetical contract assigning to the customer A 60% priority and to the customer B 40%, 
we can see th a t the solutions generated give to the customer A about 60% of their requested targets 
and to the customer B about 40%. The highly symmetrical “X” reflects the customer’s percent­
ages, which are one the complement of the other. The error between the required and the achieved 
customer’s percentage is around 2 %. It get slightly worse only on the extreme case, user A =0.1/ 
user B=0.9 where we have an error of 4%. This confirms the validity of our approach along the 
entire percentage’s range.
Thanks to  the customer’s percentage constraints, this scenario is over-constrained with respect to
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Figure 8.5: DMC Multiple Spacecraft - Multiple User Scenario, testing results varying the cus­
tom er’s percentage: [0.1,0.9].
the previous one of Sect. 8.1.3. This means tha t we expect to generate lower performance because 
some of the previous solutions are not anymore available. In order to compare the difference, we 
run the scenario without the customer’s percentage constraints. The plot on the left of Fig. 8.5 
shows that there is approximately 3% loss of tasks scheduled with respect to the over-constrained 
problem, which equates to around 0.5 tasks in an average of 25-30 tasks scheduled. This loss is 
small and shows tha t these types of goal constraints can be used without significant efficiency 
degradation.
8 .1 .5  R e su lts  S u m m a ry
The scenarios considered in this section showed the following benefits of our system with respect 
to the current SSTL MPS:
• A set of solutions is generated which gives to the users the possibility of selecting the most 
suitable plan, helping maximising the constellation’s efficiency and the users satisfaction.
• Highly flexible to user goals used to model the customers’ preferences. This allows to adjust 
the solution according to short-term events.
• Highly scalable; the computation time increases linearly with the problem dimensions such 
as planning horizon and constellation size.
• Support constellation size analysis that can be used for example in analysing customer re­
quirements based on the volume of their projected levels of payload tasking and download 
capability.
• Easily adaptable to support multi-user planning scenarios where two or more users compete 
for the use of a constellation. The performance of the algorithm does not show significant 
degradation.
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8.2 G ENSO  N etw ork
This section introduces the planning problem of the ground station network GENSO. We aim 
at showing the similarity of this problem with the EO constellation problem and how it can be 
represented in our multi agent architecture in a seamless way. This demonstrates the generality of 
our approach. We describe the problem entities and the problem constraints. We then show the 
mapping with the entities forming our multi agent architecture. In the framework of this research, 
a standalone application has been developed to work as MPS prototype for the GENSO network. 
However, the design and implementation details of this application are outside the scope of this 
thesis. Because of the similarity of the problems, we do not expect any change in the system’s 
dynamics. Therefore we have not performed quantitative tests but rather qualitative and usability 
tests. However they are outside the scope of this thesis.
8 .2 .1  P r o b le m  D e fin it io n
The CubeSat platform has become a standardised spacecraft configuration adopted by space re­
searchers around the world. GubeSats sit on the border between pico and nano classes spacecraft 
as they are a standardised lOxlOxlOcm cube with the weight restricted to 1kg, though they are 
usually used in a stacked configuration of three cubes. Given its reduced dimension, this platform 
has a number of limitations, one of which is the telecommunication capabilities. This becomes an 
operational bottleneck when is considered together with the limited means of a radio amateur or 
university ground station.
Mission controllers of university satellites can normally gather around 20 minutes of data per 
day with their own university’s ground station. The Global Educational Network for Satellite 
Operations (GENSO) is forming a worldwide network of ground stations, aiming at increasing their 
da ta  return to  many hours per day. This network is based on a distributed software architecture 
built on Internet. This would fundamentally change the way these missions are managed. This 
network has potential of increasing the benefits of these missions in terms of education and science 
return.
The GENSO system among the other things has to offer the capability to plan and schedule 
the allocation of the ground stations (GS) to the missions, in order to maximise the eflaciency of 
the network and satisfy the missions’ requests. Figure 8 .6  shows a high-level view of the GENSO 
architecture, focused on a central component in charge of ingesting the missions’ requests and 
scheduling the GS allocations. In this context the missions, i.e. the satellites, are the customers 
while the ground stations are the resources.
The missions’ requests are asynchronous and critical situations may occur. The ground sta­
tions are independent entities, run by different control teams. This means tha t from the planning 
perspective, they are unreliable resources. Moreover the GENSO network is foreseen to be con­
tinuously changing in terms of number of missions and ground stations available. The planning 
system therefore is required to adjust dynamically the solutions to this changing problem. Lastly 
the operators need to define high-level goals to increase the system’s flexibility and satisfy the 
missions’ requests.
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Figure 8 .6 : High-level GENSO architecture.
Given this problem description, the P&S system required by GENSO needs to cope with the 
following requirements:
• Efficiency
— Maximise the GS network utilisation
— Goal based Operations
• A daptab ility
— Asynchronous missions’ requests /  Emergency Situations
— Goal redefinition
— GS availability
• Scalability
— Single or multiple GS network
— Variable planning horizon (1 day to 1 month)
— Variable number of missions
Note the similarity with the requirements defined for the EO constellation scenario, Sect. 3.1.
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8 .2 .2  P r o b le m  E n tit ie s
Given the afore-mentioned high-level description of the EO constellation scenario, we can focus on 
the main entities tha t form this problem:
•  M ission, the customers of the GENSO networks. A mission needs to regularly communicate 
to the ground. Each mission can specify a priority profile for the given planning horizon and 
a set of ground stations th a t comply with its telecommunication requirements.
• GS Pass. Given a specific time window, the planning horizon, and a set of ground stations, 
for each satellite we have a list of ground station downlink opportunities th a t we call GS 
pass. A GS pass has a specific temporal-spatial location and is associated to a complex 
definition which encompasses the mission’s priority and a number technical features used by 
the operators to assess the importance of the task. Moreover, the GS passes are associated to 
a number of temporal and mutually exclusive constraints. For example, normally, we want to 
avoid passes for the same mission too close in time. This would reduce the overall network’s 
performance.
•  GS, the resources of the GENSO network. Each ground station has limited availability, 
given by the man-power availability. This can be expressed in daily time windows and in 
a maximum number of passes per day. Moreover, each ground station is associated with a 
number of inter-GS constraints, in order to avoid passes for the same mission too close in 
time.
8 .2 .3  P r o b le m  C o n str a in ts
The problem presented above incorporates a number of types of constraints tha t find different 
representations in our multi agent architecture. To facilitate the explanation of this mapping, we 
propose the same constraints’ classification proposed for the EO constellation scenario, seen in 
Sect. 3.1.2:
•  T em poral C onstraints, define the temporal ordering among the GS passes predicted.
•  R esource C apacity C onstraints, express the number of GS passes tha t the GS operators 
are available to perform.
•  Intra-R esource M utually  E xclusive C onstraints, are used to model GS passes associ­
ated to the same mission and the same GS that are too close in time or temporally overlapping 
GS passes.
•  Inter-R esource M utually  E xclusive C onstraints, represent GS passes associated to the 
same mission but different GS th a t are too close in time.
•  G oal C onstraints, express the missions’ preferences in terms of GS passes priority.
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Problem  E ntity Description MAS
Mission 
GS Pass
Ground Station
Customers defining the requests
Ground station downlink opportunities associated to
the missions
Daily GS availability
Binary Depletable Resource
Solution Explorer
Consumer Task: Env. Agent
Producer Task: Env. Agent 
Resource Agent 
Ant Agent
Table 8.4: GENSO problem entities representation into the multi agent architecture.
8 .2 .4  P r o b le m  R e p r e se n ta t io n
The representation of the GENSO problem follows the same lines of the one for the EO constellation 
problem, seen in Sect. 3.3. The ground station can be modelled as a binary depletable resource, 
indicating that the GS can be used only by one mission at a time with restricted availability. A 
GS pass is an activity tha t reduces the GS availability; therefore it consumes the GS resource. 
All the GS passes then compete for the GS. The GS availability is defined on a daily basis. This 
means tha t a t the beginning of every day of planning we can associate a producer task to the GS 
th a t models the new availability. That being defined, the problem can be seen as an assignment 
problem with resources and temporal constraints. The GS pass is characterised by the time needed 
and a quality term  which indicates the importance of the specific pass; this last param eter is the 
results of a number of goal contributions such as mission’s priority, timeliness and so on. We can 
define a generic objective function tha t needs to be maximised, taking into account the GS passes 
scheduled and their relative importance.
In the timeline representation, a GS can be modelled with just one timeline. This timeline 
in our model is represented as a binary chain. Given this setting, we can apply our ant colony 
algorithm to find good solutions to the planning problem. The ant agents can explore this chain 
depositing pheromones on a particular trail th a t represents a selection of GS passes. A GS therefore 
is represented by a resource agent tha t generates swarms of ant agents in charge of exploring the 
search space and finding good solutions. The ant agents explore continuously the environment while 
keeping enforcing the pheromone distribution of a particular trail that represents the current best 
solution. Such a solution is always a feasible solution because all the constraints not represented in 
the graph are checked by the ant logic using information given by the consumer task’s attributes.
Considering the domain of a GS network, we model each GS as a distinct problem and we 
introduce inter-resources mutually exclusive constraints among them to model GS passes th a t are 
associated to the same mission but are too close in time; too close is subjective to the missions. The 
missions based on their operational capabilities are required to define these time periods. Satisfying 
this type of constraints is necessary in order to maximise the network efficiency. We can apply the 
self-organising coordination system seen in Ch. 6  and Ch. 7, to successfully comply with these 
requirements.
Summarising, the system can be modelled in 3 main categories of agents: environment, resource 
and ant agents. Table 8.4 shows this classification as well as the mapping between these agents to
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Problem  Constraint D escription MAS
Temporal Temporal sequence of GS passes Edges of the graphs envir­
onment
Resource Capacity Maximum daily number of GS passes for a spe­
cific GS
Ant logic -
Consumer task’s attributes
Intra-Resource 
Mutually Exclusive
GS passes of the same mission and the same 
GS, too close in time - 
Temporally overlapping GS passes
Ant logic -
Consumer task’s attributes
Inter-Resource 
Mutually Exclusive
GS passes of the same mission but different 
GS, too close in time
Edges connecting the 
resources’ graphs
Goal High-level goals defined by the operators to 
satisfy the missions’ preferences
Objective function - 
Consumer task’s attributes
Table 8.5: GENSO problem constraints representation into the multi agent architecture.
the problem’s entities while Tab. 8.5 shows the way the problem constraints are implemented into 
the MAS.
Chapter 9
Conclusions and Future Work
“All life is problem solving” 
by Karl Popper
9.1 Conclusions
Distributed space missions such as EO constellations or ground segment networks present new 
challenges for autom ated planning & scheduling systems. These systems need to  increase the mis­
sions’ efficiency while being highly responsive, adaptable to deal with dynamic environments and 
scalable in terms of the problem’s dimensions (number of customers, constellation’s size or planning 
horizon). Today a number of new advanced technologies are available for meeting these require­
ments such as self-organising multi agent architectures and nature-inspired collective algorithms. 
In this thesis, we presented a system based on these technologies to deal with distributed missions’ 
scenarios. In the following, we want to summarise our approach and the lessons learnt.
The main objective of our research was to develop an autom ated P&S system for multiple resource 
allocation problems. We started from the assumption tha t a traditional approach th a t considers the 
entire problem as a single optimisation problem is unfeasible and inflexible, due to the problem’s 
dimensionality. We focused then on developing a system that combines the experience m atured 
by the AGO meta-heuristics in terms of optimisation with the coordination capabilities of the 
synthetic ecosystems. Such an approach can greatly reduce the dimensionality of the problem and 
offer a flexible and scalable architecture. We aimed therefore at a system where optimisation and 
coordination are performed simultaneously, in a self-organising manner. To this aim, we focused on 
the long-term behaviours of the AGO algorithm that are the result of the self-organising mechanism 
based on stigmergy. We have then modelled this algorithm in terms of dynamical systems.
Chapter 4 has presented a novel analytical description of the AGO algorithm on problems rep­
resented as binary chains. The ODE modelling demonstrated to be a very powerful analysis tool, 
allowing us to perform a complete stability analysis of the system. We have been able to identify 
the long-terms behaviours and the role of the parameters in the system’s dynamics. Moreover, this 
analysis highlighted an unexpected insight: the role of the pheromone amplification param eter a  as 
a controller parameter of the system’s stability. Depending on the value of a  the system expresses 
different behaviours in terms of stable points and convergence time. We have identified three main
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system’s behaviours and we have highlighted tha t none of them is perfect in terms of optimisation. 
They either explore or exploit too much. In general, for a  =  1 the system has a good trade-off 
of exploration vs exploitation but can be very slow. This greatly reduces the adaptability of the 
system in a dynamic context.
Thanks to these insights, we have developed a novel algorithm that combines the three system’s 
behaviour in order to exploit their benefits. This algorithm is capable of regulating the trade-off 
of exploration vs exploitation by dynamic variations of the param eter ol. Chapter 5 has presented 
this algorithm along with a complete testing phase aiming at tuning and refining the algorithm. 
Moreover, the testing phase highlighted the system’s scalability when varying the problem size: 
the system showed linear growth of the computational time and constant performance. In terms of 
adaptability the system exhibited no degradation for variations in the problem of 5%, thanks to its 
capability of exploiting the knowledge of the previous explorations stored in the pheromone field.
The development and analysis of the AGO algorithm allowed us to achieve an efficient and 
adaptable system in the long-term th a t can solve single resource allocation problems. The next 
step was to extend this architecture to multiple resource allocation problems. Chapter 6  has 
presented an analytical description of a. novel self-organising multi-agent architecture based on the 
stigmergy mechanism. Thanks to ODE modelling we have been able to implement a coupling 
between the pheromone fields of the different binary chains in order to coordinate the resources 
on the shared tasks. In Sect. 6.1 we have showed a novel methodology based on ODE modelling 
and we successfully applied it to this problem. This represents one of the first attem pts to design 
self-organising systems using formal methods and ODE modelling demonstrated itself to be a very 
powerful tool to forecast the long-term behaviours of the system under design.
A remarkable advantage of the coordination mechanism developed is tha t it does not signific­
antly affect the system’s dynamics responsible for the optimisation process. This allowed us to 
reuse the implementation of the previous AGO algorithm and extend it with the self-organising 
coordination mechanism. Chapter 7 has presented this new implementation together with a testing 
phase on a constellation scenario. This phase highlighted the system’s scalability when varying the 
constellation size and the percentage of shared tasks. Such a good scalability confirms the benefits 
of a self-organising architecture.
Finally, in Ch. 8  we applied the system developed to two real world scenarios, the DMC EO 
constellation and the ground station networks GENSO. These scenarios provided evidence of the 
benefits of our approach with respect to conventional systems in terms of efficiency, fiexibility and 
scalability. Moreover, the GENSO scenario successfully demonstrated the seamless transferability 
of our architecture to different contexts outside the earth observation field.
9.2 L im itations 8 z Future Work
The scope of this research was quite broad, going from space applications of autom ated P&S to 
Computational Intelligence optimisation techniques and multi agent self-organising platforms. Due 
to time constraints therefore a number of choices have been taken in order to avoid an exponential 
branching of this research. This however results in a number of limitations and directions where this
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work could be expanded. The following sections consider various options for future development 
focusing first on the research directions and then on extending the applications of this work.
9 .2 .1  R e sea rch  D ir e c t io n s  
Environm ent Topology
Our architecture is built on a particular topology, the binary chain. This representation can easily 
represent assignment problems tha t can be expressed in binary variables, such as the EO constel­
lation scenario. The ODE model presented and the relative AGO algorithm are therefore valid 
for problems modelled with this representation. [Meyer, 2004] suggested th a t the system’s stabil­
ity may change depending on the typology of the network, specifically the network connectivity. 
However, the author did not provide any mathematical analysis of this dependence. It is clear tha t 
this phenomenon may affect problems such as the TSP where the typology of the graph is different 
for each problem. Differently, in the case of problems modelled as binary chains, the level of con­
nectivity is always constant. Further investigation is therefore required to extend the theoretical 
model to different types of graph. This would greatly extend the applications of our architecture.
Problem  C onstraints
Another direction requiring further examinations is how problem constraints infiuence the system’s 
dynamics. A formal analysis of this influence is out of the scope of this thesis; we can however draw 
some informal considerations. The constraints tha t can be directly considered by the theoretical 
model are only those tha t can be modelled in the environment, i.e. temporal and inter-resource 
mutually exclusive constraints. All the others are handled at different stages of the algorithm: 
they can be part of the objective function, i.e. goal constraints, or they can be incorporated in 
the logic of the ant agents, allowing the creation only of feasible paths, i.e. resource capacity and 
intra-resource mutually exclusive constraints. The goal constraints affect the pheromone update 
coefficients therefore they play the same role of dynamic changes in the nodes’ quality. Sect. 4.4. 
The constraints controlled by the ant logic are in charge of avoiding the creation of unfeasible 
solutions; therefore some specific solutions, i.e. some vertices of the n-cube, are forbidden by them. 
The result can be pictured as a n-cube missing a number of vertices. The stability properties of 
the feasible vertices are unchanged but the unfeasible vertices reduce the neighbourhoods’ size of 
the feasible vertices; in some cases some feasible vertices might be isolated, therefore unreachable. 
This may increase the number of local optima. Further investigations are required to  have better 
understanding of the system’s dynamics in these conditions and to developed better exploration 
strategies.
Related to this topic is the repairing operator in the ant logic tha t is in charge of correcting the 
unfeasible solutions during their construction. This thesis has briefly described this component in 
Sect. 5.1 because is out of our scope. The current implementation of this component is indeed very 
simple and efficient. More sophisticated techniques might improve the efficiency of the algorithm, 
though their impact on the computational time needs to be taken in account.
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A G O  S to c h as tic  N a tu re
The ODE model presented in this work cannot describe phenomena due to the stochastic nature 
of the AGO algorithm. This is an im portant aspect to evaluate in order to provide a meaningful 
description of real algorithms’ dynamics. In Sect. 4.1, the ensemble hypothesis used to derive eq.
(4.1) considers the mean of the ensemble th a t is valid only for a high number of runs of a real 
algorithm. This model does not characterise how the behaviour of a single run can differ frohi the 
mean. Another element to consider is the role of the evaporation factor p. Our model shows that 
p is not responsible for the change in stability. Rather, it affects the magnitude of the eigenvalues 
and is therefore a time scaling factor. However, the tuning of this param eter influences the trade­
off of exploration vs exploitation, due to the instabilities tha t high values of this parameter can 
introduce, as seen in Sect. 4.5.3. An interesting direction of research would then be to combine 
the conclusions provided by our model with the results offered by statistical modelling approaches. 
This would give a formal description of the spread of system’s dynamics from the ensemble^s mean 
and would increase the reliability of the system.
O D E  M eth o d o lo g y
The ODE methodology presented in this thesis, despite the limitations discussed above , has 
demonstrated to be a very powerful tool to analyse and forecast the long-term behaviours of the 
system under design. In terms of analysis, in this thesis we have considered a very simple AGO 
algorithm. This is the most nature-inspired algorithm though in literature it is not the most 
efficient. From our point of view, its simplicity however is its strength because this algorithm 
is the basis for all the following more sophisticated AGO algorithms, such as AGS [Dorigo and 
Gambardella, 1997], MAX-MIN [Stiitzle and Hoos, 2000] and so on. This means tha t our ODE 
model can be the basis for more sophisticated models representing more efficient AGO algorithms. 
This is surely an interesting direction of research that has potential to provide a wide number of 
insights in the dynamics of these advanced algorithms.
On the same line, our current AGO algorithm together with its model can be extended with some 
of the techniques offered by more sophisticated AGO algorithms in order to increase its performance 
and therefore its applications.
Finally, as seen in Gh. 6 , the ODE methodology can be successfully used to design self-organising 
mechanisms. ODE modelling presents a number of limitations and is not able to solve the main 
issue th a t affects the design of self-organising systems: the formulation of the micro-level beha­
viours required in order to achieve the desired top-level macro behaviours. However, the ODE 
methodology can offer a detailed model of the system’s dynamics, which is needed in the design 
phase, as well as a detailed analysis of the output of such a design, for the testing phase. We believe 
th a t this methodology has strong potential in the multi agent and computational intelligence field 
and could help to fill the gap between nonlinear natural systems and engineering applications.
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A lp h a  S tra te g y
The novelty of the AGO algorithm presented in this thesis is due to the exploitation of the system’s 
change in stability to regulate the exploration and the exploitation of the algorithm. In Gh. 5.2.2 
we presented a number of strategies to vary the controller parameter a , we called them  Alpha 
strategies. These strategies are quite simple and intuitive but they have been able to support 
our argument. However we have not modelled them  inside the theoretical framework. Further 
analyses in this direction along with an extended knowledge of the system’s dynamics, given by 
the investigations discussed above, could provide a more efficient and adaptable system.
Following the same line of thoughts, an interesting concept is the use of independent controller 
parameters. To explain this concept, we consider a single binary chain with only two nodes A and
B. As seen in Sect. 4.2, the analytical model for a 2-node system is formed by 4 equations, two for 
each node of the graph:
=  —p'^Ao F  Coo V aq Vbo + cqi V ao F b idt
dT A l
=  —pTAl +  Cio Vai Fb O +  Cll P ai P b i
(9.1)
—^  =  —pTBo F  Coo P ao P bo F  Cio P ai P bo
drsi 
dt =  —p^Bi F  cqi P ao P b i  +  cn  P ai P b i
This is the system of (4.26), however we now introduce a variant. Each node of this chain as a 
different pheromone amplification parameter:
'^ AO T )  . _  G 41P ao =   ^ ^  , P a i =  _ ^  _
(9.2)
' B O  _  ' B 1P bo =   —, P b i  =
'^ B o  +  '’'b o  +  '’ ’b i
The node A is associated with the param eter a  while the node B with the param eter p. This 
means the while we previously had one controller param eter for all the nodes of the chain, now 
we have one for each node. This opens a number of possibilities because we can now vary them  
independently from each other.
Figure 9.1 shows a graphical representation of some alpha strategies in a 2D space where the 
x-axis shows the values associated to a  while the y-axis represents the values of The alpha 
strategies considered in this thesis has the two parameters always equal, a  = /3. Therefore all these 
strategies can be represented by the bisector line passing for the point (1,1). The difference among 
them is in the speed along this line. For a  p  alternative strategies can be designed such as the 
one represented by the dashed line th a t first cross the change in stability with the param eter a  and 
then with The elliptic line represents an equivalent concept where we create a cycle through the 
changes in stability of these parameters.
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Figure 9.1: Graphical representation of Alpha strategies with independent parameters.
The novelty in these strategies is th a t we are exploring also the II and IV sectors of this 2D 
space. We did a number of tests to verify the system’s dynamics in these cases and we realised 
th a t the changes provoked by one param eter are decoupled from the other. This means tha t in 
these cases some of the saddle points th a t form the surface of the n-cube become stable points. A 
formal justification of this statement is out of the scope of this section. However, the key point is 
th a t we can have much more flexibility in designing strategies th a t navigate the n-cube. A further 
idea is th a t these strategies could be implemented as the stable dynamics of a particular dynamical 
system, such as a limit cycle. Having a dynamical system in charge of defining the alpha strategy 
instead than  a fixed predefined function would greatly increase the adaptability of the system.
C oordination  M echanism
In this thesis we have not explored the different implementation of pheromone update coefficient 
associated to the self-organising coordination mechanism, A. Future work sees the exploration of 
more sophisticated implementations by means of the theoretical model presented. One of which is 
the introduction of a bias in the coordination mechanism itself. In a number of situations we might 
want to express a preference on the distribution of the load among the resources. This is currently 
not possible because the system is purely self-organising without any external conditioning. In 
the EG constellation scenario for example we might want to force an equal load balance in the 
constellation or we might force a particular distribution of it. We can find similar applications 
in the GENSO network scenario to regulate the load balance of the ground stations. Such a bias 
can be implemented as a coefficient for each resource, which affects the A coefficient. This would 
have an impact on the overall coordination. These coefficients can be determined by the operators 
or by a deliberative master agent in a hybrid architecture. We have performed some preliminary 
experiments and we have achieved promising results. However, a formal analysis is needed in order 
to guarantee the reliability on this mechanism.
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G lobal C o st F u n c tio n
The self-organising coordination mechanism presented in this thesis demonstrated to be highly 
scalable when varying the number of resources and the number of shared task. The system’s 
computational time grows linearly with these dimensions. This is a remarkable property however 
an im portant limitation needs to be discussed. We cannot define a global objective function for 
the entire resources’ network which is different from the objective functions defined for each single 
resource. Such a function would impose dependencies on the solutions achieved for each single 
resource; dependencies tha t are by definition in conflict w ith the concept of self-organisation. These 
dependencies could be defined and enforced by a master agent tha t would act as deliberative agent. 
This may result in a hybrid architecture tha t would greatly extend the applications of the system 
to problems with global constraints. However, further investigations are required to assess its 
feasibility.
M u lti-O b je c tiv e  O p tim isa tio n
Nowadays, a number of real world problems are faced with multi-objective optimisation techniques 
because some objectives are often conflicting. In these cases a single solutions is not helpful. A 
clear picture of the trade-off between these conflicting objectives is precisely the goal of these 
algorithms. This is called pareto optimal. A wide number of AGO algorithms have been developed 
for this purpose [Angus and Woodward, 2009]. The common characteristics among all these AGO 
techniques is the use of multiple colonies each of them  optimising one objective and sharing some 
information among them. A detailed discussions on the different techniques implemented is outside 
the scope of this section. However, these techniques could be implemented in our architecture, 
extending the applications of our system to multi-objective optimisation problems.
9 .2 .2  F u tu r e  A p p l ic a t io n s  
SST L M P S  In te g ra tio n
In Sect. 8.1 we showed the potential benefits of our system when applied to the DMC constellation 
planning system. A straightforward application therefore is the full integration of our system in 
the SSTL MPS. However, the integration process is not so seamless. We know from DMCii op­
erations tha t MPS users, especially in commercial environments, demand certainty, predictability 
and transparency in planning. Our system is a stochastic system. This represents a challenging 
mindset shift, from deterministic to stochastic systems. The nature of our system is less transpar­
ent and predictable, and it may not be possible to easily explain why our system arrived at certain 
solutions. This is an issue of all the soft-computing techniques such as neural networks, genetic al­
gorithms and swarm intelligence tha t offer solutions without providing the relative reasoning chain. 
Moreover, we are proposing a different operational workflow; our system continuously generates 
plans of equivalent quality which the operators are called to evaluate. Such a system offers more 
flexibility but it requires different manpower management. This is a m andatory step if we want to 
build more complex and adaptable systems; the operators need to move to a supervision level and 
our system represents a powerful tool for this task.
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Prom the problem complexity point of view, the scenarios analysed in Sect. 8.1 are still sim­
plification of the true operational problems. The live MPS copes with many events types and 
constraints, for example attitude manoeuvres, on board components, complex data recorder rules, 
etc., th a t at the current stage we cannot include in our problem representation. The danger is that 
if we oversimplify the problems, our system may produce plans which are not feasible when checked 
by the last stage of the MPS. A number of solutions could be implemented to mitigate this issue, 
including a feedback mechanism between the SSTL MPS and our system.
One of the strengths of our system is its adaptability to dynamic problems. In the scenarios 
analysed in Sect. 8 .1  we could not explore this capability. A primary application of our system 
threfore could be as a background service th a t updates the plans continuously as new events or 
goal changes occur. This may result in a more difficult software integration; however, it would 
represent an innovative reactive way to perform mission planning.
E SA  G eneric Solver
The planning tool developed for the GENSO network may offer a number of interesting extensions, 
given by an enhancement of the constraints representation. For example, a coordination system 
supporting a user’s bias, discussed above, could represent the preference of the users in using a 
particular GS. Furthermore, in order to apply our system to a wider range of ESA problems, we 
could integrate it in the APSI framework [Cesta et al., 2007, Steel et al., 2009]. The ESA APSI 
activity aims at. creating a software framework to improve the cost-effectiveness and flexibility of 
the development of autom ated P&S tools. The APSI framework follows a timeline-based approach 
and has been applied to several case studies from exploration to astronomy missions. APSI can 
ingest problems described in standard planning languages, such as PDDL (Planning Domain Defin­
ition Language) and solve them with a number of different planners. This framework is currently 
becoming an open source project. This will greatly increase its popularity and applications. Our 
system could be connected to the APSI framework through an interface tha t translates the problem 
in our binary representation. As result, our system could be part of the set of solvers available in 
this framework.
Broader A pplications
In this thesis we have presented two scenarios where we can apply the developed architecture, the 
EG constellation and the GS network scenarios. We have presented them as separate problems 
because normally they are managed independently. However the capability of imaging targets is 
strictly related to the capability of downloading data tha t is defined by the GS network and by 
the constellation load. They are connected in a closed loop. In a scenario where we can plan the 
activities of the satellites and of the GSs, we need to consider them as a single problem in order to 
find efficient solutions. Our architecture can be extended to model such a complex problem.
In general our system can be applied in all the cases where we have a multiple resource allocation 
problem that requires adaptability and scalability. Some further examples of space applications are: 
the observation planning of the telescopes’ network used for the space debris monitoring [Fletcher 
et al., 2 0 1 2 ], the users’ requests planning for the CubeSat constellation HumSat used as a relay
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network of a sensor web in the developing countries [Aguado et ah, 2 0 1 2 ] or the GEO constellation 
EDRS (European D ata Relay System) used as a relay network to increase the communication time 
with Low E arth  orbit satellites. [Witting et al., 2012]. The applications of our system are surely 
not confined only to  the space field but can include other domains such as the manufacturing, 
networks or energy.
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