Abstract. We use our method of approximation to relate various classes of computable functions over the reals. In particular, we compare Computable Analysis to the two analog models, the General Purpose Analog Computer and Real Recursive Functions. There are a number of existing results in the literature showing that the different models correspond exactly. We show how these exact correspondences can be broken down into a two step process of approximation and completion. We show that the method of approximation has further application in relating classes of functions, exploiting the transitive nature of the approximation relation. This work builds on our earlier work with our method of approximation, giving more evidence of the breadth of its applicability.
Introduction
In short, the goal of this paper is to relate various computational models over the reals, using our notion of approximation as a unifying tool and language. Computable Analysis (originating with Grzegorczyk [13] ) is a model of computation in which the data consists of the real numbers and the computation proceeds in discrete time steps. From this point of view, a function is considered computable if (roughly) from approximations for the inputs we can compute (using, for example, a typical discrete Turing Machine) approximations for the outputs. Various models of analog computation also compute on the real numbers, but the computation can instead be argued to proceed in an analog manner. We will consider two analog models, Shannon's General Purpose Analog Computer (GPAC) [20] and Moore's Real Recursive Functions [16] (with some problems corrected by Costa and Mycka in [17] and [18] ). The GPAC is an analog circuit model, which by the work of Graça and Costa [11] is equivalent to certain dynamical systems. The Real Recursive Functions are given by a function algebra in which the typical discrete operations of recursion are replaced by operations which yield the solution of a differential equation. Bournez and Hainry ( [1] , [2] ) have related various classes of Computable Analysis and Real Recursive Functions; we have expanded upon their work in [8] and [7] . Bournez, Campagnolo, Graça, and Hainry [19] have related Computable Analysis to the GPAC. We will use our method of approximation to provide a unified view of these results and show how this approach can facilitate the technical development.
The motivation for characterizing the functions of Computable Analysis can be seen as twofold. On the one hand this work can be seen as a kind of search for a Church-Turing thesis in the context of real computation. For computation on the natural numbers there is an agreed upon notion of what it means to be computable, bolstered by the impressive fact that a number of different models of computation (e.g. Turing Machines, recursive functions, while programs, etc) yield the same set of functions. There are various models of computation over the reals, but many lack that kind of correspondence. In the work surveyed here the authors have developed exact correspondences within real computation by modifying existing models in reasonable ways. Developing these correspondences should be an important step towards some kind of a Church-Turing thesis for real computation. Another motivation for finding these correspondences is the possibility of shedding light on the questions of classic complexity theory. In particular, the complexity class separations (such as the classic P versus NP question) for the naturals correspond to the analogous questions in Computable Analysis. Thus, interesting and useful correspondences to Computable Analysis could allow the use of different tools to attack these questions; for example, perhaps the P versus NP question would be reduced to a question about differential equations, allowing new tools to come into play. This latter line of thought is the motivation behind the work of Costa and Mycka [9] , which discusses the equivalence of an analytic condition to P = NP.
In section 3 we show how the various results (i.e. relating Computable Analysis, the GPAC, and Real Recursive Functions) all fit into a similar two step pattern we call approximation and completion. To get the rough idea, suppose F is the class of functions arising from one model, say Computable Analysis, and H is the class of functions of another model, say the GPAC, and the goal is to show that F = H. The classes happen to be defined in such a way that we can isolate subclasses F ⊆ F and H ⊆ H, such that F = (F ) * and H = (H ) * , where we use the star superscript to indicate some kind of "completion" operation. The approximation step involves showing, roughly, that F ≈ E H , which means that for any function in one class, there is a function in the other one that approximates it with an accuracy dictated by E (E is some set of functions used to measure the accuracy). The completion step requires showing that from the approximate equality F ≈ E H we can derive the genuine equality (F ) * = (H ) * , i.e. F = H. On the technical side, this way of phrasing the problem allows us to bring in our tools involving the method of approximation. On the more philosophical side, we believe the approximation and completion approach makes important issues concerning these results more explicit. In our discussion on future work, in section 5, we discuss questions this raises.
In section 4, we show how approximations can be used to facilitate the technical work of relating different classes of functions. Supposing we are interested in the claim F ≈ E H, the transitive property of the approximation relation can facilitate the proof. Rather than attempting to show the claim directly, which could become cumbersome, we can develop an intermediary class G and break the task down into two subtasks F ≈ E G and G ≈ E H. In particular, we will show how this facilitates the elimination of non-analytic functions from models of computation, while maintaining the desired properties.
In section 2 we give a streamlined account of the notion of approximation and related concepts (the details are worked out in our papers [8] and [7] , the latter one providing an improved development). In section 5 we discuss ideas for future work.
Technical Preliminaries
We provide an outline of the technical development from [8] and [7] , where we consider the latter paper to be the improved version, and the one we will generally cite here. We start by discussing the approximation relation and then discuss its connections to function algebras.
Approximation
To develop formally the definition of approximation we will need to be able to talk about functions and their arguments in a precise way. Unless otherwise stated, a function has a finite number of real arguments and a single real number as an output. We let
be the set of variables. A function is always associated with a finite set of such variables and the values of the functions result from assigning elements of R to its variables. For convenience, we will use any lower case letters to refer to variables, and to refer to a finite set of variables we will put a bar over the letter (e.g. x refers to a variable andx refers to a possibly empty finite subset of Var); we also use lower case letters to refer to real numbers. When we write a function f as f (x) we mean that the set of variables associated to f is exactly the setx (i.e. no more variables and no less). When we write variables or sets of variables as a list separated by commas, such asx,ȳ, we intend that the variables are all distinct. If we have lists of variables or numbersā andb, the same lengths asx andȳ, respectively, then by f (ā,b) we mean the value of f when the variables x,ȳ are assigned toā,b in order (though the elements in a set do not have an order, we can always think of a set of variables as ordered by its indices). In fact, given a function f (x) with domain X, we often writex ∈ X to mean that the variables ofx should be assigned arbitrarily in X. We will often speak of a set of functions without explicitly discussing its variables; we always assume that every function in a set of functions exists in all its "instantiations" with variables, e.g. the function "x + y" occurring among a set of functions refers to:
The key point is that given two functions, the notion of variables allows us to associate the arguments of the functions in any way we wish. Any classes of functions we work with will be sufficiently strong that we can freely manipulate variables in typical ways.
We will now define the approximation notion between classes of functions, building on the notion of approximation between two single functions. 
In the above definition we tend to think of the variablesȳ as converging to infinity, motivating the following definition.
An important point in the relationship of the function and the function approximating it, is the structure of the variables, formalized in the following definition. Now we define two notions of approximation between classes of functions, say A and B, so that roughly, we write A B to mean that for any function in A, there is a function in B that "approximates" it. The approximation relation will be defined relative to a class of functions E that measures the accuracy of the approximation. The definition will also use a set of structure functions S which are used to enforce certain relationships between the variables of the function being approximated and the function approximating it (for example, sometimes we will want to force the approximating function to have "parameter variables" and at other times we want to forbid this).
Definition 6. Let A, B, and E be non-empty classes of functions Let S be a non-empty set of structure functions. To obtain "approximations with no error," we will use the following set of functions:
Zero is the set of all functions f (x 1 , . . . , x k ), for any arity k ∈ N, such that domain(f ) = R k and its value is zero everywhere.
We will be interested in the following sets of structure functions.
-We let the minus sign ("−") refer to the following singleton set of structure functions: On inputx it outputs (x,x). Thus to write A ∀ Zero − B means that for any function in A there is a function in B, possibly with an extended domain, so that on their common domain they are equal (i.e. the "approximation" must have no error).
-We let the plus sign ("+") refer to the following set of structure functions given by taking all the functions of the following form: On inputx it outputs (x ∪ȳ,x ∪ȳ), whereȳ is a disjoint and possibly empty finite subset of variables. -We let ℘ refer to the following set of structure functions given by taking all the functions of the following form: On inputx it outputs (ū ∪ȳ,x ∪ȳ), for any non-emptyȳ disjoint fromx and anyū ⊆x (ū may be empty).
Thus the "−" approximation does not allow "parameter" variables, the ℘ approximation requires some "parameter" variables, and the + approximation allows "parameter" variables, but does not require them. The following lemma follow immediately from the definitions.
The stronger definition (i.e. " + ") is useful for the involved technical work with approximating, as done in [7] , but ultimately, a weaker kind of approximation (i.e. " ∃ ℘ ") often suffices for our purposes; in particular, a weaker notion satisfies lemma 5. However the stronger notion has other important properties, such as satisfying lemma 3 and satisfying transitivity (lemma 2). It will be useful to list a number of conventions regarding the approximation notation.
1. If the quantifier is missing in the superscript we assume it is ∀. 2. If the subscript is missing we assume it is "−". 3. If E is missing, we assume E = Zero.
Thus for example, A B abbreviates A ∀Zero −

B.
We recall the definition of "bounding class" (we use our older definition from [8] ). A number of technical aspects of the definition are not used in this paper, but are important for some of the results that are referenced.
Definition 7. For a function f (y,x), we say it converges uniformly to infinity in y if for every
n > 0 there is m 0 > 0 such that for any m,x ∈ domain(f ), m ≥ m 0 , we have f (m,x) ≥ n.
Definition 8. A class of functions B is a bounding class if it has the following properties:
1. There is an f ∈ B such that f ≥ 1.
f ∈ B converges uniformly to infinity in any of its variables. 6. If f (x) ∈ B andȳ are variables disjoint fromx, then there is
and
An example of a bounding class is the following set of functions that grow like a tower of exponentials; it will be useful for our work with the elementary functions.
(exp(z)) for n ∈ N and z ∈ R. Let T be the bounding class
We will form "error classes" by taking the reciprocal of a bounding class, i.e. for a set of functions F, 1/F = {1/f | f ∈ F}. The following lemma indicates that the a form of the approximation relation is transitive. 
C.
A useful shorthand is the following "approximate equality." Another important kind of relationship between classes of functions will be that of one class dominating another.
Definition 11. Suppose A and B are classes of functions. We write A ≤ B if for every function f (x) ∈ A there is a function
The growth rate of a class of functions turns out to be a significant issue. In fact for two bounding classes B 1 and B 2 , if both B 1 ≤ B 2 and B 2 ≤ B 1 (not the same as B 1 = B 2 ), then they can typically be interchanged without effecting our results.
Function Algebras
We will use function algebras to define most of our classes of functions. They are defined by giving some basic functions and closing the class under operations on functions.
Definition 12. Suppose A is a class of functions. An operation with domain
A is a function which takes as input some functions in A, and outputs a single function.
Definition 13. Suppose B is a set of functions (called basic functions), and O is a set of operations. Then FA[B; O] is called a function algebra, and it denotes the smallest set of functions containing B and closed under the operations in O.
For ease of readability, we often list the elements of B or O simply as a list separated by commas.
One consequence of this definition is that if the set of basic functions have some property which is preserved under the operations, then all functions in the algebra will satisfy it. For k ∈ N, by C k we mean the k−times continuously differentiable functions on R. We give an example of a function algebra that only contains C 2 functions. It will use the operation of obtaining a solution to a linear differential equation.
Definition 14. LI is the operation which takes as input functions:
and returns h 1 (y,x) where we have the following defining equations:
. . .
Note that technically LI is not an operation in our sense because it does not have a fixed arity; we can simply view it as a convenient way to refer to a set of operations, each having a fixed arity. Note that an aspect of the operation is to choose the variable y with respect to which we differentiate; we avoid this technical point for this operation and for others. The basic functions will include a function θ 3 , where for any
of the discontinuous function which indicates whether a number is to the left or right of zero. We will also include some constants such as π, as well as the set of projection functions which we denote by P. By comp we mean the operation of composition.
To compare function algebras it will be useful to talk about a class of functions, B, approximating an operation; intuitively this means that if any functions are approximated by B then applying the operation maintains this approximation by B. 
The following is an easy but repeatedly used lemma. 
We will now recall how composition can be approximated in a general way, using the concept of modulus functions (recalling the definition from [7] , for technical reasons, in this paper, we add a few requirements).
Definition 17.
-|b −ā| abbreviates |b 1 
Then m is a modulus for f if m is increasing, has unbounded domain in z, and:
-
A class of functions M is a modulus for the class of functions F if for any f ∈ F, there is m ∈ M such that m is a modulus for f .
It will be useful here and later to define the notion of restricting a function (whether a real function or even in the case where the function is an operation).
Definition 18. If f is any function, say with domain A, and B is a set, we write f |B to indicate the function f with its domain restricted to A ∩ B.
Lemma 4. (see [7] ) Let 
Characterizing computable analysis
We will begin by introducing the technical framework and then discuss our general approach to characterizing the classes of computable analysis via the two step pattern of approximation and completion. We will use standard notions from Computable Analysis, as described in Ko [14] and Weihrauch [21] , though following more closely the former. For the most part Ko restricts his attention to functions defined on a finite interval, while we consider functions defined on all of R. Thus in this work, a number of notions will depend on both the input value to the function, as well as the usual accuracy parameter (as in, for example, the case of the modulus functions).
By C(R) we mean the total R−functions f (x) which can be computed to accuracy 1/n (n ≥ 1). The real input x is given by an oracle which gives x to any demanded precision as a dyadic rational; the precision 1/n is given by putting n on the input tape (we call this the accuracy input). Note that we use the approximation of the form 1/n rather than 1/2 n , since for the classes we work with are sufficiently strong that such distinctions have no effect.
We now consider the process of approximation and completion. We will use the approximation as defined in the previous section, as a first step in this process. For the second step, the completion, all the results will use some kind of limit operation, which will be defined relative to a class of suitable functions (the idea of using a limit operation goes back to work from Costa and Mycka, see [17] and [18] ).
Definition 19. We say a class of functions E converges to 0 if any function in E converges to 0 as any of its arguments (which has unbounded definition) converges to +∞.
A useful class that converges to 0 is 1/ID, where ID is the set of unary identity functions, one for each variable (i.e. 1/ID = { 
}).
The limit definition follows our older paper [8] .
Definition 20. Suppose E is a class of functions that converges to 0. E−LIM is the operation which takes a function f (t,x) and returns F (x) = lim t→∞ f (t,x) if the limit exists and there is a function α(t,x) ∈ E such that F α f , for positive t.
If we write LIM without a prefix, we mean 1/ID−LIM.
By F(op), for a class of functions F and an operation op, we mean the set of functions F together with those that result from a single application of op to a function in F. The next proposition points out how a sufficiently good approximation leads to a kind of containment when limits are added.
Lemma 5. Suppose A and B are classes of functions and E is a class of functions that converges to 0. Then A ∃E
℘ B implies A B(E−LIM)
The approach of approximation and completion highlights some interesting issues. In making the process of completion more distinct, we raise the question of considering the range of techniques that might be employed to complete a class. Going even further, this raises the question of eliminating completion from the characterizations of Computable Analysis. Given that Computable Analysis is defined via an implicit completion process (made explicit in proposition 4), it is not surprising that its characterizations can all be shown to employ completion in an explicit manner. Thus, to characterize Computable Analysis without the use of a completion process would be more of a surprise and provide a more distinctly alternative model of computation. We expand upon these thoughts in section 5. In the ensuing subsections we work out the approximation and completion approach
Elementary computability
In this section we recall our work ( [8] , [7] ) concerning elementary computability, which extended the work of [1] . By E(R) we mean the same class as C(R), except that for real input x and accuracy input n, the computation time is restricted to elementary time. A fundamental point in this development is the following approximation theorem (from [7] , though stated there with a different, though "equivalent" bounding class).
To obtain a class of functions which actually equals E(R) we will add various kinds of limit operations to L. The following is a limit operation that resembles LIM ω (definition 8 from [1] ).
Definition 21. dLIM is the operation which takes a function f (t,x) and if |
Note that the derivative condition guarantees the existence of the limit. Our main result from [7] is the following.
Proof. By proposition 1 we know
Thus by lemma 5 we can conclude E(R)(LIM) ≈ E(R), and since we are dealing with total functions, E(R) = L(LIM). The part on dLIM follows from our work in [7] .
Thus the result characterizing E(R) can be stated as an approximation (proposition 1) and completion (proposition 2), for two different kinds of completion processes.
Rephrasing computable analysis
We will show how the functions of computable analysis can be defined by an approximation and completion. We use a class of functions defined on the rationals. A Q−function f (x) is in C(Q) if there is a computable function on N that computes it in the following sense: On input x = (−1) k (p/q) ∈ Q (p/q in lowest terms and k = 0 or 1) the machine is given the triple (p, q, k), and it computes a triple (a, b, s) such that f (x) = (−1) s (a/b); for a sequence of inputs x we use a sequence of triples. Note that C(R) contains only continuous functions, while C(Q) contains discontinuous functions.
Definition 22. Consider the Q−functions from C(Q) that have a computable modulus function (so they are all continuous). Let ModRec be the unique continuous extensions of these functions to R.
Now we make an observation that is similar to corollary 2.14 of Ko [14] .
Proposition 3. C(R) ≈
1/ID ℘
ModRec
The proof is basically identical to that of [7] , lemma 6.7, except that here we consider computable rather than elementary functions, and only care about a 1/ID approximation. From proposition 3 and the fact that C(R) is closed under LIM, lemma 5 yields the following.
Proposition 4. C(R) = ModRec(LIM)
Definition 23. Consider the Q−functions from C(Q) that are continuous. Let CtnRec be the unique continuous extensions of these functions to R.
Question 1. Is the following true: C(R) = CtnRec(LIM)?
If the answer to the question is yes, then we have an interesting characterization of C(R): Starting with E(Q), a discrete class making no reference to approximation or oracle inputs, we restrict it in a necessary way in order to equal C(R) (i.e. being continuous) and this turns out to be sufficient. However, a negative answer seems reasonable, in which case there is a continuous function defined via a computable function, whose modulus is not computably bounded, which would be an interesting negative result.
A function algebra for the computable functions over the reals
We recall that Bournez and Hainry [2] find a function algebra characterizing the C 2 functions of C(R). For their results they define an operation CLI which is similar to LI except that it receives an extra input function and requires the result of the operation to be bounded by this function. They also define a restricted root-finding operation called UMU (see [2] for details on these operations). Both here and later, we will need to restrict classes of functions in various ways. (X 1 , . . . , X k ), where X i ⊆ R. For a class of functions F, we let
Definition 24. Suppose S is a set which contains finite lists of the form
In this section we will be interested in the following set of lists:
They then prove (though restated here) as theorem 7.1 in [2] :
Note that we have used an approximate equality in the above claim; recalling the definition, this means that for a function from either class there is one that extends it in the other class. Though the essential aspects of the proofs in [2] seem sound, there are some ambiguities. We restrict our statement of their theorem in two ways. First, we have stated it with reference to the set R, rather than with reference to all compact domains (which appears to be more in line with their work, namely lemma 7.4 of [2] ). Second, by stating it as an approximate equality, rather than an equality, we are not requiring that the domains of corresponding functions be identical. To get an actual equality (requiring equal functions to also have equal domains) would require restricting C(R) to having exactly the domains that can be achieved with functions from FA[0, 1, θ 3 , P; comp, CLI, UMU, LIM ω ]. This leads to a question of interest here and generally for function algebras containing partial functions.
Question 2. Can we provide a nice characterization of the following set:
Now we consider formulating their result as an approximation and completion. From proposition 7.1 and an inspection of the proofs of lemmas 7.4 and 7.5 of [2] , we can restate the core of their results as follows.
Proposition 5. For C
2 functions the following holds:
comp, CLI, UMU]
Applying lemma 5 and using the fact that C(R) is closed under LIM, we can conclude the following.
CLI, UMU](LIM)
We can state the above result as an approximate equality, and using our work from [7] , we can include dLIM, as an equivalent completion process.
Proposition 7. For C 2 functions:
Thus their result can be stated as an approximation and completion. Furthermore, following the form of our proof for L in [7] , the following should be true (i.e. without a restriction to C 2 functions), using our method of lifting.
Conjecture 1. For total functions:
C(R) = FA[0, 1, θ 3 , P; comp, CLI, UMU](LIM) = FA[0, 1, θ 3 , P; comp, CLI, UMU](dLIM)
GPAC computability
We begin by considering the result from [19] , which shows how to characterize C(R) by a kind of circuit model. We discuss their result and how to phrase it as an approximation and completion. We then discuss some short-comings of the result, which suggests a series of questions. The General Purpose Analog Computer (GPAC) is an analog circuit model of computation, which by the work of Graça and Costa [11] can be characterized as the solution of a system of polynomial differential equations (the solutions of such a system are called the GPAC or GPAC−generable functions). In [19] , they build upon the definition of GPAC−generability to define a notion they call GPAC−computable, which adds a mechanism of "converging computation" to the model. We recall the definition from that paper with the modification that we only consider the interval 
To put the problem into our language, we will define an operation which takes a list of polynomials and a list of initial conditions and returns the first component of the resulting system of polynomial differential equations.
Definition 26. Let PI be the operation which takes as input some polynomials P 1 (u 1 , . . . , u n , t), . . ., P n (u 1 , . . . , u n , t) , and some initial conditions: α 1 , . . . , α n−1 ∈ R. Consider the following initial value problem: y 1 , . . . , y n , t) . . .
and return y 1 (t, x) if it is defined for all 0 ≤ x ≤ 1 and t ≥ 0.
We define a version of GPAC−generability, relative to a set of real numbers.
Definition 27. For a set X ⊆ R, let GPAC X be the set of functions that can be created by PI using polynomials with coefficients from X and initial conditions from X.
Definition 28. For X ⊆ R, let GE X be the set of functions y(t, x) in GPAC X such that for any x, y(t, x) → 0 as t → ∞. Now, if we let CR be the set of computable real numbers, then
GPAC−computable = GPAC CR (GE CR −LIM).
Note that this uses the observation that for a polynomial, being computable is the same as having computable coefficients. This way of talking about GPAC−computability has the advantage of making the concept of limits a separate and distinct idea, thus allowing us to state the approximation claim (a significant claim, which is basically a restatement of much of the work from [19] ).
In the previous proposition, the inclusion follows immediately from theorem 24 of [19] (a theorem in fact restating a result from [12] ). The approximation follows from theorem 17 of [19] and the definitions; if f (x) ∈ C(R) | [0, 1] then by theorem 17, f (x) is GPAC−computable, which in our terminology implies the approximation (it should be possible to extract a more direct proof from [19] , using the proof of theorem 18 and the latter part of section 5).
The following shows essentially that C(R) is closed under limits. ) and y(x, t) ∈ GE CR , and suppose g(x) = lim t→∞ f (x, t), such that g y f . We need to show that g ∈ C(R) | [0, 1] , that is on input x ∈ [0, 1], and accuracy input n ∈ N, we need to compute g(x) to accuracy 1/n. We just need to compute f (x, t) for a large enough t, and to find such a t we just follow the algorithm of [19] , at the end of section 6.
Proof. Using lemma 6 and proposition 8, together with lemma 5, we can conclude:
Now we consider some short-comings of the result. This result fits into a series of results which characterize computable analysis in a manner that is different and distinct from it. The result of [19] only does this to an extent, because it includes notions from computable analysis in the definition of GPAC−computability. Or stated in terms of the GPAC X , the approximation and completion results use the fact that X = CR, the computable reals. Thus a very natural question is to consider if the result of [19] can be modified so that it holds for a notion of GPAC computability that is distinct from computable analysis. In our notation, this amounts to the following question: Question 3. Does there exist a nice set X ⊆ R, defined without computable analysis, such that:
Phrasing the result as an approximation and completion, emphasizes the exact completion process used, in this case GE X −LIM. Thus a refinement of the above question would be to consider a more natural limit operation E−LIM, for some nicer E such as 1/ID. To answer the previous question (say, with a nicer E), following the approach above, first we would show an approximation:
Since we are thinking of X ⊆ CR, the inclusion is immediate, and the work involved is to show the approximation, which, if true, by lemma 5 would answer the question affirmatively.
We hope that we can use our methods to facilitate answering these questions. Note that GPAC X = X(PI), which is probably not the same as FA[X; PI]; recall that the first notation indicates that PI can be applied once with coefficients from X, while the latter function algebra allows repeated use of PI . To bring our methods into play, we would like to be able to discuss the GPAC as a function algebra. This motivates the following question. We could refer to X(PI * ) by GPAC * X . If we found such an operation PI * , then showing C(R) = GPAC * X (E−LIM) could be reduced to showing C(R) E + FA[X; PI * ], perhaps with the domains of the functions of C(R) restricted in some way. Now we could employ a strategy that we will use in the next section. We could consider the intermediary class FA[CR; PI * ] and then due to transitivity, break down the goal into the two subgoals: We expect the first subgoal to proceed as in [19] . Furthermore, we expect that PI * has been defined so that PI Starting with coefficients from X and applying polynomial differential equations, can we approximate all the computable reals?
Making classes analytic
In the previous section we discussed some connections between Computable Analysis and analog models like the Real Recursive Functions and the GPAC. These models are claimed to be closely related to classical physics, where initial value problems play a prominent role. As pointed out in [10] , models of natural phenomena arising from classical physics typically involve differential equations with analytic solutions. However, the function algebras considered in sections 3.1 and 3.3 do not satisfy this condition since they include the function θ 3 which is not analytic. The role of θ 3 is crucial in the proofs of the results stated in sections 3.1 and 3.3, since it allows us to define continuous "clocks" and simulate the discrete dynamics of Turing Machines. This is done using a technique first applied in [3] and refined in the context of function algebras on the reals in [5] and [6] . In this section we apply the method of approximation to show that θ 3 can be removed from the function algebra L (we also remove the constant π), obtaining therefore an analytic characterization we denote by L a of the elementary computable functions. The basic technical point we use here is the fact that the approximation relation is transitive, which allows us to define an intermediary class of functions for convenience and then dispense with it in the end. For example, in relating E(R) and L a , we use L as a convenient intermediary class (convenient because it has the non-analytic function θ 3 which makes technical work easier).
Formally, we define the class
which only contains analytic functions. As pointed out in [6] , if the input functions to the operation LI are total, then the operation defines a new total function whose bound is exponential in terms of the bound on the input functions, allowing us to conclude the following.
We claim that L ≈ 
. To see that this is true, notice that u can be chosen sufficiently larger than any α ∈ T .
To approximate the operations we follow a more general approach than necessary, since we believe it may be more generally applicable (discussed at the end of the section). The goal is to show for any operations op in the algebra that replacing a set of functions f 1 , . . . , f k by their approximations f *
. To achieve this we have to understand how far apart h * and h are when their arguments vary. Toward this end we define the notion of Lipschitz functions.
Definition 29.
-Let f be a function on n arguments, and L a function on 2n arguments.
A given f trivially admits the Lipschitz function |f (b) − f (ā)|/|b −ā|. However, this cannot always be defined (for instance L is not closed under division). Moreover, we will be interested in increasing Lipschitz functions. To show that classes have increasing Lipschitz functions we can use derivative bounds.
Definition 30. Let F be a class of differentiable functions. Then Proof. Let h(x 1 , . . . , x n ) be in F. To find a Lipschitz function, consider:
. . , b n ), which is dominated by a function in B (which for convenience we also call L 1 ). Since β is increasing and |a 1 |, |b 1 
. . , b n ) for all x 1 on the interval between a 1 and b 1 , and so we have:
We obtain L 2 (b; a) , . . . , L n (b; a) for all the terms and we bound the sum by something in B, yielding our Lipschitz function.
For instance, Proposition 4.3 of [6] gives bounds on the derivatives of functions in L. The same bounds apply to L a . By lemmas 9 and 7 this implies that L and L a are T −Lipschitz. In our notation this gives the following lemma. Proposition 1, together with transitivity obtains the following approximation for E(R) with analytic functions.
As a result we get an improved characterization of the elementary computable functions, applying lemma 5 (and obtaining exact equality because we are dealing with total functions).
We consider now the following generalization of LI where the initial value problem is not required to be linear. g 1 (x, t, y) , . . . , g k (x, t, y) of appropriate arities and returns h 1 which is defined by the equations x, t,h) . . .
Definition 31. I is the operation which takes input functions
We will write this as h = I(f, g). Replacing LI by I in L and L a lead to the following classes.
Definition 32.
The class G was investigated in [4] and shown to be closed under an iteration operation, thus allowing Turing Machines to be simulated. It would be interesting to show that the class of analytic functions G a could do the same. In fact, related work has already been carried out. In [15] it was shown that analytic maps over unbounded domains can simulate the transition function of any Turing Machine, while only recently (by [10] ) was it shown that the iterations of those transition functions can also be simulated with analytic flows over unbounded domains. These results motivate the search for an approximation between G and G a . Unlike the case of the elementary functions, there does not appear to be a convenient bounding class like T . However, there is a generic way to create bounding functions that correspond to a given class of functions, by choosing out the right functions from the class. We could try to prove this using the approach we described for L. However, some difficulties need to be overcome. Firstly, it is not clear if given approximations f * and g * of f and g, h = I(f, g) and h * = I(f * , g * ) have the same domains. An additional difficulty is to show that the associated bounding classes are "appropriate," amounting to the question of whether or not bdG ≤ bdG a .
We make the informal claim that the method of approximation provides a useful way to organize and think about the relationships between various computational classes. It both facilitates the technical work and suggests ideas. In particular we consider the idea of approximation and completion and some issues raised by organizing the work in this manner. We have seen how the various ways to characterize Computable Analysis all fit into this two step process of approximation and completion. One advantage of this is approach is to emphasize that the fundamental point of the various characterizations is to find an approximation. It also helps from a technical point of view, separating the proofs into two steps, where the approximation step can be facilitated by the various tools developed for this method. Furthermore, by separating out the notion of completion as a distinct step, we have seen that in some cases, different kinds of completions are equivalent. This raises the question of considering more broadly the ways that a class of functions can be completed. To date, the method of choice has been to use limits, but we could also consider search operators, given the result of Mycka [17] , showing that in a certain context with Real Recursive Functions, limits and zero-finding are equivalent.
Question 6. What other manners of "completion" are interesting and useful in relating computational classes to Computable Analysis?
A related line of thought, alluded to earlier, is to consider the elimination of the completion step.
Question 7. Are there characterizations of Computable Analysis, which naturally capture all of its functions, without a completion operation?
This would be especially interesting in light of the fact that the very definition of Computable Analysis is tied up with a notion of completion. Already this is apparent in the standard definitions of Computable Analysis as a computable process which gets increasingly closer to the result, only finished as the accuracy parameter converges to infinity (proposition 4 points out exactly how to put the limit into the definition). Thus, to find an alternative model with no apparent completion step would provide a more genuinely distinct way of conceiving of Computable Analysis. This would seem to be interesting from two points of view. It would seem to be a very useful kind of result in understanding a ChurchTuring thesis for real computation (recalling the discussion of the introduction). Furthermore, recall that in the introduction we considered the project of using the correspondences to Computable Analysis as a way to bring in the methods of analysis to the questions of classic complexity theory. A model of computation which is more different and does not employ completion could be more useful in this vein.
