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We describe a method, that we call data projection onto parameter space (DPPS), to optimize an energy
functional of the electron density, so that it reproduces a dataset of experimental magnitudes. Our scheme,
based on Bayes theorem, constrains the optimized functional not to depart unphysically from existing ab
initio functionals. The resulting functional maximizes the probability of being the “correct” parametrization
of a given functional form, in the sense of Bayes theory. The application of DPPS to water sheds new light
on why density functional theory has performed rather poorly for liquid water, on what improvements are
needed, and on the intrinsic limitations of the generalized gradient approximation to electron exchange and
correlation. Finally, we present tests of our water-optimized functional, that we call vdW-DF-w, showing
that it performs very well for a variety of condensed water systems.
I. INTRODUCTION
Liquid water is arguably the most important substance
for life, as well as for an immense number of problems of
huge scientific and technological importance1,2. At the
same time, despite its molecular simplicity, it is a liquid
of astonishing complexity, with tens of thermodynamic
anomalies. Ultimately, this complexity steams from the
coexistence of covalent, electrostatic, and dispersion in-
teractions, that have very different magnitudes but also
subtle and critical interrelations3–5. Thus, it not sur-
prising that electron density functional theory (DFT), a
universal and completely non-empirical method, has had
a particularly hard time in describing all these interac-
tions with the required accuracy3. In fact, at present,
DFT simulations cannot match the success of empir-
ical force fields in simulating a wide range of effects
and anomalies6,7. However, empirical methods are not
necessarily reliable outside the range where they have
been fitted, like in deeply undercooled water, a sate in
which it has been predicted to have a liquid-liquid tran-
sition that could explain many of its anomalies at higher
temperatures8–10. Therefore, its accurate description by
DFT remains a very important challenge to understand
the intricate structure and properties of liquid water. In
this work we aim at uncovering in detail the deficiencies
of present functionals and at developing an optimized
functional within the generalized gradient approximation
(GGA).
The parameterization and optimization of complex
models is a pervasive problem in many areas, and in
particular in the development of interatomic potentials
and functionals for molecular dynamics. Generally, it re-
quires to choose largely arbitrary functional forms that
depend on many parameters, followed by a lengthy and
difficult trial and error optimization11. The balance be-
tween the number of parameters and the size of the fitted
data sets involves difficult and subjective decisions that
are nevertheless critical to the results. Here we describe
a general and powerful optimization scheme, data projec-
tion onto parameter space (DPPS), and its application to
the optimization of an exchange-correlation (xc) energy
functional of the electron density.
II. DATA PROJECTION ONTO PARAMETER SPACE
Before addressing functional optimization, it is use-
ful to consider the method from a broader perspective.
DPPS tries to find the optimal parameters for a com-
plex model that “predicts” (calculates) a scalar function
E (say the potential energy) that depends on a large
number of variables Ri (say the atomic positions) and
parameters. To be specific, imagine that we want to fit
a pairwise interatomic potential V (R) (assuming a sin-
gle chemical species). The first step would be to choose a
number of radial interpolation mesh points Rα for the in-
teratomic distance. The parameters of the model would
then be the values ǫα ≡ V (Rα), from which we would in-
terpolate V (R) =
∑
α ǫαpα(R), where pα(R) are a suit-
able set of interpolation basis functions. They are un-
ambiguosly determined by the interpolation scheme (e.g.
cubic splines12,13) and by the interpolation points: thus
pα(R) is the result of interpolating a function f(R) with
f(Rβ) = δαβ . Thus, pα(Rβ) = δαβ and, for a sufficiently
fine mesh, pα(R) ≃ δ(R −Rα).
The next step is to set up a large data set of known sys-
tem geometriesRni (where i denotes atoms and n denotes
systems or geometries) and associated energies Enref , ob-
tained from experiments or from higher level calculations.
2The intended prediction of the model would then be
Enref = E
n ≡
∑
i<j
V (Rnij) =
∑
α
ǫα
∑
i<j
pα(R
n
ij) ≡ ǫ • ρ
n
(1)
where ǫ ≡ {ǫα} and ρ
n ≡ {ρnα}, are vectors in “param-
eter space”, with ρnα ≡
∑
i<j pα(R
n
ij) being proportional
to the radial distribution function (i.e. the radial inter-
atomic density) at the mesh distances.
Eq. (1) sets the projections Enref of the vector ǫ of
unknown parameters onto the vectors ρn of known data.
Depending on the relative numbers of parameters and
data, Ndat and Npar, the later will form a subspace of
the former or they will overdetermine them. If Ndat >
Npar, the system (1) can be solved in the least squares
minimization sense, the solution being ǫα =
∑
β S
−1
αβuβ,
where Sαβ ≡
∑
n ρ
n
αρ
n
β and uβ ≡
∑
nE
n
refρ
n
β .
In practice, even if Ndat >> Npar, all the data may
nearly lie in a subspace of the parameter space. As a re-
sult, certain combinations of parameters may be poorly
determined, and very large parameter values will result
if we require an exact fit of the data energies. This situa-
tion will be apparent by a nearly singular matrix Sαβ , the
standard cure being to invert it by singular value decom-
position, discarding the subspace with small eigenvalues.
Another standard alternative is to add a regularization
penalty to large parameter changes, minimizing
Z =
Ndat∑
n=1
(
En − Enref
∆En
)2
+
Npar∑
α=1
(
ǫα − ǫ
0
α
∆ǫα
)2
= min (2)
where ∆En are error estimates of E
n
ref , and ǫ
0
α, ∆ǫα are
initial estimates of the parameter values and their uncer-
tainties. In practice, using ǫ0α = 0 and constant values for
∆En and ∆ǫα is essentially equivalent to singular value
decomposition, with an eigenvalue cutoff ∼ ∆E/∆ǫ.
However, Eq. (2) provides a smoother and more natu-
ral transition to the Bayesian approach described below.
If no initial estimate ǫ0α is available, one can instead
impose smoothness of V (R), with a penalty to the first
or second derivatives. Such a penalty can be rationalized,
as in the Gaussian regression method14, as prior Bayesian
information on the function smoothness.
III. FUNCTIONAL OPTIMIZATION
Consider now the optimization of an xc energy
functional of the electron density ρ(r), in the gen-
eralized gradient approximation (GGA): Exc[ρ(r)] =∫
ρ(r) ǫxc (kF (r), kG(r)) d
3
r, where kF = (3π
2ρ)1/3
and kG = |∇ρ|/ρ. We use these two wavevectors as
functional variables, rather than the conventional ρ and
s = kG/2kF , because they have the same dimension and
similar magnitude (see below) and therefore they pro-
vide a more “isotropic” parameter space. To parametrize
ǫxc(kF , kG), we choose interpolation points kFα and kGβ
and we expand ǫxc(kF , kG) =
∑
αβ ǫαβ pα(kF ) pβ(kG),
so that ǫαβ are our functional parameters. Assuming
again that we have a dataset of system geometries Rni
and corresponding total energies Enref , we start with ini-
tial values ǫ0αβ = ǫ
0
xc(kFα, kGβ), where ǫ
0
xc(kF , kG) is a
reference functional15. We find the self-consistent elec-
tron densities ρn(r) and the initial total and xc energies,
E0ntot and E
0n
xc , for each system n. Then, to first order in
δǫαβ,
δEtot ≃
∑
αβ
(
∂Etot
∂ǫαβ
+
∫
δEtot
δρ(r)
∂ρ(r)
∂ǫαβ
d3r
)
δǫαβ
=
∑
αβ
∂Exc
∂ǫαβ
δǫαβ ≃ δExc (3)
where we have used that δEtot/δρ(r) = 0 and
∂Etot/∂ǫαβ = ∂Exc/∂ǫαβ. Thus, we impose that E
n
ref −
E0ntot = E
n
xc − E
0n
xc , or E
n
refxc = E
n
xc, where
Enrefxc ≡ E
n
ref − E
0n
tot + E
0n
xc (4)
and
Enxc ≡
∑
α,β
ǫαβ
∫
d3r ρn(r)pα(kF (r))pβ(kG(r)) = ǫ • ρ
n
(5)
where ǫ = {ǫαβ}, ρ
n = {ρnαβ}, and ρ
n
αβ are the integrals
in (5). They are the density of electrons in parameter
space, and they are closely related to the functions g1(rs)
and g3(s) of Zupan et al
16.
Although now the ǫαβ’s span a 2-D interpolation grid
(or a higher-dimensional mesh in case of a more compli-
cated functional form, like meta-GGAs), it is convenient
for notational simplicity to order them as a vector, using
a single index index α for each pair of values (kF , kG)α,
Thus, it is clear that Eqs. (1) and (5) are entirely equiv-
alent. Then, we can solve (2) to find new functional
parameters ǫα (i.e. a new xc functional) and iterate to
obtain selfconsistency between ǫα, E
n
xc, and ρ(r).
For exchange-only functionals, a simple scaling law re-
quires the GGA exchange energy density to have the form
ǫGGAx (kF , kG) = ǫ
LDA
x (kF )Fx(s), where ǫ
LDA
x (kF ) =
−3kF/4π is the energy density in the local density ap-
proximation (LDA) and s ≡ kG/2kF is a reduced adimen-
sional gradient. Thus, like in the pair-potential example,
in this case we must optimize the single-variable function
Fx(s), usually called “enhancement factor”.
In general, known experimental data refer to energy
differences rather than total energies. Thus we may know
accurately reaction and atomization energies, or energy
differences between different solid phases. To use these
data efficiently, it suffices to substitute En and ǫn by ∆En
and ∆ǫn in the objective function Z and in all the equa-
tions above, where ∆ refers to the difference between the
two systems or geometries. This procedure also allows
to use a large variety of structural and thermodynamic
data. Thus, to impose known equilibrium geometries, we
consider two geometries with one of the atoms displaced
3by ±∆R. Since the force must be zero, ∆ǫn = 0. The
same can be done to impose zero pressure and stress at
the known equilibrium geometry of a solid.
Equally, known vibration frequencies ωq can be im-
posed using frozen-phonon displacements. Alternatively,
a larger set of random geometries and corresponding en-
ergies (possibly taken from a molecular dynamics sim-
ulation) can be used to optimize both the equilibrium
geometry and the deformation energies, beyond the har-
monic approximation.
Electronic data can be imposed through constrained
DFT17. For dipole moments and polarizabilities, the La-
grange multiplier associated to the electronic constraint
is simply an external electric field. Thus, these con-
straints can be set similarly to those of the equilibrium
geometry and deformation frequencies.
IV. BAYESIAN OPTIMIZATION
Although the simple penalty term of Eq. (2) avoids
large parameter changes, in regions poorly determined
by the data, it contains very little of our ab initio knowl-
edge (and uncertainty) of how the functional should be.
Therefore, the resulting functional, though optimal to
fit a restricted set of data, may be rather unplausible
from a theoretical point of view, and unreliable to re-
produce other data. An obvious solution would be to
minimize the error in the calculated energies, Eq. (2),
under a number of specific theoretical constraints, not
just a general penalty term. Some of those constraints
should be “strict”, while others may be more “relaxed”
(quantitative). Thus, we know for sure that Fx(0) = 1,
but we are much less certain about high values of s. More
generally, the problem is to encode efficiently the known
theoretical information, either strict or ambiguous, and
this is exactly the aim of Bayesian probability theory.
Bayes theorem can be succinctly stated as
P(theory|facts) = C P(facts|theory)P(theory), (6)
where P(theory|facts) is the probability (or likelihood)
that a theory is true, given that some facts have been
observed, P(facts|theory) is the probability that those
facts would be observed if the theory was true, P(theory)
is (our estimate of) the a priori probability that the the-
ory is true, and C is a normalization constant. In our
case, “theory” means a quantitative parametrization of
a given functional form (e.g. a set of GGA values ǫαβ),
“facts” are a set of Enref and E
n
GGA energies, and “true”
means “optimal to reproduce the energies” (not only of
our dataset, but of all possible systems of interest).
Assuming a gaussian probability distribution,
P(facts|theory) = C1 exp
(
−
1
2
∑
n
(
EnGGA − E
n
ref
∆En
)2)
(7)
where ∆En are the expected errors in the computed en-
ergies, due to causes not related to the xc functional (e.g.
basis set incompleteness), and to the inability of the GGA
functional form to reproduce the exact energies. Equally
P(theory) = C2 exp

−1
2
∑
αβ
(ǫα − ǫ
0
α)C
−1
αβ (ǫβ − ǫ
0
β)


(8)
where ǫ0α is the average of ǫxc(kFα, kGα) among different
ab initio GGA functionals:
ǫ0α =
∑
i
wiǫ
i
α (9)
where index i labels different functionals, wi are normal-
ized weights assigned to them, and ǫiα ≡ ǫ
i
xc(kFα, kGα).
C−1 is the inverse of the covariance matrix
Cαβ =
∑
i
wi(ǫ
i
α − ǫ
0
α)(ǫ
i
β − ǫ
0
β). (10)
Notice that, in Eq. (8), we are using the discrepancies
between the different “ab initio” functionals as a measure
of our uncertainty on its exact form. However, the term
P(theory) in Eq. (6) is important mostly in regions of the
functional domain that are poorly sampled by the data,
or in which the theoretical constraints are strict. In prac-
tice, the errors ∆En in Eq. (7) can be used as a knob to
balance our relative uncertainties on energy data, on the
one hand, and functional parameters, on the other. No-
tice also that the penalty approach of Eq. (2) is equivalent
to using a diagonal covariance matrix for the functional
parameters in the Bayesian approach. However, a diago-
nal covariance will not prevent the functional from devel-
oping strong oscillations, since the values of ǫ(kF , kG) at
different points are assumed to be uncorrelated. In fact,
the true covariance arising from a wide set of functionals
is far from diagonal. Thus, Fig. (1) shows the average and
the covariance of a set of 15 parameterizations15,18–30 of
the GGA exchange enhancement factor Fx(s). It can be
seen that the different functionals are highly correlated
in a rather complicated way, with a very non-diagonal
covariance.
Maximizing P(theory|facts), i.e.
Z =
Ndat∑
n=1
(
EnGGA(ǫ)− E
n
refxc
∆En
)2
+
∑
αβ
(ǫα − ǫ
0
α)C
−1
αβ (ǫβ − ǫ
0
β) = min (11)
with respect to the functional parameters ǫα leads to a
linear system of equations∑
β
Aαβ ǫβ = Bα (12)
Aαβ =
∑
n
ρnαρ
n
β
∆E2n
+ C−1αβ (13)
4FIG. 1. Top: Ab initio GGA exchange enhancement
factors Fx(s) used as prior information for the Bayesian
optimization.15,18–30 Middle: Contour plot of the covariance
matrix Cov[Fx(s), Fx(s
′)]. Contour line values are multi-
ples of 0.02. Bottom: Average (continuous line) and first
two eigenvectors of the covariance matrix (multiplied by the
square root of their corresponding eigenvalues and shown as
half the width of the blue and green areas). Also shown are
the enhancement factors of the PBE15 (dashed line) and vdW-
CX30 (dotted line) functionals.
Bα =
∑
n
ρnαE
n
refxc
∆E2n
+
∑
β
C−1αβ ǫ
0
β (14)
ρnα =
∫
d3r ρn(r) pFα(kF (r)) pGα(kG(r)) (15)
The resulting Bayesian method for functional opti-
mization shares many methodological characteristics of
the BEEF method of Wellendorff et al31–33, as well as
with that of Aldegunde et al34. Like them, it has the
ability to quantify the errors due to the uncertainty of
the resulting functional, although we will not discuss this
ability in the present work. However, the prior informa-
tion in those methods is “objective”, i.e. of general math-
ematical character, like a requirement of smoothness for
the resulting functional. In contrast, our method uses
an “informative” prior, i.e. functional constraints and
uncertainties arising from a variety of ab initio criteria.
V. DATA ANALYSIS IN PARAMETER SPACE
An important component of our approach is project-
ing the electron density ρ(r) of the data (i.e. of the wa-
ter molecules) into “parameter space” which, for a GGA
functional, is that spanned by wavevectors kF and kG.
For a given geometry, this is
ρ(kF , kG) =
∫
d3rρ(r)δ
(
(3π2ρ(r))1/3 − kF
)
× δ
(
|∇ρ(r)|
ρ(r)
− kG
)
. (16)
Figure 2 shows ρ(kF , kG) for the isolated water molecule
in its equilibrium geometry. It may be seen that the
FIG. 2. Histogram of the electron density of the wa-
ter molecule, in the equilibrium geometry, as a function of
wavevectors kF = (3pi
2ρ)1/3 and kG = |∇ρ|/ρ. The labels C,
H, L, and T indicate regions of parameter space dominated
by the real-space regions of the oxygen core, hydrogen atoms,
lone pairs, and electron tails, respectively. Atomic units are
used.
most relevant region of this parameter space is that with
(k2F + k
2
G)
1/2 ∼ const. We have observed that this is
also true for a variety of systems, not only water. How-
ever, what is generally most important are the changes
of electron density between different systems and geome-
tries. Thus, Fig. 3 shows the change in ρ(kF , kG) between
the molecule in its equilibrium geometry with the vdW-
DF-cx functional30 and with the experimental geome-
try. The basic difference between these two geometries
5FIG. 3. Difference between the electron density ρ(kF , kG) of
the water molecule in the experimental geometry minus that
in the relaxed geometry, using the vdW-DF-cx functional in
both cases. Also shown are lines of constant reduced gradient
s = kG/2kF .
is that, with vdW-DF-cx, the OH bonds are ∼ 1.3% too
long. This translates into a “radial” shift in ρ(kF , kG),
nearly insensitive to the only variable s of GGA exchange.
This implies that optimizing Fx(s) to reproduce the cor-
rect monomer geometry will force the functional to use
rather artificial mechanisms, based on subtle changes of
ρ(kF , kG), to achieve the bond contraction.
Fig. 4 shows the changes in ρ(kF , kG) upon formation
of a water dimer. In this case, the differences are more
dependent on s, and therefore more susceptible to the
optimization of Fx(s). Equally, Fig. 5 shows the defor-
mation density upon formation of a water trimer:
∆ρ123 = ρ123 − ρ12 − ρ23 − ρ13 + ρ1 + ρ2 + ρ3 (17)
where ρi, ρij , and ρ123 are the densities of the monomers,
dimers, and trimer, respectively. Comparison between
Figs. 4 and 5 shows that the dimer and trimer deforma-
tion densities are, to a large extent, opposite, implying
that two- and three-body xc energies will have a large
compensation.
VI. OPTIMIZATION OF A FUNCTIONAL FOR WATER
Using the DPPS methodology, we have optimized a
GGA exchange functional for water. Of course, given
the narrow scope of our system, we cannot assume that
the resulting functional is significant for a broader range
of DFT applications. Rather, our aim is to shed new light
on why DFT has been so frustratingly poor in simulating
liquid water, on what changes are needed to improve it,
and on the intrinsic shortcomings of the GGA form for
this important system.
For the DFT calculations, we have used a DPPS-
enhanced version of the SIESTA code35, with a
quadruple-zeta plus double polarization basis set36 and
a highly converged mesh for real-space integrals and
Fourier transforms.
FIG. 4. Difference ∆ρ12 = ρ12−ρ1−ρ2 between the electron
density ρ(kF , kG) of a water dimer in its equilibrium geome-
try (top) and in a non-hydrogen-bonded geometry (bottom),
and that of the two separated monomers (in their dimer ge-
ometry).
FIG. 5. Deformation density, defined by Eq. (17), upon
formation of a water trimer in its equilibrium geometry.
As prior information for the Bayesian optimization,
we have used the 15 enhancement factors shown in
Fig. 1. For the reference energies, we use the MB-
pol force field11,37–39, a sophisticated fit to highly accu-
rate quantum chemical calculations of water monomers
and clusters. We selected geometries of 300 monomers,
330 dimers, and 100 trimers for our training set. The
monomers were generated with regular grids of bond dis-
6tances and angles. The dimers and trimers were taken
from the MB-pol training set (see SI for more informa-
tion). It is important to emphasize that, although fitted
only to monomers, dimers and trimers, the MB-pol force
field has been shown to reproduce accurately the struc-
tural and thermodynamic properties of condensed phases
of water11,37–39. This shows that two- and three-body
interactions are dominant in water, and it gives us con-
fidence that fitting (a large subset of) the MB-pol train-
ing set will also produce an accurate exchange functional
for water. Details of these geometries and of our fitting
weights and procedures can be found in the supporting
information (SI)40.
Among the 15 functionals used as priors, some were
designed for a limited set of systems (e.g. bulk solids).
Furthermore, while some are thoroughly tested and truly
ab initio, others are more marginal, or they contain some
degree of empirical information. Therefore, rather than
the unweighted mean of the 15 functionals, we decided
to use the newly proposed vdW-DF-cx41 as the reference
functional (ǫ0α parameters in Eqs. (2) and (8)). This func-
tional keeps the non local correlation form of the original
vdW-DF42 and it proposes a new consistent exchange
(cx) which has shown to improve over the previous ver-
sions of vdW-DF.
Figure 6 shows the exchange enhancement func-
tions, optimized for water monomers, with and without
Bayesian constraints (Eqs. (11) and (2), respectively):
Also shown is the enhancement factor of the vdW-DF-cx
s
0 1 2 3 4 5
F x
(s)
1
1.5
2
2.5
3
3.5
4
vdw-DF-cx
Unconstrained
Bayesian
FIG. 6. GGA exchange enhancement factor Fx(s), optimized
to reproduce reference energies43 of the water monomer at
300 geometries (red). We show the result with (green) and
without (red) bayesian constrains. The enhancement factor
of the vdW-DF-cx functional (blue), used as the reference
functional in the optimization, is also shown for comparison.
functional30, used as reference for the initial functional
parameters (values ǫ0α in Eqs. (2) and (8)). Although the
resulting energies are in excellent agreement with the ref-
erence data, the unconstrained functional shows strong
oscillations, that make it rather unplausible from a the-
oretical point of view. This is of course a consequence of
not having imposed any physical nor mathematical con-
straints on the plausible shapes of Fx(s). When we do
impose such constraints, by performing a Bayesian opti-
mization (Eq. (11)) with ab initio functions Fx(s) as prior
information, the result is much more plausible, but there
is a dramatic increase of Fx(s). To understand this result,
we notice in Fig. 3 that the correct density ρ(kF , kG) (cor-
responding to shorter OH distances) is shifted to larger
values of kG (and therefore, to larger s) for s ∼ 1, in
the region dominated by the electron tails. Therefore, a
shorter bond is favoured by a larger slope of Fx(s) for
s ∼ 1. And, since Fx(s) is strongly constrained to be
monotonous for s < 4, the result is a large overall in-
crease.
The previous argument is in contrast with the usual
result, that GGAs increase binding distances relative to
the LDA. This occurs because longer bonds decrease kF
(the local density) and increase kG (its gradient) in the
bond region (for an example, see the case of the oxygen
molecule in SI). This increases s, what is favoured by
the positive slope of Fx(s) in the GGAs. The departure
of H2O from this usual behavior is due to the absence
of a hydrogen core and to the small OH distance, with
the hydrogen atom practically buried within the oxygen
density. The main change, upon decreasing the OH dis-
tance, is a global electronic contraction, with an average
increase of the density gradient around s ∼ 1 (Fig. 3).
Therefore, the positive slope of Fx(s) favors a shorter
OH distance, which contracts by 0.2% with GGA-PBE,
relative to the LDA.
Although the Bayesian functional of Fig. 6 is not itself
physically unplausible, its shape is very different from
that required to fit the interaction energies of dimers and
trimers (Fig. 7). As a consequence, we have found essen-
tially impossible to fit simultaneously the monomer ge-
ometry and the interaction energies. This has led us to
introduce an ad hoc correction for the energy difference
between the exact and GGA energies of each monomer.
This correction has the functional form of Ref. 43 and it
adds a negligible overhead to the DFT calculation. Sim-
ilar monomer corrections have been previously applied
by other authors44,45. Results assesing the qualty of this
1-body correction are presented in the SI40. Although
rather unsatisfactory from a theoretical point of view,
this approach allows us to proceed with the optimiza-
tion of the functional, in order to reproduce the more
relevant energies of interaction between the different wa-
ter molecules. In the future, we expect richer functional
forms, like those of meta-GGAs, to correct this deficiency.
Figure 7 shows Fx(s) optimized to reproduce the in-
teraction energies of water dimers and trimers, using the
Bayesian method described above. The importance of
accurate 3-body term corrections to GGA functionals for
water has already been highlighted in Ref. 44. The re-
sulting functional also shows a dramatic improvement in
the fitted energies, while the shape of Fx(s) is still within
the bounds of physical and mathematical plausibility. In
7FIG. 7. Top: GGA exchange enhancement factor, opti-
mized to reproduce reference energies of 330 water dimers
and 100 trimers (red). Enhancement factor of the vdW-DF-cx
functional (blue). Middle, red dots: comparison between the
dimer interaction energies ∆E12 = E12 −E1 −E2, calculated
with the optimized functional, and the corresponding refer-
ence energies. The black line corresponds to a perfect agree-
ment. The mean and mean square errors are 〈∆E〉 = 0.02
meV, 〈∆E2〉1/2 = 0.62 meV. The blue dots are the same
for the vdW-DF-cx functional, with 〈∆E〉 = −0.17 meV,
〈∆E2〉1/2 = 1.33 meV. Bottom: the same for the trimer inter-
action energies ∆E123 = E123−E12−E13−E23+E1+E2+E3.
For the optimized functional, 〈∆E〉 = 0.00 meV, 〈∆E2〉1/2 =
0.60 meV. For the vdW-DF-cx functional, 〈∆E〉 = −1.85
meV, 〈∆E2〉1/2 = 2.21 meV.
the following, we will denote this functional vdW-DF-w,
or van der Waals density functional optimized for water.
In addition to the energies of monomers, dimers, and
trimers, the MB-pol force field was parameterized to re-
produce also the electric dipole µ and isotropic polariz-
ability α of the molecule, which are important for the long
range interactions. Therefore, it is important to notice
that, although our vdW-DF-w functional was not trained
to reproduce µ and α, it nevertheless does so rather well.
Thus we find µ = 1.81 D, α =1.41 A˚3 for vdW-DF-cx
and µ = 1.81 D, α =1.39 A˚3 for vdW-DF-w, versus the
reference values37,43 of µ = 1.86 D and α =1.43 A˚3.
VII. RESULTS
In the following section we will present results for gas
and condensed phases of water, obtained with our op-
timized vdW-DF-w functional, trained to reproduce 2-
and 3-body energies from our training set. For compari-
son, we will also present results for the vdW-DF-cx func-
tional41, which has not yet been sufficiently evaluated for
water.
As a first test of the ability of vdW-DF-w to describe
water systems beyond trimers, we show in Fig. 8 the en-
ergies of various isomers of the water hexamer (whose ge-
ometries are shown in SI). We can see that our functional
does improve considerably the energies of the vdW-DF-
cx functional, relative to the MB-pol reference energies
(that reproduce accurately those of high-level quantum
chemistry calculations). Thus, in contrast with vdW-
DF-cx, our functional reproduces the correct order of the
isomer binding energies.
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FIG. 8. Relative binding energies of five isomers of the H2O
hexamer, whose geometries are shown in the SI. We show
the energies for vdW-DF-cx, for our optimized vdW-DF-w
functional, and for the reference MB-pol force field.
Because the small energy differences between its many
solid structures, the phase diagram of water ice is a ma-
jor challenge for DFT. We have computed lattice ener-
gies for different ice polymorphs at fixed geometries. For
the vdW-DF and MB-pol calculations, the geometries are
those given by Santra et al46 for the PBE0-vdW-DFTS
functional. For PBE, they are those given in the same ref-
erence for this functional. These geometries (given in SI)
are rather different from those of MB-pol, which results
in an incorrect ordering of the different polymorphs. It
8is important to emphasize that, although no results have
been reported for relaxed MB-pol ice energies, a thor-
ough comparison between MB-pol and Quantum Monte
Carlo energies for liquid snapshots demonstrated that
this force field yields much better agreement than any
density functional39. In Table I we compare our results
with those of MB-pol and of various other functionals. It
is significant that vdW-DF-w is the only functional that
reproduces qualitatively the behaviour of our reference
MB-pol energies.
TABLE I. Lattice energies of different ice phases, relative to
ice Ih, in meV/molecule. All the calculations were done for
fixed lattice and molecular geometries (provided in the SI).
∆1 indicates that the monomer correction described in the
text was included.
Ih II IX XIII XIV XV VIII
vdW-DF-w 0 -11 -14 -22 -23 -7 11
vdW-DF-w-∆1 0 -39 -17 -10 -13 -18 -5
vdW-DF-cx 0 30 14 20 24 49 90
vdW-DF-cx-∆1 0 22 11 31 34 38 73
vdW-DF1 0 12 8 13 14 23 50
vdW-DF2 0 4 6 5 5 14 33
PBE 0 72 51 83 96 114 180
PBE46 0 69 49 80 93 110 177
MB-POL 0 -37 -48 -91 -77
It is well established that the competition between lo-
cal structures, with different average densities (generally
called low- and high-density liquids, LDL and HDL),
is the origin of abnormally high response functions and
of most water anomalies9,10. This competition depends
critically on a very subtle balance between the hydrogen-
bond and van der Waals interactions, and it represents
an extremely difficult challenge for liquid water simula-
tions in general, and for ab initio molecular dynamics
(AIMD) in particular. We have performed AIMD of
128 water molecules at normal temperature and pres-
sure conditions, using SIESTA with a double-zeta po-
larized basis set. Starting from the last geometry of a
long Tip4P-200547 simulation, the system was thermal-
ized with AIMD for 5 ps, and then sampled for 10 ps.
This procedure was followed for vdW-DF-cx and for our
optimized vdw-DF-w functional, with and without cor-
recting for the monomer energies. Nuclear quantum ef-
fects were not included. The resulting oxygen-oxygen
radial distribution functions are compared in Fig. 9 with
experiment and with an MB-pol simulation without nu-
clear quantum effects. The later was performed under
identical conditions and parameters as the AIMD simu-
lations. It can be seen that our vdW-DF-w functional
compares much better than vdW-DF-cx with the refer-
ence MB-pol simulation. The optimized functional over-
corrects the underestimation of O-O distances (first peak
of the RDF) by the vdW-DF-cx functional, giving a right-
r
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FIG. 9. Oxygen-oxygen radial distribution function of water,
at normal temperature-pressure conditions, with the vdW-
DF-cx and optimized vdW-DF-w functionals, as well as with
the reference MB-pol force field. Notice that our MB-pol
simulation was performed under the same conditions as the
DFT ones, and it is much shorter than that of Ref. 11. The
experimental RDF is also shown for comparison48. Nuclear
quantum effects were not included in any of the simulations.
shifted peak.
The correction of the potential energy surface of the
monomer dominates the total energies and it reduces
the intramolecular OH distance by 1.3%. From the well
known anticorrelation between intra- and inter-molecular
bond distances and energies, it may be expected that the
correction weakens the hydrogen bonds, and favors the
HDL configurations. However, it can be seen that in
practice the monomer correction has a rather small ef-
fect on the RDF.
Perhaps the most blatant shortcoming of DFT sim-
ulations of liquid water is the huge range of discrep-
ancies in the equilibrium density, ranging from ∼ 0.7
g/cm3 for some GGAs to ∼ 1.15 g/cm3 for some vdW-
DFs3. The pressure-density curves from our simulations
are compared with experiment in Fig. 10. It may be seen
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FIG. 10. Comparison of the density-pressure curves from
our liquid water simulations with vdW-DF-cx and vdW-DF-
w and from experiment49.
that vdW-DF-cx and vdW-DF-w overestimate the equi-
9librium density by 10% and 20%, respectively. In the lat-
ter, however, this is because of a rigid shift of the curve to
lower pressures, so that the compressibility (shown in SI)
is in good agreement with experiment. Since the pressure
is also very sensitive to finite size and nuclear quantum
effects (not included in our simulations), as well as to
basis set superposition errors (the DZP basis used in the
simulations is smaller than that used in the functional
optimization), it remains to be studied to what extent
the density overestimation is due to these effects.
Another important magnitude, that depends strongly
on the ratio of LDL to HDL in the actual liquid, is the self
diffusion constant. The experimental value of 0.23 A˚2/ps
is strongly underestimated by GGAs under normal con-
ditions of density and temperature3. For the vdW-DF-
cx functional, we find 0.08 A˚2/ps. When we include
the monomer energy correction, this increases slightly
to 0.09 A˚2/ps, still much lower than the experimental
value. With vdW-DF-w, we obtain 0.17 A˚2/ps without
the monomer correction and 0.23 A˚2/ps with it, in agree-
ment with experiment.
VIII. CONCLUSIONS
In conclusion, we have designed and implemented
a general Bayesian method to optimize an exchange-
correlation functional. It combines a priori information
from ab initio functional constraints, with a database of
reference energies and geometries. Using this method,
we have optimized for water a GGA exchange functional,
combined with the correlation functional of vdW-DF42.
As prior information, we have used the covariance of
15 GGA exchange functionals. As reference, we used a
database of hundreds of monomers, dimers, and trimers
taken from the MB-pol training set11,37–39. We find that
the optimization of the monomer geometry is largely in-
compatible with that of intermolecular interactions. As
an ad hoc solution, we have developed a correction for the
potential energy surface of the monomer, and we have op-
timized the functional to reproduce the dimer and trimer
interaction energies. The resulting functional performs
considerably better than previous GGA and vdW-DF
functionals for extended clusters, ices, and liquid water.
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