ABSTRACT Traditional Reinforcement Learning (RL) approaches are designed to work well in static environments. In many real-world scenarios, the environments are complex and dynamic, in which the performance of traditional RL approaches may drastically degrade. One of the factors which results in the dynamicity and complexity of the environment is a change in the position and number of obstacles. This paper presents a path planning approach for autonomous mobile robots in a complex dynamic indoor environment, where the dynamic pattern of obstacles will not drastically affect the performance of RL models. Two independent modules, collision avoidance without considering the goal position and goal-seeking without considering obstacles avoidance, are trained independently using artificial neural networks and RL to obtain their best control policies. Then, a switching function is used to combine the two trained modules for realizing the obstacle avoidance and global path planning in a complex dynamic indoor environment. Furthermore, this control system is designed with a special focus on the computational and memory requirements of resource-constrained robots. The design was tested in a real-world environment on a mini-robot with constrained resources. Along with the static and dynamic obstacles' avoidance, this system has the ability to achieve both static and dynamic targets. This control system can also be used to train a robot in the real world using RL when the robot cannot afford to collide. Robot behavior in the real ground shows a very strong correlation with the simulation results.
I. INTRODUCTION
The ability to autonomously navigate in complex and dynamic indoor environments, such as airports, museums, offices, homes and shopping malls, is essential for mobile robots. Over the past decade, researchers came up with many different solutions and technologies for obstacle avoidance and path planning in complex indoor environments. Most of these solutions and technologies have not considered limitations of the computational and memory resources of robots. These mobile robot navigation frameworks can be roughly categorized into model-free and model-based, depending on the incorporation of working environments model into the navigation framework. In the first category of the modelbased methods, the navigation framework utilizes the available models, such as dynamic window approach, potential field, vector field histogram, velocity obstacles, inevitable collision states, and reciprocal velocity obstacles techniques for developing the motion planning system [1] - [5] . In the second category of the model-free methods, navigation systems directly couple observations to decisions [6] , hence they do not need to store the sensed observations or learn map of the environment. Unsupervised learning techniques, such as Reinforcement Learning (RL), are used to map the sensed observations directly into decisions, and to learn a model-free navigation system to move autonomously. However, traditional RL approaches are mostly designed to work well in static environments. This is due to the fact that RL is generally a global learning method that contains all of the information learned about the environment in a single value function [7] . Another difficulty with traditional RL systems is the transfer of knowledge between the agents. When a mobile robot uses the traditional RL to learn from the real-world interactions, it might crash because of collisions with walls or obstacles present in the complex environment. Therefore researchers have proposed many different versions of RL for complex dynamic environments with rapidly moving obstacles, such as modular reinforcement learning architecture [8] and random neural Q-learning [9] . Some researchers have proposed a combination of RL algorithms and neural network models for autonomous navigation of mobile robots in the complex dynamic environments [10] . Although the model-based navigation systems are capable of navigating the mobile robots autonomously and safely towards a given goal in the static environment, they still suffer from essential weaknesses which create difficulties for mobile robots to navigate in a complex dynamic environment. Model-based methods require incorporating the hand-craft features of the surrounding environments for designing the robot navigation system. In addition, several parameters which are set empirically for a specific environment, based on the expert's experiences need to be tuned individually, because they may vary significantly with change in the environment [10] . Moreover, the computational and memory efficiency of such techniques decreases drastically with the complexity of the environment, since considerable modeling is required [11] . Research on the model-based methods for robot navigation has produced two major paradigms for mapping indoor environments: topological based and grid based. Many different map based solution has been proposed, a combination of sensor and topological maps are utilized for path planning, such sophisticated sensors and algorithms requires extensive computational resources on a robotic platform for the efficient planning and navigation [12] , [13] . Furthermore, even if it is possible to determine a path free of obstacles by using the topological map and a robot localization system, minor variations in the environment dynamics, such as slippery, oblique, or crushed ground, are not captured by such navigation systems [14] . Simultaneous Localization and Mapping (SLAM) approach for the dynamic environment has received great attention from the robotics community [15] - [19] , but it requires extensive computational and memory resources. Grid-based approaches produce accurate metric maps, but they often suffer from space and time complexity. This is because of their fine resolution restrictions in large-scale infrastructures [20] , [21] . Besides the above mentioned navigation frameworks, Fuzzy Logic Controllers (FLCs) are also used for autonomous mobile robots navigation but they have some limitations. The main limitation of FLCs is the lack of existence of a systematic procedure for their design and analysis. Tuning parameters of a Fuzzy Logic Controllers (FLC) is another difficult task because there are many more parameters to adjust. There is no standard and systematic methodology for tuning the parameters of an FLC, hence they are not good for dynamic environments. Furthermore, FLC systems are rule-based or knowledge-based systems, containing a collection of rules based on domain knowledge or human expertise, hence they do not have the capability to adapt to environmental changes. Learning the fuzzy logic rule base or providing the necessary target patterns may be a tedious and difficult task [22] , [23] . Performance of the Fuzzy Logic Controller (FLC) depends upon the number of rules present in the rule base. However, with an increase in the number of rules the memory and computational cost of the FLC increases considerably, which reduce the effectiveness of the FLC [24] .
In this paper, we proposed a modular path planning approach based on the combination of RL and Artificial Neural Networks (ANN), which is a suitable choice for both static and complex dynamic indoor environments. The ANN module is used to decouple the obstacles avoidance from the RL based global path planning, which makes this navigation system a suitable candidate for the complex dynamic indoor environments. This obstacles avoidance system is designed to avoid collision with any number of static and dynamic obstacles of different shapes and sizes. It can be used by mobile robots for learning from real-world interaction when they cannot afford collision during learning. Furthermore, this obstacles avoidance module can be reused by other RL based navigation systems. This navigation system is designed with a special consideration of limited battery power, computation and memory resources of the mobile robots. Ultra Wide Band (UWB) radio communication technology and Ultrasonic Sensors (US) are proposed for the robot localization and obstacles avoidance respectively. A digital compass is used for detecting the orientation of the robot. Although in this current work we only focus on the indoor complex dynamic environment, this navigation system can also be used in outdoor environments. The remainder of this article is organized as follow. Section II explains the basic theory and background knowledge. Section III provides an introduction of the navigation model. Section IV presents the results and Section V provides the conclusions.
II. BASIC THEORY
In this section, we introduce the basic theory of, Reinforcement learning (RL), Temporal-Difference Learning (TDL) and then Q-learning as a special case of RL. We will also describe the resource-constrained Wheeled Mobile Robot (WMR) used to test the navigation model in a realworld environment, and the digital compass used to detect orientation of the robot.
A. REINFORCEMENT LEARNING
Reinforcement Learning (RL) is the process of learning from trial-and-error through interaction with the environment. It is the process of mapping situations (states) to actions yielding the highest numerical reward signal (reinforcement). After each state transition, the moving agent gets a positive or negative evaluation feedback r, as well as perceives a new state. The negative feedback (reinforcement) is called punishment and positive one reward. RL is a learning approach between supervised and unsupervised learning, the distinguishing features of RL compared to supervised and unsupervised learning approaches are given in Table 1 . It is the process of estimating value functions for a particular policy, to learn a good policy a balance between exploration and exploitation is required. The reason we want to estimate these value functions is to use them for accurately choosing an action that will provide the best total reward possible, after being in that given state. It is an online adaptive learning approach. The learning agent can adapt itself to any change in the environment by updating its policy through exploration. It has been applied to various control and decision making problem, it is a behavioral learning approach through real-world interaction. It is an ideal tool for solving decision-making problem in the presence of uncertainty [11] .
B. TEMPORAL-DIFFERENCE LEARNING
There are several different approaches to solve the Reinforcement Learning (RL) problems, like Dynamic programming, Monte Carlo methods, and Temporal-Difference learning. Dynamic programming algorithms require a complete and perfect model of the environment and thus they are able to achieve an optimal policy by approximating the optimal value function (V * ) or optimal action-value function (Q * ), but they are computationally expensive. Unlike Dynamic programming, Monte Carlo methods do not need a model of the environment but they learn from samples. Another way of implementing RL is Temporal-Difference (TD) learning. TD learning is the area of machine learning which covers the problem of finding a perfect solution in an unknown environment based on the experience. In TD learning an earlier value is updated by calculating a difference between that value and a later value. As discussed above every RL task requires the value functions approximation. Temporal difference learning is used to learn the value functions from scratch over multiple time steps, the value functions are updated using an estimate of the successor state. 
The above function can also be written as follow:
Where V(s) is called state-value function, which is given below:
In the above equations α is the learning rate, 0 ≤ α ≤ 1 and γ is discount factor 0 ≥ γ <1, value of the discount factor shows how much we rely on the future reward, r t+1 is the reward at t + 1 time step. A state-value function under the optimal policy (V * (s t )) is given below:
Value functions (V or Q) are always conditional on some policy π . To emphasize this fact, we often write them as V π (s) and Q π (s, a).
D. WHEELED MOBILE ROBOT
A 4-wheeled mobile robot with a Differential Steering (DS) system was used for testing the simulation results, it is lightweight (about 2 Kg), battery powered and has limited computational and memory resources. The function of DS is achieved by applying more or less drive torque to one side of the vehicle than the other. This Wheeled Mobile Robot (WMR) can turn around 360 • by using the DS system. The WMR has a small camera, ultrasonic sensors, digital compass, and a tag, all these are connected to a Raspberry VOLUME 6, 2018
Pi 3 board with a mini ubuntu installed on it. Tag is part of the DecaWave based Real Time Location System (RTLS) which will be discussed in Section II. The RTLS and digital compass are used to detect pose of the WMR in the indoor environment. The digital compass used for heading detection of the WMR is described in the following section.
1) ROBOT HEADING DETECTION
GY-86 (Arduino compatible) sensor module was used for detecting the orientation of the robot, this module contains MPU6050, HMC5883L and MS5611 sensors on a single board. This module helps to read values from its onboard 3 axis gyroscope, 3 axis accelerometer, 3 axes magnetic field and air pressure as well. Its small size of 2.15 cm × 1.68 cm and low power supply of 3 − 5v make it a suitable choice for resource-constrained robots. HMC5883L is a surfacemount, multi-chip module designed for low-field magnetic sensing with a digital interface, for applications such as low cost compassing and magnetometry. It contains a 12-bit analog-to-digital converter that enables 1 • to 2 • compass heading accuracy. This module output values in the range of to −180 to +180 as shown in Figure 1 (a).
FIGURE 1. WMR heading detection and digital compass.
We use formula φ = 360−θ to convert the digital compass negative output (θ < 0) into positive values and make a continuous range of 0 • to 360 • as shown in Figure 1 (b). The 8 Global Directions of Motions (GDMs) are mapped to compass readings according to a specific indoor environment. Contrary to the simulation results, in the real world, we use a range of 15 • to detect the heading of WMR instead of an exact angle.
III. NAVIGATION MODEL
A modular navigation system is proposed for the resourceconstrained robots in the indoor complex and dynamic environment. Real-time location of the robot, which is provided by the Real Time Location System (RTLS) and a random point from the Target Region (TR) are used as input to the Global Path Planner (GPP), which will plan a Global Direction of Motion (GDM) for reaching to the desired goal (TR). The front, left and right of the robot are scanned by the Ultrasonic Sensor (US) for obstacles detection before the robot moves ahead; the sensed information is stored in a vector called Sensing Vector (SV). In case of a non-zero SV, the GDM together with the SV is used as input to the Local Path Planner (LPP) to find gaps for escaping the robot. In the presence of obstacles (1: obstacle detected) one of the available gaps is chosen as Local Direction of Motion (LDM) and mapped to the GDM, while in the absence of an obstacle (0: no obstacle detected), the GDM will be considered as a Final Direction (FD) without any mapping. Different parts of this hybrid navigation system are shown in Figure 2 , will be elaborated in detail in the following sections.
A. REAL TIME LOCALIZATION
Accurate position estimation in indoor environments is one of the fundamental requirements for industrial mobile robots, logistics in the warehouses, stock control, mobility assistance for handicapped people and patient monitoring in hospitals. Different wireless technologies have been proposed for indoor localization, such as WiFi, ZigBee, ultrasound, narrow band, Ultra Wide Band (UWB) and Radio Frequency (RF) systems. Generally, these localization systems are based on low power consumption sensors that measure received signal strength (RSS) or Time Of Flight (TOF). Comparative studies show that UWB radio communication is one of the best candidates for accurate indoor localization system with transmission power limitation [16] . UWB technologies are often described as the next generation of real-time location systems. A UWB radio communication based Real-Time Location System (RTLS) was designed and tested in the indoor environment for localizing a Dynamic Tagged Object (DTO). This RTLS is based on the DecaWave (DWM1000), which benefit from the advantages of UWB, such as long-ranging, low power consumption and small form factors of IC technology. It has a continuous 360 • of visibility and nearly real-time response. It is a very suitable candidate for the resource-constrained and mini-robots, because of its lightweight, small size, and ultra-low power consumption. Compared to other indoor RTLS, it offers good performance in noisy environments, coexists with current narrowband and wideband radio services and shows robustness for multi-path fading. The DWM1000 module is based on DecaWave's DW1000, a multi-channel transceiver, which allows very accurate time-stamping of signals as they leave from and arrive at the wireless transceiver [25] . It has a Line Of Sight (LOS) 350m and Non-Line of Sight (NLOS) 40m ranges in the indoor and outdoor environments, allowing it to be deployed in WLAN Aps. This real-time localization system has fixed units which are configured as an ''Anchor'', and the dynamic one as a ''Tag''. The location of a DTO is established with the 3 fixed anchors having known locations around the area in which the ''Tag'' is located. The absolute position of the DTO in 2-D is determined based on its distances from the 3 fixed anchors. The distance between any anchor and DTO is calculated from the TOF. All TOF based systems work on the basis of determining the time taken by a message to propagate from a transmitter to the receiver. Once this time is known accurately then the distance between the transmitter and receiver can be determined since the speed of propagation of radio waves in air is already known. This knowledge is used by the trilateration algorithm to calculate the location of DTO. The 3 anchors were placed at a 50cm height from the ground in 3 corners of an indoor squared (1000cm 2 ) workspace. The propagation time of a message between a tag and an anchor is used to calculate the distance between them. Start and arrival time of a message are recorded by the antenna as t 1 and t 2 respectively, this information is then used to calculate the time difference T = t 2 − t 1 and distance using the formula d i = cT /2, where c is the speed of light and i = 0, 1 and 2. The distances d 0 , d 1 and d 2 between a tag and 3 anchors are used to calculate the x and y coordinates of the tag (T ) by using trilateration algorithm. RTLS was used to localize the Dynamic Tagged Object (DTO) as discussed above by calculating its x and y coordinates. Several experiments were performed to observe the localization error of this RTLS. A person, holding a tag in hands 50cm above the ground in a 1000 cm 2 , move at different speeds along different paths, the experiment was performed 10 times to know the sample accuracy of RTLS, sample x, y values along different path patterns are shown in Figure 3 (b-e) , by the black lines. It was found experimentally that the estimated location has an error in the range of 5cm to 50cm. It was also observed during the experiments that the maximum value of localization error is about 50cm, while the average error was found to be around 30cm. The moving agent receives a positive or negative reinforcement depending on its performance with respect to the desired goal. The actions were awarded based on the distance between the moving target and an agent. If the distance is less than or equal to 10cm the reward is 100 otherwise it is −1. The output of DQN represents the Global Directions of Motion (GDM), which are positive real numbers ranging from 0 to 7, as shown in Figure 4 (a). These GDMs are mapped to the angles as (0, 0/360), (1, 45) , (2, 90) , (3, 135) , (4, 180), (5, 225), (6, 270) and (7, 315) according to a standard XY-coordinate system. The neural network was used by RL as a function approximation tool for choosing the GDM.
1) DQN PARAMETERS
The DQN discussed above, has an input layer of size 4, 2-hidden layers of sizes 100, 50 and an output layer of size 8 as shown in Figure 4 (a) . X t , Y t is a random point from a 60cm 2 Target Region (TR), X r , Y r is the current location of the robot provided by the RTLS, while [0] [1] [2] [3] [4] [5] [6] [7] is an output of the DQN. The activation function of input and hidden layers is ''relu'' while that of the output layer is linear. The loss function is mse, discount factor (γ ) is 0.95, exploration-rate is 1.0, exploration-min is 0.01, exploration-decay is 0.995. The number of steps in a single episode versus the number of episodes is shown in Figure 4 (b) . Figure 4 (b) shows, that Number Of Steps (NOS) taken by moving the agent to arrive the goal location decreases with the increasing Number Of Episodes (NOE), and hence the network is converging very fast. The model was trained for 30,000 episodes with a sample batch size of 200. The training time on a Desktop Computer (Intel (R) Core (TM) i7-6700 @ 3.40GHz 3.41GHz, RAM: 8.00GB, 64-bit Operating System) was 4 hours and 31 minutes.
C. LOCAL PATH PLANNER (LPP)
This obstacle avoidance module can be applied to any number of static and dynamic obstacles in a complex indoor environment. This module can be reused for other RL models with similar global path planning strategies. Furthermore, this module can also be used to train a robot with RL on the real ground where a collision is not affordable. The design of this module is inspired by the idea of sensing and gap vectors. The robot will scan the front, left and right sides for obstacle detection using Ultrasonic Sensors (US), in the absence of obstacles the robot will move in the Global Direction of Motion (GDM), while in the presence of obstacles a switching function will switch the path planner from Global Path Planner (GPP) to a Local Path Planner (LPP). The US observations are stored in a vector called Sensing Vector (SV). In the presence of obstacles, a single neural controller will find the gaps around the robot and map them to the GDM. Sensing Vector (SV) and GDM are provided as input to the LPP which will choose the Final Direction (FD) of motion. Final direction of motion is the command given to the robot to move ahead. Gap selection and local-to-global direction mapping are done simultaneously by the neural controller.
1) SENSING AND GAP VECTORS
As shown by the grey color cones in Figure 5 , there are 6 Ultrasonic Sensors (US) at the front end of the robot, 
2) SWITCHING FUNCTION
Sensing Vector (V S ) is not zero when an obstacle is detected, in case of a non-zero (V S ) a switching function is used for switching between a Local Path Planner (LPP) and Global Path Planner (GPP). The switching function is obtained programmatically by using the ''if'' statement given by formula 5. The switching between LPP and GPP is also depicted in Figure 2 . Figure 6 , the local direction 2 is parallel to the GDMs. Map in Figure 6 helps in local path planning and mapping the available gaps from local into global directions. When an obstacle is detected, the path palming is switched from global to local path planning, expressed by formula 5. The local direction of motion (gap) is then mapped to the GDM using expression 6, the GDM after local-to-global mapping is named as Final Direction (FD). A sample training data for handling different local path planning scenarios is presented in Table 2 . Sensing vector, GDM, Local Direction of Motion (LDM) and Obstacle Detection Identifier (ODI) are inputs of the Local Path Planner (LPP). A 1×8 vector is used for local-to-global direction mapping, index of the only non-zero value (10) of this vector represents the Final Direction (FD) after mapping, this vector is output of the LPP (neural network).
• No Obstacle Detected (NOD): As shown in the first row of Group1 in Table 2 , sensing vectors is zero because no obstacle is detected, GDM (n G ) is equal to LDM (n L ) and ODI is set to 0, in this case the Final Direction (FD) is actually the original GDM. No local-to-global mapping and switching between global and local path planning is required.
• First Time Obstacle Detected (FOD): When an obstacle is detected for the first time, path planning is switched from global to local, ODI is set to 0, and LDM (n L ) is set equal to GDM (n G ). In the case of S 2 = 0 and S 3 = 0, no obstacle is detected along the GDM and the robot can escape in gap (2) parallel to the GDM, hence the Figure 6 . Indices of 0 elements of V G represent the gaps around the GDM (n G = 2). There are two gaps available n L = 1 and 4, the robot can escape in one the them. As shown in Figure 6 , the available two gaps 1 and 4 are parallel to the global directions of motion n G = 1 and 4 respectively, the local directions are mapped into the corresponding global one by using formula 6. For the current scenario, since the gaps n L = 1 and 4 are parallel to the GDMs (n G = 4 and 1) therefore according to formula 6 the gaps values are same as FD, index 1 of the local-to-global mapping vector = [0, 10, 0, 0, 0, 0, 0, 0] is set to 10 according to the chosen FD = 1. Similar explanations are valid for third and fourth row of (Group1).
FD of motion is equal to the GDM (n G
In the above formula n L = 0, 1, 2, 3 and 4, n G = 0, 1, 3, 4, 5, 6 and 7 and FD = Final Direction.
• After Obstacle Detection (AOD): This obstacle avoidance model considers obstacle detection information of the previous step of motion at every current step of motion. In the case of previously obstacle detected along the GDM, the robot will continue to move along the local direction of motion (tangentially to the obstacle) until there is a gap available to escape, in this case the ODI is set to 10 and n L is not set equal to n G . Unlike Group1 here n G != n L even when S 2 = S 3 = 0, the robot still move along LDM instead of GDM, this is because the robot is still in the obstacle detection range. Sample training data for AOD scenarios is given in Group2 of Table 2 .
• No Gap Available (NGA): Group3 of Table 2 shows that, obstacles are detected for the first time and there is gap available around the GDM. Consider a sensing vector V S = [1, 1, 1, 0, 1, 1] in the third row of Group3 and its corresponding gap vector V G = [1, 1, 1, 1, 1 ], in this case the robot will turn around at 180 • to look for alternative gaps in the opposite Direction (OD). For the scenario in the third row of Group3 with GDM = 6 the OD (2) is obtained by formula 7. Similar explanations are applied for the first and second row of Group3.
, 5, 6 and 7
4) NEURAL CONTROLLER DESIGN PARAMETERS
The neural controller discussed above has an input layer of size 7, 3-hidden layers of sizes 90, 80, 20 and an output layer of size 8. The activation function of input and hidden layers is ''relu'' while that of the output layer is linear. Sample batch size is 100 and the number of episodes is 5000. The loss function is mse and optimizer is rms. The input of the ANN = [V S , n G , n L , ODI ] discussed above, while its output is the 1 × 8 local-to-global mapping vector discussed above. Sample training data for this ANN model is shown in Table 2 . Training time of the Local Path Planning (LPP) on a Desktop Computer ( Intel (R) Core (TM) i7-6700 @ 3.40GHz 3.41GHz, RAM: 8.00GB, 64-bit Operating System) is about 10 minutes for 3288 data records.
IV. RESULTS AND DISCUSSION
In this section we will discuss simulation results of the navigation model discussed above, we will also discuss the experimental results achieved by implementing the navigation model with the help of Real Time Location System (RTLS), digital compass and a Wheeled Mobile Robot (WMR) on the real ground.
A. GLOBAL PATH PLANNING
In this section, we illustrate simulation results of the Global Path Planner (GPP) to achieve both static and dynamic goals without considering the obstacle avoidance. In Figures 7 & 8 , the green rectangles represent the Target Region (TR), it could be anywhere inside the workspace of the robot. Black lines show the paths followed by the robot from the starting location to the TR, while arrows on the black lines show the direction of motion. 
1) SIMULATION RESULTS (STATIC TARGET)
Simulation results in Figure 7 are based on the 4 sample squared target regions (60cm 2 ) and different starting locations of the robot within the workspace. A random point from the TR and the current location of the robot are considered as the current state of the environment. Current state of the environment is provided as input to the GPP which will output one of the 8 actions (global directions). Sample trajectories traversed by the robot to get into the target regions are shown in Figure 7 . In Figure 7 Simulation results show that the robot gets into the target regions irrespective of the robot starting location. Simulation results also show that this path planning model can find its potential applications in the navigation system of robots used in the indoor environment like restaurants and superstores to provide the services of waiters and guiding persons.
2) EXPERIMENTAL RESULTS (STATIC TARGET)
Global path planning simulation results discussed above were tested on the real-ground in the indoor environment on a resource-constrained Wheeled Mobile Robot (WMR) discussed above, WMR has the capability to execute the commands provided by the Global Path Planner (GPP). When GPP issue one of the 8 commands, then the WMR will first detect and change its heading according to the command issued with the help of a digital compass and differential steering system, and then move in that global direction of motion. Experimental results in Figure 8 are based on the 4 target regions (60cm 2 ) and WMR's different starting positions. A random point from the Target Region (TR) and the current position of the WMR provided by the Real Time Location System (RTLS) are considered as the current state of the environment. The current state of the environment is provided as input to the GPP which will output one of the 8 global directions. Sample trajectories traversed by the WMR to achieve the goal position are shown in Figure 8 .
In Figure 8 
3) DYNAMIC TARGET
As discussed above this path planning model can be used to plan a path to achieve both static and dynamic goals. The following simulation and experimental results illustrate the performance of the Global Path Planner (GPP) to achieve a dynamic target without considering the obstacle avoidance. In Figure 9 the blue circles show the dynamic target position, black color dashed-lines shows paths followed by the robot, green circles show starting locations of the robot while arrows one the dashed-lines shows the robot's Global Directions of Motion. Figure 9 (a) illustrates the simulation results while Figure 9 (b) represents the experimental results of the Wheeled Mobile Robot (WMR) on the real ground. The dynamic target location was generated in front of the robot by adding small random positive or negative numbers with robot x, y position, the dynamic target was updated according to the robot motion. Figure 9 shows that the pattern of simulation results is smoother than the experimental results; this is because of the uncertainties in the WMR's real position and heading detected with RTLS and digital compass respectively. Experimental results show a strong correlation with the simulation results. 
B. COMBINING LOCAL AND GLOBAL PATH PLANNING
In this section, we illustrate the performance of the Local Path Planner (LPP) and combine the Global Path Planner (GPP) module with LPP module. The obstacle avoidance module can detect and avoid both static and dynamic obstacles. Obstacles only in the global directions of motion are considered for avoidance. As shown in Figure 10 the blue color dashed-lines shows the paths followed by the robot in the absence of obstacles, while the black color dashed-lines shows the paths followed by a robot in the presence of obstacles. The black circles show the starting positions of the robot while the green color rectangles show the Target Regions (TRs). Black color arrows on the dashed-lines show the Final Directions (FD) of motion. Figure 10 (a) shows the static obstacles avoidance while Figure 10 (b) shows dynamic obstacles avoidance, the different color circles shows the same group of dynamic obstacles with changing positions around the path followed by the robot. Although the obstacles in these simulation results are represented by the circles of different sizes they could be of any shape. Figure 10 (c & d) shows the zoom in portions of Figure 10 (a & b) . Simulation results show that the LPP can successfully avoid both static and dynamic obstacles by planning an alternative path among the obstacles present in the robot workspace.
1) PATH PLANNING IN A COMPLEX ENVIRONMENT
As discussed above the obstacle avoidance module can be used to avoid any number of obstacles, in Figure 11 , VOLUME 6, 2018 although the obstacles are only represented by circles they could be of any shape. Green circle represents the starting positions of the robot while the green rectangles represent the Target Regions (TRs). The solid black lines represent the paths followed by the robot from a starting position to the Target Region (TR), arrows on the solid black lines represent the directions of motion of the robot. As illustrated in Figure 10 , in the absence of obstacles the robot follow a linear diagonal path from the starting position to the goal position (TR). To show the performance of LPP in the environment densely populated with obstacles, the density of obstacles was gradually increased from Figure 11 (a) to Figure 11 (d). Simulation results in Figure 11 show that the path planning and obstacles avoidance module can plan a nonlinear path in a complex indoor environment. The simulation results also show that the obstacles avoidance can robustly work for any number of static and dynamic obstacles present in the complex environment. This LPP module can be reused by the global navigation modules having a similar structure to the Global Path Planner (GPP) discussed above.
V. CONCLUSION
This modular navigation system can be used to plan a nonlinear path in a complex dynamic indoor environment. Unlike the traditional RL, it can be applied in both static and dynamic environments. This navigation system can be used to avoid any number of static and dynamic obstacles of different shapes and sizes. This modular navigation system is a suitable candidate for training robots using Reinforcement Learning (RL) in a real environment which cannot afford collisions during learning. Comparative study of the computational resources and memory requirements of different navigation models and algorithms presented in Table 3 shows that this navigation system is a good solution for resource-constrained and mini-robots. Table 3 also shows that unlike other state of the art navigation approaches, the space-time complexity of this navigation system will not grow in dynamic environments. This is because the memory size required to plan a global path, handle both static and dynamic obstacles is defined by a fixed number of connections of the neural networks. It is independent of the number of explored state-action pairs or number of static and dynamic obstacles. It is also adaptable; the robot can update its global path planning policy through exploration when there is a change in the environment. A single ultrasonic sensor is used to scan horizontally half of the circle (left, right and front of the WMR) around the robot front end to find out gaps when an obstacle is detected along the Global Direction of Motion (GDM). Furthermore, low power consumption Ultra Wide Band (UWB) radio communication-based Real-Time Location System (RTLS) and a digital compass are used to localize the robot and detect its orientation respectively. The average and maximum possible error of 2-dimensional UWB radio communication-based RTLS is experimentally demonstrated which shows that it is a suitable candidate for location detection within a region. Both the obstacle avoidance and path planning modules were implemented with Artificial Neural Networks (ANN) with a minimal number of hidden layers. The obstacles avoidance module can be reused for other similar RL models. The modular path planning system was tested in the real environment; experimental results show a strong correlation with the simulation results. Extending this model to multi-agents in a shared workspace is left as a future work.
