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I introduce spin in field theory by emphasizing the close connection between
quantum field theory and quantum mechanics. First, I show that the spin–
statistics connection can be derived in quantum mechanics without relativity
or field theory. Then, I discuss path integrals for spin without using spinors.
Finally, I show how spin can be quantized in a path–integral approach, with-
out introducing anticommuting variables.
1 From Quantum Mechanics to Field Theory
Even though everybody learns about spin in their childhood in the context of
nonrelativistic quantum mechanics, many of the more interesting dynamical
features of spin are only introduced in relativistc quantum field theory. In
these lectures, which were originally addressed to an audience of (mostly)
condensed-matter physicists, I discuss some relevant aspects of spin dynamics
in quantum field theory by showing their origin in quantum mechanics. In the
first lecture, after a brief discussion of the way spin appears in nonrelativistic
(Galilei invariant) or relativistic (Lorentz invariant) dynamics, I show how
the spin–statistics connection can be obtained with minimal assumptions
in nonrelativistic quantum mechanics, without invoking relativity or field
theory. In the second lecture I show how spin can be quantized in a path–
integral approach with no need for introducing quantum fields. In the third
lecture I discuss the dynamics of relativistic spinning particles and show that
its quantization can be described without using anticommuting variables. A
fourth lecture was devoted to the quantum breaking of chiral symmetry – the
axial anomaly – and its origin in the structure of the spectrum of the Dirac
operator, but since this subject is already covered in many classic lectures [1]
it will not be covered here. We will see that even though the standard methods
of quantum field theory are much more practical for actual calculations, a
purely quantum–mechanical approach helps in understanding the meaning of
field–theoretic concepts.
2 Spin and Statistics
2.1 The Galilei Group and the Lorentz Group
In both relativistic and non-relativistic dynamics we can understand the
meaning of quantum numbers in terms of the symmetries of the Hamilto-
nian and the Lagrangian and associated action. Indeed, the invariance of the
Hamiltonian determines the spectrum of physical states: eigenstates of the
Hamiltonian are classified by the eigenvalues of operators which commute
with it, and this gives the set of observables which are conserved by time
evolution. However, the invariance of the dynamics is defined by the invari-
ance of the action. This is bigger than that of the Hamiltonian, because it also
involves time–dependent transformations. For example, in a nonrelativistic
theory the action must be invariant under Galilei boost: the change between
two frames that move at constant velocity with respect to each other. But
the Hamitonian in general doesn’t possess this invariance: Galilei boosts ob-
viously change the values of the momenta, and the Hamiltonian in general
depends on them. The set of operators which commute with all transforma-
tions that leave the action invariant defines the quantum numbers carried by
elementary excitations of the system (elementary particles).
A nonrelativistic theory must have an action which is invaraint upon the
Galilei group. The Galilei transformations, along with the associate quantum-
mechanical operators are [2]:
– space translations: xi → x′i = xi + ai; Pi = −i∂i
– time translation: t→ t′ = t+ a; H = i d
dt
– Galilei boosts: xi → x′i = xi + vit; pi → pi +mvi; Ki = −it∂i −mxi
– rotations: xi → x′i = Rijxj ; Ji = ǫijkxj∂k + σi
The generator of rotations is the sum of orbital angular momentum and spin.
The generators of the Galilei group form the Galilei algebra:
[Ji, Jj ] = ǫijkJk; [Pi, Pj ] = 0; [Ki,Kj ] = 0; [Ji, H ] = [Ki, H ] = 0;
[ki, H ] = iPi; [Ji, Pj ] = ǫijkPk; [Ji,Kj] = ǫijkKk; [Ki, Pj ] = iMδij .(1)
In order to close the algebra it is necessary to introduce a (trivial) mass op-
erator M which commutes with everything else:
[M,Pi] = [M,Ki] = [M,Ji] = [M,H ] = 0. (2)
The Casimir operators, which commute with all generators, are
C1 =M ; C2 = 2MP0−PiPi; C3 = (MJi − ǫijkPjKk) (MJi − ǫilmPlKm) .
(3)
In terms of quantum-mechanical operators the Casimirs correspond to
– C1 = m (mass);
4
– 12mC2 = −i ddt − p
2
2m (internal energy);
– C3 = σiσi (spin).
We see that spin is one of the three numbers which classify nonrelativistic
elementary excitations, along with mass and internal energy.
In the relativistic case, the action is invariant under the Poincare´ group.
The transformations and associate operators are now:
– translations: xµ → x′µ = xµ + aµ; Pµ = −i∂µ
– Lorentz transf.:
xµ → x′µ = Λµνxν ; pµ → p′µ = Λµνpν ;
Jµν = xµP ν − xνPµ +Σµν
rotations: Ji =
1
2ǫijkJ
k = ǫijkxjPk + σ
i
boosts: Ki = J
i0.
The Poincare´ generators form the algebra
[Jµν , Jρσ] = i (gµρJνσ − gνρJµσ + gµσJνρ + gνσJµρ) ;
[Pµ, Jρσ] = −i (gµρP σ − gµσP ρ) ; [Kµ, P ν ] = 0 (4)
Explicitly, the algebra of boosts and rotations is
[Ji, Jj ] = ǫijkJk; [Ji,Kj] = ǫijkKk; [Ki,Kj ] = −iǫijkKk
[Ji, Pj ] = ǫijkPk; [Ki, H ] = iPi; [Ki, Pj ] = iHδij . (5)
The Casimir operators are now just two:
C1 = PµP
µ; C2 =WµW
µ, (6)
in terms of the momentum generator and the Pauli-Lubanski operator
Wµ = ǫµνρσPνJρσ. (7)
The corresponding quantum-mechanical operators are
– C1 = P
2; eigenvalue M2 (mass);
– C2 =W
2 = mσ2; eigenvalue M2s(s+ 1) (mass×spin),
where the latter identification is clear if one chooses the rest frame, as we
shall discuss in greater detail in section 4.3.
Galilei transformations can be obtained from Poincare´ transformations in
the limit v ≪ 1 by assuming the scaling laws M ∼ 1, J ∼ 1, P ∼ v, H ∼ v2
K ∼ 1/v.
Summarizing, both in nonrelativistic and relativistic theories spin is one
of the quantum numbers that classify elementary excitations. In quantum
mechanics, the state vectors of physical systems are expanded on a basis
of irreducible representations of the rotation group (in the nonrelativistic
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case) or the Lorentz group (in the relativistic case). In quantum field theory,
one–particle states are, respectively, Galilei or Poincare´ irreducible represen-
tations. In the relativistic case, rotations are implicitly defined by the Pauli-
Lubanski vector eq. (7) as the subgroup of the Lorentz group which leaves
the four-momentum invariant.
In more than two spatial dimensions the rotation group O(d) is doubly
connected (i.e., π1[O(d )] = ZZ 2); its universal cover is the group Spin(d),
which, in the usual d = 3 case, is isomorphic to SU(2). When d = 2 (planar
systems) the rotation group is O(2), which, being isomorphic to the circle S1
is infinitely connected (π1[O(2)] = ZZ ); its universal cover is the real line RR .
It follows that in more than two dimension the wave function can carry either
a simple-valued (Bosons) or a double valued (Fermions) representation of the
rotation group, and in two dimensions it may carry an arbitrarily multivalued
one (anyons [4]).
The multivaluedness of the representation of rotations is is classified by
the value of the phase which the wave function acquires upon rotation by 2π
about an arbitrary axis (the z axis, say):
R2piz ψ(q1, . . . , qn) = e
2piiJzψ(q1, . . . , qn) = e
2piiσψ(q1, . . . , qn), (8)
where Jz = Lz + σ, and in the last step we have used the fact that the
spectrum of orbital angular momentum is given by the integers, so upon 2π
rotation it is only spin that contributes to the phase.
2.2 Statistics and Topology
The wave function for a system of n identical particles must be invariant
in modulus, and thus acquire a phase, upon interchange of the full set of
quantum numbers qi of the i-th and j-th particle:
ψ(q1, . . . , qi, . . . , qj , . . . , qn) = e
2piiσψ(q1, . . . , qj , . . . , qi, . . . , qn). (9)
The parameter σ, which is only defined modulo integers, is the statistics of
particles i, j. We now prove the spin-statistics theorem, which states that the
statistics is a universal property of particles i, j, and it is equal to their spin
(also in d=2, where the spin as we have seen can be generic).
The proof is based on an analysis of the quantisation of systems defined on
topologically nontrivial configuration spaces. Indeed, if Cd is the configuration
space for a single particle in d dimensions, the configuration space for a system
of n particles in d dimensions is
C¯dn = Cdn −D, (10)
where D is the set of points where the full set of quantum numbers of two or
more particles coincide. These points must be excised from space, otherwise
eq. (9) with xi = xj implies that necessarily σ = 0 .
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If the particles are identical, points which differ by their interchange must
be identified. The configuration space then becomes the coset space
Cdn = C¯d
n
Sn
, (11)
where Sn is the group of permutations of n objects. The topological structure
of the configuration space changes when going from two to more than two
dimensions, just like the topological structure of the rotation group discussed
in section 2.2. Indeed, if d = 2 the space eq. (10), i.e. before dividing out per-
mutations, is multiply connected: a closed path traversed by the i-th particle
in which particle j is inside the loop formed by particle i cannot be deformed
into a path in which particle j is outside the loop. The configuration space
Cn2 is then also multiply connected, and its fundamental group is the braid
group π1(Cn2 ) = Bn, as we shall discuss explicitly below.
In more than two dimensions, the space C¯nd is simply connected: all closed
path traversed by a particle can be continuously deformed into each other,
because in more than two dimensions one cannot distinguish the inside of a
one-dimensional curve from its outside. However, the configuration space Cnd
is multiply connected. This implies that a topologically nontrivial closed path
in Cnd must correspond to an open path in C¯nd , because all closed paths in C¯nd
can be deformed into each other. Furthermore, points in Cnd that correspond
to same point in C¯nd are in one-to-one correspondence with elements of Sn,
because Sn acts effectively, i.e. only the identity of Sn maps all points of
C¯nd onto thenselves. It follows that equivalence classes of paths in C¯nd are in
one-to-one correspondence with elements of the permutation group:
π1(Cnd ) = Sn. (12)
Hence, the multiply connected nature of the configuration space is directly
linked with the presence of identical particle, and specifically to the response
of the system upon permutations, i.e. to statistics.
Therefore, let us consider quantization on a multiply connected space.
The way nontrivial statistics is obtained can be understood by studying this
problem in a path–integral approach [3], where transition amplitudes are
written in terms of the propagator K(q′, q)
Sfi ≡ 〈ψf |ψi〉 = 〈ψf |q′t′〉〈q′t′|qt〉〈qt|ψi〉 =
∫
dq dq′ ψ∗f (q
′)K(q′, q)ψi(q),
(13)
which in turn can be written as a sum over paths
K(q′, t′; q, t) =
∫
q(t)=q; q(t′)=q′
Dq(t0) e
i
∫
t′
t
dt0 L[q(t0)]. (14)
Closed paths on a multiply connected space fall into homotopy classes.
Moreover, open paths can also be classified in homotopy classes by a choice
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Fig. 1. Paths Pi are assigned to homotopy classes by connecting them to a base
point through a mesh. Changing the base point from x to y can change the absolute
class assigment of a path, but not the relative assignment of a pair of paths.
of mesh (figure 1). Namely, one chooses an arbitrary reference point x (base
point) and then one assign to each point in space a path connecting it to the
base point. The homotopy class of an open path can then be defined as the
homotopy class of the closed path formed by the given open path and the
mesh that connects it to the base point. Once all paths (closed and open)
are grouped into equivalence classes, the path integral is in general defined
as follows
K(q′, t′; q, t) =
∑
α
χ(α)Kα(q′, t′; q, t), (15)
where Kα(q′, t′; q, t) is computed including in the sum over paths only paths
in the α-th homotopy class, and χ(α) are weights which depend only on the
equivalence class (homotopy class) of a given path.
The weighted sum eq. (15) must satisfy the following physical require-
ments:
– (a) physical result must be independent of the choice of mesh;
– (b) amplitudes must satisfy the superposition principle, which in turn
implies the convolutive property
K(q′′, t′′; q, t) =
∫
dq′〈q′′t′′|q′t′〉〈q′t′|qt〉 =
∫
dq′K(q′′, t′′q′t′; )K(q′t′; q, t).
(16)
The necessary and sufficient condition for these requirements to be satisfied
is that the weights χ(α) satisfy
|χ(α)| = 1 (17)
χ(α ◦ β) = χ(α)χ(β), (18)
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where in eq. (18) α and β are the homotopy classes of paths with a common
endpoint, and α ◦ β is the homotopy class of the path obtained by joining
them.
Fig. 2. Graphical representation of eq. (20)
The proof that eq. (18) implies property (b) is immediate:
∑
γ
χ(γ)Kγ(q′, t′; q, t) =
∑
α,β
χ(α)χ(β)
∫
dq′Kα(q′′, t′′q′t′; )Kβ(q′t′; q, t).
(19)
The proof that eq. (17) implies property (a) is also easy: let P be the closed
path obtained composing the open path p which connectes points a and b with
a mesh C (figure 2)). Upon changing the mesh to C¯, the path P becomes
the path P¯ , which in turn can be obtained by composing P with the closed
paths λ ≡ C¯(a)C−1(a) and µ = C(b)C¯−1(b):
P¯ (ab) = C¯(a)p(ab)C¯−1(b)
= C¯(a)C−1(a)C(a)p(ab)C−1(b)C(b)C¯−1(b) (20)
= λP (ab)µ.
Because µ and λ do not depend on the original path, but only on the two
meshes, the factor χ(λµ) which relates the two class assignments
χ¯(α) = χ(λµ)χ(α) (21)
is universal. It follows that∑
γ
χ¯(γ)Kα(q′, t′; q, t) = χ(λµ)
∑
γ
χ(γ)Kα(q′, t′; q, t), (22)
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so if χ are phases the transition probability is unchanged.
This proves that conditions (17-18) are sufficient for requirements (a-b)
to be satisfied, the proof that they are also necessary is somewhat more
technical and we shall omit it. Conditions eq. (17-18), taken jointly, mean
that phases χ provide one-dimensional unitary representation of π1(Cnd ), i.e.
the permutation group Sn (in more than two dimensions) or the braid group
(in two dimensions).
2.3 Bosons, Fermions and Anyons
The relation between spin and statistics now follows from the structure of
the path integral. First, we observe that there are only two unitary one-
dimensional irreducible representations of the permutation group Sn: the
trivial one (where χ = 1 for all permutations), and the alternating one,
where χ = 1 if the permutation is even and χ = −1 if it is odd (i.e., if they
may be performed by an even or odd number of interchanges, respectively).
Now, note that the wave function at time t is given by the path integral in
terms of some boundary condition at time t0:
〈q, t|ψ〉 =
∫
dq0K(q, t; q0, t0)ψ0(q0, t0). (23)
Two evolutions that lead to final states which only differ by the interchange
of the coordinates qi, qj in configuration space differ by the factor χ: hence,
χ = −1 correspond to σ = 12 (σ = 0). However, an interchange of coordinates
qi, qj can also be realized by a rotation by π of the system about any axis
through the center of mass of the two particles (or a rotation about any axis
followed by a translation), which in turn is generated by the corresponding
angular momentum operator
|qjqi〉 = eipiJijz |qiqj〉, (24)
where J ijz is the component along the (arbitrarily defined) z axis of the an-
gular momentum of particles i, j. The constraint that σ can only be either
integer or half-integer is understood as a consequence of the trivial fact that
two interchanges, or a rotation by 2π, must bring back to the starting con-
figuration.
It follows that if χ = −1, so σ = 12 , and the spectrum of J ijz is given by
the odd integers. We can then view the contribution of χ to the path integral
as the result of having added an extra internal effective interaction, which
shifts the angular momentum of the pair of particles i, j by an integer, i.e.
the angular momentum of each particle by a half-integer. This establishes
the spin–statistics theorem in a nonrelativistic theory. The results is a conse-
quence of the fact that fermionic statistics, which is usually given as a prop-
erty of wave functions, has been lifted through the path–integral formalism
to a property of particle paths, and attributed to a weight given to paths.
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Fig. 3. Braids defined by particles’ trajectories
The fact that either trivial or alternating representations of permutations
are possible is then directly related to the existence of either single–valued
or double–valued representations of rotations.
In order to understand this better, let us now consider the case of planar
systems [4], both because we can then generalize this spin-statistics connec-
tion to arbitrary spin and statistics (anyons), and also because we can then
work out an explicit representation for the effective interaction associated
to the χ weigths, which will lead us to the spin action which we shall then
discuss in the next section.
Fig. 4. The exchange operator σi and its inverse
In d = 2, χα provide an abelian irreducible representation of the braid
group. Indeed, each particle trajectory on a multiply–connected space defines
an inequivalent braid (figure 3). Each braid, in turn, is uniquely defined as
a sequence of interchanges of pairs of neighbouring particles. This can be
represented algebraically by introducing the operator σi which exchanges
particles i and i + 1 (figure 4). Two braids are equivalent if they can be
deformed into each other. For instance (figure 5)
σiσi+1σi = σi+1σiσi+1 (25)
σiσi+1σi 6= σiσi+1σ−1i . (26)
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Fig. 5. Graphical representation of eq. (25) (a) and eq. (26) (b)
Fig. 6. Graphical representation of eq. (27)
In fact, all independent relations between braids are eq. (25) and
σiσj = σjσi if |i− j| > 1. (27)
In terms of χ eq. (27) implies
χ(σiσj) = χ(σi)χ(σj) if |i− j| > 1, (28)
while eq. (25) implies
χ(σi) = χ(σj) for all i, j. (29)
Equations (28,29) in turn imply that the weight for a generic path (braid)
is
χ(σi1 . . . σin) = χ(σi1 ) . . . χ(σin) = exp
(
2iσ
n∑
k=1
ǫk
)
, (30)
where ǫ = +1 for a direct exchange and ǫ = −1 for its inverse σ−1i , and
σ coincides with the statistics parameter eq. (9). The cases of bosons and
fermions are recovered when σ = 0 or σ = 12 , respectively, but now σ can
take any real value (anyons). Indeed, in two dimensions two subsequent in-
terchanges do not necessarily take back to the starting point, because a path
where particle i traverses a loop encircling particle j cannot be shrunk to a
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point (identity). Hence, two interchanges do not necessarily bring back to the
starting configuration, and the constraint that 2σ = 1 no longer applies. Ac-
cordingly, as already mentioned, in two dimension the rotation group admits
arbitrarily multivalued representations.
The χ weights can be represented explicitly in in terms of the variation
of relative polar angle Θ(x) ≡ tan−1
(
x2
x1
)
of particles i and j along the
particles’ paths:
χ = exp

−2iσ∑
i<j
∆Θij

 = exp

−iσ∑
i6=j
∫
dt
d
dt
Θ (xi(t)− xj(t))

 .
(31)
Using this representation, the weighted path integral eq. (15) becomes
K(q′, t′; q, t) =
∫
q(t)=q; q(t′)=q′
Dq(t0) e
i
∫
t′
t
dt0
(
L[q(t0)]−σ
∑
i6=j
d
dt0
Θ[xi(t0)−xj(t0)]
)
(32)
=
∞∑
nij, (i6=j) =−∞
e
−iσ
(∑
i6=j
Θˆ(xi(t′)−xj(t′))+2pinij
)
K
(n)
0 (q
′, t′; q, t)eiσ
∑
i6=j
Θˆ(xi(t)−xj(t)).
Hence, the weights χ can be viewed as the consequence of having added to
the Lagrangian L the effective interaction term
Leff [q(t)] = −σ
∑
i6=j
d
dt
Θ[xi(t)− xj(t)]. (33)
If the starting Lagrangian L described bosonic exitations, the interaction
eq. (33) endows these excitations with statistics σ.
Equation (32) shows that the effect of the statistics-changing interaction
can be absorbed in a redefinition of the wave function by a phase:
ψ0(q, t) = e
iσ
∑
i6=j
Θij(t)ψ(q, t) : (34)
the wave function ψ0 is propagated by the path–integral defined in terms of
the bosonic Lagrangian L. However, it is defined on a space of paths rather
than a space of coordinates, and it satisfies “twisted” boundary conditions:
upon rotation by 2π it acquires a phase
R2piψ0(q, t) = e
i2piσn(n−1)ψ0(q, t), (35)
and correspondingly the spectrum of eigenvalue of the angular momentum
operator (which generates rotations) is
j = j0 + σn(n− 1), (36)
where j0 is the spectrum of angular momentum for the original Lagrangian.
We see explicitly that for a system of of particles the angular momentum of
the pair is shifted by 2σ i.e. each particle has acquired spin σ.
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The effective statistics-changing Lagrangian Leff eq. (33) looks intrinsi-
cally nonrelativistic, in that it depends on the polar angle as a function of
time. However, it also admits a covariant formulation, which will turn out to
be closely related to the formulation of a path integral for spin. To see this,
define a covariant particle current
jµ =
n∑
i=1
(
1,
dxi
dt
)
δ(2)(x− xi) =
n∑
i=1
∫
ds δ(3)(x− xi) dx
µ
ds
, (37)
where s is any covariant parametrization along the particle path (e.g. the
path-length). Furthermore, add to the action I0 =
∫
dtL(t) a covariant cou-
pling of the current to a gauge potential Aµ:
I = I0 + Ic + If (38)
Ic =
∫
d3x jµ(x)Aµ(x) (39)
If = − 1
2σ
∫
d3x ǫµνρAµ(x)∂νAρ(x). (40)
The action Ic for the gauge potential Aµ is quadratic and can be integrated
out:
Ieff [j] ≡ −i ln
∫
DAµ ei(Ic+If ) = πσ
∫
d3xd3y jµ(x)Kµν(x, y)j
ν(y), (41)
in terms of the Green function Kµν(x, y) for the operator ǫµρν∂ν :
Kµν(x, y) = − 1
2π
ǫµρν
(x− y)ρ
|x− y|3 (42)
ǫµνρ∂νK
ρσ(x, y) = δµ
σδ(3)(x− y). (43)
The effective current-current interaction
Ieff = σ
∑
i,j
Iij , Iij = −1
2
∫
dxµi dx
ν
j ǫµρν
(xi − xj)ρ
|xi − xj |3 (44)
is formally identical to the interaction of the current jµ with a Dirac magnetic
monopole potential A˜µ:
xµ
|x|3 = ǫ
µαβ∂αA˜β(x). (45)
It is now easy to recover the form eq. (33) of the spin-statistics changing
interaction. To this purpose, we choose an explicit “Coulomb gauge” repre-
sentation for the potential A˜β(x):
A˜µ(t,x) =
(
0,− ǫabx
b
r(t− r)
)
, r2 = |x|2 = t2 − x21 − x22, (46)
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and we parametrize paths with time, s = t.
We get
Iij = −1
2
∫ T
0
dt
∫ T
0
dt′
dxµi (t)
dt
(
∂µA˜ν(xi − xj)− ∂νA˜µ(xi − xj)
) dxνj (t′)
dt′
=
∫ T
0
dt ǫab
(
dxai
dt
− dx
a
j
dt
)
(xi(t)− xj(t))b
|xi(t)− xj(t)|2 + Ig, (47)
where Ig is a rotationally invariant surface term which has no effect on spin
and statistics. Now, terms with i = j in eq. (47) vanish by antisymmetry,
while terms with i 6= j can be rewritten using the identity
∂aΘ(x) = −ǫab x
b
|x|2 , (48)
which immediately implies that
Iij = −
∫
dt
d
dt
Θ(xi − xj) + Ig, (49)
i.e., up to the irrelevant Ig, the same as the action obtained from the effective
Lagrangian eq. (33).
Summarizing, we have found that nontrivial statistics is enforced by
weighing topologically inequivalent paths in the path integral, that inequiv-
alent paths are those which correspond to interchanging the coordinates of
two or more particles, and that these weights can be obtained as the result
of adding to the Lagrangian an effective interaction term, which shifts the
spectrum of the total angular momentum by a half-integer contribution per
particle. Furthermore, in two dimensions we have obtained an explicit local
representation of this effective interaction term, which is formally equivalent
to the interaction of the particle current with a Dirac magnetic monopole
localized on each other particle.
3 A Path Integral for Spin
Spin is usually quantized by introducing degrees of freedom which live in
an internal space. In particular, the quantization of Fermions is usually per-
formed by introducing anticommuting variables. However, in the previous
section we have seen that it is possible to represent the effect of fermionic
statistics in terms of an interaction defined in configuration space, and then
path-integrating over this space. In this section we shall see that it is also
possible to obtain the path–integral quantization of a spin degree of free-
dom by constructing the configuration space for a classical spin, and then
path-integrating over evolutions in this configuration spaces with a suitable
weight.
3.1 The Spin Action
It is well-known that the classical action for a free (relativistic) particle coin-
cides with the arc-length L of the path xµ(s) traversed by it, and in fact its
quantization [12] can be obtained by by summing over paths with a weight
given by an action which coincides with the arc-length L:
I = m
∫
ds
√(
dxµ
ds
)2
= mL. (50)
Hence, the quantization of the spinning particle is obtained by first defining
the space of paths, and then introducing as a weight over it the simplest
geometric invariant of the paths.
The path–integral quantization of spin can be obtained in a similar way.
The configuration space for spin is the set of points spanned by a vector
s = σe (51)
with fixed modulus |s| = σ, namely the two-sphere S2. This can be viewed as
the result of the action of the rotation group on a reference vector, namely,
the coset of the rotation group over the subgroup of rotations that leave
the reference vector invariant (little group): S2 = SO(3)/SO(2). The sim-
plest invariant over this space is the solid angle subtended by a closed path.
Therefore, parametrizing the vector e in spherical coordinates
e =

 sin θ cosφsin θ sinφ
cos θ

 (52)
we define the spin action as
Is =
∫
dtL(θ, φ) = s
∫
dt cos θφ˙. (53)
Equation (53) provides us with a spin action in the sense that the time–
evolution (transition amplitude) for spin wave functions
|φ〉 = |m〉〈m|φ〉; 〈m|φ〉 = e
−imφ
√
2π
(54)
is given by
〈f |i〉 = 〈φf |ei
∫
H(t) dt|φi〉,=
∫
e(tf )=e(φf ); e(ti)=e(φi)
De ei
∫
dtLs−V (J), (55)
where H(t) is a Hamiltonian which describes the spin dynamics (e.g. the
coupling with an external magnetic field, H = s · B) and the boundary
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conditions are given in terms of φ only (which is equivalent to specifying
an eigenvalue m of the third component of angular momentum). This result
can be proven by direct computation [5, 6]. We shall instead first show that
the action Is eq. (53) leads to the correct classical dynamics of spin, then
quantize it using the general principles of geometric quantization.
Let us first take a closer look at the spin action. Its geometric interpreta-
tion becomes apparent by rewriting it as
Is = σ
∫
C
cos θφ˙dt = σ
∫
C
cos θdφ (56)
= σ
∫
S
d cos θdφ = σ
∫
S
dS · e = σ
∫
S
(
∂e
∂s
× ∂e
∂t
)
· e, (57)
where C is the path travsersed by the vector e eq. (52), and the second step
eq. (57) holds when the path is closed, in which case S is th surface bound
by C. In such case, eq. (57) shows explicitly that the spin action coincides
with the solid angle subtended by C
Equation (57) shows manifestly that there is a 4π ambiguity in the defi-
nition of the spin action, which corresponds to the possibility of choosing the
upper or lower solid angle subtended by C on the sphere. In order for this am-
biguity to be irrelevant, the parameter σ, which as we shall see corresponds
to the value of spin, must be quantized in half-integer units. The connection
between the spin action and the effective two–dimensional statistics action
eq. (44) becomes clear by rewriting it as
Is = σ
∫
S
dS ·∇× A˜[e], (58)
where A˜ is the Dirac monopole potential eq. (45), in the space of spin vectors:
e =∇× A˜[e] (59)
3.2 Classical Dynamics
In order to verify that the spin action defines the action for a classical spin
degree of freedom, we first check that it leads to the Poisson bracket
{si, sj} = ǫijksk. (60)
This is easily done using the Faddeev-Jackiw formalism [7] for the Hamilto-
nian treatment of systems defined by first-order Lagrangians, i.e. by a La-
grangian of the form
L = fi(x)
dxi
dt
− V (x). (61)
Namely, it easy to see that the Euler-Langrange equations implied by the
Langrangian eq. (61) have the form
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fij
dxj
dt
=
∂V
∂xi
(62)
fij ≡ ∂fj
∂xi
− ∂fi
∂xj
. (63)
This coincides with the canonical Hamiltonian form
dxi
dt
= {xj , xi} ∂V
∂xj
= {V, xi} (64)
if the Poisson brackets are given by
{xi, xj} = (f−1)ji (65)
It can be shown that the same result is found in the more standard approach,
where the Lagrangian eq. (61) is viewed as defining a constrained dynamics,
which is then treated defining suitable Dirac brackets.
Specializing this formalism to the spin action we see that its Dirac monom-
pole form eq. (58) has the form of eq. (61) with
fi = σA˜i[e]. (66)
Using the definition eq. (63) this leads to
fij = σ
(
∂iA˜j − ∂jA˜i
)
= σǫijkek. (67)
Because
f−1ij =
1
σ2
fij (68)
the Poisson Brackets are
{ei, ej} = 1
σ
ǫijkek, (69)
which, identifying the spin vectore s with
s = σe, (70)
immediately lead to the spin Poisson brackets eq. (60). This also shows that
the parameter σ gives the value of spin.
3.3 Geometric Quantization
The spin action can be quantized using the formalism of geometric or “coad-
joint orbit” quantization [8, 9]. Namely, we view the time evolution of the
(unit) spin vector e(t) as the result of the action of a rotation matrix Λ(t)
on a reference vector e0:
e(t) = Λ(t)e0. (71)
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This defines a path (orbit) in S2 = SO(3)/SO(2) , where SO(2) is the little
group of e0 (the set of Λ matrices which leaves e0 invariant).
The path in S2 can be lifted to a path in SO(3) by assigning a frame, e.g.
by defining the vector
n(t) ≡ e˙(t)|e˙(t)| (72)
which satisfies
n · e = 0. (73)
The triple e, n, and
b(t) ≡ e(t)× n(t). (74)
defines a time–dependent frame, which coincides with the standard Frenet
frame if e(t) is viewed as the tangent vector to some path, in which case n
and b are the unit normal and binormal, respectively. The matrix Λ is then
fully specified by eq. (71) and
n(t) = Λ(t)n0. (75)
It is convenient in particular to choose the set of reference vectors
v(3)0 = e0v(1)0 = n0
v
(2)
0 = b0

 (76)
as
v
(a)
0 i = δ
a
i . (77)
It is then easy to see that the quantity(
Λ−1Λ˙
)ij
= v(i) · v˙(j) (78)
is an element of the SO(3) algebra, the so–called Maurer-Cartan form, given
by (
Λ−1Λ˙
)
ij
=
∑
ab
Cab(M
ab)ij ; (M
ab)ij =
(
δai δ
b
j − δaj δbi
)
. (79)
The coefficients Cij can be extracted by exploiting the fact that the generators
are orthogonal under tracing:
Cij =
1
4
tr
(
MijΛ
−1Λ˙
)
=
1
2
v(i) · v˙(j). (80)
We can now use this gometric formalism to rewrite yet again the spin
action eq. (53) as
Is = σ
∫
S
(
∂e
∂s
× ∂e
∂t
)
· e = σ
∫
dt b˙ · n+ integers
= σ
(
tr
∫
dt
1
2
(
Λ−1Λ˙M12
)
+ integers
)
. (81)
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Note that any spin-dependent potential V (σ) can be re-written in terms of
Λ by exploiting eq. (80) to express the spin vector e in terms of Λ :
ei = σǫijk
(
Λ−1
M12
2
Λ
)
jk
. (82)
This new form eq. (81) of the spin action has a twofold advantage: first, it
does not depend on the representation, and second, it is amenable to geomet-
ric quantization. To demonstrate its representation-independence, let us show
how the spinor representation is recovered from it. For spin 12 , the generators
are
Mij = −iǫijkσk, (83)
where σi are the usual Pauli matrices. We then have
tr
1
2
(
Λ−1Λ˙M12
)
= tr
(
Λ−1Λ˙
σ3
2i
)
= tr
(
Λ−1Λ˙
(
1 + σ3
2i
))
. (84)
The connection to (Pauli) spinors is found by introducing the reference
two–component spinor
ψ0 =
(
1
0
)
, (85)
upon which the matrix Λ is taken to act in the spinor representation, namely
ψ(t) = T [Λ(t)]ψ0, (86)
where T [Λ(t)] is the spinor representation of the rotation Λ. The relation
between the spinor and vector representation is provided by constructing
spinor bilinears
ψ∗σiψ = Λijψ∗0σ
iψ0 = Λije
j
0. (87)
Using this relation, and noting that
|ψ0〉〈ψ0| =
(
1 + σ3
2
)
(88)
it is easy to rewrite the spin action Is eq. (81) as
Is =
1
2
∫
dt
i
ψ∗(t)
d
dt
ψ(t), (89)
which has the form of the kinetic term for a Pauli spinor ψ(t). A generic
spin–dependent potential V (σ) can be written in terms of ψ by using the
relation
e = ψ∗(t)σψ(t). (90)
The quantization of spin is now reduced to the general problem [9] of
quantizing a system whose confiuration space is the space of states |ψ〉 which
are orbits of a group G:
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|φ〉 = T (g)|φ0〉, (91)
where g ∈ G is an element of the group of which T (g) provides a unitary
representation. The axioms of quantum mechanics imply that transition am-
plitudes for this system are given by the path integral
〈f |i〉 =
∫
Dg eiIw [g] (92)
with the action
Iw [g] =
∫
dt 〈φ0|
[
T (g−1(t))
d
idt
T (g(t))−H(g(t))
]
|φ0〉, (93)
where H is a generic spin–dependent potential (or Hamiltonian, which coin-
cides with the potential for a first-order Lagrangian).
The spin action eq. (81) is seen to coincide with the kinetic term of the
geometric action eq. (93) if one identifies the representation matrix T (g)
with Λ eq. (71), and one observes that the projector on the state |φ0〉 can be
expressed in terms of the generator C0ijM
ij of the little group of |φ0〉:
|φ0〉〈φ0| = C0ijM ij . (94)
Indeed, we get∫
dt 〈φ0|
[
T (g−1(t))
d
idt
T (g(t))
]
|φ0〉 =
∫
dt trC0ijM
ijΛ−1(t)Λ˙(t) (95)
which coincides with the spin action if we choose C0ijM
ij =M12. Hence, the
spin path integral eq. (55) with the spin action eq. (53) follows from geometric
quantization of the space of SO(3) orbits.
The relation of this result to the usual sum over paths a` la Feynman is
apparent if we specialize again to the case of spin 12 . The sum over paths
is performed by dividing the time evolution from ti to tf into discrete time
steps ∆t =
tf−ti
N
so that tj = ti + (j − 1)∆t, and then letting N →∞. For a
spin system we get
〈f |i〉 = 〈ψf |e−i
∫
tf
ti
H dt|ψi〉 =
N∏
j=1
∫
dΛj〈ψj+1|e−i∆tH(tj)|ψj〉. (96)
The evolution along an infinitesimal time slice is then given by
〈ψj+1|e−i∆tH(ti)|ψj〉 ≈ 〈ψj+1| (1− i∆tH(tj)) |ψj〉
= 1 +
1
2
∆tψ∗
d
dt
ψ − i∆tH(tj) (97)
≈ ei[ψ∗ didtψ−∆tH(ti)],
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which coincides with the geometric quantization result eq. (93). The first-
order quantization of spin is a simple consequence of the fact that a spin
Hamiltonian does not contain a quadratic kinetic term: the action is then
entirely determined by the first-order parallel transport of the spin vector.
The meaning of these results is that first, the probabilty for the time
evolution between two spin states is given by
〈f |i〉 =
∫
ef (tf )=ef (Λf ); ei(ti)=ei(Λi)
De e
i
[
Is[e]−
∫
dtH(t,e)
]
(98)
and furthermore, the matrix element of any spin–dependent operator F (σ)
can be determined as
〈f |F (σ)|i〉 =
∫
ef (tf )=ef (Λf ); ei(ti)=ei(Λi)
De e
i
[
Is[e]−
∫
dtH(t,e)
]
F (e). (99)
Summarizing, we have seen that the path-integral quantization of a
“static” spin degree of freedom — as e.g. in the Heisenberg model — can
be given in terms of a geometrically determined first–order spin action. The
usual formalism in the spin- 12 case is obtained by specializing to the spinor
representation of spin vectors, but it does not require anticommuting vari-
ables or relativity. It is interesting to note that the same results can be
obtained from the well-known “Schwinger boson” representation of angular
momentum operators in terms of creation and annihilation operators for the
(bosonic) harmonic oscillator [11], by quantizing the harmonic oscillator de-
grees of freedom in terms of a first-order action [9] (i.e. in terms of coeherent
states).
4 Relativistic Spinning Particles
As discussed in the introduction, in a relativistic theory physical states are
irreducile representations of the Poincare´ group, i.e. they carry mass and
spin: the one-particle state |m, s〉 satisfies
P 2|m, s〉 = m2|m, s〉; W 2|m, s〉 = m2s(s+ 1), (100)
where the Pauli-Lubanski operator W , defined in eq. (7), generates Lorentz
tranformations which leave the particle momentum invariant, because by
construction WµP
µ = 0. In particluar, in the rest frame of the particle (for
massive particles) p = (m,0), so W = (0, s). In a general frame, spin spans
the three dimensional (d − 1 dimensional) space orthogonal to momentum.
This introduces a coupling between spin and momentum which determines
the dynamics of a relativistic spinning particle, both at the classical and
quantum level.
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4.1 Path Integral for Spinless Particles
Before discussing the quantization of spinning particles, let us review the
path–integral quantization of a massive spinless particle [12]. As we men-
tioned already, the action eq. (50) of a spinless free particle, or the kinetic
term in the action for an interacting spinless particle, coincides with the arc-
length of the path traversed by the particle. This can be written in various
equivalent ways: the simple integral of the arc-length element ds =
√
dxµdxµ
eq. (50) can be rewritten in terms of an induced metric g(s) along the path
I0 =
∫
ds
[
1√
g
1
2
(
dxµ
ds
)2
+
m2
2
√
g
]
. (101)
Both at the classical and at the quantum level, the equation of motion for g
is the constraint
g =
x˙2
m2
, (102)
which shows that indeed g(s) is the induced metric
dx2 = g(s)ds2, (103)
and leads back to the original form eq. (50) of the action when substituted
in eq. (101).
The action eq. (101) can in turn be rewritten in first-order form
I0 =
∫
ds
[
pµ
dxµ
dt
−
√
g
2
(
p2 −m2)] , (104)
where the momentum (tangent vector) pµ is also fixed by a constraint
pµ =
1√
g
x˙µ (105)
which again leads back to the original form eq. (101) when subsitituted in
the action eq. (104). This first–order form of the action is the most suitable
for geometric quantization, i.e. for describing the dynamics of the spinning
particle similarly to the way we have described the dynamics of spin in sec-
tion 3.3. The classical equations of motion can be obtained from any of these
equivalent forms of the action, and express energy-momentum conservation.
For instance, using the first-order form eq. (104) we get immediately the
Euler-Lagrange equations
d
dt
pµ = 0, p2 = m2. (106)
Path–integral quantization [12] can be perfomed by exploiting the “gauge
invariance”, i.e. the reparametrization invariance of the system [8]. The (Eu-
clidean) path integral
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〈x′|x〉 = N
∫
x(0)=x; x(1)=x′
Dx(s) e
−m
∫ 1
0
ds
√
x˙2
(107)
can be rewritten introducing the induced metric g(s) eq. (102) as
〈x′|x〉 = N
∫
x(0)=x; x(1)=x′
Dx(s)Dg(s) δ(∞)
(
x˙2 − g) e−m∫ 10 ds√g. (108)
Reparametrization invariance is now manifest, because upon a general repa-
rametrization s→ f(s), the metric g(s) transforms as g(s)→ g(f(s))[f˙(s)]2.
We can now perform the path integral by fixing the gauge, e.g. by imposing
the condition
g˙(s) = 0. (109)
Because the path-length is
L =
∫ 1
0
ds
√
x˙2 =
∫ 1
0
ds
√
g(s) (110)
the gauge condition (109) implies
g(s) = L2. (111)
We can thus write the gauge-fixed path-integral as
〈x′|x〉 = N
∫ ∞
0
dL
∫
x(0)=x; x(1)=x′
Dx(s)Dg(s) δ(∞)
(
x˙2 − g) δ(g − L2) e−mL
= N
∫ ∞
0
dL
∫
x(0)=x; x(1)=x′
Dx(s) δ(∞)
(
x˙2 − L2) e−mL. (112)
After gauge-fixing, a residual integration over path lengths L remains.
The path-integral can be re-written in terms of geometric variables along
the path: this leads to geometric quantization again. We introduce a tangent
vector along the path, which for classical paths (those which satisfy the Euler-
Lagrange equations) coincides with the particle four-momentum:
eµ =
x˙µ
|x˙| =
x˙µ
L
. (113)
We can replace the path-integration over trajectories by a path-integration
over the tangent vectors eµ. However, the boundary conditions now become
a non-local constraint:
xµ′ − xµ =
∫ L
0
ds eµ(s)). (114)
We thus get finally
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〈x′|x〉 = N
∫ ∞
0
dL
∫
De(s) e−mLδ(∞)
(
e2 − 1) δ(3)(xµ′ − xµ − ∫ L
0
ds eµ(s))
= N
∫
dL dp
∫
De(s) e−mLδ(∞)
(
e2 − 1) eip·(x′−x−∫ L0 ds e(s)). (115)
The usual expression of the bosonic (Klein-Gordon) propagator is ob-
tained by regularizing the formal expression eq. (115). To this purpose, we
cut off paths which are coarse on a scale ∼ ǫ (where, of course ǫ has the
dimensions of [length]). We then take the continuum limit with a mass renor-
malization condition, expressed by defining a renormalized mass Mphys such
that
m ∝ εM2phys. (116)
The propagatorK(p) is obtained as the Fourier transform of the renormalized
position–space amplitude:
K(p) = lim
ε→0
N
∫
dL e−mL
∫
De(s)e
− ε2
∫
L
0
ds e˙2
e
−ip·
∫
L
0
ds e(s)
δ(∞)
(
e2 − 1)
= N
∫
dL e−LεM
2
physe−Lεp
2
= N 1
p2 +M2phys
. (117)
Up to the irrelevant albeit infinite normalization constant N , we have thus
recovered the standard form of the Klein-Gordon propagator.
4.2 The Classical Spinning Particle
The spinning particle is now obtained by coupling a spin degree of freedom
to the spinless particle of section 4.1, with dynamics governed by the action
discussed in section 3.1. This can be done in an elegant geometric way by
combining the translational and spin configuration spaces. To this purpose,
in one time and d− 1 space dimensions, we define a set of d− 1 orthonormal
vectors eµ, nµ(1),. . . ,n
µ
(d−2), which can in turn be obtained by action of a
Lorentz transformation matrix Λ on a set of reference vectors{
eµ = Λµν tˆ
ν
n(i)
µ = Λµν nˆ0 (i)
µ . (118)
The reference vectors
tˆµ =
(
1
0
)
, nˆ
(i)
0
µ = δi
µ (119)
define a basis in one time and d − 1 space dimensions. The set of vectors
eµ, nµ(i) completely specifies the matrix Λ: indeed, the first vector has d −
1 independent components (being unimodular), the second, orthogonal to
it, has d − 2 independent components and so on, so that overall they have
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∑d−2
i=0 (d − i − 1) = 12d(d − 1) independent components, like the O(d − 1, 1)
matrix Λ.
In the four-dimensional case we are interested in, the matrix Λ has six
independent components. We take the vector eµ as the unit tangent to the
particle trajectory, so that classically is is identified with momentum up to
an overall factor of m:
eµ =
x˙µ
|x˙| ; p
µ = meµ (120)
and at the quantum level it is the variable one path-integrates over (compare
eq. (115)). The vector nµ(1) is then identified with the spin vector discussed
in the previous section, it has two independent components and lives in the
S2 orthogonal to eµ:
eµn
µ
(1) = 0; s
µ = σnµ(1) (121)
At the quantum level, the two independent vectors pµ and sµ entirely specify
the configuration of the system, whereas at the classical level the canonical
coordinate xµ must also be given.
The action for the spinning particle is now simply obtained by combining
the action for the spinless particle eq. (104) with the spin action eq. (81): by
writing both in terms of Λ, the momentum-spin orthogonality constraint is
automatically enforced. We get
I =
∫
ds
[
pµ
dxµ
dt
−
√
g
2
(
p2 −m2)]+ σ tr (Λ−1Λ˙M12) . (122)
It is straightforward to check that, at the classical level, the correct dy-
namics is obtained: the Euler-Lagrange equations are found by varying the
action upon the most general Poincare´ transformation, namely a translation
of xµ, and a Lorentz transformation of Λ. The variation upon translations
gives trivially the spinless equation of motion eq. (106) (energy-momentum
conservation). The most general Lorentz variation is
δΛ = iωµνMµνΛ, (123)
upon which the action transforms as
δI = −i tr (ωµνMµνK) + iσ tr
(
S
d
dt
ωµνMµν
)
(124)
Kµν ≡ (x˙µpν − xν p˙ν) (125)
Sµν = σ
(
Λ−1M12Λ
)
µν
. (126)
Demanding that the action be stationary leads to the Euler-Lagrange equa-
tions
d
dt
(xµpν − xνpµ + Sµν) = 0. (127)
Equation (127) expresses the set of conservation laws of a Lorentz invari-
ant Lagrangian: in particular, the (i, j) components give the conservation
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of (total) angular momentum, while the (0, i) components give the equation
p = d
dt
(xE) which relates momentum to velocity in the usual way.
4.3 Quantum Spinning Particles and Fermions
The dynamics of the spinning particle, described by the action eq. (122), is
given on the space of Lorentz orbits Λ(t) which evolve according to eq. (118)
the pair of vectors pµ eq. (120), sµ eq. (121). The path integral then follows
from geometric quantization [9, 10] eqs. (92,93):
〈x′, s′|x, s〉 =
∫
dp eip·(x
′−x)
∫
dL e−mL
∫
DΛ(s)e
−i
∫
L
0
ds [p·Λtˆ−σ tr (Λ−1Λ˙M12)].
(128)
In practice, the path integral is found by combining the spin path integral
eq. (98) and the spinless particle path integral eq. (115).
Let us now discuss in particular the spin- 12 case in the spinor formulation,
and show how the Dirac equation is recovered. We can do this promoting to
the Lorentz group the connection between spinor and vector representations
of the rotation group eq. (90). This is based on the transformation law of
Dirac matrices, which connect the four-vector representation Λ of the Lorentz
group with the corresponding spinor representation T (Λ):
T (Λ−1)γµT (Λ) = Λµνγν . (129)
Now, it is easy to show that given an unimodular vector vµ, the spinor ψ
such that
ψ∗γµψ = vµ (130)
satisfies the condition
vµγ
µψ = ψ (131)
(in Euclidean space, in Minkowski space the spinor ψ∗ must be replaced by
ψ¯ ≡ ψ∗γ0).
In our case, we associate to the one-particle state with normalized mo-
mentum eµ the spinor ψ[eµ] which satisfies the condition
pµγ
µψ = mψ, (132)
i.e. the Dirac equation. In practice, we can determine ψ[eµ] by acting with
the spinor representation T (Λ) of the transformation Λ eq. (118)
ψ = T (Λ)ψ0 (133)
on the reference spinor ψ0 such that ψ
∗
0γ
µψ0 = tˆ
µ, i.e. (using eq. (131) such
that
γ0ψ0 = ψ0. (134)
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If one uses the so-called Dirac representation for the γ matrices, γ0 =(
1 0
0 − 1
)
(where each entry is a 2× 2 block), so
ψ =
(
φ
0
)
, (135)
where φ is any two–component spinor.
The condition that the spin vector be given by sµ fixes entirely the spinor
(up to an overall U(1) phase): if Λ is such that Λµνs
ν
0 = s
µ, then, choosing
according to eq. (119) sν0 =


0
1
0
0

, the spinor ψ is given by
ψ = T (Λ)ψ0; φ0 ≡
(
1
0
)
. (136)
It is easy to see that the spinor constructed in this way is an eigenstate of the
projection of the Pauli-Lubanski operator along the spin vector sµ = 12n
µ:
Wµnµψ = ±m
2
ψ(p, s). (137)
This is obvious in the rest frame, because then Wµsµ = msiǫ
ijkσjk = ms ·σ,
where σ are Pauli matrices, and eq. (136) together with the relation between
the spin vector and Pauli matrices eq. (90) implies that
s · σφ = ± 12φ. (138)
In other words, in the rest frame Wµsµ is just the standard spin operator
and φ is the two-component spinor eq. (86) discussed in sec. 3.3. But since
in the rest frame the low components of ψ eq. (135) vanish, this implies
Wµsµψ = ± 12mψ. (139)
In a generic frame, the four-vector sµ is boosted by Λ, so
Wµnµ =W
µΛ−1
ν
µnµ = T (Λ)W
µT−1(Λ)nµ, (140)
but so is the spinor ψ in such a way that [eq. (133)] the eigenvector condition
still holds:
T (Λ)WµT−1(Λ)nµT (Λ)ψ0 = ±m
2
T (Λ)ψ0 (141)
Let us now consider the propagator K(p), i.e. momentum–space path in-
tegral, related by Fourier transformation to the path–integral eq. (128). We
have found that in the spin- 12 case, if the spinor representation is adopted,
states along the path are instantaneous eigenstates of eµγ
µ, according to
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eq. (132). In follows that momentum eigenstates, which are the boundary
conditions to the momentum–space path–integral (i.e. states of definite eµ)
automatically satisfy the Dirac equation. Furthermore, the spinor states sat-
isfy
ψ∗γµψ = eµ, (142)
i.e., eµ is obtained by acting with γµ on the instantaneous spinor states along
the path. But in sect. 3.3 we have proven [eq. (99)] that the expectation value
of any function F (σ) can be obtained by path–integration of the function
F (Λ) with a weight given by the spin action itself. Applying this in reverse,
we see that averaging with the spin action produces the same result as taking
matrix element of instantaneous (path–otrdered) functions of γµ, where γµ
is identified with eµ thanks to eq. (142).
The propagator is therefore given by
K(p) =
∫
dL e−mL
∫
DΛ(s)e
−i
∫
L
0
ds [pµeµ−σ tr (ΛΛ˙M12)]
=
∫
dL e−mLe−iLpµγ
µ
(143)
=
1
p/µ +m
,
i.e. the usual Dirac form.
The link with Fermi statistics is understood by observing that the spin
factor upon 2π rotation transforms as
tr
(
Λ−1Λ˙RM12R−1
)
= Rij zˆ
jǫijk tr
(
Λ−1Λ˙Mjk
)
(144)
so if σ = 12 the path–integral eq. (128) acquires a phase e
ipi = −1. In the more
conventional approach, this follows from the anticommuting properties of the
γ matrices, and it requires anticommuting (Grassmann) variables. In the ge-
ometric approach which we have followed this is not necessary, because the
anticommutation properties follows automatically from the fact that physi-
cal states are localized on paths (so ordering along the path is enforced), and
paths are given weights that transform nontrivially upon rotations. This pro-
vides an explicit realization of the general spin–statistics relation derived in
section 2: once spin is obtained as a consequence of an interaction defined in
configuration space, the link with statistics follows from the fact that particle
interchange can be perfomed by 2π rotation.
Finally, it is interesting to observe that the dynamical coupling of spin
and momentum which follows from the geometric interpretation of spin as a
vector in the space which is orthogonal to momentum actually changes the
nature of the sum over paths: the Hausdorff dimension of paths dh that con-
tribute to the regularized and renormalized Euclidean path integral in the
continuum limit is not the same for Bose and Fermi particles [13]. The Haus-
dorff dimension relates the typical length scale L of paths which dominate the
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propagator in the continuum limit to the momentum p which is propagated:
L ∼ pdH (145)
It can be proven that dH = 2 for Bosons while dH = 1 for Fermions [13].
A rough and ready way to see this is to compare the bosonic propagator
eq. (117) and the fermionic propagator eq. (143): it appears that the scaling
limit requires taking Lma ∼ constant with a = 2 for Bosons and a = 1 for
Fermions. This means that Bosonic paths are coarser then Femionc paths:
Bosonic propagation is an ordinary random walk (like Brownian motion),
whereas Fermionic propagation is a directed random walk, essentially because
the spin interaction quenches fluctuations of the tangent vector to the path.
5 Conclusion
The discussion of spin presented in these lectures was rooted in quantum
mechanics, and has used few field–theoretic concepts. Yet, we have been able
to derive many results which usually require the full framework of relativistic
quantum field theory: the spin–statistics connection, multivalued spin wave
functions, the spin propagator, the Dirac equation. In fact, we have shown
that the quantization of spin both in a nonrelativistic and a relativistic set-
ting follows from general properties of the configuration space for orbits of the
rotation group, viewed as a subgroup of the Galilei or Poincare´ group, respc-
tively. It thus appears that the standard field-theoretic approach is is merely
a convenient way of achieving the quantization of systems of elementary ex-
citations which provide irreducible representations of the Galilei or Poincare´
group, because field theory automatically combines quantum mechanics with
the relevant symmetry group in a local, unitary way. Of course, the standard
field–theoretic approach, with anticommuting variables and spinors, is by far
more convenient for the sake of practical computations. However, we have
attempted to show that the origin of the quantum field theoretic features of
spin in the way symmetry is realized in quantum mechanics.
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