Objective. Considering the importance and the near-future development of noninvasive brain-machine interface (BMI) systems, this paper presents a comprehensive theoreticalexperimental survey on the classification and evolutionary methods for BMI-based systems in which EEG signals are used. Approach. The paper is divided into two main parts. In the first part, a wide range of different types of the base and combinatorial classifiers including boosting and bagging classifiers and evolutionary algorithms are reviewed and investigated. In the second part, these classifiers and evolutionary algorithms are assessed and compared based on two types of relatively widely used BMI systems, sensory motor rhythm-BMI and eventrelated potentials-BMI. Moreover, in the second part, some of the improved evolutionary algorithms as well as bi-objective algorithms are experimentally assessed and compared. Main results. In this study two databases are used, and cross-validation accuracy (CVA) and stability to data volume (SDV) are considered as the evaluation criteria for the classifiers. According to the experimental results on both databases, regarding the base classifiers, linear discriminant analysis and support vector machines with respect to CVA evaluation metric, and naive Bayes with respect to SDV demonstrated the best performances. Among the combinatorial classifiers, four classifiers, Bagg-DT (bagging decision tree), LogitBoost, and GentleBoost with respect to CVA, and Bagging-LR (bagging logistic regression) and AdaBoost (adaptive boosting) with respect to SDV had the best performances. Finally, regarding the evolutionary algorithms, single-objective invasive weed optimization (IWO) and bi-objective nondominated sorting IWO algorithms demonstrated the best performances. Significance. We present a general survey on the base and the combinatorial classification methods for EEG signals (sensory motor rhythm and event-related potentials) as well as their optimization methods through the evolutionary algorithms. In addition, experimental and statistical significance tests are carried out to study the applicability and effectiveness of the reviewed methods.
A review and experimental study on the application of classifiers and evolutionary algorithms in EEG-based brain-machine interface systems 
Introduction
In brain-machine interface (BMI)-based systems [1] , users are capable of interacting and communicating with their surrounding environment by analyzing and processing their brain activities without making any movements [2, 3] . A BMI-based system consists of four parts: (1) signal acquisition (2) signal processing (3) observation classification (4) control interface [4] . BMI studies include a wide range of topics such as screen pointer control [5, 6] , control and navigation of wheelchairs and robots [7] [8] [9] , and, most recently, neuro-marketing [10, 11] .
Generally, BMI-based systems can be classified into three categories: partially invasive [12, 13] , invasive [14, 15] and non-invasive. Non-invasive BMI systems can further be categorized into various types based on the technique used, including electroencephalography (EEG), magnetoencephalography (MEG), functional magnetic resonance imaging (fMRI), near-infrared spectroscopy (NIRS) and positron emission tomography (PET) [16, 17] . The use of EEG-based BMI systems are more common due to their lower risks compared with PET, lower costs compared with PET, fMRI, and MEG, high temporal resolution compared with PET, fMRI and NIRS, and high data transmission rate compared with event-related optical signal (EROS) and NIRS [16, 17] . They have also been developed more than other systems in recent years.
EEG signals [18] have a frequency range of 1-100 Hz and 10-100 μVolt [19] . These signals are nonlinear, non-Gaussian, uncorrelated and random, which are considered among their most important characteristics. Various methods have been proposed for extracting features from these signals. These methods can generally be categorized into two groups: linear methods, such as independent component analysis (ICA), fast Fourier transform (FFT), eigenvector, autoregressive (AR), wavelet transform (WT), wavelet packet decomposition (WPD), power spectral density (PSD); and nonlinear methods, such as correlation dimension (CD), Hurst exponent (H), largest Lyapunov exponent (LLE), different entropies, higher order spectra (HOS) and fractal dimension (FD) [19] . The feature extraction output or sometimes the raw signal (often in P300-based systems) is considered as the input to the classifier, which is one of the most important components of a BMI-based system. In recent years, various methods were introduced to improve the performance of BMI-based systems. The evolutionary algorithms are among the most commonly used methods of this kind.
Optimization algorithms can be categorized into two major groups: classic optimization algorithms and evolutionary and swarm intelligence-based optimization algorithms. As their main advantages over classic optimization algorithms, evolutionary algorithms are self-regulatory, robust to noise and sudden changes in parameters, applicable to non-continuous, non-differentiable problems, easily implemented and require no complex knowledge of mathematical topics [20, 21] . Evolutionary algorithms can be categorized into several types, including genetic algorithms (GAs), evolutionary strategies (ESs), genetic programming (GP), evolutionary programming (EP), swarm intelligence (SI) and other algorithms inspired by nature. These algorithms are among the most important tools for solving optimization problems in various fields of science such as engineering, economics, and medicine.
In recent years, several review papers [12, 14, 16, 19, [22] [23] [24] [25] [26] [27] [28] [29] [30] have been published on BMI-based systems. These papers have explored many topics including introduction and history of various BMI systems [12, 14, 16, 22] , signal processing methods [16, 19, [23] [24] [25] , classifiers [16, 26, 27] and control interface [28] [29] [30] . These studies generally lack the examination and evaluation of optimized BMI-based systems using powerful methods such as evolutionary algorithms and swarm intelligence. Therefore, the main focus of this paper is to introduce the different types of classifiers and evolutionary algorithms used in BMI-based systems. The paper is divided into two main parts. In the first part, a wide range of different types of base classifiers such as decision tree (DT), k-nearest neighbor (k-NN), linear discriminant analysis (LDA), logistic regression (LR), learning vector quantization (LVQ), multi-layer perceptron (MLP), naive Bayes (NB), polynomial neural network (PNN), radial basis function neural network (RBF-NN) and support vector machine (SVM) as as well as combinatorial classifiers including boosting classifiers (AdaBoost, GentleBoost and LogitBoost), bagging classifiers (Bagg-DT, Bagg-kNN, Bagg-LDA, Bagg-LR and Bagg-SVM) and evolutionary algorithms such as deferential evolution (DE), particle swarm optim ization (PSO), harmony search (HS), invasive weed optim ization (IWO), biogeography-based optimization (BBO), teaching learning based optimization (TLBO) and non-dominated sorting genetic algorithm-II (NSGA-II) are investigated. In the second part, these classifiers and the evo lutionary algorithms are assessed and compared based on two types of relatively widely used BMI systems, i.e. sensory motor rhythm-BMI (SMR-BMI) and event related potentials-BMI (ERPs-BMI). Moreover, in the second part, some of the evolutionary algorithms as well as bi-objective algorithms which are based on HS, IWO, BBO and TLBO, are exper imentally assessed and compared.
Other sections of this paper are structured as follows: section 2 provides a brief introduction and explanation of the structure of the most basic and combinatorial classifiers as well as evolutionary algorithms. In section 3 the practical results of the application of the classifiers and the evolutionary algorithms analyzed in the previous section will be evaluated and compared for designing a BMI-based system as well as introducing the databases of the used EEG signals. Finally, section 4 contains our conclusions.
Brain-machine interface (BMI)
The BMI is considered as the communication path to control systems and interactions between the brain and its surrounding environment. According to the classic definition, the main objective of designing such systems is to provide a non-muscular communication path for individuals suffering from such diseases as amyotrophic lateral sclerosis (ALS), brain stem attacks, brain-spinal damage and cerebral palsy [31] . In their new definitions, such systems are used for processing brain signals and determining different states of the mind in healthy individuals throughout a given task so that the system and user may adapt and the system performance may be improved [32] . Therefore, the following three general categories are presented for classification of BMI-based systems according to this definition. [33] : (1) active BMI: brain signals are consciously and directly obtained without the application of any external stimulation; (2) reactive BMI: brain signals are consciously and directly obtained through the application of an external stimulation; (3) passive BMI: the users are not required to control their brain activities as brain activities are extracted and processed during the assigned tasks. The research on passive BMI has recently grown and attracted more attention [34] [35] [36] . Another highly important and common categorization of BMI-based systems, addressed in numerous books and articles, is based on the methods of EEG signal acquisition, according to which BMI systems are classified into three categories, namely partially invasive, invasive and non-invasive. In partially invasive and invasive systems, intracranial electrodes are located out of the gray cortex and inside the gray cortex in the brain, respectively. Good signal-to-noise ratio (SNR), high amplitude as well as less sensitivity to noise and artifacts are some of the most important features of these two methods. However, they are rarely used on human beings due to high risk and ethical issues [37] . Electrocorticography (ECoG) is considered a partially invasive method. Compared to other methods, non-invasive methods have been utilized more in recent years, since they impose less risk than partially invasive and invasive methods. Non-invasive methods of signal acquisition can be categorized into two groups of exogenous and endogenous procedures [38] . In exogenous procedures, the user can only send commands to the system if an external stimulation has occurred. In endogenous procedures the user is able to arbitrarily apply mental and cognitive commands to control equipment. Therefore, in endogenous procedures the user can send the commands in whatever way they desire without needing an external stimulus.
One of the most commonly used non-invasive methods is the use of EEG signals. In this method, electrodes [39] are attached to the skull of the living organism for signal acquisition. The most important advantages of this method include safety, low cost, ease of use, high temporal resolution and applicability in real-time systems [13] . As for the major disadvantages of this method, low spatial resolution, contamination of the signal with a variety of artifacts and noise, and low SNR can be mentioned. Based on the employed signal type, EEG-based BMI systems can be classified into the following four categories: (1) SMR-BMI, (2) ERP-BMI [40, 41] , (3) slow cortical potential-BMI (SCP-BMI) [42] and (4) steady state visual evoked potential-BMI (SSVEP-BMI) [43, 44] . The second category itself comprises several important subcategories such as P300 Evoked Potential, Visual N100 and N200 [45, 46] . The major distinction between the above mentioned categorizations lies in the physical characteristics of signals, stimulation type and procedure, and ultimately, location and time of signal acquisition. The general block diagram of a BMI system is shown in figure 1.
Classifiers
Classifiers can be considered as one of the most important topics in regard to BMI-based systems. The output of this part has a major impact on the success or failure of the entire system. In general, a BMI-based system can be considered as a pattern recognition system in which the features obtained from brain signals are used as a pattern [26] . In most studies, classification accuracy is used as the only criterion to evaluate a classifier. However, other criteria such as sensitivity, specificity, discriminant power, Youden's index and computational time are also used to evaluate the performance of a classifier [47] . We will review a number of classifiers which are used in most studies on BMI-based systems in the following. 
Linear discriminant analysis (LDA).
The main goal of the LDA algorithm is to use a hyperplane to separate classes and find directions in the feature space such that the intraclass variance of features increases and the inter-class variance decreases. In a more scientific language, LDA aims to find the transition matrix (Z) so that the inter-class scatter matrix (S inter ) is minimized and the intra-class scatter matrix (S intera ) is maximized [48] .
where x j i is the instance i of the class j, µ j is the mean vector of members of the class j, μ is the average of all the data, N j is the number of instances of the class j and c the number of classes.
The LDA algorithm is also used for dimension reduction and feature selection [49] . The most important features of this classifier which make it more applicable in real-time BMI systems are its simplicity and low level of computation, resulting in its stability [50] . However, its performance is reduced in the presence of noise and outliers. It also suffers from dimensionality when used in problems with few training data. Improved versions of this classifier such as Fisher LDA (FLDA) [51] and different types of regularized LDA (RLDA), such as Bayesian LDA (BLDA) [51, 52] , stepwise LDA (SLDA) [53, 54] , automatic stop-SWLDA (asSWLDA) [34] and shrinkage LDA (SKLDA) [53, 54] have been proposed to overcome these problems [16, 55] . One of the main problems of LDA when working with EEG signals is its linearity [56] . The idea of using a kernel is one of the recommended solutions. The LDA classifier and its improved versions are used in BMI problems as the base classifier [48] as well as the decision-maker in optimized filter design [57, 58] , and in selection of optimized channels and electrodes [52, [58] [59] [60] [61] [62] .
Support vector machines (SVMs).
Similar to LDA, the SVM, which was first introduced in 1995, uses hyperplanes for data classification. However, the hyperplane selection in the SVM is performed so that it generates the maximum margin between training data and different classes [55] . Larger margin means a higher generalization capability for the classifier. In the SVM, a control parameter C enhances the adaptability of the classifier to noise and outliers. This parameter also provides the possibility of error in the learning data and identifies the tradeoff between the maximum margin and the classifier error [26] . Despite being known as a linear classifier, the SVM can provide nonlinear decision boundaries using a kernel to increase its complexity to some extent. In most EEG signal classification problems a Gaussian kernel is used [26, [63] [64] [65] [66] .
When using a Gaussian kernel, C and bandwidth δ are two determining parameters [63, 67] . In order to increase the classification accuracy of EEG signals generated from motor imageries, [68, 69] respectively used magnetic bacteria optimization (MBO) and PSO as evolutionary algorithms to determine the optimal values for parameters C and δ. Among the most important features of the SVM algorithm is its robustness against overtraining and its high generalizability. According to the results, this classifier has better performance for generalizability and reducing training error compared to MLP and PNN classifiers [70] . The SVM can also be used as a base classifier in combinatorial classifiers. In [71] , the AdaBoost-SVM classifier is used to classify the steady-state visual evoked potential-based signals for path planning and path following of a telepresence-based mobile robot. The SVM classifier has a rather acceptable performance in real-time BMI-based systems as well [71] [72] [73] . Figure 2 shows how the SVM works to create nonlinear decision boundaries using a kernel function.
Learning vector quantization-neural network (LVQ-NN).
The LVQ-NN is a generalization of an unsuper vised learning technique called a self-organised map for classification problems. The classifier consists of a series of reference vectors or codebooks. Each codebook represents a label. LVQ divides the input space R n into a number of distinct areas called decision areas. Codebooks are then allocated to each of these decision areas. The LVQ algorithm trains codebooks iteratively and uses them to determine the best decision boundary within various classes [74] . If each codebook is considered to be a member of m = {m 1 , m 2 , ..., m k }, then the values of m i (t) are updated based on the following equation for data input time of t.
where α(t) is the time-dependent learning coefficient (usually between zero and one) and c represents a class. The input vector to the algorithm is classified according to the most similar codebook vector. The similarity criterion is usually Euclidean
in the improved version distinction sensitive LVQ (DSLVQ) [75] . The input vector which is the most similar to the codebook vector has the minimum distance to the vector [76] . Several types of the LVQ algorithm exist, including LVQ2, LVQ2.1, LVQ3 and LVQ4. The main difference between these types is the way the centers and the codebooks are updated [77] . LVQ is considered an unstable classifier [26, 37] which is less used in BMI-related topics [26] . In BMI-related problems, the LVQ algorithm is sometimes used as a classifier [78] [79] [80] [81] [82] , or alternatively one of its extensions called distinction sensitive LVQ (DSLVQ) is used as a method of feature selection [78, 83] . LVQ proposes acceptable performance and accuracy as an online classifier in [79, 80] . However, in [82] , the LVQ classifier is classified as the least accurate classifier compared to the multilayer perceptron and probabilistic neural network.
Polynomial neural network (PNN).
The PNN, which is also known as the group method data handling (GMDH) neural network, is a deductive method for solving complex mathematical models and systems. The initial algorithm for this method was first presented by Ivakhnenko in 1966 [84] . In this network, the neurons are created from the union of different pairs through a second degree (or higher) polynomial. The number of neurons as well as the number of hidden nodes is not initially specified and the network structure is developed during a test period based on evaluations. It can be considered a self-organizing network [85] . The GMDH network describes the approximation function f with an output of ŷ (with the least error compared to actual output y) for an input set of x = (x 1 , x 2 , ..., x n ). Therefore, for M data that include n input (n being the number of features) and one output, the actual results are as follows:
c ijk x i x j x k (6b) where c i s are the coefficients of the entire structure and their best values are selected using the mean square error (MSE) minimization method [86] .
For example, for a second degree polynomial, c i coefficients can be calculated as follows: 
In contrast to the widespread use of the GMDH networks in different fields, they are rarely used in motor imagery BMIbased systems. Despite the robustness of GMDH networks against noise and outlier data, this classifier suffers from overfitting. To overcome this problem, [87] provides a new learning model based on the projection method [88] and [89] provides a method for improving the GMDH network performance for classification of the EEG signals of people with Alzheimer's. In feature selection, GMDH is used individually or in combination with neuro-fuzzy networks in order to improve the performance of a BMI system [90, 91] . 
Radial basis function neural network (RBF-NN)
. RBFNNs [92, 93] are strong approximators which use only limited information. Using only one hidden layer with a sufficient number of neurons, these networks are able to approximate any continuous function with any degree of accuracy. The basic structure of an RBF-NN consists of three layers. No process is performed in the input layer. The second or the hidden layer provides a nonlinear mapping between the input space and a space of usually larger dimensions, which plays an important role in converting non-linear patterns to linear separable patterns. Finally, the third layer generates the total weight with an input. When an RBF-NN is used for classification, a hard limiter or a sigmoid function can be applied on output neurons. In general, the major characteristic of this network is the processing operation in the hidden layer.
where x is the input vector and φ i (x) is radial basis function which usually uses Gaussian function,
where u i is the vector of centers, δ 2 i is the variance of the hidden layer neuron i, w 0 is the bias, N is the number of neurons in the hidden layer, and · represents the norm (usually considered the Euclidean norm). Designing an RBF-NN consists of three parts: (1) determining neuron centers in the hidden layer, (2) defining the width of Gaussian function (δ 2 i variance) of the radial functions, and (3) calculating weights of the connections between the hidden layer and the output [94] . In order to determine the three mentioned parameters, two different methods have been presented. The first method uses the reduced gradient algorithm with the help of the least square error to determine the three parameters of u i , δ 2 i and w i . In the second method, the unsupervised K-means algorithm is used to determine the centers, the k-NN algorithm is used to determine the variance, and the gradient descent is used with the help of the least square error to determine the link weights [95] . The RBF-NN classifier is frequently used in medical signal classification, particularly classification of epilepsy-based EEG signals [66, [96] [97] [98] . For example, [66, 97] introduces an efficient system for classification of EEG signals based on comparison of RBF-NN and MLP classifiers, where the RBF-NN classier presents a better performance considering accuracy and time criteria in all cases. Moreover, [96] provides a practical method for classification of EEG signals contaminated by noise and artifacts. In this paper, an RBF-NN classifier based on the orthogonal least squares (OLS) learning method [99] is used and acceptable results were obtained (an accuracy of greater than 75% for artifact contaminated signals).
Multilayer perceptron (MLP).
A neural network is a framework with a network structure composed of several layers of neurons. This model is able to estimate any continuous function given that it has sufficient layers and neurons [26] . The neural network which is trained by backpropagation or generalized delta rule is called an MLP network [77] . The most important part of the implementation of a neural network is determining the number of neurons, hidden layers and activation functions [100, 101] . In general, training a backpropagation neural network (BP-NN) consists of three basic steps including: (1) forward feeding of training pattern input, (2) backpropagation of the related error, and (3) adjusting weights. In the first phase, the inputs are sent to neurons of the hidden layer using random weights and their value is calculated using different activation functions. After outputs are obtained, each unit compares its calculated output with the target value so that units errors are determined. Then, using specific patterns, the weights can be updated by distributing the calculated errors on the previous layers. This cycle continues until suitable weights are obtained [77] . Due to nonlinearity and the non-static characteristics of EEG signals, MLP networks are frequently used in BMI-based systems [65, [102] [103] [104] . The major disadvantage of this classifier is overfitting upon encountering a complex learning model provided with few training data [104] . This causes overtraining in the network and consequently results in overfitting.
Naive Bayesian (NB).
The NB classifier is a very simple and practical classifier based on Bayes theory, the efficiency of which is proven to be comparable to other common classification methods in some areas. Simplicity of structure as well as high speed and efficiency in dealing with large dimension data are some of the outstanding characteristics of this classifier [105] . Bayesian method aims to identify the most likely class action or target value of c MAP for an observation with { f 1 , f 2 , ..., f n } features.
Using Bayes theory we will have:
where P ( f 1 , f 2 , ..., f n ) can be ignored due to being a constant value for all classes.
According to the NB algorithm, features are not dependent or correlated to one another. Therefore:
(16) And finally we will have:
Different methods have been put forward in order to increase the accuracy and improve the performance of the NB algorithm [106, 107] which resulted in introduction of algorithms such as the tree-augmented naive Bayesian (TAN) and Bayesian network-augmented naive Bayesian (BAN) [108] . Despite accuracy and efficiency of NB classifiers in classification of motor imagery EEG signals since they do not need much training data [48, 56, 109] , these classifiers are less frequently used in BMI-related problems [16, 26] .
k-nearest neighbor (k-NN).
The k-NN algorithm [110] is one of the simplest and most common classification methods based on supervised learning which is classified as a simple and lazy classifier due to its lack of complexity. In this algorithm, k is the number of neighbors. In the nearest neighbor rule, k is considered to be equal to 1. Assume that D n = {x 1 , x 2 , ..., x n } is a set of n input data and x ∈ D n is the closest input data to the test point. Now, the nearest neighbor rule for classification classifies x (test point) in the same class as x. The k-NN rule is an extension of nearest neighbors. Obviously, this rule classifies x in a class that has the most iteration in its k-NN [111] . Two main factors which determine the success or failure of a k-NN include the number of neighbors and the method used for calculating the distance [104] . This classifier is not efficient when used for data of large sizes [112] . In BMI-based systems, the nearest neighbor is calculated using metric distance [26] . This algorithm is very sensitive to local distribution of features [104] . Due to its sensitivity to the curse of dimensionality in BMIbased systems with a high number of features in the input, it is used less frequently [26] . In general, no absolute comment can be made about the performance of the k-NN classifier in BMI-related problems. Based on the results, and given the EEG signals feature extraction and the type of problem (compared with other classifiers such as LDA, SVM, QDA, NB), this classifier has demonstrated both successful [113] [114] [115] and unsuccessful [56, 64, 116] performances. References [64, 113, 117] evaluated three methods of feature extraction based on WT, PSD and average band power algorithms for the k-NN classifier. In the k-NN classifier, k can be obtained through trial and error. If it is too small, the classifier will be sensitive to noise and if it is too large, it may also cover a neighborhood of points from other classes. As shown in figure 3 , if the value of k is chosen equal to 1, the test point would be assigned to class +1, and if the value of k is chosen equal to 10, the test point will belong to class −1.
Logistic regression (LR).
The LR algorithm is a statistical probabilistic binary classifier and can be considered as a nonlinear generalization of ordinary linear regression (OLR) [118, 119] . In the LR, if x = {x 1 , x 2 , ..., x N } is considered as a feature vector in class y (y ∈ {0, 1}), then the probability of y belonging to class 1 will be as follows:
Thus, the probability of dependent variable y belonging to class zero is equal to:
In the above equations π is a logistic sigmoid function and θ = (θ 0 , θ 1 , ..., θ N ) is known as the regression coefficients dependent on the independent variables x [120] . For calculating θ coefficients, first the likelihood function in the above equations are calculated as the following equations and then θ coefficients are calculated through a maximum-likelihood estimation (MLE) procedure [121] . 
where L(θ) is the likelihood function and l(θ) is the log-likelihood function. One of the major differences between LR and OLR is in calculating θ coefficients. In LR the MLE probability method is used and in OLR the ordinary least square (OLS) method is used to determine the θ coefficients [122] . According to BMI studies, the LR classifier has a rather good and stable accuracy compared with other classifiers and it has been used for classification of motor imagery EEG signals [120, 123] , epilepsy diagnosis EEG signals [122, 124] , and motion detection EEG signals [121] . Despite all the advantages of the LR algorithm, this classifier was shown to have less accuracy and performance efficiency in [122, 124] compared to the ANN and an improved version of the wavelet artificial neural network (WANN).
Boosting.
Boosting [125] is a strong iterative technique for combining several base classifiers in order to create a form of committee which increases the efficiency of the total classifier compared to each base classifier [126] . Basic classifiers are known as weak or base learners and their performance is slightly better than random classifiers. In BMI problems, classifiers such as ANN [127] , Fisher discriminant analysis (FDA) [128] and SVM [71] are used in boosting algorithms as weak learners, but in general, the DT is considered to be a weak classifier [129] . The boosting algorithm was first introduced for classification problems; however, due to its comprehensiveness, some versions of this algorithm are used in estimating and regression problems [130, 131] as well as semi-supervised learning problems [132, 133] . The most commonly used form of boosting is called AdaBoost [134] . The AdaBoost algorithm is highly generalizable, but it suffers from overfitting when faced with little training data. Moreover, due to having exponential cost function, the performance of this algorithm significantly reduces when faced with outlier and noise [135] . LogitBoost [136] , GentleBoost [136] , FloatBoost [137] and ModestBoost [138] algorithms are introduced to increase reliability and overcome the aforementioned problems. LogitBoost uses the log-likelihood method for calculating classification cost function, which can reduce training errors in a linear manner and results in more generalizability and robustness of the classifier against noise and outlier data [135] . The GentleBoost algorithm has more convergence speed and stability against noise and outlier data compared to AdaBoost [136] . GentleBoost is mostly used in object detection. Due to the characteristics of the boosting algorithm, the application of this method in BMIrelated systems is increasing in recent years. In the following, algorithm 1 describes a general LogitBoost algorithm for a binary classification.
In the above equations, z is the result in proportion with w weights, p is the estimated probability in each stage and N is the number of observations [139] .
2.1.11.
Bagging. The bagging classifier [140] creates various data subsets (by selecting instances with normal and renewable distribution) from main training data using the bootstrap method [141] . Each generated data set is applied to a classifier called a base classifier and finally the final output is obtained by voting from all the base classifiers. Similar to boosting classifiers, bagging classifiers are considered combinatorial classifiers, except that in boosting the base classifiers are ordered hierarchically and training of the classifier (weight setting) in each stage is done using the output of the previous stage classifier. In the bagging method, however, the base classifiers conduct the learning process in a parallel manner [126] . Bagging's robustness against noise is higher than boosting and application of this method is recommended when data are different from one another [142] . Using nonlinear and unstable classifiers such as neural networks and DT as base classifiers can improve the efficiency and performance of the bagging algorithm [143] . The DT algorithm is an efficient and suitable method for generating comprehensible knowledge structures and it is used in a wide range of classification problems due to its high flexibility. However, in most cases, the low classification accuracy and extensive calcul ations makes this method not a very ideal algorithm for classification problems.
To overcome these problems, ensemble models, such as DTbased bagging are used as the base classifier [144] . This is called random forest [145] . The random forest algorithm generates each tree independently from the other. The two parameters affecting the performance of random forests include the number and the depth of the trees. Although random forest and bagging algorithms are relatively unknown in the BMI field [146] , the application of these classifiers in the recent years indicates their relative success both in accuracy [112, [146] [147] [148] and the time of decision making [148] compared to
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other classifiers. All classifiers are listed in table 1, along with their main properties.
Evolutionary algorithms (EAs)
Optimization algorithms are classified into two categories: classic and evolutionary optimization algorithms. Most classic optimization algorithms are built based on numerical methods of linear and nonlinear programming requiring gradient data and detailed and complex mathematical information. In order to find the optimized answer, these algorithms usually search the answers around the starting point. If the problem has more than one local optimum point, then the results may be dependent to the initially selected point [149] . In contrast, evolutionary algorithms have fewer problems than classical algorithms and do not need complex information about the search space. In terms of application, evo lutionary algorithms can be divided into two main categories: single-objective evolutionary algorithms and multi-objective evo lutionary algorithms. Traditionally, the evolutionary algorithms are used to solve the single-objective problems. GA [150] , DE [151] , PSO [152] , HS [153] , IWO [154] , BBO [155] and TLBO [156] are some of the most important single-objective evolutionary algorithms commonly used in the literature. • Proper speed.
• Simplicity and low computation.
• Generalizable as a nonlinear classifier using kernel methods.
• Improper efficiency when encountering noise and outliers.
• Suffers from the curse of dimensionality when encountering data with low numbers of observations.
• Widely used in BMI-based systems as well as BMI systems based on EAs (as a decision maker). SVM
• Linear and stable.
• Robustness against overtraining.
• Widely used in BMI-based systems as well as BMI systems based on EAs (as a decision maker and classifier optimizer). LVQ
• Nonlinear and unstable.
• Less frequently used in BMI-based systems. PNN
• Robustness against noise and outliers • High computation.
• Less frequently used in BMI-based systems. Base RBF-NN • Nonlinear and stable.
• Performance dependent on the number of selected centers in the hidden layer. MLP
• Performance dependent on the number of hidden layer as well as the number of neurons in the hidden layers.
• Widely used in BMI-based systems as well as BMI systems based on EAs (as an classifier optim izer). NB
• Nonlinear and stable.
• Proper speed when encountering observations at a large dimension.
• Less frequently used in BMI-based systems. k-NN
• Simplicity • Different performance based on data type.
• Inefficiency when encountering observations at a large dimension. LR
• Nonlinear and unstable • Less frequently used in BMI-based systems. Combinatorial Boosting
• Nonlinear.
• Improper efficiency when encountering noise and outliers. Bagging
• Proper performance when unstable classifiers are used as base classifiers.
• Robustness against noise and outliers.
• Proper generalizability.
The single-objective evolutionary algorithms perform well, however, real-world problems are multi-objective in which objectives are related, or in some cases, are not. Thus, using multi-objective evolutionary algorithms is very popular. Several multi-objective evolutionary algorithms were introduced in late 1990 and early 2000, the results of which show a relatively good performance compared to other algorithms. Some of these algorithms are the strength Pareto evolutionary algorithm (SPEA) [157] , the improved strength Pareto evolutionary algorithm (SPEA II) [158] , the Pareto-archived evolution strategy (PAES) [159] , the Pareto envelope-based selection algorithm (PESA) [160] , region-based selection in evolutionary multi-objective optimization (PESA II) [161] and non-dominated sorting GA-II (NSGA-II) [162] . Most of these algorithms use an elitism-based strategy [163] . The application of evolutionary algorithms in BMI-based systems can be categorized into four major groups of filter design [57, 58, [164] [165] [166] , feature selection [61, [167] [168] [169] [170] [171] [172] [173] [174] , channel selection and optimal electrodes [52, 58-60, 175, 176] , parameter selection and optimal classifier structure [9, 68, 69, [177] [178] [179] [180] [181] [182] [183] [184] , and finally improving the performance of control tools [185] .
The following introduces several evolutionary algorithms and addresses their interaction with BMI-based systems.
Deferential evolution (DE).
The DE algorithm [151] was first introduced in 1995 by Storn and Price as a powerful and fast method for solving optimization problems in complex search spaces. Unlike other evolutionary algorithms which use random search, DE's searching method is based largely on greedy search [186] . In the DE algorithm, there are three factors of mutation, crossover and selection, and three control parameters of size of the population, scale factor and the crossover probability. In terms of convergence, the DE algorithm is not sensitive to the param eters but based on the results, right selection of parameters leads to more optimum answers [187] .
One of the problems this method has is inefficiency in searching local optimum points in large scale problems [188] . Reference [57] has provided a way to design the spatial filter and choose the optimal frequency bands using single-objective (DE, ES, gGA and ssGA) and multi-objective (GDE3, PAES, NSGAII and ssNSGAII) evo lutionary algorithms in order to increase EEG signal classification accuracy. The single-objective approach aims to reduce the classification error and the multi-objective one aims to reduce classification error as well as the frequency bands. The results show that DE in singleobjective mode, and GDE3 [189] (the improved version of the multi-objective generalized differential evolution algorithm) in multi-objective mode have their best performance. In [185] EEG signals and evolutionary algorithms are used to mobilize and design the optimal simulated robotic manipulator. Six classifiers including LDA, NB, k-NN, SVM, radial basis function SVM (RSVM) and multilayer perceptron (MSVM) were used to classify EEG signals, and an energy efficient method based on three evolutionary algorithms of PSO, IWO and DE were used to find the optimal path for the robot. The most efficient classifier and evolutionary algorithms in this paper were found to be the NB classifier and DE evo lutionary algorithms, respectively.
Particle swarm optimization (PSO).
The PSO algorithm [152] is built on the simple principle that each member of a group imitates the success of its neighbors for improvement. Initially, all members of the group are assigned to a base speed. These members then move in the search space. As time passes, all members accelerate towards those members who have higher eligibility criteria. In a simple and common PSO model, members are able to remember their best personal experiences ( p best ) and they can be aware of the best position visited by the whole group (g best ). The member speed in the search space will consider these two components.
where v t ij is the velocity vector of particle i of the dimension j in time t, x t ij is the position vector of particle i of dimension j in time t, c 1 and c 2 are constants of cognitive and social components, respectively, r t 1j and r t 2j are random numbers with a normal distribution of U(0, 1) at time t, and w is the inertia weight. Right selection of w leads to a balance between optimal local and global search [171] . Usually, it is recommended to select inertia weight between [0.4, 0.9] or reduce it linearly over the optimization duration in order to get the desired result [180] . In the application of evolutionary algorithms to improve the performance of BMI-based systems, the three evolutionary algorithms of GA, PSO and DE are most commonly used. Based on the conducted studies, the application of the PSO algorithm in BMI can be categorizes in three groups of filter design [164] , feature selection, frequency and optimal electrodes [59, 167, 168, 171, 175, 176, 190] , and classification [9, 69, 177, 178, [180] [181] [182] [183] [184] 191] . [164] uses five generalized versions of PSO (constant weighted inertia-PSO, linear decay inertia-PSO, constriction factor inertia-PSO, nonlinear inertia-PSO, and dynamic inertia-PSO) in order to design the optimal coefficients of the adaptive noise canceller (ANC) [192] for filtering of EEG signals. The difference between these five algorithms is in the selection method of inertia coefficient w. According to the results, the application of ANC based on the evolutionary algorithms of LDI-PSO and NLI-PSO to filter the EEG signals results in a better performance. Moreover, [190] has used the PSO algorithm for optimal selection of frequency bands and the time interval in order to improve the performance of common spatial pattern (CSP) recognition [193] . The classic feature selection methods are mostly based on principal component analysis (PCA), singular value decomposition (SVD) and CSP algorithms. With the advent of the evolutionary algorithms, these algorithms are mostly used in BMI for feature selection and optimal electrodes. The multi-objective [176] and single-objective [59, 175] versions of PSO are used to select the optimal electrodes. In terms of improving the classifier performance, [178] introduces an optimal structure of the MLP classifier for classification of EEG signals. In this paper, the PSO algorithm is used to determine the optimal number of neurons in a hidden layer, and the GA algorithm is used to obtain the optimal connection coefficients. In general, a classification problem in multi-dimensional space can be converted to an optimization problem in which each class can be defined considering centers in the search space. Application of evolutionary algorithms is one way to determine these centers [194] . Accordingly, [180] provides a classification method using PSO to classify the wavelet coefficients-based features of EEG signals for diagnosis of epilepsy. Moreover, [177] introduces an improved PSO-ANN (IPSO-ANN) classifier for the classification of motor imagery-based EEG signals. IPSO is an improved version of PSO in which the modified evolutionary direction operator [195] is used to solve the premature convergence problem. The results show that this classifier has more acc uracy compared to six classifiers of PSO-NN, GA-NN, BP-NN, FDA, RDA and SVM.
Harmony search (HS).
In general, three scenarios can happen in composing a music. The HS algorithm [153] is inspired by these scenarios: (1) playing from composer's memory (the variable is one of the values in the memory of the harmony), (2) playing by pitch adjusting (the variable is a value close to one of the values in the memory of the harmony), and (3) random playing (the value of the variable is selected randomly from possible values) [196, 197] . These three scenarios are controlled in the HS algorithms by three parameters of harmony memory consideration rate (HMCR), pitch adjusting rate (PAR) and bandwidth. Pitch adjusting and bandwidth play a crucial role in the success of the HS algorithm [198] . It should be noted that pitch adjusting is done for the members of the new response vector which are selected from harmony memory. Moreover, pitch adjusting plays the role of a mutation operator in the genetic algorithms and causes a lack of convergence in local minimums [197] . Many algorithms such as improved HS (IHS) [198] , global HS (GHS) [199] , and self-adaptive GHS (SGHS) [200] have been introduced in recent years in order to improve the performance of the HS algorithm. For example, in IHS, the pitch adjusting and bandwidth are determined dynamically in order to improve the convergence rate.
where PAR min and PAR max are the lowest and highest pitch adjusting value and bw min and bw max are, respectively, the minimum and maximum value of bandwidth, and NI is the number of response vectors in each iteration [198] . Moreover, the design of GHS and SGHS is inspired by the idea and concept of PSO for increasing the global search rate [201] . Reference [202] uses a hidden Markov model (HMM) classifier based on the HS algorithm for classification of motor imagery ERP signals. Success or failure of the HMM algorithm largely depends on the type of structure and parameters used in the algorithm [203] , therefore, HS is used to train HMM. Usually, not using optimal parameters causes over-fitting in HMM [202] . Lee et al [179] compares the performance of the HS, PSO and DS algorithms [204] and addresses the CSP method for classification of motor imagery-based feature extracted by converting the classification problem to an optim ization problem. In regards to the two criteria of time and accuracy, the results suggest that HS is the best and PSO is the worst algorithm.
Invasive weed optimization (IWO).
The IWO algorithm [154] works based on the natural characteristics of weeds such as seed production, growth and struggle for survival in a colony of weeds. The steps that should be taken in order to simulate the behavior of weed can be summarized as the following: determining a limited number of initial seeds randomly in the problem space; producing new seeds considering the value of the fitness function of each plant; distributing produced seeds in the search space randomly, continuing the aforementioned operations until the highest number of weeds are obtained and after removal of plants with the lowest fitness function; and finally going on with this cycle until reaching a pre-specified stopping criterion [154] . The amount of seeds produced for plant is calculated by the following equation [205] .
(24) where seed min and seed max are the minimum and maximum number of seeds, f min and f max are the minimum and maximum amounts of fitness function in the population, and f i and seed i are the fitness function and the number of seeds in the ith plant, respectively. It is recommended that the maximum number of seeds is selected between three and five and the minimum is selected to be zero [206] . The produced seeds are distributed randomly in the problem space. The distribution function is a normal distribution with zero mean and standard deviation of δ which is descending from an initial value of δ initial to a final value of δ final in each iteration. The following equation specifies the standard deviation in each iteration.
In this equation, δ iter is the standard deviation of round iter, δ final is the final standard deviation, and n is the value of nonlinear modulation. The right value for selecting n is recommended to be 3 [206] . δ initial , δ final and n are the three parameters affecting the performance of the IWO algorithm. A descending change of the dispersion standard deviation (δ iter ) from δ initial to δ final with the velocity of n creates a good balance between the two concepts of exploration and exploitation which ultimately results in the successful optimal global search around the local optimums in this algorithm [206, 207] . Improved versions of this algorithm have been introduced for optimization [205, 208] and classification [207] problems in recent years.
Biogeography based optimization (BBO).
MacArthur and Wilson [209] introduced a mathematical model for the concept of biogeography for the first time. The BBO algorithm [155] leads to changes in generational production process through mutation and migration operators. Similar to GA and PSO, the BBO algorithm is also considered as a populationbased algorithm, except that in BBO and PSO, unlike GA, the population members are not eliminated but improve through iterations [155] . In BBO, each living area is known as a chromosome or member of the population and it has a habitat suitability index (HSI). In this algorithm, the suitability index variables migrate from areas with higher HSI to areas with lower HSI and areas with lower HSI attempt to liken themselves to areas with higher HSI by gaining their characteristics. Considering this type of migration, there are two types of migration operators in this algorithm. An immigration operator with migration rate of μ and an emigration operator with migration rate of λ. Immigration is defined with those chromosomes (habitats) with higher HSI which share their features and emigration is associated with chromosomes with lower HSI [210] .
The parameter I is the highest probability of domestic migration, E is the highest probability of foreign migration, k is the number of members in habitat k, and n is the total number of population members. Application of immigration and emigration ratio among the habitats and species has a great influence on the BBO performance [211] . There is a direct relation between the numbers of species in a habitat and the immigration ratio. This means, the higher the HSI of a habitat, the higher number of species live in it. Accordingly, the immigration ratio of that habitat increases and the emigration ratio decreases. One of the differences between BBO and other evolutionary algorithms is in determining the method of mutation. Unlike other algorithms, the mutation rate changes dynamically in BBO and it is dependent on the migration operator [211] . Some improved versions of this algorithm have been introduced in recent years. The most important among these is oppositional BBO (OBBO) [212] , in which the oppositional based learning algorithm [213] is used. The accelerated BBO with modified DE (aBBOmDE) [214] algorithm is also introduced in order to compensate the delayed conv ergence of the standard BBO and to enhance the exploitation. In this algorithm, the mutation operator is changed. Finally, there is the perturb BBO (PBBO) [215] . This algorithm uses a sinus migration operator, also called a perturb migration operator, and a Gaussian mutation operator to improve the searching abilities as well as the diversity of responses. Dhiman et al [172] used the BBO algorithm for feature selection from EEG signals to diagnose epileptic seizures.
Teaching learning based optimization (TLBO).
The TLBO algorithm [156] is an optimization method based on the population which works based on the influence of a teacher on the learning of the students of a class. A teacher is a knowledgeable member of the society who shares his knowledge with his students so that the best response (the best member of the population) in each iteration is the teacher. Moreover, the students learn according to the quality of the education provided by the teacher as well as the transactions between themselves (group discussions, presentations, etc). Therefore, the TLBO algorithm is divided into two phases, teacher phase which includes learning from the teacher and learning phase in which students learn by mutual transactions. The teacher phase can be stated as the following equation,
where r is a random vector between zero and one, x teacher is the best member of the population in iteration i which tries for the mean of the class to tend towards his own, Mean is a vector including the mean of the class results, and T f is the learning factor which is assigned to 1 or 2 randomly with the same probability. In fact, if the learning factor is 2, the distance from the mean increases and the learning velocity and conv ergence rate accelerates [216] . Application of TLBO in pattern recognition has received much attention in recent years. Reference [217] presents a new method for improving feature selection algorithm based on rough set theory using the TLBO algorithm. Moreover, [218] [219] [220] address the training of a feedforward neural network, a polynomial neural network and a specific type of high order-NN [221] called a pi-sigma neural network [222] with the help of evolutionary algorithms of TLBO, PSO, DE and GA. Based on the results, in all cases, neural network algorithms trained by TLBO created better results. One of the most important advantages of the TLBO algorithm is the high convergence rate [223] . This feature turns into a shortcoming in high-dimensional problems causing premature convergence. In order to solve the problem of premature convergence as well as improving exploration and exploitation, improved versions of this algorithm have been introduced. In [216, [224] [225] [226] , the teacher learning sectors and the learning rate selection are changed in order to improve the performance of the standard TLBO. A section is also added to the algorithm called self study. If the number of students whose fitness is below average is high, then the teacher should make more effort to improve the class. In this case, the class is divided into several sections and each section is assigned to a teacher. A high T f increases the conv ergence rate and reduces the exploration and vice versa [216] . That is why T f is determined comparatively according to the problem.
Li et al [227] compares the four improved versions of TLBO with other evolutionary algorithms. Improved versions use an oppositional learning algorithm for creating the initial population and linear and nonlinear inertia coefficients for reducing the convergence velocity. Furthermore, TLBO with crossover (TLBOC) [228] uses the intersection operator of DE and ElitistTLBO (ETLBO) [229] the concept of elitism to improve the performance of the TLBO algorithm. The evo lutionary algorithms IWO, BBO and TLBO are rarely employed in BMI-based systems.
Non-dominated sorting genetic algorithm-II (NSGA-II).
The idea of genetic algorithm is built on the two principles of crossover and mutation. The weakness of this algorithm is its inefficiency in multi-objective problems. To solve multi-objective problems using a genetic algorithm one can use the classic (the sum of weighted functions) in which the objective functions will turn into a single-objective function with the help of the assigned coefficients.
This method has two fundamental weaknesses. Firstly, it cannot search the entire problem space and, secondly, it needs high accuracy for specifying the range of the coefficients. The multi-objective optimization algorithms only identify a set of responses rather than finding a single one, called Pareto front, none of which have absolute superiority over the others. For example, a multi-objective optimization algorithm as a second edition of a multi-objective genetic algorithm with non-dominated sorting was introduced by Kalyanmoy [162] in 2002. This algorithm is created by adding two new operators of non-dominated sorting and crowding distance to the common genetic algorithm. The former sorts the members of the population based on the concept of non-dominated sorting, while the latter preserves the variability of the responses [162] . The NSGA-II algorithm is mostly used for feature selection [61] , efficient electrode selection [52, 58] and optimization of the filter [57] in BMI-based systems. The LDA classifier is used as the decisionmaker of the evaluation function in most of these studies due to its simplicity and high classification speed [57, 58, 61] .
Experimental result
In the following sections, in order to further understand the mechanisms and efficiency levels, all aforementioned methods in sections 2.1 and 2.2 are pragmatically compared and assessed based on two relatively widely used BMI systems, namely, SMR-BMI and ERPs-BMI. The employed databases are initially introduced. Then, the results of employing the base and combinatorial classifiers are presented and compared. Ultimately, all the reviewed evolutionary algorithms and some of their improved models are compared in terms of their capabilities in feature selection and the design of classifiers (all implementations are conducted using Matlab software).
Database
In this study, two EEG signal databases based on motor imagery (SMI-BMI) and P300 waves (a specific type of ERP-BMI) are used.
Database 1.
This database includes three-class motor imagery-based EEG signals associated with dataset V of BCI competition-III [230] . The data are gathered from three normal people in a four-stage non-feedback sampling with frequency of 512 Hz by placing 32 electrodes based on ordering system of 10-20 [231] of the IDIAP Research Institute [232] . In these experiments, instructions are divided into three major categories: (1) imagination of repetitive self-paced left hand movements (label 2), (2) imagination of repetitive self-paced right hand movements (label 3), and (3) generation of words beginning with the same random letter (label 7). The instructions are announced randomly and running time of each order is 15 s. The implementation of each stage takes 4 min and the break time between each stage is 5-10 min. All four stages for each person were completed in one day.
In this database, the data is presented in two forms of raw data (including 32 electrodes) and pre-processed data (including eight electrodes). Power spectral density (PSD) [233] of the EEG signals filtered by a surface Laplacian filter [234] in between 8 and 30 Hz frequency with a temporal resolution of 2 Hz, form the pre-processed features. These data are obtained from eight electrodes of C3, CZ, C4, CP1, CP2, P3, PZ and P4. Each observation includes 96 features; based on the order of electrodes each 12 feature is associated with one electrode. In this paper, the preprocessed features are used. Many papers in the field of BMI in recent years have used the pre-processed data [177, 181, [235] [236] [237] and the raw data [238] from this database. References [177, 181] present and compare the group-based Swarm evolution algorithm-NN (GSEA-NN) and improved PSO-NN (IPSO-NN) classifiers with other classifiers for improving the accuracy of the classification. GDES is an evolutionary algorithm based on swarm intelligence and the differential evolution IPSO is the improved version of the PSO algorithm which is used to improve the neural network classifier. In [236] the prune rules and voting strategy are used to improve the accuracy of the S-dFasArt classifier (a classifier based on neural network and fuzzy theory). Finally, [238] optimizes the spatial filter and frequency-selection filter using covariance matrix based on evolutionary strategy CMA-ES in order to increase the quality of the resulting properties. This paper uses the LDA and the linear-SVM classifiers in order to evaluate the performance of the filters.
Database 2.
This database includes two-class data based on P300 signals, available at http://mmspg.epfl.ch/ BCI_datasets affiliated with the BCI group of the Ecole Polytechnique Federale de Lausanne (EPFL) university [239] . The EEG signals were obtained from five disabled subjects (subject1-subject5) and four healthy subjects (subject6-subject9) through 32 scalp electrodes based on the International 10-20 System at a sampling rate of 2048 Hz. While in front of a monitor, the subjects were asked to determine the number of times a specific image was displayed. A randomly blinking pattern with six different images including a TV, a phone, a lightbulb, a door, a window and a radio was on the monitor, where each image was displayed for 100 ms followed by a blank screen for 300 ms. Signal acquisition for each individual comprised four sessions, each with six trials, in which one of the six images was considered as the target. The signals were passed through a forward-backward 6th order Butterworth band-pass filter with cutoff frequencies of 1 Hz and 12 Hz, which were downsampled from a frequency of 2048 Hz to 32 Hz. In order to decrease the amplitude of outliers, the amplitude of obtained signals from each electrode was calculated, from which those with amplitudes higher than 90% or lower than 10% were clipped and ultimately normalized. Numerous studies have used this database in the fields of signal processing and feature extraction [240, 241] , feature selection [239, 242] , and classifiers [243] [244] [245] . In the present study, the acquired signals from eight electrodes, namely P8, P4, P3, P7, Oz, Pz, Cz and Fz are used. The dimension of feature vectors are obtained using the relation N t × N e × N s , where N t represents the number of trials, N e is the number of electrodes, and N s is the number of samples in a trial. Each trial took 1000 ms, which was then reduced to 32 Hz after downsampling. Hence, the dimension of each observation was 256 according to the relation N t × N e . The NSGA-II algorithm was used for optimal feature selection due to the multiplicity of features. The number of optimal features were 37, 43, 48 and 34 for subject1, subject3, subject7 and subject8, respectively. The involved parameters as well as the implementation procedure of the NSGA-II algorithm are explained section 3.3.
Classification
In this section, the data of all four sessions for all three subjects from database 1 were used. 3400 observations were randomly selected in each session as the training data to estimate cross-validation accuracy. Moreover, from database 2 two pairs of disabled and healthy subjects, i.e. subject1 and subject3, and subject7 and subject8, respectively, were randomly considered. 2400 observations for subject1 and 2500 observations for subjects 3, 7 and 8 were randomly selected as the training data to estimate cross-validation accuracy. Note that the observations were selected from among all sessions and trials conducted for each subject (in database 2). Generally, the data of each session for each subject from database 1, and the data of all sessions combined for each subject, from database 2, were applied separately on each classifier. The training data were divided into 10 equally sized folds in order to estimate cross-validation accuracy (CVA). Regarding the base classifiers, DT, k-NN, LDA, LR, LVQ-NN, MLP, NB, PNN, RBF-NN and SVM and regarding the combinatorial classifiers, three boosting classifiers, AdaBoost, GentleBoost and LogitBoost, and ultimately, five bagging classifiers, Bagging-DT (random forest), Bagging-KNN, Bagging-LDA, Bagging-LR and Bagging-SVM, were used. Furthermore, in order to investigate the stability of the classifiers to various data volumes (SDV), the data used for each classifier was considered in three different volumes of 100%, 50% and 25% of the total observations. The last rows in tables 2-4 demonstrate the stability of respective classifiers over data volume changes. The calcul ation procedure for SDV is expressed through the following equation:
where accu100%, accu50% and accu25% represent the classification accuracy for 100%, 50% and 25% of data volume, respectively. The lower the SDV values, the higher the stability of classifiers over data volume changes. The mean validation accuracies of classifiers for the three subjects regarding motor imagery data with respect to the data volume, and the mean validation accuracies of classifiers for the four subjects regarding P300 data with respect to data volume are presented in tables 2-4. The performance of each classifier is assessed merely based on 100% of data volume. Concerning the base classifiers and according to the results, LDA and SVM classifiers employing the kernel method were able to outperform their linear versions when dealing with motor imagery-based signals. However, the use of the kernel approach in these classifiers results in decreased validation when dealing with P300 signals. Therefore, in the case of database 1, LDA and SVM classifiers were implemented using quadratic and polynomial-order 100 kernels, whereas a no kernel (linear) was employed in the case of database 2. As previously mentioned in section 2.1.8, the k-NN classifier presents varying performances on different data sets. For instance, in this study, although k-NN performs as the best classifier with respect to motor imagery-based signals, this was not the case for P300 signals. According to the data in database 1, the most appropriate value of k for the k-NN classifier for all subjects and sessions was 3, while in the case of database 2, k assumed different values depending on the subjects. Note that the results are presented in detail in appendix A (tables A1-A21). The designed MLP classifier for both databases included one hidden layer in which the appropriate number of neurons was obtained 10 and 5 through trial and error for databases 1 and 2, respectively. The number of centers and codebooks in the RBF-NN and LVQ classifiers for database 1 were considered 600 and 60, respectively. However, in the case of database 2, these values varied depending on the subject. All the employed LVQ classifiers were of type LVQ1 with a learning rate of 0.01. Second-order polynomials were used to design the PNN classifier. According to Three boosting classifiers, namely, AdaBoost, LogitBoostand GentleBoost, were assessed. In the case of both databases, the learning rate was 0.1 for all classifiers, with DT being the base learner. 1000 learners were considered for motor imagerybased signals of the first database. According to the results of table 3, GentleBoost and AdaBoost classifiers achieved the maximum and minimum validation accuracies of 87.4543% and 84.9967%, respectively. In the case of P300 signals of the second database, the most appropriate number of learners for each classifier was different depending on the subject. Regarding these signals, LogitBoost and GentleBoost achieved the maximum and minimum validation accuracies of 87.3150% and 86.6450%, respectively. Moreover, in the case of both databases, AdaBoost (database 1: 2.9297% and database 2: 0.5858%) and LogitBoost (database 1: 4.1389% and database 2: 0.91741%) scored the minimum and maximum SDV values, respectively. The results of boosting classifiers are shown in table 3.
Finally, five bagging classifiers, Bagg-DT, Bagg-kNN, Bagg-LDA, Bagg-LR, and Bagg-SVM, were analyzed. The number of bootstraps in all bagging classifiers was considered to be 100. As demonstrated in table 4, among the five aforementioned bagging classifiers, merely Bagging-DT (random forest) was able to score a significant validation accuracy compared to its base classifier (DT). The improvements for the motor imagery-based signals and the P300 signals are, respectively, 16.7091% and 8.25%, while no significant changes were observed in other classifiers. The reason may be attributed to the appropriate interactions of unstable and weak classifiers such as DT with bagging classifiers. Moreover, Bagg-LR with 1.9999% on the first database Tables 5 and 6 compare the mean equality probability of classifiers' validation accuracy in pairs considering the database; the closer the probability to one, the higher the mean equality probability of the two classifiers' validation accuracy. Based on the results, in both databases, the mean of validation accuracy for GentleBoost-LogitBoost, AdaBoost-MLP, and LDA-SVM classifiers are significantly equal. Also, the probability value of bagging classifiers with their stable base classifiers is equal to 1, except for Bagg-DT (in this article, significance level is 0.05).
Optimization
In this section, the evolutionary algorithms reviewed in section 2.2 and also some of their enhanced models were compared and assessed. These algorithms were used in two stages, i.e. feature selection and classifier design. The employed classifier was a multilayer artificial neural network, where the weight coefficients were determined through evolutionary algorithms.
Considering the multi-objective nature of a feature selection process, the NSGA-II algorithm was used for the selection of optimal features. The input data comprised two categories: (1) 25% of the total observations in the second session for the second subject regarding the first database (quSMR) with a dimension of 96, which was used in subsequent procedures, and (2) 
AdaBoost
GentleBoost
LogitBoost
Bagg-DT
BaggkNN
Bagg-LDA
Bagg-LR

Bagg-SVM
Bagg-SVM 0.00 0.00 0.08 0.00 0.00 0.00 0.00 0.00 0.65 1.00 0.00 0.00 0.00 0.00 0.00 0.06 0.00 1 Bagg-LR 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 Bagg-LDA 0.00 0.48 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.32 0.00 0.00 0.00 0.00 0.46 1.00 Bagg-kNN 0.00 1.00 0.41 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 Bagg-DT 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 LogitBoost 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 1.00 GentleBoost 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 AdaBoost 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 1.00 SVM 0.00 0.00 0.37 0.00 0.00 0.00 0.00 0.00 0.21 1.00 RBF 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 PNN 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 NB 0.45 0.00 0.00 0.00 0.00 0.00 1.00 MLP 0.00 0.00 0.00 0.00 0.00 1.00 LVQ 0.00 0.00 0.00 0.00 1.00 LR 0.00 0.00 0.00 1.00 LDA 0.00 0.43 1.00 k-NN 0.00 1.00 DT 1.00 P300 signals regarding the second database with a dimension of 256, which was used in section 3.2. In the case of quSMR data, the LDA classifier with a quadratic kernel and, in the case of the second database, linear LDA were used as the decision maker. Regarding NSGA-II, the initial population included 400 individuals, where the maximum number of iterations was 1000. The probability of crossover and mutation were 0.7 and 0.2, respectively. Moreover, the objectives were considered as: (1) the number of selected features, and (2) the classifier error. 70% of the data were considered as the training data and the remaining 30% as the test data. A Pareto chart of the optimal features with respect to the classification error for different subjects and datasets is demonstrated in figure 6 . According to the results, in the case of the second database, as previously mentioned in section 3.1.2, the number of optimal features for selected subjects, that is, subject1, subject3, subject7 and subject8 were 37, 43, 48 and 34, respectively. Moreover, three features were selected as the optimal features in the case of the quSMR dataset (as the data of database 1 have high classification accuracy, the least number of optimal features were used in order to challenge the evo lutionary algorithms against these data).
In order to design an evolutionary-based neural network classifier, the following two datasets were used: (1) quSMR dataset, and (2) 25% of the total observations of the third subject in the second database (quP300). The employed neural network included one hidden layer, in which five neurons were considered. Weight coefficients were determined by singleobjective algorithms DE, PSO, HS, IWO, BBO and TLBO, by bi-objective algorithms NSGA-II, NSHS, NSIWO, NSBBO, and NSTLBO, as well as some improved models of these Pareto representation of the number of optimal features based on the classifier error for the quSMR dataset, as well as subject1, subject3, subject7 and subject8, regarding the second database.
algorithms. For all implementations, 70% of the data were considered as the training and the remaining 30% as the test data. All the employed bi-objective algorithms were implemented on single-objective base algorithms through the application of non-dominated sorting and crowding distance concepts.
Relation R + 1 2+CD [246] was used in all bi-objective algorithms such as NSIWO, NSTLBO and NSGHS, which, according to their base algorithms, require the best or worst member of their population to be determined. R and CD represent the rank, i.e. the front number and crowding distance of each member in the population, respectively. The smaller the obtained value, the better the respective member, and vice versa. In the case of single-objective and bi-objective algorithms, the training error was considered the primary objective, while for the latter, the secondary objective is defined according to the following equation: Demonstration of test accuracy and confidence interval of single-objective EA-based neural networks for the quP300 dataset. Table 8 . BBO migration models.
Migration model Formulation
Model 1 (BBO-1) 
where TPR and TNR represent true positive rate and true negative rate, respectively. The number of population for all single-and bi-objective algorithms was 200, and the numbers of iterations for single-and bi-objective algorithms were 2000 and 1500, respectively. Different strategies on mutation operator have been presented to employ the DE algorithm [247] . In this study, five typically and widely used strategies were employed. Table 7 illustrates these strategies.
In table 7 , r 1 , r 2 , r 3 , r 4 and r 5 are random numbers within the interval [1, nPop] , where nPop is the number of population, f is the scaling factor to control the distinction between vectors, v is donor vector, and x tBest is the best solution in iteration t. As shown in figures 7 and 8, the DE/best/2 (DE-4) and DE/rand/2 (DE-3) strategies on both datasets achieved the best and worst performances, respectively. Regarding the HS algorithm, a simple HS algorithm was compared to GHS. In all single-and bi-objective cases as well as for both datasets, GHS and NSGHS algorithms achieved higher accuracies compared to HS and NSHS. Also, four migration models were used in order to implement BBO and NSBBO algorithms. Table 8 illustrates the way species evolve in a habitat based on the immigration rate λ and emigration rate μ according to the four following migration models.
As shown in figures figures 7-10, migration model 4 (BBO-4) achieved more favorable results on both datasets and in both single-and bi-objective cases. Also, according to the results, the single-objective PSO algorithm and the biobjective NSGA-II algorithm achieved average performances. As an overall conclusion, it can be stated that the IWO and NSIWO evolutionary algorithms, irrespective of the employed data type, achieved the best performances, followed by TLBO and NSTLBO as the second best algorithms.
Conclusions
This study mainly aimed to present a comprehensive theoretical-experimental survey in the classification methods for Figure 10 . Demonstration of test accuracy and confidence interval of bi-objective EA-based neural networks for the quP300 dataset. BMI-based systems and their optimization approaches using evolutionary algorithms. The first part of this paper reviewed a wide range of different types of base and combinatorial classifiers as well as evolutionary algorithms. The second part compared and evaluated those classifiers and evolutionary algorithms in a practical manner. In a practical implementation, the database provided by BCI competition III, specifically the features of the extracted three-class power spectral density associated with that databse, as well as the two-class P300 signals provided by BCI group of EPFL university were used.
Two main groups of the base and combinatorial classifiers were analyzed and two types of combinatorial classifiers, i.e. bagging and boosting, were considered for practical implementation. The bagging classifiers were implemented using five base classifiers LDA, DT, LR, SVM and k-NN. In contrast to the Bagg-kNN, Bagg-SVM, Bagg-LDA and Bagg-LR classifiers, only Bagg-DT (random forest) classifier demonstrated a significant validation accuracy among bagging classifiers compared to their base classifiers. The reason may be the insensitivity of base classifiers such as k-NN and SVM to perturbation of the training data. These classifiers are referred to as stable classifiers [248] . The experimental results of this study verifies the belief that unstable and weak classifiers such as DT achieve considerably better performance compared to stable classifiers when being run using the bootstrap method [249, 250] . Among bagging classifiers, Bagg-LR and Bag-kNN with SDV values of 1.9999% and 0.0815%, were the least sensitive classifiers against changes in data volume in the case of motor imagery as well as P300 signals, respectively. Moreover, by averaging the SDV values of both databases, the Bagg-LR classifier achieved the best stability to data volume. Regarding boosting classifiers, three classifiers were implemented: AdaBoost, LogitBoost, and GentleBoost. Overcoming the weaknesses such as sensitivity to noise and outliers in AdaBoost classifier can be considered one of the major objectives in design of classifiers such as GentleBoost and LogitBoost [135, 136] . While the latter two have been of less interest in BMI-based systems compared to AdaBoost, according to the results obtained in this study, GentleBoost and LogitBoost achieved the highest validation accuracies. AdaBoost demonstrated the minimum sensitivity against data volume with SDV values of 2.9297% and 0.5858% for motor imagery-based and P300 signals, respectively. According to the literature review on base classifiers, LDA, SVM and MLP can be regarded as the most widely used classifiers in BMI systems as well as evolutionary-based BMI systems. In the present study, 10 base classifiers, namely DT, LDA, SVM, LVQ, NB, MLP, LR, k-NN, RBF-NN and PNN, were investigated and implemented. Despite their high computation complexities, PNN and LVQ classifiers did not provide desirable performances. According to the exper imental results, occurrence probability of overfitting in these classifiers, specifically in PNN, is greater than that of MLP. Selecting an appropriate number of codebooks for LVQ as well as the number of neurons in the hidden layer for PNN are two major factors affecting the success of these classifiers. With a validation accuracy of 57.4804%, LVQ is the least accurate classifier for the database of motor imagery-based signals. The DT classifier achieved the lowest validation accuracy of 76.9279% in the case of P300 signals. According to the results obtained from both databases, the application of combinatorial methods such as boosting and bagging on the DT classifier is recommended in order to improve its performance. The k-NN classifier demonstrated varying performances depending on the input data. In this study, k-NN performed as the best base classifier with a validation accuracy of 99.9673% when dealing with motor imagery signals. However, this was not the case in P300 signals. LDA and SVM were recognized as the best base classifiers achieving high accuracies in both cases of motor imagery and P300 signals. In the former, SVM and LDA achieved accuracies of 98.2026% and 99.0980%, respectively, while in the latter, these values were 88.3508% and 89.0904%, respectively. In the case of SMR signals, LDA and SVM classifiers employing kernel approach outperformed their linear counter parts. However, the use of the kernel approach in these classifiers reduced their validation accuracy in the case of P300 signals, which can be accounted for by the complex nature of the three-class learning model of the first database compared to the two-class learning model of the second database. By calculating the average SDVs of both databases, NB classification was shown to achieve the best stability against the changes in data volume.
In order to implement an evolutionary-based BMI system, evolutionary algorithms were used in the feature selection and classifier design stages. According to the literature review, the three single-objective algorithms GA, DE and PSO, as well as the multi-objective NSGA-II algorithm, were the most employed algorithms in studies on BMI systems. Considering the multi-objective nature of feature selection process, the NSGA-II algorithm was used for selection of optimal features. The employed classifier was a multilayer artificial neural network, in which the weight coefficients were determined through evolutionary algorithms. Weight coefficients were determined using single-objective algorithms such as the DE, PSO, HS, IWO, BBO and TLBO algorithms and bi-objective algorithms such as the NSGA-II, NSHS, NSIWO, NSBBO and NSTLBO algorithms, as well as some of their improved versions. In order to employ the DE algorithm, five mutation strategies, namely DE-1, DE-2, DE-3, DE-4 and DE-5, were used. Considering the two datasets, DE-4 demonstrated the best performance. In the case of the BBO algorithm, linear (BBO-1), third-and fifthorder quadratic (BBO-2 and BBO-3), and sinusoidal (BBO-4) migration models were used. According to the results, the sinusoidal model outperformed other migration models. Regarding the HS algorithm, a simple HS algorithm was compared to one of its improved variants known as GHS. In all single-and biobjective cases as well as for both datasets, GHS and NSGHS algorithms achieved higher accuracies compared to HS and NSHS. Finally, as an overall conclusion, it can be stated that IWO and NSIWO evolutionary algorithms, independent of the employed data type, achieved the best performances, followed by TLBO and NSTLBO as the second best algorithms. Finally, a summary of past articles in the field of EEG-based BMI systems are presented in appendix B (tables B1-B5).
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