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Abstract The present study investigated modality-spe-
cific differences in processing of temporal information in
the subsecond range. For this purpose, participants per-
formed auditory and visual versions of a rhythm perception
and three different duration discrimination tasks to allow
for a direct, systematic comparison across both sensory
modalities. Our findings clearly indicate higher temporal
sensitivity in the auditory than in the visual domain irre-
spective of type of timing task. To further evaluate whether
there is evidence for a common modality-independent
timing mechanism or for multiple modality-specific
mechanisms, we used structural equation modeling to test
three different theoretical models. Neither a single
modality-independent timing mechanism, nor two inde-
pendent modality-specific timing mechanisms fitted the
empirical data. Rather, the data are well described by a
hierarchical model with modality-specific visual and
auditory temporal processing at a first level and a modality-
independent processing system at a second level of the
hierarchy.
Introduction
Research on modality-specific differences in temporal
processing suggests better temporal resolution for the
auditory compared to the visual sensory system. Higher
temporal sensitivity of the auditory modality could be
established for different elementary temporal experiences
in the range of milliseconds such as simultaneity/succes-
siveness, perceived duration, and duration discrimination
(for concise reviews see Fraisse, 1985; Po¨ppel 1978;
Rammsayer, 1992; van Wassenhove, 2009).
Investigations of simultaneity/successiveness are con-
cerned with the size of the temporal interval between two
events that is required for them to be perceived as two
separate events (successiveness) rather than fused as one
event (simultaneity; Fraisse, 1985; Rammsayer, 1992).
Work on simultaneity and successiveness reveals much
lower fusion thresholds for the auditory than for the visual
modality (cf., Li, Huang, Wu, Qi, & Schneider, 2009;
Rammsayer, 1989, 1994; Rammsayer & Brandler, 2002).
The concept of perceived duration refers to the sub-
jectively perceived duration of a certain stimulus interval,
independently of the objective duration of the interval.
Numerous studies consistently demonstrated effects of
sensory modality on perceived duration indicating that
auditory stimuli are perceived as longer than visual ones of
the same physical duration (Ortega, Lopez, & Church,
2009; Penney, 2003; Penney, Gibbon, & Meck, 2000;
Penney, & Tourret, 2005; Ulrich, Nitschke, & Rammsayer,
2006; Walker, & Scott, 1981; Wearden, Edwards, Fakhri,
& Percival, 1998).
Unlike perceived duration, duration discrimination
refers to the ability to discriminate the smallest possible
differences in duration between two stimulus intervals.
Temporal sensitivity, as reflected by performance on
duration discrimination, appears to be based on, at least
partially, different mechanisms than perceived duration
(Grondin, & Rammsayer, 2003; Rammsayer, 2010). In
contrast to the large number of studies on modality-specific
effects on perceived duration, systematic investigations of
the effects of sensory modality on performance on duration
discrimination are extremely scant. The available data
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suggest better discrimination of auditory compared to
visually presented intervals (Grondin, 1993; Grondin,
Meilleur-Wells, Ouellette, & Macar, 1998; Ulrich et al.,
2006). This indicates higher temporal sensitivity in the
auditory than in the visual sensory mode.
There are usually two types of stimuli used in duration
discrimination tasks. One type is the filled interval and the
other type is the empty interval. In filled intervals, onset
and offset of a continuous signal serve as markers, whereas
an empty interval is a silent duration marked by an onset
and an offset signal with no stimulus presented during the
interval itself. Experimental evidence suggests that per-
formance in duration discrimination is affected by stimulus
type. It was found that filled auditory intervals (continuous
tones) were discriminated more accurately than empty
intervals (with onset and offset marked by clicks) at a
50-ms base duration (Rammsayer, 2010; Rammsayer, &
Lima, 1991). No such performance differences could be
shown for longer intervals.
Another elementary time experience represents the
perception of rhythm. Rhythm perception refers to the
subjective grouping of objectively separate events
(Demany, McKenzie, & Vurpillot, 1977) or discrimina-
tion processes in serial temporal patterns (ten Hoopen
et al., 1995). In a typical rhythm perception task, par-
ticipants are presented with a click pattern devoid of any
pitch, timbre, or dynamic variations to avoid possible
confounding influences on perceived rhythm. The par-
ticipant’s task is to detect a deviation from regular,
periodic click-to-click intervals. To the best of our
knowledge, there are only a few studies directly com-
paring performance on auditory and visual rhythm per-
ception. While Collier and Logan (2000) reported
reliably better performance for the auditory than for the
visual modality, the findings of a more recent study
(Jokiniemi, Raisamo, Lylykangas, & Surakka, 2008)
point in the same direction but failed to reach statistical
significance. Additional indirect evidence for better
rhythm perception in the auditory compared to the visual
modality comes from two studies using a stop-reaction
time task with auditory and visual stimuli (Penney, 2004;
Rousseau, & Rousseau, 1996).
The main goal of the present study was to further
elucidate modality-specific differences in rhythm per-
ception and duration discrimination in the range of mil-
liseconds. For this purpose, a rhythm perception task and
three different duration discrimination tasks (discrimina-
tion of filled intervals, discrimination of empty intervals,
and temporal generalization) were employed in the
present experiment. Identical versions of each of the four
tasks were presented in the auditory and in the visual
modality to allow for a direct, systematic comparison of
temporal sensitivity across both sensory modalities.
Performance on duration discrimination may be influ-
enced by various factors such as type of interval and the
psychophysical procedure applied. Inconsistent findings as
a function of type of interval prompted Craig (1973) to put
forward the idea of different timing mechanisms required
for the processing of filled and empty intervals, although he
did not specify these mechanisms. Proceeding from these
considerations, both filled and empty intervals were used in
the present study to investigate potential differences in
duration discrimination with auditory and visual stimuli.
There is converging evidence for the notion that the
psychophysical procedure applied for quantification of
performance on duration discrimination may also influence
the results. One of the most common tasks in time psy-
chophysics represents temporal discrimination based on
the reminder task paradigm (cf., Lapid, Ulrich, & Ramm-
sayer, 2008; Macmillan, & Creelman, 2005). With this type
of task, the standard interval is always presented first fol-
lowed by the comparison interval. The participant’s task is
to indicate whether the first or second interval appeared
longer. Another type of duration discrimination task is
represented by the temporal generalization task. Unlike
temporal discrimination, temporal generalization does not
entirely rely upon genuine timing processes but also on
additional long-term memory processes (McCormack,
Brown, Maylor, Richardson, & Darby, 2002). This is
because, with this type of task, participants are instructed to
memorize a reference duration during a preexposure phase
and are required to judge whether or not the durations
presented during the test phase were the same as the ref-
erence duration. There is some evidence, that performance
on temporal generalization is better in the auditory
modality compared to the visual modality (Klapproth,
2002). Furthermore, visual judgments were shown to be
more variable than auditory ones (Wearden et al., 1998).
To further elucidate modality-specific differences in tem-
poral generalization, an auditory and a visual temporal
generalization task were included in the present
experiment.
Besides a direct comparison of performance on the four
psychophysical timing tasks as a function of sensory
modality, another goal of the present study was to answer
the question of whether there is a common, modality-
independent timing mechanism rather than two modality-
specific timing mechanisms underlying auditory and visual
processing of temporal information. Duration discrimina-
tion is often explained by the general assumption of a
hypothetical internal clock based on neural counting
(Allan, & Kristofferson, 1974; Creelman, 1962; Ramm-
sayer, & Ulrich, 2001; Treisman, 1963). The main features
of such an internal clock mechanism are a pacemaker and
an accumulator. The pacemaker emits pulses and the
number of pulses relating to a physical time interval is
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recorded by the accumulator. Thus, the number of pulses
counted during a given time interval is the internal tem-
poral representation of the interval. The higher the clock
rate, the finer the temporal resolution of the internal clock
will be, which is equivalent to higher temporal sensitivity
as indicated by better performance on duration discrimi-
nation and rhythm perception. Some neurophysiological
evidence supports the notion of such a common timing
mechanism underlying visual and auditory temporal pro-
cessing. In a recent fMRI study, Shih, Kuo, Yeh, Tzen, and
Hsieh (2009) identified the supplementary motor area and
the basal ganglia as common neural substrates involved in
temporal processing of both auditory and visual intervals in
the subsecond range.
Other psychophysiological and psychophysical findings,
however, seriously challenge the notion of a modality-
independent common timing mechanism and rather suggest
two distinct modality-specific timing mechanisms. For
example, an electrophysiological study (Chen, Huang, Luo,
Peng, & Liu, 2010) revealed differences between auditory
and visual duration-dependent mismatch negativity under
attended and unattended conditions. Based on this obser-
vation, these authors concluded that auditory temporal
information is processed automatically, whereas processing
of visual temporal information draws on additional atten-
tional resources. Furthermore, Lapid, Ulrich, and Ramm-
sayer (2009) examined perceptual learning from the
auditory to the visual modality. They investigated if
training on an auditory duration discrimination task facil-
itates the discrimination of visual durations. No such cross-
modal training effect could be found. All these latter
findings favor the idea of two distinct modality-specific
mechanisms for the processing of auditorily and visually
presented temporal intervals rather than the notion of a
general, modality-independent timing mechanism.
In view of the few existing and rather ambiguous data, a
major goal of the present study was to investigate the
relation between auditory and visual temporal information
processing using structural equation modeling (SEM).
Even if differences in mean performance on auditory and
visual timing tasks could be confirmed, additional analyses
of variances and covariances by means of SEM may reveal
whether auditory and visual temporal information pro-
cessing involve the same or different timing mechanisms.
To achieve this goal, three basic models for temporal
processing of auditory and visual information processing
were tested.
If it is supposed that the same mechanism underlies
visual and auditory temporal information processing, one
latent variable, referring to a general, modality-indepen-
dent timing mechanism, should be able to explain the
pattern of correlations between the eight timing tasks. This
assumption is expressed in Model 1 (Fig. 1a).
Proceeding from the above mentioned findings that
support the idea of two distinct, modality-specific timing
mechanisms, Model 2 (see Fig. 1b) assumes that two
independent latent variables should account better for the
pattern of correlations between the visual and auditory
timing tasks than a general, modality-independent timing
mechanism as suggested by Model 1. To test this hypoth-
esis, we derived one latent variable referred to as ‘‘visual
temporal processing’’ from the four visual timing tasks and
another latent variable referred to as ‘‘auditory temporal
processing’’ from the four auditory timing tasks. In case
that these two latent variables reflect two largely inde-
pendent timing mechanisms, the correlation between the
two latent variables is expected to be zero.
Finally, a third theoretical model endorses the notion of
a hierarchical structure of modality-specific and modality-
independent levels of information processing (Fig. 1c).
Fig. 1 Three hypothetical
structural equation models.
a Model 1: one common
modality-independent timing
mechanism, b Model 2: two
independent modality-specific
auditory and visual timing
mechanisms, c Model 3:
hierarchic model with modality-
specific and modality-
independent processing systems
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This model acts on the assumption of modality-specific
visual and auditory processing of temporal information at a
first level of processing which, however, is controlled by a
superordinate, modality-independent mechanism of sorts.
Method
Participants
Participants were 60 male and 54 female volunteers rang-
ing in age from 18 to 30 years (mean and standard devia-
tion of age 22.9 ± 3.3 years). All participants had normal
hearing and normal or corrected-to-normal vision. The
study was approved by the local ethics committee.
Psychophysical timing tasks
Apparatus and stimuli
For stimulus presentation and response recording on all
tasks, E-Prime Version 2.0 experimental software (Psy-
chology Software Tools Inc., Pittsburgh, PA, USA) was
used. Auditory stimuli were white-noise bursts presented
binaurally through headphones (Sony CD 450) at an
average intensity of 67 dB. Visual stimuli were generated
by a red LED (diameter .38, viewing distance 60 cm,
luminance 68 cd/m2) positioned at eye level of the partic-
ipant. The intensity of the LED was clearly above thresh-
old, but not dazzling.
Auditory and visual temporal discrimination of filled
intervals (DDF)
The temporal discrimination task comprised two blocks,
one block of visual and one block of auditory stimuli. Each
block consisted of 64 trials, and each trial consisted of one
standard interval and one comparison interval. The dura-
tion of the comparison interval varied according to an
adaptive rule (Kaernbach, 1991) to estimate x.25 and x.75
of the individual psychometric function; that is, the two
comparison intervals at which the response ‘‘longer’’ was
given with a probability of .25 and .75, respectively.
For both the auditory and the visual task, the standard
interval was 100 ms and initial durations of the comparison
interval were 35 ms below and above the standard interval
for x.25 and x.75, respectively. To estimate x.25, the
duration of the comparison interval was increased for
Trials 1–5 by 5 ms if the participant had judged the stan-
dard interval to be longer and decreased by 15 ms after a
‘‘short’’ judgment. For Trials 6–32, the duration of the
comparison interval was increased by 3 ms and decreased
by 9 ms, respectively. The opposite step sizes were
employed for x.75. In each experimental block, one series
of 32 trials converging to x.75 and one series of 32 trials
converging to x.25 were presented. Within each series, the
order of presentation for the standard interval and the
comparison interval was fixed, with the standard interval
being presented first. Trials from both series were ran-
domly interleaved within a block.
Each participant was seated at a table with a keyboard
and a computer monitor. To initiate a trial, the participant
pressed the space bar; auditory presentation began 900 ms
later. The two intervals were presented with an interstim-
ulus interval of 900 ms. The participant’s task was to
decide which of the two intervals was longer and to indi-
cate his/her decision by pressing one of two designated
keys on a computer keyboard. One key was labeled ‘‘First
interval longer’’ and the other was labeled ‘‘Second inter-
val longer’’. The instructions to the participants empha-
sized accuracy; there was no requirement to respond
quickly. After each response, visual feedback (‘‘?’’, i.e.,
correct; ‘‘-’’, i.e., false) was displayed on the computer
screen during 1,500 ms. The next trial started 900 ms after
presentation of the feedback.
As a measure of performance, mean differences between
standard and comparison intervals were computed for the
last 20 trials of each series. Thus, estimates of the 25 and
75% difference thresholds in relation to the 100-ms stan-
dard intervals were obtained for the auditory and the visual
task, respectively. In a second step, half the interquartile
range [(75% threshold value - 25% threshold value)/2],
representing the difference limen, DL (Luce, & Galanter,
1963), were determined for both temporal discrimination
tasks. With this psychophysical measure, better perfor-
mance on duration discrimination is indicated by smaller
values.
Auditory and visual temporal discrimination of empty
intervals (DDE)
With this type of task, the intervals to be compared were
empty intervals marked by an onset and an offset signal.
For the auditory and the visual task, the intervals were
bounded by 3-ms white-noise bursts and 3-ms light flashes,
respectively. All other parameters of this task were the
same as in the temporal discrimination task with filled
intervals.
Auditory and visual temporal generalization (TG)
In addition to the temporal discrimination tasks, an audi-
tory and a visual temporal generalization task were used
with a standard duration of 100 ms. For visual temporal
generalization, the nonstandard stimulus durations were 55,
70, 85, 115, 130, and 145 ms, whereas for auditory
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temporal generalization, the nonstandard stimulus dura-
tions were 67, 78, 89, 111, 122, and 133 ms. These shorter
nonstandard durations for the auditory task were chosen
because a pilot study showed that the auditory task would
be too easy when using nonstandard durations as long as
those used with the visual task.
With both generalization tasks, participants were
required to identify the standard stimulus among the six
nonstandard stimuli. In the first part of the experiment, the
learning phase, participants were instructed to memorize
the standard stimulus duration. For this purpose, the stan-
dard interval was presented five times. Then participants
were asked to start the test. Each generalization task con-
sisted of eight blocks. Within each block, the standard
duration was presented twice, while each of the six non-
standard intervals was presented once. All duration stimuli
were presented in randomized order.
On each test trial, one duration stimulus was presented.
Participants were instructed to decide whether or not the
presented stimulus was of the same duration as the standard
stimulus presented during the learning phase. Immediately
after presentation of a stimulus, the participant responded
by pressing one of two designated response keys. One key
was labeled ‘‘Standard’’ and the other was labeled
‘‘Non-Standard’’. Each response was followed by visual
feedback. As a quantitative measure of performance on
temporal generalization an individual index of response
dispersion (McCormack, Brown, Maylor, Darby, & Green,
1999) was determined. For this purpose, the proportion of
total ‘‘Standard’’-responses to the standard duration was
divided by the sum of the relative frequencies of ‘‘Stan-
dard’’-responses to all seven durations. This measure
would approach 1.0 if all ‘‘Standard’’-responses are pro-
duced to the standard duration and none to the nonstandard
stimuli.
Auditory and visual rhythm perception (RP)
Apparatus and stimuli were the same as in the previous
experimental tasks. For the auditory rhythm perception task,
the stimuli consisted of 3-ms white-noise bursts presented
binaurally through headphones, while light flashes with a
duration of 3 ms were used in the visual task. Participants
were presented with rhythmic patterns, each consisting of a
sequence of six noise bursts (auditory task) or six flashes
(visual task) marking five beat-to-beat intervals. Four of
these intervals were of a constant duration of 150 ms, while
one interval was variable (150 ms ? x). The initial duration
of x was 20 ms. The magnitude of x changed from trial to
trial depending on the participant’s previous response
according to the weighted up-down procedure (Kaernbach,
1991) which converged on a probability of hits of .75.
Correct responding resulted in a decrease of 4 ms and
incorrect responses made the task easier by increasing the
value of 12 ms. For each task, a total of 64 experimental
trials were grouped in two independent series of 32 trials
each. In Series 1, the third beat-to beat interval was the
deviant interval, while, in Series 2, the fourth beat-to-beat
interval was the deviant interval. Trials from both series
were presented in random order.
The participant’s task was to decide whether the pre-
sented rhythmic pattern was perceived as ‘‘regular’’ (i.e.,
all beat-to-beat intervals appeared to be of the same
duration) or ‘‘irregular’’ (i.e., one beat-to-beat interval was
perceived as deviant). Participants indicated their decision
by pressing one of two designated response keys (either
‘‘Regular’’ or ‘‘Non-regular’’). No feedback was given, as
there were no perfectly isochronous (‘‘regular’’) patterns
presented. As a psychophysical indicator of performance
on auditory and visual rhythm perception, the 75%
threshold for detection of irregularity was determined.
Individual threshold estimates represented the mean
threshold value across Series 1 and 2.
Time course of the experiment
Auditory and visual timing tasks were presented blockwise
within one session. Order of blocks was counterbalanced
across participants. Order of tasks within blocks was bal-
anced across participants. Testing took approximately
45 min.
Data analysis
To investigate modality-specific differences in temporal
sensitivity within each timing task, paired t tests were per-
formed. In a next step, we examined which of the three above
defined models of temporal information processing will
provide the best description of the empirical data. For this
purpose, the model-implied covariance matrix was com-
pared with the empirically observed covariance matrix using
SEM. The fit between the two matrices can be judged in
terms of several fit indices. The most important index is the
v2 value which denotes the degree of deviance between the
two matrices. A statistically nonsignificant v2 value indicates
that the empirically observed matrix of covariance does not
deviate significantly from the model-implied matrix. To
judge which of the three theoretical models describes the
empirical data best, v2 values of the three models will be
compared. In case that the v2 value of one model is signifi-
cantly smaller than that of another model, the model with the
smaller v2 value describes the empirical data more
adequately.
The disadvantage of the v2 value, however, is its
dependence on sample size (e.g., Kline, 1998; Scherm-
elleh-Engel, Moosbrugger, & Mu¨ller, 2003). Therefore, the
24 Psychological Research (2012) 76:20–31
123
common procedure is to use further fit indices (for overview
see Schermelleh-Engel et al., 2003). The comparative fit
index (CFI) is less affected by the sample size and signifies
whether the estimated model is better than a null model, i.e.,
a model where all observed variables are assumed to be
uncorrelated (cf., Kline, 1998). The CFI can vary from 0 to
1 with higher values indicating an improvement by the
estimated model over the null model. A value of .95 or
higher is assumed to be an acceptable fit (cf., Kline, 1998;
Schermelleh-Engel et al., 2003). The root mean square error
of approximation (RMSEA) compares the estimated model
with a perfect fitting model. Smaller RMSEA values indi-
cate less difference between the estimated model and the
perfect model. Thus, RMSEA values smaller than .05 sug-
gest a close fit, but also values between .05 and .08 are
acceptable (Browne, & Cudeck, 1993; Schermelleh-Engel
et al., 2003). Furthermore, the 90% confidence interval (CI)
of the RMSEA is supposed to include 0 indicating that the
true value of the RMSEA approximates a perfect model fit
(Schermelleh-Engel et al., 2003).
A theoretical model should be as parsimonious as possi-
ble. Building models for more complex phenomena, how-
ever, requires the inclusion of additional parameters at the
expense of decreasing parsimony of the model. Concur-
rently, a more complex model exhibits a smaller v2 value
(i.e., a better fit) compared to a less complex model. To
account for the complexity of a given model, the Akaike
information criterion (AIC) is computed by charging the v2
value against the complexity of the model. When calculating
the AIC, the v2 value is less reduced for a more complex
model and more strongly reduced for a less complex model.
As a consequence, the AIC of a less complex model can be
smaller than the AIC of a more complex model although its
v2 value has to be larger. Therefore, when comparing two or
more models to each other, the model with the lower AIC
represents the better fitting model (Schermelleh-Engel et al.,
2003). Finally, the standardized root mean square residual
(SRMR) represents an index of covariance residuals.
Covariance residuals describe the remaining differences
between the empirically observed and the model-implied
covariances (Kline, 1998). Thus, lower SRMR values indi-
cate smaller covariance residuals. Thus, usually SRMR
values B.10 are considered acceptable (Kline, 1998).
SEM analyses were carried out with the statistical
modeling program Mplus (Muthe´n, & Muthe´n, 2009). To
estimate the model parameters on the basis of the empirical
data, a maximum-likelihood procedure was used.
Results
Descriptive statistics of temporal sensitivity measures for
all auditory and visual timing tasks are listed in Table 1.
Paired t tests revealed significant differences between
modalities for all timing tasks (see Table 1). These results
indicate significantly higher temporal sensitivity in the
auditory than in the visual sensory mode for all four types
of timing tasks.
It is important to note that the index of response dis-
persion obtained from the temporal generalization task is
positively related to performance, i.e., better performance
is indicated by higher values of response dispersion. All
other psychophysical measures based on threshold esti-
mates are negatively associated with timing performance.
To enhance clarity of data presentation, for the following
analyses algebraic signs of performance measures based on
threshold estimates were reversed, so that higher positive
values consistently indicate better performance for all
temporal tasks. Correlational analysis yielded statistically
significant positive correlations between performance
scores of most temporal tasks irrespective of sensory
modality (see Table 2). This indicates a positive manifold
(cf., Carroll, 1993) and, thus, may suggest a common
modality-independent timing mechanism.
To further evaluate whether the positive manifold is due
to one common modality-independent timing mechanism
or to multiple modality-dependent mechanisms, the three
above outlined theoretical models were investigated using
SEM. Because of the substantial portion of variance shared
by the same type of task, we allowed intercorrelations
between the residuals of visual and auditory timing per-
formance on the TG and RP task, respectively, in all three
models.
With the first model, we tested the assumption of one
general, modality-independent timing mechanism under-
lying both auditory and visual temporal information
processing. This model yielded a rather poor model fit as
Table 1 Mean performance (M) and standard deviation (SD) for the
four auditory and visual timing tasks
Timing task Sensory modality t d
Auditory Visual
M SD M SD
DDF (DL in ms) 8.8 2.71 20.2 7.44 16.57*** 1.55
DDE (DL in ms) 17.7 7.72 26.2 10.64 8.51*** .80
TG (IRD) .32 .10 .19 .08 13.60*** 1.27
RP (75% threshold
in ms)
54.4 21.73 64.4 29.15 4.40*** .41
Also given are t values and effect size estimates (d) for modality-
related differences (df = 113; N = 114)
DDF duration discrimination with filled intervals, DDE duration
discrimination with empty intervals, TG temporal generalization, RP
rhythm perception, DL difference limen, IRD index of response
dispersion
*** p \ .001 (two-tailed)
Psychological Research (2012) 76:20–31 25
123
indicated by the significant v2 value [v2(18) = 41.34;
p = .001]. Most of the other fit indices also failed to
support this model (CFI = .88; RMSEA = .11; CI of
RMSEA ranging from .06 to .15). Only SRMR = .07
suggests sufficiently small covariance residuals.
The second model assumed two independent, modality-
specific timing mechanisms, one mechanism for the pro-
cessing of auditory and another one for the processing of
visual temporal information. Because the modality factors
in Model 2 were assumed to be independent the correlation
between these two factors was set at zero. SEM also
revealed a poor fit to the empirical data for this model
[v2(18) = 49.66; p \ .001; CFI = .83; RMSEA = .12; CI
of RMSEA ranging from .08 to .17; SRMR = .14].
Finally, with the third model, the notion of a hierarchical
structure with two modality-specific mechanisms for the
processing of temporal information at the first-order level
and a more general, modality-independent mechanism at
the second-order level was tested. For this purpose, we
derived a second-order factor from the initial two-factor
solution. In case that a second-order factor is derived from
only two first-order factors, it is necessary to fix one factor
loading at 1 as a starting value for parameter estimation in
order to yield an unambiguous estimation of the factor
loadings (e.g., Kline, 1998). Therefore, the factor loading
from the visual modality factor to the second-order factor
was fixed at 1. The empirical data fitted this model quite
well [v2(17) = 24.84; p = .10; CFI = .96; RMSEA =
.06; CI of RMSEA ranging from .00 to .11; SRMR = .06]
and all factor loadings were significant with p \ .001
except for auditory TG (p = .004). Correlations between
visual and auditory RP (r = .54; p \ .001) and between
visual and auditory TG (r = .30; p = .001) were both
significant. The modality-specific factors showed sub-
stantial loadings on the modality-independent general
timing factor with p \ .001 (see Fig. 2). Model 3 provided
a significantly better fit compared with Model 1
[Dv2(1) = 16.50; p \ .001] and Model 2 [Dv2(1) = 24.82;
p \ .001], respectively. Furthermore, the AIC for Model 3
(-9.16) was lower than for Model 1 (5.34) and Model 2
(13.66). Thus, although Model 3 was more complex com-
pared to Models 1 and 2, the better model fit cannot be
attributed to its higher complexity. The finding that Model
3 described the empirical data most adequately suggests
modality-specific processing of temporal information at the
initial level controlled by a superordinate, modality-inde-
pendent processing system. It should be noted that Model 3
is statistically equivalent to the assumption of two inter-
correlated first-order modality-specific factors. In this latter
model, the correlation between the visual and the auditory
timing mechanism is r = .64 (p \ .001) which is equiva-
lent to the product of the factor loadings of the first-order
factors on the second-order factor.
Discussion
The main goal of the present study was to investigate
differences and relations between modality-specific tem-
poral sensitivity as measured by a rhythm perception and
three different duration discrimination tasks in the sub-
second range. For this purpose, participants performed an
auditory and a visual version of each of the four timing
tasks to allow for a direct, systematic comparison across
both sensory modalities. Our findings clearly indicate
Table 2 Correlations among measures of temporal sensitivity
obtained from four auditory and four visual timing tasks (N = 114)
Auditory Visual




RP .12 .39** -.02
Visual
DDF .22* .29** .25** .04
DDE .31** .35** .16 .24* .50**
TG .21* .30** .37** -.01 .31** .37**
RP .25** .35** .09 .58** .15 .36** .14
DDF duration discrimination with filled intervals, DDE duration
discrimination with empty intervals, TG temporal generalization, RP
rhythm perception
* p \ .05; ** p \ .01 (two-tailed)
Fig. 2 Structural equation model with two modality-specific mech-
anisms for the processing temporal information and a second-order,
modality-independent processing system. DDF duration discrimina-
tion with filled intervals, DDE duration discrimination with empty
intervals, TG temporal generalization, RP rhythm perception, a audi-
tory, v visual
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higher temporal sensitivity in the auditory than in the visual
domain irrespective of type of timing task. This outcome
confirms previous reports of superior auditory compared to
visual temporal sensitivity obtained with duration dis-
crimination (Grondin, 1993; Grondin et al., 1998; Ulrich
et al., 2006) and rhythm perception tasks (Collier, &
Logan, 2000; Penney, 2004; Rousseau, & Rousseau, 1996).
Higher temporal sensitivity in the auditory compared to
the visual modality can be explained from different per-
spectives. First, higher auditory temporal sensitivity may
be due to faster and more accurate processing of auditory
as compared to visual information. There is considerable
evidence for faster auditory reaction time (RT) compared
to visual RT (e.g., Brebner, & Welford, 1980; Goldstone,
1968; Woodworth, & Schlosberg, 1954). Because the pri-
mary visual cortex is located in the occipital lobe whereas
the primary auditory cortex is located in the temporal lobe
(e.g., Pinel, 2006), visual information has a longer path
from its receptors to the primary sensory cortex area than
auditory information. Thus, auditory information reaches
its central processing stage faster than visual information
does (Brebner, & Welford, 1980). With longer distance,
also the possibility of larger signal variability and of more
interruptions during signal processing increases (cf.,
Levine, 2001) as reflected by larger variability in visual
compared to auditory RT (Ulrich, & Stapf, 1984). These
factors may result in a lower signal-to-noise ratio and
decreased efficiency for visual compared to auditory
information processing. Findings from electrophysiological
studies revealed further evidence on this issue. Investiga-
tions of the N1, an early negative component of the event-
related potential (ERP) which reflects the analysis of
physical stimulus properties (e.g., Sto¨hr, Dichgans, Buettner,
& Hess, 2005), identified differences in latency between
visually and auditorily elicited N1. The earliest subcom-
ponent of the visual N1 peaks 100–150 ms after stimulus
presentation at anterior electrode sites. In contrast, the
earliest auditory N1 subcomponent, originating from the
auditory cortex, peaks approximately 75 ms after the
stimulus presentation at frontal–central sites (cf., Luck,
2005). Obviously, auditory ERPs are faster than visual
ones, which also supports the notion of faster auditory
information processing.
Second, our finding of more efficient processing of
auditory compared to visual temporal information is also in
line with investigations on simultaneity versus succes-
siveness and temporal-order judgments (TOJs). The former
describes the length of a temporal interval between two
events that is required for them to be perceived as two
separate events (successiveness) rather than fused as one
event (simultaneity; for concise reviews see Fraisse, 1985;
Rammsayer, 1992). The threshold for perception of
simultaneity has frequently been shown to be reliably
lower in the auditory modality than in the visual modality
(cf., Exner, 1875; Li et al., 2009; Rammsayer, 1989, 1994;
Rammsayer, & Brandler, 2002). TOJ refers to the size of a
temporal interval between two events (stimuli) that is
required to accurately determine which event occurred first
(Fraisse, 1985; Rammsayer, 1992; Ulrich, 1987). Perfor-
mance on TOJ tasks is much better when the two stimuli
are presented in the auditory than in the visual modality
(Kanabus, Szelag, Rojek, & Po¨ppel, 2002). Moreover,
when the stimulus presented first was auditory and the
second visual, lower TOJ threshold are obtained than when
the first stimuli was visual followed by an auditory one
(Hirsh, & Fraisse, 1964). These findings provide additional
converging evidence for faster and more efficient pro-
cessing of auditory compared to visual temporal
information.
Finally, modality-dependent differences in temporal
sensitivity can also be explained within the framework of
psychophysical models of timing and time perception.
Performance on duration discrimination is often interpreted
by the assumption of a neural counting mechanism (e.g.,
Creelman, 1962; Rammsayer, & Ulrich, 2001). This means
that a neural pacemaker generates pulses and that the
number of pulses relating to a physical time interval is
the internal (subjective) representation of this interval. The
higher the rate of pulses, the better the temporal resolution
of the timing mechanism will be. Thus, the neural basis of
better timing performance with auditory than with visual
stimuli can be envisioned as an increase in neural firing rate
in the case of auditory temporal stimuli (Grondin, 2001;
Wearden et al., 1998). This higher pacemaker rate yields
finer temporal resolution and, thus, less uncertainty about
interval duration with auditory intervals than with visual
ones.
According to the process model of timing described by
Church (1984) and Gibbon and Church (1984), the internal
clock is composed of a pacemaker, a switch, and an
accumulator. The pacemaker generates pulses that are
switched into the accumulator. Within this theoretical
framework, less variable internal temporal representation
of the auditory stimuli is explained by less variable opening
and closing latencies of the switch for auditory than for
visual stimuli (Penney, & Tourret, 2005; Rousseau, &
Rousseau, 1996). This latter interpretation is reminiscent of
an explanation of modality-dependent timing differences
derived from the onset–offset latency model (Allan, &
Kristofferson, 1974; Allan, Kristofferson, & Wiens, 1971).
This account proceeds from the general assumption that
timing variability is caused by variation in the times at
which the internal representation of a given duration begins
and ends. The former variation is referred to as the per-
ceptual onset latency, while the latter variation is reflected
by the perceptual offset latency. Given the faster and less
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variable neural transmission of auditory compared to visual
information, less variable onset and offset latencies for
auditory than for visual time intervals are conceivable. This
results in less timing variability and, thus, a more veridical
internal representation of the physical interval to be timed.
All these considerations are consistent with our finding of
superior temporal sensitivity for the auditory compared to
the visual sensory modality.
Inspection of the correlation matrix (see Table 2)
revealed substantial correlations between auditory and
visual temporal sensitivity for each type of timing task. Of
the 28 correlation coefficients depicted in Table 2, 20 were
statistically significant. This pattern of results indicates a
positive manifold (cf., Carroll, 1993), such that high tem-
poral sensitivity in one task in a given modality strongly
suggests high temporal sensitivity in the other tasks irre-
spective of sensory modality. There are several possible
explanations for this correlational pattern. First, correla-
tions between modalities and within one type of task were
significant because of a substantial portion of shared task-
specific variance. This may account for the strong associ-
ation between DDF and DDE since, on both these tasks,
two intervals had to be compared. Furthermore, similar
physical stimuli employed in different tasks could also
have contributed to the reliable correlations observed
between two tasks. This, for example, might be true for RP
and DDE (both these task used series of brief clicks or light
flashes as stimuli) and for DDF and TG (both used filled
intervals). Eventually, the positive manifold might also
have occurred because of a common timing mechanism
underlying aspects of temporal processing in both sensory
modalities. Thus, even though there are modality-related
differences in temporal sensitivity, auditory and visual
timing tasks are systematically correlated.
To further evaluate whether there is evidence for one
common modality-independent timing mechanism or for
multiple modality-specific mechanisms, we used SEM to
test three different theoretical models. Model 1 assumed
the existence of a general, modality-independent timing
mechanism. In Model 2, two distinct modality-specific
timing mechanisms were proposed, one mechanism for the
processing of auditory and another one for the processing
of visual temporal information. Both these timing mecha-
nisms were predicted to operate independent of each other.
Model 3 proceeded from the assumption of a hierarchical
structure of modality-specific and modality-independent
levels of information processing.
Almost all fit indices of the first model did not support
the idea of a single modality-independent timing mecha-
nism to account for the empirically observed relationships
among all types of timing tasks and across both modalities.
One exception was the SRMR, which indicated sufficiently
small covariance residuals for this model. Nevertheless, as
indicated by the other fit indices, Model 1 seems not to be
able to satisfactorily explain the observed structure of the
correlational pattern.
Also Model 2 with two independent modality-specific
timing mechanisms failed to appropriately describe the
empirical data as indicated by all five fit indices computed.
Unlike the first two models, the third model fitted the
data well. The nonsignificant v2 value revealed that the
empirically observed matrix did not significantly differ
from the model-implied matrix. CFI indicated that Model 3
is better than a null model. RMSEA was sufficiently low to
assume no significant better fit by a perfect model. This
was confirmed by the CI of the RMSEA which included the
possibility of a true RMSEA value of zero signifying an
exact fit of Model 3. Finally, the SRMR value of Model 3
was sufficiently low to assume acceptably small covariance
residuals. In contrast to Model 1, however, that also yielded
an appropriate SRMR value, Model 3 did not only
acceptably describe the correlational pattern of the empir-
ical data, but was also able to explain the structure of the
correlational pattern as indicated by the other fit indices
(i.e., v2 value, CFI, RMSEA and CI of RMSEA).
Clearly, Model 3 has more parameters to be estimated
and, thus, is more complex compared to Models 1 and 2.
Therefore, the AIC was computed to rule out that the better
v2 value was due to the higher complexity (i.e., the more
parameters specified) of Model 3. Model 3 revealed the
smallest AIC, indicating that Model 3 still described the
empirical data better than Model 1 and Model 2, even when
taking complexity into account. Furthermore, comparison
of the v2 values of the three models revealed that Model 3
fitted the empirical data significantly better than Models 1
and 2. In conclusion all fit indices were in favor of
Model 3.
Model 3 suggests a hierarchical structure for the pro-
cessing of temporal information in the subsecond range. It
should be noted, however, that this model is statistically
equivalent to the assumption of intercorrelated modality-
specific first-order factors. The obtained correlation of
r = .64, however, may be indicative of a common mech-
anism underlying auditory and visual temporal information
processing as implied by the notion of a second-order
factor. Thus, while at a first level, auditory and visual
temporal information is processed in distinct modes, this
stage of modality-specific processing appears to be con-
trolled by a superordinate, modality-independent process-
ing system. Certainly, this interpretation is limited to the
present data and, thus, further studies are needed to prove
the general validity of our findings.
Until now, virtually no studies seem to exist associating
the structure of temporal processing with modality-depen-
dency of this structure. To our knowledge, there is only one
study (Merchant, Zarco, & Prado, 2008) which suggests in
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the widest sense a similar structure for processing of time
in the subsecond range. Merchant et al. (2008) used
interval discrimination as well as motor timing tasks with
single or multiple intervals presented in the auditory and
the visual modality. Based on regression analyses, they
proposed a model of partially overlapping timing mecha-
nisms, such that overall task variability is composed of
timing variability plus variability related to the interaction
of timing and task properties. Thus, they propose the
existence of a largely distributed neural system for the
processing of temporal information. Specific components
of this system will be activated depending on particular
task properties. Unfortunately, Merchant et al. (2008) did
not further elaborate this tentative model of overlapping
timing mechanisms.
According to the present data, temporal information is
processed in a modality-specific way at an initial stage that
is influenced by a common superordinate, modality-inde-
pendent component. This superordinate component can be
tentatively interpreted as a broader and more general pro-
cess encompassing not only the processing of temporal
information. Such a process may reflect a general func-
tional principle of the central nervous system that effec-
tively modulates both modality-specific timing systems.
Originally, the idea of a general functional principle has
been introduced to explain observed correlational rela-
tionships between different psychological functions such as
the positive association between speed of information
processing and psychometric intelligence (cf., Jensen,
2006; Neubauer, & Fink, 2005; Rammsayer, & Brandler,
2007). In the latter case, several neural quality character-
istics of the central nervous system, such as neuronal
oscillations (Jensen, 1982, 2006), neural pruning (Haier,
1993), myelination of neurons (Miller, 1994), or differ-
ences in neural plasticity (Garlick, 2002), has been
proposed to account for this functional relationship. It is
conceivable that an analogous neural functional principle
exerts a modulating influence on the modality-specific
timing mechanisms. As a result, both modality-specific
timing mechanisms share some common variance. Clearly,
future research is needed to further elaborate this pre-
liminary assumption.
In conclusion, the present study confirms higher tem-
poral sensitivity for rhythm perception and duration dis-
crimination in the range of milliseconds in the auditory
compared to the visual sensory modality. Furthermore, our
data provide empirical evidence for a hierarchical structure
of modality-specific and modality-independent levels of
temporal information processing. More specifically, the
present data are well described by a hierarchical model
with modality-specific visual and auditory temporal pro-
cessing at a first level and a modality-independent
processing system at a second level of the hierarchy.
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