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Abstract
Many key variables in finance, economics and risk management, including financial returns and foreign
exchange rates, exhibit nonlinear dependence, heterogeneity and heavy-tailedness of some usually largely
unknown type.
The presence of non-linear dependence (usually modelled using GARCH-type dynamics) and heavy-tailedness
may make problematic the analysis of (non-)efficiency, volatility clustering and predictive regressions in eco-
nomic and financial markets using traditional approaches that appeal to asymptotic normality of sample
autocorrelation functions (ACFs) of returns and their squares.
The paper presents several new approaches to deal with the above problems. We provide the results that
motivate the use of measures of market (non-)efficiency, volatility clustering and nonlinear dependence based
on (small) powers of absolute returns and their signed versions. The paper provides asymptotic theory for
sample analogues of the above measures in the case of general time series, including GARCH-type processes.
It further develops new approaches to robust inference on them in the case of general GARCH-type processes
exhibiting heavy-tailedness properties typical for real-world financial markets. The approaches are based on
robust inference methods exploiting conservativeness properties of t−statistics (Ibragimov and Mu¨ller, 2010,
2016) and several new results on their applicability in the settings considered. In the approaches, estimates
of parameters of interest (e.g., measures of nonlinear dependence given by sample autocorrelations of powers
of the returns’ absolute values) are computed for groups of data and the inference is based on t-statistics
in resulting group estimates. This results in valid robust inference under a wide range of heterogeneity
and dependence assumptions satisfied in financial and economic markets. Numerical results and empirical
applications confirm advantages of the new approaches over existing ones and their wide applicability in
the study of market (non-)efficiency, volatility clustering, nonlinear dependence, and other areas.
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A. Skrobotov was supported in part by a grant from the Russian Foundation for Basic Research (RFBR, Project No.
20-010-00960). R. S. Pedersen gratefully acknowledges financial support from the Carlsberg Foundation (CF-0909,
”Robust methods for volatility modelling”). Pedersen is a research fellow at the Danish Finance Institute.
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1 Introduction and discussion
1.1 Stylized facts of financial markets
Many studies have confirmed that financial returns time series exhibit several common statistical
properties, often referred to as stylized facts (see Ch. 2 in Campbell et al. (1997), Chs. 1-3 in
Tsay (1997), Cont (2001), Chs. 1-2 in Taylor (2008), Ch. 1 in Christoffersen (2012), Ch. 3 in
McNeil et al. (2015), and references therein). The following are three most important stylized facts
of financial returns time series, (Rt), that much of the empirical literature agrees upon, together
with the standard mean-zero property (E(Rt) = 0) that implies the absence of systematic gains or
losses:
(i) ear dependence and linear autocorrelations that provides the support for the weak efficient
market hypothesis, that is, for the martingale difference property of financial returns:
Corr(Rt, Rt−h) ≈ 0, (1.1)
even for small lags h = 1, 2, ...,
(ii) The presence of nonlinear dependence and volatility clustering, captured by significant positive
autocorrelation in simple nonlinear functions of the returns and different measures of volatility,
such as squared returns:
Corr(R2t , R
2
t−h) >> 0, (1.2)
even for large lags h > 0. This property implies, in particular, that financial returns are not
i.i.d. and thus the strong market efficiency hypothesis does not hold.
(iii) Heavy tails: The (unconditional) returns distributions are non-normal and exhibit power-law
or Pareto-like tails,
P (|Rt| > x) ∼ C/xζ , (1.3)
2
for large positive x′s, with C > 0 and the tail index ζ > 0.23
The analysis and modelling of properties (i)-(ii) has been central to the development of modern
financial theory and financial econometrics, including the development of market efficiency hypothe-
ses by E. Fama and (G)ARCH time series by R. Engle and C. Granger - the contributions recognised
with the Nobel Memorial Prize in Economic Sciences. E.g., (G)ARCH time series have been intro-
duced to the literature to model the absence of linear autocorrelations and the presence of volatility
clustering - stylized facts (i)-(ii) - that they capture by the very definition (see, among others, the
reviews in Ch. 12 in Campbell et al. (1997), Ch. 4 in Christoffersen (2012) and Ch. 4 in McNeil
et al. (2015)).
At the same time, much of the literature in finance, economics, econometrics, risk management and
related fields has also focused on the analysis and modelling of heavy tails property (1.3) for key
financial and economic variables, including financial returns (see the reviews in Embrechts et al.
(1997), Gabaix (2009), Ibragimov et al. (2015), and references therein). This interest is motivated
by the fact that heavy-tailed power laws (1.3) produce, as is confirmed by many empirical studies,
a good fit to the distribution of financial returns and other important variables in finance and
economics.4
Heavy-tailed distributions provide a convenient framework for modelling and quantifying (by their
key parameter - the tail index ζ) the likelihood of large downfalls, large fluctuations and crises in
financial and economic markets. In (1.3), the smaller values of the tail index parameter ζ correspond
to a larger likelihood of crises, large downfalls and large fluctuations affecting the financial returns
time series (Rt), and vice versa (see the discussion in Ch. 1 in Ibragimov et al. (2015)). The tail
index parameter ζ is further important as it governs existence of moments of Rt, with, for instance,
the variance of Rt being defined and finite: V ar(Rt) <∞ if and only if ζ > 2, and, more generally,
the pth moment E|Rt|p, p > 0, being finite: E|Rt|p < ∞ if and only if ζ > p.5 The most of
the empirical literature on heavy-tailed distributions agrees that, in the case of developed financial
markets, the returns’ tail indices ζ belong to the interval (2, 4), thus implying finite variances and
infinite fourth moments (op. cit.).67 Gabaix et al. (2003, 2006) review the empirical results that
2Following the standard definition and notation, for two positive functions f, g, f(x) ∼ g(x), if f(x)/g(x)→ 1 as
x→∞.
3The above properties and other stylized facts have been established for different frequencies, including, e.g.,
weekly, monthly and high-frequency returns (see Cont (2001)); in this paper, we focus on daily returns for simplicity
of presentation.
4See also, among others, the examples in Ch. 2 in Stock and Watson (2015) and the introduction in Ibragimov
et al. (2015) that illustrate inappropriateness of Gaussian distributions as models for financial returns based on their
behavior during the Black Monday crisis.
5Naturally, therefore, the standard OLS regression methods and autocorrelation-based time series analysis methods
are in principle inapplicable directly and need to be modified in the case of heavy-tailed time series with tail indices
ζ smaller than two and infinite (or undefined) variances.
6Similar estimates are also obtained for developed country foreign exchange rates (see Ibragimov et al. (2013)).
7The property that the financial returns’ tail indices are smaller than 4 and their fourth moments are infinite
implies that the use of the common measure of heavy-tailedness, the kurtosis, is inappropriate: E.g., under ζ ∈ (2, 4),
its estimate given by the sample kurtosis diverges to infinity in probability as the sample size grows. Thus, the sample
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imply that, in developed financial markets, the tail index of stock returns is very close to 3 and
develop a theoretical model explaining this empirical regularity that the authors call the “Cubic
Law of the Stock Returns.8 9
It is important that, in addition to properties (i)-(ii), GARCH models also capture the heavy tails
stylized fact - property (iii) - as any stationary solution to a GARCH equation, even with thin-tailed
- normal - innovations, has power-law tails (1.3) with the tail index ζ that depends on the parameters
(and, in the general case, on the distribution of the innovations) in the GARCH model via Kesten’s
equation (see Davis and Mikosch (1998); Mikosch and Sta˘rica˘ (2000) and Section 3).10
1.2 Measures of market (non-)efficiency, nonlinear dependence and
volatility clustering based on absolute returns and their powers
The standard widely used approach to testing properties (i)-(ii) relies on full-sample estimates (sam-
ple autocorrelations) of population autocorrelation coefficients of the returns and their squares and
appealing to the central limit theorem for them (see, e.g., Ch. 2 in Campbell et al. (1997) and Chs.
1 and 4 in Christoffersen (2012)).
However, as, typically, the tail index ζ < 4 for real-world financial returns, implying infinite fourth
moments, the population autocorrelations Corr(R2t , R
2
t−h) of squared returns are not even defined,
making condition (1.2) meaningless. Their sample analogues, the sample autocorrelations of R2t , are
not consistent, implying random fluctuations even in large samples.11
Motivated by the analysis of long memory in financial returns and, in part, by the above problems
with undefined autocorrelations Corr(R2t , R
2
t−h) of squared returns, several works in financial econo-
metrics have focused on defining and measuring nonlinear dependence and volatility clustering in
kurtosis of financial returns is expected to take on increasingly larger values as the sample size increases.
8In the model, heavy-tailedness of financial returns is implied by trading actions of largest market participants
(mutual funds and other institutional investors) who have a size distribution with tail indices ζ = 1 (Zipfs law).
9The empirical results in Ibragimov et al. (2013); Gu and Ibragimov (2018); Chen and Ibragimov (2019) imply
that the “Cubic Law of the Stock Returns” does not hold in the case of emerging country financial returns and foreign
exchange rates as most of them have tail indices smaller than 3, and even tail indices smaller than 2 and infinite
variances are not uncommon. This implies that the model in Gabaix et al. (2003, 2006) may need to be modified
in the case of emerging and developing markets, e.g., with possible deviations of the distribution of sizes of market
participants from Zipf’s law due to the governments’ regulatory interventions.
10Conceptually, this property is important as it implies that crises in the financial markets arise even in absence of
large external shocks (that is, in absence of heavy-tailedness in the distribution of GARCH innovations) and thus can
be generated by the returns’ nonlinear dependence alone, that is, so to speak, within the system - by the interaction
of market participants (e.g., by trades of large market participants - mutual funds and other institutional investors -
followed by the rest of the market, see Gabaix et al. (2003, 2006), and by the investors’ herding behavior, see Cont
and Bouchaud (2000)) that leads to volatility clustering in the financial returns’ time series.
11Similarly, the population linear autocorrelations Corr(Rt, Rt−h) are not defined in the case of tail indices ζ smaller
than 2: ζ < 2 and infinite variances that are often observed for financial returns in emerging and developing markets,
thus making meaningless condition (1.1) and its testing using sample linear autocorrelations of the returns that lose
consistency in this case.
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financial markers using autocorrelations of powers of absolute returns, Corr(|Rt|p, |Rt−h|p), p > 0,
with most of the studies and empirical applications focusing on the case p = 1, corresponding to the
returns’ absolute values (see Ding et al. (1993); Ding and Granger (1996), the review and discussion
in Section 5.2 in Cont (2001) and Chs. 1-2 in Taylor (2008), and references therein). For instance,
Ding et al. (1993); Granger and Ding (1995); Ding and Granger (1996), and Cont (2001) indicate
that, for a given lag h, the autocorrelation Corr(|Rt|p, |Rt−h|p) appears to be maximised for p = 1
thus implying that absolute returns tend to be more predictable than other powers of returns.12
Importantly, to our knowledge, the analysis of autocorrelations of powers of absolute returns in
the literature did not rely on econometrically justified or robust inference accounting for nonlinear
dependence and heavy-tailedness, which is the main focus in this paper.
In view of undefined autocorrelations Corr(R2t , R
2
t−h) and inconsistency of their sample analogues
in the case of financial returns time series (Rt) with infinite fourth moments as in the real-world
financial markets, the above contributions make it natural to consider the modification of volatility
clustering stylized fact (ii) in terms of autocorrelations of absolute returns:
(ii’) Corr(|Rt|, |Rt−h|) >> 0, even for large lags h > 0.
Unfortunately, this does not resolve the problems with inference on the stylized facts of financial
markets. The problem is that, in the case of GARCH models for financial returns time series (Rt),
asymptotic normality of sample linear autocorrelations of Rt and the absolute values |Rt| holds only
in the case of tail indices ζ greater than 4: ζ > 4 and finite fourth moments (see Davis and Mikosch
(1998); Mikosch and Sta˘rica˘ (2000) and Section 3 in this paper).13
In contrast, in the case of GARCH models (Rt) with tail indices 2 < ζ < 4, as is typical for financial
returns in developed markets, the sample autocovariances and autocorrelations of Rt and |Rt|, albeit
consistent, converge in distribution to non-normal limits given by stable random variables (r.v.’s)
or their ratios (op. cit.). The non-Gaussian stable limits are practically intractable and depend on
the unknown stability index determined by the unknown tail index value ζ as well as on location
and dispersion parameters. In addition, the rate of convergence of the sample autocovariances and
autocorrelations depends on the unknown tail index value ζ and is slower than
√
T , where T denotes
the sample length.14 Hence, the true confidence bands for the autocovariances and autocorrelations
of Rt and |Rt| are wider than those implied by the central limit theorem, and, importantly, it
is essentially impossible to use these weak convergence results for testing for the stylized facts of
12Following Granger and Ding (1995), this property is often referred to as ’Taylor effect’; it strengthens the property
that the autocorrelations of absolute returns tend to be larger than those of squared returns (see Chs. 1-2 in Taylor
(2008)).
13The intuition for this is provided, for instance, by the fact that the variance V ar(RtRt−1) of the summands
RtRt−1 that appears in sample first-order autocovariances and autocorrelations of a returns time series (Rt) that
follows GARCH(1, 1) process (3.4)-(3.5) discussed in the next section is given by V ar(RtRt−1) = E(R2tR
2
t−1) =
E(σ2t σ
2
t−1) = E((ω + αR
2
t−1 + βσ
2
t−1)σ
2
t−1) = ωE(σ
2
t−1) + (α+ β)E(σ
4
t−1) = ωV ar(Rt) + (α+ β)E(R
4
t )/E(z
4
t ) and is
thus finite if and only if E(R4t ) <∞.
14See Davis and Mikosch (1998); Mikosch and Sta˘rica˘ (2000), the discussion in Section 5.3 in Cont (2001), and
Section 3 in this paper).
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absence of linear autocorrelations (i) and volatility clustering (ii’) directly. 1516
The above conclusions emphasise the necessity in applications of econometrically justified definitions
and measures of market (non-)efficiency, nonlinear dependence and volatility clustering - analogues
of definitions and measures in (i), (ii) and (ii’) - that can be used in the case of GARCH-type models
with the parameters and the implied volatility persistence and heavy-tailedness properties that are
typical for financial markets, e.g., for GARCH processes with tail indices ζ < 4 and infinite fourth
moments.17
The results further indicate that the standard conclusions in finance, economics and financial econo-
metrics on absence of linear autocorrelations - stylized fact (i) - and the presence of nonlinear
dependence and volatility clustering in financial returns time series - stylized fact (ii) - may need to
be re-examined. They also emphasise the necessity of using econometrically justified and robust ap-
proaches to the analysis of these and other statistical properties of real-world financial markets.
The remainder of the paper is organized as follows. In Section 2 we discuss the contributions and
the main results of the paper. In Section 3 we introduce new measures for serial dependence and
non-linearity in time series, and propose a robust approach for carrying out reliable inference on
such measures. In Section 4 we investigate the finite-sample properties of our proposed methods,
and in Section 5 we provide an empirical illustration where we demonstrate the applicability of our
methods in relation to testing for non-efficiency and non-linearity in returns on major stock market
indexes. Section 6 concludes the paper, and the Appendix contains additional technical details and
numerical results.
2 Contributions and key results
The analysis in this paper provides a support for the use of autocovariances Cov(|Rt|p, |Rt−h|p),
p > 0, of small order powers p of financial returns (with p < 0.5 for financial returns (Rt) with the
tail index ζ > 2 and finite variances as is typical for developed financial markets and p < 0.25 for
the returns with the tail index ζ > 1 and finite first moments - the widely agreed upon assumptions
that essentially all real-world financial markets satisfy) as measures of nonlinear dependence and
volatility in financial markets, with the analogues of properties (ii) and (ii’) given by
15Similar conclusions hold for the weak convergence of sample autocovariances and autocorrelations of squares R2t
of GARCH time series (R2t ). Their asymptotic normality requires ζ > 8 and thus E|Rt|8 <∞. In the case 4 < ζ < 8,
the sample autocovariances and autocorrelations of R2t are consistent but converge to non-normal limits given by
stable r.v.’s or their ratios, with the rate of convergence that is slower than
√
T . Importantly, the stable limits and
the rate of convergence depend on the unknown tail index value ζ.
16Similar to the case of linear autocorrelations Corr(Rt, Rt−h), the autocorrelations Corr(|Rt|, |Rt−h|) are not
defined and definition (ii’) becomes meaningless for GARCH processes (Rt) with tail indices ζ < 2 and infinite
variances that are often observed for financial returns in emerging and developing markets.
17Heavy-tailedness properties of emerging and developing markets further motivate the analysis in the case of
GARCH-type processes with even smaller tail indices, including the case ζ < 2 and infinite variances.
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(ii”) Corr(|Rt|p, |Rt−h|p) >> 0, even for large lags h > 0.
In the general case of - for instance - GARCH-type processes with the tail index ζ, the results in
this paper justify the use of the above autocovariance measures with p < ζ/4.
We further propose - to our knowledge, for the first time in the literature - the autocorrelations
Corr(Rt, |Rt−h|ssign(Rt−h)), s > 0, of ‘signed’ powers of absolute returns as measures of market
(non-)efficiency in analogues of property (i) appropriate for the analysis of real-world financial mar-
kets. These measures lead to formulation of natural analogues of stylized fact (i) that can be used
in the case of financial returns time series exhibiting heavy-tailedness and GARCH-type nonlinear
dependence as in the case of real-world financial markets data. These analogues of property (i) have
the form
(i’) Corr(Rt, |Rt−h|ssign(Rt−h)) ≈ 0, even for small lags h = 1, 2, ...
(property (i’) coincides with uncorrelatedness property (i) in the case s = 1).
In (i’), as in the case of nonlinear dependence and volatility clustering measures in (ii”), the choice
of small powers s is justified under empirically observed heavy-tailedness in financial markets, with
the appropriate choice of power values s being s < ζ/2− 1 for the returns time series with the tail
index ζ ∈ (2, 4) as is typical for real-world financial markets. E.g., in the case ζ = 3 as in the “Cubic
Law of the Stock Returns” in Gabaix et al. (2003, 2006) (see Section 1.1), the appropriate choices
of powers are p < 0.75 in property (ii”) and s < 0.5 in property (i’).
The main contribution of this paper is the development and applications of econometrically justified
and robust inference on measures of market (non-)efficiency, nonlinear dependence and volatility
clustering in the form of autocorrelations of general functions of financial returns, including the case
of power functions used in definitions (i’) and (ii”). We establish the results on asymptotic normality
of sample analogues of these measures. We further focus on the development of robust inference
approaches on them that do not require difficult estimation of limiting variances of the measures’
estimates.
The paper provides new approaches to robust inference to market (non-)efficiency, nonlinear depen-
dence and volatility clustering. The approaches are based on robust inference methods exploiting
conservativeness properties of t−statistics (Ibragimov and Mu¨ller, 2010, 2016) and several new re-
sults on their applicability in the settings considered. In the approaches, estimates of parameters of
interest (e.g., measures of volatility clustering and nonlinear dependence given by sample autocorre-
lations of powers of the returns’ absolute values) are computed for groups of data and the inference
is based on t-statistics in resulting group estimates (op. cit.; see also Section 3.3 in Ibragimov et al.
(2015) and the review in Appendix A in this paper). This results in valid robust inference under
heavy-tailedness and GARCH-type nonlinear dependence properties that are typically observed in
financial and economic markets. Numerical results and empirical applications confirm advantages
of the new approaches over existing ones and their wide applicability in the study of market (non-
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)efficiency, volatility clustering, nonlinear dependence, and other areas.
The results in the paper emphasise that the appropriate choice of measures of market (non-)efficiency
and volatility clustering (and asymptotic validity of inference on them) depends on the degree of
nonlinear dependence (and volatility persistence) in GARCH-type models and the implied degree
of their heavy-tailedness, as measured by the tail index ζ. In particular, the focus on small powers
of absolute returns in the measures used in the analysis of (non-)efficiency, nonlinear dependence
and volatility clustering is in contrast with the previous studies on the topic that mostly dealt with
the traditional choice p = 2 corresponding to autocorrelations of squared returns and p = 1 that
corresponds to linear autocorrelations of returns and their absolute values. Most of the studies that
used other powers p of absolute returns in the analysis have dealt with the case of relatively larger
values equal to or around 1, and their comparisons with the case p = 2, with some of empirical
results presented for the case p = 0.125, 0.25, 0.5 in Ding et al. (1993).18 Importantly, as indicated
in the introduction, the previous studies on the topic did not rely on econometrically justified or
robust inference, which is the main focus in this paper.
The results in Ibragimov and Mu¨ller (2010, 2016) (see also Section 3.3 in Ibragimov et al. (2015)
and the review in Appendix A in this paper) imply that the t−statistic robust approaches result
in asymptotically valid inference under the assumption that the group estimators are asymptoti-
cally normal and asymptotically independent. More generally (op. cit.), asymptotic validity of the
t−statistic robust inference approaches holds in the case of scale mixture of normals, e.g., symmet-
ric stable, limits of group estimators of the parameter of interest. As discussed in Appendix A,
asymptotic normality of group estimators or their weak convergence to scale mixture of normals
typically follows from the same arguments and holds under the same conditions as in the case of
corresponding full-sample estimators. The condition of asymptotic independence is a condition on
the degree of (weak) dependence in the data (e.g., returns’ time series) dealt with; typically, it is
weaker than the conditions required for consistent estimation of limiting variances of (asymptotically
normal) full-sample estimators using, e.g., heteroskedasticity and autocorrelation consistent (HAC)
methods (op. cit.).
The results in Pedersen (2020) justify applicability of t−statistic approaches in robust tests of un-
correlatedness - property (i) - for stationary general GARCH (GGARCH) processes with symmetric
innovations and tail indices ζ ≥ 2 (including the case ζ ∈ (2, 4) that typical for financial returns
in developed markets). The arguments in Pedersen (2020) are based on the established asymptotic
18Many studies in finance and financial econometrics rely on the assumption of finite fourth or higher moments
for the returns, including the studies that use heteroskedasticity and autocorrelation consistent inference approaches
requiring high-order moments of time series in consideration to be finite (see Remark 3.3 and the discussion in
Appendix A). In addition, some of studies on stylized facts in financial and other markets have also dealt with very
large powers of the returns in analogues of properties (i) and (ii), including, for instance, the analysis of efficiency in
the bitcoin market using the autocorrelations Corr(Rpt , R
p
t−h) of very large odd powers p of bitcoin returns equal to
or even larger than p = 17. The latter requires the assumption that the moments of the returns of order 34 are finite:
E(R34t ) <∞ (see Nadaraja and Chu (2017)). Such assumptions are problematic for real-world markets due to their
heavy-tailedness properties.
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independence of sample autocovariances of the processes considered and their weak convergence to
normal distributions in the case ζ ≥ 4 and scale mixture of normals - symmetric stable - limits in
the case ζ ∈ (2, 4).
This paper provides new results that justify applicability of t−statistic robust inference approaches in
the analysis of properties (i’) and (ii”) and their implications for market (non-)efficiency, volatility
clustering and nonlinear dependence. The results do not impose symmetry of the processes in
consideration. Justification of applicability of t−statistic robust inference approaches in the context
relies on asymptotic normality of group estimators of autocovariances of powers of absolute returns
and their signed versions in (i’) and (ii”) and new results on their asymptotic independence under
very general assumptions.
One of the paper’s methodological contributions consists in the use of coupling methods to establish
asymptotic independence, under general conditions, of group estimators of the proposed measures
of market (non-)efficiency which is the main difficulty in justification of applicability of robust
t−statistic inference approaches in the context. Coupling methods may prove to be useful in further
applications of robust t−statistic approaches in other problems of econometrically justified infer-
ence for GARCH-type processes and financial markets exhibiting nonlinear dependence, volatility
clustering and heavy-tailedness.
3 Inference on measures of market (non-)efficiency, nonlin-
ear dependence and volatility clusterng: Asymptotic and
robust approaches
3.1 Autocovariance and autocorrelation functions of powers of absolute
values of returns
The results presented in this paper hold for a general class of strictly stationary time series processes,
that satisfy certain mixing and moment conditions stated below. In order to illustrate the main ideas,
we consider an ongoing example given by the much celebrated GARCH(1, 1) process.
Let Z = {...,−2,−1, 0, 1, 2, ...}. Consider a GARCH(1, 1) process (Rt)t∈Z, defined, given nonnegative
parameters ω, α, β, by
Rt = σtZt, t ∈ Z, (3.4)
where (Zt)t∈Z is sequence of i.i.d. r.v.’s with mean zero and unit variance: E(Zt) = 0, V ar(Zt) = 1,
9
and (σ2t )t∈Z is a volatility process
σ2t = ω + αR
2
t−1 + βσ
2
t−1. (3.5)
Throughout the paper, Z denotes a r.v. that has the same distribution as that of the r.v.’s (Zt).
As is well-known (see, among others, Nelson (1990); Davis and Mikosch (2000, 2009a); Mikosch
and Sta˘rica˘ (2000), the volatility process (σ2t ) of a GARCH(1, 1) process (3.4)-(3.5) has a strictly
stationary and ergodic version if and only if ω > 0 and E[log(αZ2 + β)] < 0. Also, in this case,
stationarity of (σ2t ) implies stationarity of the GARCH(1, 1) process (Rt).
19 20 In addition, under mild
conditions on the distribution of Zt, e.g. if the distribution has a Lebesgue density, then the GARCH
process is β-mixing with geometric rate (see e.g. Francq and Zakoan, 2006, Theorem 3). This in
turn ensures that the process is also strongly, or α-, mixing with exponential decay, which (under
suitable conditions) enables us to apply a central limit theorem (CLT) to general transformations
of Rt. We refer to Appendix C for additional details about α- and β-mixing processes.
Under, essentially, the conditions listed above, the strictly stationary solution to (3.4)-(3.5) sat-
isfies Kesten’s theorem (see Davis and Mikosch (1998); Mikosch and Sta˘rica˘ (2000); Davis and
Mikosch (2000, 2009a) and references therein). Specifically, the invariant distribution of stationary
GARCH(1, 1) process (Rt) has power law tails (1.3) with tail index ζ > 0 given by the unique
positive solution to the equation
E[(αZ2 + β)ζ/2] = 1. (3.6)
Example 3.1 Let (Rt)t∈Z be a striclty stationary GARCH(1, 1) process (3.4)-(3.5) with the tail
index ζ in (3.6), and let κZ = E(Z
4) <∞ denote the kurtosis of Z. From Kesten’s equation (3.6) it
follows that the tail index ζ of Rt in is greater than 2, ζ > 2, and thus the (unconditional) variance
of Rt is finite, V ar(Rt) < ∞, if and only if α + β < 1. Further, ζ < 4, and thus E(Rt)4 < ∞, if
and only if α2κZ + 2αβ + β
2 > 1, that is, if and only if (α + β)2 > 1− (κZ − 1)α2. Hence, the tail
index ζ ∈ (2, 4), as in the case of developed markets (see the discussion in Section 1.1), if and only
if 1− (κZ − 1)α2 < (α + β)2 < 1.21 In the case of the commonly used standard normal innovations
19In the case of a GARCH(p, q) model (3.4) with the volatility process σ2t = ω +
∑p
i=1 αiR
2
t−i +
∑q
j=1 βjσ
2
t−j ,
where ω, αi, βj ≥ 0, sufficient conditions for existence of a stationary solution (Rt), σ2t are given by ω > 0,
∑p
i=1 αi +∑q
j=1 βj ≤ 1, certain restrictions on the distribution of Z, and some further technical conditions (see Bougerol and
Picard (1992), the discussion in Davis and Mikosch (2000) and references therein). The condition
∑p
i=1 αi+
∑q
j=1 βj <
1 is also necessary and sufficient for the finiteness of V ar(Rt) < ∞, and thus for the second order stationarity of
GARCH(p, q) process (Rt).
20In the case of ARCH(1) process with β = 0 and the standard normal Z, the condition E[log(α1Z
2)] < 0 holds if
0 < α < 2eγ0 ≈ 3.568, where γ0 is Euler’s constant.
21These conditions illustrate the interplay between the degree of volatility persistence in GARCH(1, 1) model
(3.4)-(3.5), as measured by the persistence parameter ρ = α+ β, and that of heavy-tailedness in innovations (Zt), as
measured by their kurtosis kZ , in generating heavy tails of the process (Rt)
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Z ∼ N (0, 1), the conditions for ζ ∈ (2, 4) are 1− 2α2 < (α + β)2 < 1.22 23 24
Remark 3.1 We emphasize that the results in the paper hold for rather wide classes of time se-
ries processes. In addition to the classic GARCH(1,1) process, the results hold for heavy-tailed
GARCH(p, q) time series (see, among others, the definition and discussion of properties of GARCH(p, q)
processes in Davis and Mikosch (2009a)), generalized GARCH (GGARCH) processes (e.g., Pedersen
(2020)), and stochastic volatility processes (e.g., Davis and Mikosch (2001)), among others.
Given a strictly stationary process (Rt)t∈Z, we consider the following population autocovariance and
autocorrelation functions of order h for measuring non-linear dependence in the process.
For p > 0 and E[|Rt|2p] <∞, let
γ|R|p(h) = Cov(|Rt|p, |Rt−h|p), h = 0, 1, . . . , (3.7)
ρ|R|p(h) = Corr(|Rt|p, |Rt−h|p) =
γ|R|p(h)
γ|R|p(0)
, h = 1, 2 . . . (3.8)
The above measures are non-zero if the process (Rt)t∈Z is conditionally heteroskedastic, i.e. if it
exhibits volatility clustering. In order to measure the degree of efficiency, i.e. if Rt is predictable with
respect to its lagged values, we define the following quantities. For s > 0 and E[|Rt|1+s] <∞,
γ′R,|R|ssign(R)(h) = Cov(Rt, |Rt−h|ssign(Rt−h)), h = 0, 1, . . . , (3.9)
and for max{E[|Rt|2s], E[|Rt|2]} <∞,
ρ′R,|R|ssign(R)(h) = Corr(Rt, |Rt−h|ssign(Rt−h)) =
γ′R,|R|ssign(R)(h)√
γR(0)γ|R|ssign(R)(0)
, h = 0, 1 . . . . (3.10)
Example 3.2 In the case where (Rt)t∈Z is a GARCH(1,1) process with tail index ζ > 0, we have
that the quantities in (3.7) and (3.8) are defined if ζ > 2p. For instance, in order to define the ACF
for the squared returns (p = 2), we need that ζ > 4. Likewise, the auto(cross)covariance in (3.9) is
defined if ζ > 1 + s, and the auto(cross)correlation in (3.10) is defined if ζ > 2 max{1, s}.
Remark 3.2 For s = 1, we note that (3.9) and (3.10) are identical to the usual autocovariances
and autocorrelations, respectively. For s 6= 1, (3.9) and (3.10), are still able to detect market (non-
)efficiency. In particular, if (Rt)t∈Z is a martingale difference sequence, e.g., if it is a GARCH
process, the quantities are equal to zero, just like the usual autocovariances and autocorrelations.
22Similarly, E(Rt)
2 =∞, as is often observed for financial returns in emerging and developing markets (see Section
1.1), if and only if α+ β ≥ 1.
23In the case of an ARCH(1) process (Rt) with β = 0 in (3.4)-(3.5), the conditions for ζ ∈ (2, 4) become 1/√κZ <
α < 1. In the case of ARCH(1) with standard normal innovations Z ∼ N (0, 1) the condition ζ ∈ (2, 4) holds if and
only if 1/
√
3 < α < 1.
24Kesten’s equation (3.6) also motivates plug-in estimates of the tail index parameter ζ of a GARCH model fitted
to a financial returns’ time series (Rt) (see Chan et al. (2013); Zhang et al. (2019)).
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In the above notation, analogues (i’), (ii”) of stylized facts (i), (ii), (ii’) on absence of linear au-
tocorrelations and presence of nonlinear dependence and volatility clustering in financial returns
become
(i’) γ′R,|R|ssign(R)(h), ρ
′
R,|R|ssign(R)(h) ≈ 0, even for small lags h = 1, 2, ...
(ii”) γ|R|p(h), ρ|R|p(h) >> 0, even for large lags h > 0.
In the next section, we consider estimation of the above quantities and discuss the asymptotic
properties of their estimators.
3.2 Asymptotic normality of sample autocovariance and autocorrela-
tions
Let (Rt)t=1,...,T be a sample of observations. We now define the sample versions of the auto(cross)covariance
and auto(cross)correlations in (3.7)-(3.10). Denote by µˆR, µˆ|R|p , and µˆ|R|ssign(R), respectively, the
sample means of Rt, |Rt|p, and |Rt|ssign(Rt), for p, s > 0, i.e.
µˆR =
1
T
T∑
t=1
Rt, µˆ|R|p =
1
T
T∑
t=1
|Rt|p, µˆ|R|ssign(R) = 1
T
T∑
t=1
|Rt|ssign(Rt). (3.11)
The sample versions of (3.7) and (3.8) are given, respectively, by
γˆ|R|p(h) =
1
T
T∑
t=h+1
(|Rt|p − µˆ|R|p)(|Rt−h|p − µˆ|R|p) (3.12)
ρˆ|R|p(h) =
γˆ|R|p(h)
γˆ|R|p(0)
. (3.13)
Likewise, the sample versions of (3.9) and (3.10) are
γˆ′R,|R|ssign(R)(h) =
1
T
T∑
t=h+1
(Rt − µˆR)(|Rt−h|ssign(Rt−h)− µˆ|R|ssign(R)), (3.14)
ρˆ′R,|R|ssign(R)(h) =
γˆ′R,|R|ssign(R)(h)√
γˆR(0)γˆ|R|ssign(R)(0)
. (3.15)
The following Theorems 3.1 and 3.2 follow directly from the general results presented in Appendix B
(Theorem B.2; see also Davis and Mikosch (1998); Mikosch and Sta˘rica˘ (2000); Francq and Zako¨ıan
(2006); Lindner (2009)), relying on a central limit theorem for α-mixing processes (see Theorem
18.5.3 of Ibragimov and Linnik (1971)). Specifically, Theorem 3.1 provides a basis for asymptotic
inference on property (ii”) - analogue of properties ((ii)), (ii’) - on the presence of nonlinear depen-
dence and volatility clustering in financial returns. Likewise, Theorem 3.2 provides a basis for testing
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and asymptotic inference on analogue (i’) of stylized fact (i) on the absence of linear autocorrelations
in financial returns.
Theorem 3.1 Let (Rt)t∈Z be a strictly stationary α-mixing process. For p > 0, assume that there
exists a δ > 0 such that E[|Rt|4p+δ] < ∞ and such that the mixing coefficients, α(n), satisfy∑∞
n=1 α(n)
δ/(2+δ) < ∞. Then, with γˆ|R|p(h) and ρˆ|R|p(h) defined in (3.12) and (3.13), respectively,
for a fixed integer m,
√
T (γˆ|R|p(h)− γ|R|p(h))h=0,1,...,m →d (Gh,p)h=0,...,m, (3.16)
√
T (ρˆ|R|p(h)− ρ|R|p(h))h=1,...,m →d (Hh,p)h=1,...,m, (3.17)
where the limits are multivariate Gaussian with mean zero.
Theorem 3.2 Let (Rt)t∈Z be a strictly stationary α-mixing process. For s > 0, assume that there
exists a δ > 0 such that E[|Rt|2(1+s)+δ] < ∞ and such that the mixing coefficients, α(n), satisfy∑∞
n=1 α(n)
δ/(2+δ) <∞. Then with γˆ′R,|R|ssign(R)(h) defined in (3.14),
√
T (γˆ′R,|R|ssign(R)(h)− γ′R,|R|ssign(R)(h))h=0,1,...,m →d (G′h,s)h=0,1,...,m, (3.18)
where (G′h,s)h=0,1,...,m is multivariate Gaussian with mean zero.
If, in addition, γ′R,|R|ssign(R)(h))h=1,...,m = (0, . . . , 0), with ρˆ′R,|R|ssign(R)(h) defined in (3.15), then
√
T (ρˆ′R,|R|ssign(R)(h))h=1,...,m →d ((γR(0)γ|R|ssign(R)(0))−1/2G′h,s)h=1,...,m. (3.19)
If, in addition, max{E[|R|4+δ], |R|4s+δ]} <∞, then
√
T (ρˆ′R,|R|ssign(R)(h)− ρ′R,|R|ssign(R)(h))h=1,...,m →d (H ′h,s)h=1,...,m, (3.20)
where (H ′h,s)h=1,...,m is multivariate Gaussian with mean zero.
Remark 3.1 In Theorem 3.2, the moment conditions for asymptotic normality of sample autoco-
variances in (3.18) are generally weaker than those in the case of autocorrelations in (3.20). This
is due to the necessity of additional moment assumptions needed for asymptotic normality of sam-
ple variances of Rt and |Rt|ssign(Rt) required for asymptotic normality of sample autocorrelations
in the case where the true correlation are non-zero (see also Appendix B). In the case where one
tests for nullity of autocorrelations, corresponding to (3.19), the convergence of the sample autocor-
relations only relies on asymptotic normality of the sample autocovariances and consistency of the
sample variances, which in turn requires the same moment conditions as in the case of convergence
of sample autocovariances (see Appendix B for additional details).
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Remark 3.2 The formulas for limiting variance-covariance matrices in Theorems 3.1 and 3.2 are
provided in the case of autocovariances and autocorelations, Cov(f(Rt), g(Rt−h)) and
Corr(f(Rt), g(Rt−h)), for general functions f and g of Rt in Appendix B.
Remark 3.3 Similar to Appendix B and the analysis of sample linear autocovariances and auto-
correlations of GARCH time series and those of their squares in, e.g., Davis and Mikosch (1998);
Mikosch and Sta˘rica˘ (2000); Francq and Zako¨ıan (2006), the limiting distributions in Theorems
3.1 and 3.2 are not particularly useful in practice since the structure of the asymptotic variance-
covariance matrices are complicated. For instance, for the case of (3.16), the asymptotic variance-
covariance matrix depends on autocovariances of (essentially) any order of (|Rt|p|Rt−h|p)h=0,...,m, as
given in (B.38) in Appendix E. Under suitable conditions, including more restrictive moment con-
ditions, the limiting variance-covariance matrices of sample autocovariances may be estimated by
HAC-type estimators (see Newey and West (1987), Andrews (1991)). For instance, following the
conditions of Newey and West (1987, Theorem 2), one has to assume that E[|Rt|2p(4+)] < ∞ for
some  > 0. The conditions are rather restrictive for financial applications as, for instance, their
application with p = 1 requires that the tail index ζ > 8 for the GARCH(1,1) process. It is fur-
ther important that HAC inference methods often have poor finite sample properties, even in rather
standard inference problems (see Ibragimov and Mu¨ller (2010, 2016) and references therein).
Example 3.3 As discussed in Section 3.1, under suitable conditions, GARCH(1,1) processes are
α-mixing with exponential decay, and hence satisfy the conditions on the mixing coefficients in The-
orems 3.1 and 3.2. In particular, Theorem 3.1 applies in the case where the GARCH process has
tail index ζ > 4p. Noting that the GARCH(1,1) process is a martingale difference sequence, we have
that (3.18) and (3.19) in Theorem 3.2 hold if the tail index ζ > 2(1 + s).
Remark 3.4 In the case where (Rt)t∈Z is a GARCH(1,1) process, and the moment conditions of
Theorems 3.1 and 3.2 are not satisfied, the rate of convergence of the sample autcovariances and
autocorrelations are expected to be slower than
√
T and depend on the tail index ζ as well as the
powers p and s, see e.g. Davis and Mikosch (2009a). For instance, for the case p = 1 and ζ ∈ (2, 4)
it holds that T 1−2/ζ(γˆ|R|p(h) − γ|R|p(h)) has an infinite variance stable limiting distribution with
index of stability given by ζ/2. A similar result applies to T 1−2/ζ(γˆ|R|p(h) − γ|R|p(h)) if p = 2 and
ζ ∈ (4, 8), where the index of stability of the limiting variable is ζ/4. In contrast, for the cases
{p = 1 and ζ ∈ (0, 2)} and {p = 2 and ζ ∈ (0, 4)}, γˆ|R|p(h) has a non-degenerate stable limit.
We refer to Ibragimov et al. (2015) and the references therein for a review of properties of stable
distributions. The same reasoning applies to the sample autocorrelation ρˆ|R|p(h) where the random
limits depend on non-Gaussian stable vector. We emphasize that the non-Gaussian stable limiting
variables are complex and hard to describe, and hence practically useless for testing a hypothesis
about autocovariances and autocorrelations.25
25For the case of stochastic volatility processes with heavy-tailed noise, in can be shown (under suitable conditions)
that the rate of convergence of the sample autocovariances and autocorrelations are faster than
√
T for the cases
{p = 1 and ζ ∈ (2, 4)} and {p = 2 and ζ ∈ (4, 8)}, which highlights a difference between GARCH and stochastic
volatility processes, see Davis and Mikosch (2009b) for additional details.
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In the next section we describe how the results in Theorems 3.1 and 3.2 can be used in relation to
robust inference on autocovariances and autocorrelations of the form (3.7)-(3.10).
3.3 Robust inference on market (non-)efficiency, volatility clustering
and nonlinear dependence
The previous section has emphasized several problems with asymptotic inference on key stylized facts
of financial markets using normal convergence for sample autocovariances and autocorrelations and
HAC inference on limiting variance-covariance matrices, including restrictive assumptions on their
applicability and poor finite sample properties of HAC inference approaches. These problems become
even more severe under convergence of sample autocovariances and autocorrelations to functions of
non-Gaussian stable r.v.’s (see Remark 3.4). This motivates the development and applications
of robust approaches to inference on measures of market (non-)efficiency, volatility clustering and
nonlinear dependence, including the autocovariances and autocorrelations of powers |Rt|p of financial
returns Rt. This section presents robust inference methods based on t−statistics in group estimators
discussed in Ibragimov and Mu¨ller (2010, 2016) (see also Section 3.3 in Ibragimov et al. (2015) and
Appendix A in this paper). We provide the results that demonstrate applicability of the methods
in the context of inference on stylized facts of financial markets. The results also show that the
methods can be used for a unified treatment and inference on the general class of measures of
market (non-)efficiency, nonlinear dependence and volatility clustering, including those in the form
of autocovariances and autocorrelations of powers of absolute returns dealt with in this paper.
The t−statistic robust approach discussed in Appendix A is used for inference on the parameter β
of a general strictly stationary process (Rt)t∈Z given by the population autocovariances β = γ|R|p(h),
γR,|R|ssign(R)(h), p, s > 0, discussed in Section 3.1 (see properties (i’), (ii”)).26
Let R1, R2, ..., RT be a sample of observations. Following the t−statistic approach, one partitions
the sample into a fixed number q ≥ 2 of groups of consecutive observations Rk with (j − 1)T/q <
k ≤ jT/q. The inference on the parameter β given by the above autocovariances is conducted using
group estimators βˆj, j = 1, 2, ..., q, given by sample autocovariances γˆj,|R|p(h) and γˆ′j,R,|R|ssign(R)(h)
discussed in Section 3.2 that are calculated using the observations in group j only:
γˆj,|R|p(h) =
q
T
jT/q∑
k=(j−1)T/q+h+1
(|Rk|p − µˆj,|R|p)(|Rk−h|p − µˆj,|R|p), (3.21)
26For the ease of exposition we focus on the autocovariances, but emphasize that the results in this section also
apply to autocorrelations (see Lemma 3.1).
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γˆ′j,R,|R|ssign(R)(h) =
q
T
jT/q∑
k=(j−1)T/q+h+1
(Rk − µˆj,R)(|Rk−h|ssign(Rk−h)− µˆj,|R|ssign(R)), (3.22)
where µˆj,|R|p =
q
T
∑jT/q
k=(j−1)T/q+1 |Rk|p denotes the sample mean of p−th powers |Rk|p of absolute
values of observations Rk in group j, and, similarly, µˆj,R =
q
T
∑jT/q
k=(j−1)T/q+1Rk and µˆj,|R|ssign(R) =
q
T
∑jT/q
k=(j−1)T/q+1 |Rk|ssign(Rk) denote the sample means of observations Rk in group j and their
‘signed’ powers |Rk|ssign(Rk).
Suppose that we want to test the null hypothesis H0 : β = β0, e.g. if the autocovariance
γ′R,|R|ssign(R)(h) equals zero: γ
′
R,|R|ssign(R)(h) = 0 (β = 0), as in property (i’). With βˆj the estimator
(based on the jth group) of the form γˆj,|R|p(h) or γˆ′j,R,|R|psign(R)(h) in, respectively, (3.21) and (3.22),
let tβ denote the t-statistic in the group based estimators βˆj, j = 1, 2, ..., q, that is
tβ =
√
q
βˆ − β0
sβˆ
(3.23)
with βˆ = q−1
∑q
j=1 βˆj and s
2
βˆ
= (q− 1)−1∑qj=1(βˆj − βˆ)2. The null hypothesis H0 is rejected at level
α ≤ 0.05 if the absolute value |tβ| exceeds the (1−α/2) percentile of the Student-t distribution with
q − 1 degrees of freedom.
From the general results discussed in Appendix A it follows that the above t−statistic approach
to robust inference on autocovariances γ|R|p(h), γ′R,|R|psign(R)(h) and robust tests of properties ((i’)),
((ii”)) is asymptotically valid under the asymptotic normality and asymptotic independence of the
group sample autocovariances γˆj,|R|p(h) and γˆ′j,R|R|psign(R)(h) (group estimators βˆj in this context).
Asymptotic normality of the above group sample autocovariances hold as long it holds for the full
sample autocovariances γˆ|R|p(h) and γˆ′R,|R|ssign(R)(h) (see Theorems 3.1 and 3.2).
The following lemma establishes asymptotic independence of the group sample autocovariances and
autocorrelations under the conditions in Theorems 3.1 and 3.2 and thus completes the justification
of the applicability of the robust t−statistic approaches in the settings considered.
Lemma 3.1 Suppose that the strictly stationary process (Rt)t∈Z is β-mixing. Under the assumptions
of Theorem 3.1, the centered and scaled group sample autocovariances,
√
T/q(γˆi,|R|p(h)−γ|R|p(h)) and√
T/q(γˆj,|R|p(h)− γ|R|p(h)), are asymptotically independent for i, j = 1, 2, ..., q, with i 6= j. Likewise,
under the conditions of Theorem 3.2, for the sample autocovariances,
√
T/q(γˆ′i,R,|R|ssign(R)(h) −
γ′R,|R|ssign(R)) and
√
T/q(γˆ′j,R,|R|ssign(R)(h) − γ′R,|R|ssign(R)) are asymptotically independent for i, j =
1, 2, ..., q, with i 6= j. The asymptotic independence property does also apply to the group sample
autocorrelations ρˆi,|R|p(h) and ρˆ′i,R,|R|ssign(R), i,= 1, 2, ..., q, under the assumptions in Theorem 3.1
and 3.2, respectively.
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Remark 3.3 The proof of Lemma 3.1 is given in Appendix D. The asymptotic independence relies
on an exact coupling argument that holds for β-mixing processes. In the proof it is only used that the
sample autocovariances (or autocorrelations) have some limiting distribution when suitably centered
and scaled. Hence, the limiting distribution does not necessarily have to be Gaussian, but could,
for instance, be non-Gaussian stable, as discussed in Remark 3.4. A similar argument was used by
Pedersen (2020) in order to show asymptotic independence of group-based least squares estimators for
the autoregressive coefficients in general heavy-tailed AR-GARCH-type processes under Gaussian and
non-Gaussian stable limits. Note that an alternative approach to show the asymptotic independence
under Gaussian limits is to show that the joint Gaussian limiting distribution of the group-based
estimators has a block-diagonal covariance matrix.
Example 3.4 As discussed in Section 3.1, under suitable conditions, the GARCH(1,1) is β-mixing
(with geometric rate) and, hence, satisfies Lemma 3.1 under the conditions on the tail index ζ
discussed in Example 3.3. For instance, from Example 3.3, the limits of the (centered and scaled)
group estimators γˆj,|R|p(h) and ρˆj,|R|p(h) are normal if p < ζ/4. Likewise, from Example 3.3, the
limiting distributions of γˆ′j,R,|R|ssign(R)(h) and ρˆ′j,R,|R|ssign(R)(h) are normal if s < ζ/2 − 1. For
the latter case with h > 0, suppose instead that 2(1 + s) > ζ > 1 + s. Then similar to Pedersen
(2020) for the case s = 1, the limiting distributions of group sample autocovariances γˆ′j,R,|R|ssign(R)(h)
are stable, see also Remark 3.4. Under symmetric innovations, Z, the stable distribution becomes
symmetric, and hence given by a mixture of normal distributions. In such a situation, as pointed
out by Ibragimov and Mu¨ller (2010), the t-statistic approach is also applicable, provided that the
asymptotic independence still applies, which follows directly by the arguments given in Appendix D.
Lemma 3.1 justifies the applicability of robust t−statistic based approaches in inference on the
autocovariances γˆ|R|p(h) of powers |Rt|p of absolute values of Rt and on stylized fact (ii”) under
appropriate moment requirements given in Theorem 3.1, i.e. E[|Rt|2p+δ] < ∞ for some δ > 0.
In addition, the lemma justifies the applicability of the approach to inference on autocovariances
γˆ′R,|R|ssign(R)(h) and stylized fact (i’) in the case E[|Rt|2(1+s)+δ] < ∞. From Remark 3.4 and the
discussion in Appendix A and Example 3.4, it is further follows that the t−statistic based robust
approach is also applicable in inference on autocovariances γˆ′R,|R|ssign(R)(h) and stylized fact (i’) in
the case where the distributional limits of (full-sample) sample autocovariances (and those of the
corresponding group sample autocovariances) are symmetric stable mixtures of normals.
It is further important to note that, in contrast to HAC inference approaches with estimates of
limiting variance-covariance matrices that depend on the powers p and s used in measures of mar-
ket (non-)efficiency and volatility clustering γ|R|p(h) and γ′R,|R|ssign(R)(h), the robust t−statistic ap-
proaches described in this section can be used irrespective of the powers p and s in the measures
considered.
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4 Robust inference methods: Finite sample properties
In this section, we present the numerical results on finite sample properties of robust t−statistic
inference approaches and their comparisons with HAC inference procedures in the analysis of stylized
facts (i’) and (ii”) of market (non-)efficiency in comparison to standard approaches.
4.1 Testing for linear (in)dependence and market (non-)efficiency
To investigate finite sample performance of HAC and robust t−statistic inference approaches in
testing for stylized fact (i’): ρ′R,|R|ssign(R)(h) = 0, the data is generated from the following DGPs:
Rt = φRt−1 + εt, (4.24)
εt = σtZt, t = 2, . . . , T, (4.25)
where the GARCH-type process (εt) follows one of the following three models on the volatility
dynamics and the distribution of the innovations (Zt).
1. (Symmetric) ARCH(1) with normal innovations
σ2t = 0.1 + (pi
1/3/2)ε2t−1, (4.26)
and (Zt) is a sequence of i.i.d. standard normal N(0, 1) r.v.’s.
2. ARCH(1) with asymmetric innovations : σ2t follows (4.26) and (Zt) is a sequence of i.i.d. r.v.’s
that have an asymmetric Student-t distribution with 50 degree of freedom and the skewness
parameter of 0.5 (and unit variance; see Section 6.7 in Christoffersen (2012)), denoted t(50, 0.5).
3. ARCH(1) with asymmetric heavy-tailed innovations : σ2t follows (4.26) and (Zt) is a sequence
of i.i.d. r.v.’s that have an asymmetric Student-t distribution with 3 degree of freedom and
the skewness parameter of 0.5, denoted t(3, 0.5).
4. GJR-GARCH(1,1,1) with normal innovations :
σ2t = 0.1 +
0.1818
4
(|εt−1| − εt−1)2 + 0.9σ2t−1 (4.27)
where (Zt) is a sequence of i.i.d. standard normal N(0, 1) r.v.’s.
By Kesten’s equation (3.6) in Section 3, for the first ARCH process (with standard normal inno-
vations) the value α = pi1/3/2 corresponds to the tail index ζ = 3 in (iii). The second and third
ARCH processes have the same α = pi1/3/2 and asymmetric Student-t−distributed innovations that
are more heavy-tailed than normal. By Kesten’s equation (3.6), the tail index ζ in (iii) for these
processes satisfies 2 < ζ < 3. For the choice of the parameters of the GJR-GARCH(1,1,1) model,
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the tail ζ equals to 3 as in the case of ARCH with normal innovations.27 28
In the numerical analysis of finite sample properties, we present the results for HAC tests based on the
HAC t−statistics of (full-sample) sample autocorrelations ρˆR(1), ρˆ′R,|R|0.5sign(R)(1), ρˆ′R,|R|0.25sign(R)(1),
ρˆ′R,|R|0.1sign(R)(1) and for robust inference approaches based on t−statistics in their group counter-
parts with q = 4, 8, 12 and 16. For the above DGPs, in order to have asymptotic normality for
ρˆ′R,|R|ssign(R)(h) under ρ
′
R,|R|ssign(R)(h) = 0, s should be less than 0.5.
4.1.1 Size properties
In this section, we analyse finite sample size properties of the tests by setting φ = 0 in (4.24). The
sample size is 5,000 and the number of replications is 10,000. The results are presented in Table 1.
For all cases, the standard HAC-based tests are oversized, and the largest oversizing is observed for
the asymmetric ARCH model with heavy-tailed innovations, t(3, 0.5) especially in tests based on the
first-order sample autocorrelations ρˆR(1). For the robust t−statistic approaches, the size control is
very good even for the tests based on group estimates of the first-order autocorrelations ρR(1), again
except for the case of the asymmetric ARCH model with t(3, 0.5)-innovations. For this case, we
conjecture that the limit of sample autocorrelations is a ratio of asymmetric stable r.v.’s that makes
both the HAC and t−statistic inference approaches inapplicable. The same is the case for both
HAC and robust t−statistic approaches based on (full-sample and group) sample autocorrelations
ρˆ′R,|R|0.5sign(R)(1) (as indicated above, one needs s to be smaller than 0.5 for asymptotic normality
of sample analogues of these autocorrelations). The robust t−statistic approach based on group
estimators of ρ′R,|R|0.25sign(R)(1) and ρ
′
R,|R|0.1sign(R)(1) are slightly oversized with better size control
for q = 4 and for (the second best size control) q = 8. Overall, the best tests in term of finite
sample size are the robust t−statistic tests based on group estimates ρˆ′R,|R|0.1sign(R)(1) with q = 4
and q = 8.
[Table 1 about here.]
4.1.2 Size-adjusted power properties
For the numerical analysis of size-adjusted power properties of inference on market (non-)efficiency,
we simulate the DGPs considered in the previous section with φ ranging from 0 to 0.5. Figures
1, 2, 3 and 4 present the results on finite size-adjusted power for Model 1 (ARCH with normal
innovations), Model 2 (ARCH with asymmetric innovations), Model 3 (ARCH with asymmetric
heavy-tailed innovations) and Model 4 (GJR-GARCH with normal innovations), respectively, for
27All simulations were done in MATLAB. The generation of GARCH type processes were done via MFE Toolbox
from Kevin Sheppard’s website, see https://www.kevinsheppard.com/MFE Toolbox for details.
28The parameters of the GJR-GARCH process that correspond to the tail index ζ = 3 were found using simulations
from the analogue of Kesten’s equation (3.6) for the stochastic recurrence (difference) equation defining the process
(see, among others, Mikosch and Sta˘rica˘ (2000)).
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HAC tests considered in the previous section and robust t−statistic approaches based on group
sample autocorrelations with q = 8. In the case of the normal ARCH (Model 1), the power curves
for HAC and t−statistic-based tests are very close to each other, except for the case of tests based
on ρˆ′R(1) that have lower size-adjusted power. For the asymmetric case (Model 2), the results
are virtually the same. For the asymmetric case with heavy-tailed innovations (Model 3), the
conclusions are also similar, with the most powerful tests being those based on ρˆ′R,|R|0.25sign(R)(1)
and ρˆ′R,|R|0.1sign(R)(1) (and latter is slightly more powerful than the former). Similar conclusions also
hold in the GJR-GARCH case (Model 4).
[Figures 1-4 about here.]
Additionally, we provides the numerical results on comparisons of size-adjusted power properties of
robust t−statistic inference approaches with the different numbers q of groups. According to Figures
5-20 presented in Appendix F.1, the power of robust t−statistic tests increases as the number of
groups q increases, but the differences between the power curves become negligble as the power s in
the dependence measures ρˆ′R,|R|ssign(R)(1) decreases (except for the test with q = 4 groups).
4.2 Testing for the presence of nonlinear dependence and volatility
clustering
For the analysis of stylized fact (ii”) on nonlinear dependence and volatility clustering based on
autocrrelations of powers of absolute returns, the data is generated from the ARCH DGP’s similar
to Section 4.1, so that
Rt = σtZt, t = 2, . . . , T, (4.28)
where the dynamics of volatility σ2t follows (4.26) and the innovations Zt are i.i.d. r.v.’s with standard
normal or an asymmetric Student-t distribution with the skewness parameter 0.5 and the number
of degrees of freedom equal to 50 (ARCH with asymmetric innovations) or 3 (the case of ARCH
with asymmetric heavy-tailed innovations). As in Section 4.1, we note that the tail index ζ in (iii)
equals to 3 in the case of the above ARCH process with normal innovations and is smaller than 3:
2 < ζ < 3 in the case of the considered ARCH processes with (asymmetric) Student-t distributed
innovations.
We provide the numerical results for HAC tests based on estimators ρˆR2(1) ρˆ|R|(1), ρˆ|R|0.5(1),
ρˆ|R|0.25(1), ρˆ|R|0.1(1) and for robust t−statistic approaches based on the group counterparts of the
estimators with q = 4, 8, 12 and 16. The comparisons are based on the coverage level of the corre-
sponding confidence intervals for the unknown population autocorrelations estimators ρR2(1), ρ|R|(1),
ρ|R|0.5(1), ρ|R|0.25(1), ρ|R|0.1(1) for different values of the ARCH parameter α ranging from 0 to 1
(α = 1 implies infinite second moment and ζ = 2, so that the power p in (ii”) should be smaller
than 0.5).
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Figures 21-25 present the numerical results on the coverage of confidence intervals in the normal
ARCH case for the tests based on ρˆR2(1) (Figure 21), ρˆ|R|(1) (Figure 22), ρˆ|R|0.5(1) (Figure 23),
ρˆ|R|0.25(1) (Figure 24) and ρˆ|R|0.1(1) (Figure 25). One can see very unstable coverage for the tests
based on ρˆR2(1) (Figure 21) and ρˆ|R|(1) (Figure 22) due to the loss of asymptotic normality. The
coverage improves as the power p becomes smaller. The best coverage for all range of α’s is observed
for robust t−statistic tests based on group estimates ρˆ|R|0.1(1) with q = 4, and the second best test
is with q = 8.
[Figures 21-25 about here.]
The qualitative conclusions are similar for the case of t(50, 0.5)-case (Figures 26-30 in Appendix F.2)
and the t(3, 0.5)-case (Figures 31-35 in Appendix F.2).
5 Empirical application: Robust tests of market efficiency,
nonlinear dependence and volatility clustering
In this section we revisit a recent study by Baltussen et al. (2019) on linear dependence in returns
on major stock market indexes. Specifically, Baltussen et al. (2019) present empirical results based
on HAC inference approaches applied to the first-order autocorrelations, that is, ρR(1), that suggest
that serial dependence in daily returns on 20 major market indexes covering 15 countries in North
America, Europe, and Asia was significantly positive until the end of the 1990s, and switched to
being significantly negative since the 2000s. In light of Theorem 3.2 (with s = 1), asymptotic
normality of the sample autocorrelation relies on finite fourth-order moments of the process, and in
the case where such moment conditions are not satisfied, the limiting distribution may be a function
of non-Gaussian stable variables (Remark 3.4). We consider daily percentage returns on the major
stock indexes from March 3, 1999 to January 14, 2020.29 The second and third columns of Table
2 present, respectively, (bias-corrected) log-log rank-size estimates of the tail indices for the return
time series and their 95% confidence intervals (see Gabaix and Ibragimov (2011) and Ch. 3 in
Ibragimov et al. (2015)). Importantly, the tail index for all of the returns time series appear to be
smaller than 4, and the left end-points of the confidence intervals vary from 2.53 to 3.37 across the
return series, so that the confidence intervals either lie on the left of the value of 4 or contain it.
This implies that inference on linear autocorrelations, ρR(h), using asymptotic normality for their
sample analogues, ρˆR(h), is invalid.
Columns 4, 7, 9 and 11 in Table 2 provide the full-sample estimates of the autocorrelations ρR(1)
and ρ′R,|R|ssign(R)(1) in properties (i) and (i’) and those of the multi-period autocorrelation MAC(5)
(the weighted sum of the first five autocorrelation coefficients of order h = 1, 2, 3, 4, 5) used in
29The data series were retrieved from Bloomberg. We choose the same starting date (March 3, 1999) as Baltussen
et al. (2019), but extend the sample until January 14, 2020 (Baltussen et al. use data series ending on December 31,
2016).
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Baltussen et al. (2019). Columns 5 and 12 provide the 95% HAC confidence intervals for ρR(1) and
MAC(5).
Column 8 in Table 2 presents (95% confidence) intervals (A.30) that can be used in testing the hy-
pothesis that the (non-)efficiency dependence measure ρR,|R|ssign(R)(1) equals zero: ρR,|R|ssign(R)(1) =
0 using the robust t−statistic tests with q = 8 groups as discussed in Appendix A.
We choose the power s based on the left end-points of the confidence intervals for the tail index.
Specifically, for a given series, if an end-point exceeds 3, we set s = 0.5, and if the end-point lies
between 2.5 and 3.0, we set s = 0.25, so that the moment conditions for asymptotic normality
of the group-based estimators are satisfied.30 We see that for most of the series (17 out of 20),
the considered intervals in (A.30) based on robust t−statistic approaches applied to inference on
ρR,|R|ssign(R)(1) contain zero, and for two of the series the confidence intervals lie on the right of zero.
Hence, following the robust t−statistic tests (see Appendix A), we find little evidence for significantly
negative (serial) dependence in the return series, in contrast to the conclusions in Baltussen et al.
(2019).31 The same qualitative conclusions apply if we set s = 0.1 (Column 10 in Table 2), and
also hold for inference on the MAC(5) measure (Column 13 of the table).
[Table 2 about here.]
Tables 3-5 provide the results on testing for nonlinear dependence and volatility clustering in the
indices’ returns using 95% confidence intervals constructed on the base of robust t−statistic ap-
proaches applied to the first-order autocorrelations ρˆR2(1), ρˆ|R|(1) and ρˆ|R|p(1) in the above period.32
Overall, the tables confirm the presence of nonlinear dependence and volatility clustering in the
returns on the financial indices.
[Tables 3-5 about here.]
6 Conclusion and suggestions for further research
The results in this paper justify applicability of general t−statistic robust inference methods in
Ibragimov and Mu¨ller (2010, 2016) in the context of inference on measures of market (non-)efficiency,
volatility clustering and nonlinear dependence based on powers of absolute values of financial returns.
The focus of this paper was on the case of testing of such stylized facts of financial markets in form (i)-
30Under the hypothesis ρR,|R|ssign(R)(1) = 0 in consideration.
31The HAC-based approach used by Baltussen et al. (2019) corresponds to the 95% confidence intervals reported
in Column 5 in Table 2. Although theoretically unjustified in light of the tail index estimates, we note that these
confidence intervals do not provide much evidence for significant negative serial dependence. The discrepancy between
the conclusion made from Table 2 and the ones obtained by Baltussen et al. (2019) is most likely due to different
choices of sample periods (we apply a longer sample) and the fact that Baltussen et al. (2019) rely on 90% confidence
intervals.
32The tables also present the results on tail index estimation and HAC confidence intervals for the considered
dependence measures.
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(ii), (ii’) and (i’), (ii”), with application of inference on one parameter of interest (an autocovariance
or autocorrelation based on powers of absolute returns). The results in Ibragimov and Mu¨ller (2016)
on robust inference on equality of two parameters of interest can be further used for robust tests
of structural breaks in the measures of market (non-)efficiency, volatility clustering and nonlinear
dependence considered in this work. These applications of the robust inference approaches are
currently under way by the authors and will be presented elsewhere.
A Robust t−statistic inference approaches
Suppose we want to conduct inference about some scalar parameter β of an autocorrelated, het-
erogenous and possibly heavy-tailed time series (Xt) (e.g., a parameter of a predictive regression
of returns Rt on some explanatory factor, e.g., the dividend to price ratio or an autocovariance
coefficient of returns Rt or powers of their absolute values) using a large data set of T observations
X1, X2, ..., XT . For a wide range of time series models and estimators βˆ of β, it is known that the dis-
tribution of βˆ is approximately normal in large samples, that is,
√
T (βˆ−β)→d N (0, σ2) as T →∞.
If the autocorrelations in (Yt) are pervasive and pronounced enough, then it will be challenging to
consistently estimate the limiting variance σ2, e.g., by HAC approaches, and inference procedures
for β that ignore the sampling variability of a candidate consistent estimator σˆ2 (e.g., based on
HAC standard error of βˆ) is expected to have poor finite sample properties (see Remark 3.3 and the
discussion in Ibragimov and Mu¨ller (2010) and Section 3.3 in Ibragimov et al. (2015)).
The results in Ibragimov and Mu¨ller (2010, 2016) provide the following general approach to robust
inference about an arbitrary parameter β of a time series or an economic or financial model under
heterogeneity, correlation and heavy-tailedness of a largely unknown form.33 Consider a partition
of the original data sample X1, X2, ..., XT into a fixed number q ≥ 2 of groups of consecutive
observations Xs with (j − 1)T/q < s ≤ jT/q. Denote by βˆj the estimator of β using observations
in group j only (e.g., the OLS estimate of the predictive regression or the sample autocovariance
coefficient of returns Rt or powers of their absolute values for observations in group j). Suppose that
the group estimators βˆj are asymptotically normal:
√
T (βˆj − β)→d N (0, σ2j ) and, also,
√
T (βˆi− β)
and
√
T (βˆj − β) are asymptotically independent for i 6= j (the asymptotic normality of
√
T (βˆj − β)
typically follows from the same reasoning as the asymptotic normality of the full sample estimator
βˆ). The condition of asymptotic independence of βˆi and βˆj is a condition on the degree of (weak)
dependence in time series (Xt).
34
33In addition to time series models, the approach can be used in panel, clustered, spatially correlated and other
settings (see Ibragimov and Mu¨ller (2010, 2016) and Section 3.3 in Ibragimov et al. (2015)).
34In general settings, the argument for asymptotic independence of group estimators of β depends on the choice
of groups and the details of the application (see Section 4 in Ibragimov and Mu¨ller (2010) for the discussion of such
arguments for different econometric models, including time series, panel, clustering and spatially correlated settings).
Section 3.4 in the working paper version Ibragimov and Mu¨ller (2007) of Ibragimov and Mu¨ller (2010) presents a
simple-to-implement test of whether additional assumptions required for consistent variance estimation hold in the
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Following the robust t−statistic inference approach in Ibragimov and Mu¨ller (2010), one can perform
an asymptotically valid test of level α, α ≤ 0.05 of H0 : β = β0 against β 6= β0 be rejecting H0 when
|tβ| exceeds the (1−α/2) percentile cvα of the Student-t distribution with q− 1 degrees of freedom,
where tβ is the usual t−statistic in group estimators βˆj, j = 1, 2, ..., q :
tβ =
√
q
βˆ − β0
sβˆ
(A.29)
with βˆ = q−1
∑q
j=1 βˆj and s
2
βˆ
= (q − 1)−1∑qj=1(βˆj − βˆ)2, respectively the sample mean and sample
variance of βˆj, j = 1, ..., q.
35 As usual, the robust t−statistic tests of level α the null hypothesis
H0 : β = β0 against β 6= β0 can be also conducted by checking whether the interval
(βˆ − cvαsβ/√q, βˆ − cvαsβ/√q) (A.30)
contains β0, where, as before, cvα denotes the (1−α/2) percentile of the Student-t distribution with
q − 1 degrees of freedom.
The interval (A.30) is the confidence interval for an unknown true value of β with an asymptotic
coverage of at least 1− α (see Ibragimov and Mu¨ller (2007)).3637
As discussed in Ibragimov and Mu¨ller (2010), the t−statistic approach provides a number of im-
portant advantages over the existing methods. In particular, it can be employed when data are
potentially heterogeneous and correlated in a largely unknown way. In addition, the approach is
simple to implement and does not need new tables of critical values. The assumptions of asymptotic
normality for group estimators in the approach are explicit and easy to interpret, in contrast to
conditions that imply validity of alternative procedures. 38
The numerical results in Ibragimov and Mu¨ller (2010) demonstrate that, for many dependence and
heterogeneity settings considered in the literature and typically encountered in practice for time
series, panel, clustered and spatially correlated data, the choice q = 8 or q = 16 leads to robust tests
with attractive finite sample performance.39
data at hand. This test can be used to decide between the use of HAC methods and robust t−statistics approaches.
35As discussed in Ibragimov and Mu¨ller (2010), the t−statistic approach to robust inference can also be used for
test levels α ≤ 2Φ(−√3) ≈ 0.08326..., where Φ(x) is the standard normal cdf.
36Naturally, these conclusions on the tests and confidence intervals hold if the conditions on applicability of the
t−statistic approach are satisfied in the context; in particular, the robust t−statistic tests of H0 may be conducted
as described above if the group estimators βˆj , are asymptotically normal and asymptotically independent under the
null hypothesis H0 : β = β0.
37Note that there is a typo in formulation of confidence intervals in Section 2.2 in Ibragimov and Mu¨ller (2007);
the intervals should account for the division by
√
q, as in (A.30).
38As is shown in Ibragimov and Mu¨ller (2010), the t−statistic based approach to robust inference efficiently exploits
the information contained in these regularity assumptions, both in the small sample settings (uniformly most powerful
scale invariant test against a benchmark alternative with equal variances) and also in the asymptotic frameworks.
39The asymptotic efficiency results for t−statistic based robust inference further imply that it is not possible to
use data dependent methods to determine the optimal number of groups q to be used in the approach when the only
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The t−statistic approach provides a formal justification for the widespread FamaMacBeth method
for inference in panel regressions with heteroskedasticity (see Fama and MacBeth (1973)). In the
approach, one estimates the regression separately for each year, and then tests hypotheses about the
coefficient of interest using the t−statistic of the resulting yearly coefficient estimates. The Fama-
MacBeth approach is a special case of the t−statistic based approach to inference, with observations
of the same year collected in a group.
Importantly for inference on heavy-tailed time series generated by GARCH-type models and typical
for real-world financial markets (see the discussion in Section 1.1), the t−statistic robust inference
approach remains valid as long as the group estimators βˆj, j = 1, 2, ..., q, are asymptotically inde-
pendent and convergence (at an arbitrary rate) to heavy-tailed scale mixtures of normals. Namely,
the approach is asymptotically valid if mT (βˆj−β)qj=1 →d ZjVj, j = 1, 2, ..., q, for some real sequence
mT , where Zj ∼ i.i.d.N (0, 1), the random vector {Vj}qj=1 is independent of the vector {Zj}qj=1 and
maxj |Vj| > 0 almost surely (see the discussion and the numerical results on performance of the
approach in heavy-tailed models in Section 3.3.3 in Ibragimov et al. (2015), and Pedersen (2020)
for applications of the approach in the analysis of uncorrelatedness of heavy-tailed GARCH-type
time series under symmetry assumptions). The class of limiting scale mixtures of normals is a
rather large class of distributions that includes all symmetric stable distributions (see Section 2.1.2
in Ibragimov et al. (2015)) that arise as distributional limits of estimators in econometric models un-
der heavy-tailedness. E.g., symmetric stable distributions arise, under symmetric innovations Z, as
limits of sample linear autocovariances γˆR(h) of stationary GARCH-type processes (e.g., GARCH(1,
1) processes (3.4)-(3.5)) with tail indices ζ < 4 (see Pedersen (2020)) and their power analogues
γˆ′R,|R|ssign(R)(h), s > 0, in Theorem 3.2 in the case of GARCH-type processes with tail indices
ζ < 4s (see Remark 3.4).
The results in Ibragimov and Mu¨ller (2016) provide analogues of the above t−statistic approaches
that can be used in inference on equality of two parameters of economic or financial models, with
natural applications in tests for structural breaks (e.g., in parameters of GARCH-type models,
including their tail indices or measures of market (non-)efficiency, volatility clustering and nonlinear
dependence considered in this paper).
B Asymptotic normality of general sample autocrosscovari-
ances and -correlations
In order to show that the sample auto(cross)covariances and -correlations have asymptotic Gaussian
limits, we rely on the following central limit theorem (CLT) for strictly stationary α-mixing, i.e.
strongly mixing, processes. We refer to Appendix C for additional details about mixing processes.
assumption imposed on the data generating process is that of asymptotic normality for the group estimators βˆj .
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The theorem is given in Ibragimov and Linnik (1971) (see also Theorem 4.2 in Rio (2017)):
Theorem B.1 (Theorem 18.5.3 of Ibragimov and Linnik (1971)) Let (Rt)t∈Z be an R-valued
mean zero stationary strongly mixing process with mixing coefficient α(n) and let E[|Rt|2+δ] < ∞
for some δ > 0. If
∞∑
n=1
α(n)δ/(2+δ) <∞, (B.31)
then σ2 ≡ E[R20] + 2
∑∞
j=1E[R0Rj] <∞, and T−1/2
∑T
t=1Rt
d→ N(0, σ2).
We have the following result.
Theorem B.2 Let (Rt)t∈Z be an R-valued strictly stationary and strongly mixing process. Let f :
R → R and g : R → R be measurable functions. Consider the sample autocrosscovariance function
of f(Rt) and g(Rt) for some order h ≥ 0,
γˆT,f(R),g(R)(h) =
1
T
T∑
t=1
f(Rt)g(Rt−h)− ( 1
T
T∑
t=1
f(Rt))(
1
T
T∑
t=1
g(Rt−h)), (B.32)
and their population versions,
γf(R),g(R)(h) = Cov(f(Rt), g(Rt−h)) = E[f(Rt)g(Rt−h)]− E[f(Rt)]E[g(Rt−h)]. (B.33)
Likewise, consider the sample cross autocrosscorrelation functions,
ρˆT,f(R),g(R)(h) =
γˆT,f(R),g(R)(h)√
γˆT,f(R),f(R)(0)γˆT,g(R),g(R)(0)
, h ≥ 1, (B.34)
and their population versions
ρf(R),g(R)(h) =
γf(R),g(R)(h)√
γf(R),f(R)(0)γg(R),g(R)(0)
. (B.35)
Suppose that there exists a δ > 0 such that
max{E[|f(Rt))|2+δ], E[|g(Rt))|2+δ]} <∞ and max
h=0,...,m
{E[|f(Rt)g(Rt−h)|2+δ]} <∞, (B.36)
and such that the mixing coefficients of (Rt)t∈Z satisfy (B.31). Then
√
T (γˆT,f(R),g(R)(h)− γf(R),g(R)(h))h=0,...,m d→ (Gh,f(R),g(R))h=0,...,m, (B.37)
where (Gh,f(R),g(R))h=0,...,m is an (m+1)-dimensional Gaussian vector with zero mean and covariance
26
matrix given by
Γ = Var(Y0) + 2
∞∑
k=1
Cov(Y0, Yk), (B.38)
where Yt = (Yt,h)h=0,...,m, Yt,h = (f(Rt)− E[f(Rt)])(g(Rt−h)− E[g(Rt−h)])− γf(R),g(R)(h).
If, in addition, γf(R),g(R)(h))h=1,...,m = (0, . . . , 0), then
√
T (ρˆT,f(R),g(R)(h))h=1,...,m
d→ ((γf(R),f(R)(0)γg(R),g(R)(0))−1/2Gh,f(R),g(R))h=1,...,m . (B.39)
Suppose that, in addition, there exists a δ > 0 such that
max{E[|f(Rt)|4+δ], E[|g(Rt)|4+δ]} <∞ (B.40)
and such that (B.31) holds. Then
√
T (ρˆT,f(R),g(R)(h)− ρf(R),g(R)(h))h=1,...,m d→ (G˜h,f(R),g(R))h=1,...,m, (B.41)
where (G˜h,f(R),g(R))h=0,...,m is a Gaussian vector with mean zero and covariance given by AΓ
†A′, where
A is constant matrix defined in (B.44) and
Γ† = Var(Y †0 ) + 2
∞∑
k=1
Cov(Y †0 , Y
†
k ), (B.42)
with Y †t = (Y
′
t , Vt,1, Vt,2)
′, Vt,1 = (f(Rt) − E[f(Rt)])2 − γf(R),f(R)(0), Vt,2 = (g(Rt) − E[g(Rt)])2 −
γg(R),g(R)(0).
Proof: Firstly, note that strong mixing is a property about the σ-field generated by (Rt)t∈Z
(see Appendix C). Since f and g are measurable, it follows that the process (Vt)t∈Z, with Vt =
(f(Rt), g(Rt), g(Rt−1), . . . , g(Rt−m)), is also strictly stationary and strongly mixing with mixing co-
efficients satisfying (B.31) (see also Francq and Zako¨ıan (2006)). Likewise, the same property applies
to the process (V˜t,h)t∈Z with V˜t,h = f(Rt)g(Rt−h), h = 0, . . . ,m. This allows us to apply Theorem
B.1 to the processes (Vt)t∈Z and (V˜t,h)t∈Z, under the assumed integrability conditions. Next, note
that
γˆT,f(R),g(R)(h)− γf(R),g(R)(h) = 1
T
T∑
t=1
(f(Rt)− E[f(Rt)])(g(Rt−h)− E[g(Rt−h)])− γf(R),g(R)(h)
−( 1
T
T∑
t=1
(f(Rt)− E[f(Rt)]))( 1
T
T∑
t=1
(g(Rt−h)− E[g(Rt−h)).
Since max{E[|f(Rt))|2+δ], E[|g(Rt))|2+δ]} < ∞ for some δ > 0 it holds by Theorem B.1 that
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1
T
∑T
t=1 f(Rt)− E[f(Rt)] and 1T
∑T
t=1 g(Rt−h)− E[g(Rt−h)] are Op(T−1/2), so that
√
T (γˆT,f(R),g(R)(h)− γf(R),g(R)(h)) = 1√
T
T∑
t=1
((f(Rt)− E[f(Rt)])(g(Rt−h)− E[g(Rt−h)])
−γf(R),g(R)(h)) + op(1).
Let Yt,h = (f(Rt)−E[f(Rt)])(g(Rt−h)−E[g(Rt−h)])−γf(R),g(R)(h). Using (B.36), there exists a δ > 0
such that, by Ho¨lder’s inequality, E[|Yt,h|2+δ] <∞. Using that E[Yt,h] = 0 and that (Yt,h : t ∈ Z) is
strongly mixing satisfying (B.31),
√
T (γˆT,f(R),g(R)(h)− γf(R),g(R)(h)) d→ Gh,f(R),g(R) by Theorem B.1.
The joint convergence in (B.37) is obtained by similar arguments applied to linear combinations of√
T (γˆT,f(R),g(R)(h)− γf(R),g(R)(h))h=0,...,m and an application of the Crame´r-Wold device.
Next, we consider the limiting distribution of the sample correlations. The limiting distribution
for the case where γf(R),g(R)(h))h=1,...,m = (0, . . . , 0) is immediate, by noting that (γˆT,f(R),f(R)(0) −
γf(R),f(R)(0)) and (γˆT,g(R),g(R)(0)−γg(R),g(R)(0)) are op(1) and by an application of Slutsky’s theorem.
Next, using (B.40), it holds by arguments similar to the ones given above that
√
T
 (γˆT,f(R),g(R)(h)− γf(R),g(R)(h))h=0,...,mγˆT,f(R),f(R)(0)− γf(R),f(R)(0)
γˆT,g(R),g(R)(0)− γg(R),g(R)(0)
 d→ G†, (B.43)
where G† is an (m + 3)-dimensional Gaussian vector with mean zero and covariance given by Γ†
defined in (B.42). Let x = (x1, . . . , xm+3)
′ ∈ Rm+3 and define the function g˜ : Rm+3 → Rm+1 as
g˜(x) = (
x1√
xm+2xm+3
, . . . ,
xm+1√
xm+2xm+3
)′.
Define the matrix
A =
∂g˜(x)
∂x′
∣∣∣∣
x=γ†
, γ† = ((γf(R),g(R)(h))′h=0,...,m, γf(R),f(R)(0), γg(R),g(R)(0))
′. (B.44)
The convergence in (B.41) is then obtained by an application of the delta method. 
C α- and β-mixing
Let (Ω,F , P ) be a probability space.
The β-mixing coefficient between two σ-fields A and B, A,B ⊂ F , is given by
β(A,B) := 1
2
sup
I∑
i=1
J∑
j=1
|P (Ai ∩Bj)− P (Ai)P (Bj)|,
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where the supremum is taken over all finite partitions (Ai : i = 1, . . . , I) and (Bj : j = 1, . . . , J) of
Ω with Ai ∈ A and Bj ∈ B.
Let (xt : t ∈ Z) be a sequence of r.v.’s. Define the σ-fields
Fn := σ(xt : t ∈ Z, t ≤ n),
Gn := σ(xt : t ∈ Z, t ≥ n).
The β-mixing coefficients of (xt : t ∈ Z) are given by
β(k) := sup
n∈Z
β(Fn,Gn+k).
Note that if (xt : t ∈ Z) is strictly stationary, β(k) = β(F0,Gk). The sequence (xt : t ∈ Z) is said
to be β-mixing if β(k) → 0 as k → ∞. Likewise, the strictly stationary sequence (xt : t ∈ Z) has
α-mixing coefficients
α(k) := sup
A∈F0,B∈Gk
|P (A ∩B)− P (A)P (B)|,
and is said to be α-mixing if α(k) → 0 as k → ∞. Notice that for a strictly stationary process,
β(k) ≥ α(k), and hence a β-mixing process is also α-mixing.
D On the validity of Lemma 3.1
Suppose that (xt : t ∈ Z) is strictly stationary and β-mixing. For the sake of clarity we focus on the
asymptotic independence of group-based estimators for autocovariances. The sample autocorrela-
tions are dealt with in a similar fashion. Specifically, let f : R → R and g : R → R be measurable
functions, and define yt = (yt,1, yt,2)
′ = (f(xt), g(xt−1))′. Since f and g are measurable, (yt : t ∈ Z)
is strictly stationary and β-mixing. With i, j ∈ Z, 0 ≤ i < j, let
φˆi,j := (j − i+ 1)−1
j∑
t=i
yt,1yt,2 −
(
(j − i+ 1)−1
j∑
t=i
yt,1
)(
(j − i+ 1)−1
j∑
t=i
yt,2
)
− φ0,
where
φ0 = E[yt,1yt,2]− E[yt,1]E[yt,2],
and suppose that for some deterministic sequence (aT ), satisfying aT →∞,
aT φˆ1,T →d Z, , (D.45)
for some random variable Z (potentially non-Gaussian).
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Suppose that we split the sample into two equi-sized groups40, such that we have the group-based
estimators φˆ1,bT/2c and φˆbT/2c+1,2bT/2c. We seek to show that abT/2cφˆ1,bT/2c and abT/2cφˆbT/2c+1,2bT/2c are
asymptotically independent. By the Cramr-Wold device, the asymptotic independence holds, if we
show that for any constants (k1, k2) ∈ R2, k1abT/2cφˆ1,bT/2c+k2abT/2cφˆbT/2c+1,2bT/2c →d k1Z(1) +k2Z(2)
where Z(1) and Z(2) are independent copies of Z. Let T˜ := T˜ (T ) be an increasing sequence of
positive integers satisfying T˜ = o(T ) as T →∞. It holds that
abT/2cφˆbT/2c+1,2bT/2c = abT/2cφˆbT/2c+1,bT/2c+1+T˜ + abT/2cφˆbT/2c+2+T˜ ,2bT/2c
=: S
(1)
T + S
(2)
T , (D.46)
where it holds, due to (D.45), that
S
(1)
T = op(1). (D.47)
Let (y?t : t ∈ Z) denote a sequence with the same distribution as (yt : t ∈ Z) and independent of
FbT/2c. By Theorem 5.1 of Rio (2017),
P (y?t 6= yt for some t ≥ bT/2c+ k) = β(FbT/2c,GbT/2c+k), (D.48)
where β(FbT/2c,GbT/2c+k) is defined in Appendix C. Let
φˆ?i,j := (j − i+ 1)−1
j∑
t=i
y?t,1y
?
t,2 −
(
(j − i+ 1)−1
j∑
t=i
y?t,1
)(
(j − i+ 1)−1
j∑
t=i
y?t,2
)
− φ0,
and note that
S
(2)
T = abT/2cφˆ
?
bT/2c+2+T˜ ,2bT/2c +
(
abT/2cφˆbT/2c+2+T˜ ,2bT/2c − abT/2cφˆ?bT/2c+2+T˜ ,2bT/2c
)
.
For any ε > 0, using (D.48) and that (yt : t ∈ Z) is strictly stationary and β-mixing,
P
[∣∣∣abT/2cφˆbT/2c+2+T˜ ,2bT/2c − abT/2cφˆ?bT/2c+2+T˜ ,2bT/2c∣∣∣ > ε]
≤ P
[
y?t 6= yt for some t ≥ bT/2c+ 2 + T˜
]
= β(FbT/2c,GbT/2c+2+T˜ )
= β(2 + T˜ ) = o(1),
so that
S(2)n = abT/2cφˆ
?
bT/2c+2+T˜ ,2bT/2c + op(1). (D.49)
40In the case of more groups, one has to repeat the coupling argument.
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Hence, combining (D.46), (D.47), and (D.49),
abT/2cφˆbT/2c+1,2bT/2c = abT/2cφˆ?bT/2c+2+T˜ ,2bT/2c + op(1).
Using (D.45), we then obtain that for any (k1, k2) ∈ R2,
k1abT/2cφˆ1,bT/2c + k2abT/2cφˆbT/2c+1,2bT/2c = k1abT/2cφˆ1,bT/2c + k2abT/2cφˆ?bT/2c+2+T˜ ,2bT/2c + op(1)
w→ k1Z(1) + k2Z(2),
where Z(1) and Z(2) are copies of Z, and Z(1) and Z(2) are independent since abT/2cφˆ?bT/2c+2+T˜ ,2bT/2c
is independent of FbT/2c.
E HAC estimation of asymptotic covariance matrix
Note that the limiting distributions in Theorem B.2 are not particularly useful in practice since the
asymptotic covariance matrices are unknown. We note that under suitable conditions the matrices
may be estimated by HAC-type estimators, see e.g. the seminal paper by Newey and West (1987).
In particular, assuming that E[‖Y †t ‖4+] < ∞ for some  > 0, an application of Newey and West
(1987, Theorem 2) yields that the matrix Γ† defined in (B.42) may be estimated by
Γˆ† = Ωˆ†0 +
NT∑
j=1
wj(NT )Ωˆ
†
j, Ωˆ
†
j =
1
T
T∑
t=1
Yˆ †t Yˆ
†′
t−j, (E.50)
where wj(NT ) are suitable weights and NT is an increasing sequence (depending on T ), and Yˆ
†
t =
(Yˆ ′t , Vˆt,1, Vˆt,2)
′ with Yˆt = (Yˆt,h)h=0,...,m,
Yˆt,h = (f(Rt)− 1
T
T∑
t=1
f(Rt))(g(Rt−h)− 1
T
T∑
t=1
g(Rt))− γˆT,f(R),g(R)(h)
Vˆt,1 = (f(Rt)− 1
T
T∑
t=1
f(Rt))
2 − γˆT,f(R),f(R)(0),
Vˆt,2 = (g(Rt)− 1
T
T∑
t=1
g(Rt))
2 − γˆT,g(R),g(R)(0).
Remark E.1 The covariance matrix AΓ†A′ of the sample correlation function can be estimated by
AˆΓˆ†Aˆ′ with Γˆ† given in (E.50) and Aˆ given by (B.44) with γ† replaced by
γˆ† = ((γˆT,f(R),g(R)(h))′h=0,...,m, γˆT,f(R),f(R)(0), γˆT,g(R),g(R)(0))
′
Remark E.2 In case we want to estimate the asymptotic covariance matrix Γ in (B.38) we may
apply an estimator similar to the one stated in (E.50) with Yˆ †t replaced by Yˆt.
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F Additional simulations results
F.1 Size-adjusted powers for ρ′R,|R|ssign(R)(h)
[Figures 5-20 about here.]
F.2 Coverage levels for ρ|R|p(h)
[Figures 26-35 about here.]
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Figure 1: Size-adjusted power for ARCH(1) with N(0, 1) noise.
ρR(h), HAC : , ρR,|R|0.5sign(R)(h), HAC : · ρR,|R|0.25sign(R)(h), HAC : ,
ρR,|R|0.1sign(R)(h), HAC : , ρR(h), q = 8 :  , ρR,|R|0.5sign(R)(h), q = 8 : 4 ,
ρR,|R|0.25sign(R)(h), q = 8 : 5 , ρR,|R|0.1sign(R)(h), q = 8 : ©
41
▯▯▯▯▯▯▯▯▯
▯▯▯
▯▯
▯▯
▯▯
▯▯▯
▯▯▯▯▯▯
▯▯▯▯▯▯▯▯▯▯▯▯▯▯▯▯▯▯▯▯▯▯▯▯
△△△△△△
△△
△
△
△△
△△△
△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△
▽▽▽▽
▽▽
▽
▽
▽
▽▽
▽▽▽▽▽▽
▽▽▽▽▽▽▽▽▽▽▽▽▽▽▽▽▽▽▽▽▽▽▽▽▽▽▽▽▽▽▽▽▽▽
○○○○
○○
○
○
○
○○
○○○○○○○○○○○○○○○○○○○○○○○○○○○○○○○○○○○○○○○○
0.0 0.1 0.2 0.3 0.4 0.5
0.0
0.2
0.4
0.6
0.8
1.0
ϕ
Figure 2: Size-adjusted power for ARCH(1) with t(3, 0.5) noise.
ρR(h), HAC : , ρR,|R|0.5sign(R)(h), HAC : · ρR,(h), HAC : ,
ρR,|R|0.1sign(R)(h), HAC : , ρR(h), q = 8 :  , ρR,|R|0.5sign(R)(h), q = 8 : 4 ,
ρR,|R|0.25sign(R)(h), q = 8 : 5 , ρR,|R|0.1sign(R)(h), q = 8 : ©
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Figure 3: Size-adjusted power for ARCH(1) with t(50, 0.5) noise.
ρR(h), HAC : , ρR,|R|0.5sign(R)(h), HAC : · ρR,(h), HAC : ,
ρR,|R|0.1sign(R)(h), HAC : , ρR(h), q = 8 :  , ρR,|R|0.5sign(R)(h), q = 8 : 4 ,
ρR,|R|0.25sign(R)(h), q = 8 : 5 , ρR,|R|0.1sign(R)(h), q = 8 : ©
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Figure 4: Size-adjusted power for GJR-GARCH(1,1,1) with N(0, 1) noise.
ρR(h), HAC : , ρR,|R|0.5sign(R)(h), HAC : · ρR,|R|0.25sign(R)(h), HAC : ,
ρR,|R|0.1sign(R)(h), HAC : , ρR(h), q = 8 :  , ρR,|R|0.5sign(R)(h), q = 8 : 4 ,
ρR,|R|0.25sign(R)(h), q = 8 : 5 , ρR,|R|0.1sign(R)(h), q = 8 : ©
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Figure 5: Size-adjusted power for ARCH(1) with N(0, 1) noise, ρR(h).
HAC: , q = 4 :  , q = 8 : 4 , q = 12 : 5 , q = 16 : ©
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Figure 6: Size-adjusted power for ARCH(1) with N(0, 1) noise, ρ′R,|R|0.5sign(R)(h).
HAC: , q = 4 :  , q = 8 : 4 , q = 12 : 5 , q = 16 : ©
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Figure 7: Size-adjusted power for ARCH(1) with N(0, 1) noise, ρ′R,|R|0.25sign(R)(h).
HAC: , q = 4 :  , q = 8 : 4 , q = 12 : 5 , q = 16 : ©
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Figure 8: Size-adjusted power for ARCH(1) with N(0, 1) noise, ρ′R,|R|0.1sign(R)(h).
HAC: , q = 4 :  , q = 8 : 4 , q = 12 : 5 , q = 16 : ©
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Figure 9: Size-adjusted power for ARCH(1) with t(3, 0.5) noise, ρR(h).
HAC: , q = 4 :  , q = 8 : 4 , q = 12 : 5 , q = 16 : ©
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Figure 10: Size-adjusted power for ARCH(1) with t(3, 0.5) noise, ρ′R,|R|0.5sign(R)(h).
HAC: , q = 4 :  , q = 8 : 4 , q = 12 : 5 , q = 16 : ©
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Figure 11: Size-adjusted power for ARCH(1) with t(3, 0.5) noise, ρ′R,|R|0.25sign(R)(h).
HAC: , q = 4 :  , q = 8 : 4 , q = 12 : 5 , q = 16 : ©
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Figure 12: Size-adjusted power for ARCH(1) with t(3, 0.5) noise, ρR,|R|0.1sign(R)(h).
HAC: , q = 4 :  , q = 8 : 4 , q = 12 : 5 , q = 16 : ©
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Figure 13: Size-adjusted power for ARCH(1) with t(50, 0.5) noise, ρ′R(h).
HAC: , q = 4 :  , q = 8 : 4 , q = 12 : 5 , q = 16 : ©
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Figure 14: Size-adjusted power for ARCH(1) with t(50, 0.5) noise, ρ′R,|R|0.5sign(R)(h).
HAC: , q = 4 :  , q = 8 : 4 , q = 12 : 5 , q = 16 : ©
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Figure 15: Size-adjusted power for ARCH(1) with t(50, 0.5) noise, ρ′R,|R|0.25sign(R)(h).
HAC: , q = 4 :  , q = 8 : 4 , q = 12 : 5 , q = 16 : ©
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Figure 16: Size-adjusted power for ARCH(1) with t(50, 0.5) noise, ρ′R,|R|0.1sign(R)(h).
HAC: , q = 4 :  , q = 8 : 4 , q = 12 : 5 , q = 16 : ©
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Figure 17: Size-adjusted power for GJR-GARCH(1,1,1) with N(0, 1) noise ρR(h).
HAC: , q = 4 :  , q = 8 : 4 , q = 12 : 5 , q = 16 : ©
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Figure 18: Size-adjusted power for GJR-GARCH(1,1,1)with N(0, 1) noise, ρ′R,|R|0.5sign(R)(h).
HAC: , q = 4 :  , q = 8 : 4 , q = 12 : 5 , q = 16 : ©
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Figure 19: Size-adjusted power for GJR-GARCH(1,1,1) with N(0, 1) noise, ρ′R,|R|0.25sign(R)(h).
HAC: , q = 4 :  , q = 8 : 4 , q = 12 : 5 , q = 16 : ©
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Figure 20: Size-adjusted power for GJR-GARCH(1,1,1) with N(0, 1) noise, ρ′R,|R|0.1sign(R)(h).
HAC: , q = 4 :  , q = 8 : 4 , q = 12 : 5 , q = 16 : ©
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Figure 21: Coverage level for ARCH(1) with N(0, 1) noise, ρR2(h).
HAC: , q = 4: , q = 8: · q = 12: , q = 16:
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Figure 22: Coverage level for ARCH(1) with N(0, 1) noise, ρ|R|(h).
HAC: , q = 4: , q = 8: · q = 12: , q = 16:
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Figure 23: Coverage level for ARCH(1) with N(0, 1) noise, ρ|R|0.5(h).
HAC: , q = 4: , q = 8: · q = 12: , q = 16:
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Figure 24: Coverage level for ARCH(1) with N(0, 1) noise, ρ|R|0.25(h).
HAC: , q = 4: , q = 8: · q = 12: , q = 16:
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Figure 25: Coverage level for ARCH(1) with N(0, 1) noise, ρ|R|0.1(h).
HAC: , q = 4: , q = 8: · q = 12: , q = 16:
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Figure 26: Coverage level for ARCH(1) with t(50, 0.5) noise, ρR2(h).
HAC: , q = 4: , q = 8: · q = 12: , q = 16:
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Figure 27: Coverage level for ARCH(1) with t(50, 0.5) noise, ρ|R|(h).
HAC: , q = 4: , q = 8: · q = 12: , q = 16:
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Figure 28: Coverage level for ARCH(1) with t(50, 0.5) noise, ρ|R|0.5(h).
HAC: , q = 4: , q = 8: · q = 12: , q = 16:
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Figure 29: Coverage level for ARCH(1) with t(50, 0.5) noise, ρ|R|0.25(h).
HAC: , q = 4: , q = 8: · q = 12: , q = 16:
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Figure 30: Coverage level for ARCH(1) with t(50, 0.5) noise ρ|R|0.1(h).
HAC: , q = 4: , q = 8: · q = 12: , q = 16:
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Figure 31: Coverage level for ARCH(1) with t(3, 0.5) noise, ρR2(h).
HAC: , q = 4: , q = 8: · q = 12: , q = 16:
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Figure 32: Coverage level for ARCH(1) with t(3, 0.5) noise, ρ|R|(h).
HAC: , q = 4: , q = 8: · q = 12: , q = 16:
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Figure 33: Coverage level for ARCH(1) with t(3, 0.5) noise, ρ|R|0.5(h).
HAC: , q = 4: , q = 8: · q = 12: , q = 16:
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Figure 34: Coverage level for ARCH(1) with t(3, 0.5) noise, ρ|R|0.25(h).
HAC: , q = 4: , q = 8: · q = 12: , q = 16:
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Figure 35: Coverage level for ARCH(1) with t(3, 0.5) noise, ρ|R|0.1(h).
HAC: , q = 4: , q = 8: · q = 12: , q = 16:
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