Abstract. Bellow and Calderón proved that the sequence of convolution pow-
1. Almost everywhere convergence of convolution powers 1.1. Preliminaries. Let µ(k), k ∈ Z, be a probability measure. It's convolution µ * µ is defined by µ * µ(k) = j∈Z µ(j)µ(k − j). The n−fold convolution µ * · · · * µ(k) = µ n (k) is defined inductively by µ n (k) = µ * µ n−1 (k). The Fourier transform of µ will be denoted by θ(t) for t ∈ [−1/2, 1/2) and it is equal to θ(t) = k∈Z µ(k)e 2πikt .
The weights may be recovered from the inversion formula
The p th moment of µ is the sum m p (µ) = |k| p µ(k) and we say that µ has a p th moment if the above sum is finite. It will be necessary to consider positive non-integral moments p. The expectation of µ is given by E(µ) = k∈Z kµ(k).
Definition 1.1. µ is called strictly aperiodic if the support of µ is not contained in a proper coset of the integers.
We have the following important theorem by Foguel( [4] ).
Theorem 1.1. µ is strictly aperiodic ⇐⇒ |θ(t)| = 1 ∀t = 0. Now let T : X → X be an invertible measure preserving transformation of a probability space (X, B, λ). For f ∈ L 1 (λ) one may define
One then considers the question of a.e convergence for the sequence µ n f (x) = k∈Z µ n (k)f (T k x).
1 Definition 1.2. A probability measure µ on Z has bounded angular ratio, if µ is strictly aperiodic and
|μ(t) − 1| 1 − |μ(t)| < ∞ Definition 1.3. We denote by µ n : L 1 (X) → L 1 (X) the operator defined by µ n f (x) = k∈Z µ n (k)f (T k x). We refer to the sequence µ n as the sequence of convolution powers of µ.
The following Theorem establishes the necessity of of the bounded angular ratio condition in the study of convolution powers.
Theorem 1.4 ([6]).
Suppose that µ is a probability measure on Z(µ = δ k , i.e not concentrated in a single point) and thatμ has unbounded angular ratio. Then there exists a function f ∈ L ∞ such that µ n f (x) fails to converge a.e.
In order to establish some key properties of the measures under our consideration we will need the following Theorem from [9] ; it provides a generalization of L'Hospital's rule concerning indeterminate forms of type 0/0. Theorem 1.5. Let f (x) and F (x) be continuous differentiable functions on an open interval (a, x) where a may denote −∞, and the differential coefficients f ′ and F ′ have no common zeros or infinities in the open interval and if, as x approaches the value a, f (x) and F (x) each have the unique limit zero, then as x approaches the value a the limits of
. Lemma 1.6. Suppose µ is a probability measure defined on Z such that m 1 (µ) < ∞, µ has bounded angular ratio and θ ′′ (t) exists on a set
Proof. (a) is a special case of a result proved in [3] (Proposition 1.9). To prove (b) we first note that by [5] (Lemma 1)
has no zeros on S except when t = 0.
Therefore by Theorem 1.5 the limit points of
coincide with that of
, which proves (b).
Definition 1.7. Given a sequence of operators T n : L 1 → M(X), where M(X) denotes the set of measurable functions, the maximal operator
For the sequence {µ n } the maximal operator will be denoted by µ * .
Theorem 1.8. Let (X, B, m) be a probability space. If {T n } is a sequence of bounded operators such that
for every f ∈ L 1 then the set of functions in L 1 such that T n f (x) converges a.e. is closed.
In order to show T * f (x) < ∞ a.e, one often establishes a weak maximal inequality for the operator T * of the form m({x : T * (x) ≥ λ}) ≤ C f 1 λ where C is a constant independent of f and λ.
Remark 1.10. The above two Theorems imply that in order to establish a.e convergence of µ n f (x) for a strictly aperiodic measure µ we need only show that µ * satisfies a weak L 1 inequality of the form given above.
In [1] it was shown that in order to establish weak maximal inequalities for operators on continuous spaces it is enough to establish them for an operator on l 1 (Z) that has been transfered from the continuous space. Such processes are known collectively as the Calderón Transfer Principle. In our case we make use of the following version. Theorem 1.11 (Calderón Transfer Principle, [2] ). Consider the dynamical system (Z, P, | · |, T ) where |B| = #of elements in B, P =Power set of Z and T (x) = x + 1.
In light of the above, the following general result, which we shall use, was obtained in [1] . Theorem 1.12. Let (µ n ) be a sequence of probabilities on Z and for φ ∈ L 1 (Z) define the maximal operator
Assume that there is 0 < α ≤ 1 and C ′′ > 0 such that for each n ≥ 1
, for x, y ∈ Z, and 2|y| ≤ |x| (1)
Then the maximal operator M ie weak type (1, 1),i.e there is C > 0 such that for any λ > 0
Using the above, in [1] , Bellow and Calderón established the a.e convergence of µ n f (x) when µ is strictly aperiodic, E(µ) = 0 and m 2 (µ) < ∞. In [5] Losert shows that this result can not be extended to measures with m p (µ) < ∞ for p < 2, however, in [3] it was shown that if µ is symmetric and µ(k) ≥ µ(k + 1) for all k > 0 then µ n f (x) converges a.e ∀f ∈ L 1 (X). This implies that the measure given by µ(k) = c |k| log 2 |k| yields a.e convergence of µ n f (x) even though m p (µ) = ∞ for all p > 0. The goal of this paper will be to extend the result in [1] by weakening the second moment condition. Translating the second moment condition into a statement concerning Fourier transforms we obtain µ has finite second moment ⇔ θ is twice continuously differentiable Therefore we will seek a condition weaker than a continuous second derivative. The most obvious condition would be that θ
, however the following ( [7] ) shows this extension to be vacuous,
Although the extension θ ′ (t) ∈ Lip(1) is vacuous, the condition θ ′ (t) ∈ Lip(α) for some 0 < α < 1 will not be. We will construct examples of non-symmetric measures µ with m 2 (µ) = ∞ with {µ n f (x)} converging a.e. In fact, given p > 1, we will give examples of non-symmetric µ with E(µ) = 0, m p (µ) = ∞ and {µ n f (x)} converging a.e.
We will need the following. There is a constant C > 0 such that, for any x, y ∈ Z, 0 < 2|y| < |x|, and t ∈ R e((x + y)t)
where e(x) = e 2πix .
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Main Results
Throughout we suppose that all measures µ have bounded angular ratio and m 1 (µ)
exists in some set 0 < |t| < δ and Re(θ ′′ (t)) = p(t) + O(1) < 0, where p(t) is non-decreasing in this set. Then {µ n f (x)} converges a.e. for all f ∈ L 1 (X).
Since symmetric, strictly aperiodic measures have real-valued Fourier transform they have bounded angular ratio 1. Hence, we have the following corollary.
Corollary 2.2. Suppose µ is a strictly aperiodic, symmetric measure on Z and for some 0
exists in some set 0 < |t| < δ, and θ ′′ (t) = p(t) + O(1) < 0, where p(t) is non decreasing in this set. Then {µ n f (x)} converges a.e. for all f ∈ L 1 (X).
The following gives examples of non symmetric measures µ with m 2 (µ) = ∞ and µ n f (x) converging a.e. for all f ∈ L 1 (X). 1/k cos(2πkt). We have |k|≤n 1/|k| = O(log(n)) and 1 k cos(2πkt) = log 1 |2 sin(x/2)| , (see [10] ). Hence,
is monotone in a neighborhood of 0. If ν is a measure with E(ν) = 0 and m 2 (ν) < ∞ then µ = a 1 η + (1 − a 1 )ν with 0 < a 1 ≤ 1, will have θ ′′ (t) = p(t) + O(1)(t) and by Theorem 2.1 (µ n f )(x) converges a.e. Note here that m p (µ) is finite if and only if p < 2. . Since
, (see [10] ). Then we can construct a measure µ = a 1 η + (1 − a 1 )ν where 0 < a 1 ≤ 1 and ν is as in the previous example such that µ n f (x) converges a.e. Note here that m p (µ) is finite if and only if p < 1 + σ.
Proposition 2.5. Suppose that the measure µ satisfies the condition
, so that the Fourier transform θ(t) has θ ′ (t) ∈ Lip δ , for some 0 < δ ≤ 1, then
Proof.
≤ c n |x|
dt , where h = 1 2x
Now we examine I 1 and I 2 separately. By the Lipschitz property of θ ′ (t)
for some c(t) between t and t + h by the mean value theorem. Therefore cn |x| Proposition 2.7. Suppose there is a set (−δ, δ) − {0} on which θ(t) is twice differentiable and assume that if θ(t) = f (t) + ig(t), we have f ′′ (t) = p(t) + O(1) < 0 where p(t) is non-decreasing on (−δ, δ) − {0} and p(t) → −∞ as t → 0. Then, for t in (−δ, δ), there exists a positive constant c such that
Proof. By bounded angular ratio
is bounded below, we have that the above quantity
Lemma 2.8. Suppose that Re(θ ′′ (t)) = f ′′ (t) = p(t) + O(1) < 0 on a set S = (−δ, δ) − {0} where p(t) is non-increasing as |t| → 0, and p(t) → −∞ as t → 0.
Then the function defined by φ(t) = f ′ (t) t satisfies the following properties for all
Proof. We have f (t) = k≥0 c k cos(2πkt) with c k ≥ 0 and therefore the first assertion is trivial. Since f ′ (0) = 0, |tφ(t)| → 0. We have, as f ′ (0) = 0 for c(t) between 0 and t,
Hence for some 2 > c 1 > 1, since φ(t) → ∞ as t → 0,
Since by 1.
Therefore the second assertion has been established. Now
and tφ
Thus the third assertion follows.
Lemma 2.9. For a function φ(t) satisfying the properties of Lemma 2.8, the following hold.
(1)
where C is independent of n, and 0 ≤ 1 − kt 2 φ(t) ≤ 1 on (−δ, δ).
However, since |tφ ′ (t)| ≤ φ(t) we have
The claim follows. (2)
Therefore by similar arguments as in the first part of this lemma, we have,
of 0, except perhaps at 0, and there exists a function φ(t) satisfying the properties (1) − (3) of Lemma 2.8 such that Now, if θ n (t) = θ n (t) we note that since θ ′ (t) = Combining 2.6, 2.7, 2.8 and 2.10 we obtain. Theorem 2.12. Let µ be a probability with m 1 (µ) < ∞, bounded angular ratio and |k|≤n k 2 µ(k) = O(n 1−δ ) for some 0 < δ ≤ 1. Suppose θ(t) = f (t) + ig(t)
is the Fourier transform of µ and θ ′′ (t) exists at all points except possibly 0 in a neighborhood [−δ, δ]. Then if f ′′ (t) = p(t) + O(1) < 0 where p(t) is non-decreasing on S, there exists 0 < α ≤ 1 such that |µ n (x + y) − µ n (x)| ≤ C |y| α |x| 1+α , ∀ |y| ≤ |x| 2 .
