An alternative way to estimate the coefficient variance in the Swamy's RCR model has been derived using Minimum Norm Quadratic Estimation (MINQUE), and the Iteration Almost Unbiased Estimator (IAUE) methods. The estimators' performance in the RCR model are examined in Monte Carlo study. The Monte Carlo study provides some insight into how well the RCR model performs in small, medium, and large samples in the case of random, mixed, and fixed coefficient regression. We found that using MINQUE method to estimate the coefficient variance has reduce the probability of having negative variance comparing with the Swamy method. IAUE method was superior, since it gives zero percent of negative 2728 Souha K. Badr et al. variance and has a low variation and a low bias in estimation coefficient parameters, even in case of fixed coefficients.
Introduction
Statistical models can be characterized according to the type of data to which they are applied. The field of survey statistics usually deals with cross-sectional data describing each of many different individuals or units at a single point in time. Econometrics commonly uses time series data describing a single entity. Most researchers use methods of analysis devolved for either cross-sectional or time series data. There are varieties of statistical models that can be used to analyze above the crosssectional time-series data. Dielman (1989) gives a comprehensive review of the statistical literature dealing with these models. One of these models is the Random Coefficient Regression model RCR. The random coefficient regression model (RCR) was originally proposed by C. R. Rao (1965) and later extended by Swamy (1970 Swamy ( , 1971 Swamy ( , 1974 . Swamy (1971) allows for random variation in population regression coefficients over cross-sectional units, and coefficients are viewed as fixed over time. Swamy treats both intercept and slope as random variables that are distributed across units with the same mean and the same variance-covariance matrix. Negative values for estimated variances can arise in a random coefficient regression model context, because of some parameter estimating methods. Wu (1992) maintained that the reason for negative variance components lies in the use of the estimation method itself, and once negative variance occurs, some other methods should be used instead of the unsuccessful one. Minimum norm quadratic unbiased estimator (MINQUE) is proposed as a method of variance estimation in a series of papers starting with Rao (1970) . The basic idea for this method is to find unbiased quadratic estimators that are invariant, and to minimize some matrix norms. One of the major disadvantages associated with the MINQUE estimator is that MINQUE sometimes produces negative variance components. Horn et al. (1975) proposed an estimator that avoids the deficiencies of the MINQUE method called the Almost Unbiased Estimator (AUE). Schaffrin (1983) , and Lucas (1985) completed the work of Horn and introduced the Iterated Almost Unbiased Estimator (IAUE). This estimator, as Horn stated, overcomes the problem of the negative variance and guarantees a positive value for the estimation. In this article, we will apply these two methods of variance component estimation on Swamy's RCR model. A Monte Carlo simulation study is conducted to compare the efficiency of Swamy's RCR model when the original method of estimating
Swamy Type Estimator
The RCR model applies to a set of N cross-sectional as a model = +∈ (1) Where each represents the Tx1 vector of observations from the ℎ cross-section, for i=1,…N, each represents the TxK matrix of independent variables, is a vector of unknown random parameters, and ∈ i the Tx1 vector of random error terms. Swamy Using the equations in (1) and (2) , the model can be written as = ( ̅ + ) +∈ = ̅ +
where = +∈ . The (N) equations can be re-written as; = ̅ +
Where ( ×1) = [ 
⋮ ]
The error vector, e, is normally distributed with zero mean and variance-covariance matrix Ω, given by: Where the zeros are all TxT null matrices and ∆ is the variance-covariance matrix of . If Δ and 2 are known, the best linear unbiased estimator of ̅ is the Generalized Least Squares (GLS) estimator ̅ = ( ′ −1 ) −1 ′ −1
If Δ and 2 are unknown, which is typically the case, we should first estimate Δ and 2 , then we estimate ̅ by substituting the estimated Δ and 2 into (5) to get the Feasible Generalized Least Squares (FGLS) estimator. Where ̂= ( ′ ) −1 ′ is the Ordinary Least Square (OLS) estimator of . Swamy showed that his estimator β ̅ is consistent as N → ∞ and T → ∞, and asymptotically efficient as T → ∞ under certain conditions. The performance of β ̅ in small samples was studied in Dielman (1992) .The distribution of the coefficient vector is invariant to translations along the time axis, and ∆ & ̂2 are unbiased estimators for the variance-covariance matrix ∆ and 2 .
Issues with Swamy's estimators
One particular problem with Swamy's estimators is that the estimators of ∆, equation (8) , that he suggests may, at times, yield negative estimates of variances. This is so because Swamy suggests an estimator for ∆ that is the difference of two matrices. Griffiths in (1971) said that the greatest disadvantage with Swamy's estimator is the frequency with which it gives negative estimates. Not only because negative values are meaningless, but because if retained they can lead to GLS estimators of the 's which perform extremely poorly in terms of MSE.
The gains that we earn in terms of quality of the estimate of ̅ justify additional complexity in estimating ∆. There are some other alternative estimators that suggest overcoming this problem. One of them is: mentioned that changing negative estimates to zero is not completely satisfactory, since this implies that the corresponding coefficients are no longer random.
The Minimum Norm Quadratic Estimation
The method of minimum norm quadratic estimation (MINQUE) was introduced by Rao (1971) for regression models with heteroscedastic variances. Later, a series of papers was published (1971, 1972, 1973) to generalize the method for variance and covariance component models and to compare MINQUE and modified MINQUE estimators of heteroscedastic variances with the usual sample variances in the case of replicated data. The basic idea for this method is to find unbiased quadratic estimators that are invariant and to minimize some matrix norms.
The principle of MINQUE estimation state: The quadratic form ′ is said to be the MINQUE (minimum norm quadratic unbiased estimator) of ∑ 2 if the matrix A is determined such that ‖( ′ − ∆)‖ is a minimum subject to the conditions 2732
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= 0 = , = 1,2, … .
MINQUE for RCR Model
Recall the random regression model equation (4), = ̅ + (13) Where Y represents NTx1 vector of observations, X represents NTxNK matrix of independent variables, ̅ is a vector of unknown fixed parameters, and the NTx1 vector of random error terms. From equation (13) we have that the i-th cross-section unit = ̅ + + = 1,2, … ,
where = + and the variables are defined as the same definitions and assumptions as in the previous section. from (13) , and (14) we can rewrite the model as = + 1 1 + 2 2 + ⋯ + + +1 +1 +∈ (15) where is × diagonal matrix whose corresponding diagonal elements of = , = 1,2, … . is × 1 random vector has a multivariate normal distribution with mean ̅ and covariance matrix ∆. Further, it is assumed that and ≠ are uncorrelated. Equation (15) can be expressed in a compact form as:
Thus, generally we have ( ) = and ( ) = = ∑ ∆ + 2 =1 , = 1, … . ,where = ′ , D is called the dispersion matrix and the parameters ∆ 0 , ∆ 1 , … . , ∆ are the unknown variance components whose values should be estimated. The quadratic form ′ , in the observations, Y is said to be a MINOUE of ∑ ∆ if the symmetric matrix A is selected such that ‖( ′ − ∆ * )‖ is a minimum subject to the conditions = 0 and = For making the optimization easier, the squared Euclidean norm will be utilized. Then we get ‖( ′ − ∆ * )‖ 2 = (( ′ − ∆ * ) ′ ( ′ − ∆ * )) = ( ) + ∆ * * (17) where = ∑ =1 = ′ and ∆ * * refer to a constant quantity and do not involve A, so the second term is dropped. Let A be a symmetric matrix and V be a symmetric and invertible matrix, then the minimum ( ), subject to invariant and unbiasedness criteria, is attained at: 
where * = ′ . By equating (4.26) with ′ ∆ , we get: Hsiao (1972 Hsiao ( , 1974 has proposed another way to find The MINQUE estimator for RCR model by finding The MINQUE estimator for each cross-section as follows:
where ̇ is × matrix whose elements are squares of the corresponding elements of = , and ̅ is the × 1 column vector with elements ∆ 1 , … , ∆ , so, the MINQUE of ∑ ′ is the quadratic form 
After applying equation (25) for each cross-section unit, we can obtain the consistent estimator ̅ by taking the simple average as mentioned by Hsiao (1975) .
Iteration Almost Unbiased Estimation
Three major disadvantages are associated with the MINQUE estimator: 1. MINQUE sometimes produces a negative variance component. 2. The S matrix, equation (20) , is not always nonsingular. 3. MINQUE estimator needs a heavy calculation, which is time consuming. Horn et al. (1975) proposed an estimator that avoids the deficiencies of the MINQUE method. As Horn et al. stated, it overcomes the problem of the negative variance and guarantees a positive value for the estimation, and exists under more general conditions. It also needs less cost in computer time and storage than the MINQUE estimator. They call the estimator, Almost Unbiased Estimator (AUE). Since this estimator is proportional between a prior estimate and a true variance, the bias introduced with the estimation is because of the failure to this proportional factor to reach a unity, but this failure can be expected to be small. Hence, the appellation "almost unbiased". Schaffrin (1983), and Lucas (1985) completed the work of Horn and introduced the Iterated Almost Unbiased Estimator (IAUE). Like AUE, the estimation of IAUE focuses on obtaining estimations for variance factors, which will approach unity as prior estimates approach the true variance. Hsu (2001) showed that the Helmert method is identical with the IAUE method. It can easily be shown that a variance component obtained from the IAUE is always positive provided that the resulting covariance matrix is positive definite. Hsu (1999) indicates that it is possible for IAUE to produce some variance factors that deviate significantly from unity due to inappropriate grouping. Egeltoft Kall et al. (2014) compare the former methods, which produce unbiased and invariant estimates, but are very time-consuming, require a lot of computational resources, and sometimes produce negative estimates, and the IAUE method, which although is not always unbiased, does not produce negative variance component estimates, demands fewer computational resources, and converges much more quickly than other approaches.
IAUE for RCR Model
The working equation of IAUE as mentioned by Lucas (1985) , and Hsu (1998) 
where Y, and are as defined above.
Computed based on will be updated based on the new value of until ′ approach one. Then ∆ can be expressed as:
(27) where m is the number of iterations.
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Simulation Study for Swamy's RCR Estimators
A Monte Carlo simulation trailer was conducted 10,000 times to investigate the efficiency of the estimation of the RCR model with two parameters 0 1 . The model under study is given by: = 0 + 1 +∈ (28) for = 1,2 … … , ; = 1,2, … … . To perform the simulation, the model in equation (28) was generated as follows: 1-The value of the independent variable, , was generated as independent normally distributed random variables with mean , set equal to five, and variance 2 , set equal to three. 2-The error term, ∈ , were generated as independent normally distributed random variables, independent of the values, with mean set equal to zero, and standard deviation , set equal to either 1, 5, or 10. 3-Different values of N and T were chosen to be 5, 10, 15, 20, and 50 to represent small, medium, and large samples for the number of individuals in each cross section and number of cross sections. Where 5, and 10 were chosen to represent the small sample, 15, and 20 represented a medium sample size, and finally 50 represented the large sample size. 4-The parameters, 0 and 1 , were set at several different values to allow study of the estimator where there was a small or a large variety between the cross sections unit, and under the conditions where the model was both properly and improperly specified. To estimate the unknown regression parameters ° and 1 ,different methods of estimating variance components were used. First, the Swamy method given in equation (8) . RWZ, which replaces the negative diagonal elements of ∆ by zero if the Swamy method for estimating the variance coefficient has failed to produce non-negative values, given in equation (11) . The MINIQUE method given in equation (20) was used to evaluate MINIQUE1, and equation (25) to evaluate MINIQUE2. Finally, equation (26) is used to evaluate both IAUE1 and IAUE2, each with a different initial value. IAUE1 uses the result of solving equation (20) as its initial value, and a vector of unity is the initial value of IAUE2 as recommended by Lucas. The coefficient estimator ̂0 and ̂1 are computed using different values of the estimated coefficient's variance, ∆. According to the method used to estimate ∆, we will have different values for both ̂0 and ̂1 . The results are recorded in table (A.1) to table (A.7). Tables consist of five panels  for the different sample sizes (5, 10 , 15, 20, and 50). In addition, each panel from these panels will have three settings for the error standard deviation (1, 5, and 10). Each setting for each panel will provide the results for six different methods (Swamy, RWZ, MINQUE1, MINQUE2, IAUE1, and IAUE2). Each of the tables provides the results for a particular scheme of the regression coefficients to show the following information: 1-The coefficient mean estimators, ̅ 0 and ̅ 1 , that are computed as in equation (10) . The values shown in the first row of each panel of each table are the average over all 10,000 Monte Carlo trails at a particular setting. 2-The estimated variance of each coefficient, (̂) = ∆ = 0,1 averaged over 10,000 trails is shown in the second row. The estimates ∆ are computed using different methods. 3-The bias value of the coefficient mean estimators, ̅ 0 and ̅ 1 , are computed as
where ̅ is a vector of coefficient mean estimators and ̅ is the true vector of the coefficients mean, the bias values are shown in row three of each panel. 4-The variation in estimating ̅ , is computed as the variance between the estimated values of ̅ during the 10,000 trails, and recorded in the fourth row of each panel. 5-The bias value of the estimate of the coefficient variances, ∆ 0 and ∆ 1 , are computed as (∆) = ∆ − ∆ (30) where ∆ is a vector of coefficient variances and ∆ is the true vector of the coefficient variance, the bias values are shown in row five of each panel.
6-The variation in estimating ∆, is computed as the variance between the estimated values of ∆ during the 10,000 trails, and recorded in the sixth row of each panel. 7-The percentage of a negative variance estimate produced by the different methods during the 10,000 trails were recorded in row seven in each panel.
Analytical Result for Simple Random Coefficient Models
In this section, we will use a Monte Carlo simulation of results to compare the efficiency of Swamy's RCR model when using different methods to estimate the variance component. The behaviour of this model will be tested in small, medium, and large samples for random, mixed, and fixed parameters. The results for these models will be recorded in tables (A.1) to (A.7). Table ( A.1) displays the results of a simulation study when the mean and the variance of the intercept parameter, 0 , equals 10, and also the mean and variance of the slope parameter, 1 , is equal to the same value, i.e ̅ 1 = 10 ∆ 1 = 10. We will use the Swamy RCR technique to estimate the mean of the coefficient in the model. To estimate the variance of the coefficient in the model the original Swamy method for estimating the variance of the parameters will be used. In case of appearing a variance with negative values during the 10,000-simulation trailer, the alternative methods will be used for this trail. As a guide to interpreting table (A.1), the results of using the Swamy method to estimate the unknown parameters and their properties are recorded in the first vertical panel of table (A.1). When = 1 and N=T=5, the average mean for 0 and 1 over all 10,000 Monte Carlo trails is 9.779 and 10.025 respectively. Note that the true coefficient values for the mean for both parameters are 10, the average variances are 9.981 and 10.002 for 0 and 1 respectively. To estimate these values from the generating samples, Swamy has failed around 10 % to have a non-negative variance value. Note that this percentage should be zero. The variation in estimating 0 is equal to 721.616 and for 1 is 21.826, while the variation in estimating ∆ 0 and ∆ 1 are 97.173 and 50.787 respectively. The results of estimating the unknown parameters and their properties when replacing negative variance produced by using the Swamy method to estimate the coefficient variance by zero value during 10,000-simulation trailer, are recorded in the second vertical panel labeled "RWZ". When = 1 and N=T=5, the average mean for 0 and 1 over all 10,000 Monte Carlo trails are 9.712 and 10.037 respectively. The average variances are 10.165 and 10.002 for 0 and 1 respectively. By default, this method does not produce negative variances value, since it trades with the coefficient parameters as a fixed parameter with zero variances. The variation in estimating 0 is increased to 1091.377 and for 1 to 33.092, while the variation in estimating ∆ 0 is decreased to 92.922 and is still the same as Swamy for ∆ 1 . The Minimum Norm Quadratic Unbiased Estimator presented in equation (20) , is used to estimate the variance component in cases where Swamy produces negative variance values. The results are recorded in the third panel in table (A.1) and labeled "MINQUE1". When = 1 and N=T=5, the average mean for 0 over all 10,000 Monte Carlo trails is increased to 11.236 and for 1 is decreased to 9.752. The average variances are 10.276 and 8.95 for 0 and 1 respectively. The variation in estimating the coefficient parameters are higher compared to all other methods, equal to 8985.615, and for 1 is 356.922, while the variation in estimating ∆ 0 and ∆ 1 is 91.369 and 55.368 respectively, with 8% of negative variances, which is the second highest percentage of negative variance after Swamy. Another way to calculate the Minimum Norm Quadratic Unbiased Estimator presented in equation (25) is used in the case of negative Swamy's variance, and recorded in the fourth panel labeled "MINQUE2". When = 1 and N=T=5, the average mean for 0 and 1 over all 10,000 Monte Carlo trails are 10.036 and 9.983 respectively, with a decrease in the estimate of the variation compared with Swamy. The average variances are 10.221 and 8.952 for 0 and 1 respectively, with the same variation as MINQUE1, and 3% of negative variance. The result of the variance component produced from MINQUE1 is used as an initial value to calculate the Iteration Almost Unbiased Estimator given in equation (26) , in the case of Swamy's negative variance, and recorded in the fifth panel labeled "IAUE1". When = 1 and N=T=5, the average mean for 0 and 1 over all 10,000 Monte Carlo trails is 10.069 and 9.978 respectively, with the lowest variation in estimating those parameters compared to all other methods. The average variances are 10.27 and 9.055 for 0 and 1 respectively, with a variation in estimating ∆ 0 and ∆ 1 equal to 90.862 and 53.591 respectively. To estimate these values from the generating samples, IAUE1 has 0% of negative variance.
Using a unity vector as an initial value to calculate the Iteration Almost Unbiased Estimator given in equation (26) , in the case of a negative Swamy variance, is recorded in the sixth panel labeled "IAUE2". As = 1 and N=T=5, the average mean for 0 and 1 over all 10,000 Monte Carlo trails is 9.565 and 9.442 respectively. The average variances are 10.167 and 8.952 for 0 and 1 respectively. The variation in estimating the coefficient parameters is equal to 57.468 and 5.793, while the variation in estimating ∆ 0 and ∆ 1 are 92.88 and 55.339 respectively, with 0% of negative variances. As the variation in error term increases, IAUE2 has the worst estimators compared to all other methods. The efficiency of Swamy estimators also becomes worse, especially for the variation in estimating and ∆ and the percentage of negative variance. MINQUE1 and MINQUE2 also increase the variation in estimating parameters with the existence of negative variance less than Swamy. IAUE1 has a zero percent of negative variance even with an increase in the error variation. In addition, it is the least affected by an increase in the error variation in terms of variation of estimation. RWZ is the second best method after IAUE1, but the big issue with this method is dealing with coefficient parameters as fixed parameters rather than random parameters. Increasing both sample size and the number of cross sections, have improve the estimators in all methods, except for IAUE2. For example, comparing a small sample size, N=T=5, with a medium sample size, N=T=20, at the same standard deviation of the error, = 5, reduce the negative variances produced by using the Swamy method from 70% to 7%. The variation in estimating 1 is decreased from 7484.049 to 0.528 when using the RWZ method, and the variation in estimating ∆ 1 for MINQUE1 and MINQUE2 was 116.935 and 110.66 reduced to 17.255 and 17.119 respectively, and the absolute value for the average bias for 0 decreased from 0.151 to 0.003 for IAUE1. Unfortunately, using the IAUE2 method does not give any good results under any conditions. Table (A.2) records the results of a simulation study when reducing the coefficient variation of both parameters in order to study the effect of using different variance component estimation methods on the behaviour of the RCR estimators when the variances of both the intercept and the slope parameters are decreased from 10 to 1. The mean of 0 and 1 are equal to 1. Reducing coefficient variances led to producing a higher percentage of negative variance when using the Swamy method, accompanied by a large variation in estimating both and ∆. MINQUE1 and MINQUE2 have also increased in the variation of estimating but with less negative variance compared to Swamy. IAUE1 has the best results compared to other methods, for example as N=10 and = 1 , the absolute value of average bias for 0 and 1 , when using IAUE1 method, is 0.023 and 0.005, with a variation in estimation of those parameters equal to 7.068 and 0.358 respectively. The absolute value for the average bias of ∆ 0 and ∆ 1 is 0.026 and 0.006. IAUE1 never produces negative variances. Table (A. 3) displays the results of a simulation study when the mean of 0 and 1 is equal to 5, but the variance value for them is not equal; the variance of 0 equals 10 and the variance of 1 is 1. This model will allow us to study the effect of using different variance component estimation methods on the behavior of the RCR estimators when the variances of the slope parameter are decreased. From table (A.3) when N=T=15 and = 5, the absolute values for the average bias of 0 and 1 using the Swamy method, are 0.227 and 0.055, with a variation in estimation equal to 3046.032 and 116.873 respectively. Using the same method, the absolute values for average bias of ∆ 0 and ∆ 1 are 0.111 and 0.002, with a variation in estimation equal to 122.583 and 0.466 respectively. Swamy has failed around 23% to produce positive or zero variance. MINQUE1 has the second highest percentage of negative variance equal to 8%. The absolute value for an average bias of 0 and 1 using the same method, reduces to 0.064 and 0.017, with a big difference in variation of estimation compared to Swamy, and is equal to 27.226 and 1.324 respectively. IAUE1 has even smaller results, with zero percent of negative variance, and the absolute value for average bias of 0 and 1 is 0.019 and 0.008, with a variation in estimation equal to 7.244 and 0.393 respectively. Using the same method, the absolute value for average bias of ∆ 0 and ∆ 1 is 0.608 and 0.075, with a variation in estimation equal to 98.985 and 0.345 respectively The results of a simulation study when the variance of the intercept parameter is decreased are recorded and displayed in table (A.4).The mean of 0 and 1 are equal to 1, but the variances value for them are not equal; the variance of 0 equals 1 and the variance of 1 is 5. This model will allow us to study the effect of using different variance component estimation methods on the behavior of the RCR estimators when the variances of 0 is decreased. From table (A.4) for a large sample size, N=T=50, we can see that Swamy has a zero percent of negative variances at = 1 , but when the error variation increases to = 5 Swamy has 21% percentage of negative variances during 10,000-simulation trails. Again, MINQUE1 has the second highest percentage of negative variance after the Swamy method. The bias and the variation in estimating and ∆ is higher than Swamy for both MINQUE1 and MINQUE2. IAUE1 still does well compared to all other methods in the sense of the bias and the variation in estimating , the variation in estimating ∆, and the percentage of negative variances. IAUE2 is the worst.
Mixed Model
In this section, we study the efficiency of the RCR model when using different methods of variance component estimation. The behavior of this model will be tested in small, medium, and large samples for the model that contains both random and fixed parameters. The Monte Carlo simulation results for these models were present in table (A.5) and (A.6). We will study two cases within these models, the first, when the intercept parameter is fixed while the slope parameter is random. The second case is when the intercept parameter is random while the slope parameter is fixed. Table (A.5) displays the results of a simulation study when the mean for both coefficient parameters, 0 and 1 , equal 10 and the variance of 0 equals 10, while the variance of 1 is zero. This means that the fixed parameter in this model is the slope parameter, 1 . As above, the RCR model will be estimated using the Swamy method to estimate the variance component, and in the case of a negative variance appearing, the alternative method will be used. This model enables us to study the efficiency of RCR estimators for Mixed RCR models, where the intercept parameter 0 is random and the slope parameter 1 is fixed. From table (A.5), when = 1 and N=T=15, the average mean for 0 and 1 over all 10,000 Monte Carlo trails when we use the Swamy method to estimate the variance component for the parameters, is 10.071 and 9.982 respectively. Note that the true coefficient values for the mean for both parameters are 10, the average variances are 9.944 and zero for 0 and 1 respectively. To estimate these values from the generating samples, Swamy has failed around 56 % to have a non-negative variance value for ∆ 1 . Note that we deal with 1 as a fixed parameter. The variation in estimating 0 is equal to 137.701 and for 1 is 5.675, while the variation in estimating ∆ 0 and ∆ 1 is 16.576 and zero respectively. MINQUE1 produced 22.6% of negative variances value for ∆ 1 , and a smaller bias and variation of compared to Swamy. MINIQUE2 has almost similar results as MINQUE1 with a small percentage of negative variance equal to 15%. RWZ, IAUE1, and IAUE2 have 0% of negative variances, almost the same results in the bias and the variation in estimating between RWZ and IAUE1 methods. IAUE1 has a high bias and variation of ∆ 0 and ∆ 1 equal to 4.942 and 0.551 for the bias, and the variation was equal to 28.319 and 0.231 respectively. IAUE2 has the highest values in bias and variation for estimating both and ∆. Increasing the error variation even with a large sample size, makes the Swamy method the worst method after the IAUE2 method, with a high percentage of negative variance for both ∆ 0 and ∆ 1 , a large bias and variation in estimating , and a large variation in estimating ∆. Table ( A.6) displays the results of a simulation study for a mixed model where both coefficient parameters, 0 and 1 have a mean equal to 5. The variance of 1 is 1 and since we are dealing with a mixed model, in our case where the fixed parameter, is the intercept parameter the variance of 0 will be equal to zero. This model will be estimated using the RCR model using the Swamy method to estimate the variance component, and in the case of negative variance appearing, the alternative method will be used. This model enables us to study the efficiency of RCR estimators for Mixed RCR models where the intercept parameter, 0 , is fixed and the slope parameter, 1 , is random. Table ( A.6) shows a big variation in estimating, with a large bias in estimating the coefficient parameters, and a high percentage for negative estimated variances when using the Swamy method, especially for small and medium sample sizes. IAUE1 and RWZ methods have the most suitable results among all other methods, with 0% of negative estimated variances and small bias and variation in estimating .
Fixed Model
In this section, we study the efficiency of the RCR model when using different methods of variance component estimation. The behavior of this model will be tested in small, medium, and large samples for the model that contains fixed parame-
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ters. The Monte Carlo simulation results for these models were present in table (A.7). Table ( A.7) displays the results of a simulation study when the mean for both coefficient parameters, 0 and 1 , equal zero. Moreover, since we will deal with a fixed model, then both parameters have a variance equal to zero. This model will be estimated using the RCR model. The Swamy method will be used to estimate the variance component, and in the case of appearing negative variance, the alternative method will be used. This model enables us to study the efficiency of RCR estimators for fixed models where the intercept parameter, 0 , and the slope parameter, 1 , are fixed. From table (A.7), when = 1 and N=T=10, the average mean for 0 and 1 over all 10,000 Monte Carlo trails when we use the Swamy method to estimate the variance component for the parameters is -2.346 and 0.446 respectively. Note that the true coefficient values for the mean for both parameters are zero, the average variances are 0.001 and zero for 0 and 1 respectively. To estimate these values from the generating samples, Swamy has failed around 56 % to have a non-negative variance value for ∆ 0 and 55% for ∆ 1 . Note that we deal with 0 and 1 as fixed parameters. The variation in estimating 0 is equal to 56899.9 and for 1 is 2099.2, while the variation in estimating ∆ 0 and ∆ 1 are 0.659 and 0.001 respectively. MINIQUE1 and MINIQUE2 have low percentages of negative variances compared to Swamy. The absolute bias in estimating 0 and 1 for MINQUE1 is equal to 0.049 and 0.014 and for MINQUE2 is equal to 0.045 and 0.005 respectively. The variation in estimating those parameters for MINQUE1 is 199.4 and 6.347, and for MINQUE2 is 91.822 and 2.002. For the RWZ method the absolute bias in estimating 0 and 1 is 0.293 and 0.055, with a variation in estimating parameters equal to 911.401 and 32.095, the absolute bias in estimating∆ 0 and ∆ 1 is 0.316 and 0.012, with a variation in estimating parameters equal to 0.306 and zero. IAUE1 as usual has zero percent of negative variances. The absolute bias in estimating 0 and 1 is 0.069 and 0.01 with a variation in estimating parameters equal to 1.426 and 78.207, the absolute bias in estimating∆ 0 and ∆ 1 are 0.614 and 0.313, with a variation in estimating parameters equal to 0.218 and 0.306.
Graphical Analysis
For further explanation we use 2D graphical figures to show the resulting variations in RCR estimations when using different methods to estimate the variance component. The figures are plotted regardless of whether the RCR model is the right model to represent this data, to compare the efficiency of the different methods even when we use it in an improper way. The IAUE2 method was excluded from the graph, since it gives inappropriate results and that affects the shape of the graph. From figure (B.1), we can see how the absolute bias of the coefficient regression parameters estimated by the Swamy method to estimate the variance component is affected by sample size. As the sample size increases from 5 (small sample) to 50 (large sample), the absolute bias for both parameters rapidly decreases. For example, when the sample size was 10 the absolute bias for ̅° was close to 3, and less than 0.5 when the sample size was 20, and almost zero when the sample size increased to 50. Using the MINQUE1 and RWZ methods to estimate the variance component also results in high bias values for the coefficient regression parameters, especially when the sample size is 5, while MINQUE2 and IAUE1 have very low bias values for the coefficient regression parameters compared with all other methods. Using MINQUE1 as an initial value to compute IAUE1, produces estimators with smaller bias values. Decreasing the sample size does not affect the IAUE1 method as it does for other methods, as we can see that IAUE1 has bias for both ̅° and ̅ 1 close to zero even with a small sample size. The Swamy, RWZ, and MINQUE1 methods produce high variation values in estimating the coefficient regression parameters as the sample size decrease, while MINQU2 and IAUE1 have a very low variation, even with a small sample size compared to other methods, with IAUE1 having the lowest variation between all methods. In estimating coefficient variances ∆° and ∆ 1 , Swamy has the lowest absolute bias for both parameters compared to all other methods for all sample sizes. This bias is low even with a small sample size. MINQUE1, MINQUE2, and IAUE1 produce close values for coefficient variances estimates. Moreover, the variation in estimating ∆° and ∆ 1 are very close for all methods for all sample sizes, except for the sample size equal to five, while Swamy has a very high value compared to other methods. Figures (B.1.i) and (B.1.j) show that Swamy, MINQUE1, and MINQUE2 have all produced negative variances, the percentage of which have reduced as the sample size has increased. IAUE1 has never produced a negative variance, as it should do over all of the different sample sizes. Note that we exclude the RWZ method from these figures, since for this method we replace a negative variance with a nonnegative variance, i.e. zero. From figure (B.2), we can see that as the disturbance standard deviation increased, the absolute bias of the coefficient regression parameters and their variation estimation increased for most methods, especially for Swamy, which has the highest value for bias and variation in estimating β comparing it to all other methods. IAUE1 is the method least affected by increasing the disturbance standard deviation, with bias and variation in estimating β close to zero at different values for disturbance standard deviation. Again, Swamy has the lowest absolute bias for both parameters compared with all other methods for all different error variances, while it has a high variation in estimating ∆ which increased as error variances increased. MINQUE1, MINQUE2, and IAUE1 have close bias and variation values. The variation for all methods are almost the same, except for Swamy, which at = 10, has a very high value.
Swamy, MINQUE1, and MINQUE2 have produced negative variances. Swamy has produced more than 50% of negative variances in estimating ∆° when = 10, while IAUE1 has 0% for all different error variances. The RWZ method was excluded for the same reason mentioned above.
Conclusion
Using the Swamy method to estimate the variance component in the RCR model produces good estimators when the RCR model is the right model to represent the data. Of course, reducing the sample size, or increasing the disturbance standard deviation leads to a reduction in the efficiency of the Swamy model, since more variances that have negative values were produced. When the RCR model is not the right model to represent the data, Swamy has a very weak attitude regarding the percentage of negative variances and the variation in estimating both β and ∆. When the RCR model is the right model to represent the data, MINQUE1 and MINQUE2 produce a lower percentage of negative variance in estimating ∆° than Swamy did, but with higher absolute bias in estimating both β and ∆. When the RCR model is the inappropriate model to represent the data, both methods are better than Swamy regarding absolute bias and variation in estimating β and the percentage of negative variances. In general, we can say MINQUE2 is doing better than MINQUE1. IAUE1 has a zero percentage of negative variance, with the bias in estimating β and the variation in estimating both β and ∆ being the smallest, even if the RCR model is not the right model to represent data. The weak points in using the IAUE1 method to estimate the variance component in the RCR model are that firstly, it has a greater bias in estimating ∆ compared to Swamy, and secondly, it needs a heavy computation as we use the MINQUE method as its initial value. 
