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Introduction {#sec001}
============

The recent breakthroughs in experimental technology for structure determination, especially in single-particle cryo-electron microscopy \[[@pcbi.1006456.ref002]\], have helped unveil many large structure assemblies at near atomic resolution for the first time. It is well recognized that a thorough knowledge of their dynamics can offer invaluable insight into their functional mechanisms and yet at the same time the enormous size of these systems poses a significant challenge to the computational simulations and analysis of their dynamics. Large scale computations comprising of millions of atoms are considered as one of the key problems by National Science Foundation's (NSF) Molecular and Cellular Biosciences (MCB) program <https://www.nsf.gov/funding/pgm_summ.jsp?pims_id=504858&org=MCB>.

Normal mode analysis (NMA) \[[@pcbi.1006456.ref003]--[@pcbi.1006456.ref005]\] is a powerful tool for studying the intrinsic dynamics of biological assemblies. Mathematically, the core of all NMA computations involves solving a generalized eigenvalue problem of the Hessian matrix and the mass matrix. For extremely large assemblies, the source of the challenge in running NMA is the size of the Hessian matrix, whose dimension is in the same order as the number of atoms in the system. Precisely, for a system with *N* atoms, the Hessian matrix is of dimension 3*N* × 3*N*. For large systems with millions of atoms, it would take an extremely large amount of memory just to store the whole Hessian matrix even if a sparse matrix is used. To address this problem, two types of approaches have been developed. One is to use special eigenvalue solvers such as ARPACK \[[@pcbi.1006456.ref006]\] or order *N* technique \[[@pcbi.1006456.ref007], [@pcbi.1006456.ref008]\] that are designed to compute quickly a small number of eigenvalues and eigenvectors. Similar to standard eigenvalue solvers, this type of approaches still require knowledge of a full Hessian matrix (in the sparse matrix format), which can become severely limiting when dealing with extremely large systems such as HIV-1 capsid that has nearly 5 million atoms. The advantage of this type of approaches is that the accuracy is fully maintained and not compromised in any way.

The other type of approaches for solving the eigenvalue problem of extremely large systems is by projection. RTB \[[@pcbi.1006456.ref009]\] and BNM \[[@pcbi.1006456.ref010]\] are two well-known approaches of this kind. Lezon and co-workers \[[@pcbi.1006456.ref011]\], for example, successfully applied an RTB-based approach to compute the normal mode dynamics of HIV-1 capsid at a coarse-grained level. The advantage of projection-based methods is clear: it greatly reduces the size of the Hessian matrix. A major drawback of projection-based methods is the loss of accuracy, especially in normal modes of higher frequencies.

In our most recent work \[[@pcbi.1006456.ref001]\], we discovered a physical phenomenon that makes it possible to develop a new projection-based method that maintains all the advantages of projection-based methods and yet loses no or little accuracy. We discovered that the normal mode of a whole capsid at any given frequency *ω* is contributed nearly solely by vibrations of its individual capsomeres at around the same frequency, i.e., there is a sharp resonance between the vibrations of a whole capsid and those of its capsomeres.

Based on these observations, we were able to define a projection matrix **P**^(*i*)^ (1 ≤ *i* ≤ *m*, where *m* is the number of capsomeres) for each capsomere using the normal modes of the capsomere at a selected range of frequencies. The selection could be the modes below or a band of modes around a certain frequency \[[@pcbi.1006456.ref001]\]. For example, if there are *N* atoms in each capsomere and *k* modes are selected to represent **P**^(*i*)^, **P**^(*i*)^ will be a 3*N* × *k* matrix whose columns are the selected modes.

Given **P**^(*i*)^s, the projection matrix for the whole capsid is constructed as follows \[[@pcbi.1006456.ref001]\]: $$\begin{array}{r}
{\mathbf{P} = \begin{pmatrix}
\mathbf{P}^{(1)} & 0 & \cdots & 0 \\
0 & \mathbf{P}^{(2)} & & 0 \\
 \vdots & & \ddots & \vdots \\
0 & 0 & \cdots & \mathbf{P}^{(m)} \\
\end{pmatrix}\;,} \\
\end{array}$$ and the projected Hessian matrix is \[[@pcbi.1006456.ref001]\]: $$\begin{array}{r}
{\mathbf{H}_{s} = \mathbf{P}^{\top}\mathbf{H}\mathbf{P},} \\
\end{array}$$ where **H** is the original Hessian matrix. **H**~*s*~ is now a much smaller matrix than **H** (assuming that *k* ≪ 3*N*) and thus is much easier to solve.

The present work is a continuation of our previous work on resonance and focuses on the following issues that were not addressed in the resonance paper \[[@pcbi.1006456.ref001]\]. Specifically, 1) we conduct a quantitative assessment of the quality of the modes produced by the BOSE model. The assessment is carried out using four capsid test cases whose normal modes (the benchmark) can be obtained directly from the original Hessian matrix. In addition to "cumulative overlap" that is commonly used to assess mode quality, we develop also a new measure called "degeneracy-based overlap" for assessing the quality of modes. 2) We develop an additional measure that can be used to predict the quality of modes for the case when benchmark modes are not available, which is often the case and is the very reason for the existence of projection-based methods. 3) We address the issue of block selection and its effect on the performance of the BOSE model. This is especially relevant for capsids of which the composition of capsomeres, which are used as panel blocks in BOSE, is not obvious from the literature. In such a situation, we show that the aforementioned mode quality predicting measure can be used to determine what is the best choice for panel blocks. 4) Lastly, we perform for the first time an all-atom normal mode analysis of an entire HIV-1 capsid, a system with nearly 5 million atoms.

Methods {#sec002}
=======

In this section, we first elaborate on the BOSE model, which is designed for normal mode computations of extremely large assemblies. It is followed by the presentation of several mode-quality assessment methods.

The BOSE model {#sec003}
--------------

Recall that our aim here is to efficiently and accurately determine the normal modes of extremely large systems that have millions of atoms or more. We will focus on the low frequency normal modes in this work. The same method can be applied to obtain normal modes at other frequency ranges as well.

The key realization behind the BOSE model is that large structure assemblies are made up of many components, or copies of proteins of the same or similar structures. BOSE reduces the complexity of the normal mode computation by effectively modeling the elasticity of each block with a small, selected number of normal modes. For the sake of simplicity, we assume in the following that the system being studied is composed of identical protein chains, even though the method still works otherwise.

### Panel block selection {#sec004}

Of the largest structures deposited in PDB \[[@pcbi.1006456.ref012]\], a large percentage of them are viral capsid structures (e.g., HIV-1 capsid \[[@pcbi.1006456.ref013]\]) or structures of bacterial microcompartments (e.g., \[[@pcbi.1006456.ref014]\]). The assembly units of these protein shells, called capsomeres, are the natural choice for panel blocks used in BOSE. The capsomeres often take the form of hexamers, pentamers, trimers, or dimers.

### Modeling the elasticity of a panel block {#sec005}

In elastic network models, the elasticity of a protein is modeled by a network of springs, or an elastic network. The elasticity of such a network can be captured also in the form of a Hessian matrix \[[@pcbi.1006456.ref015]\]. The elasticity determines the dynamics of the system and manifests itself in the patterns of motions of the system and associated vibrational frequencies.

When computing the vibrational dynamics of a large system composed of many panel blocks, it is advantageous to focus only on the elasticity of each block that is most relevant to the vibrations of the whole system \[[@pcbi.1006456.ref001]\] at the frequency of interest. Our recent work revealed that there existed a strong resonance between the vibrations of a whole capsid and those of individual capsomeres \[[@pcbi.1006456.ref001]\]. That is, to reproduce the vibrations of a whole capsid at any given frequency *ω*, only a narrow band of normal modes at frequencies around *ω* of the capsomeres are needed. Therefore, to most efficiently compute the normal modes of a large capsid, we take the following steps. We first compute the normal modes of each panel block at around the desired frequency, such as the modes at the lowest frequency end. This step can be done by using ARPACK \[[@pcbi.1006456.ref006]\], which is designed for efficient computations of a small number of eigenvalues/eigenvectors. Next we model the elasticity of each block using these modes, for example, the lowest *l* modes. Using only *l* modes instead of using all the modes is advantageous since it can greatly reduce the size of the Hessian matrix (more details are given later) and thus make it possible to obtain normal modes of extremely large systems that otherwise would be impossible. Thus, in our model, the *i*-th block can elastically deform only along the directions of the chosen *l* normal modes $\mathbf{v}_{1}^{(i)},\ldots,\mathbf{v}_{l}^{(i)}$, where $\mathbf{v}_{j}^{(i)}$ is the *j*-th normal mode of the *i*-th block. Note that the superscript with parenthesis "^(*i*)^" represents the *i*-th block. The value *l* is a preset constant and specifies the degrees of elasticity of each block. The choice of *l* depends on what normal modes of the capsid are of interest to the user. This will be further discussed in the Results section.

We define the elasticity or the projection matrix **J**^(*i*)^ of the *i*-th block as the set of its first *l* normal modes, as follows, in a form of 3*n*~*i*~ × *l* matrix: $$\begin{array}{r}
{\mathbf{J}^{(i)} = \left( \mathbf{v}_{1}^{(i)},\mathbf{v}_{2}^{(i)},\cdots,\mathbf{v}_{l}^{(i)} \right)\;.} \\
\end{array}$$ Note that the first six column vectors correspond to the rotational and translational degrees of freedom.

The elasticity matrix (or projection matrix) **J** of the whole system is defined by combining **J**^(1)^, ..., **J**^(*m*)^ as follows, where *m* is the total number of blocks. Using the block matrix notation, we have: $$\begin{array}{r}
{\mathbf{J} = \begin{pmatrix}
\mathbf{J}^{(1)} & 0 & \cdots & 0 \\
0 & \mathbf{J}^{(2)} & & 0 \\
 \vdots & & \ddots & \vdots \\
0 & 0 & \cdots & \mathbf{J}^{(m)} \\
\end{pmatrix}\;,} \\
\end{array}$$ where **0** is a zero matrix.

### Obtaining the dynamics of the whole system {#sec006}

The normal modes (of an individual block or the whole system) can be computed using either coarse-grained models or all-atom models. For simplicity, in the following derivation we concern not with the mass matrix. [S1 Appendix](#pcbi.1006456.s002){ref-type="supplementary-material"} presents the extra steps needed when the mass matrix is present.

Let **H** be the Hessian matrix in the Cartesian space. **H** can be written as a block matrix: $$\begin{array}{r}
{\mathbf{H} = \begin{pmatrix}
\mathbf{H}_{1,1} & \mathbf{H}_{1,2} & \cdots & \mathbf{H}_{1,m - 1} & \mathbf{H}_{1,m} \\
 \vdots & \vdots & \ddots & \vdots & \vdots \\
\mathbf{H}_{i,1} & \mathbf{H}_{i,2} & \cdots & \mathbf{H}_{i,m - 1} & \mathbf{H}_{i,m} \\
 \vdots & \vdots & \ddots & \vdots & \vdots \\
\mathbf{H}_{m,1} & \mathbf{H}_{m,2} & \cdots & \mathbf{H}_{m,m - 1} & \mathbf{H}_{m,m} \\
\end{pmatrix}\;,} \\
\end{array}$$ where *m* is the number of panel blocks (or capsomeres). **H**~*i,j*~ represents the interactions between panel blocks *i* and *j*. The reduced Hessian matrix $\widetilde{\mathbf{H}}$ is defined, using **J**, as follows: $$\begin{array}{r}
{\widetilde{\mathbf{H}} = \mathbf{J}^{\top}\mathbf{H}\mathbf{J}\;,} \\
\end{array}$$ where **J**^⊤^ is the transpose of **J**. In reality, there is no need to write down **H** or **J** explicitly since they may take too much memory. $\widetilde{\mathbf{H}}$ can be constructed block by block on the fly. Let, $$\begin{array}{r}
{\widetilde{\mathbf{H}} = \begin{pmatrix}
{\widetilde{\mathbf{H}}}_{1,1} & {\widetilde{\mathbf{H}}}_{1,2} & \cdots & {\widetilde{\mathbf{H}}}_{1,m - 1} & {\widetilde{\mathbf{H}}}_{1,m} \\
 \vdots & \vdots & \ddots & \vdots & \vdots \\
{\widetilde{\mathbf{H}}}_{i,1} & {\widetilde{\mathbf{H}}}_{i,2} & \cdots & {\widetilde{\mathbf{H}}}_{i,m - 1} & {\widetilde{\mathbf{H}}}_{i,m} \\
 \vdots & \vdots & \ddots & \vdots & \vdots \\
{\widetilde{\mathbf{H}}}_{m,1} & {\widetilde{\mathbf{H}}}_{m,2} & \cdots & {\widetilde{\mathbf{H}}}_{m,m - 1} & {\widetilde{\mathbf{H}}}_{m,m} \\
\end{pmatrix}\;,} \\
\end{array}$$ where each block of $\widetilde{\mathbf{H}}$ can be constructed through: $$\begin{array}{r}
{{\widetilde{\mathbf{H}}}_{i,j} = {\mathbf{J}^{(i)}}^{\top}\mathbf{H}_{i,j}\mathbf{J}^{(j)}\;,} \\
\end{array}$$

Let ${\widetilde{\mathbf{v}}}_{i}$ and λ~*i*~ be the *i*-th eigenvector determined from $\widetilde{\mathbf{H}}$ and its corresponding eigenvalue, respectively. The *i*-th mode in Cartesian coordinate can be obtained as follows: $$\begin{array}{r}
{\mathbf{v}_{i} = \mathbf{J}{\widetilde{\mathbf{v}}}_{i}\;.} \\
\end{array}$$

Note that ${\widetilde{\mathbf{v}}}_{i}$ is a column vector of length *lm* (which is the same as the number of columns in **J**) and takes the form: $$\begin{matrix}
{{\widetilde{\mathbf{v}}}_{i} = \left( {c_{1,1}^{(i)},c_{1,2}^{(i)},\cdots,c_{1,l}^{(i)},c_{2,1}^{(i)},c_{2,2}^{(i)},\cdots,c_{2,l}^{(i)},\cdots,c_{m,1}^{(i)},c_{m,2}^{(i)},\cdots,c_{m,l}^{(i)}} \right)^{\top},} \\
\end{matrix}$$ where $c_{j,k}^{(i)}$ is a component of ${\widetilde{\mathbf{v}}}_{i}$. ${c_{j,k}^{(i)}}^{2}$ thus represents the contribution of the *k*^*th*^ mode of the *j*^*th*^ block in forming capsid mode ${\widetilde{\mathbf{v}}}_{i}$ and $$\begin{array}{r}
{\sum\limits_{j = 1}^{l}\sum\limits_{k = 1}^{m}{c_{j,k}^{(i)}}^{2} = 1} \\
\end{array}$$ since ${\widetilde{\mathbf{v}}}_{i}$, as an eigenvector of $\widetilde{\mathbf{H}}$, is normalized.

Assessing the quality of normal modes {#sec007}
-------------------------------------

To evaluate the quality of normal modes determined from the projected Hessian matrix, either that of BOSE or of RTB, the following two measurements are used. Both of them require a comparison with the benchmark normal modes computed directly from the original Hessian matrix. In the following, we use **v** to denote a mode determined by a projection-based method (BOSE or RTB), and **p** a mode determined from the original Hessian matrix (the benchmark modes).

### Cumulative overlap (c-overlap) {#sec008}

Cumulative overlap (or c-overlap) measures the overlap between a mode and a group of modes: how well the mode is represented by the group of modes. The function c-ovlp(**p**, **v**~1..*n*~) calculates c-overlap between a mode **p** and a mode set **v**~1..*n*~ = {**v**~1~, ..., **v**~*n*~} as follows: $$\begin{matrix}
{\text{c-ovlp}\left( {\mathbf{p},\mathbf{v}_{1..n}} \right) = \left( {\sum\limits_{i = 1}^{n}\left( {\mathbf{p}\mspace{360mu} \cdot \mspace{360mu}\mathbf{v}_{i}} \right)^{2}} \right)^{1/2}.} \\
\end{matrix}$$ c-ovlp(**p**, **v**~1..*n*~) indicates how well a benchmark mode **p** is covered by the subspace defined by the mode set **v**~1..*n*~. The higher c-ovlp(**p**, **v**~1..*n*~) is, the higher is the quality of the modes **v**~1..*n*~ as a group. Recall that **v**~1..*n*~ represents modes computed by BOSE or RTB, and **p** is one of the benchmark modes. Cumulative overlap thus defined assesses the quality of **v**~1..*n*~ as a group, not that of individual modes. To assess the latter, The following measure is used.

### Degeneracy-based overlap (d-overlap) {#sec009}

We develop also a new assessment measure of the quality of individual modes computed by BOSE or RTB or other models. Note that each normal mode is associated with a vibrational frequency that can be determined from its eigenvalue. In \[[@pcbi.1006456.ref016]\], we demonstrated that normal modes with similar frequencies could easily mix together and become degenerate. Consequently, it is not meaningful to carry out a one-to-one comparison between a model mode (that of BOSE or RTB) and a benchmark mode. Rather, to take account of the effect of such a degeneracy, we define a degeneracy-based overlap, or d-ovlp(**v**, *P*), as the overlap between a model mode **v** and a narrow band of benchmark modes *P* at around the frequency of **v**, as follows: $$\begin{matrix}
{\text{d-ovlp}\left( {\mathbf{v},P} \right) = \left( {\sum\limits_{\mathbf{p} \in f{({\mathbf{v},P})}}\left( {\mathbf{p}\mspace{360mu} \cdot \mspace{360mu}\mathbf{v}} \right)^{2}} \right)^{1/2},} \\
\end{matrix}$$ where *f*(**v**, *P*) represents a narrow band of modes in *P* that have a similar frequencies to that of **v**, i.e., $$\begin{array}{r}
{f\left( \mathbf{v},P \right) = \left\{ \mathbf{p} \mid \mathbf{p} \in P\text{and}\omega_{\mathbf{v}} - \Delta\omega \leq \omega_{\mathbf{p}} \leq \omega_{\mathbf{v}} + \Delta\omega \right\}\;,} \\
\end{array}$$ where Δ*ω* is the degeneracy tolerance, and *ω*~**v**~ and *ω*~**p**~ are the frequencies of mode **v** and **p**, respectively. A degeneracy tolerance Δ*ω* = 3.0 cm^-1^ is used in this work. The choice of Δ*ω* is based on our recent study on resonance \[[@pcbi.1006456.ref001]\], which showed that a capsid mode of frequency *ω* is contributed mostly by block modes of frequencies \[*ω* − Δ*ω*, *ω* + Δ*ω*\] according to resonance, where Δ*ω* is 2--3 cm^-1^ for the all-atom sbNMA and 30-40 cm^-1^ for the coarse-grained ANM \[[@pcbi.1006456.ref001]\].

Predict the quality of modes when no benchmark modes are available {#sec010}
------------------------------------------------------------------

The above mode quality assessment measures are still limited since in reality we generally don't have the benchmark modes. The very reason for having the projection-based methods is that solving the eigenvalue problem of the original Hessian matrix is computationally prohibitive. Though we can assess the quality of BOSE modes on smaller systems for which benchmark modes are available and expect that the quality of BOSE modes remains the same by extrapolation, it is better to have a more direct way to predict the quality of modes.

In our resonance paper \[[@pcbi.1006456.ref001]\], we have shown that a capsid mode of frequency *ω* is contributed mostly by block modes at around the same frequency due to resonance. Consequently, to reproduce accurately a capsid mode of frequency *ω*, it is sufficient to include in the projection matrix only block modes of about the same frequency (see [Eq (4)](#pcbi.1006456.e006){ref-type="disp-formula"}). Therefore, our first major step to ensure the quality of BOSE modes is to use only BOSE modes whose frequencies are within the range defined by the block modes, as modes outside the frequency range are not of reliable quality due to the principle of resonance.

Second, to quantify the cumulative contribution of a group of block modes to a given capsid mode ${\widetilde{\mathbf{v}}}_{i}$, we define block-mode cumulative square overlap (bmCSO) as follows: $$\begin{array}{r}
{\text{bmCSO}\left( {\widetilde{\mathbf{v}}}_{i},t \right) = \sum\limits_{j = 1}^{t}\left( \sum\limits_{k = 1}^{m}{c_{j,k}^{(i)}}^{2} \right)\;,} \\
\end{array}$$ where $c_{j,k}^{(i)}$ is from [Eq (10)](#pcbi.1006456.e018){ref-type="disp-formula"}. The inner summation $\sum_{k = 1}^{m}{c_{j,k}^{(i)}}^{2}$ represents the contribution to ${\widetilde{\mathbf{v}}}_{i}$ from the *j*^*th*^ modes of *all* the *m* panel blocks in the system. Summation $\sum_{j = 1}^{t}$ denotes the cumulative contribution of the first *t* modes of all panel blocks. Clearly, $\text{bmCSO}\left( {\widetilde{\mathbf{v}}}_{i},l \right) = 1$ accordingly to [Eq (11)](#pcbi.1006456.e023){ref-type="disp-formula"}.

Later on in Results section, we will show that bmCSO strongly correlates with d-overlap and thus can be used as a predictor of the quality of BOSE modes. bmCSO is a variant of cumulative square overlap (CSO) that was used in \[[@pcbi.1006456.ref017]\].

Panel block selection {#sec011}
---------------------

As aforementioned, capsomeres are the natural choice for panel blocks to be used in BOSE. The capsomeres often take the form of hexamers, pentamers, trimers, or dimers. For most capsids, the composition of the capsomeres is clear. Most capsomeres are so stable that they exist in isolation. For a few other capsids, it is not clear even from the literature what is the composition of the capsomeres: are they pentamers, trimers, or dimers? Fortunately, as will be shown in Results section, our mode quality assessment measure is capable of indicating what is the best choice for panel blocks, especially when it is not obvious.

Structure preparation {#sec012}
---------------------

In this work, we use four small capsids for benchmark tests before applying the BOSE model to the large HIV-1 capsid. The benchmark structures are prepared in the following way:

1.  Obtain structure coordinates from PDB (e.g., 4v4m.cif);

2.  Select the first chain as the first asymmetric unit (or ASU);

3.  Use VMD's \[[@pcbi.1006456.ref018]\] psfgen to fill in the missing hydrogen atoms;

4.  Use NAMD \[[@pcbi.1006456.ref019]\] to run an energy minimization while fixing positions of all heavy atoms;

5.  Compute the 5-fold symmetry axis (**k**~5~) and a 3-fold symmetry axis (**k**~3~) near the first ASU;

6.  Using the first ASU, **k**~5~, and **k**~3~, construct a fully symmetric icosahedral complex.

The HIV-1 capsid structure is prepared by taking steps 1, 3, and 4. The structures used by ANM are obtained by keeping only the *C*^*α*^ atoms.

NMA model used and mean-square fluctuations {#sec013}
-------------------------------------------

In our experiments, spring-based Normal Mode Analysis (sbNMA) \[[@pcbi.1006456.ref020]\] is used in all normal mode computations.

### Spring-based normal mode analysis (sbNMA) {#sec014}

In Ref. \[[@pcbi.1006456.ref020]\], we developed a spring-based NMA (sbNMA) that closely resembles the classical NMA and yet requires no energy minimization. sbNMA is an all-atom model and uses an all-atom force field, such as CHARMM \[[@pcbi.1006456.ref021]\], AMBER \[[@pcbi.1006456.ref022]\], etc. The classical NMA Hessian matrix **H**^NMA^ can be written as a summation of two groups of terms: the spring-constant-based terms **H**^spr^ and the force/torque-based terms **H**^frc^ (proportional to the inter-atomic force or torques) \[[@pcbi.1006456.ref020], [@pcbi.1006456.ref023]\], i.e., $$\begin{array}{r}
{\mathbf{H}^{\text{NMA}} = \mathbf{H}^{\text{spr}} + \mathbf{H}^{\text{frc}}.} \\
\end{array}$$ The contribution of **H**^frc^ was shown to be much smaller than the spring-constant-based term, accounting for only 10%. By keeping only the spring-constant-based terms, sbNMA still resembles closely the classical NMA and is able to yield high quality vibrational modes. Furthermore, it requires no energy minimization since the force/torque-based terms are removed. The sbNMA Hessian matrix is also highly sparse, making it easy to use with the proposed BOSE model on large structures. sbNMA was successfully applied to determine the functional dynamics of large protein complexes such as GroEL/GroES \[[@pcbi.1006456.ref024]\] and p97 \[[@pcbi.1006456.ref025]\], and the vibrational spectra of globular proteins \[[@pcbi.1006456.ref026]\]. In this work, sbNMA is used to compute the dynamics of HIV-1 capsid.

### Mean-square fluctuation (MSF) {#sec015}

Mean-square fluctuations (MSFs) have often been used to evaluate computational models by comparing them with experimental B-factors. In our study, the mean-square fluctuation of *i*-th atom from the first *k* low frequency modes is calculated as follows \[[@pcbi.1006456.ref027]\]: $$\begin{array}{r}
{B_{i} = \frac{8\pi^{2}k_{\text{B}}T}{3}\sum\limits_{j = 7}^{k}\frac{\left\lbrack \mathbf{v}_{j} \right\rbrack_{i}^{\top}\left\lbrack \mathbf{v}_{j} \right\rbrack_{i}}{\lambda_{j}}\;,} \\
\end{array}$$ where *k*~B~ is the Boltzmann constant, *T* is the temperature in Kelvin, **v**~*j*~ and λ~*j*~ are *j*-th mode and its corresponding eigenvalue, respectively, and \[**v**~*j*~\]~*i*~ is the 3 × 1 displacement vector of the *i*-th atom in mode **v**~*j*~. In our study, the room temperature (300K) is used for *T*.

Results {#sec016}
=======

In this section, we first assess the quality of BOSE modes on a few test systems and compare it with the mode quality of the well-known RTB model. The comparison shows BOSE modes are of significantly higher quality, demonstrating the importance of having a proper modeling of the elasticity of each panel block. Modeling each capsomere using a few rigid blocks is shown to be insufficient. Moreover, most capsomeres appear to be a continuous body and rigid block partitions often seem arbitrary.

In the second half of this section, we apply BOSE to an extremely large system that has nearly 5 million atoms: HIV-1 capsid. Our all-atom NMA study of this extremely large system reveals some novel insights about its dynamics that may be beyond the reach of molecular dynamics simulations \[[@pcbi.1006456.ref028]--[@pcbi.1006456.ref030]\].

Test cases {#sec017}
----------

We use four capsids as test cases to evaluate the quality of BOSE modes. The four capsids are: capsid of Satellite Tobacco Necrosis Virus (STNV, pdb-id: 4V4M) \[[@pcbi.1006456.ref031]\], capsid of Sesbania mosaic virus (SeMV, pdb-id: 4Y5Z) \[[@pcbi.1006456.ref032]\], a mutant structure of the capsid of Grouper nervous necrosis virus (GNNV, pdb-id: 4RFT) \[[@pcbi.1006456.ref033]\], and capsid of a lumazine synthase from the thermophilic bacterium Aquifex aeolicus (AaLS, pdb-id: 5MPP) \[[@pcbi.1006456.ref034]\]. The four capsids all have icosahedral symmetry.

Assessing the quality of modes of BOSE and RTB {#sec018}
----------------------------------------------

BOSE and RTB are both projection-based methods that reduce the size of the original Hessian matrix through restricting the motion space of structural building blocks, which can be either protein chains, capsomeres, or groups of residues. RTB restricts the motion of each building block to only rigid body motions. BOSE treats each building block still as a flexible unit, by modeling its elasticity using a selected subset of its normal modes. BOSE thus restricts the motions of each building block by allowing only vibrations within a certain frequency range. The allowed vibrations or normal modes define the selected elasticity of the block (which is a capsomere).

To have a fair comparison between BOSE and RTB, we let the two models have the same degrees of freedom for each capsomere. Consequently, the size of their reduced Hessian matrices are the same. The accuracy of either model is measured by comparing its modes with the benchmark modes determined from the original Hessian matrix.

### Experiment setup {#sec019}

Given a structure assembly, we first compute its normal modes directly from the original Hessian matrix, and then compute the modes using RTB and BOSE. Taking the STNV capsid (pdb-id: 4V4M) for example, which is composed of 12 pentamers and thus 60 protein chains and 184 residues (2,857 atoms) in each chain, we perform the following operations:

1.  Determine the full-size sbNMA Hessian matrix **H** and compute all the modes directly from **H**. Since there are *n* = 2,857 \* 60 = 171,420 atoms, the dimension of **H** is 514,260 × 514,260. To solve the eigenvalue problem of **H**, we apply group theory to take advantage of the capsid's icosahedral symmetry \[[@pcbi.1006456.ref035]--[@pcbi.1006456.ref037]\]. As a result, the largest matrix needed to be solved is 12 times smaller \[[@pcbi.1006456.ref035]--[@pcbi.1006456.ref037]\].

2.  To obtain the RTB modes, we first determine the rigid blocks. One way to select the rigid blocks of each protein chain is by observing the cross correlation patterns in the low frequency modes. There is often not a clear cut when deciding the boundary of a block and consequently the resulting selection is somewhat arbitrary. Once we have the rigid blocks, we can compute the projection matrix **P**. **P** restricts the motion of each block to rigid-body motions only. Lastly, the RTB Hessian matrix is **H**~RTB~ = **P**^⊤^**HP**. We set the number of blocks per protein chain to be 5. The ranges of residues of the five rigid blocks selected for 4V4M are: 12-24, 25-60, 61-100, 101-147, and 148-195. Consequently, there are 25 rigid blocks per pentamer (capsomere), or 300 rigid blocks for the whole capsid. The total degrees of freedom for the whole system is 300 \* 6 = 1,800. The dimension of **H**~RTB~ is thus 1,800 × 1,800, whose size is about 286 times smaller than the original Hessian matrix **H**.

3.  For the BOSE model, there is no need for picking rigid blocks. Instead, for each capsomere, we apply sbNMA to compute its first 150 normal modes (including the first six rigid body modes) and use them to model the elasticity of each capsomere. The resulting reduced Hessian matrix **H**~BOSE~ also has the same dimension of 1,800 × 1,800.

Note that in BOSE, *l* is set to be 150 in [Eq (3)](#pcbi.1006456.e005){ref-type="disp-formula"}, i.e., 150 normal modes are selected per capsomere. This guarantees that both **H**~BOSE~ and **H**~RTB~ have the same dimension (1,800 × 1,800) after projection. This way we can have a fair comparison between the BOSE model and the RTB model.

### Quality comparison between BOSE and RTB {#sec020}

Once we have all the modes, we assess the quality of modes of RTB or BOSE using cumulative overlap (c-overlap) and degeneracy-based overlap (d-overlap), using sbNMA modes as the benchmark. Both BOSE and RTB use a reduced Hessian matrix, and both produce 1,800 modes. We now compare these 1,800 modes with the first 1,800 modes of sbNMA.

[Fig 1(A)](#pcbi.1006456.g001){ref-type="fig"} shows the cumulative overlaps (c-ovlp in [Eq (12)](#pcbi.1006456.e026){ref-type="disp-formula"}) between an sbNMA mode and all the modes of RTB or BOSE. The figure shows that BOSE modes cover nearly fully the low-frequency sbNMA mode space, while RTB modes cover a significantly less amount. [Fig 1(B)](#pcbi.1006456.g001){ref-type="fig"} shows the degeneracy overlap (d-overlap) between sbNMA and RTB or BOSE. In the figure, the d-overlaps are determined with a frequency tolerance of Δ*ω* = 3 cm^-1^ (Eqs [(13)](#pcbi.1006456.e027){ref-type="disp-formula"} and [(14)](#pcbi.1006456.e028){ref-type="disp-formula"}). The figure shows that BOSE modes are highly similar to sbNMA modes. In contrast, the d-overlap for RTB is significantly worse. It indicates that RTB modes in general do not have a matching sbNMA mode in a similar frequency range.

![Mode quality comparison between RTB and BOSE.\
(A) The c-overlaps (or cumulative overlaps, see [Methods](#sec002){ref-type="sec"} section) between sbNMA benchmark modes and all the modes of BOSE or RTB. (B) The d-overlaps (or degeneracy-based overlap, see [Methods](#sec002){ref-type="sec"} section) between a BOSE or RTB mode and a narrow band of benchmark modes after considering degeneracy. (C) shows the frequencies of the modes generated by sbNMA (the benchmark), BOSE, and RTB. The dashed line marks the upper limit of the panel mode frequencies. It marks a frequency threshold above which BOSE modes are no longer reliable due to resonance \[[@pcbi.1006456.ref001]\]. Under this threshold value, The BOSE modes' frequencies match nearly perfectly with those of sbNMA, the benchmark. The frequencies of RTB modes are clearly too high.](pcbi.1006456.g001){#pcbi.1006456.g001}

[Fig 1(C)](#pcbi.1006456.g001){ref-type="fig"} shows the frequencies of the modes generated by sbNMA (the benchmark), BOSE, and RTB. The dashed line marks the upper limit of the panel mode frequencies. It marks a *frequency threshold* above which BOSE modes are no longer reliable due to resonance \[[@pcbi.1006456.ref001]\]. Under this threshold value, the BOSE model produces modes whose frequencies match nearly perfectly with those of sbNMA (the benchmark). The frequencies of RTB modes are clearly too high.

In summary, results in [Fig 1](#pcbi.1006456.g001){ref-type="fig"} clearly indicate that BOSE modes are of high quality within the frequency range modeled by the capsomeres and BOSE is significantly better than RTB in preserving both the normal modes and the vibrational frequency spectrum.

To show the results obtained above ([Fig 1](#pcbi.1006456.g001){ref-type="fig"}) are independent of the benchmark model used, we repeat the same experiments but use the coarse-grained ANM \[[@pcbi.1006456.ref015]\] model as the benchmark instead. Under ANM, the whole capsid of STNV (pdb-id: 4V4M) is modeled as a network of 11,040 nodes (one node per residue), which is much smaller in size than the corresponding all-atom model that has 171,420 atoms. Since the system is small enough, we first apply ANM directly to obtain the exact ANM normal modes of the whole system. These modes are used as the benchmark. Next, following the procedure described above, we obtain two more sets of normal modes using projection methods RTB and BOSE. By comparing the approximate solutions obtained from RTB or BOSE with the exact benchmark ANM modes, we can assess which projection method is better. [Fig 2](#pcbi.1006456.g002){ref-type="fig"} shows the results, which are the same as [Fig 1](#pcbi.1006456.g001){ref-type="fig"} except that ANM is used to generate the benchmark modes instead of sbNMA and that d-overlap in [Fig 2(B)](#pcbi.1006456.g002){ref-type="fig"} is computed with a larger frequency tolerance of Δ*ω* = 40 cm^-1^ suited for ANM \[[@pcbi.1006456.ref001]\]. Overall, the results in [Fig 2](#pcbi.1006456.g002){ref-type="fig"} have a similar trend as those in [Fig 1](#pcbi.1006456.g001){ref-type="fig"}, both showing that BOSE modes are significantly better than RTB modes.

![Mode quality comparison between RTB and BOSE using ANM as the benchmark.\
This figure is the same as [Fig 1](#pcbi.1006456.g001){ref-type="fig"} except that ANM is used to generate benchmark modes instead of sbNMA. (A) The c-overlaps between ANM benchmark modes and all the modes of BOSE or RTB. (B) The d-overlaps between a BOSE or RTB mode and a narrow band of benchmark modes after considering degeneracy. (C) The frequencies of the modes generated by ANM (the benchmark), BOSE, and RTB. The dashed line marks the upper limit of the panel mode frequencies.](pcbi.1006456.g002){#pcbi.1006456.g002}

Predicting the quality of BOSE modes when benchmark modes are unavailable {#sec021}
-------------------------------------------------------------------------

In this section, we present ways to predict the quality of BOSE modes when benchmark modes are not available. This will be the case when applying BOSE to compute the normal modes of new capsids, especially those that are so large that it is infeasible to compute their normal modes without employing a projection-based method. For such systems, we cannot apply cumulative overlaps or degeneracy-based overlaps to assess the mode quality since the benchmark modes are not available.

[Fig 3](#pcbi.1006456.g003){ref-type="fig"} shows the cumulative contributions of block modes to the normal modes of two whole capsids: STNV(pdb-id: 4V4M) \[[@pcbi.1006456.ref031]\] and AaLS (pdb-id: 5MPP) \[[@pcbi.1006456.ref034]\]. In the figure, all the 1800 modes of the capsid are equally divided into nine groups. Each curve represents the average *bmCSO* (see its definition in [Methods](#sec002){ref-type="sec"} section) of the modes within that group. The solid line curves represent capsid modes whose frequencies are within the range of the frequencies of the block modes. For these modes, we have confidence of their quality due to the principle of resonance \[[@pcbi.1006456.ref001]\]. The remaining groups of modes whose frequencies are out of range are drawn in dashed lines. The quality of these modes are unreliable.

![Cumulative contributions of block modes to the normal modes of two whole capsids: STNV(pdb-id: 4V4M) \[[@pcbi.1006456.ref031]\] (A) and AaLS (pdb-id: 5MPP) \[[@pcbi.1006456.ref034]\] (B).\
All the 1800 modes of the capsids are equally divided into 9 groups. Each curve represents the average *bmCSO* of the modes within that group.](pcbi.1006456.g003){#pcbi.1006456.g003}

The bmCSO plot can be used to predict the quality of BOSE modes. To demonstrate this, we plot in [Fig 4](#pcbi.1006456.g004){ref-type="fig"} bmCSO and degeneracy-based overlap (d-overlap) for all four capsids. The d-overlap assesses the quality of modes at different frequencies (abscissa axis). The red line shows the block-mode cumulative square overlap (bmCSO) when the first 90% of the block modes are used, or bmCSO(90%). The blue line shows the degeneracy-based overlap of the BOSE modes. A d-overlap value close to 1 means high quality. The black solid vertical line marks the frequency upper limit of the panel block modes. It marks a frequency threshold above which capsid modes are no longer of good quality due to resonance, as seen in the sharp drop in the blue lines. Thus only modes below the frequency threshold (i.e., to the left of the vertical line) are of interest. Under this frequency threshold, bmCSO(90%) (red line) matches closely with d-overlap (blue line), implying that both the frequency threshold and bmCSO(90%) are good indicators of mode quality.

![The close match between bmCSO and degeneracy-based overlaps of the BOSE modes at frequency *ω* of four whole capsids: AaLS (pdb-id: 5MPP) \[[@pcbi.1006456.ref034]\] (A), STNV(pdb-id: 4V4M) \[[@pcbi.1006456.ref031]\] (B), SeMV (pdb-id: 4Y5Z) \[[@pcbi.1006456.ref032]\] (C) and GNNV (pdb-id: 4RFT) \[[@pcbi.1006456.ref033]\] (D).\
The red line represents the block-mode cumulative squared overlap (bmCSO) when the first 90% of the block modes are used, or bmCSO(90%). The blue line shows the d-overlap of the BOSE modes. The black solid vertical line marks the location of the frequency upper limit of the block modes. The dashed line marks where it is 3 cm^-1^ below the frequency upper limit.](pcbi.1006456.g004){#pcbi.1006456.g004}

Notice that in the zone between the dashed vertical line, which is 3 cm^-1^ to the left of the solid vertical line, and the solid vertical line itself, bmCSO(90%) starts to drop significantly while d-overlap remains fairly high. The reason is that a capsid mode of frequency *ω* is contributed mostly by block modes of frequencies \[*ω* − Δ*ω*, *ω* + Δ*ω*\] where Δ*ω* is 3 cm^-1^ according to resonance \[[@pcbi.1006456.ref001]\]. The gap between the solid and dashed lines thus represents a "twilight" zone: the quality of modes in this frequency range is still fairly good according to d-overlap though it is not evident from the bmCSO (90%) measure.

In summary, when computing the normal modes of a new capsid using BOSE, we have two ways to assess the quality of the modes according to [Fig 4](#pcbi.1006456.g004){ref-type="fig"}. One is to simply use the frequency threshold, the vertical solid line in [Fig 4](#pcbi.1006456.g004){ref-type="fig"}: normal modes below this frequency all have a high d-overlap value. The other is to use bmCSO(90%): normal modes with a large bmCSO(90%) value also have a high d-overlap value.

Choosing the right panel blocks {#sec022}
-------------------------------

We investigate also the effect of panel block selection on the mode quality. This is especially necessary for cases when the choice of the capsomeres is not obvious. In the following, we consider two capsids: one is the capsid of Sesbania mosaic virus (SeMV, pdb-id: 4Y5Z) \[[@pcbi.1006456.ref032]\] and the other is a mutant structure of the capsid of Grouper nervous necrosis virus (GNNV, pdb-id: 4RFT) \[[@pcbi.1006456.ref033]\]. From the literature where the structures of these two capsids were first reported \[[@pcbi.1006456.ref032], [@pcbi.1006456.ref033]\], it is not entirely clear what are the capsomeres of these capsids: are they pentamers or trimers or something else?

In the following, for both capsids, two different choices of panels are tested: i) using trimers as panel blocks and 90 modes per panel block; ii) using pentamers as panel blocks and 150 modes per panel block. In both selection schemes, a total of 1,800 BOSE modes are generated for the whole system and compared with the benchmark modes of sbNMA.

[Fig 5](#pcbi.1006456.g005){ref-type="fig"} shows bmCSO and d-overlap plots of SeMV capsid when pentamers are used as panel blocks (panels (A) and (C)) and when trimers are used as panel blocks (panels (B) and (D)). The mode quality is significantly better when pentamers are used. The same plots are repeated in [Fig 6](#pcbi.1006456.g006){ref-type="fig"} for GNNV capsid, for which the opposite is true: the mode quality is significantly better when trimers are used as panel blocks. In both cases, even without seeing the d-overlap plots that shows the quality of the modes but cannot be computed without the benchmark modes, the bmCSO plots clearly reveal what panel choices are better. The right choice of panel blocks produces not only significantly higher bmCSO values but also more modes of reliable quality below the frequency threshold, i.e., more solid lines and fewer dashed lines (see panels (A) and (B) in Figs [5](#pcbi.1006456.g005){ref-type="fig"} and [6](#pcbi.1006456.g006){ref-type="fig"}).

![The effect of panel block selection on the mode quality of SeMV capsid.\
(A) and (C) show the bmCSO and d-overlap plots of SeMV capsid (pdb-id: 4Y5Z) respectively when pentamers are used as panel blocks. In contrast, (B) and (D) show the same plots except that trimers are used as panel blocks.](pcbi.1006456.g005){#pcbi.1006456.g005}

![The effect of panel block selection on the mode quality of GNNV capsid.\
(A) and (C) show the bmCSO and d-overlap plots of GNNV capsid (pdb-id: 4RFT) respectively when pentamers are used as panel blocks. In contrast, (B) and (D) show the same plots except that trimers are used as panel blocks.](pcbi.1006456.g006){#pcbi.1006456.g006}

Comparisons of computational costs between BOSE and RTB {#sec023}
-------------------------------------------------------

[Table 1](#pcbi.1006456.t001){ref-type="table"} lists the computational costs of BOSE, RTB, or sbNMA. The sbNMA Hessian matrix without symmetricity consideration would take more than 2 Tb memory space, which is too large for most computer systems. However, by applying group theory and taking advantage of the inherent icosahedral symmetry \[[@pcbi.1006456.ref035]--[@pcbi.1006456.ref037]\], the Hessian matrix can be reduced to 10--15 Gb and normal modes can be obtained without losing any accuracy. On the other hand, both BOSE and RTB use a significantly less amount of memory. BOSE uses about 30% more computational time than RTB. The extra time is spent on computing the normal modes of the capsomeres.

10.1371/journal.pcbi.1006456.t001

###### CPU times and memory usages in running all-atom sbNMA, BOSE, and RTB.

![](pcbi.1006456.t001){#pcbi.1006456.t001g}

  ---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
         number of atoms per\   BOSE\                                                  RTB\                                                   sbNMA\                                                       
         capsomere / capsid     (Mem: 233 Mb[^a^](#t001fn001){ref-type="table-fn"})\   (Mem: 233 Mb[^a^](#t001fn001){ref-type="table-fn"})\   (≈ 2Tb w/o symmetry)[^b^](#t001fn002){ref-type="table-fn"}   
                                CPU time                                               CPU time                                                                                                            
  ------ ---------------------- ------------------------------------------------------ ------------------------------------------------------ ------------------------------------------------------------ ------------
  4V4M   2,857 / 171,420        6,056 sec                                              4,877 sec                                              14.7 Gb                                                      31,000 sec

  5MPP   2,378 / 142,680        4,160 sec                                              3,212 sec                                              10.2 Gb                                                      26,800 sec

  4Y5Z   2,849 / 170,940        6,501 sec                                              5,125 sec                                              14.6 Gb                                                      32,564 sec

  4RFT   2,499 / 149,940        4,508 sec                                              3,646 sec                                              11.2 Gb                                                      28,068 sec
  ---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

^*a*^The reduced Hessian matrix size of BOSE or RTB is 233 Mb;

^*b*^The sbNMA Hessian matrix without symmetry consideration takes about 2 Tb;

^*c*^The memory usage and running time for sbNMA with symmetry consideration.

Application to the HIV-1 capsid {#sec024}
-------------------------------

In this section, we apply the BOSE model to study the normal mode dynamics of an extremely large system in atomic details, the HIV-1 capsid. The HIV-1 capsid is a large structure with a molecular mass of 35 MDa and has nearly 5 million atoms. Because of its extremely large size, all-atom normal mode computations of this assembly are prohibitive on most computer systems. Our projection-based BOSE model allows us to perform all-atom normal mode computations of this large assembly for the first time. Our normal mode computations reveal in atomic details the intrinsic motion patterns of this large structure, particularly the dynamics of the pentamers, N-terminal loops of the capsid proteins, and hexamer pores.

### The HIV-1 capsid structure {#sec025}

HIV-1 capsid is the protein shell of HIV-1 virus and is made up of over a 1,000 copies of a single capsid protein (CP) in the form of hexamers and pentamers. [Fig 7(A)](#pcbi.1006456.g007){ref-type="fig"} shows the whole structure of a HIV-1 capsid (pdb-id: 3J3Q), where hexamers and pentamers are colored light-orange and red, respectively. [Fig 7(D)](#pcbi.1006456.g007){ref-type="fig"} shows the structure of the capsid protein (CP) with its 231 residues. Each capsid protein is composed of two domains, N-terminal domain and C-terminal domain, connected by a short linker. In the figure, the N-terminal domain (or NTD, residues 1--146) that is exposed on the outer surface of the capsid is colored red, while the C-terminal domain (or CTD, residues 150--231) that forms the inner surface of the capsid shell is colored blue. The loop (residues 85--93) in the N-terminal domain is colored pink. [Fig 7(B) and 7(E)](#pcbi.1006456.g007){ref-type="fig"} show the structure of a hexamer in the top and front views, respectively. [Fig 7(C) and 7(F)](#pcbi.1006456.g007){ref-type="fig"} show the structure of a pentamer in the top and front views, respectively. In HIV-1 capsid structure, the positions of pentamers determine the shape of the assembly and 12 pentamers are needed to form a closed cone \[[@pcbi.1006456.ref038]\]. In [Fig 7(B)--7(F)](#pcbi.1006456.g007){ref-type="fig"}, all N-terminal domains are colored red.

![Structures of HIV-1 capsid, hexamer, pentamer, and capsid protein.\
(A) The whole structure of an HIV-1 capsid. Hexamers and pentamers are colored light-orange and red, respectively. (D) Structure of the capsid protein. A hexamer structure is shown in (B) the top view and (E) the front view. A pentamer structure is shown in (C) the top view and (F) the front view. All N-terminal domains in (B)--(F) are colored red.](pcbi.1006456.g007){#pcbi.1006456.g007}

### Panel block selection for HIV-1 capsid {#sec026}

Performing the traditional normal mode analysis of the HIV-1 capsid structure is prohibitive on most computer systems due to its large size. It has over 300,000 residues and nearly 5 million atoms. Even for a coarse-grained *C*^*α*^-based model, it would require over 600 Gb memory space just to store its Hessian matrix (if a sparse matrix format is not used) and a similar amount of memory to store all the modes (if all the modes are needed). Because of this high memory requirement, Bergman and Lezon simplified their coarse-grained model even further by employing the RTB model and represented each capsid protein with 7 rigid blocks \[[@pcbi.1006456.ref011]\]. Here, we apply the BOSE model to obtain the normal modes of this extremely large capsid in atomic details. To preserve the dynamics in all-atom accuracy, we use spring-based NMA (sbNMA) \[[@pcbi.1006456.ref020]\] to compute the normal modes, as we did with the test cases. To apply BOSE, we first model each capsomere (hexamer or pentamer) as a panel block. All together, there are 228 panel blocks on the whole capsid. Next, sbNMA \[[@pcbi.1006456.ref020]\] is applied to each panel block to construct an accurate all-atom Hessian matrix and from which the first 150 lowest frequency modes are obtained. These 150 low frequency modes are then used to represent the selected elasticity of each panel block. Since there are 228 panel blocks, the projection subspace (see [Eq (6)](#pcbi.1006456.e009){ref-type="disp-formula"}) has a dimension of 150 \* 228 = 34,200. The reduced Hessian matrix $\widetilde{\mathbf{H}}$ in [Eq (6)](#pcbi.1006456.e009){ref-type="disp-formula"} thus has a dimension of 34,200 × 34,200 and occupies about 8.7 Gb memory space. We choose to use 150 modes per panel block for two reasons. First, with 150 modes per capsomere, it is still feasible to compute the BOSE modes of the entire HIV-1 capsid using our workstation that has 64 Gb memory. Second, the first 150 modes of the capsomeres represent the low frequency modes in the range of \[0, 8.8 cm^-1^\]. Using 150 modes allows us to obtain the normal modes of the whole HIV-1 in a similar frequency range, which is enough for our analysis of the low frequency normal mode dynamics of the capsid to be shown next. Should one desire to obtain the normal modes of the whole capsid in a different frequency range, the normal modes of the capsomeres should be selected accordingly.

To assess the quality of the BOSE modes of this large capsid, the bmCSO plot is drawn in [Fig 8(A)](#pcbi.1006456.g008){ref-type="fig"}. As in [Fig 3](#pcbi.1006456.g003){ref-type="fig"}, all the modes of the capsid are equally divided into nine groups. The solid lines represent capsid modes whose frequencies are below the threshold (the frequency upper limit defined by the block modes), while the dashed lines represent capsid modes whose frequencies are above the threshold. [Fig 8(A)](#pcbi.1006456.g008){ref-type="fig"} shows what block modes contribute to the different groups of capsid modes. Groups for which bmCSO reaches nearly 1 before all the block modes are considered are well reproduced by the block modes and are thus of good quality. [Fig 8(B)](#pcbi.1006456.g008){ref-type="fig"} shows bmCSO(90%) of the BOSE modes versus their frequencies. The vertical solid line marks the frequency upper limit of the block modes. As aforementioned, both bmCSO(90%) are the frequency threshold (upper limit) are good indicators of mode quality, as degeneracy-based overlap or d-overlap takes a high value (nearly 1) for the modes below this frequency threshold and bmCSO(90%) strongly correlates with d-overlap. [Fig 8(B)](#pcbi.1006456.g008){ref-type="fig"} shows the bmCSO(90%) value is nearly 1 for most of the modes below the frequency threshold, further confirming that the modes below 8.8 cm^-1^ (the frequency threshold) are of high quality.

![Cumulative contributions of the block modes to the modes of HIV-1 capsid.\
(A) The block-mode cumulative square overlap (bmCSO) plot. (B) bmCSO(90%) for modes whose frequencies are below the threshold (marked by the vertical line).](pcbi.1006456.g008){#pcbi.1006456.g008}

### The low frequency spectrum of HIV-1 capsid {#sec027}

We next examine the frequency spectrum of all 34,200 normal modes obtained from the BOSE model. As will be shown in the following, these modes reveal the low frequency motion patterns of HIV-1 capsid.

[Fig 9(A)](#pcbi.1006456.g009){ref-type="fig"} shows the frequency spectrum. The spectrum can be roughly divided into three groups according to the range of frequencies: 0--1.3 cm^-1^ (the first 700 modes, in blue), 1.3--2.3 cm^-1^ (701st--3,000th modes, in orange), and 2.3 cm^-1^ and higher (3,001st and higher, in gray). Since the lowest frequency modes tend to be of the most interest, we focus our attention on the first two groups of modes only: 0--1.3 cm^-1^ in blue, and 1.3--2.3 cm^-1^ in red. The inset of [Fig 9(A)](#pcbi.1006456.g009){ref-type="fig"} shows the same spectrum up to 50 cm^-1^.

![The vibrational frequency spectrum of the HIV-1 capsid and the MSFs of the capsid proteins.\
(A) The vibrational frequency spectrum as computed by BOSE, with the first two mode groups highlighted in blue and red. (B) MSFs determined using the first 700 and 3,000 modes are shown in blue and red, respectively, whose corresponding frequency ranges are given in (A).](pcbi.1006456.g009){#pcbi.1006456.g009}

[Fig 9(B)](#pcbi.1006456.g009){ref-type="fig"} shows the mean-square fluctuations (MSFs) of the capsid proteins, computed using only the first 3,000 low-frequency modes (the first two groups of modes mentioned above) and averaged over all 1,356 chains. In the figure, the blue (red) line shows the average MSF determined using the first 700 (3,000) modes, which corresponds to the blue (red) region in [Fig 9(A)](#pcbi.1006456.g009){ref-type="fig"}. In the following two sections, we will discuss the dynamic roles of these two mode groups in more details.

### Dynamics present in the first and second mode groups {#sec028}

Our results reveal that motions of the pentamers in the first mode group help stabilize the HIV-1 capsid structure, as indicated by their suppressed vibration (or mobility) at both hemispherical ends, and that the boundary between the first and second mode groups (at about 1.3 cm^-1^) clearly marks a transition point from global motions in the first mode group to more localized motions in the second mode group, particularly motions of the NTD loops. Additionally, our results suggest that nucleotide transport may take place mostly at hexamers near pentamers.

### The role of pentamers in the first mode group {#sec029}

Structural studies show that pentamers incur sharp curvatures while forming hemispherical ends of the capsule-shaped HIV-1 capsid surface \[[@pcbi.1006456.ref038], [@pcbi.1006456.ref039]\]. However, the dynamic role of the pentamers has not been thoroughly examined. Our study shows that one of the roles of the pentamers is to stabilize the HIV-1 capsid structure through suppressing the fluctuation dynamics at both hemispherical ends.

[Fig 10(A)--10(C)](#pcbi.1006456.g010){ref-type="fig"} show the HIV-1 capsid structure color-coded by MSFs: MSF of dark blue regions are smaller than 7.1 Å^2^, and MSF of red regions are larger than 31.4 Å^2^. MSFs are calculated using [Eq (17)](#pcbi.1006456.e037){ref-type="disp-formula"} and the first group of low-frequency modes. In the figure, capsid proteins are shown in ribbon representation. In order to highlight pentamers and their locations in the figure, the first residues of the capsid proteins in pentamers are rendered as red spheres. They would have been colored in dark blue otherwise since their MSFs are smaller than 7.1 Å^2^. The figures show that the MSFs of hexamers gradually increase as they move away from pentamers, as indicated by the change in color.

![Global fluctuation dynamics near pentamers as determined using the first group of modes.\
(A)--(C) show the HIV-1 capsid structure in different orientations, color-coded by MSFs. Dark blue and red colors represent MSF smaller than 7.1 Å^2^ and larger than 31.4 Å^2^, respectively. (D) The correlation between a hexamer's MSFs and its distance to the closest pentamer. The grayscale of a pixel represents the number of *C*^*α*^ atoms that have that MSF and distance, ranging from zero (in white) to as many as 528 (in black).](pcbi.1006456.g010){#pcbi.1006456.g010}

[Fig 10(D)](#pcbi.1006456.g010){ref-type="fig"} quantifies the trend that MSF increases as hexamers move away from pentamers. In the figure, each pixel represents *C*^*α*^ atoms of the hexamers with the given MSF (the ordinate axis) and the distance to the closest pentamer (the abscissa axis). Each pixel's gray level represents the number of *C*^*α*^ atoms, ranging from zero (in white) to as many as 528 (in black). The plot shows a strong linear correlation, indicating that the MSF of a hexamer increases as its distance to the closest pentamer increases.

Our result indicates that while the structural role of pentamers is forming both hemispherical ends of the capsule-shaped HIV-1 capsid shell \[[@pcbi.1006456.ref038], [@pcbi.1006456.ref039]\], the dynamic role of pentamers is to stabilize both ends of the capsid by suppressing their fluctuations. Our result is in agreement with the idea that capsid disassembly should start when the pentamers become destabilized \[[@pcbi.1006456.ref040]\]. The narrow end of the cone especially, where pentamers are more concentrated, was thought to be the place where destabilization is triggered and disassembly begins \[[@pcbi.1006456.ref039]\]. The recent work by Rankovic et al. \[[@pcbi.1006456.ref041]\] using atomic force microscopy (AFM) confirmed this.

### The transition from global motions to localized motions {#sec030}

[Fig 9(B)](#pcbi.1006456.g009){ref-type="fig"} shows the MSFs of capsid proteins determined using the first two mode groups: the first 700 modes (blue) and those up to 3,000th modes (red). In the figure, the blue line shows that the first group of modes contribute about evenly to all the residues, while the second group of modes as represented by the red line contribute mostly to a localized region around the N-terminal loop (residues 85-93). Therefore, there is a distinct transition from a global motion to a more localized motion as we move from the first group of modes to the second.

[Fig 11](#pcbi.1006456.g011){ref-type="fig"} further elucidates this transition. In the figure, the black line shows how the cumulative squared fluctuations of the body of capsid proteins (residues 20--74 and 104--220) change over the modes. The orange dashed line shows the slope, or the rate of change, of the black line. The plot shows that the magnitude of motions of the body of the capsid proteins nearly vanishes at the end of the first mode group, at a frequency around 1.3 cm^-1^.

![The fluctuation dynamics of the capsid protein body and how it varies over the modes.](pcbi.1006456.g011){#pcbi.1006456.g011}

### The swing motions of the NTD loops in the second mode group {#sec031}

[Fig 9(B)](#pcbi.1006456.g009){ref-type="fig"} shows also that the second group of modes (red region, 1.3--2.3 cm^-1^) is mostly about the fluctuation dynamics of the N-terminal loop. [Fig 12(A) and 12(B)](#pcbi.1006456.g012){ref-type="fig"} display the HIV-1 capsid color-coded by MSFs, determined using the first 3,000 modes. In the figure, dark blue and red represent MSFs smaller than 6.0 Å^2^ and larger than 42.9 Å^2^, respectively. The figure shows that MSFs of almost all the loops on the surface of HIV-1 capsid are high (red) while MSFs of capsid protein bodies underneath the loops remain similar to those in [Fig 10](#pcbi.1006456.g010){ref-type="fig"}. This implies again that modes in 1.3--2.3 cm^-1^ region (the second group of modes) are about the swing motions of the loops in NTD. [Fig 12(C)](#pcbi.1006456.g012){ref-type="fig"} shows the squared fluctuations in one of the modes in the second group (the 3,000^*th*^ mode), with one hexamer highlighted in its all-atom line representation. A visual inspection of this mode reveals again the apparent swing motions of the NTD loops. The motion of this mode is captured in a movie file and is available at [S1 Video](#pcbi.1006456.s001){ref-type="supplementary-material"}.

![Fluctuation dynamics of HIV-1 capsid as determined using the first 3,000 modes.\
(A) and (B) show the HIV-1 capsid structure in different orientation, color-coded by MSFs determined using the first 3,000 modes. Dark blue represents MSFs that are smaller than 6.0 Å^2^, while red represents MSFs larger than 42.9 Å^2^. (C) Part of the capsid that is color-coded by the squared fluctuations of one mode only (the 3,000^th^ mode), which is different from (A) and (B). It highlights one hexamer by showing it in an all-atom representation. A movie file that captures the loop swing motion in this mode is available at [S1 Video](#pcbi.1006456.s001){ref-type="supplementary-material"}.](pcbi.1006456.g012){#pcbi.1006456.g012}

### The dynamic role of hexamer pores in nucleotide transport {#sec032}

It was proposed by Jacques et al. \[[@pcbi.1006456.ref042]\] that HIV-1 uses the hexamer pores to import nucleotides needed for DNA synthesis. The pore of each hexamer is formed by six N-terminal *β*-hairpins. In the open state, the pore is about 25 Å deep and has a volume of 3,240 Å^3^ \[[@pcbi.1006456.ref042]\]. At the bottom of the pore is an arginine ring of 6 formed by residues 18. The arginine ring was shown to play a significant role in nucleotide transport and was thought to recruit dNTPs (deoxynucleoside triphosphates) and then release them into the interior of the capsid, to be used for DNA synthesis \[[@pcbi.1006456.ref042]\].

Pentamers on the HIV-1 capsid, on the other hand, must have a lesser role in the nucleotide transport process. They count for less than five percent of the total number of capsomeres. Furthermore, they have a significantly lower magnitude of motions than the hexamers ([Fig 10](#pcbi.1006456.g010){ref-type="fig"}). The idea that hexamers contribute most of the transport was supported also in studies of bacterial microcompartments \[[@pcbi.1006456.ref043], [@pcbi.1006456.ref044]\].

The all-atom dynamics of the HIV-1 capsid produced by BOSE offer a great opportunity to study the dynamics of the pores. The normal modes allow us to examine the fluctuations of the radii of the arginine rings and to ask a number of interesting questions regarding the transport. Do all hexamers participate in the nucleotide transport? If only a subset of hexamers do, where are they located in the surface of the capsid? From [Fig 10(D)](#pcbi.1006456.g010){ref-type="fig"} we see the magnitude of fluctuations of the hexamers is greater when they are further away from pentamers. Does this mean hexamers participating in the transport also are away from the pentamers?

To examine the radii of arginine rings (there are 216 hexamers and thus the same number of arginine rings) and their fluctuation dynamics, we perform the following computations. Let **a**~*i*~ (1 ≤ *i* ≤ 6) be the coordinates of the *C*^*α*^ atoms of any given arginine ring of 6 whose mass center is already shifted to the origin. The radius *r* of the ring can be calculated as: $$\begin{array}{r}
{r = \min\limits_{1 \leq i \leq 6}\left( \parallel \mathbf{a}_{i} \parallel \right),} \\
\end{array}$$ i.e., the radius is the same as the distance between the closest arginine and the center. Note that side chains are not considered for simplicity, as the local dynamics and rearrangements of the side chains are a different matter from the effect of the global dynamics that will be focused on in the following.

Next, we consider how the low frequency normal modes of the whole capsid computed earlier by BOSE affect the radii of arginine rings that are distributed over the capsid. Specifically, we compute for each arginine ring, what combination of modes and their resulting displacement are able to bring the largest increment to its radius. This is done in two steps. We first compute numerically the gradient of the ring radius relative to the modes **v**, or $\nabla_{\mathbf{v}}^{r}$. Then for any displacement **d** = ∑~*i*~*c*~*i*~**v**~*i*~ where *c*~*i*~ is the component of the displacement along the *i*^*th*^ mode **v**~*i*~, we compute: $$\begin{array}{r}
{\text{arg}\underset{\mathbf{c}}{\text{max}}\mspace{600mu}\mathbf{c} \cdot \nabla_{\mathbf{v}}^{r}\;,} \\
\end{array}$$ subject to $$\begin{array}{r}
{\sum\limits_{i}c_{i}^{2}\lambda_{i} = const\;,} \\
\end{array}$$ where **c** is a vector composed of *c*~*i*~'s. The above constraint ensures that all displacements should cost an equal amount of energy. Specifically, *const* is chosen such that the structure deviation along the slowest mode is 3 Å. The first 3,000 low frequency modes (which belong to the first two mode groups aforementioned) are used in the computation in [Eq (19)](#pcbi.1006456.e041){ref-type="disp-formula"} since they are of high quality. Using all 34,200 BOSE modes gives a similar result.

[Fig 13](#pcbi.1006456.g013){ref-type="fig"} shows the results. The radii of the arginine rings at the initial structure (pdb-id: 3J3Q) \[[@pcbi.1006456.ref013]\] are marked by black crosses. The red open circles mark the new radii of the rings after taking a local displacement (a certain combination of normal modes) that gives the largest increment in the radius. The blue dots represent the average MSFs of the arginine rings, which shows that the magnitude of thermal fluctuations of the arginine rings increases proportionally as they move away from pentamers, in agreement with what was seen in [Fig 10(D)](#pcbi.1006456.g010){ref-type="fig"}. Along the abscissa axis of [Fig 13](#pcbi.1006456.g013){ref-type="fig"}, the arginine rings fall into several distinct groups based on their distances to the closest pentamer. The first group is of the pentamers themselves (distance = 0); the second group is of hexamers right next to the pentamers (distance ≈ 40 Å); the third group is of those hexamers whose distances are between 100 to 150 Å away from the closest pentamer: these are hexamers that are adjacent to the hexamers in the second group; lastly, the remaining data points represent hexamers that are further away from the pentamers.

![The fluctuation dynamics of the arginine rings determined using the first 3,000 modes.\
The radii of the arginine rings at the initial structure are marked by black crosses. Red open circles mark what the radii become after thermal fluctuations are considered. Along the abscissa axis, the data points (representing the arginine rings) are separated into several distinct groups based on their distances to the closest pentamer. Average MSFs of the arginine rings are marked by blue dots.](pcbi.1006456.g013){#pcbi.1006456.g013}

[Fig 13](#pcbi.1006456.g013){ref-type="fig"} shows within each group the radius variations caused by thermal fluctuations (from black crosses to red open circles). Surprisingly, though mean square fluctuations (MSFs) of arginine rings increase quickly as they move away from pentamers (blue dots in [Fig 13](#pcbi.1006456.g013){ref-type="fig"}), the radii of arginine rings fluctuate more within a group of hexamers that are *closer* to pentamers. The largest radius reachable within each group also is greater when a group is closer to pentamers. Since the reachable radii of the arginine rings are presumably proportional to the functional activity of the rings, we predict, based on these evidences, that not all hexamers on the HIV-1 capsid participate equally in the nucleotide transport: more nucleotide transport should take place at hexamers *nearer* to pentamers. A possible explanation is that the low MSFs of pentamers offer the needed dynamic stability to the nearby hexamers for nucleotide transport, while hexamers far from pentamers have too large fluctuations to be effective in the transport. In other words, hexamers far from pentamers may have large fluctuations as a whole but rather small intramolecular motions to transport nucleotides through their arginine rings. Additionally, we notice that among the arginine rings that have the largest radii, say greater than 10 Å (there are 13 such open circles in [Fig 13](#pcbi.1006456.g013){ref-type="fig"}), most of them (10 out of 13) are located at the larger hemispherical end of the capsid. Thus it is possible that nucleotide transport happens dominantly at the larger hemispherical end, which is reasonable considering that the larger end has more leeway for DNA synthesis to take place. Lastly, it is evident from [Fig 13](#pcbi.1006456.g013){ref-type="fig"} that pentamers definitely do not participate in nucleotide transport since the radii of their arginine rings are significantly smaller. Their role thus must be about stabilizing the whole capsid, as aforementioned.

Discussion {#sec033}
==========

In this work, we have demonstrated that the BOSE model, which is based on the principle of resonance discovered in our previous work \[[@pcbi.1006456.ref001]\], is suited for efficiently computing the all-atom normal modes of extremely large assemblies through a novel projection-based approach that preserves the accuracy in dynamics. The principle of resonance is derived from our observation that the vibrations of a whole capsid at any given frequency *ω* is contributed mostly by vibrations of component capsomeres at around the same frequency \[[@pcbi.1006456.ref001]\]. This resonance principle is the foundation of the BOSE model and makes it possible to *efficiently* and *accurately* compute the vibrations of a whole capsid at any given frequency by projecting the motions of component capsomeres into a narrow subspace. We have conducted the assessments of the quality of the BOSE modes by comparing them with benchmark ANM modes and sbNMA modes obtained directly from the original Hessian matrices. The assessments further underline the importance of a proper modeling of the elasticity of each capsomere, as is done in BOSE using a selected subset of normal modes in the right range of frequency, and show that a model with a proper modeling of capsomeres' elasticity produces significantly better normal modes than models without.

HIV-1 capsid is an extremely large system that is composed of nearly 5 million atoms. There were several computational studies of its dynamics using coarse-grained MD simulation \[[@pcbi.1006456.ref029]\], PCA \[[@pcbi.1006456.ref028], [@pcbi.1006456.ref030]\], and RTB \[[@pcbi.1006456.ref011]\]. In the PCA approach, even though conformations were obtained from all-atom MD simulations, coarse-grained representations of the system were used in determining the global motions of the whole structure. In the RTB approach, coarse-grained ANM was used as the base model. Here, for the first time to our knowledge, we have determined the all-atom normal mode dynamics of an entire HIV-1 capsid including hydrogens by employing the proposed BOSE model.

Our results reveal some interesting insights into the dynamics of this large capsid. First, we observe that there is a clear distinction between two groups of modes at the low frequency end of the vibrational spectrum. A close examination shows that the first group of modes are mostly about global fluctuations while the second group of modes are mostly about local swing motions of the N-terminal loop of the capsid proteins. Second, we identify the dynamic role of the twelve pentamers on the capsid. While the structural role of the pentamers was thought to form the hemispherical ends of the capsule-shaped HIV-1 capsid \[[@pcbi.1006456.ref038], [@pcbi.1006456.ref039]\], analysis of the first group of modes and the associated global fluctuations reveal what the dynamic role of the pentamers is: pentamers serve to stabilize both ends of the capsid dynamically by suppressing the fluctuation dynamics of the capsid at around their locations. This is consistent with the results obtained from MD simulation \[[@pcbi.1006456.ref028]\]. Our result thus indirectly supports the idea that capsid disassembly or uncoating may start when the pentamers becomes unstabilized \[[@pcbi.1006456.ref040]\], and the narrow end of the cone may be the place where destabilization is triggered and disassembly begins \[[@pcbi.1006456.ref039]\]. A recent work by Rankovic et al. \[[@pcbi.1006456.ref041]\] using atomic force microscopy (AFM) further confirmed that HIV-1 capsid underwent rupture near the narrow end of the capsid. Lastly, our results on the dynamics of hexamer pores suggest that nucleotide transport should take place mostly at hexamers near pentamers, especially at the larger hemispherical end.

Even larger capsids and assemblies {#sec034}
----------------------------------

Though the HIV-1 capsid studied in this work is one of the largest structures determined so far \[[@pcbi.1006456.ref012]\], it is expected that atomic structures of even larger assemblies will come into light in the near future, such as structures of some of the bacterial microcompartments \[[@pcbi.1006456.ref043]\], which are known to be made up of thousands of protein chains \[[@pcbi.1006456.ref043], [@pcbi.1006456.ref044]\]. Faustovirus (pdb-id: 5J7V) \[[@pcbi.1006456.ref045]\] is another example. It has an astounding number, 8,280 to be precise, of chains. How can we ready ourselves for the dynamics studies of these giant assemblies? A possible way to manage their immense size is to employ a hierarchical modeling of the whole structure. Specifically, a whole capsid may be first divided into fragments, with each fragment piece composed of a manageable number of capsomeres. Once this hierarchical structure is set up, one may apply the principle of resonance iteratively by obtaining first the dynamics of fragments from those of capsomeres and then the dynamics of the whole capsid from those of fragments. Such studies may help also pave the way for future simulations of organelles and even of cells.

Applying BOSE to non-capsid assemblies {#sec035}
--------------------------------------

In this work, BOSE is applied solely to homomeric capsids. It is foreseeable that it can be easily extended to heteromeric capsids with minor adjustment and possibly, even to non-capsid assemblies. When a biomolecular system is composed of different proteins or even nucleic acids, different approaches may need to be combined. For example, when studying the ribosome that is made up of ribosomal RNAs and several dozens of distinct proteins, elastic units can be selected by considering the sizes of RNAs and proteins and their structural shapes, and the number of modes may be selected according to the size of each unit. We plan to extend BOSE to study such systems in future work.

Pore regulation and cooperativity in capsids {#sec036}
--------------------------------------------

HIV-1 capsid uses the central pores of its hexamers to import nucleotides and to fuel encapsidated DNA synthesis \[[@pcbi.1006456.ref042]\]. The pores of the hexamers were thought to undergo an iris-like opening and closing motion \[[@pcbi.1006456.ref042]\]. Are the iris-like motions of the pores totally uncorrelated or fully synchronized somehow, or somewhere in between? Currently little is known and it is certainly worth investigating. Note that HIV-1 capsid in this regard resembles closely bacterial microcompartments (MCP), which also are enveloped by structural shells that are fully proteinaceous. The capsids of MCP serve as a diffusion barrier that isolates toxic reaction intermediates from the cytoplasm while allowing substrates, co-factors, and products to pass through \[[@pcbi.1006456.ref043], [@pcbi.1006456.ref044]\]. The MCP capsids are composed of up to a few thousand shell proteins, most of which form hexamers or pseudo-hexamers (trimers) with central pores that are important functionally and are regulated dynamically. The dynamic regulation of MCP pores again is not well understood and normal mode analysis of these systems may provide the needed insights. It should be noted that at present the atomic structures of most MCP capsids are yet unknown except for a few, including the recent determined shell structure from *Haliangium ochraceum* \[[@pcbi.1006456.ref014]\].

Supporting information {#sec037}
======================

###### Video of the NTD loop motion as revealed in a normal mode of HIV-1 capsid.

This video captures the NTD loop motion in [Fig 12(C)](#pcbi.1006456.g012){ref-type="fig"}. In the video, one hexamer is highlighted and shown in an all-atom representation while the surrounding proteins are in ribbon representation. The structure is color-coded by MSFs determined using only the 3,000th mode.
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Click here for additional data file.

###### BOSE normal mode computation when the mass matrix is present.

(PDF)

###### 

Click here for additional data file.
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