Abstract: This paper uses the TSA (thermoelastic stress analysis) technique to determine the stress concentration factor (Kt) of a U-notch in an aluminum plate, and then compares the results with those obtained from a FEA (finite elements analysis) of the same specimen. In order to do so, it devises a calculation procedure to extrapolate the thermoelastic data near the tip of the notch and then applies the resulting algorithm to seven distinct experiments that had different loading frequencies, mean loads and load ranges. The overall positive results suggest that the technique may be suitable for Kt measurements in real-world structures. A discussion about the calibration factor of the thermoelastic data is included by confronting the calibration results using independent tensile uniaxial tests and using the U-notch TSA and FEA paired specimen data.
Introduction

1
Thermoelastic
Stress Analysis (TSA or Thermoelasticity) is an experimental stress analysis technique based on the thermoelastic effect, which describes the stress-induced change in temperature that occurs at a point on a body when submitted to elastic deformation under adiabatic conditions. Weber described the thermoelastic effect for the first time in 1830 and Lord Kelvin published the relevant theory in 1853 [ [1] ].
The thermoelastic effect causes a point on a body that is under cyclic loading to undergo a change in temperature that is proportional to the change in the first stress invariant, or the sum of the principal stresses. Under adiabatic and plane stress conditions, Eq. (1) holds, and describes the expected change in temperature:
where, ΔT is the change in temperature, α is the linear thermal expansion coefficient, T o is a reference temperature, Δσ 1 and Δσ 2 are the ranges of the principal cyclic stresses, ρ is the density, and c p is the specific heat coefficient at constant pressure [2] . It should be noted that the adiabatic condition will only exist for a point where the heat conduction rate is negligible in relation to the variation in temperature induced by the thermoelastic effect. Eq. (1) is often rewritten using a material property K, which results in Eq. (2) . Δ ∆ ∆ (2) where, K = α/ρ.c σ .
Typical commercial systems designed to conduct TSA tests use infrared cameras to measure miniscule changes in temperature along the lines of about 0.001 ºC. In order to achieve such minute resolutions, the surface of the body is usually coated with a thin, uniform layer of paint having a high emissivity to behave like a black body [2] .
Calibration of the thermoelastic data output may be accomplished by either bonding strain gages to uniform and well known regions of the specimen's stress field, or by conducting a separate calibration test using a controlled specimen made of the same material, with the same coating and under known stress field conditions; for example, a cyclic uniaxial load.
After calibration, the typical equation used in TSA is obtained [3] . Δ (3) where, Δσ is the range of the cyclic first stress invariant under proportional loading, S is the raw signal from the TSA system, and A is the calibration coefficient that includes the material properties, the reference temperature and the detector parameters. Fig. 1 shows a typical TSA system, consisting of a servo-hydraulic testing machine that applies the cyclic loading to the specimen, the load cell that feeds the loading data to the software for data acquisition, the infrared camera used to record the temperature variation signal, and the computer that correlates the signals in order to apply Eq. (3).
The ability of TSA to obtain whole stress field information makes it a highly suitable method for analysing high gradient cases such as near notch-tip or even near crack-tip stress fields. Other relevant advantages of the method are the ease of application on actual real-world components and the small amount of preparation required for the specimen. Disadvantages are the relatively high cost of the commercial systems, the necessity of a cyclic loading condition, the need to separate principal stresses from its invariant, and the experimental calibration process [2] .
Recent publications regarding TSA have focused on applications, including detecting and studying stress fields around crack tips, studying stress fields in non-isotropic materials, measuring residual stresses and combining TSA with other experimental techniques such as photoelasticity and DIC (digital image correlation) [3] [4] [5] [6] .
The study of stress concentration factors (Kt) is highly important because the high stress concentration geometric features are usually the critical points of real-world structures where fatigue cracks tend to initiate and ultimately cause a component to fail. Rowlands et al. have published a series of papers concerning the determination of full stress fields near geometric discontinuities. Several of these papers employ an Airy stress function to separate the individual stresses from the measured invariant and to determine the stresses on the edges of the components [7] [8] [9] [10] [11] . The present paper analyses the possibility of using TSA to determine the stress concentration factor in a U-notched aluminium plate using a simple function for data fitting and extrapolating boundary stress values. A laboratory experiment was conducted using seven distinct mean load, frequency and load range combinations. The TSA results are compared with those from a simple finite element analysis. The experimental procedure, the post-processing and the extrapolation algorithm necessary for evaluating Kt are described in the next section.
Experimental Procedure
Seven experiments were conducted on a U-notched aluminum plate under uniaxial loading in order to determine the Kt caused by geometric discontinuity. The need to use different combinations of mean load, loading frequency and load range is due to reported potential dependences of the thermoelastic "constant" (the calibration coefficient A of equation (3)) on these factors [12, 13] . Table 1 lists the seven different test conditions.
The column "Zoom" in Table 1 indicates whether the infrared camera was fully zoomed in on the notch tip or not, and the "Background" column indicates if a black paper background was used behind the specimen in order to facilitate the process of finding the specimen's borders. Fig. 2 shows the dimensions of the U-notched aluminium plate and the coated specimen (Krylon Ultra-Flat Non Reflective black paint) already mounted on the MTS test machine.
As seen in Fig. 1 , the system consisted of an MTS servo-hydraulic test machine, a Stress Photonics 
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DeltaTherm DT1410 camera with a resolution of 256 × 256 pixels, and a computer running the Dela Vision Analysis Software (DVAS). A calibration experiment was conducted prior to the actual tests, using a simple uniaxially loaded aluminium plate with the same coating as the one used in the tests, having the camera in the same position, and maintaining the same temperature conditions. Next, the calibration coefficient from Eq. (3) was determined to be 0.0047. This value is used to convert the thermoelastic data into stress invariant data from here on. Later, in Section 5 of this paper, it is presented a discussion regarding this uniaxial calibration approach and other possible calibration methods that can be used to determine the value of the calibration coefficient. These other method compare the TSA data acquired from the experiments with finite element analysis results obtained for the tested U-notch specimen.
TSA Kt Results, Post-processing and Analysis
All procedures described from here on are applied to all the tests, but all the plots shown are for the test number "4" in Table 1 .
Raw TSA Results and Specimen Border Discussion
From recorded temperature information, the DVAS was used to provide maps of the "R" data and "Phase" data, as shown in Fig. 3 below. These maps can be translated into 256 × 256 matrices giving a value for each pixel of the image. The interpretation of this data is as follows: "R" is the absolute value of the actual temperature signal from the system and the "Phase" value contains the information of the phase angle between the loading signal and the temperature signal. In other words, the "Phase" data is what makes it possible to determine the signal of the stress invariant, which means whether or not a point is under tensile or compressive stress in a uniaxially loaded component. and Y=R.sin(Phase). The maps for the X and Y values are also obtainable from the DVAS and may be combined with one another to determine the signal of the stress invariant. The absolute values of the system response "R" and the raw data "S" introduced as defined in Eq. (3) are identical, and from now on they will be represented by the data variable "S" corrected by the "Phase" signal. The procedure used here to find the edges of the specimen and the notch tip starts by finding line AA as shown in Fig. 3 . In order to do so, the highest value of "S" in the 256 × 256 matrix is found, and the line on which it belongs is the critical line of the specimen. The plot of "R", already corrected by the "Phase" signal, i.e. "S", for the full central line is shown in Fig.  4a .
The next step is to identify what is actually part of the specimen surface. The points between the two peaks (positive and negative) are clearly part of the plate. They are, respectively, very close to the notch tip and to the opposite border, where the maximum uniaxial tensile and compressive stresses occur. In order to consider the boundary effect, it is necessary to determine what points are still on the surface of the aluminium plate but have lower signals than the peaks. The procedure is easily understood from Fig. 4b .
The notch tip was defined as the boundary between the first two pixels with "R" or "S" signals above the background level, counting left from the peak pixel. The argument for this is that all the pixels between the peak and the tip (pixels 1 to 6 in Fig. 4b ) are affected by the boundary, while only one pixel of air (pixel-1 in Fig. 4b ) is affected since heat transfer is much more efficient in aluminum than in air. Barone and Patterson reported data with similar boundary effects in Refs. [14, 15] .
A similar approach was carried out to find the opposite boundary of the specimen, and the plot of only the points that are actually on the specimen surface along line AA is shown in Fig. 5 , in this case with the vertical and horizontal axes units already expressed in terms of stress (MPa) and length (mm) units, respectively. For this, the axes of the plot in Fig.  4a are transformed by using the pixel size and the calibration coefficient found previously (0.0047). The pixel size is determined by dividing the number of pixels on the horizontal axis by the dimension of 19mm, which is the net section of the specimen. The result is plotted in Fig. 5 . 
Fitting and Extrapolation of the Data
In order to calculate the stress concentration factor, it is necessary to extrapolate the data and find the stress near the notch tip. To do so, the equation used to fit the data was:
where C and D are the fitting coefficients and r (in mm) is the distance from the notch tip. The "a = 1 mm" that is added to r is due to the radius of the notch.
The choice of Eq. (4) is based on the fact that the U-notch is deep; therefore, the stress distribution around and close to its tip is similar to the stress field around a fatigue crack tip. The solution of Westergaard [16] for the stress field around a crack tip predicts the 1/r 0.5 term, as does the Creager and Paris [17] development for estimating stress concentration factors from stress intensity factors. The result of the extrapolation is plotted in Fig. 5 .
Nominal Stress and Kt Evaluation
In order to determine the Kt, all one has to do is calculate the nominal stress and then use Eq. (5): The nominal stress is defined as the stress under which the point of maximum stress would be if there were no stress concentration effect. Then, σ nom is the sum of the normal (σ N ) and bending (σ B ) stresses at that point, calculated as indicated in Eqs. (6) and (7), respectively. 
. .
(7)
Using Eq. (5) Table 1 are shown in Table 2 .
Finite Elements Analysis for Kt Determination
For comparative purposes, a 2D FEA (finite elements analysis) simulation was performed using the ANSYS commercial program, in order to evaluate the results found in the previous section. The meshed specimen is illustrated in Figs. 6a and 6b and the results for the critical line (Line AA from Fig. 3) ahead of the notch are shown in a normalized plot in Fig. 6c .
It is now possible to get the value of Kt from the FEA using the same value of σ nom as before, divided by the load P (534N) and the value of σ max obtained from 
2.85
(9) The result obtained in the simulation compares well with the ones obtained with the TSA data combined with the extrapolation method used. The experimental results for Kt presented in Table 2 have a mean of 2.81, close to the FEA result, and a standard deviation of 0.29, which is approximately equal to 10% of the mean. This is acceptable, but the somewhat high dispersion could be due to the variability of the testing conditions and analysis premises, such as: different image zooming, loading frequency and its influence on the accuracy of the temperature measurement, spurious mean stress influence on the TSA method, experimental error due to manual setting of load range and mean values, and eventual uncertainty caused by the uniaxial TSA calibration method used. It is beyond the scope of this paper to discuss in detail the influence of those parameters on the dispersion of the results. Nevertheless, the random influence of those parameters on the results of the seven experimental tests might explain the reasonable (centered) result obtained for the mean Kt value.
Discussion on Calibration
The calibration coefficient used so far in this paper was determined in the traditional way, that is, by means of tensile test repetitions applied to an aluminium bar under the same test conditions to which the U-notched specimen was submitted. The tension bar dimensions were: 260 mm total length, 29 mm grip length, 50 mm width and 6mm thickness. The test conditions and details as well as the calibration factors determined in these tests are given in Table 3 .
Although the calibration methodology described above is sufficiently robust for most experimental cases, the present investigation data offer an opportunity for discussing ways for conducting self-calibration tests. Other calibration protocols are possible if the known FE stress analysis results are coupled with the TSA data acquired for each experiment. The idea behind this discussion is to use the stress distributions obtained from the FEA of the U-notch specimen and to compare them with equivalent values obtained from the TSA experiments. There are a number of possible ways of doing these comparisons and some of them will be discussed herein. Fig. 7 shows all the thermoelastic data obtained from the seven tests plotted in a single normalized graph. Fig. 8 shows seven curves that fitted each test acquired datum presented in Fig. 7 . The fittings used Eq. (4) and the methodology presented in section 3. Besides the first calibration method (Table 3) , a second method entails using the normalized extrapolated stress values for the notch root from each of the fitting curves, and then comparing them with the notch root stress value determined from the normalized FE solution. The values calculated at the notch tip position ("A 0 ") of coefficient "A" of equation (3) are listed in Table 4 below. They are very similar to the value of 0.0047 previously obtained from the tensile calibration tests.
A third calibration method also makes use of the Eq. (4) fitting curve. It fits a global set of all valid TSA normalized data to a unique fitting curve, as presented in Fig. 9 , and uses the extrapolated value at the notch root to determine a unique stress concentration factor Kt = 2.87 (same methodology as in Section 3.4) and to determine the calibration factor "A 0 "= 0.00456. This factor is obtained by making equal the normalized TSA extrapolated value at the notch root and the FE value for the same point. The global set of valid TSA data used in the overall curve-fitting excludes all measured points that are affected by the specimen's boundaries. The points included in the unique curve fitting process include points located between the 4 mm and 17 mm distances from the notch root. These valid points and the fitting curve are presented in Fig. 9 .
A forth way of determining a calibration factor does not use data fitting curves for the invariant stress distributions. Instead, it uses the so-called valid TSA normalized data defined in the paragraph above and their equivalent or paired point-by-point normalized finite element results along line AA. A plot of these paired points (TSA, FEA) is presented in Fig. 10 .
An interesting observation from Fig. 10 is that the point-by-point paired comparison shows two different fitting slopes: one for positive (tensile stresses) and the other for negative (compressive stresses) invariant ranges. The slope coefficient for compressive invariant stress ranges (0.0086) is greater than that for tensile invariant stress ranges (0.0056). The composed coefficient (all points in the plot) is equal to 0.0068. The dotted straight line plotted in Fig. 10 represents the average calibration factor 0.0047, determined from the tensile test calibration procedure presented at the first. Differences in slopes or calibration factors between positive and negative invariant ranges are not expected in traditional TSA theory. Therefore, the above slope differences are subject to ongoing investigation. In this, consideration is given to the influence of test variables on data measurement, such as differences caused by the magnitude of load range values used in the calibration experiments, the influence of 3D effects, the influence of mean stress [12, 13] , and the camera response to high or low stress values associated with test load frequency. For the present analysis, the calibration factor of 0.0047 determined by the independent tensile calibration test could be used as the benchmark result, with which other coefficients would be compared. In this way, it can be seen that the spread of the tensile invariant data points shown in Fig. 10 , resulting in the line with slope 0.0056, completely envelopes the tensile calibration coefficient straight line (0.0047 slope).
Conclusions
Based on the finite elements analysis results, the experiments carried out in this paper show that the thermoelastic stress analysis technique is suitable for evaluating stress concentration factors. The proposed simple curve fitting and extrapolation procedure produced good mean results (less than 5%) for determining Kt, thus proving it to be a robust method for estimating stresses near edges from TSA data.
The proposed analysis of the calibration coefficient shows no significant dependence on test conditions such as mean load, loading frequency or load range. It also demonstrates an interesting possibility that the coefficient for compression and tension stresses could be slightly different.
