Allosteric regulation is a well-established phenomenon classically defined as conformational or dynamical change of a small number of allosteric residues of the protein upon allosteric effector binding at a distance. Here, we developed a novel approach to delineate allosteric effects in proteins. In this approach, we applied robust machine learning methods, including Deep Neural Network and Random Forest, on extensive molecular dynamics (MD) simulations to distinguish otherwise similar allosteric states of proteins. Using PDZ3 domain of PDS-95 as a model protein, we demonstrated that the allosteric effects could be represented as residue-specific properties through two-dimensional property-residue maps, which we refer as "residue perturbation maps". These maps were constructed through two machine learning methods and could accurately describe how different properties of various residues are affected upon allosteric perturbation on protein. Based on the "residue perturbation maps", we propose allostery as a residue-specific concept, suggesting all residues could be considered as allosteric residues because each residue "senses" the allosteric events through perturbation of its one or multiple attributes in a quantitatively unique way. The "residue perturbation maps" could be used to fingerprint a protein based on the unique patterns of residue perturbations upon binding events, providing a novel way to systematically describe the protein allosteric effects of each residue upon perturbation.
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Introduction
Allostery has been an evolving concept (1) in proteins from considering the allosteric proteins as two-state switches that were either concertedly (2), or sequentially (3) affected by an effector molecule, to considering them as conformational ensembles whose populations are shifted upon binding to an effector (4) (5) (6) . More modern views propose that all proteins are intrinsically allosteric (7) as subtle conformational changes can occur upon binding to a ligand in a classically-considered non-allosteric protein. From a mechanistic view point, it can be speculated that binding to an effector propagates a signal through changing properties of a network of receptor residues, including their conformational dynamics (8) and nonbonding interaction attributes (9) , which may not even accompany observable conformational changes (10) . Based on these insights, it is reasonable to hypothesize that the binding of a ligand to a protein changes multiple attributes of a network of so-called "allosteric" residues. Such broader definition, if shown to be true, would raise the question that whether all such different attributes are perturbed in all affected residues, or alternatively, each residue or sets of residues are affected in a different way. The latter possibility can be described in other words as different allosteric residues "sense" effector binding to a pocket in different ways. With this broader view, it can also be further hypothesized that all residues in a given protein are potentially allosteric, although the quality and extent of their communication with the binding site varies.
Here, we tested these hypotheses in the PDZ3 domain of PSD-95, which is a well-known model for analyzing allosteric effects (9, (11) (12) (13) (14) (15) (16) (17) (18) . Two crystal structures of PDZ3 in bound and unbound states are available (19) . The bound structure includes a five-residues peptide ligand, which is bound in a groove walled with a helix (αB) and a sheet (βB). Petit et al. have used Isothermal Titration Calorimetry (ITC) and Nuclear Magnetic Resonance (NMR) to highlight some dynamic allostery relative to an α-3 helix in PDZ3 (12) . Gerek and Ozkan have highlighted some residues involved in allosteric pathways using Perturbation Response Scanning (PRS) (14) .
McLaughlin et al. have identified different mutational routes that could affect the binding specificity in PDZ3 via a high-throughput single mutation analysis (15) . In another research work, Murciano-Calles et al. reported the allosteric effects of post-translational modifications of some residues in PDZ3 (17) . Recently, computational methods have also been employed by different research groups to study the allosteric effects in PDZ3. Among these works is a Monte Carlo path generation simulation by Kaya et (18) . A more recent study by Kumawat and Chakrabarty has reported the use of MD simulations and consequent revealing of the electrostatic interactions as the most significant hidden basis of dynamic allostery in PDZ3 (9) .
With the question about the attribute/residue-specific perturbations upon ligand binding, we propose the use of hybrid models that could estimate the extent of property perturbations in different residues upon ligand binding. One set of such models use deep learning neural networks to compare the possibility of prediction of binding status in PDZ3 with different residue properties as descriptors. These models reveal whether different residue attributes such as position, nonbonding interaction and dynamics at various time scales have the same or different ability to predict the binding status, and hence are affected upon binding similarly or in different levels. The other set of models use the variable selection capability of random forests to rank the residues described with different attributes in terms of their contribution to distinguishing the protein binding state. These models assign significance indices to each residue in terms of its different properties and show whether different attributes are perturbed to the same extent in all affected residues. We present the significance indices as two-dimensional diagrams, which we name Residue Perturbation Maps. These maps fingerprint each protein in terms of its interaction with a specific binding ligand in a visual easy-to-follow fashion.
What empowers the machine learning models in our approach is that we integrate them with MD simulations, which provide a sufficient sampling pool of snapshots as training and testing records to train and validate deep neural networks and random forest models. Machine learning models have been used widely to study the structures and interactions among biomolecules (20, 21) . However, the challenge in using these methods, especially the deep learning neural networks is the availability of thousands of samples needed to train them. This study is proposed to investigate the possibility of using snapshots from bound and unbound MD trajectories to calculate several residue attributes, which then could apply machine learning models to test the mentioned hypotheses. The scheme of this approach is represented in Figure 1 . Deep Neural networks and random forests: Neural networks were trained and tested in 10 iterations of 5-fold cross validations in which the records were shuffled in each iteration and 80% were used for training while 20% were used for testing in each cross-validation iteration. To perform random forest modeling, we used the random forest classifier from the Scikit-Learn machine learning library (24) . Details about the neural network and random forest models are presented in the supporting information.
Results

Multiple attributes of allosteric residues are affected upon ligand binding
Several properties can be calculated for a protein from the molecular dynamics snapshots at the domain, residue, sub-residue and atomic levels. These properties describe the system in different ways and could be considered as different layers of information that potentially result in a comprehensive picture of the protein when combined. From a protein allostery viewpoint, it is interesting to investigate the fluctuations of such properties at the residue level of focus. We It is possible that the differentiation capabilities mostly rely on information from the residues close to the binding site, rather than allosteric residues in farther distances. To understand the role of such distal residues in distinguishing the binding states, the same neural networks and random forests were trained without the data from the pocket residues. The pocket residues were defined as residues that are located within 3 Å distance from the bound peptide in the crystal structure (PDB code 1BE9). Such definition excludes 12 residues (323,324,325,326,327,328,339,372,373,376,379,380) from consideration for training the models.
The accuracies of the predictive models did not drop dramatically when excluding the pocket residues ( Figure 2 ). This shows that the ability of the neural networks to distinguish between the bound and unbound states does not mainly originate from the difference in residues near the binding site, rather, it relies on the allosteric resides. However, a higher pocket residue reliance of model accuracy can be observed when using the low timescale dynamics to train neural networks ( Figure 2) . The accuracies of all models that were trained with 10 ps and 1 ns dynamics data deteriorate significantly when the pocket residues are ignored. This is reasonable as the bound ligand is expected to change the low timescale fluctuations of residues that it directly interacts with.
Allosteric residues are affected in different ways upon effector binding
Considering the inter-dependence between properties of protein residues and ligand binding events, it is expected that specific residues can potentially change the protein affinity for a ligand, and could be affected by the binding ligand at the same time. The residues with a better ability to "sense" ligand binding can be considered as potential allosteric residues. Various experimental and computational approaches have been used to identify such potential allosteric residues in model proteins such as PDZ3 (12) (13) (14) (15) (16) (17) (18) . However, it is still interesting to know whether different allosteric residues sense the ligand binding in the same way (i.e. being affected through perturbation of the same residue properties), or they respond to perturbations through changes of different residue properties. Also from a more practical viewpoint, it is beneficial to know whether the changes in the same or different properties of these residues result in allosteric effects. Affected in different ways is schematically represented as in Figure 3 . To answer this question in the PDZ3 domain as a model protein, we used the random forests model with the inherent ability to quantitatively rank the contributions of residues for prediction purpose. Such contributions were extracted from the random forest models that were used to distinguish between the bound and unbound snapshots of MD trajectories. Figure 3 schematically represents the 15 most contributing residues in that were selected by some random forest models. We also represent these contribution values from random forest models quantitatively as color intensities in "residue perturbation maps" (Figure 4A, B) . The results
show that the affected residues have different contributions to model accuracies when different residue properties are used to train the models, which essentially indicates that not all protein residues are affected in the same way.
Residue Perturbation Maps with different flavors
Because of their occurrence at the ligand binding site, it is expected that the pocket residues undergo higher perturbations in terms of their attributes, relative to other residues, and hence they would contribute more to the random forest accuracies. This would mask the importance of other residues in allosteric positions in a perturbation map like the one in Figure 4A , because the data is normalized prior to representation in maps. Thus, we prepared the maps from random forest models that were trained both with and without the data from the pocket residues ( Figure   4A vs. 4B, respectively). It is clear from the maps that ignoring the pocket residues highlights the importance of some other residues (darker color) that were pale when pocket residues were considered.
We also prepared the residue perturbation maps directly from the MD trajectories rather than indirectly from random forest model selected features to validate the random forest results. To do this, the absolute difference of the property values between bound and unbound trajectories were mapped again with and without considering the pocket residues ( Figure 4C and 4D, respectively).
Comparing the maps from raw MD trajectories and from random forest, importance values show that although many residue properties that are different in bound and unbound trajectories and were also identified as important factors in binding by random forest models, there is no one-toone quantitative correlation between them. In fact, importance factors extracted from random forest models are mostly qualitatively highlighted in raw data, but random forests rank the residues in a different way relative to binding. This might be resulted from removing noises from the raw data with ignoring the differences not directly related to binding. For example, dynamics of the residues 407-411 which occur very close to the C-terminal of the protein and far from the binding site shows a significant difference between the bound and unbound trajectories. But these differences, especially at lower time scales, were not recognized as highly important in the classification of the bound and unbound states. 
Previously highlighted residues glow in Residue Perturbation Maps
Interestingly, many PDZ3 residues that were highlighted in the residue perturbation maps as top contributing ones in their predictive capabilities, or as just being different in MD simulations have been reported previously as allosteric residues. Residues 317-322 ( Figure 5A,B) significantly contribute in the prediction of the binding status in many random forest models.
Such high contribution is expected because the conformations of these residues are significantly different in the crystal structures (19) , which were used as initial simulation structures. However, their contributions to prediction vary when using different descriptors. For example, the low timescale dynamics of Thr321 and Gly322 (DYN-10 ps) as well as their electrostatic (ES) and surface contributions (SURF) seem to be more important in prediction of binding state than their position GEOM and C α , while the position of Gly319 plays a more important role in prediction than its electrostatic interactions.
Gly329 has high importance in models using total nonbonding interaction (NONB) and low timescale dynamics (DYN-10 ps and DYN-1 ns) as predictive descriptors. This residue is reported to have the largest mutational effect in the protein (15) and relatively high allosteric response ratio as calculated by Grerek and Ozkan (14) . Our finding implies that the Gly329 probably experiences different dynamics in bound and unbound states. This residue is located in the beta sheet (βB), which is involved in the formation of the binding pocket. So, it is reasonable to expect that its short-range nonbonding interactions and low time scale vibrations are affected by ligand binding.
It has been shown that phosphorylation of the residues at the α3 helix in PDZ3 (residues 394-399) play important roles in binding (12) . Among the attributes of residues in this short helix, the dynamics of Glu395 at 1 ns time scale is shown to be affected by binding in our results. Gly335 which can interact with this helix only through nonbonding interactions, has been shown sensitive to its deletion in the 15 N relaxation experiments (12) . Our results suggest that Gly335 is affected by the ligand through nonbonding interactions (according to VDW, ES and NONB models). This fluctuation in nonbonding interactions might be related to the changes in low time scale dynamics of Glu395, as it is expected that the fluctuations of the negatively charged side chain of Glu395 affect its surrounding environment through nonbonding interactions. This can be considered as a hypothesis that could be evaluated in future research. In the crystal structure (19) , Gly335 is close to Gly329 in space, which is in turn in close proximity to the ligand as mentioned above. This implies that the ligand affects low time scale vibrations and nonbonding interactions of Gly329, which affects Gly335 and the α3 residues in a sequential fashion through nonbonding interactions. This nonbonding effect on the α3 helix has not been recognized in our models, although some residues in the helix show response to binding as perturbations in their higher time scale dynamics.
The negatively-charged residues Glu331 and Asp332 are recognized by models utilizing vdW interactions (VDW) as well as those utilizing the higher time-scale dynamics (DYN-25 ns and DYN-100 ns). It has been shown that succinimide cyclation of Asp332 side chain alters peptide binding in PDZ3 (17) . Although this residue does not interact with the binding ligand directly, it was proposed that this residue affects the local conformation of the loop, thus the electrostatic interaction between the neighboring Glu331 and the ligand is disrupted (17) . Our results suggest that the Asp332 senses the ligand binding as a change in its short-range nonbonding interactions and high time scale dynamics. It is reasonably expected that the change in such properties of this residue would affect binding as well. The same paper reports that mutation of Asp332 to proline, which clearly has different flexibility and nonbonding interaction properties, affects ligand binding in PDZ3 (17).
Dynamics of Phe340 at different time scales, especially at 100 ns is shown to be affected by ligand binding according to our results. Phe340 is one of the residues that gave the highest fluctuation response upon perturbation by Perturbation Scanning Response (PRS) analysis (14) .
Being highlighted in PRS experiments means that the random forces put on Phe340 cause response in all protein residues. According to our results, it can be expected that limiting the dynamics of this residue might also have an allosteric effect on ligand binding.
Another PDZ3 residue that has been shown to have a relatively high response in PRS analysis in the same study is Val362 (14) . According to that study, this residue is one of the highly-weighted residues in the allosteric pathway of PDZ3. This residue has a high impact on distinguishing the bound and unbound protein conformations when we incorporate its fluctuations (FLUCT) or its dynamics at 1 ns time scale (DYN-1 ns) . Also, its position is important in prediction of the binding state, especially when its side chain is taken into account (GEOM). This implies that its side chain is probably more affected upon ligand binding than its backbone. Another residue in this pathway is Val386 for which the dynamics at 25 ns time scale We used the top ten residues recognized by random forest models to retrain neural networks, and compared with the networks that used all non-pocket residues. As a control, we also trained the same networks with ten randomly selected residues that did not contain any of the top 10 residues nor any of the residues in the binding site. The results show that top ten residues in each model predict the binding state significantly better than the ten randomly selected residues.
However, for many attributes, using the whole dataset results in significantly better predictions than using only top ten residues (Supporting Figure SI-1 ).
Discussion and Conclusion
It is well known and well described that some protein residues that are located far from a binding site are affected upon ligand binding, and also, changes in conformation of these residues upon binding to allosteric ligands can potentially regulate binding affinity of the protein with its major ligands. To gain more insight into these distal allosteric residues, it is important to know whether allosteric residues communicate with the binding site in the same way or different Using the random forest predictive models, we represent residue-specific allostery using residue perturbation maps. Based on these maps, we demonstrate that all residues can be considered allosteric and each of them "senses" the bound ligand in a unique way. Some residues are affected in many different ways, while some are affected in a certain way. Some residues undergo changes in their nonbonding interactions with other residues; some undergo changes in their dynamics properties, while many residues are affected in a combination of these properties.
Also, some residues are affected significantly, and are likely the residues being identified as allosteric residues in experimental studies, while many residues are affected only slightly. This experiments support this view about the allosteric effects in proteins, one might expect that in addition to their sequence and conformation, proteins can potentially be described with "residue perturbation maps" such as the one seen in Figure 4A , which represent the extent of specific perturbations in residue attributes. Supposing that every ligand is unique in its own chemical properties, this description of proteins would also be ligand-specific, and residue perturbation maps can also be considered as fingerprints that uniquely describe a protein when it interacts with a specific ligand. We expect that residue perturbation maps would give researchers very useful guidance when they design drugs that target allosteric binding sites. These maps provide useful information about properties of the allosteric binding sites of proteins to gain the most change of the binding affinity with their major ligands.
In this work, we chose a well-studied allosteric ligand-protein system to test our hypothesis and evaluate the feasibility of our novel approach in analyzing protein residue characteristics related to an allosteric perturbation, which is the ligand binding in this case. The results obtained with this model system show that combining machine learning models with atomistic descriptive models is a promising approach in computational structural biology, and could give us new insight into the hidden structure-activity relationships in biological macromolecules. Such combinatorial approaches inherit the benefits of each developing component, and are anticipated to lead to new important applications for these models. They can
be used in future to analyze the effects of ligand binding, mutation and post-translational modifications in macromolecules.
