The success of deep learning is due, to a great extent, to the remarkable effectiveness of gradient-based optimization methods applied to large neural networks. In this work we isolate some general mathematical structures allowing for efficient optimization in over-parameterized systems of non-linear equations, a setting that includes deep neural networks. In particular, we show that optimization problems corresponding to such systems are not convex, even locally, but instead satisfy the Polyak-Lojasiewicz (PL) condition allowing for efficient optimization by gradient descent or SGD. We connect the PL condition of these systems to the condition number associated to the tangent kernel and develop a non-linear theory parallel to classical analyses of over-parameterized linear equations. We discuss how these ideas apply to training shallow and deep neural networks. Finally, we point out that tangent kernels associated to certain large system may be far from constant, even locally. Yet, our analysis still allows to demonstrate existence of solutions and convergence of gradient descent and SGD.
Introduction
Much of the success of modern deep learning is due to the remarkable and historically not fully recognized effectiveness of local gradient-based optimization methods, such as Stochastic Gradient Descent (SGD), in training large neural networks. In the past few years a theoretical understanding of this phenomenon has started to emerge [13, 10, 1, 16, 8, 3] . In particular, an important line of recent advances starting with [13] has connected effective optimization of over-parameterized networks to properties of their linearizations.
The key insight of that work is that the neural tangent kernel (NTK) associated to certain wide networks is nearly constant in a neighborhood of the initialization point containing the optimization path. It follows that the minimizers of the empirical loss for such a non-linear neural network are essentially those of its linearization at the initialization point.
In this paper we isolate some key mathematical structures allowing for existence of solutions and effective optimization for a broad class of general over-parameterized non-linear systems. In particular, our theoretical results apply to neural networks, including those whose tangent kernels are not close to constant along the optimization path. They also provide a new perspective on the phenomenon of constant NTK discovered in [13] .
Mathematically, we are concerned with solving, exactly or approximately, a system of equations
This system is solved through minimizing a certain loss function L(w), e.g., the square loss L(w) = 1 2 F (w)− y 2 , constructed so that the solutions of Eq. (1) are global minimizers of L(w). For over-parameterized systems (m > n), exact solutions typically exist. Note (see Section 2 for a discussion) that this is a general setting for modern supervised machine learning, where w is the vector of parameters, and y are the labels. An exact solution of Eq.(1) corresponds to interpolation, where the predictor fits the data exactly. The dependence on the features of the training data is suppressed in our notation.
When F (w) is nonlinear, the loss function L(w) is generally non-convex. Historically, convexity has been associated with easy and theoretically tractable optimization. Thus, non-convexity of L(w) has caused considerable conceptual difficulties, as empirical success of optimization in neural networks appeared contradictory to mathematical intuitions. Yet, as early as in 1963, Polyak [28] proposed a simple condition sufficient for efficient minimization by gradient descent. This PL-condition (for Polyak and also Lojasiewicz, who independently analyzed a more general version of the condition in a different context [19] ) does not require convexity or, indeed, any second-order information, and is applicable to a broad range of optimization problems [15] .
In this paper we develop a general theory of optimization for over-parameterized non-linear systems and explore its applications to shallow and deep neural networks. As we show, sufficiently over-parameterized systems, including wide neural networks, generally satisfy the PL condition and, for a broad class of problems, their solutions can be found efficiently with gradient descent. Our key observation is that the PL condition and hence convergence of gradient methods are controlled by a certain non-local condition number associated to the tangent kernel of the map F -a generalization of the condition number for linear systems. Thus, overparameterized non-linear systems share many similarities with linear systems with respect to optimization, even as their optimization dynamics remain non-linear.
Specifically, the contributions of this paper are as follows:
Essential non-convexity. Our starting point is the observation that convex analysis is not the right approach to analyze over-parameterized systems, even locally. While non-convex under-parameterized systems are still generally locally convex, in a sufficiently small neighbourhood of a minimizer, in the overparameterized setting this is not the case. The non-convexity is essential: the loss function L(w) is typically non-convex in any neighborhood of a minimizer. Indeed, the set of solutions of an over-parameterized system is generically a manifold of positive dimension [9] where the Hessian matrices of the loss function are positive semi-definite but not positive definite. As we discuss in Section 3, such a landscape is incompatible with convexity unless the set of solutions is a linear manifold. Furthermore, sufficiently large systems have no non-global minima (e.g., [17, 24, 34] ). In contrast, an under-parameterized landscape generally has multiple isolated local minima with positive definite Hessian of the loss, where the function is locally convex. This is illustrated pictorially in Fig 1. Note that fact that non-zero curvature of the curve of global minimizers in Fig 1(b) indicates the essential non-convexity of the landscape. See Section 3 for a complete discussion.
Condition numbers and the PL condition. In Section 4 we develop a general theory of optimization for over-parameterized systems, based on condition numbers associated to their tangent kernel. We first show that the smallest eigenvalue of the tangent kernel of F on a set S controls the PL condition 1 of the loss function on S. We define the condition number κ L,F (S) for the system F and the loss function L on the set S, based on the smallest and largest eigenvalues of the tangent kernel, analogous to that for a linear system. Using the PL condition, we show that if a system F is well-conditioned on a ball of a certain radius, then a solution exists within the ball and, moreover, can be efficiently found by gradient descent or SGD. While the landscape of the loss function L can be complex, it is enough to control the condition number in a ball to ensure convergence to a global solution. Furthermore, we show that conditioning is preserved under well-behaved non-linear (or linear) transformations of the output of F , i.e., for systems of the form Φ • F (w) = y.
We note that our condition number κ L,F (S) is a generalization of the condition number for matrices. Indeed, our analysis parallels the classical analysis of gradient descent for solving over-parameterized linear systems, where the condition number is constant and does not change along the optimization path.
Controlling the condition number. The condition number for a system F can be controlled in different ways. Perhaps the most direct method of control is to bound the maximum change of the tangent kernel in a certain ball. The key observation (Section 5) is that the change of the tangent kernel is bounded by the spectral norm of the Hessian tensor of F . Hence, if the Hessian norm is small, the system is well-conditioned and existence of solutions and convergence of gradient-based methods can be guaranteed.
While this may seem like a restrictive condition, remarkably, it is applicable to a broad class of neural networks. Indeed, the key insight of [13] was to show that for certain classes of infinite networks (neural) tangent kernel was constant in the ball containing the optimization path. In our interpretation, the constancy of the kernel for these infinite networks -in that case the norm of the Hessian is equal to zero -is simply a sufficient condition for the tangent kernel to be well-conditioned on the optimization path (if it is wellconditioned at initialization).
Note that under the Hessian control, the dynamics of gradient descent is generally non-linear. Indeed, as we discuss in Section 5, a tighter condition on the Hessian is needed to ensure near-linear dynamics (cf. the discussion in [16] ).
Another way to establish a bound on the condition number of a system is to represent it as a composition Φ • F (w), where F is well-conditioned and Φ is "well-behaved". In particular (see Section 4), if F has small Hessian norm, the condition number of Φ•F (w) can be controlled. Note that Φ•F (w) itself does not generally have small Hessian norm as this property, unlike conditioning, is not invariant under transformations (see Section 8 for a discussion).
Applications to neural networks. We apply the theory developed in this paper to the analysis of wide neural networks. We consider two general types of neural networks -with a linear output layer and with a non-linear output layer. Remarkably, it turns out that the tangent kernels and Hessians of these two types of networks have very different behaviour as their width increases. Yet, our analysis shows that these networks have similar optimization properties.
Specifically, we show the following:
• (Linear output layer) In Section 6 we demonstrate that the norm of the Hessian of F for shallow networks with linear output layer scales as 1/ √ m as a function of the width m, while the norm of the tangent kernel remains Θ(1). This allows us to apply our Hessian control analysis to prove existence of solutions and efficient optimization by gradient methods. We identify the sparsity of the Hessian as the structural reason for the small Hessian norm and extend this result to a broader class of networks, that we call sparse models. We also show that the norm of the Hessian for fully connected deep networks with linear output layer has the same scaling of 1/ √ m (Section 7).
• (Non-linear output layer) We proceed to analyze the effect of a non-linear output layer on the tangent kernel and the Hessian of a wide neural network. As we demonstrate theoretically and confirm experimentally in Section 8, these networks have non-constant tangent kernels and their Hessian norms are of order Θ(1). Yet, convergence of gradient methods for these networks can still be demonstrated by observing that they can be viewed as transformations of networks with linear output layer.
These results are summarized in Table 1 . We note that near-constancy of the tangent kernel (as analyzed in [13, 16] ) is neither a general property of wide networks, even when they are shallow (in related work [12] showed non-constancy of the tangent kernel for networks of increasing depth), nor is necessary for training wide neural networks. We finish this section with some comments.
• Linear and non-linear systems. A remarkable property of over-parameterized non-linear systems discussed in this work is their strong resemblance to linear systems with respect to optimization by gradient descent, even as their dynamics remain nonlinear. In particular, optimization by gradient-based methods and proximity to global minimizers is controlled by non-linear system condition numbers, similarly to classical analyses of linear systems. The key difference is that while for linear systems the condition number is constant, in the non-linear case we need a uniform bound along the optimization path. Interestingly, the optimization properties of non-linear systems in the under-parameterized regime appear very different from those of linear systems. Furthermore, increasing the degree of over-parameterization generally improves conditioning just like it does for linear systems (cf. [7] and the discussion in [27] ).
In particular, this suggests that the effectiveness of optimization should improve, up to a certain limit, with increased over-parameterization.
• Transition over the interpolation (exact fit) threshold. Recognizing the power of over-parameterization has been a key insight stemming from the practice of deep learning. Transition to over-parameterized models -over the interpolation threshold -leads to a qualitative change in a range of system properties. Statistically, over-parameterized systems enter a new interpolating regime, where increasing the number of parameters, even indefinitely to infinity, can improve generalization [5, 31] . From the optimization point of view, over-parameterized system are generally easier to solve. There has been significant effort (continued in this work) toward understanding effectiveness of local methods in this setting [30, 10, 21, 2, 14, 26] . In particular, the work [30] explicitly invokes the PL inequality. Furthermore, for interpolating models (and in contrast to under-parameterized models) Stochastic Gradient Descent converges exponentially [22] and, is, indeed, often far more computationally efficient than gradient descent [20] .
In this paper we note another aspect of this transition, to the best of our knowledge not addressed in the existing literature -transition from local convexity to essential non-convexity. This relatively straightforward observation has significant consequences, indicating the need to depart from the machinery of convex analysis. Interestingly, our analyses suggest that this loss of local convexity is of little consequence for optimization, at least as far as gradient-based methods are concerned.
• Condition numbers and optimization methods. In this work we concentrate on optimization by gradient descent and SGD. Yet, for linear systems of equations and in many other settings, the importance of conditioning extends far beyond one specific optimization technique [6] . We expect this to be case in the over-parameterized non-linear setting as well. To give just one example, we expect that accelerated methods, such as the Nesterov's method [23] and its stochastic gradient extensions in the over-parameterized case [18, 32] to have faster convergence rates for non-linear systems in terms of the condition numbers defined in this work.
• Equations on manifolds. In this paper we consider systems of equations defined on Euclidean spaces and with Euclidean output. A more general setting is to look for solutions of arbitrary systems of equations defined by a map between two Riemannian manifolds F : M → N . In that case the loss function L needs to be defined on N . The over-parameterization corresponds to the case when dimension dim(M) > dim(N ). While analyzing gradient descent requires some care on a manifold, most of our mathematical machinery, including the condition number associated to F , is still applicable. We note that manifold and structural assumptions on the weight vector w is a natural setting for addressing many problems in inference. In particular, the important class of convolutional neural networks is an example of such a structural assumption on w, which is made invariant to certain parallel transforms. Furthermore, there are many settings, e.g., robot motion planning, where the output of a predictor, y, also belongs to a certain manifold.
2 Setup and preliminaries.
This work is concerned with solving a general systems of equations (Eq.(1) above):
by minimizing a certain loss function L(F (w), y), which, to simplify the notation, we will also denote by L(w). We assume it is a non-negative differentiable function and that L(F (w), y) = 0, whenever w satisfies Eq.(1).
Connection with supervised machine learning tasks. This general setting includes much of supervised machine learning. In a typical supervised learning task, given a training dataset D = {x i , y i } N i=1 of size N , one aims to learn a function f (w; x), e.g., a neural network, that fits the training data, i.e.,
In that case, the loss function is simply the empirical loss, e.g., the square loss
For multi-class classification problems, both the prediction f (w; x i ) and labels y i (one-hot vector) are c-dimensional vectors, where c is the number of classes. In this case, we are in fact solving n = N × c equations 2 . Similarly, for multi-output regression with c outputs, we have n = N × c equations.
Notation. We use bold lowercase letters, e.g., v, to denote vectors, capital letters, e.g., W , to denote matrices, and bold capital letters, e.g., W, to denote tuples of matrices or higher order tensors. We denote the set {1, 2, · · · , n} as [n]. Given a function σ(·), we use σ (·) and σ (·) to denote its first and second derivatives w.r.t. its argument, respectively. For vectors, we use · to denote the Euclidean norm and · ∞ for the ∞-norm. For matrices, we use · F to denote the Frobenius norm and · 2 to denote the spectral norm (i.e., 2-norm). We use ∇F to represent the derivative of F with respect to w. Note that ∇F is a n × m matrix, with (∇F ) ij := ∂Fi ∂wj . Hessian H of the function F is the n × m × m tensor, H ijk = ∂ 2 Fi ∂wj ∂w k . We define the norm of the Hessian tensor to be the maximum of the spectral norms of each of its Hessian components, i.e., H = max i∈[n] H i 2 . When necessary, we also assume that H is also continuous.
Following [13] (where it is defined specifically for neural networks) we give the following Definition 2.1 (Tangent kernel). Given a function F , we define its tangent kernel K at a given point w in the parameter space as:
Note that at any given point w, the tangent kernel K(w) is a n × n symmetric matrix and is positive semi-definite.
In this paper, we consider the problem of solving a system of equations of the form Eq.(1), i.e. finding w, such that F (w) = y. This problem is solved by minimizing a loss function L(F (w), y), such as the square loss L(w) = 1 2 F (w) − y 2 , with gradient-based algorithms. Specifically, the gradient descent method starts from the initialization point w 0 and updates the parameters as follows:
We call the set {w t } ∞ t=0 the optimization path, and put w ∞ = lim t→∞ w t (assuming the limit exists).
Over-parameterization. In the over-parameterized setting, the number of parameters m is larger than the number of equations n. In supervised machine learning problems, this means the size of the model is larger than the amount of data multiplied by the number of classes or outputs. In the over-parameterized case, exact solutions of Eq.(1) typically exist, and the loss function is zero at those solutions.
Polyak-Lojasiewicz (PL) condition. A loss function L(w) is µ-PL on a set S, if the following holds:
where w * is a global minimizer.
In this paper, we use a modified version of the PL condition, which is defined as follows:
Assuming L is always non-negative, we have the following Proposition 2.1 (PL * ⇒ PL). If L(w) satisfies µ-PL * condition on a set S, then it is µ-PL on S.
Unlike the PL condition, the PL * condition is purely local. In the over-parameterized setting, we usually have L(w * ) = 0, in that case PL * condition is equivalent to the PL condition.
Finally, we will need need the concepts of Lipschitz continuity and smoothness for vector-valued functions.
A direct consequence of the L F -Lipschitz condition is that ∇F (w) 2 ≤ L F for all w ∈ R m . Furthermore, it is easy to see that the tangent kernel has bounded spectral norm:
Jacobian Matrix. Given a map Φ : z ∈ R n → Φ(z) ∈ R n , the corresponding Jacobian matrix J Φ is defined as following: each entry
3 Essential non-convexity of loss landscapes of over-parameterized non-linear systems
In this section we discuss the observation that over-parameterized systems give rise to landscapes that are essentially non-convex -there typically exists no neighborhood around a global minimizer where the loss function is convex. This is in contrast to under-parameterized systems where such a neighborhood typically exists. The key difference is that the set of solutions to an over-parameterized system of equations is generically a manifold of dimension m − n > 0. If the loss function landscape is convex, even locally, the set of its global minimizers must also be locally convex and hence linear, in some ball around a minimizer. This is clearly not the case for solution sets of non-linear equations, which generically have non-zero curvature. In contrast, local minima of under-parameterized systems are generically isolated points, where the local Hessian is positive definite. This geometric intuition is illustrated in Fig. 1 .
To provide an analytical intuition (leading to a rigorous argument) consider an over-parameterized system F (w) : R m → R n , where m > n, and a loss function L(F (w), y). The Hessian matrix of the loss function takes the form
where H i (w) ∈ R m×m is the Hessian matrix of ith output of F with respect to w. Let w * be a solution to Eq. 1. Since w * is a global minimizer of L, B(w * ) = 0. We note that A(w * ) is a positive semi-definite matrix of rank at most n with at least m − n zero eigenvalues.
Yet, in a neighbourhood of w * there typically are points where B(w) has rank m. As we show below, this observation, together with a mild technical assumption on the loss, implies that H L (w) cannot be positive semi-definite in any ball around w * and hence is not locally convex. To see why this is the case, consider an example of a system with only one equation (n = 1) corresponding to the loss function L(w) = 1 2 (F (w) − y) 2 , y ∈ R. The Hessian of the loss function can be written as
Let w * be a solution, F (w * ) = y and suppose that w * is not a local minimizer or maximizer for F . In the neighborhood of w * , there exist arbitrarily close points w * + δ and w * − δ, such that F (w * + δ) − y > 0 and F (w * − δ) − y > 0. Assuming that the rank of H F (w * ) is greater than one, and noting that the rank of ∇F (w) T ∇F (w) is at most one, it is easy to see that either H L (w * + δ) or H L (w * − δ) must have negative eigenvalues, which rules out local convexity at w * . A more general version of this argument is given in the following: A full proof can be found in appendix B. Comparison to under-parameterized systems. For under-parameterized systems, local minima are generally isolated, as illustrated in Figure 1a . Since H L (w * ) is generically positive definite when w * is an isolated local minimizer, by the continuity of H L (·), positive definiteness holds in the neighborhood of w * . Therefore, L(w) is locally convex around w * .
General optimization theory for non-linear systems: PL-conditions and condition numbers
Although convexity fails for over-parameterized optimization problems, fast convergence of gradient methods can still hold. In this section we develop a general theoretical framework for convergence and rates of gradient-based optimization methods. We start with introducing condition numbers for non-linear systems of equations, parallel to those classically associated to linear systems. We proceed to show how well-conditioned systems satisfy the PL * condition, which, in turn, can guarantees convergence of gradient descent and SGD. We also observe that (in contrast to convexity) conditioning is preserved under well-behaved transformations of the output. We begin with the definition of the (non-linear) condition number. 
where H L (w) and K(w) are the Hessian matrix of the loss function and the tangent kernel of F at point w, respectively. The condition number for the square loss (used throughout the paper) will be written as simply κ F (S), omitting the subscript L.
Remark 4.1. In the special case of a linear system F (w) = Aw with square loss L(w) = 1 2 Aw − y 2 , both the Hessian H L = A T A and the tangent kernel K(w) = A A T are constant matrices. As AA T and A T A have the same set of non-zero eigenvalues, the largest eigenvalue λ max (H L ) is equal to λ max (K). In this case, the condition number κ F (S) reduces to the standard condition number of the tangent kernel K,
Thus the condition number κ L,F (S) in Definition 4.1 is a generalization of the standard condition number in linear algebra.
In addition to the condition number defined above, we will need another related concept:
We will assume the non-linear vector-valued function F (w) is L F -Lipschitz continuous and β F -smooth on a set S. In what follows S will typically be a Euclidean ball chosen to contain the optimization path of gradient descent or SGD.
From Definition 4.1, we observe that uniform conditioning of F (w) on the set S provides an upper bound on the condition number κ F (S) for the square loss.
is µ-uniformly conditioned on the set S, then the condition number for the square loss satisfies:
Remark 4.2. It is easy to see that the usual condition number κ(w) = λ max (K(w))/λ min (K(w)) for of the tangent kernel K(w), is upper bounded by κ F (S).
The following two theorems show that the concept of uniform conditioning directly relates to the PL * condition and, as a consequence, to the existence of solutions within a ball. The step size and the rate of convergence to a solution for gradient descent is determined by the condition number.
It is well known that the (global) PL condition (and hence the PL * condition) for a loss function L(w) implies fast (i.e., exponential) convergence of gradient descent [28] to a global minimizer. Below, following a similar argument, we show that a local PL * condition can be sufficient as well. Importantly, the argument also demonstrates that the existence of a global solution is implied by the PL * condition in an appropriate Euclidean ball. 
. Then we have the following: (a) Existence of a solution: There exists a solution (global minimum of L) w * ∈ B(w 0 , R), such that F (w * ) = y. (b) Convergence of GD: Gradient descent with the step size η = 1/ sup w∈B(w0,R) λ max (H L ) converges to a global solution in B(w 0 , R), with an exponential (also known as linear) convergence rate:
where the condition number κ L,F (B(w 0 , R)) = 1 ηµ . (c) In particular, for the square loss L(w) = 1 2 F (w)−y 2 , we can set step size η = 1/(L 2 F +β F · F (w 0 )−y ), and the gradient descent converges to a solution within the ball B(w 0 , R) with R = 2L F F (w 0 ) − y /µ, with an exponential convergence rate:
The proof can be found in Appendix C.
is independent of step size and the gradient flow). It is interesting to note that the proof of Theorem 4.2 implies that gradient descent with any step size smaller than η defined in the Theorem will converge to a global minimizer of L in the ball B(w 0 , R). Moreover, the radius R is as defined in the Theorem and is independent of the step size. Taking the limit of step size to 0, we see that the gradient flow also converges to a solution in the ball B(w 0 , R).
To summarize the analysis above, we see that uniform conditioning and bounded condition number for a non-linear system of equations is sufficient for the existence of solutions within a ball of a certain radius and fast convergence of gradient descent (SGD, requiring somewhat different assumption, is discussed below in Section 4.2).
While the global landscape of the loss function L(w) can be complex, the conditions above allow us to find solutions within a certain ball around the initialization point w 0 .
Conditioning of transformed systems
We will now show that conditioning of a transformed system can be ensured as long as the original system is well-conditioned and the transformation has a bounded inverse.
Consider a transformation Φ :
where J Φ (w) := J Φ (F (w)) is the Jacobian of Φ evaluated at F (w). We will assume that ρ > 0.
Theorem 4.3. If a system F is µ-uniformly conditioned in a ball B(w 0 , R) with R > 0, then, for ρ defined in Eq.(16), we have the following:
The condition number of the transformed system is bounded by:
Proof. First, note that,
Using Proposition 4.1, we obtain the bound for the condition number of Φ • F in B(w 0 , R).
Hence, by Theorem 4.2, an exponential convergence of gradient descent with appropriate choice of step size η on the transformed system Φ • F is guaranteed:
Note that we can similarly show that a sufficiently benign transformation of the input vector w (instead of the output F (w)) also preserves the conditioning of the system F . That result (for the PL-condition) is Claim 1 in [4] .
Convergence of Stochastic Gradient Descent
In most practical settings, including typical problems of supervised learning, the loss function L(w) has the form
For example, for the square loss
Here the loss i corresponds simply to the loss for ith equation. Mini-batch SGD updates the parameter w, according to the gradient of s individual losses i (w) at a time:
We will assume that each element of the set S is chosen uniformly at random at every iteration. We will now show that the PL * condition on L implies exponential convergence of SGD within a ball, an SGD analogue of Theorem 4.2. Our result is a local version of Theorem 1 in [4] which showed exponential convergence of SGD, assuming PL condition holds in the entire parameter space. We assume that PL * condition holds in a ball of a certain radius and show exponential convergence of SGD to a global solution within that the ball with high probability. This local analysis is needed to prove convergence of wide neural networks (Section 6 and 7). We note that establishing convergence within a ball requires a more careful probabilistic argument. 
where δ > 0. Then, with probability 1 − δ, SGD with mini-batch size s ∈ N and step size η * = nµ nγ(n 2 γ+µ(s−1)) converges to a global solution in the ball B(w 0 , R), with an exponential convergence rate:
The proof can be found in Appendix D.
Analysis of conditioning through Hessian spectral norm
In this section we show how controlling the norm of the Hessian tensor for the map F leads to well-conditioned systems and thus fast convergence of gradient descent. The idea of the analysis is that the change of the tangent kernel of F (w) along the optimization path can be bounded in terms of the norm of the Hessian of F (w). Intuitively, this is analogous to the mean value theorem, bounding the first derivative of F by its second derivative. If the Hessian norm is sufficiently small, the change of the tangent kernel and hence its conditioning can be controlled in a neighborhood containing the optimization path, as long as the tangent kernel matrix at the initialization point K(w 0 ) is well-conditioned. Later, in Sections 6 and 7, we show that the Hessian norm can be controlled by the width for certain classes of shallow and deep networks and, in particular, tends to zero with increasing width. Thus, Hessianbased analysis implies the key observation of [13] that some infinitely wide networks have constant tangent kernels.
Theorem 5.1 (Hessian bounds on the change of tangent kernel). For any > 0 and radius
Since
In the second inequality above, we used the fact that
Now consider the difference of neural tangent kernel within the ball. We have the spectral norm of the change
In the second inequality above, we used the L F -Lipschitz continuity of F and the fact that A 2 ≤ A F for a matrix A.
If the tangent kernel matrix at initialization K(w 0 ) is positive definite, we can show uniform conditioning of F in a neighborhood of w 0 with appropriate control of the Hessian. Specifically, when H <
The the spectrum of the tangent kernel is lower bounded:
Hence, in the ball B(w 0 , R), F is µ-uniformly conditioned. From Theorems 4.1 and 4.2, we obtain the PL * condition for the square loss function and the following corollary:
F +(λmin(K(w0))−µ)µ , then for the square loss function L(w) = 1 2 F (w) − y 2 , the gradient descent converges to a global minimum w * within the ball B(w 0 , R), with an exponential convergence:
We note that for over-parameterized systems we generally expect K(w 0 ) to be of full rank and hence positive definite (cf. Theorem 3.1 in [10] for neural networks). This corollary provides the basis for the analysis of shallow and deep networks in Sections 6 and 7.
Remark 5.1. Note that is F has a small Hessian norm, the non-linearly transformed system Φ • F in general does not, even if there is only one parameter. However the conditioning and, thus, the optimization properties of the system are preserved as long as Φ is well-behaved (see Section 4.1).
We now briefly discuss the connection to linear models and, in particular, the discussion in [16] that wide neural networks evolve as linear models under gradient descent.
Dynamics: connection to linear models. In general our Hessian-based analysis of convergence does not require or imply that the dynamics of optimization is close to that of a linear system. However, approximate linear dynamics can be established under a stronger condition on the norm of the Hessian. Specifically, consider the linearization of the system in Eq.(1):
For the solution (and the whole optimization path) of the linearized system to be within of the solution (and optimization path) of gradient descent, we need the following condition to be satisfied in the ball B(w 0 , R), in addition to conditions of Corollary 5.1 (see Appendix A),
Note that the condition given in Eq.(23) is more restrictive than H ≤ 2L F √ nR , which is needed to simply guarantee convergence in Corollary 5.1. This is because we expect the extra factor µ F (w0)−y to be small, as µ < λ min (K(w 0 )) and F (w 0 ) − y is generally of order one.
Note that under this stronger condition the loss function still remains non-convex, even locally (see Section 3).
Furthermore, we observe that λ min (K(w 0 )) is generally smaller for larger n. Thus, we expect that the difference between what is necessary to simply ensure convergence and what is required for linear approximation becomes more prominent as the number of equations n (or data points in machine learning contexts) increases while the number of parameters m is fixed.
See Appendix A for detailed analysis and precise statements.
Large sparse models have small Hessian norm
We will now investigate structural properties of shallow networks and a broader class of sparse models, with non-linear units depending only on a small number of inputs. We show that the Hessians tensors for these models are sparse and, therefore, their norm scales differently from that of the tangent kernel with the size of the model. Specifically, parameterizing the model so that the tangent kernel is of order 1, the Hessian is O(1/ √ m). Our theoretical results in Section 5 imply existence of solutions and fast convergence of gradient descent/SGD for such models with sufficiently large size.
Note that in this section and the following sections, we follow the standard notational conventions of machine learning. Instead of talking about a system F , we write the models as f (w; x) that takes an input x and provide a prediction of the label f (w; x i ). For each data point (x i , y i ), the equation f (w; x i ) = y i is an element of the system F (w) = y i . For binary classification or single output regression, y i becomes a scalar. Note that the Hessian matrix of f at each data point is a component of the Hessian tensor H for the full system F .
Warm up, structural properties of shallow networks
As a warm-up we start with a simple shallow neural network with one-dimensional input, defined as follows:
Here m is the number of neurons in the hidden layer, v = (v 1 , · · · , v m ) is the vector of output layer weights, w = (w 1 , · · · , w m ) ∈ R m is the weights in the hidden layer. We assume that the activation function σ(·) is β σ -smooth. We initialize at random, w i ∼ N (0, 1) and v i ∈ {−1, 1}. We treat v as fixed parameters and w as trainable parameters.
Remark 6.1. This definition of a shallow neural network (i.e., with the presence of a factor 1/ √ m and v i and w i of order O(1)) is consistent with the NTK parameterization [13] .
Structural properties. We point out that the neural network f has the following two structural properties, which will be key in our discussion: Hessian matrix. We observe that (as a consequence of the structural properties above) the Hessian matrix H of the neural network f is sparse, specifically, diagonal:
Consequently, if the input x is bounded, say |x| ≤ C, the spectral norm of the Hessian H is
In the limit of m → ∞, the spectral norm H 2 converges to 0.
(Neural) Tangent Kernel. On the other hand, the magnitude of the norm of the tangent kernel of f is of order Θ(1) in terms of m. Specifically, for each diagonal entry we have
In the limit of m → ∞,
. Hence the trace of tangent kernel is also Θ(1). Since the tangent kernel is a positive definite symmetric matrix of size independent of m, the norm is of the same order as the trace. Therefore, from Eq. (25) and Eq. (26) we observe that the tangent kernel scales as Θ(1) while the norm of the Hessian scales as O(1/ √ m) with the size of the neural network f . We see that our convergence results based on controlling the Hessian norm in Section 5 apply. Furthermore, as m → ∞, the norm of the Hessian converges to zero and the tangent kernel becomes constant (see Theorem 5.1). Remark 6.2. From Eq.(26), we observe that the Euclidean norm of the gradient and hence the length of a step of gradient descent is not small, of the order Θ(1). In contrast, ∇f ∞ = Θ(1/ √ m) and therefore update of each individual parameter in the vector w is small (as shown in [13] ).
In summary, our observation is: the shallow neural network f , which has a linear output layer, has a sparse Hessian matrix, and in the limit of infinite width m → ∞, has a vanishing spectral norm of its Hessian matrix and constant tangent kernel.
General sparse models
In this subsection, we extend the observation from shallow neural networks to general sparse models. Specifically, we first show that general models satisfying the structural properties in Section 6.1 -sparse dependence of non-linear units and linear output layer -have small Hessian spectral norm, compared to the tangent kernel, as long as the number of parameters is sufficiently large.
First, we consider models of the following form, which is a generalization of shallow neural network f in Eq. (24):
where each (linear or non-linear) unit α p (·) is a L α -Lipschitz continuous and β α -smooth. The scaling factor 1 s(P ) , (for example 1 s(P ) = 1 √ P for neural network Eq. (24)), is introduced to make the output f (w) of the model be of the order Θ(1). Specifically, we can choose s(P ) so that f (w 0 ) = 1. For random initialization, the output f (w 0 ) will be the order of constant.
We require the model f (w) to satisfy the structural property of sparse dependence of non-linear units (we put no conditions on linear units): In the following, we consider "wide" models when P is large. We assume that the model f has no dominating unit. Conventionally, each α p and v p is of the order Θ(1). Without loss of generality, we assume |v p | ≤ 1. In this case, the scaling factor 1/s(P ) → 0, as P → ∞. Intuitively, this means that turning off any unit α p results in negligible change of the output of f .
The following theorem shows that any sufficiently large model having the form of Eq. (27) with the sparse dependence of non-linear units has small Hessian norm. 
Proof. An entry of the Hessian matrix is
Because each w i is the argument for at most C s non-linear units α p (·), the sum above should have at most C s non-zero terms. Also note that v p are finite and α(·) is β α -smooth, we have |H ij | ≤ C s β α /s(P ).
On the other hand, by the sparse structure of the model f , we have that the Hessian matrix H is sparse, i.e., each row (and each column) of the Hessian matrix has at most C 2 s non-zero entries. Hence, the 1-norm of the matrix
.
By the symmetry of Hessian, we get H 1 = H ∞ . Hence
Hence, increasing the size of the model resulting in a decreasing of the Hessian spectral norm. Corollary 5.1 implies the following claim: Sparse Hessian = sparse structure. Since we observed that certain models have sparse Hessians, we can ask whether any model that has sparse hessian is of the form in Eq. (27) . The answer is positive. Intuitively, any non-linear section of f depending on a large number of parameters results in non-sparsity of the Hessian. Hence, the model f has to be a linear combination of non-linear units each of which only depends a few parameters. Namely, in the case of sparse Hessian, f has to have the structure of sparse dependence of non-linear units. This discussion is formalized in the following proposition (see the proof in Appendix E). 
Hessian analysis of deep neural networks
In this section, we show that a sufficiently wide fully connected multi-layer neural network, with a linear output layer, has a small spectral norm of the Hessian. In the limit of infinite width, this norm goes to 0, hence implies a constant neural tangent kernel during training, as observed in [13] . Furthermore, our theory in Section 5 predicts that sufficiently wide multi-layer neural networks satisfy the PL condition (although still highly non-convex), and confirms that gradient descent or SGD can efficiently train wide multi-layer neural networks. Proofs of theorems/lemmas in this section are deferred to Appendix F.
Define a L-layer neural network function by f (x; W) :=α (L) (x; W), where
where σ(·) is a L σ -Lipschitz, β σ -smooth non-linear activation function, m l is the width of the l-th layer and x ∈ R d is the input. The functions α (l) (·) andα (l) (·) are usually called activations and preactivations, respectively. We denote W as the L-tuple (W (1) , W (2) , · · · , W (L) ), and define its norm as W := L l=1 W (l) F . We denote the last layer weight vector a := (W (L) ) T .
For the ease of analysis, we assume the neural network has the same width m at each hidden layer l ∈ [L − 1] and has a single neuron at the output layer L. In this setting, the total number of trainable parameters is d · m + (L − 2) · m · m + m.
We make the following assumptions on the initial parameter setting W 0 .
Assumption 7.1. We assume that there exists a constant c 0 > 0 such that, for all initial weight matrices/vector W
. We further assume that the final output f (x; W 0 ) is upper-bounded. 
This is a reasonable assumption, as each activation α 
Furthermore, we show that, in the constrained regime B(W 0 , R), the multi-layer neural network is Lipschitz continuous. ,
In order to connect to the optimization theory in the present paper, we set the radius R to be the same as in Theorem 4.2 and assume the tangent kernel at initialization K(W 0 ) is strictly positive definite (this is proved, as long as the training data is not degenerate, in Proposition F.1 and F.2 of [11] ). Specifically, for a given µ ∈ (0, λ min (K(W 0 )), we set the radius R = 2 F (W 0 ) − y L f /µ. By Lemma 7.1 and Assumption 7.1, we have that the radius R is independent of m. Then, by Theorem 7.1, we have that the Hessian of multilayer neural network f is small enough to satisfy the PL * condition, when the width m is sufficiently large. Formally, we have: Theorem 7.2 (Wide Neural Networks satisfy PL * condition). Consider the multi-layer neural network f (W) in Eq. (28), with its initial parameter setting W 0 satisfying Assumption 7.1 and 7.2. Assume the neural tangent kernel at initialization is positive definite, i.e., λ min (K(W 0 )) > 0. For any µ ∈ (0, λ min (K(W 0 )), if the width of the network
then µ-PL * condition holds for square loss in the ball
With an appropriate choice of step size for the gradient descent, we have the following convergence guarantee: f +µ(λmin(K(W0))−µ) , then, gradient descent converges to a global minimizer in the ball B(w 0 , R) with an exponential convergence rate:
Remark 7.2. A result similar to Theorem 7.1 but with a different convergence rate can be obtained for SGD using Theorem 4.4. We note that convergence of SGD for different networks was previously shown in [1] .
Setting µ = 1 2 λ min (K(w 0 )), the width needed for convergence becomes
In comparison, convergence results in [11] require the width m = Ω(n 4 /λ 4 min (K(w 0 )).
About Gaussian random initialization. The following two lemmas shows that the commonly used Gaussian random initialization, i.e., (W and each parameter in the top layer (a 0 ) i ∼ N (0, 1), then, for any δ ∈ (0, 1), we have with probability at least 1 − δ the absolute value of the output |f (W 0 )| of the multi-layer neural network at initialization is upper-bounded:
Wide neural networks with non-linear output layer
In this section, we show that having a constant tangent kernel is not a general property of infinitely wide neural networks. Simply introducing a non-linear activation function into the output layer of an infinitely wide network is sufficient to make the tangent kernel at the solution arrived by gradient descent different from the tangent kernel at initialization. Yet, as we will show, we can still prove convergence using the theory developed in Section 4.
Non-constancy of tangent kernels
To see the non-constancy of tangent kernel, we consider the neural networkf :
where f (w; x) the shallow neural network defined in Eq.(24) and φ(·) is a non-linear activation function. The analysis off below is parallel to that for the neural network f in Section 6.1. The key structural difference between f andf is thatf has a non-linear output layer. As we will see, this leads to a non-constant tangent kernel during training.
(Neural) tangent kernel off . The gradient off is given by
Hence, each diagonal entry of the tangent kernel off is
where K w is the tangent kernel of f . By Eq.(26) we havẽ
which is the same as K w (x, x). Yet, unlike K w (x, x), the kernelK w (x, x) changes during training, even as m → ∞ (with the change of the order of Θ(1)). To prove that, it is enough to verify that at least one entry ofK w (x, x) has a change of that order. Consider a diagonal entry. For any w, we have:
We note that the term B vanishes as m → ∞ due to the constancy of the tangent kernel of f . However the term A is generally of the order of Θ(1), when φ is non-linear 3 . To see that consider any solution w * (which exists according to the results in Section 5) . For this solution f (w * ; x) = y. Since f (w 0 ; x) is generally not equal to y, we obtain the result.
Thus the linearity of the output layer plays the key role in the analysis of the tangent kernel (See Section 5 and 6).
Hessian matrix off . Consistently with the analysis above and in contrast to the linear output layer networks, the Hessian off is non-sparse and has the same norm scaling as the tangent kernel. We havẽ
Due to the presence of the first term on the right-hand side above, which is generically non-zero, the Hessian matrix off is not sparse, which is different from the case of neural network f with a linear output layer, whose Hessian matrix is a diagonal matrix (See Section 6.1). For the norm of the Hessian H 2 , by Eq.(39), we have
We note that, when m → ∞, the second term vanishes. Hence, Comparing to Eq.(38), we see that the spectral norm of HessianH scales in the same order as the tangent kernelK. This is distinct to the observation for the neural networks with linear output layers (See Section 6.1). Note that the above analysis of tangent kernels applies similarly to deep neural networksf = φ(f ), where f is as defined in Eq. (28) .
We note that non-constancy of the tangent kernel was shown for a different family of neural networks (with both width and depth increasing to infinity simultaneously) in [12] .
Numerical Confirmation. We conduct experiments on synthetic data to verify our observations: the nonconstancy of the tangent kernel of wide neural networks with non-linear output layers, as well as the near constancy of the tangent kernel of wide neural networks with linear output layers. The results are summarized in Fig. 2 . We consider neural networks with one hidden layer and different output layer activation functions. Detailed experimental setup can be found in Appendix H.
For each of the neural networks and at each steps of gradient descent, we compute the Frobenius norms of the change of the tangent kernel with respect to the initial, ∆K t := K(w t ) − K(w 0 ) F / K(w 0 ) F . The left panel of Figure 2 compares the changes of tangent kernels of different wide neural networks (width= 10 4 ) during the training procedure. We see that, for wide neural networks with non-linear output layers, tangent kernels takes significant change from initialization, while tangent kernel of wide neural network with a linear output layer is nearly unchanged during training.
In the right panel of Figure 2 , we compare the magnitudes of changes of tangent kernels at different network width. For each neural network, we train it until convergence (i.e., loss less than 10 −4 ), and report the maximum of the change over iterations. As predicted by the theoretical analysis, with the increasing width of the network, the relative change of the tangent kernel tends to zero for linear output layer networks and does not decrease (or even increases) for networks with non-linear output.
The above observations are consistent with our theoretical analysis.
Conditioning and convergence analysis
Although an wide neural network with a non-linear output layerf does not have a near-constant tangent kernel, in our experiment above we observe that it can be trained just as easily as a neural network with a linear output layer. Our theoretical results imply that this, indeed, is the case.
Consider any neural network f with a small Hessian norm, e.g., shallow neural networks considered in Section 6.1 or deep neural networks from Section 7. As above, we generate a transformed neural networkf by applying a non-linear activation to the output layer.
We see that our analysis in Subsection 4.1 applies. Specifically, in this case, the transformation map Φ becomes Φ(·) = diag(φ(·), φ(·), · · · , φ(·) n ), (42) and the norm of the inverse Jacobian matrix,
Hence, assuming φ is lower bounded, Theorem 4.3 implies the following results:
If neural network f (w) is µ-uniformly conditioned in B(w 0 , R), and |φ (f (w, x i ))| ≥ ρ holds for all w ∈ B(w 0 , R) then the transformed neural networkf (w) is µρ 2 -uniformly conditioned. Moreover, the condition number off is bounded:
As before, conditioning of neural network f (with a linear output layer) can be achieved by taking the width sufficiently large, as discussed in Section 6 and 7. By Theorem 4.2, the uniform conditioning off immediately implies fast convergence rate of gradient descent forf , with a convergence rate:
Therefore, we see that (near) constancy of the tangent kernel is not a necessary condition for exponential convergence of gradient descent or SGD.
A Resemblance to linear model
Here, we show that if the condition
is satisfied in the ball B(w 0 , R), then solving this non-linear system in Eq.(1) can be approximated, up to an error of O( ), by solving a linear system of the following form:
where F lin (w) = F (w 0 ) + ∇F (w 0 )(w − w 0 ) is a linear vector-valued function tangent to F (w) at the initial point w 0 . First, with a similar analysis to the proof of Theorem 5.1, we have
At an arbitrary step w t ∈ B(w 0 , R), one gradient descent update w t+1 = w t − η(∇ F L(w t )∇F (w t )) T results in a change of the vector F :
On the other hand, the update of the linear system F lin by one gradient descent step:
where w lin t+1 (generically different from w t+1 ) is obtained by applying one gradient descent step on F lin . Now we show that the difference between ∆F and ∆F lin is of order O( ). By triangle inequality, we have
Note that w t+1 , w lin t+1 and w t are all in the ball B(w 0 , R), by Theorem 4.2. For term A, we have
For term B, noting that w t+1 − w t = −η∇F (w t ), we have
We observe that ∆F is different from ∆F lin by only a term of order O( ). When is arbitrarily small (like in the case of infinite width of certain type of shallow and deep neural networks, see Section 6 and 7), implying norm of the Hessian H is arbitrarily small, we have, for all finite t,
B Proof of Proposition 3.1
Proof. The Hessian matrix of a general loss function L(F (w)) takes the form
Note: If d dw dL dF (w * ) δ T v T H(w * + δ)v = 0, we can adjust δ a little so that it turns to case 1 or 2.
In conclusion, with certain δ which is arbitrarily small, either v T H L (w * + δ)v or v T H L (w * − δ)v has to be negative which means L(w) has no convex neighborhood around w * .
C Proof of Theorem 4.2
Proof. We prove this theorem by induction. The induction hypothesis is that, for all t ≥ 0, w t is within the
In the base case, where t = 0, it is trivial that w 0 ∈ B(w 0 , R) and that L(w t ) ≤ (1 − ηµ) 0 L(w 0 ). Now, we suppose that, for a given t ≥ 0, w t is in the ball B(w 0 , R) and Eq.(55) holds. Then, for t + 1, by the β-Lipschitz continuity and µ-PL * condition at point w t , we have
Hence,
Moreover,
Thus, w t+1 resides in the ball B(w 0 , R). By the principle of induction, the hypothesis is true. Now, we prove for the particular case of square loss L(w) = 1 2 F (w) − y 2 . In this case,
Hence, in Eq.(58), we have the following instead:
Also note that, for all t > 0,
D Proof of Theorem 4.4
Proof. We first aggressively assume that the µ-PL * condition holds in the whole parameter space R m . We will find that the condition can be relaxed to hold only in the ball B(w 0 , R). Following a similar analysis to the proof of Theorem 1 in [4] , by the µ-PL * condition, we can get that for any mini-bath size s, the mini-batch SGD with step size η * (s) := nµ nλ(n 2 λ+µ(s−1)) has an exponential convergence rate:
Moreover, the expected length of each step is bounded by
t , ..., i (s) t } to denote a random mini-batch of the dataset at step t. Then the expectation of the length of the whole optimization path is bounded by
By Markov's inequality, we have, with probability at least 1 − δ, the length of the path is shorter than R, i.e.,
This means that, with probability at least 1 − δ, the whole path is covered by the ball B(w 0 , R), namely, for all t,
For those events when the whole path is covered by the ball, we can relax the original PL assumption from the whole space to the ball.
E Proof of Proposition 6.1
Proof. By Theorem 9.3 in [25] , if ∂ 2 ∂w i ∂w j f (w) = 0, the function f (w) must have the following form:
Note that each additive term above is the function f itself restricted to a subspace (i.e., f | wi=0 , f | wj =0 and f | wi=0,wj =0 , respectively). Now consider (i , j ) such that ∂ 2 f (w)/∂w i ∂w j = 0. We apply a similar argument on each of the additive terms above, and obtain an expression of f (w) with up to 9 additive terms.
Iteratively apply the same argument for all pairs (i, j) that satisfy ∂ 2 f (w)/∂w i ∂w j = 0 on each additive term. We end up with an expression
where each non-linear function α p is the restriction of f on a set of parameters S p ⊂ {w i } m i=1 . We now prove that the cardinality of each set S p is at most C s . Suppose there exists a set S p which has cardinality greater than C s . Note that each row and column of the Hessian matrix has at most C s non-zero entries. Thus, there must exist w i , w j ∈ S p such that ∂ 2 f (w)/∂w i ∂w j = 0. Applying Theorem 9.3 in [25] on α p , we obtain a similar form to Eq.(63):
Note that each of the additive terms above depends on less parameters. Hence, each non-linear function α p having more than C s parameters can be written as a linear combination of non-linear functions which has less parameters. Recursively apply the same argument to all non-linear functions, we finally get that each S p has at most C s elements. 
Note that each of the block H (l1,l2) has dimension dim l1 × dim l2 , where
We first analyze the spectral norm of each Hessian block.
Lemma F.1 (Spectral norm of Hessian blocks). If the conditions of Theorem 7.1 holds, there exists a constant C(R) > 0 (independent of m but dependent on R) such that the spectral norm of each of the Hessian block satisfies
This lemma states that, when the neural network f is sufficiently wide, i.e., m is sufficiently large, each Hessian block has a small spectral norm in a given ball (of size R) around the initial parameter setting W 0 .
To have a upper bound on the spectral norm of the whole Hessian matrix H, we need the following lemma (see the proof in Appendix G): 
According to the definition of C (R) in Eq.(83), it is not hard to see that
First of all, we present a few useful facts, Lemma F.3-F.6, about the multi-layer neural networks considered in Theorem 7.1. These facts will be used during the proof. Proofs of the following lemmas are in Appendix G.
Lemma F.3. If W 0 satisfies Assumption 7.1, then for any parameter setting W such that W − W 0 ≤ R, we have
The following two lemmas give upper bounds on the Euclidean norms of both the activations α (l) and the derivatives b (l) := ∂f /∂α (l) of the hidden layers, in the ball B(W 0 , R) := {W : W − W 0 ≤ R}.
Lemma F.4. If the initial parameter setting W 0 of the multi-layer neural network f (W) satisfies Assumption 7.1, then, for any parameter setting W such that W − W 0 ≤ R, we have, at all hidden layers
Lemma F.5. If the initial parameter setting W 0 of the multi-layer neural network f (W) satisfies Assumption 7.1, then, for any parameter setting W such that W − W 0 ≤ R, we have, at all hidden layers, i.e.,
In particular, at initialization, b
Given W 0 additionally satisfying Assumption 7.2, the following lemma states that the derivatives b (l) = ∂f ∂α (l) has no dominating component in the regime B(W 0 , R).
Lemma F.6. If the initial parameter setting W 0 of the multi-layer neural network f (W) satisfies Assumptions 7.1 and 7.2, then, for any parameter setting W such that W − W 0 ≤ R and for each hidden layer
is defined recursively as follows:
Proof of Lemma F.1. Now, let's start the proof of Lemma F.1. First note that the whole Hessian matrix H defined in Eq. (64) is symmetric, therefore we can only consider the Hessian blocks in the upper triangle of H, i.e., l 1 ≤ l 2 . Let's first consider the m 2 × m 2 -sized blocks H (l1,l2) . The other blocks will be considered as corner cases, and will be discussed later. Now, we assume that 2 ≤ l 1 ≤ l 2 ≤ L − 1.
Standard computation gives the expression of the gradient, for 2 ≤ l 1 ≤ L − 1,
where a = (W (L) ) T is the vector of weights in the last layer, Σ (l) is a diagonal matrix, with (Σ (l) ) ii = σ (α
is the vector of neurons in the l 1 -th layer. Let's define two vectors based on the activations and preactivations, for l ≥ l:
where V is a matrix of the same dimension as W (l) with V F = 1. These two vectors characterize the deviations of the activations and preactivations of layer l with respect to a perturbation of weights at a previous layer l. The following lemma provides an upper bound on the responses in a neighborhood of the initial weights W 0 .
Lemma F.7. If the conditions of Theorem 7.1 holds, we have the following:
The matrix block H (l1,l2) is of dimension m 2 × m 2 . We use H (l1,l2) (ij)(i j ) to represent its entry, with (ij) being the row index and (i j ) being the column index, where i, j, i , j ∈ [m].
The 2-norm (i.e., the spectral norm) of this Hessian block is defined as iji j V i j . With these notations, the 2-norm of the Hessian block can be written as:
In the following, we consider the two cases separately: l 1 < l 2 and l 1 = l 2 . Case 1. When l 1 < l 2 , we have that α (l1) , as well as Σ (l) with l ≤ l 2 , is independent of W (l2) . Hence, H (l1,l2) V can be written as
Combining the above two equations and noting that v 1 · v T 2 F = v 1 · v 2 for arbitrary vectors v 1 and v 2 , we have
To bound the complicated term above, we use the following lemma.
Lemma F.8. If the conditions of Theorem 7.1 holds, and the matrix V satisfies V F = 1, we have the following:
Applying the L σ -Lipschitz continuity of the activation function σ(·), and Lemma F.4 and F.8 and the fact that V 2 ≤ V F = 1 to Eq.(81), we have
Define
It is obvious that C (R) > 0 is independent of the width m of the neural network. Then, comparing Eq.(82) and (83), we can get
Since the matrix V is arbitrary with V F = 1, by Eq.(80), we conclude that
for all W where W − W 0 ≤ R. Case 2. When l 1 = l 2 ,
Combining the above two equations and noting that v 1 · v T 2 F = v 1 · v 2 for all vectors v 1 and v 2 , we have
Applying the Lipschitz continuity of the activation function σ(·), and Lemma F.4 and F.8 and the fact that V 2 ≤ V F = 1 to the above equation, we have
where H (l1,L) is a 3-rank tensor, with size m × m × m.
Let v ∈ R m be an arbitrary vector such that v = 1.
We have,
where C (R) is defined in Eq.(83). Therefore, the spectral norm of the Hessian block
Case 3: l 1 = 1. When l 1 = 1, the gradient can be written as
Comparing to the gradient for "regular" case in Eq.(74), the above expression has one factor 1/ √ m replaced by 1/ √ d. In this case, the same analysis method in the "regular" case ( 2 ≤ l 1 ≤ l 2 ≤ L−1) still works. Technically, the only difference is the missing of one 1/ √ m. However, we note that 
When
Similarly, for 2 ≤ l ≤ L − 1,
Finally, for l = L, by Lemma F.4, we have ∂f ∂W (L)
The norm of the whole gradient ∂f /∂W is defined as
Noting that m > R 2 , we have 
F.4 Proofs for Gaussian Random Initialization
Proof of Lemma 7.2. Consider an arbitrary random matrix W ∈ R m1×m2 with each entry W ij ∼ N (0, 1). By Corollary 5.35 of [33] , for any t > 0, we have with probability at least 1 − 2exp(− t 2 2 ),
In particular, for the initial parameter setting W 0 , we have Letting t = √ m and noting that m > d, we finish the proof.
Proof of Lemma 7.3. Consider the activations α (L−1) (W 0 ) of the previous layer are fixed. Since the elements (a 0 ) i are initialized independently with N (0, 1) and are also independent of α (L−1) (W 0 ). We have
By Chebyshev's inequality, given δ > 0, we have with probability at least 1 − δ,
In Lemma F.4, we have showed that
Therefore, with probability at least 1 − δ, 
Note that, at the output layer, W (L) i.e. a is a vector, and the Frobenius norm · F reduces to the Euclidean norm · .
G.3 Proof of Lemma F.4
Proof. To analyze α (l) (W) , let's first consider the input layer, i.e., l = 0: α (0) = x ≤ √ d x ∞ ≤ √ dC x , where d is the dimension of the input x. Then we prove Eq.(69) by induction. For the first hidden layer l = 1,
Above, we used the L σ -Lipschitz continuity of the activation function σ(·) in the first inequality, and applied Lemma F.3 in the second inequality. Now, suppose for l-th layer we have
Then, by a similar argument as in Eq.(96), we can get
Note that, in the analysis from l to l + 1, 1/ √ d is replaced by 1/ √ m, which will cancel out a factor of √ m from c 0 √ m + R.
G.4 Proof of Lemma F.5
Proof. The expression of the derivatives b (l) is
where Σ (l ) is a diagonal matrix with each non-zero element (Σ (l ) ) ii = σ (α (l) i (W)). We prove the lemma by induction. When l = L − 1, using Lemma F.3, we have
Suppose at l-th layer, b (l) 2 ≤ L L−l−1 σ
Above, we used Lemma F.3 and the L σ -Lipschitz continuity of the activation fuction σ(·) in the second inequality. Setting R = 0, we immediately obtain Eq.(71).
In the second inequality above, we used Lemma F.4 and the fact that
where we used Lemma F.4 and the L σ -Lipschitz continuity of activation function σ(·). Moreover, ∆ = Σ (l ) (W 0 ). Noting that Σ is diagonal and denoting σ (·) as the second derivative of the activation function σ(·), we have
Hence, by Lemma F.6 and F.7, we have
H Experimental details
Dataset. We use a synthetic dataset of size N = 20. Each data point (x, y) is generated as follows:
x ∼ U[0, 1], y = 2x + 1/2,
where U[0, 1] is the uniform distribution on the interval [0, 1].
Neural Networks. For the neural network with linear output layer, we use
where the hidden layer parameters w and b (weights and biases) and the output layer parameters v are all trainable.
For the neural network with non-linear output layer, we usẽ
where the output layer non-linearity φ(·) is tanh(·) or swish [29] . Note that for some activation functions like tanh(·) whose range is (−1, 1), we need to scale φ(·) to fit the label range. E.g., instead of using tanh(·), we use 3 tanh(·) in our experiments.
Optimization Tasks. We use gradient descent algorithm to minimize the following two loss functions:
We conduct this experiment to verify our analysis findings that the tangent kernels of wide neural networks with non-linear output layers takes significant changes during gradient descent training. Specifically, we compare the changes of tangent kernels at different neural network widths, m = 30, 10 2 , 10 3 , 10 4 , 10 5 , 10 6 . Given a width m, we compare the following three neural networks: the neural network with linear output layer f (w, v, b; x) in Eq.(109), two neural networks with non-linear output layers, tanh(f (w, v, b; x)) and swish(f (w, v, b; x)). For each neural network, we train it until convergence using gradient descent. At each iteration of the training, we compute the Frobenius norm of the relative change of the tangent kernel with respect to the initial tangent kernel, i.e. ∆K t := K(w t ) − K(w 0 ) F / K(w 0 ) F . We report and compare the maximum change max t ∆K t in the final results.
