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Cap´ıtol 1
Introduccio´
Actualment, les noves tecnologies ens permeten enregistrar cada cop me´s
dades de cara`cter biolo`gic tan diferents com per exemple les sequ¨e`ncies gene`-
tiques (d’ADN, d’aminoa`cids, de prote¨ınes,...), les resona`ncies magne`tiques,
els electrocardiogrames, els electroencefalogrames, etc. El volum de dades
del que disposem avui dia e´s tan immens que es fa impossible pensar en una
ana`lisi manual de les mateixes. Per tant, es requereixen te`cniques me´s sofisti-
cades per tal de poder extreure la ma`xima informacio´ que ens proporcionen
tots aquests enregistraments fisiolo`gics. Per aixo`, des de fa ja un temps, tant
bio`legs, com psico`legs o metges han hagut de reco´rrer als enginyers, als f´ısics
i, com en aquest cas, als matema`tics per poder dur a terme els seus estudis.
L’objectiu d’aquesta unio´ multidisciplinar e´s posar en comu´ diferents eines
d’investigacio´ per tal de superar les limitacions pro`pies del camp d’estudi i
fer possible la desaparicio´ de fronteres entre les diferents a`rees de coneixe-
ment. Aixo` suposa un gran avanc¸ per la cie`ncia ja que d’aquesta manera
podem obtenir molta me´s informacio´ sobre les dades que enregistrem, es pot
fer una ana`lisi me´s acurada i les conclusions dels estudis que es realitzen
augmenten en quantitat i qualitat. Aix´ı doncs, aquest treball e´s una mostra
clara d’aquesta unio´ entre les eines matema`tiques i un camp a priori molt
allunyat com e´s la psicologia.
Una de les dades de cara`cter fisiolo`gic que me´s s’usa per obtenir informacio´
en els estudis psicolo`gics so´n els senyals electroencefalogra`fics. L’electroence-
falografia e´s una exploracio´ neurofisiolo`gica que es basa en el registre de
l’activitat bioele`ctrica cerebral (veure Fig. 1.1) del subjecte al qual se li
esta` aplicant (ja sigui mentre el subjecte es troba en repo`s, mentre dorm,
mentre reb est´ımuls,...). Aquests registres ens permeten cone`ixer quina e´s
l’activitat cerebral de les persones en determinades circumsta`ncies i tambe´
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ens permeten detectar anomalies i disfuncions cerebrals. Per a fer l’enregis-
trament d’un senyal d’aquest tipus necessitem diversos electrodes col·locats
estrate`gicament en diferents posicions del cap (veure Fig. 1.2). Un cop
tenim fet l’enregistrament, l’electroencefalograma (EEG) no e´s me´s que un
conjunt de se`ries temporals que anomenem canals, un per cada electrode que
disposem. El tractament de senyals e´s un camp del que s’ha ocupat a`mplia-
ment l’enginyeria. Aix´ı, trobem tota una bateria d’eines d’ana`lisi (entropia,
forc¸a espectral, dimensio´ fractal, ...) que ens donen informacio´ sobre diferents
aspectes dels senyals.
Figura 1.1: A la fotografia de l’esquerra podem observar com es col·loca el casc amb
els electrodes que enregistraran l’activitat cerebral a una pacient. A la dreta, mostrem
l’aspecte que presenten dues se`ries temporals corresponents a dos canals d’EEG.
E´s per tots sabut que les persones, a l’hora de dur a terme qualsevol proce´s
cognitiu, posem en funcionament diferents parts del cervell. Per a fer-ho,
les diferents zones activades han d’actuar de manera conjunta i coordinada.
Aquesta coordinacio´ es tradueix en els EEG com la sincronitzacio´ dels
diversos canals del senyal. Aix´ı doncs, aquest sera` el tema central d’estudi del
treball. La sincronitzacio´ entre canals d’un EEG ja fa unes de`cades que esta`
despertant molt d’intere`s entre els psico`legs cl´ınics i, en general, el mo´n de la
neurocie`ncia. La causa e´s que el fenomen de la sincronitzacio´ s’ha estudiat
per detectar patrons d’activitat cerebral en pacients que pateixen parkinson,
epil·le`psies o, fins i tot, determinades fo`bies. Els resultats d’aquests estudis
permeten detectar quines parts del cervell i quines caracter´ıstiques del pacient
5so´n les causants d’aquestes disfuncions del cos huma`. Per tant, e´s evident la
importa`ncia que els cient´ıfics estan donant a aquest tipus d’estudi.
Figura 1.2: En aquest dibuix es pot observar on es col·loquen els electrodes per a fer un
enregistrament d’EEG i el nom que te´ cada posicio´.
El que es prete´n posar de manifest a trave´s d’aquest treball e´s que el plante-
jament d’un estudi psicolo`gic es pot resoldre amb l’ajuda d’altres a`mbits de
la cie`ncia, en aquest cas, amb l’ajuda d’unes determinades eines matema`-
tiques. Per aixo` hem pensat que la millor estrate`gia per afrontar un projecte
d’aquest tipus e´s treballar directament amb els psico`legs. D’aquesta manera,
la comunicacio´ entre els dos camps d’estudi e´s molt me´s directa. Treballar al
mateix lloc permet cone`ixer de me´s prop els problemes reals que es plantegen
i e´s molt me´s fa`cil per als matema`tics descobrir quines so´n les dificultats que
tenen els psico`legs i com solucionar-les. El que sol passar en molts projectes
multidisciplinars e´s que si es plantegen des d’un punt de vista matema`tic,
e´s habitual caure en l’error de fer un estudi poc real´ıstic i extremadament
teo`ric. Potser la qualitat matema`tica d’aquests treballs e´s molt bona pero`
molts cops no es poden portar al terreny pra`ctic ja que no estan adaptats
a unes condicions reals. I per aixo`, aquest treball s’ha realitzat al grup de
recerca de Neurodina`mica i Psicologia Cl´ınica (http://www.ndpc.cat/) de la
Universitat de les Illes Balears sota la supervisio´ del psico`leg Xavier Bornas.
Aquest treball esta` organitzat de la segu¨ent manera: despre´s d’aquest primer
punt introductori, en el segon cap´ıtol del treball explicarem l’origen etimolo`-
gic de la paraula sincronitzacio´ i repassarem breument els estudis dels cien-
t´ıfics me´s rellevants en aquest camp. A continuacio´, detallarem les bases
teo`riques del sincronisme que pot existir entre 2 oscil·ladors (ja siguin pe-
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rio`dics, tinguin un terme de soroll o siguin cao`tics). Un cop estiguin les
bases ben establertes, passarem a descriure en el quart cap´ıtol del treball les
mesures per a quantificar el grau de sincronisme existent entre una parella de
canals d’un EEG. En el cinque` cap´ıtol veurem alguns dels inconvenients amb
els que ens hem trobat a l’hora d’utilitzar algunes de les mesures detallades al
cap´ıtol anterior del treball. En aquest punt tambe´ presentem un nou me`tode
per a quantificar amb un valor el grau de sincronisme entre parelles de senyals
EEG. Amb aquest me`tode tractem de millorar la precisio´ dels resultats que
obten´ıem amb les altres mesures. Hem afegit un sise` cap´ıtol en el qual hem
aplicat la nostra mesura a unes dades d’EEG reals. Hem pogut comprovar,
comparant els resultats amb els que ens proporcionen les altres mesures, que
el nostre me`tode calcula el grau de sincronisme d’una manera precisa. Fi-
nalment, en el sete` punt exposarem les conclusions del treball. Hem inclo`s
tambe´ un ape`ndix amb el codi del programa que hem elaborat amb MatLab.
Per acabar, voldria agrair a tota la gent que d’alguna manera o altra han aju-
dat a que aquest treball sort´ıs endavant. Per comenc¸ar, voldria agrair molt
especialment als meus directors del TFM, Xavier Bornas i Miquel Noguera
pel seu suport constant, pels consells i la inestimable ajuda que m’han pro-
porcionat i per la pacie`ncia que han tingut al llarg de tot aquest any. Aix´ı
mateix, tambe´ voldria agrair a Pedro Montoya haver-me donat l’oportunitat
de treballar al grup de recerca de Neurodina`mica i Psicologia Cl´ınica de la
UIB, a na Noemı´ per deixar-me els senyals d’EEG del seu estudi i, en ge-
neral, vull donar les gra`cies a tota la gent que forma part d’aquest grup de
recerca per haver-me acollit durant tot aquest any. Finalment, no voldria
deixar de donar les gra`cies als meus pares i germans, a na Maria i en Toni,
a l’AETFM(E) i a l’Adria` (still the constant colleague of my journey) per
haver-me recolzat i animat en tot moment.
Cap´ıtol 2
Or´ıgens
La paraula sincronitzar prove´ de les paraules gregues χρoνoζ (chronos) que
vol dir temps i συν (sin) que vol dir el mateix. Per tant, una primera idea
que ens suggereix la paraula e´s compartir el mateix temps, tenir lloc al mateix
temps. Aix´ı mateix, l’Institut d’Estudis Catalans recull la paraula s´ıncron
per a descriure algun fenomen que s’esdeve´ al mateix temps; que te´ el mateix
per´ıode que un altre i la paraula sincronisme com identitat de frequ¨e`ncia
entre dos feno`mens perio`dics. Actualment, aquesta famı´lia de paraules fan
refere`ncia a diferents tipus de feno`mens i s’utilitzen en nombrosos a`mbits de
la vida quotidiana i cient´ıfica. E´s me´s, dins el camp de la cie`ncia, ens podem
trobar aquesta paraula en diferents a`rees ja sigui a les cie`ncies naturals,
l’enginyeria o les cie`ncies socials. Tot i que els feno`mens de sincronitzacio´
tenen lloc en a`mbits molt diferents tots ells obeeixen unes regles universals.
Cada dia ens trobem rodejats de nombrosos objectes oscil·ladors que estan
sincronitzats, e´s a dir, aquest fenomen e´s comu´ en la nostra vida quotidi-
ana. Aixo` ha fet que al llarg de la histo`ria una gran quantitat de cient´ıfics
s’hagin dedicat a estudiar aquest fenomen en camps molt diversos. Aix´ı,
despre´s de moltes investigacions i estudis, actualment entenem el concepte
de sincronitzacio´ com l’ajustament dels ritmes d’objectes oscil·ladors a causa
d’una interaccio´ de`bil entre ells (Hayashi 1964). A continuacio´ veurem de
manera breu de quina manera van contribuir a la millor comprensio´ i descrip-
cio´ del fenomen de la sincronitzacio´ alguns dels cient´ıfics me´s importants en
aquest camp:
Christiaan Huygens (1629-1695). Fou amb quasi total seguretat el primer
cient´ıfic que va observar i va descriure el fenomen de la sincronitzacio´
ja en el segle XVII. Tot i aix´ı, fou me´s conegut pels seus treballs en el
camp de l’o`ptica i la construccio´ de telescopis i rellotges.
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Huygens va descobrir que una parella de rellotges de pe`ndol subjec-
tats amb un suport comu´ es sincronitzaven, e´s a dir, les oscil·lacions
dels pe`ndols coincidien perfectament i aquests es movien sempre en di-
reccions oposades. A partir d’aquesta observacio´, Huygens va estudiar
intensament com incrementar la precisio´ i l’estabilitat dels rellotges que
constru¨ıa. A me´s d’haver ente`s i descrit de manera exacta el fenomen
de la sincronitzacio´ tambe´ va explicar de manera qualitativa l’efecte
de la sincronitzacio´ mu´tua. Huygens va entendre perfectament que els
rellotges es sincronitzaven a causa d’un acoblament entre ells. A me´s,
va entendre que aquest acoblament era degut al suport comu´ que els
subjectava.
William Strutt (Lord Rayleigh, 1842-1919). La contribucio´ al camp de
la sincronitzacio´ de William Strutt fou mitjanc¸ant la descripcio´ del
fenomen de sincrontizacio´ en sistemes acu´stics. Rayleigh no nome´s va
observar la sincronitzacio´ mu´tua entre dos o`rgans musicals diferents
sino´ que a me´s va observar el fenomen del quenching (mort de les
oscil·lacions). Aquest fenomen te´ lloc en determinats sistemes quan
l’acoblament deixa d’existir. Aquest fet implica la supressio´ de les os-
cil·lacions dels sistemes.
W.H.Eccles(1875-1966), J.H.Vincent (1832-1920). Entrats ja en el segle
XX, el segu¨ent gran avanc¸ en el camp de la sincronitzacio´ te´ lloc en les
a`rees de l’enginyeria ele`ctrica. L’any 1920, Eccles i Vincent van desco-
brir que un determinat tipus de generadors, els generadors tr´ıodes, es
sincronitzaven. La frequ¨e`ncia d’aquests oscil·ladors ve determinada per
la seva capacita`ncia. En els seus experiements, van acoblar 2 genera-
dors que tenien frequ¨e`ncies diferents i van demostrar que l’acoblament
forc¸ava el sistema perque` vibre´s amb la mateixa frequ¨e`ncia.
Edward Appleton (1892-1965), Balthasar van der Pol (1889-1959).
Uns anys me´s tard, Appleton i van der Pool van repetir i van estendre
els experiments d’Eccles i Vincent. Van donar el primer pas cap a un
estudi teo`ric de l’efecte de la sincronitzacio´ en els generadors tr´ıodes.
Aquests estudis van ser de gran importa`ncia pra`ctica ja que els genera-
dors d’aquest tipus es van convertir en els elements ba`sics dels sistemes
de comunicacio´ per ra`dio. El fenomen de sincronitzacio´ es va utilitzar
per estabilitzar la frequ¨e`ncia d’un generador potent amb l’ajuda d’un
altre me´s de`bil pero` me´s prec´ıs.
9Jean-Jacques Dortous de Mairan (1678-1771). Dortous de Mairan, as-
tro`nom i matema`tic, fou el primer cient´ıfic que va fer experiments sobre
feno`mens de sincronitzacio´ aplicats a les cie`ncies naturals. Va obser-
var que les fulles de la planta de les mongetes es movien amunt i avall
segons fos de dia o de nit. Aleshores, va posar la planta en un es-
pai totalment fosc i va observar que la planta seguia movent-se de la
mateixa manera. Aquest experiment va ser el primer que va posar de
manifest l’existe`ncia de rellotges biolo`gics interns en els sistemes vius.
L’origen d’aquests rellotges encara no esta` clar pero` s´ı que ho esta` el
fet que aquests poden ajustar els ritmes circadians a senyals externs.
Sota condicions naturals, els rellotges biolo`gics ajusten els seus ritmes
d’acord amb el per´ıode de 24 hores que correspon al cicle diari de la
Terra.
Un altre cas molt estudiat e´s el de les cuques de llum [30]. Aquests
insectes emeten flashos de llum de manera intermitent quan arriba la
nit. El me´s interessant pero` e´s que les cuques de llum sincronitzen
aquest pampallugueig. Si observem un arbre on habiten aquests ani-
mals, veurem que emeten la llum tots a la vegada.
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Cap´ıtol 3
Bases teo`riques del sincronisme
Per parlar de sincronitzacio´ abans hem de tenir clar quin tipus d’objectes
es poden sincronitzar i quines caracter´ıstiques tenen. Els models d’objectes
no lineals me´s senzills que poden sincrontizar-se so´n els oscil·ladors auto-
sostinguts. Es diuen auto-sostinguts ja que encara que els a¨ıllem del seu
medi natural continuen oscil·lant amb el seu propi ritme. Aquest tipus
d’oscil·ladors es caracteritzen pels segu¨ents tres trets:
1. So´n sistemes auto`noms, i.e., la seva trajecto`ria no depe`n de la variable
temps.
2. La seva dina`mica ve determinada u´nicament pels para`metres intr´ınsecs
del mateix sistema.
3. Aquests sistemes so´n estables a petites pertorbacions.
A me´s, els oscil·ladors auto-sostinguts so´n perio`dics, e´s a dir, la seva trajec-
to`ria es va repetint cada cert temps T . Aquest temps T s’anomena per´ıode
del sistema i e´s el temps que triga l’oscil·lador en fer un cicle. L’invers del
per´ıode, f = 1
T
, s’anomena frequ¨e`ncia c´ıclica (o simplement frequ¨e`ncia) i des-
criu el ritme de les oscil·lacions, e´s a dir, quantifica el nombre d’oscil·lacions
que es produeixen en una unitat de temps. Si dibuixem la trajecto`ria que
segueix l’oscil·lador, e´s a dir, el seu espai de fase aquest e´s un cicle l´ımit.
Aquest cicle l´ımit e´s l’atractor dels oscil·ladors auto-sostinguts. Aleshores,
podem parlar tambe´ de la frequ¨e`ncia angular, ω = 2pif = 2pi/T .
Escollim aquest tipus de sistemes ja que existeixen nombrosos estudis que in-
diquen que els ritmes naturals com per exemple, els fisiolo`gics, es poden con-
siderar oscil·ladors auto-sostinguts. Els sistemes que generen aquests ritmes
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Figura 3.1: Corresponde`ncia entre la representacio´ de la variable Y respecte la variable
X i l’evolucio´ temporal d’un oscil·lador.
so´n dissipatius. Per tant, per tal que els ritmes siguin processos que es
mantinguin a llarg termini e´s necessari que els sistemes comptin amb una
font d’energia interna. Per tant, com que aquests sistemes so´n auto`noms, e´s
evident que es tracta d’oscil·ladors auto-sostinguts.
Suposem ara que tenim dos objectes oscil·ladors. Entre ells pot existir una
interaccio´ que sera` la primera condicio´ necessa`ria perque` els dos oscil·ladors
es puguin sincronitzar. Els estudis demostren que amb una interaccio´ de`bil
ja n’hi ha prou per a aconseguir que se sincronitzin. Aix´ı doncs, si tenim dos
oscil·ladors acoblats pot ser que les seves frequ¨e`ncies es vagin ajustant fins
que els dos objectes oscil·lin amb la mateixa frequ¨e`ncia. La sincronitzacio´,
per tant, dependra` de dos factors (veure Fig. 3.2):
1. La forc¸a de l’acoblament : el fet que l’acoblament sigui me´s fort o me´s
de`bil pot influir en l’ajustament dels ritmes dels oscil·ladors. A aquesta
forc¸a li direm ε.
2. La difere`ncia de frequ¨e`ncies naturals : que la difere`ncia entre les fre-
qu¨e`ncies pro`pies dels oscil·ladors sigui me´s gran o me´s petita e´s un fet
determinant en la sincronitzacio´ dels objectes. Li direm ν a la difere`ncia
entre les frequ¨e`ncies naturals dels dos oscil·ladors (ν = ω1 − ω2).
La regio´ de color de la Fig. 3.2 correspon als valors dels para`metres pels quals
observarem el fenomen de la sincronitzacio´ entre els sistemes que s’estiguin
estudiant. Aquesta regio´ s’anomena regio´ de sincronitzacio´.
Introdu¨ım ara un altre para`metre que caracteritza els oscilal·ladors auto-
sostinguts: la fase. La fase φ no e´s me´s que una parametritzacio´ de la posicio´
de l’oscil·lador en el cicle l´ımit. Aix´ı, s’ente´n com una quantitat que incremen-
ta 2pi quan l’oscil·lador ha completat un cicle i e´s proporcional a la fraccio´ del
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Figura 3.2: Regio´ de sincronitzacio´. A l’eix de les abscisses hi tenim la difere`ncia entre
les frequ¨e`ncies naturals, ν, mentre que l’eix de les ordenades es correspon amb la forc¸a
d’acoblament del sistema, ε. Observem que perque` els oscil·ladors es sincronitzin, aix´ı
com va augmentant el valor absolut de la difere`ncia entre les frequ¨e`ncies naturals dels
oscil·ladors, la forc¸a d’acoblament entre ells tambe´ ha d’augmentar.
per´ıode que ha transcorregut. Aix´ı doncs, parlem de sincronitzacio´ de fase
quan s’estableix una certa relacio´ entre les fases de 2 objectes sincronitzats,
per exemple, quan la difere`ncia entre les fases dels dos oscil·ladors es mante´
constant o permet petites fluctuacions al voltant d’un valor. Tot i aix´ı, es
poden donar relacions de fase me´s complicades que ja veurem me´s endavant.
Resumint, dos oscil·ladors auto-sostinguts que en un principi oscil·len amb
frequ¨e`ncies diferents i tals que les seves fases so´n independents es sincronitzen
quan hi ha una interaccio´ entre ells i els seus ritmes es van ajustant de manera
que acaben oscil·lant amb la mateixa frequ¨e`ncia. Aquest fet implica que
s’estableixi una relacio´ entre les fases dels oscil·ladors. Aixo` e´s possible si la
difere`ncia de les frequ¨e`ncies inicials no e´s massa gran i la forc¸a de l’acoblament
te´ una magnitud justa.
3.1 Sincronitzacio´ mu´tua de 2 oscil·ladors pe-
rio`dics
Suposem que disposem de dos sistemes dina`mics no lineals tals que cadascun
d’ells e´s un oscil·lador perio`dic auto-sostingut amb amplituds i frequ¨e`ncies
diferents. Aquests dos sistemes, sota unes certes condicions, poden inter-
actuar. En aquest apartat estudiarem quina dina`mica presenta el sistema
acoblat.
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El sistema d’equacions me´s ba`sic que descriu la dina`mica de dos sistemes que
interaccionen mu´tuament ([16], [19]) e´s el segu¨ent:
dx(1)
dt
= f(1)(x(1)) + εp(1)(x(1),x(2)) (3.1)
dx(2)
dt
= f(2)(x(2)) + εp(2)(x(2),x(1))
Aquests dos oscil·ladors so´n totalment independents un de l’altre en el sen-
tit que cadascun te´ la seva pro`pia funcio´ d’evolucio´ (f(1),(2)(x(1),(2))). L’u´nic
que cal remarcar e´s que hem escrit les equacions de manera que la dina`mica
pro`pia de cada oscil·lador, f(1),(2)(x(1),(2)), esta` separada del terme que cor-
respon a l’acoblament, εp(1),(2)(x(1),(2),x(2),(1)). D’aquesta manera, si no hi
ha interaccio´ entre els dos sistemes, cada sistema posseeix un cicle l´ımit es-
table (un atractor) amb frequ¨e`ncia ω1,2. Si la forc¸a d’acoblament entre els
dos oscil·ladors e´s de`bil, les pertorbacions de l’amplitud dels oscil·ladors so´n
molt petites i, per tant, la forc¸a nome´s afecta la dina`mica de les fases dels
sistemes (φ1,2). Aixo` fa que poguem representar l’espai de fase del sistema
mitjanc¸ant una superf´ıcie 2-dimensional parametritzada per les fases. Degut
a les periodicitats que presenta el sistema, aquesta superf´ıcie 2-dimensional
e´s el tor. Aix´ı, l’equacio´ per a les fases de cada sistema (φ1,2) quan no hi ha
acoblament e´s:
dφ1
dt
= ω1 (3.2)
dφ2
dt
= ω2
Quan els dos sistemes interactuen, hem d’afegir el terme d’acoblament:
dφ1
dt
= ω1 + εQ1(φ1, φ2) (3.3)
dφ2
dt
= ω2 + εQ2(φ2, φ1)
Depenent del signe del terme d’acoblament ε podem observar dos tipus d’in-
teraccio´ entre les fases, una interaccio´ atractiva o repulsiva. Una interaccio´
atractiva es tradueix en termes de sincronitzacio´ amb el fet que la difere`ncia
de les fases e´s nul·la (in-phase synchronization). En canvi, si la interaccio´ e´s
repulsiva, la difere`ncia entre les fases seria de pi (anti-phase synchronization).
3.1. SINCRONITZACIO´ MU´TUA DE 2 OSCIL·LADORS PERIO`DICS 15
En aquestes equacions, les funcions Q1,2 so´n 2pi−perio`diques i, per tant, les
podem expressar com a se`ries de Fourier dobles:
Q1(φ1, φ2) =
∑
k,l
ak,l1 e
ikφ1+ilφ2 (3.4)
Q2(φ2, φ1) =
∑
k,l
al,k2 e
ikφ1+ilφ2
La se`rie de Fourier conte´ termes que corresponen a la dina`mica ra`pida (d’or-
dre O(ε)) i termes que corresponen a la dina`mica lenta. Aquests u´ltims so´n
els que satisfan la condicio´ de resona`ncia, kω1 + lω2 = 0. De fet, so´n els
que ens interessen perque` donen lloc a les variacions me´s significatives de la
dina`mica.
Generalment, la interaccio´ entre dos sistemes no sol ser sime`trica. De fet,
si l’accio´ e´s unidireccional, e´s a dir, nome´s un dels oscil·ladors influeix sobre
l’altre, la frequ¨e`ncia d’aquest u´ltim es veu modificada fins que assoleix el valor
de la primera. En canvi, si la interaccio´ e´s bidireccional les frequ¨e`ncies dels
dos oscil·ladors es modifiquen. Per tant, suposem que tenim dos oscil·ladors
amb frequ¨e`ncies naturals ω1 i ω2 tals que ω1 < ω2. Denotarem per Ω1,2 =
〈dφ1,2
dt
〉 les frequ¨e`ncies observades d’aquests oscil·ladors quan interactuen. Els
〈·〉 fan refere`ncia a la mitjana respecte el temps. Aleshores, si l’acoblament e´s
prou fort, apareix el que anomenem frequency locking, l’ajustament mutu de
les frequ¨e`ncies de manera que Ω1 = Ω2 = Ω on, normalement, ω1 < Ω < ω2.
Suposem que tenim 2 frequ¨e`ncies naturals que es troben en resona`ncia:
ω1
ω2
≈ m
n
(3.5)
amb m,n ∈ N. Aixo` vol dir que tots els termes de la se`rie de Fourier tals
que k = nj, l = −mj so´n resonants i, com que so´n els u´nics termes que ens
interessen, podem escriure el sistema de la segu¨ent manera:
dφ1
dt
= ω1 + εq1(nφ1 −mφ2) = ω1 + ε
∑
j
anj,−mj1 e
ij(nφ1−mφ2) (3.6)
dφ2
dt
= ω2 + εq2(mφ2 − nφ1) = ω2 + ε
∑
j
amj,−nj2 e
ij(mφ2−nφ1)
A l’hora d’estudiar la dina`mica d’aquests dos oscil·ladors i d’analitzar si es
sincronitzen, en comptes de treballar amb un sistema d’equacions, introdu¨ım
16 CAPI´TOL 3. BASES TEO`RIQUES DEL SINCRONISME
el concepte de difere`ncia de fase: ψn,m = nφ1 − mφ2. Amb aquest canvi
i considerant a me´s ν = mω2 − nω1 i q(ψn,m) = nq1(ψn,m) − mq2(−ψn,m)
podem reduir el sistema d’equacions (3.6) a una sola equacio´:
dψn,m
dt
= −ν + εq(ψn,m) (3.7)
Aquesta e´s una equacio´ ordina`ria no lineal de primer ordre. El seu espai de
fase el podem definir tant a la recta real, variant la fase des de −∞ a∞ com
usant la 2pi-periodicitat de la funcio´ q(ψn,m). Aquesta equacio´ depe`n de dos
para`metres: ε i ν. El primer representa l’amplitud (forc¸a) de l’acoblament
i el segon e´s la difere`ncia entre les frequ¨e`ncies naturals dels dos oscil·ladors.
Anem a veure, en funcio´ d’aquests dos para`metres, quines so´n les solucions
d’aquesta equacio´ diferencial.
Com ja hem dit, la funcio´ q(ψn,m) e´s 2pi-perio`dica en la seva variable ψn,m.
Aleshores, en l’interval [0, 2pi) la funcio´ q presenta un ma`xim qmax i un mı´nim
qmin. A partir d’aquest fet podem diferenciar dos tipus de comportament de
l’equacio´ diferencial:
• Si εqmin < ν < εqmax aleshores l’equacio´ te´, com a mı´nim, dos punts
fixos, un que e´s estable i un que e´s inestable. Aixo` vol dir que la
dina`mica de ψn,m presenta dues solucions estaciona`ries. Per tant, si
es compleix εqmin < ν < εqmax el sistema evoluciona cap al punt fix
estable i s’hi queda, e´s a dir, ψn,m = ψ
s
n,m on ψ
s
n,m e´s constant. Aixo`
vol dir que les fases de cada oscil·lador compleixen la segu¨ent relacio´:
nφ1 = mφ2 + ψ
s
n,m. Aix´ı doncs, en el pla (ν, ε), el domini εqmin <
ν < εqmax s’anomena regio´ de sincronitzacio´ (Fig. 3.2) i es diu que la
sincronitzacio´ e´s de tipus n : m. En aquest cas, tambe´ parlem de phase
locking entre els dos oscil·ladors ja que la difere`ncia de fase e´s constant:
|nφ1 −mφ2| = constant (3.8)
En alguns casos, tambe´ es diu que existeix frequency entrainment (fre-
quency locking) entre els oscil·ladors fent refere`ncia a que els dos os-
cil·ladors roten amb la mateixa frequ¨e`ncia. Quan les fases dels os-
cil·ladors tenen aquest comportament, el proce´s (x(1)(t),x(2)(t)) e´s pe-
rio`dic.
• Si ν no pertany a (εqmin, εqmax) la derivada de ψn,m, dψn,mdt , e´s sempre
positiva o sempre negativa. Per tant, la difere`ncia entre les frequ¨e`ncies
dels oscil·ladors e´s no nul·la. La solucio´ de (3.7) es pot escriure de
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manera formal de la segu¨ent manera:∫ ψn,m dψn,m
εq(ψn,m)− ν = t (3.9)
de manera que la dina`mica de la fase e´s funcio´ del temps, ψn,m =
ψn,m(t). Aquesta funcio´ te´ per´ıode:
Tψn,m =
∣∣∣ ∫ 2pi
0
dψn,m
εq(ψn,m)− ν
∣∣∣ (3.10)
El tret fonamental d’aquest comportament de la fase e´s que els os-
cil·ladors roten de manera no uniforme i, per tant, no estan sincronitzats.
Una caracter´ıstica important de la dina`mica fora de la regio´ de sin-
cronitzacio´ e´s la velocitat mitjana de la rotacio´ de fase, la frequ¨e`ncia
observada, que no e´s me´s que la frequ¨e`ncia que te´ cada oscil·lador un
cop interactuen. Aquesta frequ¨e`ncia sera` diferent en els dos oscil·ladors
perque` precisament no estan sincronitzats i no sera` igual a la frequ¨e`n-
cia natural perque` estem considerant el terme d’acoblament. En aquest
cas, el proce´s x(t) e´s quasiperio`dic.
• En la frontera de la condicio´ εqmin < ν < εqmax, e´s a dir, quan ν = εqmin
o ν = εqmax, els dos punts fixos que existien en el primer cas, col·lisionen
i desapareixen a trave´s d’una bifurcacio´ sella-node. El comportament
de la trajecto`ria de l’equacio´ diferencial per a aquests valors de ν e´s
el segu¨ent: la trajecto`ria es passa molt temps en les proximitats del
punt fix. Aquestes e`poques llargues es combinen amb uns intervals
curts on la fase ψn,m incrementa o disminueix el seu valor en 2pi (phase
slips). Aix´ı doncs, la rotacio´ de la fase ψn,m es pot interpretar com una
sequ¨e`ncia de phase slips. Entre els phase slips, els oscil·ladors estan
sincronitzats. Una transicio´ cap a la sincronitzacio´ apareix com un
increment dels intervals de temps entre els phase slips a no ser que
aquests intervals divergeixin en un punt de bifurcacio´.
Cal remarcar que tot i que aqu´ı nome´s hem explicat el cas me´s senzill en el
qual l’equacio´ diferencial presenta dos punts estacionaris, e´s possible que es
donin situacions me´s complexes, amb un nu´mero me´s gran de punts fixos.
El que s´ı queda clar e´s que per a que els oscil·ladors estiguin sincronitzats,
l’equacio´ (3.7) ha de presentar un punt fix ψ0n,m. En aquest cas, les frequ¨e`ncies
observades so´n:
Ω1,2 = 〈dφ1,2
dt
〉 = ω1,2 + εq1,2(±ψ0n,m) (3.11)
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E´s clar que la relacio´ que existeix entre les frequ¨e`ncies observades en cas que
els oscil·ladors estiguin sincronitzats e´s Ω1
Ω2
= m
n
. A me´s, la difere`ncia de fase
entre els dos sistemes e´s constant, φ1 =
m
n
φ2 + ψ
0
n,m. Si considere´ssim tot el
sistema (x(1),x(2)), aquesta u´ltima propietat no sempre es compleix ja que
els termes no resonants poden fer que la difere`ncia de fase no sigui constant
sino´ que vari¨ı al voltant d’un terme, e´s a dir,
|nφ1 −mφ2 − ψ0n,m| < δ
3.2 Sincronitzacio´ en prese`ncia de soroll
Fins ara hem considerat sistemes d’oscil·ladors totalment determin´ıstics ig-
norant totes les seves irregularitats. Aixo` no reflecteix del tot la realitat
perque` cap oscil·lador e´s perfectament perio`dic ni en cap fenomen de sin-
cronitzacio´ de fase es pot observar una difere`ncia de fase totalment constant.
Una de les causes d’aquesta imperfeccio´ e´s el soroll existent en tot sistema
d’oscil·ladors real. Per aixo`, a l’hora de fer qualsevol estudi sobre un sistema,
en el nostre cas, d’oscil·ladors que representen objectes reals (no necessa`ri-
ament materials) hem de tenir en compte aquest tipus de fluctuacions de
diferent procede`ncia (te`cniques, te`rmiques,...).
Les principals caracter´ıstiques de la dina`mica dels oscil·ladors que presenten
soroll so´n:
• No hi ha una frontera tan clara com en el cas dels oscil·ladors perio`dics
entre la regio´ de sincronitzacio´ i la de no sincronitzacio´. La transicio´
entre els dos estats e´s difusa.
• En la regio´ de sincronitzacio´, existeixen e`poques on la difere`ncia de fase
e´s pra`cticament constant alternades amb els anomenats phase slips,
increments de la difere`ncia de fase de ±2pi.
Una manera natural d’incloure el terme de soroll en l’equacio´ de la dina`mica
de la fase d’un oscil·lador e´s:
dφ
dt
= ω0 + ξ(t) (3.12)
Ana`logament, inclourem el terme de soroll en l’equacio´ de la dina`mica de la
difere`ncia de fase entre dos oscil·ladors de la segu¨ent manera:
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dψn,m
dt
= −ν + εq(ψn,m) + ξ(t) (3.13)
Aquesta e´s l’equacio´ de Langevin [40] on ξ(t) representa el terme de soroll.
La dina`mica d’aquest tipus d’equacio´ s’ha d’interpretar com el camı´ aleatori
que segueix una part´ıcula en un potencial 1-dimensional. La influe`ncia que
pot exercir el soroll e´s tan gran que quan l’oscil·lador es troba en el seu re`gim
de sincronitzacio´, pot fer que l’oscil·lador surti d’aquesta posicio´ estable i, si
el soroll e´s suficientment fort, pot portar la part´ıcula fins una altra posicio´
d’equilibri. La fase, en aquest cas, experimenta un canvi su´bit de ±2pi.
Aquest fenomen ja l’hem comentat anteriorment, s’anomena phase slip. Per
tal que un phase slip tingui lloc, la part´ıcula que es mou pel potencial ha de
sobrepassar la barrera de potencial, 4V± i, per tant, la probabilitat que un
phase slip tingui lloc e´s petita. En general, aquesta probabilitat creix amb
la intensitat del soroll.
Hem de considerar dos tipus de soroll: el soroll que esta` fitat i el que no ho
esta`. Si en el nostre sistema hi tenim la contribucio´ d’un soroll no fitat, com
per exemple, un soroll de tipus Gaussia`, haurem de tenir en compte que els
phase slips so´n frequ¨ents encara que les barreres de potencial siguin grans.
Per altra banda, si en el nostre sistema comptem amb un soroll fitat e´s dif´ıcil
que es donin phase slips i, a me´s, la frequ¨e`ncia observada e´s exactament zero.
Nome´s quan les barreres de potencial so´n petites es poden donar alguns phase
slips, fet que destrueix la sincronitzacio´.
Una consequ¨e`ncia important de la incorporacio´ del soroll als nostres sistemes
afecta a la definicio´ del terme sincronitzacio´: en aquest cas no sera` neces-
sari que les frequ¨e`ncies dels oscil·ladors coincideixin exactament, basta que
s’ajustin aproximadament.
3.3 Sincronitzacio´ de fase en sistemes cao`tics
El tret que caracteritza un sistema dina`mic cao`tic e´s que el seu comporta-
ment a llarg termini no es pot predir. La irregularitat i no predictibilitat
d’aquests sistemes ve determinada per la dina`mica interna del propi sistema.
Considerem que un senyal e´s cao`tic si les seves oscil·lacions presenten una
amplitud cao`tica mentre que la fase de rotacio´ d’aquestes oscil·lacions e´s me´s
o menys uniforme. En aquests sistemes, la dina`mica de l’amplitud no es
veu afectada per la forc¸a d’acoblament i, a difere`ncia dels oscil·ladors perio`-
dics, no posseeixen cicles l´ımits (atractors simples) sino´ atractors anomenats
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estranys, que so´n me´s complexos que els dels sistemes perio`dics.
La irregularitat dels sistemes cao`tics no significa que siguin completament
impredictibles. De fet, podem predir la trajecto`ria dels sistemes cao`tics a
petita escala. De tota manera, la caracter´ıstica principal dels sistemes cao`tics
e´s que so´n sensibles a petites pertorbacions de les condicions inicials. Aixo`
significa que si prenem dos sistemes amb condicions inicials molt properes
pero` diferents, pot ser que les seves trajecto`ries al llarg del temps divergeixin.
En termes d’atractors, direm que el moviment al llarg de l’atractor estrany
e´s inestable en tots els seus punts.
Fins ara, hem estudiat com es comporten els oscil·ladors perio`dics i els os-
cil·ladors amb soroll i no ens hem trobat amb massa complicacions per a
definir la fase d’un oscil·lador d’aquests tipus ni per a definir que` e´s el fenomen
de la sincronitzacio´ en aquests casos. Aquests problemes se’ns presenten amb
els oscil·ladors anomenats cao`tics. Per comenc¸ar, com introdu¨ım la variable
fase en aquest tipus de sistemes?
La definicio´ de fase per als oscil·ladors perio`dics esta` clara: considerem la
fase com una variable que parametritza el moviment al llarg del cicle l´ımit
i creix de manera proporcional al temps. La fase rota de manera uniforme
al llarg del cicle. Com podem adaptar aquesta definicio´ al cas d’oscil·ladors
cao`tics? S’ha de dir que no hi ha un me`tode riguro´s per a definir la fase en
aquest cas. De tota manera, s´ı que hi ha algunes definicions que compleixen
alguns dels requisits que demanem a la fase dels oscil·ladors cao`tics.
Suposem que podem construir una aplicacio´ de Poincare´ per a un sistema
cao`tic, e´s a dir, podem triar una superf´ıcie de manera que sigui creuada
transversalment per totes les trajecto`ries de l’atractor cao`tic. Aleshores,
podem definir la fase de manera que augmenti 2pi cada vegada que travessa
la seccio´ de Poincare´ i sigui una funcio´ lineal del temps en cada tram de
trajecto`ria que es trobi entre dos creuaments amb la superf´ıcie de Poincare´.
Aix´ı doncs, la fase quedaria definida de la segu¨ent manera:
φ(t) = 2pi
t− tn
tn+1 − tn + 2pin (3.14)
on tn e´s el temps de creuament n i es compleix tn ≤ t < tn+1. Aquesta
definicio´ de fase e´s amb´ıgua ja que depe`n, evidentment, de l’eleccio´ de la su-
perf´ıcie de Poincare´. Ara be´, si aquesta definicio´ l’apliquem a una trajecto`ria
perio`dica que creua un cop la seccio´ de Poincare´ per per´ıode, la definicio´
ens do´na el valor correcte de la fase. Si en canvi, la trajecto`ria creua me´s
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d’un cop la seccio´, la fase tal i com la tenim definida a (3.14) e´s una funcio´
lineal a trossos. De fet, si aquesta trajecto`ria te´ per´ıode T , l’increment de
la fase seria φ(T ) − φ(0) = 2piN on N e´s el nombre de creuaments que fa
la trajecto`ria amb la seccio´ en un per´ıode. Per tant, ja veiem que malgrat
dependre de la seccio´ de Poincare´, la fase (3.14) esta` ben definida. Per altra
banda, la fase e´s proporcional al temps i, per tant, la seva pertorbacio´ ni creix
ni decreix. A me´s, tal i com esta` definida, es correspon amb l’evolucio´ de
l’oscil·lador al llarg del flux. Finalment, cal dir que aquesta definicio´ de fase
e´s fa`cil de calcular i d’interpretar ja que el que fa e´s comptar les rotacions de
l’oscil·lador cao`tic. Les rotacions ve´nen definides per la seccio´ de Poincare´.
Aquest procediment per a calcular la fase e´s el que fem servir en electrocardio-
grames (vegeu Fig. 3.3). Els ECG so´n senyals que presenten una successio´
de pics a temps tn. Aleshores, en aquest cas prenem com a superf´ıcie de
Poincare´ els valors dels pics, de manera que un cicle de la fase de l’ECG
estigui compre`s entre pic i pic.
Figura 3.3: Els ECG es poden considerar com una successio´ de pics distribu¨ıts de manera
me´s o menys uniforme.
Vegem un exemple. Prenem el sistema dina`mic de Ro¨ssler (Fig. 3.4) que ve
definit per les segu¨ents equacions:

x˙ = −y − z
y˙ = x+ 0.15y
z˙ = 0.4 + z(x− 8.5)
Figura 3.4: Sistema de Ro¨ssler.
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Si dibuixem les variables x(t) i y(t) respecte el temps (Fig. 3.5), podem obser-
var que so´n pra`cticament sinusoidals, amb oscil·lacions d’amplitud cao`tica.
En canvi, z(t) sembla una sequ¨e`ncia cao`tica de pulsos. Una seccio´ de Poincare´
apropiada per a aquest sistema e´s el pla y = 0, x < 0.
Figura 3.5: A l’esquerra estan representades les variables Y i Z del sistema de Ro¨ssler en
funcio´ de la variable X. A la dreta podem observar l’evolucio´ temporal de les tres variables.
En qualsevol cas, no sempre ho tindrem tan fa`cil per a poder escollir una
seccio´ de Poincare´ que ens determini la fase del sistema. E´s me´s, en el nostre
cas, els senyals d’EEG no so´n me´s que se`ries temporals amb les quals no
podem obtenir les equacions que defineixen el sistema dina`mic.
Anem a veure ara com e´s la dina`mica dels oscil·ladors cao`tics. A l’hora
de descriure la dina`mica d’aquests sistemes tambe´ ens trobem difere`ncies
respecte la dina`mica dels oscil·ladors perio`dics. Per exemple, el creixement
de la fase d’un oscil·lador cao`tic normalment no e´s uniforme. A me´s, la
frequ¨e`ncia instanta`nia depe`n de l’amplitud de l’oscil·lador. Recordem que
en el cas dels oscil·ladors perio`dics podem explicar la seva dina`mica nome´s
en funcio´ de les fases sense la intervencio´ de les amplituds. Aix´ı doncs, la
dina`mica de la fase d’un oscil·lador cao`tic es pot escriure:
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An+1 = M(An) (3.15)
dφ
dt
= ω(An) ≡ ω0 + F (An)
L’amplitud An no e´s me´s que el conjunt de coordenades que defineixen la
posicio´ de l’oscil·lador quan es troba sobre la superf´ıcie de Poincare´. Per
tant, es pot considerar com una variable discreta ja que l’amplitud no varia
durant el creixement de la fase des de 2pin a 2pi(n+1). Aix´ı doncs,M descriu
l’aplicacio´ de Poincare´. F (A) fa refere`ncia al terme de soroll tot i que quasi
mai es pot calcular expl´ıcitament. A me´s, en el cas d’oscil·ladors cao`tics,
F (A) no es pot considerar un soroll Gaussia`. La frequ¨e`ncia instanta`nia ve
determinada per la posicio´ de la trajecto`ria en la superf´ıcie de Poincare´,
ω(An) = 2pi/Tn on Tn = tn+1−tn e´s el temps transcorregut entre dos talls amb
la seccio´ de Poincare´. Aix´ı doncs, l’equacio´ diferencial (3.15) esta` definida a
trossos.
Observem que l’equacio´ diferencial de (3.15) ens recorda l’equacio´ (3.12) de
la dina`mica de fase d’un oscil·lador amb terme de soroll. Per tant, podem
concloure que la sincronitzacio´ en els sistemes cao`tics e´s similar a la dels
sistemes perio`dics amb soroll.
El fenomen de sincronitzacio´ en sistemes cao`tics auto`noms l’anomenem sin-
cronitzacio´ de fase per tal de no confondre’l amb altres tipus de sincrontizacio´
(sincronitzacio´ ide`ntica, sincrontizacio´ generalitzada,...) que detallarem uns
para`grafs me´s avall. Es pot caracteritzar fa`cilment en termes de phase i fre-
quency locking. Per a fer-ho, necessitem la definicio´ de frequ¨e`ncia mitjana
observada d’un oscil·lador cao`tic:
Ω = lim
t→∞
2pi
Nt
t
(3.16)
on Nt e´s el nombre d’interseccions de la trajecto`ria de la fase amb la seccio´ de
Poincare´ durant el temps d’observacio´. Aquesta definicio´ tambe´ es pot aplicar
en el cas de tenir se`ries temporals notant per Nt el nu´mero de ma`xims que
presenta la se`rie, com en el cas de senyals ECG.
Fins ara hem estat introduint conceptes i ca`lculs per a sistemes cao`tics dels
quals coneixem les seves equacions i que en molts casos podem definir ex-
pl´ıcitament la seva fase. Pero` que` passa quan tenim sistemes on no hi podem
definir la fase de manera expl´ıcita? Per a estudiar si aquests sistemes estan
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o no sincronitzats la idea principal e´s que l’inici de la sincronitzacio´ ve de-
terminat per l’observacio´ de certa cohere`ncia entre els processos cao`tics que
estem estudiant. La cohere`ncia es pot quantificar amb ajuda de la pote`ncia
de l’espectre de frequ¨e`ncies dels sistemes oscil·ladors i amb l’observacio´ de la
dina`mica col·lectiva d’un conjunt d’oscil·ladors.
Tot i que hem dit que el fenomen de sincronitzacio´ que es do´na entre sistemes
cao`tics s’anomena sincronitzacio´ de fase tambe´ pot passar que si l’acoblament
entre els 2 sistemes e´s molt fort, la sincronitzacio´ sigui completa o ide`ntica.
Aquest tipus de sincronitzacio´ es pot donar entre sistemes cao`tics auto`noms
pero` tambe´ en sistemes no auto`noms. La sincronitzacio´ completa fa refere`n-
cia a la supressio´ de les difere`ncies en sistemes acoblats ide`ntics. E´s a dir,
per a observar aquest tipus de sincronitzacio´ haurem d’estar davant sistemes
totalment ide`ntics, per dir-ho d’una altra manera, que segueixin les matei-
xes equacions. Quan la sincronitzacio´ dels sistemes e´s completa, els estats
d’aquests coincideixen i varien de manera cao`tica al llarg del temps. Per
exemple, es pot observar experimentalment la sincronitzacio´ completa de dos
atractors de Lorenz.
La sincronitzacio´ completa no es pot observar en sistemes no ide`ntics. En
aquest cas, e´s evident que els estats no poden coincidir exactament pero`
s´ı que poden trobar-se un molt proper a l’altre. De fet, si l’acoblament
e´s suficientment fort s’estableix una relacio´ funcional x2 = F(x1) entre els
estats dels dos sistemes. Aixo` vol dir que si sabem quina e´s aquesta funcio´ F
podem determinar de manera u´nica l’estat del segon sistema sabent els estats
del primer. A aquest fet se l’anomena sincronitzacio´ generalitzada. Es pot
entendre la sincrontizacio´ completa com un cas particular de la sincronitzacio´
generalitzada on F e´s la funcio´ identitat. La sincronitzacio´ generalitzada
normalment es do´na en sistemes on la interaccio´ e´s unidireccional.
Cap´ıtol 4
Mesures de sincronitzacio´ a
l’EEG
La te`cnica que me´s fan servir els investigadors per tal d’obtenir informacio´
sobre els sistemes neurofisiolo`gics e´s estudiar les caracter´ıstiques dels senyals
que enregistrem mitjanc¸ant les te`cniques d’ana`lisi de se`ries temporals. Com
que el que interessa e´s estudiar diferents senyals alhora per analitzar les pos-
sibles interdepende`ncies que existeixin, fem servir te`cniques d’ana`lisi multi-
variant en comptes de fer una ana`lisi univariant.
Per altra banda, tradicionalment s’han utilitzat te`cniques lineals per a fer
aquest tipus d’estudi tant en el domini temporal com en el frequ¨encial.
Aquests me`todes, o`bviament, no ens donen informacio´ sobre la no linealitat
dels senyals. Com que l’activitat neuronal e´s essencialment no lineal, aques-
tes caracter´ıstiques haurien d’estar reflectides en els senyals. Aquest fet ha
portat als investigadors a utilitzar noves te`cniques que permetin l’ana`lisi no
lineal. Tot i aix´ı, les te`cniques no lineals no es poden aplicar de manera tan
directa a les dades com les lineals. Abans hem de tenir en compte les carac-
ter´ıstiques dels senyals ja que normalment no so´n o`ptimes per al seu estudi:
els senyals neurofisiolo`gics no solen ser estacionaris (e´s a dir, els para`metres
pels quals es regeixen aquests sistemes no so´n constants al llarg de l’enregis-
trament), presenten soroll i en molts casos el nu´mero de mostres que tenen
e´s insuficient per a poder fer un estudi rellevant. Per aixo`, abans de fer un
estudi no lineal haurem de tractar els senyals per tal que els resultats que
obtinguem no es vegin esbiaixats a consequ¨e`ncia de les caracter´ıstiques del
propi senyal.
Nombrosos estudis des de fa ja unes de`cades apunten el fenomen de sin-
cronitzacio´ entre canals d’un senyal electroencefalogra`fic com el mecanisme
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responsable per a establir la comunicacio´ entre diferents regions del cervell.
De fet, un dels temes me´s actius en el camp de la neurocie`ncia avui en dia e´s
saber com s’organitza el cervell a diferents nivells: des d’un parell de neurones
fins una a`rea del cervell amb una altra. Se sap que per a realitzar proces-
sos cognitius el cervell necessita la integracio´ momenta`nia de diferents a`rees
funcionals que es troben distribu¨ıdes per tot el cervell i en constant interac-
cio´ unes amb les altres. Aix´ı mateix, la sincronitzacio´ tambe´ ha esdevingut
el mecanisme principal responsable dels atacs epile`ptics i els tremolors del
parkinson. Aixo` ha motivat l’estudi de mesures per a detectar o quantificar el
sincronisme existent entre diferents canals d’un EEG. El tret comu´ de totes
elles e´s la seva funcio´, e´s a dir, donar-nos informacio´ sobre quant sincronitzats
estan els senyals esmentats. Tot i aixo`, aquestes mesures s’han formulat a
partir de diferents punts de vista i l’objectiu e´s obtenir la millor mesura ate-
nent a diferents criteris. Per exemple, podem trobar una primera classificacio´
d’aquestes mesures atenent al tipus de sincronisme al qual fa refere`ncia, entre
ells, la sincronitzacio´ generalitzada (estat en el qual existeix una depende`n-
cia funcional entre els sistemes) o la sincronitzacio´ de fase (estat en el qual
les fases dels sistemes estan correlacionades mentre que les seves amplituds
no tenen perque` estar-ho). Aquests dos tipus de sincronitzacio´ els poden
presentar senyals no ide`ntics i en prese`ncia de soroll. En aquest apartat del
treball descriurem els trets fonamentals de les mesures me´s importants que
s’han anat formulant amb el temps.
4.1 Mesures lineals
Les primeres mesures que es van comenc¸ar a utilitzar per tal d’identificar
el grau de sincronisme entre dues se`ries temporals corresponents a diferents
canals d’un senyal EEG so´n les mesures anomenades lineals. Entre aquestes
hi trobem la cross-correlation, la cross-spectrum i la cohere`ncia.
Suposem que tenim dues se`ries temporals discretes xn i yn amb n = 1, ..., N .
La primera mesura que presentem e´s la cross-correlation:
cxy(τ) =
1
N − τ
N−τ∑
i=1
(
xi − x
σx
)(
yi+τ − y
σy
)
(4.1)
on x (ana`logament, y) e´s la mitjana del senyal i σx (σy) la seva varia`ncia.
Com podem observar e´s una mesura definida en funcio´ del temps de retard
τ i ens do´na un valor corresponent a la sincronitzacio´ lineal entre x i y. A
partir del valor de retard τ podem obtenir informacio´ sobre les relacions de
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direccionalitat que existeixen entre els senyals. Els valors que pot assolir
aquesta mesura es mouen entre -1 i 1 amb cxy(τ) = 1 indicant sincronitzacio´
lineal directa, cxy(τ) = −1 si la sincronitzacio´ lineal e´s inversa i cxy(τ) = 0
indicant que els dos senyals so´n completament independents. El signe del
valor de la cross-correlation indica la direccio´ de l’acoblament: si e´s negatiu
vol dir que els dos senyals tenen els mateixos valors absoluts pero` amb signe
oposat mentre que si e´s positiu, els dos senyals tenen els mateixos valors
absoluts i el mateix signe. Normalment, el valor τ que maximitza aquesta
funcio´ de cross-correlation e´s el valor que s’utilitza com a estimacio´ del retard
entre els dos senyals.
Per altra banda, tambe´ trobem la mesura anomenada cross-spectrum:
Cxy(ω) = (Fx)(ω)(Fy)∗(ω) (4.2)
on Fx (ana`logament, Fy) e´s la transformada de Fourier de x (y) i ∗ fa
refere`ncia a la conjugacio´ complexa de la transformada de Fourier. Aix´ı
doncs, aquesta mesura no e´s me´s que la transformada de Fourier de la cross-
correlation i, per tant, e´s una mesura en funcio´ de les frequ¨e`ncies. Aquestes
frequ¨e`ncies es mouen entre −N/2 < ω < N/2.
Finalment, una altra mesura que detecta les relacions lineals de sincronisme
entre dos senyals e´s la cohere`ncia:
Γxy(ω) =
|〈Cxy(ω)〉|√〈Cxx(ω)〉√〈Cyy(ω)〉 (4.3)
Aquesta mesura e´s la funcio´ de densitat cross-spectral (e´s a dir, el mo`dul
de la cross-spectrum) normalitzada per les seves funcions de densitat auto-
espectral. Ens quantifica la sincronitzacio´ lineal entre x i y en funcio´ de la
frequ¨e`ncia ω. Els valors entre els quals es troba aquesta mesura so´n 0 i 1
de manera que Γxy(ω) = 1 significa sincronitzacio´ lineal ma`xima mentre que
Γxy(ω) = 0 ens indica que els senyals so´n independents.
Tot i que aquestes mesures ara encara en molts treballs es fan servir, presen-
ten limitacions que les converteixen en poc apropiades per a un estudi sobre
sincronitzacio´. Les seves principals limitacions so´n la insensibilitat als efectes
no lineals, que ja hem dit que s´ı que poden tenir lloc i la no capacitat per
detectar el sincronisme entre diferents bandes frequ¨encials. A me´s, aquestes
mesures no so´n molt robustes quan els senyals que volem analitzar no so´n
estacionaris. Precisament, aquest e´s un tret que caracteritza els senyals EEG.
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Tot i aix´ı, es poden fer servir per a una primera presa de contacte amb la in-
formacio´ continguda en els senyals i, en molts casos, es fan servir com a punt
de partida per analitzar amb me´s profunditat el fenomen de sincronitzacio´
entre senyals.
4.2 Mesures no lineals
Les neurones so´n sistemes no lineals que, fins i tot en alguns casos, poden
presentar un comportament cao`tic [15]. Aleshores, si interpretem els senyals
d’EEG com un sistema dina`mic cao`tic, un altre tipus de mesures de sincro-
nisme que s’han estudiat so´n les anomenades mesures no lineals. Tot i que
els primers resultats que es van obtenir amb aquest tipus de mesures donaven
a entendre que els senyals d’EEG presentaven una estructura cao`tica [2], en
estudis me´s recents no s’ha trobat comportament cao`tic en aquests senyals
([18], [43]). En qualsevol cas, aquest tipus de mesures no lineals s’utilitzen
per tal de detectar relacions no lineals (no necessa`riament cao`tiques) a par-
tir de la representacio´ dels senyals en un espai de fase. Per tant, aquestes
mesures so´n me´s adients que les anteriors ja que permeten obtenir informacio´
sobre els components no lineals que puguin existir entre els diferents senyals
que estem estudiant.
Tot i que hi ha diverses variants d’aquest tipus de mesures aqu´ı nome´s pre-
sentarem la que actualment e´s considerada com la que millor reprodueix el
significat de la sincronitzacio´ generalitzada. La idea ba`sica d’aquesta mesura
e´s la segu¨ent: primer reconstru¨ım els retrats de fase que representen les se`ries
temporals de l’EEG. Un cop ho tenim es tracta de veure si un determinat
nu´mero de punts propers en un dels sistemes dina`mics (un canal de l’EEG
correspon a un sistema dina`mic) correspon temporalment a un altre grup
de punts propers en l’altre sistema dina`mic. Si aixo` passa, podem dir que
existeix una relacio´ entre els dos sistemes dina`mics i, per tant, podem parlar
de sincronitzacio´ o d’interdepende`ncia entre els dos canals. En canvi, si el
nu´mero de punts propers d’un dels sistemes dina`mics correspon temporal-
ment a punts molt dispersos en l’altre sistema podrem assegurar que entre
els dos canals de l’EEG no existeix una relacio´ molt forta, e´s a dir, no estan
sincronitzats.
Aix´ı doncs, vegem com so´n les equacions que ens quantifiquen les interde-
pende`ncies no lineals entre les se`ries temporals d’un EEG. Primer de tot hem
de reconstruir el retrat de fase d’aquestes se`ries temporals. Per a fer-ho, el
me`tode que me´s s’utilitza e´s el dels vectors retardats de Takens (1984). A
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partir de les se`ries temporals x i y constru¨ım els segu¨ents vectors:
xn = (xn, ..., xn−(m−1)τ ) (4.4)
yn = (yn, ..., yn−(m−1)τ )
on n = 1, ..., N , m e´s la dimensio´ d’embedding i τ e´s el temps de retard. Hi
ha diferents me`todes per a estimar aquests dos u´ltims valors: la dimensio´
d’embedding del sistema es pot calcular amb el me`tode dels falsos ve¨ıns
propers (false nearest neighbors) mentre que el retard es pot calcular tant
mirant per a quin valor la funcio´ d’autocorrelacio´ aplicada a la se`rie temporal
cau per sota de 1/e com usant el concepte de la informacio´ mu´tua. No entrem
en me´s detall en aquests me`todes ja que no e´s un dels objectius principals
del present treball. Per a me´s informacio´ es pot consultar [1] o [12]. Un cop
tenim els retrats de fase constru¨ıts, denotem per rn,j i sn,j, j = 1, ..., k, els
ı´ndexos temporals dels k ve¨ıns me´s propers a xn i yn, respectivament.
Definim, per a cada xn, la dista`ncia Euclidiana mitjana quadra`tica (mean
squared Euclidean distance) als k ve¨ıns com:
R(k)n (X) =
1
k
k∑
j=1
‖xn − xrn,j‖2 (4.5)
De la mateixa manera, calculem sobre els vectors xn la dista`ncia Euclidiana
mitjana quadra`tica Y-condicionada substituint els ı´ndexos dels k ve¨ıns me´s
propers als vectors xn pels ı´ndexos dels k ve¨ıns me´s propers a yn:
R(k)n (X|Y) =
1
k
k∑
j=1
‖xn − xsn,j‖2 (4.6)
Aleshores, si fem la mitjana de tots els punts xn, e´s a dir,
R(X) =
1
N
N∑
n=1
R(N−1)n (X) (4.7)
tenim:
• Si els sistemes estan fortament correlacionats,
R
(k)
n (X|Y) ≈ R(k)n (X)¿ R(X)
• Si els sistemes so´n independents,
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R
(k)
n (X|Y) ≈ R(X)À R(k)n (X)
A partir d’aquests resultats podem definir la segu¨ent mesura:
Sk(X|Y) = 1
N
N∑
n=1
R
(k)
n (X)
R
(k)
n (X|Y)
(4.8)
Com per construccio´ tenim R
(k)
n (X|Y) > R(k)n (X), resulta que
0 < S(k)(X|Y) 6 1
Aix´ı doncs, valors propers a 0 de S(k)(X|Y) indiquen independe`ncia entre els
senyals mentre que valors propers a 1 indiquen sincronitzacio´.
Figura 4.1: En aquesta figura podem veure de quina manera quantifiquen el grau d’in-
terdepende`ncia les mesures no lineals.
A la Figura 4.1 podem observar gra`ficament el ca`lcul de ve¨ıns entre 2 sistemes.
A l’esquerra tenim l’atractor de Ro¨ssler que s’ha acoblat fortament a un
sistema de Lorenz (dreta, atractor de sota). Veiem que els ve¨ıns-condicionats
del sistema de Lorenz (els valors corresponents als ı´ndexos dels ve¨ıns del
sistema de Ro¨ssler) es troben acumulats en la mateixa zona indicant una
forta interdepende`ncia amb el sistema de Ro¨ssler. En canvi, si calculem el
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sincronisme entre el sistema de Ro¨ssler i el sistema de Lorenz pero` aquest cop
sense acoblar-los (dreta, atractor de sobre) veiem que els ve¨ıns-condicionats
es troben dispersos per tot l’atractor de Lorenz.
A partir de S(k)(X|Y), s’han definit dues altres mesures que tracten d’acurar
els resultats obtinguts. Per exemple,
H(k)(X|Y) = 1
N
N∑
n=1
log
Rn(X)
R
(k)
n (X|Y)
(4.9)
Si H(k)(X|Y) = 0, X i Y so´n independents mentre que H(k)(X|Y) > 0
si posicions properes en X impliquen posicions properes en Y. En canvi, si
H(k)(X|Y) < 0 aleshores posicions properes en Y corresponen a posicions
llunyanes en X. Hi ha estudis que demostren que H e´s me´s robusta en senyals
amb soroll i me´s fa`cil d’interpretar que S pero`, en canvi, e´s una mesura que
no esta` normalitzada. Per aixo`, tambe´ s’ha proposat la segu¨ent mesura:
N (k)(X|Y) = 1
N
N∑
n=1
Rn(X)−R(k)n (X|Y)
Rn(X)
(4.10)
Aquesta mesura esta` normalitzada (els seus valors es troben entre 0 i 1) i, a
me´s, e´s me´s robusta que S. A me´s d’aquestes mesures, tambe´ podem calcular
de manera ana`loga les seves oposades: S(Y|X), H(Y|X) i N(Y|X). Gene-
ralment, aquestes u´ltimes no donen els mateixos resultats que les primeres.
Aixo` vol dir que aquestes mesures ens donen informacio´ sobre la direccionali-
tat de l’acoblament entre els sistemes. Per exemple, si X exerceix influe`ncia
sobre Y s’hauria de complir que H(X|Y) > H(Y|X) (el mateix per a S i N).
Aquest e´s un avantatge me´s sobre les mesures lineals de la seccio´ anterior.
4.3 Informacio´ mu´tua
Aix´ı com en les seccions anteriors hem vist mesures de sincronitzacio´ que es
basaven en similituds tant en el domini temporal com frequ¨encial (mesures
lineals) i en similituds en els espais de fase (mesures no lineals), en aquesta
seccio´ presentarem una mesura que utilitza conceptes del camp de la teoria
de la informacio´.
Suposem que tenim una variable aleato`ria discreta X amb M possibles va-
lors diferents X1, X2, ..., XM obtingudes a partir de la particio´ de X en M
intervals. Cada valor te´ una probabilitat pi, i = 1, ...,M amb pi > 0 ∀i i tal
que
∑
pi = 1. Una possible definicio´ de probabilitat pot ser pi = ni/N amb
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ni el nu´mero de vegades que te´ lloc Xi despre´s de N mostres. Definim tambe´
l’entropia de Shannon com:
I(X) = −
M∑
i=1
pi ln pi (4.11)
L’entropia de Shannon mesura la informacio´ continguda en la variableX. Per
exemple, si tenim una distribucio´ uniforme, e´s a dir, tots els valors possibles
tenen la mateixa probabilitat tindrem una entropia molt gran mentre que si
la nostra distribucio´ e´s de tipus delta de Dirac tindrem una entropia mı´nima.
Suposem ara que disposem d’una altra variable aleato`ria discreta Y . L’en-
tropia conjunta es defineix com:
I(X, Y ) = −
∑
i,j
pXYi,j ln p
XY
i,j (4.12)
on pXYi,j e´s la probabilitat que X = Xi i Y = Yj. Aleshores, si X i Y so´n
independents es compleix pXYi,j = p
X
i · pYj i, per tant, I(X,Y ) = I(X) + I(Y ).
El concepte d’informacio´ mu´tua per tal de decidir el grau d’informacio´ que
podem obtenir d’un senyal donat que tenim informacio´ sobre l’altre senyal i
viceversa es defineix com:
MI(X,Y ) = I(X) + I(Y )− I(X, Y ) (4.13)
on I(X) e´s l’entropia de Shannon de la se`rie temporal X, I(Y ) e´s l’entropia
de Shannon de la se`rie temporal Y i I(X,Y ) e´s l’entropia conjunta. En
aquest cas, si els dos senyals estan totalment sincronitzats,MI(X, Y ) = I(X)
mentre que si so´n totalment independents un de l’altre, MI(X, Y ) = 0.
Aquesta mesura presenta dues limitacions a tenir en compte. Per una banda,
no e´s gaire robusta quan disposem de senyals amb un nu´mero de mostres no
massa gran. Per altra banda, la informacio´ mu´tua no detecta la direccio´ de
depende`ncia entre els senyals, e´s a dir, e´s una mesura sime`trica: MI(X,Y ) =
MI(Y,X). De tota manera, hi ha variants [45] que s´ı que tenen en compte
la direccionalitat de l’acoblament entre els diferents senyals.
4.4 Synchronization likelihood
La synchronization likelihood e´s una mesura que es va proposar en el context
de la teoria de la dina`mica de sistemes no lineals. Durant els anys 80 i 90 es va
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demostrar que dos sistemes dina`mics cao`tics acoblats es poden sincronitzar.
Aix´ı doncs, aquesta mesura detecta el fenomen de sincronitzacio´ generalitza-
da entre sistemes dina`mics cao`tics. Recordem que la sincronitzacio´ genera-
litzada te´ lloc quan l’estat d’un sistema Y esdeve´ funcio´ de l’estat de l’altre
sistema X, establint-se d’aquesta manera la segu¨ent relacio´: Y = F(X).
La synchronization likelihood detecta les interdepende`ncies no lineals, detecta
la direccionalitat de l’acoblament i es pot utilitzar en se`ries no estaciona`ries.
A me´s, aquesta mesura es pot utilitzar per a calcular la sincronitzacio´ en me´s
de dues se`ries o canals d’EEG a la vegada.
Considerem M se`ries temporals discretes xk,i on k fa refere`ncia al nombre
del canal (k = 1, ...,M) i i fa refere`ncia al temps (i = 1, ..., N). Reconstru¨ım
l’espai de fase de cada se`rie temporal amb el me`tode de Takens de manera
que els vectors de l’espai de fase tenen la segu¨ent forma:
Xk,i = (xk,i, xk,i+l, xk,i+2l, ..., xk,i+(m−1)l) (4.14)
on l e´s el temps de retard i m e´s la dimensio´ de l’embedding. Aleshores, per
a cada se`rie temporal i cada moment i calculem la probabilitat P εk,i que els
vectors de l’espai de fase es trobin a una dista`ncia menor que ε:
P εk,i =
1
2(ω2 − ω1)
N∑
j=1,ω1<|i−j|<ω2
θ(ε− ‖Xk,i −Xk,j‖) (4.15)
on ‖ · ‖ e´s la dista`ncia Euclidiana i θ e´s la funcio´ de Heaviside (θ(x) = 0 si
x 6 0 i θ(x) = 1 si x > 0). Per altra banda, ω1 e´s el valor de correccio´ dels
efectes d’autocorrelacio´ de Theiler i ω2 e´s tal que ω1 ¿ ω2 ¿ N . Per a cada
k i cada i la dista`ncia cr´ıtica εk,i es determina de manera que P
εk,i
k,i = pref
on pref ¿ 1. Aleshores, per a cada parell (i, j) que es trobi en la finestra
ω1 < |i− j| < ω2 podem calcular el nu´mero de canals Hi,j on els vectors de
l’espai de fase Xk,i i Xk,j es troben a una dista`ncia menor que la dista`ncia
cr´ıtica εk,i:
Hi,j =
M∑
k=1
θ(εk,i − ‖Xk,i −Xk,j‖) (4.16)
Aquesta quantitat ens indica quants senyals s’assemblen uns als altres. Ara
ja podem definir la synchronization likelihood de la segu¨ent manera:
Sk,i,j =
{ Hi,j−1
M−1 si ‖Xk,i −Xk,j‖ < εk,i
0 si ‖Xk,i −Xk,j‖ > εk,i
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Un cop tenim aquests valors tambe´ podem definir la synchronization likeli-
hood de la segu¨ent manera:
Sk,i =
1
2(ω2 − ω1)
N∑
j=1,ω1<|i−j|<ω2
Sk,i,j (4.17)
Aquest valor ens diu quant sincronitzat esta` el canal k en el moment i a tots
els altresM−1 canals. Si Sk,i = pref , elsM canals es troben no correlacionats.
En canvi, si Sk,i = 1 significa que els M canals estan totalment sincronitzats.
En l’estudi on es presenta la synchronization likelihood [39] es demostra que
aquesta mesura e´s sensible a les variacions de la forc¸a d’acoblament que
es produeixen entre els senyals al llarg del temps. A me´s, tambe´ es pot
comprovar com aquesta mesura depe`n del valor de pref i del nivell de soroll
que contenen els senyals.
4.5 Sincronitzacio´ de fase
Una de les caracter´ıstiques dels senyals EEG e´s que espacialment so´n im-
precisos pero` temporalment tenen una resolucio´ excel·lent, ja que podem
mostrejar els senyals a frequ¨e`ncies molt altes, de l’ordre de 1000Hz (e´s a
dir, podem obtenir fins a 1000 mostres per segon). Aixo` ens permet fer-nos
una idea molt precisa del que esta` passant en cada moment en la zona del
cervell on tenim col·locat el corresponent electrode. A me´s, el fet de poder
obtenir aquesta resolucio´ temporal tan alta ha perme`s descriure l’aspecte vi-
sual d’aquests senyals amb molt detall. Aix´ı, i tal com podem observar a la
Figura 4.2, els EEG s’assemblen a funcions sinusoidals, amb uns para`metres
interns no constants al llarg del temps. Aquest u´ltim tret fa refere`ncia a la no
estacionarietat que presenten els senyals fisiolo`gics. En definitiva, ens trobem
davant uns objectes oscil·latoris. Aquesta visio´ dels senyals electroencefalo-
gra`fics com objectes oscil·latoris e´s la que s’ajusta me´s a la realitat. De fet,
existeixen nombrosos estudis que afirmen que e´s la fase del senyal la que ens
do´na informacio´ rellevant de l’EEG i no tot el senyal [35].
Per tant, direm que les mesures que tracten tot el senyal en comptes de
considerar nome´s les fases so´n me´s insensibles a l’hora de detectar les pos-
sibles interrelacions entre els diferents senyals. Aleshores, el concepte de
sincronitzacio´ de fase fa refere`ncia a les relacions que s’estableixen entre les
fases dels senyals encara que les amplituds no estiguin correlacionades [25].
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Figura 4.2: Fragment d’un senyal EEG.
Les mesures derivades d’aquest concepte ens permeten detectar sincronisme
de fase entre diferents parts del cervell, sincronitzacio´ de fase entre diferents
bandes frequ¨encials i sincronitzacio´ de fase respecte un est´ımul extern. A
continuacio´ detallarem com es mesura la sincronitzacio´ de fase.
Direm que dos senyals presenten sincronitzacio´ de fase si compleixen la segu¨ent
condicio´ de phase locking:
|nφx −mφy| < ε (4.18)
on m, n ∈ N i φx,y(t) so´n les fases dels senyals definits en la recta real. S’ha
de tenir en compte que tot i que establim la condicio´ de sincronisme depe-
nent d’uns nombres naturals n i m (a la seccio´ 3.1 hem vist quin significat
tenen aquests nombres naturals), aquests solen ser, en el cas de senyals neu-
rofisiolo`gics, n = 1 i m = 1. Aixo` vol dir, que la frequ¨e`ncia dels dos senyals
e´s la mateixa, aproximadament. Aleshores, el que necessitem primer per a
calcular el sincronisme amb aquest grup de mesures e´s obtenir la fase instan-
ta`nia dels senyals. Aquesta operacio´ tradicionalment s’ha fet mitjanc¸ant dos
me`todes: un d’ells utilitza el concepte de senyal anal´ıtic i comporta el ca`lcul
de la transformada de Hilbert del senyal i l’altre consisteix en convolucionar
el senyal amb una wavelet. Per altra banda, a la seccio´ 3.3 hem vist com
defin´ıem la fase per als electrocardiogrames (ECG). En aquest cas concret,
considerem un cicle com la dista`ncia entre dos pics consecutius de manera
que: {
φtk = 2pik
φt = 2pik + 2pi
t−tk
tk+1−tk
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on tk fa refere`ncia al temps del pic nu´mero k i tk < t < tk+1.
Vegem ara quins me`todes d’extraccio´ de fase s’utilitzen per als EEG. Suposem
que disposem d’una se`rie cont´ınua x(t). Definim el senyal anal´ıtic:
Zx(t) = x(t) + ix˜(t) = Ax(t) exp(iφx(t)) (4.19)
on x˜(t) e´s la transformada de Hilbert del senyal:
x˜(t) = (Hx)(t) = 1
pi
P.V.
∫ +∞
−∞
x(t′)
t− t′dt
′ (4.20)
essent P.V. el valor principal de Cauchy. De fet, la transformada de Hilbert
es pot definir com la convolucio´ del senyal amb la funcio´ 1/pit. Aixo` vol dir
que podem interpretar la transformada de Hilbert com un filtre ideal tal que
la seva amplitud de resposta e´s la unitat i la seva fase de resposta e´s un
retard de pi/2 per a totes les frequ¨e`ncies. Tot i que la fase es pot obtenir per
a un senyal amb un espectre de frequ¨e`ncies ample, la fase instanta`nia te´ un
significat f´ısic clar nome´s si el senyal te´ un espectre de frequ¨e`ncies estret. Per
tant, es recomana que el senyal es filtri abans d’extreure la fase instanta`nia
per tal de quedar-nos nome´s amb la banda frequ¨encial que ens interessa. Un
avantatge de la transformada de Hilbert e´s que no necessita que les dades
siguin estaciona`ries, tret que s´ı presenten els senyals d’EEG.
L’altre me`tode, obte´ la fase instanta`nia dels senyals utilitzant la convolucio´
del senyal amb una wavelet, normalment la de Morlet o la de Gabor. A [27],
utilitzen la segu¨ent funcio´ wavelet complexa:
Ψ(t) = (eiω0t − e−ω20σ2/2) · e−t2/2σ2 (4.21)
on ω0 e´s la frequ¨e`ncia central de la wavelet i σ e´s un para`metre d’amplada
de la banda que determina la rao´ de deca¨ıment de la funcio´. L’amplada de
la wavelet ve definida per m = ω0σ
2
t i fa refere`ncia al nu´mero de cicles de
la frequ¨e`ncia corresponent que compre`n. Aquesta funcio´ no e´s me´s que la
wavelet de Morlet (eiω0t · e−t2/2σ2) me´s un terme negatiu que evita que la
convolucio´ amb el senyal original doni lloc a una funcio´ esbiaixada en els
casos en els que el senyal conte´ components frequ¨encials baixos. Per tant, la
wavelet de Morlet te´ una resolucio´ tant temporal com frequ¨encial o`ptima per
utilitzar-la en l’ana`lisi de senyals d’EEG, [41]. Aleshores, la convolucio´ del
senyal amb la wavelet ens do´na una se`rie temporal complexa:
Wx(t) = (Ψ ◦ x)t = Ax(t) exp(iφx(t)) (4.22)
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L’extraccio´ de la fase mitjanc¸ant la convolucio´ del senyal amb una wavelet
es pot interpretar com el prefiltratge del senyal original a la frequ¨e`ncia ω0 ja
que Wx(t) e´s diferent de zero nome´s per a aquells valors propers a ω0. Per
tant, en aquest cas, no cal filtrar el senyal abans d’extreure la fase tal i com
hem dit que s’ha de fer si usem la transformada de Hilbert. En canvi, hem
de triar la frequ¨e`ncia central ω0 i l’amplada de l’interval de les frequ¨e`ncies al
qual s’aplicara` la convolucio´ del senyal.
S’han fet alguns estudis, com per exemple [44], on es comparen els resultats
obtinguts dels ı´ndexos de sincronisme depenent del me`tode que s’ha utilitzat
per a calcular la fase instanta`nia. La conclusio´ final a la que arriben e´s que
les difere`ncies que es poden apreciar entre els dos me`todes so´n mı´nimes i, per
tant, aquests dos me`todes (transformacio´ de Hilbert o convolucio´ amb una
funcio´ wavelet complexa) so´n equivalents a l’hora d’estudiar el sincronisme
en senyals neuroele`ctrics. Els possibles motius per afirmar que so´n me`todes
equivalents es basen primerament en que en els dos casos ens restringim a
senyals amb un espectre de frequ¨e`ncies estret (si els senyals originals no ho
so´n, els filtrarem). En segon lloc, en els dos me`todes convolucionem el senyal
amb una funcio´ que va decaient.
Un cop tenim la fase instanta`nia dels senyals que volem analitzar hem de
calcular la difere`ncia de fase entre els 2 senyals:
ψn,m = nφx −mφy (4.23)
Ara ja estem en disposicio´ d’analitzar el sincronisme entre els senyals. Per
aixo`, tenim 4 ı´ndexos que ens quantifiquen, des d’un punt de vista estad´ıstic,
el grau de sincronitzacio´ existent entre els dos senyals que volem analitzar.
Un primer ı´ndex, [20], analitza la distribucio´ dels valors de la difere`ncia de
fase sobre el cercle unitat, e´s a dir, en l’interval [0, 2pi]. Per exemple, si les
fases dels dos senyals mantenen la seva difere`ncia constant durant la major
part del temps, trobarem un pic en l’histograma de les fases i aixo` donara`
lloc a un valor alt de l’´ındex. Aix´ı doncs, definim la mean phase coherence
com:
γ = |〈exp(iψn,m(t))〉t| =
√
〈cosψn,m(t)〉2t + 〈sinψn,m(t)〉2t (4.24)
Tambe´ es defineix aquest ı´ndex com la intensitat del primer mode de Fourier
de la distribucio´ de ψn,m. Aix´ı, quant me´s sincronitzats estiguin els canals,
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me´s proper a 1 sera` el valor de γ. En canvi, quan la distribucio´ de valors sigui
me´s semblant a una distribucio´ uniforme, el valor de γ sera` me´s proper a 0.
Un avantatge d’aquest ı´ndex, des del punt de vista aplicat, e´s que no depe`n de
cap para`metre i, per tant, el resultat que obtinguem sera` totalment dependent
del senyal. A me´s, e´s un ı´ndex robust al soroll que puguin presentar els
senyals. Per altra banda, aquest ı´ndex no e´s sensible a l’evolucio´ temporal
del senyal. Aquest fet pot donar lloc a valors de l’´ındex que en alguns casos
no reflecteixen el grau real de sincronitzacio´. Aquesta imprecisio´ dels valors
de la mean phase coherence tambe´ es pot donar si els senyals que estem
analitzant tenen un espectre de frequ¨e`ncies ample. En aquest cas, hem de
filtrar pre`viament els senyals.
Un altre ı´ndex que mesura la sincronitzacio´ de fase es va definir a [42]. En
aquest cas es mesura la distribucio´ de la difere`ncia de fase ψn,m a partir de
l’entropia de Shannon:
ρ =
Smax − S
Smax
(4.25)
on
S = −∑k pk ln pk
e´s l’entropia de Shannon i Smax = lnN amb N el nombre d’intervals que es
fan servir per a calcular l’entropia de Shannon. Aquest valor se sol calcular
a partir de N = exp(0.626 + 0.4 ln(M − 1)) on M e´s el nu´mero de mostres
que te´ el senyal, [42]. Pre`viament al ca`lcul de l’entropia de Shannon hem de
calcular la difere`ncia relativa de les fases, e´s a dir, Ψn,m = ψn,m mod 2pi. Els
valors d’aquest ı´ndex tambe´ es troben entre 0, si la distribucio´ dels valors e´s
uniforme i 1 si la distribucio´ e´s una funcio´ delta de Dirac. L’avantatge que
presenta aquest ı´ndex respecte la mean phase coherence e´s que aquest u´ltim
pot donar valors me´s baixos de sincronisme si la distribucio´ de la difere`ncia
de fase presenta me´s d’un pic. Aixo` sol passar si la difere`ncia de fase e´s me´s
o menys constant excepte en determinats moments, on tenen lloc salts entre
diferents valors. Aleshores, tot i que els senyals es troben sincronitzats la
major part del temps, aquests salts poden fer que les fases es cancel·lin en
el ca`lcul de l’´ındex donant lloc a valors me´s propers a zero. Per altra ban-
da, l’´ındex basat en l’entropia de Shannon depe`n essencialment del nu´mero
d’intervals que s’han usat per a calcular l’histograma de la difere`ncia de fase.
Per tant, podem trobar que tot i que els 2 senyals estiguin completament
sincronitzats el valor de l’´ındex sigui petit.
A [31] es va proposar un altre ı´ndex anomenat phase stroboscope basat en
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el concepte de la probabilitat condicional. Semblant a l’anterior, primer
es distribueixen els valors de les fases φx(t), φy(t) en els intervals [0, 2pim),
[0, 2pin), respectivament. Aquests intervals es divideixen en L intervals me´s
petits. Aleshores, l’´ındex mesura la probabilitat que una de les fases pertanyi
a un cert interval donat que l’altra fase tingui un determinat valor:
λn,m =
1
L
L∑
l=1
|rl(tj)| (4.26)
on j e´s el temps, rl(tj) = (1/Ml)
∑
exp(φy(tj)) ∀j tal que φx(tj) pertanyi a
l’interval l on Ml e´s el nu´mero de punts dins aquest interval. Aquest ı´ndex
normalment s’utilitza quan un dels dos senyals que estem analitzant presenta
pics molt marcats (per exemple, un electrocardiograma).
Finalment, a [21] es presenta un altre ı´ndex de sincronitzacio´ de fase, dynamic
cross-lag phase synchronization index :
γn,m(ti) =
√
Cn,m(ti)2 + Sn,m(ti)2 (4.27)
on
Cn,m(ti) =
1
ω/∆t
ω/2∆∑
j=−ω/2∆t
cos[ψn,m(ti + j∆t)] (4.28)
Sn,m(ti) =
1
ω/∆t
ω/2∆∑
j=−ω/2∆t
sin[ψn,m(ti + j∆t)]
Aqu´ı, ω e´s una finestra de temps que conte´ entre 6 i 10 cicles de la trajecto`ria
del senyal. Aquest ı´ndex e´s molt semblant al primer que hem presentat encara
que en aquest cas, en comptes de tenir un sol valor que ens quantifica el grau
de sincronisme en tot el senyal, en tenim un per a cada mostra temporal i del
senyal. En principi, aquest ı´ndex ens aporta me´s informacio´ que el primer ja
que podem veure l’evolucio´ temporal de la sincronitzacio´ entre un parell de
canals.
4.6 Cross correntropy
Finalment, presentem una mesura que s’ha publicat recentment anomena-
da coeficient de correntropia, [46]. La correntropia e´s un concepte nou que
quantifica la similitud a partir d’un me`tode de reproduccio´ del nucli de l’espai
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de Hilbert. Aquest coeficient e´s sensible als moments d’ordres me´s alts dels
estad´ıstics d’un senyal i utilitza una funcio´ de similitud anomenada cross-
correntropy. Aquesta funcio´ projecta de manera no lineal el senyal original
en el nucli d’un espai de Hilbert de dimensio´ me´s gran. Aleshores, el co-
eficient de correntropia calcula el cosinus de l’angle que formen els vectors
transformats en aquest nou espai. En funcio´ del valor que obtenim podem
dir si els senyals estan sincronitzats o no.
El coeficient de correntropia de dues variables aleato`ries o de dos se`ries tem-
porals independents e´s zero mentre que si les se`ries temporals so´n ide`ntiques,
el coeficient de correntropia e´s 1. En canvi, si les se`ries temporals evolucionen
de manera oposada, el coeficient de correntropia assoleix el valor -1.
El nucli me´s usat en la representacio´ de dades no lineals e´s el nucli Gaussia`:
κ(x, y) =
1√
2piσ
exp
{
− (x− y)
2
2σ2
}
(4.29)
on σ e´s l’amplada del nucli. Aquest nucli es pot descomposar en vectors i
valors propis mitjanc¸ant una funcio´:
Φ : x→ √λnϕn(x), n = 1, 2, ...
on ϕn(x), n = 1, 2, ... i λn, n = 1, 2, ... so´n les sequ¨e`ncies de funcions pro`pies
i de valors propis, respectivament. Segons el Teorema Moore-Aronszajn,
κ(x, y) determina de manera u´nica un nucli d’un espai de Hilbert, Hk, on
la transformacio´ no lineal Φ aplica el senyal original en la superf´ıcie d’una
esfera en Hk. Aleshores, la funcio´ cross-correntropy es defineix com:
V (x, y) = E[κ(x, y)] = E[〈Φ(x),Φ(y)〉] (4.30)
on E e´s l’operador estad´ıstic esperanc¸a. Aquesta funcio´ es pot generalitzar
de manera que obtenim la funcio´ centred cross-correntropy
U(x, y) = E[κ(x, y)]− ExEy[κ(x, y)] (4.31)
Finalment, el coeficient de correntropia es defineix com:
η =
U(x, y)√
U(x, x)U(y, y)
(4.32)
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4.7 Remarques
Despre´s d’haver descrit les principals mesures i ı´ndexos que s’estan fent servir
per tal d’analitzar els senyals d’EEG hem de remarcar uns quants aspectes.
En primer lloc, tal i com hem dit al principi del cap´ıtol, no hem demenysprear
les mesures lineals. Un bon estudi sobre sincronitzacio´ en EEG hauria de con-
templar les mesures tant lineals com no lineals per tal de tenir una imatge
me´s real i me´s completa de les dades analitzades. Un motiu pel qual no
podem deixar de banda les mesures lineals e´s que en alguns casos, aquestes
presenten millors propietats que les mesures no lineals com, per exemple,
la robustesa dels resultats en senyals que presenten soroll. Per altra ban-
da, les mesures no lineals contemplen els senyals no estacionaris a difere`ncia
de les que so´n lineals. Finalment, hem de comparar els resultats que hem
obtingut amb els resultats de les dades substitutives (surrogate data) per
assegurar-nos que realment els senyals originals presenten interdepende`ncies
no lineals. Les dades substitutives es construeixen fent desapare`ixer qual-
sevol relacio´ no lineal existent aleatoritzant els punts dels senyals originals.
Per tant, si els senyals originals nome´s presenten caracter´ıstiques lineals, els
resultats obtinguts amb aquests senyals i les se`ries substitutives han de ser
els mateixos. En canvi, si els senyals originals s´ı que presenten relacions no
lineals, els resultats obtinguts amb els dos tipus de senyals haurien de ser
diferents. Al cap´ıtol 6 del treball explicarem amb me´s detall com s’obtenen
aquestes dades i quines consequ¨e`ncies te´ la seva utilitzacio´.
Un altre aspecte que hem d’aclarir e´s: quina mesura no lineal em conve´ uti-
litzar per a les meves dades? S’han fet nombrosos estudis comparatius per
a contestar aquesta pregunta ([27], [38]). Una de les coses en la que tots els
autors estan d’acord e´s que el tipus de mesura que utilitzem per al nostre
estudi ha d’anar directament lligat al tipus de dades amb el que estem tre-
ballant i al tipus d’informacio´ que volem obtenir. En el nostre cas, estudiem
la sincronitzacio´ entre senyals EEG. Aquests tipus de senyals els podem con-
siderar objectes oscil·latoris (veure Fig. 4.2) la fase dels quals ens aporta la
informacio´ rellevant sobre la seva dina`mica. Per tant, les mesures que tinguin
en compte aquesta interpretacio´ dels EEG proporcionaran resultats me´s re-
al´ıstics. Si, a me´s, nome´s fan sevir la fase i no tot el senyal, les conclusions a
les que podem arribar no es veuran alterades per la dina`mica, sovint cao`tica,
de l’amplitud. Aix´ı doncs, te´ sentit aplicar els ı´ndexos de sincronitzacio´ de
fase a aquestes dades.
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Cap´ıtol 5
Nova mesura de sincronitzacio´
de fase
5.1 Inconvenients dels ı´ndexos de sincronitzacio´
de fase
L’objectiu de la part experimental del treball e´s trobar un me`tode que quan-
tifiqui de la manera me´s precisa possible i amb un sol valor la sincronia
de fase dels senyals EEG enregistrats en diferents zones del co`rtex cerebral.
Aleshores, e´s evident que utilitzarem els ı´ndexos que hem presentat a la seccio´
anterior. Tot i aixo`, en descartarem alguns ja que no compleixen els nostres
requeriments inicials.
Per comenc¸ar, com que el que volem e´s obtenir un sol valor que ens quan-
tifiqui el grau de sincronia, l’´ındex Dynamic Cross-Lag phase synchronization
no ens serveix ja que ens do´na tota una se`rie de valors que ens determinen
l’evolucio´ temporal de la sincronitzacio´. Per altra banda, l’´ındex phase stro-
boscope tampoc e´s el me´s adient ja que nosaltres volem mesurar el grau de
sincronia entre senyals electroencefalogra`fics i aquesta mesura se sol utilit-
zar quan un dels dos senyals conte´ pics marcats (per exemple, un electro-
cardiograma). Aix´ı doncs, l’´ındex mean phase coherence i l’´ındex basat en
l’entropia de Shannon so´n els que me´s s’ajusten als requeriments del nostre
estudi ja que tots dos mesuren el grau de sincronisme entre 2 canals d’un
senyal EEG proporcionant-nos un sol valor normalitzat, fet que facilita la se-
va interpretacio´. Tot i aixo`, aquestes dues u´ltimes mesures presenten alguns
inconvenients que fan que en determinades circumsta`ncies els resultats que
obtenim no reflecteixen el sincronisme real que existeix entre els dos senyals.
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Si hi ha poc soroll en els senyals, la difere`ncia de fase d’una parella de canals
que en principi estan sincronitzats fluctua al voltant d’un valor constant
ψ0n,m(t) ∀t amb unes breus interrupcions causades pels phase slips (salts de
fase de valor ±2pi). Aquests salts els hem de considerar com un efecte de
desincronitzacio´ dels senyals. Aleshores, com que la difere`ncia de fase va
augmentant degut als phase slips, la condicio´ de phase locking (4.18) deixa
de ser va`lida. En canvi, la fase c´ıclica relativa
Ψn,m = ψn,m mod 2pi (5.1)
es mante´ constant al voltant del valor Ψ0n,m = ψ
0
n,m(t) mod 2pi ∀t ja que
ψ0n,m(t) = ψ
0
n,m(t)+2pik al cercle unitat, amb k ∈ Z. Aix´ı doncs, la distribucio´
dels valors de la difere`ncia de fase en el cercle unitat presenta un pic en el
valor Ψ0n,m. Si apliquem l’´ındex mean phase coherence en aquesta situacio´
obtindrem un valor molt alt, proper a 1, com a consequ¨e`ncia d’aquest pic
predominant. Aquest resultat indica que els senyals es troben sincronitzats
des d’un punt de vista estad´ıstic.
Si en canvi, el soroll present en els senyals e´s me´s fort, els phase slips tenen
lloc de manera me´s frequ¨ent i la difere`ncia de fase s’assembla a un camı´
aleatori. Per tant, els intervals entre els salts, tot i que fluctuen al voltant d’un
determinat valor φ0n,m(t), so´n molt breus. La transicio´ cap a la sincronitzacio´
pra`cticament desapareix i l’estat de phase locking s’aprecia vagament. En
qualsevol cas, la fase c´ıclica relativa segueix presentant Ψ0n,m com a valor
predominant. Per tant, si en aquest cas tornem a aplicar la mean phase
coherence obtindrem de nou un valor relativament alt ja que la distribucio´
de valors de difere`ncia de fase presentara` un pic en el valor Ψ0n,m. En aquest
punt e´s on detectem el primer problema. El fet de considerar la difere`ncia
de fase mo`dul 2pi menysprea aquests phase slips de manera que dos senyals
amb una difere`ncia de fase cada vegada me´s gran (degut als continus phase
slips) pot donar lloc a un valor de sincronitzacio´ relativament alt que ens faci
entendre que els senyals es troben me´s o menys sincronitzats. Per exemple,
en la Figura 5.1 podem observar la gra`fica de la difere`ncia de fase de dos
senyals EEG enregistrats en un pacient amb fo`bia a volar. A simple vista,
la difere`ncia de fase no sembla que es mantingui constant al voltant de cap
valor. Els successius salts que hi podem distingir so´n de valor 2pik, k ∈ Z, i
el resultat que obtenim quan apliquem l’´ındex mean phase coherence e´s de
0.62946 el que ens do´na a entendre que els senyals s´ı que estan me´s o menys
sincronitzats.
Aquest fenomen dels phase slips pot ser causat per un terme de soroll com
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Figura 5.1: Gra`fica de la difere`ncia de fase entre 2 senyals EEG. Tot i que visualment
podem apreciar que els dos canals corresponents a aquesta difere`ncia de fase no estan
sincronitzats, el resultat que ens proporciona la mean phase coherence no ens indica el
mateix.
acabem de veure pero` tambe´ degut a la no estacionarietat dels senyals fisiolo`-
gics. Aix´ı doncs, podem suposar que els para`metres intr´ınsecs del sistema que
regulen la dina`mica dels EEG poden anar variant al llarg del temps. Aquestes
variacions les podem explicar a partir del comportament de l’equacio´ diferen-
cial (3.7). Segons el que hem dit en aquesta seccio´, la trajecto`ria de l’equacio´
diferencial de la difere`ncia de fase pot presentar en un principi dos punts
fixos (es correspondria a l’estat de sincronitzacio´ en el qual la difere`ncia de
fase e´s constant). Degut a un canvi de para`metres, el sistema pot passar a
no tenir cap punt fix (estat en el qual els dos senyals es desincronitzarien i,
per tant, la seva difere`ncia de fase seria creixent o decreixent) i, me´s tard,
tornar a presentar un altre cop dos punts fixos (tornar´ıem a estar en la regio´
de sincronitzacio´). Just en el moment en el que els punts fixos acaben de
desapare`ixer, me´s enlla` de la bifurcacio´, les solucions del sistema es mante-
nen en un estat de pseudo-estabilitat que e´s el que do´na lloc als phase slips.
Aix´ı, quan tornen a apare`ixer els punts fixos, la difere`ncia de fase torna a ser
constant pero` a una difere`ncia de ±2pi respecte l’anterior. Per tant, depenent
dels valors que prenguin els para`metres del sistema i de la frequ¨e`ncia amb la
que aquests canvien, la difere`ncia de fase dels canals d’EEG presentaran me´s
o menys phase slips i, en consequ¨e`ncia, la sincronitzacio´ sera` me´s o menys
evident.
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L’altre inconvenient que presenta aquest ı´ndex el trobem quan la distribucio´
dels valors de la fase c´ıclica relativa presenta me´s d’un pic. Aquesta situacio´
te´ lloc quan la difere`ncia de fase es mante´ constant al voltant de me´s d’un
determinat valor, e´s a dir, quan la difere`ncia de fase es va alternant entre me´s
d’un valor predominant. Tornant a l’equacio´ diferencial de la difere`ncia de
fase, podem observar 2 valors diferents de difere`ncia de fase si inicialment els
valors dels para`metres so´n tals que l’equacio´ te´ 4 punts fixos. Per comenc¸ar,
tindr´ıem una determinada difere`ncia de fase constant. En el moment en que
els valors dels para`metres canvi¨ın i desapareixin 2 punts fixos, la difere`ncia
de fase canviara` de valor a causa de la converge`ncia de la solucio´ cap a
l’altre punt fix estable que encara queda (i que no esta` a dista`ncia 2pi). La
combinacio´ d’estats de sincronitzacio´ amb estats de desincronitzacio´ es pot
anar complicant aix´ı com vagi augmentant el nu´mero de punts fixos que
presenti l’equacio´.
En aquest cas, com que la mean phase coherence quantifica la desviacio´ de la
distribucio´ de valors de la difere`ncia de fase respecte una distribucio´ uniforme,
els resultats que obtenim si la distribucio´ e´s multimodal so´n me´s baixos que
si la distribucio´ e´s unimodal ja que en el primer cas, la desviacio´ e´s me´s
petita. En el proce´s de ca`lcul de la mean phase coherence aixo` e´s tradueix en
una possible cancel·lacio´ dels sinus i cosinus dels valors de difere`ncia de fase
quan fem la mitjana al llarg del temps d’aquests valors. El cas me´s extrem
es produeix si la difere`ncia de fase s’alterna entre valors que es troben a una
dista`ncia de pi durant el mateix temps. Com que:
sin(x+ pi) = −sin(x)
cos(x+ pi) = −cos(x)
es te´ que
√(
nsin(x) + nsin(x+ pi)
2n
)2
+
(
ncos(x) + ncos(x+ pi)
2n
)2
=
=
√(
nsin(x)− nsin(x)
2n
)2
+
(
ncos(x)− ncos(x)
2n
)2
= 0
on hem suposat que cada valor de la difere`ncia de fase es mante´ durant
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n passos de temps (veure Fig. 5.2). El valor final de l’´ındex mean phase
coherence e´s zero, indicant que els senyals so´n totalment independents.
Figura 5.2: Difere`ncia de fase hipote`tica al llarg del temps entre dos senyals sincronitzats
on aquesta difere`ncia es va alternant entre dos valors que es troben a una dista`ncia de pi.
Per altra banda, l’´ındex basat en l’entropia de Shannon no subestima el valor
del sincronisme quan la distribucio´ de la fase c´ıclica relativa e´s multimodal.
En canvi, els resultats que obtenim amb aquest ı´ndex depenen del nu´mero
de bins que hem utilitzat per calcular l’histograma de la distribucio´ de la
fase c´ıclica relativa. Aix´ı, encara que els senyals estiguin perfectament sin-
cronitzats aquest ı´ndex do´na resultats molt baixos que fan dif´ıcil la seva inter-
pretacio´, [32]. A me´s, com que els senyals que utilitzem per fer els estudis de
sincronisme normalment no so´n massa llargs i el nu´mero de mostres en molts
casos no e´s molt gran, quan estem davant 2 senyals completament indepen-
dents la seva distribucio´ de fases no e´s estrictament uniforme. Aixo` implica
que la seva entropia ma`xima no e´s exactament lnN i, per tant, els resultats
que obtenim estan esbiaixats. Per exemple, a la Figura 5.3 podem observar
les gra`fiques de dues difere`ncies de fase entre parelles de canals d’EEG. En
la gra`fica de l’esquerra podem observar que la difere`ncia de fase es mante´
pra`cticament constant al voltant de 2pi durant tot el registre indincant-nos
que els dos senyals estan sincronitzats. De fet, la mean phase coherence ens
do´na un resultat de 0.98909. En canvi, amb l’´ındex basat en l’entropia de
Shannon obtenim un resultat de 0.54996. Aquest resultat no es correspon
amb el que visualment ens mostra la gra`fica. De la mateixa manera, en la
gra`fica de la dreta, la difere`ncia de fase es mante´ constant durant llargs in-
tervals. Aix´ı ho demostra l’´ındex mean phase coherence amb un valor de
0.85022. Un cop me´s, l’´ındex basat en l’entropia de Shannon ens do´na un
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resultat exageradament baix, 0.24034, subestimant aix´ı la sincronia existent
entre els canals.
Figura 5.3: Gra`fiques de les difere`ncies de fase entre 2 parelles de canals d’EEG. Tot i que
aparentment en les dues gra`fiques podem entendre que els canals es troben sincronitzats
(i aix´ı ho corroboren els resultats de l’´ındex mean phase coherence), l’´ındex basat en
l’entropia de Shannon no ens indica el mateix.
Despre´s d’haver vist les limitacions que presenten els ı´ndexos que mesuren
la sincronitzacio´ de fase des d’un punt de vista estad´ıstic ens hem plantejat
buscar un nou me`tode amb el qual poguem obtenir resultats me´s acurats. La
principal difere`ncia respecte els altres ı´ndexos e´s la manera d’entendre que les
fases de dos senyals es troben sincronitzades. La condicio´ de phase locking
(4.18) ens diu que les fases es troben sincronitzades durant un cert temps
si la seva difere`ncia es mante´ constant en aquell interval de temps. Llavors,
partint d’aquesta condicio´, la idea central del nostre me`tode e´s buscar aquells
intervals de temps on la difere`ncia de fase, sigui quina sigui, es mante´ constant
per despre´s quantificar la llargada i la quantitat d’aquests intervals.
Aix´ı doncs, busquem un me`tode per a quantificar el sincronisme de fase entre
canals d’EEG tal que:
• Consideri els phase slips com un signe de desincronitzacio´.
• No subestimi la sincronia en cas que la distribucio´ de fases sigui mul-
timodal. E´s a dir, aquest me`tode ha de permetre que la difere`ncia de
fase es mantingui constant a diferents nivells en diferents intervals de
temps.
• Ens doni un valor entre 0 (independe`ncia dels senyals) i 1 (sincronitzacio´
de fase total) que ens faciliti la interpretacio´ dels resultats.
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5.2 I´ndex I
En aquest apartat explicarem en que` consisteix el nou me`tode que hem dis-
senyat per a quantificar la sincronitzacio´ de fase entre senyals electroence-
falogra`fics. La primera difere`ncia que trobem entre aquest nou ı´ndex i els
altres dos (la mean phase coherence i l’´ındex basat en l’entropia de Shannon)
e´s que no usem la fase c´ıclica relativa. Per a determinar si dos senyals estan
sincronitzats o no, nome´s fem servir la seva difere`ncia de fase. D’aquesta
manera podem visualitzar els phase slips i, per tant, podem interpretar-los
com un efecte de desincronitzacio´. Recordem que un dels inconvenients de la
mean phase coherence e´s que quan fem el mo`dul 2pi a la difere`ncia de fase, els
phase slips desapareixen i el grau de sincronisme es sobreestima. Si no fem
el mo`dul, la primera condicio´ que requer´ıem a la nova mesura de sincronisme
queda coberta.
Aix´ı doncs, el nostre me`tode cerca els intervals de temps on la difere`ncia de
fase e´s constant i quantifica el grau de sincronisme com a funcio´ de la longitud
d’aquests intervals. Me´s concretament, el que fem e´s calcular la proporcio´
d’intervals on la difere`ncia de fase e´s constant respecte la longitud total dels
senyals. Cada interval constant el multipliquem per un pes per a obtenir
resultats me´s acurats. Per tant, entenem que una parella de senyals estara`
me´s sincronitzada que una altra si la llargada dels intervals on la difere`ncia
de fase de la primera parella es mante´ constant e´s me´s gran que en la segona
parella, independentment de quins siguin els valors de la difere`ncia de fase.
D’aquesta manera, el segon requisit que demana`vem a la nova mesura tambe´
es compleix amb aquest me`tode de cerca d’intervals.
Per a calcular el grau de sincronisme amb el nostre me`tode hem desenvolupat
una funcio´ amb MatLab que ens detecta els intervals de temps on la difere`ncia
de fase es mante´ pra`cticament constant i d’aqu´ı extreu un sol valor que es
trobara` entre 0 i 1 tal i com requer´ıem a la seccio´ anterior. A continuacio´,
explicarem quin e´s el seu funcionament. A l’ape`ndix trobarem el codi escrit
en MatLab d’aquesta funcio´ aix´ı com de la interf´ıcie que hem programat per
a calcular el sincronisme de fase amb diferents mesures.
Per tal d’anar precisant la programacio´ de la nostra funcio´ i per a determinar
el valor de certs para`metres que necessitem, de manera que els resultats que
ens proporcioni la funcio´ siguin els correctes, hem de disposar de senyals
d’EEG dels quals sapiguem el seu grau de sincronisme a priori. Per aixo`,
hem utilitzat un conjunt de senyals d’EEG que provenen d’un altre estudi
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realitzat al Departament NDPC. En aquest estudi es va analitzar el grau
de sincronisme d’aquests senyals i, per tant, tenim uns valors de refere`ncia
a partir dels quals podem anar determinant si la nostra funcio´ ajusta be´ el
grau de sincronisme.
Abans d’executar el programa
Primer de tot, hem de filtrar els senyals que volem analitzar a una banda
estreta ja que hem explicat que e´s l’u´nica manera que les fases que despre´s
extraiem tinguin un significat f´ısic clar. Un cop tenim la parella de senyals
filtrada, hem d’extreure les seves fases. Nosaltres, hem optat pel me`tode de
la transformada de Hilbert tot i que tambe´ serveix la convolucio´ amb una
wavelet. Aix´ı doncs, el que fem a continuacio´ e´s calcular la difere`ncia de
les fases. Aquesta se`rie temporal resultant queda emmagatzemada en un
fitxer d’extensio´ .txt que e´s el que haurem d’introduir a la funcio´ que hem
creat anomenada index_sincro. A me´s del fitxer que conte´ la difere`ncia
de fase dels senyals, la funcio´ tambe´ necessita 3 para`metres (eps, sdv_max,
llargada_sincro) que ens ajudaran a ajustar els resultats del grau de sin-
cronisme depenent de la naturalesa dels senyals que estudiem.
Detectem una zona plana
Un cop executem index_sincro, el programa recorre el vector difere`ncia
de fase (diferencia) de 50 mostres en 50 i anomena a aquest nou vector
Diferencia_50. Aleshores, mira si les difere`ncies consecutives de Diferencia_50
so´n menors que eps, on eps e´s, per defecte, 0.5. Aquest primer filtre serveix
per a distingir els salts, entre ells els phase slips, que es produeixen en la
gra`fica de la difere`ncia de fase.
Aquest pas, inicialment consistia en fer el ca`lcul de la derivada del senyal.
Com que les mostres dels senyals es troben equiespaiades, els valors de la
derivada so´n proporcionals als que obtenim calculant les difere`ncies conse-
cutives del vector diferencia. Amb la derivada, podem detectar possibles
ma`xims i mı´nims locals i, per tant, detectar on tenen lloc els phase slips (es
corresponen amb els salts bruscos que observem en la gra`fica de diferencia).
Ens vam adonar, pero`, que la difere`ncia entre dues mostres consecutives no
discriminava prou be´ els salts, e´s a dir, no pod´ıem distingir be´ els ma`xims
i mı´nims que ens permetien localitzar els phase slips. Aix´ı que vam decidir
fer el ca`lcul de difere`ncies de punts a una dista`ncia temporal determinada.
Aquesta dista`ncia havia de ser prou gran per a que pogue´s discriminar be´ els
phase slips pero` prou petita per a no perdre informacio´ rellevant (e´s a dir,
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per no deixar de comptar cap salt). Despre´s de provar diferents dista`ncies
mitjanc¸ant prova i error amb una se`rie de vectors Diferencia amb diferents
graus de sincronia (aquests vectors provenen dels senyals d’EEG que hem
esmentat abans), vam decidir que calcular les difere`ncies de punts cada 50
mostres era la dista`ncia o`ptima. Aquest valor e´s el menor que distingeix be´
els salts corresponents als phase slips. De la mateixa manera, diem que si la
difere`ncia entre 50 mostres e´s major que eps = 0.5, en aquell interval de 50
punts hi podem localitzar un phase slip o un salt considerable en la difere`ncia
de fase. Aquest valor eps e´s un dels para`metres que podem modificar per tal
que el programa detecti be´ que` e´s un salt a tenir en compte i que` no ho e´s.
De tota manera, per defecte apareix el valor 0.5 ja que, novament, provant
amb la bateria de senyals EEG que disposem, hem comprovat que era una
valor que discriminava be´ els phase slips.
Un cop sabem on es troben els salts, hem de decidir si els intervals que es
troben entre salt i salt els podem considerar zones planes. Per a fer-ho,
calculem la desviacio´ standard de cada interval, s. El valor de desviacio´
standard ens permetra` fer-nos una idea de la variabilitat dels valors d’aquest
interval. Aix´ı, el que volem e´s que s no sigui massa gran ja que aixo` voldra`
dir que els valors que es troben entre els dos salts no varien massa i, per
tant, l’interval e´s me´s o menys pla. Per tant, si s e´s menor que sdv_max
i, a me´s, la llargada de l’interval (cont_p) e´s major que llargada_sincro
podem considerar aquest interval com una zona plana, e´s a dir, en aquest
interval els senyals estan sincronitzats. Els valors que utilitzem per defecte
d’aquests dos u´ltims para`metres so´n pi/3 i 0.5 segons, respectivament. De la
mateixa manera que hem fet abans, aquests valors els hem escollit despre´s
de provar amb la bateria de senyals quin e´s el valor amb el que aconsegu´ıem
uns resultats me´s acurats. El valor de la llargada mı´nima que ha de tenir
una zona per a considerar-la plana, dependra` de la llargada total dels senyals
i de quant temps esperam que els senyals es mantinguin sincronitzats.
En el moment en que tenim una zona plana detectada, les dades que ens
interessen d’aquesta zona so´n tant la longitud d’aquest interval (n_i) com la
mitjana dels seus valors (m).
Quantifiquem la variabilitat de la zona plana
Quan ja tenim una zona plana detectada, calculem l’´ındex mean phase co-
herence a aquest interval despre´s d’extreure-li la mitjana m a aquests valors
de difere`ncia de fase, e´s a dir, per a l’interval i de llargada n_i calculem:
γi = |〈exp (i (φn,m(t)−m))〉t|
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amb φn,m(t) ∈ interval i. El valor de la mean phase coherence ens do´na
una mesura de la variabilitat de la difere`ncia de fase de cada interval. Com
que per definicio´ del nostre model, cada interval que hem considerat com a
zona plana es mou al voltant d’un sol valor, aquests intervals no contenen
phase slips ni presenten una distribucio´ multimodal. Per tant, en aquest
cas, el ca`lcul de la mean phase coherence e´s totalment efectiu. Aleshores,
multipliquem γi per la llargada de l’interval i dividida per la llargada total
del senyal:
γi
ni
N
El valor de γi actua com un pes sobre la proporcio´ de longitud de cada interval
respecte la longitud total del senyal. Aquest valor ens ajuda a determinar
d’una manera me´s acurada si la difere`ncia de fase d’aquests intervals e´s prou
constant o no. Suposem que tenim dos intervals de la mateixa llargada
que hem considerat constants (n_1 = n_2). Suposem, a me´s, que el primer
interval presenta me´s fluctuacions al voltant de m que el segon, e´s a dir,
γ1 < γ2. Aleshores,
γ1
n1
N
< γ2
n2
N
Per tant, direm que els senyals estan me´s sincronitzats en el segon interval.
Mesurem el sincronisme de fase
Ara, nome´s hem de sumar tots els intervals constants multiplicats pel seu
corresponent pes:
I =
r∑
i=1
γi
ni
N
O`bviament, I e´s un valor que es troba entre 0 i 1 de manera que I = 0
quan ni = 0 ∀i, e´s a dir, quan no s’ha detectat cap zona plana (els senyals
so´n totalment independents). La condicio´ ωi = 0 ∀i no es pot donar ja que
calculem la mean phase coherence en intervals on la difere`ncia de fase ja
e´s pra`cticament constant i, per tant, aquest ı´ndex mai sera` nul. Per altra
banda, I = 1 si
∑r
i=1
ni
N
= 1 i, a me´s, ωi = 1 ∀i. Aixo` vol dir que la difere`ncia
entre les fases dels senyals s’ha de mantenir exactament constant al llarg de
tot l’enregistrament tot i que aquesta difere`ncia pot ser constant a trossos,
e´s a dir, acceptem que la difere`ncia de fase assoleixi diferents valors.
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Gra`fica
A me´s de calcular el valor del grau de sincronisme, la funcio´ index_sincro
dibuixa la gra`fica de la difere`ncia de fase i marca amb l´ınies vermelles horit-
zontals, els intervals on ha detectat una zona plana. Aix´ı, per una banda
podem comprovar si l’ajustament de zones planes e´s correcte i no hem de
modificar cap para`metre d’entrada. Per una altra banda, podem visualitzar
els intervals de sincronitzacio´ i les zones de desincronitzacio´ a me´s de poder
justificar visualment el valor de l’´ındex I. Com a mostres, vegeu Figs. 5.1 i
5.3.
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Cap´ıtol 6
Aplicacions
6.1 El sincronisme de fase a la psicologia
El concepte de sincronitzacio´ s’ha usat a`mpliament en la modelitzacio´ de
la interaccio´ entre diferents sistemes fisiolo`gics. So´n molts els estudis dins
el camp de la neurocie`ncia (per exemple, [28]) en els quals el fenomen de
sincronitzacio´ s’ha ente`s tant com el mecanisme de comunicacio´ de les neu-
rones d’una mateixa a`rea del cervell com el mecanisme de comunicacio´ entre
diferents a`rees del co`rtex cerebral. De fet, en alguns casos s’ha demostrat
que l’aparicio´ o desaparicio´ de la sincronitzacio´ reflecteix els canvis en l’estat
del sistema i, per tant, ens aporta informacio´ molt rellevant sobre el mateix.
Per exemple, nombrosos estudis apunten que els atacs epil·le`ptics [20] o els
tremolors en pacients de Parkinson [42] tenen lloc quan una massa de neu-
rones es sincronitzen a una frequ¨e`ncia alta. En aquest cas, la sincronitzacio´
explica l’activitat patolo`gica del cervell. En altres casos, la sincronitzacio´ e´s
essencial pel bon funcionament d’un sistema o me´s d’un com la que apareix
entre el sistema card´ıac i respiratori ([31], [32], [33]) o entre el moviment
coordinat de les extremitats [42].
La psicologia ha utilitzat el concepte de sincronitzacio´ de fase per a explicar
de quina manera diferents zones del co`rtex cerebral intervenen en els pro-
cessos cognitius. Aix´ı doncs, una mateixa tasca cognitiva pot necessitar la
coordinacio´ (aqu´ı el concepte coordinacio´ es traduiria com la sincronitzacio´
de fase dels senyals enregistrats en aquestes zones) de diferents a`rees del co`r-
tex perque` es dugui a terme. Un treball que val la pena citar e´s el de [35] en
el qual s’explica quina informacio´ ens proporciona la fase dels senyals EEG
sobre els processos cognitius. A me´s, en aquest article, es citen els treballs
me´s rellevants publicats que expliquen la relacio´ entre la sincronitzacio´ de
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determinades a`rees del cervell i determinades funcions cognitives tals com
la integracio´ multisensorial (per exemple, haver d’orientar-nos espacialment
combinant l’orientacio´ auditiva i la visual), el comportament motor complex
(per exemple, tocar un instrument), la percepcio´ visual conscient, l’atencio´ i
la memo`ria. Pero` no nome´s el fet que les oscil·lacions dels senyals distribu¨ıts
en diferents zones del co`rtex es sincronitzin ens serveix per a explicar com es
duen a terme determinades tasques cognitives, sino´ que la frequ¨e`ncia d’aques-
tes oscil·lacions tambe´ ens aporta informacio´ sobre la tasca. Aquestes bandes
frequ¨encials s’han definit de la segu¨ent manera: direm que un ritme delta es
refereix a un rang de frequ¨e`ncies d’oscil·lacio´ entre 0 i 4Hz; la banda theta rep-
resenta un ritme entre 4 i 8Hz, l’alpha es mou entre els 8 i 12Hz, el ritme beta
es troba entre els 12 i 20/30Hz i, finalment, les oscil·lacions gamma descriuen
un ritme per sobre dels 30Hz. A [6] es citen alguns dels treballs que han
investigat la funcionalitat de determinats ritmes d’oscil·lacions que es troben
distribu¨ıdes per tot el co`rtex cerebral. Aix´ı, per exemple, en nombrosos tre-
balls s’ha observat que el ritme alpha apareix de manera predominant quan
tenim els ulls tancats i tambe´ s’observa durant processos sensorials, cognitius
i motors. En canvi, en altres estudis s’ha observat que les oscil·lacions alpha
apareixen distribu¨ıdes en determinades zones del co`rtex i estan relacionades
amb la comunicacio´ entre aquestes zones. Les oscil·lacions delta que s’obser-
ven en les zones parietals, per la seva part, presenten uns valors d’amplitud
molt alts (aixo` significa que seran fa`cils de detectar) davant tasques visuals.
A me´s, tambe´ hi ha estudis on s’han observat aquestes oscil·lacions en tasques
de deteccio´ de senyals i en la presa de decisions.
6.2 Interf´ıcie gra`fica
Per tal de calcular el grau de sincronitzacio´ de fase amb diferents ı´ndexos
hem programat una interf´ıcie gra`fica amb MatLab (Figura 6.1) que ens per-
met treballar amb les dades d’una manera me´s co`moda, ra`pida i pra`ctica.
Aquesta interf´ıcie llegeix els EEG que estan en format .txt de manera que
cada columna del fitxer es correspongui amb un canal diferent de l’EEG.
Com es pot observar a la Figura 6.1, en aquesta interf´ıcie tenim a l’esquerra
una llista dels fitxers de dades .txt que podem analitzar. Un cop hem escollit
el fitxer que volem estudiar (nome´s hem de pre´mer dos cops amb el ratol´ı
sobre el nom del fitxer que ens interessa), la interf´ıcie calcula automa`tica-
ment quantes mostres te´ cada se`rie del fitxer i quants canals conte´ l’EEG.
Aleshores, haurem d’introduir la frequ¨e`ncia de mostreig del senyal, aix´ı com
l’interval de temps que volem analitzar (en segons) i especificar quins canals
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ens interessen per a calcular el grau de sincronisme (podem calcular l’´ındex
de sincronisme a me´s d’una parella de canals a la vegada). Aix´ı mateix, a
sota d’aquestes opcions, hi trobem unes altres finestres que ens permeten
aplicar un filtre als canals escollits (recordem que per a aplicar la transfor-
mada de Hilbert en el proce´s d’extraccio´ de la fase, necessitem que els senyals
tinguin una banda de frequ¨e`ncies estreta). Tot i que MatLab te´ un paquet
de funcions que et permeten dissenyar filtres d’acord a les teves demandes,
nosaltres hem escollit un model que ja ve dissenyat per MatLab (Chebyshev
tipus 1) amb el que podem crear filtres passabanda, passaalt i passabaix.
Figura 6.1: Aspecte de la interf´ıcie gra`fica per calcular el sincronisme de fase.
A la dreta de la pantalla, tenim un menu´ desplegable on podem escollir quin
ı´ndex de sincronitzacio´ de fase volem utilitzar: mean phase coherence, ı´ndex
basat en l’entropia de Shannon, dynamic cross-lag phase synchronization i
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la nostra mesura I. Tambe´ tenim l’opcio´ TOTES on els ca`lculs es fan amb
totes les mesures. Per u´ltim, hem d’especificar les parelles de canals a les que
volem calcular el sincronisme. La interf´ıcie ens mostra els resultats nume`rics
del grau de sincronisme a la finestra RESULTATS. Aquesta interf´ıcie tambe´
permet dibuixar la gra`fica dels senyals filtrats o no, la gra`fica de la difere`n-
cia de fase i la gra`fica de la difere`ncia de fase amb les zones horitzontals
detectades per la funcio´ index_sincro en les dues finestres de la part infe-
rior. Finalment, la interf´ıcie ens permet guardar tots els resultats obtinguts
aix´ı com les gra`fiques que generem. Per a qualsevol dubte relacionat amb el
funcionament de la interf´ıcie, s’ha afegit un boto´ AJUDA que ens obre un
document .pdf on hi podrem trobar les instruccions, pas a pas, que necessitem
per executar el programa. A l’Ape`ndix hem adjuntat el codi d’aquesta in-
terf´ıcie aix´ı com totes les funcions addicionals que so´n cridades pel programa
principal de la interf´ıcie.
6.3 Experiment
L’objectiu del cap´ıtol 6 e´s aplicar el nostre ı´ndex de sincronitzacio´ I en tres
estudis diferents. En el primer, comprovarem si l’´ındex I discrimina de ma-
nera correcta els intervals de temps en els quals els senyals es troben sin-
cronitzats. Aixo` ho farem generant se`ries substitutives a partir de les se`ries
d’EEG originals. En un segon estudi, mirarem si el grau de sincronisme de
dos grups diferents de senyals e´s diferent o no per a poder comprovar una
hipo`tesi plantejada en termes psicolo`gics. En el tercer estudi comprovarem si
la dina`mica del cervell es correspon amb la d’un sistema cr´ıtic auto-organitzat
mitjanc¸ant la distribucio´ que segueix la frequ¨e`ncia amb la que apareixen in-
tervals de sincronitzacio´ d’una longitud determinada. Aix´ı doncs, per a dur
a terme aquests tres estudis hem utilitzat unes dades d’EEG que provenen
d’una altra investigacio´ que s’esta` realitzant al grup de recerca NDPC de
la UIB. A continuacio´ explicarem en que` va consistir l’experiment d’aquesta
investigacio´.
L’experiment es va realitzar amb joves amb una mitjana d’edat de 22 anys.
Els subjectes estaven asseguts davant una pantalla d’ordinador que anava
passant imatges durant 90 minuts dividits en 3 condicions experimentals di-
ferents. En la primera condicio´ de l’experiment, de 15 minuts de durada,
als subjectes se’ls mostrava un quadrat vermell (est´ımul condicionat) seguit
d’una imatge molt desagradable (A+) o un quadrat groc (est´ımul condi-
cionat) seguit d’una pantalla blanca (B-). En la segona condicio´, de 25 minuts
de durada, als subjectes se’ls repetia la sequ¨e`ncia d’imatges de la condicio´
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1 (A+, B-) pero` a me´s, s’afegien 2 nous conjunts d’est´ımuls: els subjectes
observaven una imatge desagradable despre´s d’observar tant la pantalla ver-
mella com groga i, a me´s, aquesta imatge anava acompanyada d’un est´ımul
pneuma`tic (aplicar un est´ımul pneuma`tic consisteix en bufar a trave´s d’un
tub) en un dit de la ma` (AX+, BX+). En la tercera i u´ltima condicio´, que
durava 30 minuts, es volia observar com s’havia desenvolupat el condiciona-
ment: els subjectes tornaven a visualitzar els conjunts d’est´ımuls anteriors i,
a me´s, se’ls aplicava de manera aleato`ria l’est´ımul pneuma`tic (X).
El registre de l’activitat cerebral es realitza mitjanc¸ant EEG. Aquests senyals
estan mostrejats a 1000Hz i els hem filtrat a la banda 0-4Hz, que e´s la me´s
lenta i e´s on s’aprecien millor els canvis me´s significatius de la dina`mica dels
senyals. A me´s, tot i que es van enregistrar senyals a partir d’una gran quan-
titat d’electrodes, nosaltres nome´s n’hem fet servir 5: els electrodes centrals
Cz, Pz i Fz ja que les oscil·lacions lentes en aquesta zona presenten valors
d’amplitud gran (i, per aixo` les podrem detectar fa`cilment) i els parietals
P3 i P4 ja que hem dit que en la banda delta, la zona parietal e´s de gran
importa`ncia en tasques visuals. Per a la localitzacio´ d’aquests electrodes,
veure Fig. 1.2.
6.4 Estudi 1. Dades substitutives
Tot i que sembla bastant improbable que el funcionament del cervell sigui
lineal, l’estructura no lineal pot no ser tan evident. Senyals molt complexos i
irregulars en aparie`ncia poden estar produ¨ıts per processos lineals estoca`stics
on la irregularitat e´s deguda al soroll. Aix´ı doncs, autors com [12] apunten
que abans de realitzar qualsevol ana`lisi no lineal d’un conjunt de dades, e´s
una bona idea comprovar que realment existeixi algun tipus de no linealitat
que ho faci necessari. Per a comprovar l’existe`ncia de no linealitat en el
sistema, un dels procediments que me´s es fan servir e´s la generacio´ de dades
substitutives (surrogate data). Aquest me`tode [43] consisteix ba`sicament en
la generacio´, a partir de la se`rie emp´ırica, d’un conjunt de se`ries aleato`ries
de manera que aquestes conservin les propietats lineals de la se`rie original
tant en el domini temporal (mitjana, varia`ncia, estructura d’autocorrelacio´)
com en el domini de frequ¨e`ncies (espectre de Fourier) pero` on quedi destru¨ıda
qualsevol depende`ncia no lineal. Un cop hem generat les dades substitutives
hem d’aplicar un ı´ndex o una mesura no lineal a les dades substitutives i a la
se`rie original. Si els resultats que obtenim ens permeten refusar la hipo`tesi
nul·la que estableix que els resultats de la mesura aplicada provenen d’un
sistema lineal, podrem demostrar (dins un interval de confianc¸a) que la se`rie
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original conte´ components no lineals ja que les se`ries substitutives provenen
d’un proce´s lineal aleatori.
Aix´ı doncs, l’objectiu d’aquest primer estudi e´s veure si les dades que dis-
posem posseeixen components no lineals i, al mateix temps, comprovar si
els intervals de sincronitzacio´ de fase que detecta el nostre programa no so´n
deguts a l’atzar. Aixo` ho farem comprovant si el grau de sincronitzacio´ que
obtenim amb les parelles de senyals d’EEG un dels quals e´s una se`rie substi-
tutiva e´s sempre menor que el que obtenim amb la parella de senyals d’EEG
original. Si aixo` e´s cert podrem refusar la hipo`tesi nul·la (H0: grau de sin-
cronisme de la parella original = grau de sincronisme de la parella formada
a partir d’una se`rie substitutiva). Si la refusem estarem afirmant que la pa-
rella original conte´ components no lineals ja que les se`ries substitutives so´n
producte d’un proce´s lineal aleatori.
Per a demostrar que l’´ındex I detecta de manera correcta el sincronisme
existent entre les parelles de senyals, hem aplicat aquest me`tode prenent com
a parella inicial una que tingui cada cop un grau de sincronisme menor. Aix´ı,
el fet que els valors de sincronisme de les parelles formades a partir d’una
se`rie substitutiva siguin sempre menors que el de la parella original ens diu
que l’´ındex I detecta be´ els intervals de sincronisme, per curts o escassos
que siguin aquests. Te´ sentit que aixo` passi ja que les parelles de senyals
un dels quals e´s una se`rie substitutiva estan formades de manera aleato`ria i,
per tant, no hi ha cap motiu perque` estiguin sincronitzats. Finalment, hem
repetit el procediment per als ı´ndexos mean phase coherence i l’´ındex basat en
l’entropia de Shannon per veure quins resultats obtenim amb aquests ı´ndexos
i aix´ı, poder comparar el grau de precisio´ amb el que detecten el sincronisme.
6.4.1 Me`tode
Existeixen molts me`todes de generacio´ de se`ries substitutives depenent del ti-
pus d’hipo`tesi nul·la que es vol formular. En el nostre estudi, hem utilitzat un
procediment a trave´s del qual les se`ries substitutives que obtenim conserven
el mateix histograma i la mateixa pote`ncia espectral de les dades originals.
Aixo` s’aconsegueix mitjanc¸ant un proce´s d’iteracio´ en el qual es mante´ l’his-
tograma exacte al de la se`rie original i es va ajustant al ma`xim la pote`ncia
espectral. Aquest me`tode va ser proposat per [37] i esta` basat en l’algorisme
de la transformada de Fourier amb ajustament de l’amplitud (amplitude ad-
justed Fourier transform, AFFT ) de [43]. Hem de tenir en compte que abans
de generar les se`ries substitutives, la se`rie original ha de comenc¸ar i acabar
amb el mateix valor i la mateixa fase. Si no prenem aquesta precaucio´, els
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resultats que obtindrem no seran fiables.
Figura 6.2: A l’esquerra, a dalt, se`rie d’EEG d’un minut (60000 punts) corresponent al
canal Pz. A sota, una de les se`ries substitutives que hem generat a partir de la se`rie de
sobre. A la dreta, hem calculat els histogrames corresponents a les se`ries de l’esquerra.
Per a generar les se`ries substitutives hem utilitzat les rutines endtoend, choose
i surrogate del paquet d’ana`lisi de se`ries temporals TISEAN 3.0.1, [10]. Les
dues primeres ens serveixen per a escollir els segments de la se`rie tals que els
valors del comenc¸ament i el final coincideixin. La tercera rutina ens genera les
se`ries substitutives. Per a calcular el sincronisme, hem utilitzat la interf´ıcie
gra`fica que hem presentat anteriorment.
Ana`lisi de dades
Hem utilitzat 6 fragments d’un minut (60000 punts) de les parelles de se`ries
d’EEG (a aquestes se`ries les anomenarem s1 i s2) formades pels 3 canals
centrals (Cz, Fz, Pz) i hem calculat l’´ındex I per a cada parella. Com
que l’objectiu d’aquest primer estudi e´s comprovar si l’´ındex I discrimina
be´ els intervals de sincronisme independentment de l’origen dels senyals als
quals s’estigui aplicant l’´ındex, l’u´nic criteri que hem seguit a l’hora d’escollir
aquests fragments e´s que tots tinguessin un grau de sincronisme diferent.
Hem intentat trobar fragments que tinguessin un grau de sincronisme proper
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a 0.95, 0.8, 0.7, 0.6, 0.5 i 0.35 tot i que aixo` no ha estat possible quan hem
fet els ca`lculs amb l’´ındex basat en l’entropia de Shannon degut als valors
tan baixos que obtenim amb aquest ı´ndex. Aleshores, hem pres una de les
dues se`ries de la parella de canals de manera aleato`ria (per exemple, s1) a
partir de la qual hem generat les noves se`ries substitutives. Segons [38], amb
un nivell de significacio´ α = 0.05 per a una prova bilateral s’han de generar
2/α − 1 se`ries substitutives (en el nostre cas, aixo` correspon a generar 39
dades substitutives). Un cop tenim les se`ries substitutives generades, hem
aplicat l’´ındex I a les parelles formades per una d’aquestes se`ries i l’altra
se`rie de la parella original amb la que no hem generat dades substitutives (en
aquest cas, s2). Aix´ı, en total, hem obtingut 40 resultats de sincronisme per a
cada parella de canals (el resultat de la parella original i els 39 corresponents
a les parelles formades a partir de les se`ries substitutives). Hem repetit el
procediment pero` aquest cop calculant el grau de sincronisme amb l’´ındex
mean phase coherence i l’´ındex basat en l’entropia de Shannon. Per tant,
hem aplicat cada ı´ndex de sincronisme a 240 parelles de se`ries.
6.4.2 Resultats
La Taula 6.1 conte´ a les files senars el grau de sincronisme que hem trobat
aplicant l’´ındex I, la mean phase coherence (γ) i l’´ındex basat en l’entropia
de Shannon (ρ), respectivament. A les files de nombre parell hi trobem el
valor ma`xim que hem obtingut despre´s de calcular el grau de sincronisme amb
l’´ındex corresponent a cada parella substitutiva. Aix´ı mateix, a la Figura 6.3
podem observar a la columna de l’esquerra quin aspecte tenen les parelles
de canals escollides per aplicar l’´ındex I i a la dreta la seva difere`ncia de
fase on hem remarcat amb l´ınies horitzontals de color negre les zones planes
detectades per la nostra funcio´ de MatLab index_sincro. Un cop me´s, el
grau de sincronisme que detecta aquest programa es correspon de manera
coherent amb el que podem observar en les gra`fiques de difere`ncia de fase.
I 0.94925 0.80399 0.70615 0.6075 0.50158 0.35484
max Is 0.28736 0.32134 0.30298 0.3725 0.13098 0.22649
γ 0.9546 0.7923 0.69782 0.61619 0.48818 0.32617
max γs 0.5636 0.2811 0.18174 0.18797 0.2172 0.17583
ρ 0.3648 0.3028 0.20519 0.10224 0.01019 0.00525
max ρs 0.0499 0.046 0.03799 0.0223 0.09058 0.03082
Taula 6.1:
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Com es pot veure a la Taula 6.1, tot i que el grau de sincronisme de la
parella original cada cop e´s me´s petit, el valor ma`xim de les substitutives e´s
sempre considerablement menor si fem aquest ca`lcul amb I i γ. En aquests
casos, podem refusar la hipo`tesi nul·la amb un marge de confianc¸a del 95% i
demostrar que els senyals d’EEG que hem utilitzat per a fer l’estudi presenten
components no lineals. En canvi, quan apliquem ρ a parelles substitutives
generades a partir d’una parella amb un grau de sincronisme d’ordre menor o
igual que 10−2, la hipo`tsei nul·la no es pot refusar. En principi, aixo` voldria
dir que els senyals originals no tenen components no lineals. Com aixo` e´s
bastant improbable ja que en totes les altres proves hem pogut refusar la
hipo`tesi, podem concloure que els valors que ens proporciona l’´ındex basat
en l’entropia de Shannon no so´n els me´s precisos degut al rang de nombres
tan petits que ens proporciona.
Per altra banda, que el grau de sincronisme calculat amb l’´ındex I sigui tan
baix quan un dels senyals de la parella ha estat generat per un proce´s lineal
aleatori ens demostra que l’´ındex I detecta correctament els intervals de
sincronisme i els seus resultats so´n coherents amb la naturalesa dels senyals.
Figura 6.3: Esquerra: parella de canals d’EEG amb I = 0.94925 i I = 0.80399 (de dalt
a baix). Dreta: difere`ncia de fase dels canals de l’esquerra amb els intervals sincronitzats
marcats de color negre (l’eix de les y correspon a la difere`ncia de fase mesurada en radians
al llarg del temps (eix x)).
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Figura 6.3 (continuacio´): El mateix que a la pa`gina anterior per a parelles amb I =
0.70615, I = 0.6075, I = 0.50158 i I = 0.35484 (de dalt a baix).
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6.5 Estudi 2. Condicio´ 3 versus condicio´ 1
En aquest segon estudi comprovarem una hipo`tesi de l’experiment al qual per-
tanyen les dades d’EEG que estem fent servir usant el grau de sincronitzacio´
de les mateixes. L’intere´s de l’estudi e´s veure quins canvis s’han produ¨ıt en
la dina`mica cerebral despre´s de condicionar una imatge desagradable a altres
est´ımuls. E´s clar que quan els subjectes observin la imatge desagradable a la
pantalla de l’ordinador, la seva reaccio´ sera` de rebuig (intentant apartar la
vista de la pantalla, per exemple). El que es prete´n observar e´s com es modi-
fica aquesta reaccio´ quan els subjectes, al llarg de tot l’experiment, associen
diferents est´ımuls (pantalla vermella, pantalla groga, est´ımul pneuma`tic) a
la imatge desagradable. El que esperen els psico`legs que passi al final de
l’experiment e´s que el cervell estigui en alerta permanent ja que en qualsevol
moment la imatge desagradable pot apare`ixer. Aleshores, el que volem com-
provar nosaltres e´s si aquesta alerta permanent del cervell es tradueix en un
augment del grau de sincronitzacio´ dels senyals d’EEG. Per tant, la nostra
hipo`tesi e´s que a la condicio´ 3 els senyals estan me´s sincronitzats que a la
condicio´ 1.
6.5.1 Me`tode
Per a realitzar aquest segon estudi hem utilitzat els senyals d’EEG correspo-
nents als canals Cz, Fz, Pz, P3 i P4 de 10 subjectes que van participar en
l’experiment. Concretament, hem analitzat 10 minuts (600000 punts de la
se`rie) corresponents a la condicio´ 1 i 10 minuts de la condicio´ 3 de l’experi-
ment.
Ana`lisi de dades
En primer lloc, hem fet servir la interf´ıcie gra`fica per a calcular, amb l’´ındex
I, el grau de sincronisme que presenten les parelles Cz-Fz, Cz-Pz, Fz-Pz i
P3-P4 durant 10 minuts, tant a la condicio´ 1 com a la condicio´ 3. Aleshores,
l’objectiu e´s comprovar si existeixen difere`ncies significatives entre els graus
de sincronisme que obtenim a la condicio´ 3 i els que obtenim a la condi-
cio´ 1 per a cada parella de canals. Degut al baix nombre de subjectes que
disposem, hem assumit que els valors de sincronisme no segueixen una dis-
tribucio´ normal. Per tant, hem optat per realitzar la prova no parame`trica de
Wilcoxon per a 2 mostres relacionades. Aquesta prova l’hem realitzat amb
el programa SPSS Versio´ 16.0.
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6.5.2 Resultats
A la Taula 6.2 podem observar les dades que hem obtingut despre´s d’aplicar
la prova de Wilcoxon. Tot i que el grau de sincronisme a la condicio´ 3 e´s me´s
gran que a la condicio´ 1 en les 4 parelles de canals, aquestes difere`ncies en cap
cas so´n significatives. Nome´s en el cas de la parella de canals Fz-Pz, el valor
de p e´s quasi significatiu. En qualsevol cas, aquests resultats no ens permeten
assegurar que l’estat d’alerta permanent en el que es troba el cervell al final
de l’experiment esta` relacionat amb l’augment del grau de sincronisme entre
parelles de senyals d’EEG.
C1 C3 Z p
Cz-Fz 0.57619 (0.17119) 0.60833 (0.15918) 1.682 0.093
Cz-Pz 0.50194 (0.15134) 0.62290 (0.14373) 1.58 0.114
Fz-Pz 0.52224 (0.10363) 0.62166 (0.12049) 1.886 0.059
P3- P4 0.52632 (0.12244) 0.55737 (0.10471) 1.362 0.173
Taula 6.2: Les dues primeres columnes mostren el valor mitja` del grau de sincronisme
en la condicio´ 1 (C1) i condicio´ 3 (C3) de l’experiment. Entre pare`ntesi, la desviacio´
t´ıpica corresponent. A la quarta columna, hi tenim els valors obtinguts amb la prova de
Wilcoxon (Z) i a la cinquena, el valor de significacio´ (p).
6.6 Estudi 3. El cervell: sistema cr´ıtic auto-
organitzat?
Els sistemes dina`mics que es troben en un estat cr´ıtic presenten una dina`mica
molt complexa ja que es troben a camı´ entre el comportament ordenat i
l’aleatori. Sovint, els sistemes que es troben en aquest estat es caracteritzen
per presentar un patro´ de fluctuacions complex que es repeteix a totes les
escales, ja siguin temporals o espacials. Aixo` vol dir que no hi ha una escala
caracter´ıstica de la dina`mica en aquest estat cr´ıtic. A aquesta propietat
l’anomenem invaria`ncia d’escala i se sol representar de la segu¨ent manera:
f(x) = λ−∆f(λx) (6.1)
per a algun ∆ i per a qualsevol λ. La relacio´ (6.1) la podem expressar
com f(λx) ∝ f(x) i ens diu que si canviem l’argument de la funcio´ (λx),
la constant de proporcionalitat canvia (λ−∆) pero` la forma de la funcio´ no.
La invaria`ncia d’escala e´s una de les propietats que caracteritza els objectes
fractals. Els sistemes que posseeixen invaria`ncia d’escala sense que aquesta
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hagi emergit degut al control dels para`metres que regeixen el sistema, sino´
que el propi sistema evoluciona de tal manera que en arribar al punt cr´ıtic
mostra aquest comportament, diem que so´n sistemes cr´ıtics auto-organitzats
(self-organized critical systems, SOC ). Aquest fenomen va ser descrit per [5].
Per altra banda, una llei de pote`ncia (power law) e´s una relacio´ polino`mica
que te´ la propietat d’invaria`ncia d’escala. Les lleis de pote`ncia me´s comunes
relacionen 2 variables i s’expressen com segueix:
f(x) = axk + o(xk) (6.2)
on a i k so´n constants. L’exponent k e´s un valor que descriu el tipus de llei de
pote`ncia. Aix´ı, si dues lleis de pote`ncia en principi diferents, tenen el mateix
exponent k, resulta que una de les lleis e´s una versio´ reescalada de l’altra.
Vegem que l’expressio´ (6.2) compleix la propietat d’invaria`ncia d’escala (6.1).
Per a λ constant, es te´:
f(λx) = a(λx)k = λkf(x) ∝ f(x) (6.3)
Ara, si prenem logaritmes als dos costats de (6.2) s’obte´ l’equacio´ d’una recta
amb pendent k:
log (f(x)) = k log x+ log a (6.4)
Aleshores, si reescalem l’argument de la funcio´, obtindrem una recta despla-
c¸ada amunt o avall pero` sempre tindra` pendent k. Per tant, ja veiem que
l’exponent k e´s un valor que ens serveix per a descriure un determinat tipus
de llei de pote`ncia.
La criticalitat auto-organitzada s’ha considerat un model molt apropiat per a
descriure la dina`mica del cervell huma` ja que permet optimitzar la transfere`n-
cia d’informacio´, la capacitat d’emmagatzematge i la sensibilitat a est´ımuls
externs, [14]. Aquestes caracter´ıstiques es reflecteixen en l’activitat cerebral
com la sincronitzacio´ de les oscil·lacions enregistrades en conjunts neuronals
transitoris. Aleshores, tot i que l’existe`ncia d’una llei de pote`ncia no pro-
va que el sistema que la genera sigui cr´ıtic auto-organitzat (recordem que
aquests sistemes posseeixen la propietat d’invaria`ncia d’escala) s´ı que esta`
a`mpliament acceptat que les lleis de pote`ncia so´n un signe emp´ıric propi
dels sistemes SOC. Aix´ı i tot, hi ha pocs estudis experimentals que posin en
evide`ncia la dina`mica cr´ıtica de l’activitat neuronal.
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En aquest tercer estudi contrastarem, usant la sincronitzacio´ de fase, la
hipo`tesi de si el cervell e´s un sistema cr´ıtic auto-organitzat.
6.6.1 Me`tode
Com que no disposem d’equacions que ens modelin la dina`mica del cervell, es
tracta de trobar dues variables tals que relacionades tinguin una distribucio´
de llei de pote`ncia. Un dels tipus de lleis de pote`ncia que modelen me´s
sistemes en la natura e´s el que relaciona 2 variables quan una d’elles e´s la
frequ¨e`ncia d’un esdeveniment. Aquest model, per exemple, e´s el que explica
la relacio´ entre la frequ¨e`ncia dels terratre`mols i la seva magnitud. En aquest
cas, la recta que apareix quan relacionem els logaritmes de les variables te´
pendent negatiu. En el nostre cas, relacionarem la longitud dels intervals
en els quals dos canals es troben sincronitzats amb la frequ¨e`ncia amb que es
donen intervals de sincronitzacio´ d’aquesta longitud.
Ana`lisi de dades
Com que en aquest cas, la hipo`tesi que volem comprovar no esta` directament
relacionada amb l’experiment, hem pres com a parelles de canals les segu¨ents:
Cz-Fz, Cz-Pz, Fz-Pz i P3-P4 i hem calculat el grau de sincronisme que tenen
cadascuna d’aquestes parelles corresponents a un sol subjecte al llarg de
tot l’experiment (els senyals tenen una llargada de 41400000 punts) sense fer
servir cap altre criteri de seleccio´. A partir d’aqu´ı, hem dibuixat la gra`fica que
relaciona la longitud d’interval de sincronitzacio´ amb la frequ¨e`ncia d’aquests
intervals. A continuacio´, hem representat la mateixa relacio´ pero` en una
escala logar´ıtmica en els dos eixos. Si es compleix la hipo`tesi que el cervell e´s
un sistema cr´ıtic auto-organitzat, aquestes u´ltimes gra`fiques haurien de ser
rectes amb pendent negatiu.
6.6.2 Resultats
Les gra`fiques de l’esquerra de la Figura 6.4 ens mostren la relacio´ que existeix
entre la longitud dels intervals de sincronitzacio´ i la frequ¨e`ncia amb que
aquests tenen lloc. Hem calculat aquesta relacio´ per a les parelles de canals
P3-P4, Cz-Fz, Cz-Pz i Fz-Pz. Ja veiem que en tots els casos, la relacio´
que s’estableix e´s molt semblant i s’apropa a una distribucio´ 1/f , e´s a dir,
a la llei de pote`ncia f(x) = x−1. A les gra`fiques de la dreta, hi tenim
representada aquesta mateixa relacio´ pero` en una escala logar´ıtmica. Podem
observar que nome´s s’estableix una relacio´ lineal per a valors me´s petits que
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8, aproximadament. Aixo` e´s: podem observar una distribucio´ power-law amb
intervals de sincronitzacio´ que durin menys de 3 segons (3000 punts) ja que
log(3000) ≈ 8. La recta vermella e´s una aproximacio´ per mı´nims quadrats als
valors (en blau) de la zona lineal que hem obtingut. Com podem observar, el
pendent de les 4 rectes e´s molt semblant. Aquest fet es pot interpretar com
que la llei de pote`ncia que regeix la dina`mica cerebral e´s la mateixa siguin
quines siguin les zones que s’estiguin sincronitzant.
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Figura 6.4: Esquerra: relacio´ entre la longitud dels intervals de sincronitzacio´ (eix x) i
la frequ¨e`ncia amb que aquests es donen (eix y). Dreta: mateixa relacio´ pero` representada
en una escala logar´ıtmica. En aquesta pa`gina, de dalt a baix: parelles P3-P4 , Cz-Fz i
Cz-Pz. En la pa`gina segu¨ent, la parella Fz-Pz.
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Figura 6.4 (continuacio´)
P3-P4 Cz-Fz Cz-Pz Fz-Pz
corr -0.96525 -0.96804 -0.96419 -0.97897
Taula 6.3 Valors de correlacio´ entre el logaritme de la frequ¨e`ncia d’intervals de sin-
cronitzacio´ de longitud x i el logaritme dels intervals de sincronitzacio´ de longitud x.
Els valors de la Taula 6.3 ens quantifiquen el grau de correlacio´ entre les dues
variables que hem relacionat: la longitud dels intervals de sincronitzacio´ i la
frequ¨e`ncia amb que aquests es donen. Es pot observar que els 4 valors so´n
tots molt propers a -1 indicant que la relacio´ entre les 2 variables e´s inversa,
e´s a dir, e´s molt me´s probable que els canals es sincronitzin durant poc temps.
Aix´ı com va augmentant el temps de sincronitzacio´, la probabilitat de trobar
una parella de canals que estigui sincronitzada durant aquest interval de
temps va baixant.
6.7 Conclusions
En aquesta seccio´ del treball s’han realitzat tres estudis que mostren la im-
porta`ncia que te´ el concepte de sincronitzacio´ aplicat als senyals EEG. Mit-
janc¸ant aquests estudis, hem comprovat que la sincronitzacio´ de fase e´s un
concepte que ens ajuda a entendre una mica millor determinats aspectes del
funcionament del cervell. Aix´ı, en el primer estudi hem pogut demostrar que
els senyals d’EEG que hem utilitzat tenen components no lineals i que, a
me´s, el fet que se sincronitzin no e´s una qu¨estio´ d’atzar. Els resultats tambe´
posen de manifest que els resultats que obtenim amb el nostre ı´ndex so´n pre-
cisos i coherents amb la naturalesa dels senyals. Amb aquest estudi tambe´
hem pogut comprovar que amb l’´ındex de l’entropia de Shannon no podem
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determinar si una parella de canals d’EEG estan o no sincronitzats degut als
resultats excessivament petits que ens proporciona aquest ı´ndex.
Al comenc¸ament d’aquesta seccio´ hem remarcat la importa`ncia del concepte
de sincronitzacio´ en la modelitzacio´ de la interaccio´ entre diferents sistemes
fisiolo`gics i en els processos cognitius. Aix´ı doncs, en el segon estudi hem
volgut comprovar si el fet que el cervell estigui en un estat d’alerta impli-
ca un augment del grau de sincronitzacio´ entre unes determinades zones del
co`rtex. En aquest cas, els resultats obtinguts s´ı que mostren un augment
de la sincronitzacio´ tot i que no so´n significatius. Finalment, en el tercer
estudi la sincronitzacio´ de fase ens ha servit per a estudiar quin tipus de
caracter´ıstiques presenta la dina`mica del cervell. Aquests tres estudis posen
de manifest que les matema`tiques so´n una eina molt u´til per a obtenir infor-
macio´, en aquest cas, sobre la dina`mica i el funcionament del cervell.
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Cap´ıtol 7
Conclusions
La sincronitzacio´ de diferents sistemes es troba present constantment al nos-
tre voltant. Molts sistemes biolo`gics i artificials es sincronitzen i, en molts
d’ells, la sincronia que presenten e´s la base del seu funcionament o e´s el meca-
nisme que utilitzen per interaccionar amb altres sistemes. En aquest treball
hem estudiat aquest concepte des de l’a`rea de la psicologia, explorant el pa-
per de la sincronitzacio´ en un dels sistemes me´s complexos de la natura: el
cervell.
Un primer objectiu del treball ha estat l’estudi, des d’un punt de vista to-
talment matema`tic, del concepte de sincronitzacio´ i hem vist com es pot
manifestar aquest fenomen depenent de l’origen del sistema real. Aix´ı, per
exemple, si els sistemes que se sincronitzen so´n cao`tics o presenten soroll, la
difere`ncia entre les seves fases no ha de ser estrictament constant sino´ que
pot fluctuar al voltant d’un determinat valor, a difere`ncia del que passa si els
sistemes no presenten aquestes caracter´ıstiques. En funcio´ de les caracter´ıs-
tiques dels sistemes que interactuen el concepte de sincronitzacio´ s’ha definit
de diferents maneres i, en consequ¨e`ncia, s’han creat diferents mesures per tal
de detectar la sincronia en cada cas.
El segon propo`sit d’aquest treball ha estat trobar el me`tode me´s prec´ıs i me´s
adient per a quantificar el grau de sincronisme que presenten zones distants
del co`rtex cerebral. Per aixo`, per estudiar la sincronitzacio´ en el cervell hem
utilitzat les se`ries temporals provinents dels senyals electroencefalogra`fics. A
l’hora de decidir quina mesura e´s la me´s precisa, un dels punts clau d’aquest
treball e´s la interpretacio´ d’aquestes se`ries temporals com a dades de sorti-
da d’un sistema oscil·latori. Partint de la hipo`tesi que aquests senyals so´n
oscil·lacions amb una amplada cao`tica i, a me´s, que la informacio´ rellevant
sobre la dina`mica dels sistemes ens la proporciona la fase d’aquestes se`ries
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temporals, dedu¨ım que les mesures que nome´s tenen en compte la fase i no
tot el senyal, seran me´s sensibles a l’hora de detectar el sincronisme. Aix´ı, el
millor concepte que explica la sincronitzacio´ entre aquest tipus de senyals e´s
la sincronitzacio´ de fase i, per tant, les mesures de sincronitzacio´ de fase so´n
les me´s adients per a calcular la sincronia entre senyals d’aquest tipus.
Centrant-nos en les mesures que me´s s’utilitzen per a calcular el sincronisme
de fase entre senyals EEG (la mean phase coherence i l’´ındex basat en l’en-
tropia de Shannon) hem pogut observar que presenten alguns inconvenients
que poden donar lloc a resultats poc precisos. Per aixo`, hem presentat un
nou ı´ndex de sincronitzacio´ de fase, l’´ındex I, amb el que pretenem millo-
rar la precisio´ d’aquests me`todes. La deteccio´ d’aquells intervals de temps
en els quals la difere`ncia de fase es mante´ pra`cticament constant al voltant
d’un determinat valor, sigui quin sigui aquest valor e´s la idea fonamental
d’aquest nou ı´ndex. A me´s, aquest ı´ndex facilita la interpretacio´ dels resul-
tats obtinguts ja que proporciona resultats entre 0 (els senyals so´n totalment
independents) i 1 (les fases dels senyals estan totalment sincronitzades). Per
a comprovar l’efectivitat de l’´ındex I i, per altra banda, la importa`ncia que
te´ el concepte de sincronitzacio´ en estudis relacionats amb la dina`mica del
cervell, hem realitzat tres estudis amb senyals d’EEG que pertanyen a un
altre estudi que s’esta` realitzant al grup de recerca NDPC. En aquests es-
tudis es posa de manifest la gran utilitat del concepte de sincronitzacio´ de
fase per a poder estudiar la dina`mica del cervell i per a poder determinar
la interaccio´ entre diferents zones del cervell a l’hora de realitzar diferents
tasques cognitives.
La finalitat d’aquest Treball de Fi de Ma`ster era elaborar un estudi multi-
disciplinar en el qual les matema`tiques juguessin un paper fonamental en la
investigacio´ d’una altra a`rea de coneixement. Aix´ı doncs, en aquest treball
es pot comprovar que a trave´s de conceptes matema`tics i mitjanc¸ant la pro-
gramacio´ de funcions per a l’ana`lisi d’aquests conceptes donem peu a altres
vies d’investigacio´ que, en un principi, no es troben a l’abast dels psico`legs.
De cara a futurs treballs que continuin aquesta l´ınia d’investigacio´, una op-
cio´ e´s augmentar la sensibilitat de l’´ındex I perque` pugui detectar la sin-
cronitzacio´ de fase en estudis de potencials evocats on el per´ıode de sin-
cronitzacio´ pot ser molt breu, e´s a dir, adaptar aquest ı´ndex de manera que
detecti canvis molt subtils en la difere`ncia de fase. Una altra opcio´ e´s adaptar
la programacio´ d’aquest ı´ndex per a poder calcular el grau de sincronisme
entre me´s de dos canals d’EEG i, aix´ı, obtenir una mesura me´s global de
sincronisme.
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Ape`ndix A
Interf´ıcie gra`fica: Codi MatLab
Codi Matlab de la funcio´ INTERFICIE.m que genera la interf´ıcie gra`fica i codi
en C de les funcions addicionals per INTERFICIE.m:
function varargout = INTERFICIE(varargin)
% INTERFICIE M-file for INTERFICIE.fig
% INTERFICIE, by itself, creates a new INTERFICIE or raises the existing
% singleton*.
%
% H = INTERFICIE returns the handle to a new INTERFICIE or the handle to
% the existing singleton*.
%
% INTERFICIE(’CALLBACK’,hObject,eventData,handles,...) calls the local
% function named CALLBACK in INTERFICIE.M with the given input arguments.
%
% INTERFICIE(’Property’,’Value’,...) creates a new INTERFICIE or raises the
% existing singleton*. Starting from the left, property value pairs are
% applied to the GUI before INTERFICIE_OpeningFunction gets called. An
% unrecognized property name or invalid value makes property application
% stop. All inputs are passed to INTERFICIE_OpeningFcn via varargin.
%
% *See GUI Options on GUIDE’s Tools menu. Choose "GUI allows only one
% instance to run (singleton)".
%
% See also: GUIDE, GUIDATA, GUIHANDLES
% Edit the above text to modify the response to help INTERFICIE
% Last Modified by GUIDE v2.5 22-Jan-2009 09:53:55
% Begin initialization code - DO NOT EDIT
gui_Singleton = 1;
gui_State = struct(’gui_Name’, mfilename, ...
’gui_Singleton’, gui_Singleton, ...
’gui_OpeningFcn’, @INTERFICIE_OpeningFcn, ...
’gui_OutputFcn’, @INTERFICIE_OutputFcn, ...
’gui_LayoutFcn’, [] , ...
’gui_Callback’, []);
if nargin && ischar(varargin{1})
gui_State.gui_Callback = str2func(varargin{1});
end
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if nargout
[varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:});
else
gui_mainfcn(gui_State, varargin{:});
end
% End initialization code - DO NOT EDIT
% --- Executes just before INTERFICIE is made visible.
function INTERFICIE_OpeningFcn(hObject, eventdata, handles, varargin)
% This function has no output args, see OutputFcn.
% hObject handle to figure
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% varargin command line arguments to INTERFICIE (see VARARGIN)
% Choose default command line output for INTERFICIE
handles.output = hObject;
% Update handles structure
% guidata(hObject, handles);
%BOTONS
set(handles.CALCULA,’Enable’,’Off’);
set(handles.DIBUIXA1,’Enable’,’Off’);
set(handles.guardar_figura,’Enable’,’Off’);
set(handles.CALCULA2,’Enable’,’Off’);
set(handles.dibuixa2,’Enable’,’Off’);
set(handles.guardar_figura_2,’Enable’,’Off’);
set(handles.calcula,’Enable’,’Off’);
set(handles.DIBUIXA3,’Enable’,’Off’);
set(handles.guardar_resultats,’Enable’,’Off’);
% -------------------------------------------------------------------------
%%%%%%% Afegit per a poder posar el directori on llegir com a argument de la funcio´
% -------------------------------------------------------------------------
if nargin == 3,
initial_dir = pwd;
elseif nargin > 4
if strcmpi(varargin{1},’dir’)
if exist(varargin{2},’dir’)
initial_dir = varargin{2};
else
errordlg(’Input argument must be a valid directory’,’Input Argument Error!’)
return
end
else
errordlg(’Unrecognized input argument’,’Input Argument Error!’);
return;
end
end
% Populate the listbox
load_listbox(initial_dir,handles)
%%%%%%% -------------
% UIWAIT makes INTERFICIE wait for user response (see UIRESUME)
% uiwait(handles.figure1);
% --- Outputs from this function are returned to the command line.
function varargout = INTERFICIE_OutputFcn(hObject, eventdata, handles)
varargout{1} = handles.output;
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% ------------------------------------------------------------------------
% --------- Definicio´ de la part de senyal que volem analitzar -----------
% ------------------------------------------------------------------------
%--------------------------------------------------------------------------
%%%% Llista on posarem tots els senyals
%--------------------------------------------------------------------------
function Llista_senyals_Callback(hObject, eventdata, handles)
if strcmp(get(handles.figure1,’SelectionType’),’open’)
index_selected = get(handles.Llista_senyals,’Value’);
file_list = get(handles.Llista_senyals,’String’);
filename = file_list{index_selected};
if handles.is_dir(handles.sorted_index(index_selected))
cd (filename)
load_listbox(pwd,handles)
else
[path,name,ext,ver] = fileparts(filename);
switch ext
case ’.txt’
set(handles.nom_fitxer,’String’,name);
filename = strcat(name,’.txt’);
EEG = load(filename);
[files, columnes] = size(EEG);
set(handles.num_canals,’String’,columnes);
set(handles.num_mostres,’String’,files);
handles.nom = EEG;
guidata(hObject, handles);
%BOTONS
set(handles.freq,’Enable’,’On’);
set(handles.t_inicial,’Enable’,’On’);
set(handles.t_final,’Enable’,’On’);
set(handles.CANALS_w,’Enable’,’On’);
set(handles.CALCULA,’Enable’,’On’);
set(handles.DIBUIXA1,’Enable’,’Off’);
set(handles.guardar_figura,’Enable’,’Off’);
set(handles.CALCULA2,’Enable’,’Off’);
set(handles.dibuixa2,’Enable’,’Off’);
set(handles.guardar_figura_2,’Enable’,’Off’);
set(handles.calcula,’Enable’,’Off’);
set(handles.DIBUIXA3,’Enable’,’Off’);
set(handles.guardar_resultats,’Enable’,’Off’);
otherwise
errordlg(lasterr,’File Type Error’,’modal’)
end
end
end
% --- Executes during object creation, after setting all properties.
function Llista_senyals_CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,’BackgroundColor’,’white’);
else
set(hObject,’BackgroundColor’,get(0,’defaultUicontrolBackgroundColor’));
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end
%--------------------------------------------------------------------------
%%%% A partir de quin segon volem analitzar els senyals?
%--------------------------------------------------------------------------
function t_inicial_Callback(hObject, eventdata, handles)
function t_inicial_CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,’BackgroundColor’,’white’);
else
set(hObject,’BackgroundColor’,get(0,’defaultUicontrolBackgroundColor’));
end
%--------------------------------------------------------------------------
%%%% Fins quin segon volem analitzar els senyals?
%--------------------------------------------------------------------------
function t_final_Callback(hObject, eventdata, handles)
function t_final_CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,’BackgroundColor’,’white’);
else
set(hObject,’BackgroundColor’,get(0,’defaultUicontrolBackgroundColor’));
end
%--------------------------------------------------------------------------
%%%% Quina es la frequ¨e`ncia de mostreig?
%--------------------------------------------------------------------------
function freq_Callback(hObject, eventdata, handles)
function freq_CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,’BackgroundColor’,’white’);
else
set(hObject,’BackgroundColor’,get(0,’defaultUicontrolBackgroundColor’));
end
%--------------------------------------------------------------------------
%%%% Quantes mostres te´ el senyal?
%--------------------------------------------------------------------------
function num_mostres_Callback(hObject, eventdata, handles)
function num_mostres_CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,’BackgroundColor’,’white’);
else
set(hObject,’BackgroundColor’,get(0,’defaultUicontrolBackgroundColor’));
end
%--------------------------------------------------------------------------
%%%% Quins canals vull analitzar?
%--------------------------------------------------------------------------
function CANALS_w_Callback(hObject, eventdata, handles)
function CANALS_w_CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,’BackgroundColor’,’white’);
else
set(hObject,’BackgroundColor’,get(0,’defaultUicontrolBackgroundColor’));
end
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%--------------------------------------------------------------------------
%%%% Nu´mero de canals que tinc al senyal
%--------------------------------------------------------------------------
function num_canals_Callback(hObject, eventdata, handles)
function num_canals_CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,’BackgroundColor’,’white’);
else
set(hObject,’BackgroundColor’,get(0,’defaultUicontrolBackgroundColor’));
end
%--------------------------------------------------------------------------
%%%% Redueix el fitxer dels senyals amb els canals que hem escollit durant
%%%% els segons que li hem especificat
%--------------------------------------------------------------------------
function CALCULA_Callback(hObject, eventdata, handles)
EEG = handles.nom;
[files, columnes] = size(EEG);
fm = str2double(get(handles.freq,’String’));
t_inicial = str2double(get(handles.t_inicial,’String’));
t_final = str2double(get(handles.t_final,’String’));
if (t_final > length(EEG)/fm)
t_max = num2str(length(EEG)/fm,’%i’);
string = {’El senyal conte´ nome´s ’};
string2 = {’ segons’};
Str = strcat(string, t_max, string2);
errordlg(Str,’Error’)
end
Canals = get(handles.CANALS_w,’String’);
i=0;
C = [];
col = num2str(columnes,’%i’);
while ~(strcmp(Canals, {’’}))
i=i+1;
[token, Canals]=strtok(Canals);
C(i) = str2double(token);
if (C(i) > columnes)
string = {’El senyal conte´ nome´s ’};
string2 = {’ canals’};
Str2 = strcat(string, col, string2);
errordlg(Str2,’Error’)
end
end
Canals = C;
t0 = t_inicial*fm + 1;
t1 = t_final*fm;
x = linspace(t_inicial, t_final, t1-t0+1);
EEG_q_vull = EEG(t0:t1,Canals);
handles.nom_q_vull = EEG_q_vull;
temps_inicial = t_inicial;
temps_final = t_final;
handles.temps_inicial = temps_inicial;
handles.temps_final = temps_final;
handles.Canals = Canals;
handles.t0 = t0;
handles.t1 = t1;
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handles.fm = fm;
handles.x = x;
guidata(hObject, handles);
set(handles.DIBUIXA1,’Enable’,’On’);
set(handles.guardar_figura,’Enable’,’Off’);
set(handles.CALCULA2,’Enable’,’On’);
set(handles.dibuixa2,’Enable’,’Off’);
set(handles.guardar_figura_2,’Enable’,’Off’);
set(handles.calcula,’Enable’,’On’);
set(handles.DIBUIXA3,’Enable’,’Off’);
set(handles.guardar_resultats,’Enable’,’Off’);
%--------------------------------------------------------------------------
%%%% Dibuixa els canals que hem escollit durant els segons que li hem
%%%% especificat
%--------------------------------------------------------------------------
function DIBUIXA1_Callback(hObject, eventdata, handles)
Canals = handles.Canals;
for i = 1 : length(Canals)
canals(i,1:2) = num2str(Canals(i),’%02d’);
legen(i,1:8) = [’Canal ’, canals(i,:)];
end
x = handles.x;
EEG_q_vull = handles.nom_q_vull;
axes(handles.PLOT);
plot(x,EEG_q_vull);
h = legend(legen,2);
set(handles.guardar_figura,’Enable’,’On’);
set(handles.CALCULA2,’Enable’,’On’);
set(handles.dibuixa2,’Enable’,’Off’);
set(handles.guardar_figura_2,’Enable’,’Off’);
set(handles.calcula,’Enable’,’On’);
set(handles.DIBUIXA3,’Enable’,’Off’);
set(handles.guardar_resultats,’Enable’,’Off’);
handles.legen = legen;
guidata(hObject, handles);
%--------------------------------------------------------------------------
%%%%% Guardar figura
%--------------------------------------------------------------------------
function guardar_figura_Callback(hObject, eventdata, handles)
legen = handles.legen;
EEG_q_vull = handles.nom_q_vull;
x=handles.x;
Canals = handles.Canals;
button = questdlg(’Vols posar nom als canals?’);
if(strcmp(button,’Yes’)==1)
for i=1:length(Canals)
canal = num2str(Canals(i));
Str = [’El canal ’, canal , ’ correspon a ’];
nom_canals(1,i) = inputdlg(Str, ’NOM dels CANALS’);
A = char(nom_canals(1,i));
85
col = 6 + length(A);
leg3(i,1:col) = [’Canal ’, A];
end
figure(1),
plot(x,EEG_q_vull);
h = legend(leg3,2);
answer = inputdlg(’Inserta el nom de la figura:’,’GUARDAR’);
if(isempty(answer) == 0)
saveas(gcf, answer{1,1}, ’fig’);
end
close Figure 1;
elseif(strcmp(button,’No’)==1)
figure(1),
plot(x,EEG_q_vull);
h = legend(legen,2);
answer = inputdlg(’Inserta el nom de la figura:’,’GUARDAR’);
if(isempty(answer) == 0)
saveas(gcf, answer{1,1}, ’fig’);
end
close Figure 1;
else
errordlg(’No e´s una resposta va`lida’,’Error’)
end
%--------------------------------------------------------------------------
% ----------------------- Filtratge del senyal ----------------------------
%--------------------------------------------------------------------------
%--------------------------------------------------------------------------
%%%%% Des d’on volem filtrar el senyal?
%--------------------------------------------------------------------------
function Filtre_inf_Callback(hObject, eventdata, handles)
function Filtre_inf_CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,’BackgroundColor’,’white’);
else
set(hObject,’BackgroundColor’,get(0,’defaultUicontrolBackgroundColor’));
end
%--------------------------------------------------------------------------
%%%% Fins on volem filtrar el senyal?
%--------------------------------------------------------------------------
function Filtre_sup_Callback(hObject, eventdata, handles)
function Filtre_sup_CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,’BackgroundColor’,’white’);
else
set(hObject,’BackgroundColor’,get(0,’defaultUicontrolBackgroundColor’));
end
%--------------------------------------------------------------------------
%%%% Calcula el senyal d’abans pero filtrat a les freq. que li hem dit
%--------------------------------------------------------------------------
function CALCULA2_Callback(hObject, eventdata, handles)
EEG = handles.nom;
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EEG_q_vull = handles.nom_q_vull;
fm = handles.fm;
Canals = handles.Canals;
t0 = handles.t0;
t1 = handles.t1;
n = 4;
Rp = 0.5;
if(strcmp(get(handles.Filtre_inf,’String’),{’’})==1 &&
strcmp(get(handles.Filtre_sup,’String’),{’’})==0)
filtre_sup = str2double(get(handles.Filtre_sup,’String’));
if (filtre_sup > 100)
string2 = {’El valor ma`xim per filtrar e´s x Hz’};
errordlg(string2,’Error’)
end
Wn = 2*filtre_sup/fm;
[b,a] = cheby1(n,Rp,Wn,’low’);
elseif (strcmp(get(handles.Filtre_sup,’String’),{’’})==1 &&
strcmp(get(handles.Filtre_inf,’String’),{’’})==0)
set(handles.Filtre_sup,’String’,100);
filtre_inf = str2double(get(handles.Filtre_inf,’String’));
Wn = 2*filtre_inf/fm;
[b,a] = cheby1(n,Rp,Wn,’high’);
elseif (strcmp(get(handles.Filtre_sup,’String’),{’’})==0 &&
strcmp(get(handles.Filtre_inf,’String’),{’’})==0)
filtre_sup = str2double(get(handles.Filtre_sup,’String’));
filtre_inf = str2double(get(handles.Filtre_inf,’String’));
if (filtre_sup > 100)
string2 = {’El valor ma`xim per filtrar e´s x Hz’};
errordlg(string2,’Error’)
end
Wn_i = 2*filtre_inf/fm;
Wn_s = 2*filtre_sup/fm;
Wn = [Wn_i Wn_s];
[b,a] = cheby1(n,Rp,Wn);
end
if(strcmp(get(handles.Filtre_inf,’String’),{’’})==1 &&
strcmp(get(handles.Filtre_sup,’String’),{’’})==1)
EEG_q_vull = EEG(t0:t1,Canals);
else
EEG_q_vull = filter(b,a,EEG(t0:t1,Canals));
end
handles.nom_q_vull = EEG_q_vull;
guidata(hObject, handles);
set(handles.CALCULA, ’Enable’, ’On’)
set(handles.DIBUIXA1,’Enable’,’Off’);
set(handles.guardar_figura, ’Enable’, ’Off’);
set(handles.dibuixa2,’Enable’,’On’);
set(handles.guardar_figura_2, ’Enable’, ’Off’);
set(handles.calcula, ’Enable’, ’On’)
set(handles.DIBUIXA3,’Enable’,’Off’);
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set(handles.guardar_resultats,’Enable’,’Off’);
%--------------------------------------------------------------------------
%%%% Dibuixa el senyal d’abans pero filtrat a les freq. que li hem dit
%--------------------------------------------------------------------------
function pushbutton2_Callback(hObject, eventdata, handles)
EEG_q_vull = handles.nom_q_vull;
x = handles.x;
Canals = handles.Canals;
for i = 1 : length(Canals)
canals(i,1:2) = num2str(Canals(i),’%02d’);
legen(i,1:8) = [’Canal ’, canals(i,:)];
end
axes(handles.PLOT);
plot(x, EEG_q_vull);
h = legend(legen,2);
set(handles.CALCULA, ’Enable’, ’On’);
set(handles.DIBUIXA1,’Enable’,’Off’);
set(handles.guardar_figura, ’Enable’, ’Off’);
set(handles.CALCULA2, ’Enable’,’On’);
set(handles.dibuixa2,’Enable’,’On’);
set(handles.guardar_figura_2, ’Enable’, ’On’);
set(handles.calcula, ’Enable’, ’On’)
set(handles.DIBUIXA3,’Enable’,’Off’);
set(handles.guardar_resultats,’Enable’,’Off’);
%--------------------------------------------------------------------------
%%%%% Guardar figura
%--------------------------------------------------------------------------
function guardar_figura_2_Callback(hObject, eventdata, handles)
legen = handles.legen;
EEG_q_vull = handles.nom_q_vull;
x=handles.x;
Canals = handles.Canals;
button = questdlg(’Vols posar nom als canals?’);
if(strcmp(button,’Yes’)==1)
for i=1:length(Canals)
canal = num2str(Canals(i));
Str = [’El canal ’, canal , ’ correspon a ’];
nom_canals(1,i) = inputdlg(Str, ’NOM dels CANALS’);
A = char(nom_canals(1,i));
col = 6 + length(A);
leg3(i,1:col) = [’Canal ’, A];
end
figure(2),
plot(x,EEG_q_vull);
h = legend(leg3,2);
answer = inputdlg(’Inserta el nom de la figura:’,’GUARDAR’);
if(isempty(answer) == 0)
saveas(gcf,answer{1,1},’fig’);
end
close Figure 2;
elseif(strcmp(button,’No’)==1)
figure(2),
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plot(x,EEG_q_vull);
h = legend(legen,2);
answer = inputdlg(’Inserta el nom de la figura:’,’GUARDAR’);
if(isempty(answer) == 0)
saveas(gcf,answer{1,1},’fig’);
end
close Figure 2;
else
errordlg(’No e´s una resposta va`lida’,’Error’)
end
%--------------------------------------------------------------------------
% --------------------- Ana`lisi del sincronisme ---------------------------
%--------------------------------------------------------------------------
%--------------------------------------------------------------------------
%%%% Escollim quin tipus de mesura volem utilitzar
%--------------------------------------------------------------------------
function mesures_sincro_Callback(hObject, eventdata, handles)
function mesures_sincro_CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,’BackgroundColor’,’white’);
else
set(hObject,’BackgroundColor’,get(0,’defaultUicontrolBackgroundColor’));
end
%--------------------------------------------------------------------------
%%%% Donem un valor de tolera`ncia per calcular la diferencia de fase
%--------------------------------------------------------------------------
function tol_w_Callback(hObject, eventdata, handles)
function tol_w_CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,’BackgroundColor’,’white’);
else
set(hObject,’BackgroundColor’,get(0,’defaultUicontrolBackgroundColor’));
end
%--------------------------------------------------------------------------
%%%% Escollim parelles de canals q volem analitzar
%--------------------------------------------------------------------------
function parelles_w_Callback(hObject, eventdata, handles)
function parelles_w_CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,’BackgroundColor’,’white’);
else
set(hObject,’BackgroundColor’,get(0,’defaultUicontrolBackgroundColor’));
end
%--------------------------------------------------------------------------
%%%%% Boto´ Calcula ---> Calcula el sincronisme
%--------------------------------------------------------------------------
function calcula_Callback(hObject, eventdata, handles)
EEG_q_vull = handles.nom_q_vull;
fm = handles.fm;
Canals = handles.Canals;
t0 = handles.t0;
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t1 = handles.t1;
temps_inicial = handles.temps_inicial;
temps_final = handles.temps_final;
data = EEG_q_vull;
t_inicial = (t0 - 1)/fm;
t_final = t1/fm;
t_final = t_final-t_inicial;
t_inicial = 0;
if(isempty(get(handles.tol_w,’String’))==1)
set(handles.tol_w,’String’,1);
end
tol = str2double(get(handles.tol_w,’String’));
Parelles = get(handles.parelles_w,’String’);
i=0;
while ~(strcmp(Parelles, {’’}))
i=i+1;
[token, Parelles]=strtok(Parelles);
P(i) = str2double(token);
end
Parelles = P;
for i = 1 : length(Parelles)/2
canals(i,1:9) = num2str([Parelles(2*(i-1)+1) Parelles(2*i)],’[%02d - %02d]’);
leg(i,1:16) = [’Canals ’, canals(i,:)];
end
%%%%%%%%%%%%%%%
ch = [1:length(Canals)];
result = Calcul_fase(data,fm,ch,t_inicial,t_final);
[taula, Diferencia, X2]=
Calcul_indexos(result,10,10,tol,ch,Canals,Parelles,temps_inicial,temps_final);
Resultat = ’’;
for i=1: length(Parelles)/2
canals = mat2str([Parelles(2*(i-1)+1) Parelles(2*i)]);
R(1:2) = taula(i,3:4);
p = num2str(R(1),’%02d’);
q = num2str(R(2),’%02d\n’);
Str = [’Canals ’, canals, ’ ’ , p, ’:’, q];
Resultat = [Resultat; Str];
end
set(handles.edit15,’String’,Resultat);
if(get(handles.mesures_sincro,’Value’)==1)
gamma = mean_phase_coherence(Diferencia);
Resultat = ’’;
for i=1: length(Parelles)/2
canals = mat2str([Parelles(2*(i-1)+1) Parelles(2*i)]);
resultat =num2str(gamma(i),’%1.5f\n’);
Str = [’MPC: Canals ’, canals, ’ = ’, resultat, ’ ’];
Resultat = [Resultat; Str];
end
handles.gamma = gamma;
set(handles.Resultats_sincro,’String’,Resultat);
elseif(get(handles.mesures_sincro,’Value’)==2)
rho = entropia_shannon(Diferencia);
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Resultat = ’’;
for i=1: length(Parelles)/2
canals = mat2str([Parelles(2*(i-1)+1) Parelles(2*i)]);
resultat =num2str(rho(i),’%1.5f\n’);
Str = [’ShE: Canals ’, canals, ’ = ’, resultat, ’ ’];
Resultat = [Resultat; Str];
end
handles.rho = rho;
set(handles.Resultats_sincro,’String’,Resultat);
elseif(get(handles.mesures_sincro,’Value’)==3)
llegenda = ’’;
[gamma_II,mitjanes] = mean_phase_coherence_II(Diferencia,fm);
Resultat = ’’;
for i=1: length(Parelles)/2
canals = mat2str([Parelles(2*(i-1)+1) Parelles(2*i)]);
resultat =num2str(mitjanes(i),’%1.5f\n’);
Str = [’DCLPS: Canals ’, canals, ’ = ’, resultat, ’ ’];
Resultat = [Resultat; Str];
end
handles.mitjanes = mitjanes;
set(handles.Resultats_sincro,’String’,Resultat);
handles.gamma_II = gamma_II;
axes(handles.PLOT)
x = linspace(temps_inicial,temps_final,temps_final-temps_inicial + 1);
plot(x,gamma_II,’-*’);
grid on
h = legend(leg,2);
elseif(get(handles.mesures_sincro, ’Value’)==4)
llegenda = ’’;
par = Secund;
llargada_sincro = str2num(par{1});
p_max = str2num(par{2});
eps = str2num(par{3});
[I, plateau, ind_pl] = index_sincro(Diferencia, fm, sdv_max, eps, llargada_sincro);
[f,c] = size(Diferencia);
handles.plateau = plateau;
handles.ind_pl = ind_pl;
axes(handles.PLOT2);
plot(Diferencia)
h = legend(leg,2);
hold on
for i=1:c
plot(ind_pl{i},plateau(ind_pl{i},i),’k.’);
hold on
end
hold off
Resultat = ’’;
for i = 1:length(Parelles)/2
canals = mat2str([Parelles(2*(i-1)+1) Parelles(2*i)]);
resultat = num2str(I(i), ’%1.5f\n’);
Str = [’I: Canals ’, canals, ’ = ’, resultat, ’ ’];
Resultat = [Resultat; Str];
end
handles.I = I;
set(handles.Resultats_sincro,’String’,Resultat);
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elseif(get(handles.mesures_sincro,’Value’)==5)
gamma = mean_phase_coherence(Diferencia);
Resultat = ’’;
for i=1: length(Parelles)/2
canals = mat2str([Parelles(2*(i-1)+1) Parelles(2*i)]);
resultat =num2str(gamma(i),’%1.5f\n’);
Str = [’ MPC : Canals ’, canals, ’ = ’, resultat, ’ ’];
Resultat = [Resultat; Str];
end
handles.gamma = gamma;
rho = entropia_shannon(Diferencia);
for i=1: length(Parelles)/2
canals = mat2str([Parelles(2*(i-1)+1) Parelles(2*i)]);
resultat =num2str(rho(i),’%1.5f\n’);
Str = [’ShEnt: Canals ’, canals, ’ = ’, resultat, ’ ’];
Resultat = [Resultat; Str];
end
handles.rho = rho;
[gamma_II,mitjanes] = mean_phase_coherence_II(Diferencia,fm);
for i=1: length(Parelles)/2
canals = mat2str([Parelles(2*(i-1)+1) Parelles(2*i)]);
resultat =num2str(mitjanes(i),’%1.5f\n’);
Str = [’DCLPS: Canals ’, canals, ’ = ’, resultat, ’ ’];
Resultat = [Resultat; Str];
end
handles.mitjanes = mitjanes;
handles.gamma_II = gamma_II;
axes(handles.PLOT);
x = linspace(temps_inicial,temps_final,temps_final-temps_inicial + 1);
length(x)
length(gamma_II)
plot(x,gamma_II,’-*’);
grid on
h = legend(leg,2);
par = Secund;
llargada_sincro = str2num(par{1});
p_max = str2num(par{2});
eps = str2num(par{3});
[I, plateau, ind_pl] = index_sincro(Diferencia, fm, sdv_max, eps, llargada_sincro);
[f,c] = size(Diferencia);
handles.plateau = plateau;
handles.ind_pl = ind_pl;
axes(handles.PLOT2);
plot(Diferencia)
h = legend(leg,2);
hold on
for i=1:c
plot(ind_pl{i},plateau(ind_pl{i},i),’k.’);
hold on
end
hold off
for i = 1:length(Parelles)/2
canals = mat2str([Parelles(2*(i-1)+1) Parelles(2*i)]);
resultat = num2str(I(i), ’%1.5f\n’);
Str = [’I : Canals ’, canals, ’ = ’, resultat, ’ ’];
Resultat = [Resultat; Str];
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end
handles.I = I;
set(handles.Resultats_sincro,’String’,Resultat);
end
handles.Parelles = Parelles;
handles.leg = leg;
handles.Diferencia = Diferencia;
handles.X2 = X2;
guidata(hObject, handles);
set(handles.CALCULA, ’Enable’,’On’);
set(handles.DIBUIXA1, ’Enable’,’Off’);
set(handles.guardar_figura, ’Enable’,’Off’);
set(handles.CALCULA2, ’Enable’,’On’);
set(handles.dibuixa2, ’Enable’,’Off’);
set(handles.guardar_figura_2, ’Enable’,’Off’);
set(handles.guardar_resultats,’Enable’,’On’);
set(handles.DIBUIXA3,’Enable’,’On’);
%--------------------------------------------------------------------------
%%%%% Dibuixa les gra`fiques
%--------------------------------------------------------------------------
function DIBUIXA3_Callback(hObject, eventdata, handles)
leg = handles.leg;
X2 = handles.X2;
Diferencia = handles.Diferencia;
save Diferencia.txt Diferencia -ascii;
axes(handles.PLOT2);
plot(X2,Diferencia);
grid on
h = legend(leg,2);
%-------------------------------------------------------------------------
%%% Guarda resultats i figura
%-------------------------------------------------------------------------
function guardar_resultats_Callback(hObject, eventdata, handles)
leg = handles.leg;
X2 = handles.X2;
temps_inicial = handles.temps_inicial;
temps_final = handles.temps_final;
Canals = handles.Canals;
Parelles = handles.Parelles;
Diferencia = handles.Diferencia;
fm = handles.fm;
if(get(handles.mesures_sincro,’Value’)==1)
gamma = handles.gamma;
answer = inputdlg(’Nom del fitxer de dades de "mean phase coherence":’,’GUARDAR’);
if(isempty(answer)==0)
nom = strcat(answer{1,1}, ’.mat’);
save(nom, ’gamma’);
end
elseif(get(handles.mesures_sincro,’Value’)==2)
rho = handles.rho;
answer = inputdlg(’Nom del fitxer de dades de "Shannon entropy":’,’GUARDAR’);
if(isempty(answer)==0)
nom = strcat(answer{1,1}, ’.mat’);
93
save(nom, ’rho’);
end
elseif(get(handles.mesures_sincro,’Value’)==3)
gamma_II = handles.gamma_II;
answer = inputdlg(’Nom del fitxer de dades de "Dynamic Cross-lag ph.sync":’,’GUARDAR’);
if(strcmp(answer,’’)==0)
nom = strcat(answer{1,1}, ’.mat’);
save(nom, ’gamma_II’);
end
mitjanes = handles.mitjanes;
answer = inputdlg(’Nom del fitxer de les mitjanes de les dades de "DCLPS":’,’GUARDAR’);
if(strcmp(answer,’’)==0)
nom = strcat(answer{1,1}, ’.mat’);
save(nom, ’mitjanes’);
end
button = questdlg(’Vols posar nom als canals?’,’GAMMA_II’);
if(strcmp(button,’Yes’)==1)
for i=1:length(Canals)
canal = num2str(Canals(i));
Str = [’El canal ’, canal , ’ correspon a ’];
nom_canals(1,i) = inputdlg(Str, ’NOM dels CANALS’);
end
for i = 1:length(Parelles)/2
j = 1;
while (Parelles(2*(i-1) +1) ~= Canals(j))
j = j +1;
end
A = char(nom_canals(1,j));
l_A(i) = length(A);
k = 1;
while (Parelles(2*i) ~= Canals(k))
k = k + 1;
end
B = char(nom_canals(1,k));
l_B(i) = length(B);
col = 7 + l_A(i) + 3 + l_B(i);
leg2(i,1:col) = [’Canals ’, A, ’ - ’, B];
end
figure(3),
x = linspace(temps_inicial,temps_final,temps_final-temps_inicial + 1);
plot(x,gamma_II,’-*’);
grid on
h = legend(leg2,2);
answer = inputdlg(’Inserta el nom de la figura:’,’GUARDAR’);
if(strcmp(answer,’’)==0)
saveas(gcf,answer{1,1},’fig’);
end
close Figure 3;
elseif(strcmp(button,’No’)==1)
figure(3),
x = linspace(temps_inicial,temps_final,temps_final-temps_inicial + 1);
plot(x,gamma_II,’-*’);
grid on
h = legend(leg,2);
answer = inputdlg(’Inserta el nom de la figura:’,’GUARDAR’);
if(strcmp(answer,’’)==0)
saveas(gcf,answer{1,1},’fig’);
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end
close Figure 3;
end
elseif(get(handles.mesures_sincro,’Value’) == 4)
I = handles.I;
plateau = handles.plateau;
ind_pl = handles.ind_pl;
answer = inputdlg(’Nom del fitxer de dades de I:’,’GUARDAR’);
if(isempty(answer)==0)
nom = strcat(answer{1,1}, ’.mat’);
save(nom, ’I’);
end
button = questdlg(’Vols posar nom als canals?’,’I’);
if(strcmp(button,’Yes’)==1)
for i=1:length(Canals)
canal = num2str(Canals(i));
Str = [’El canal ’, canal , ’ correspon a ’];
nom_canals(1,i) = inputdlg(Str, ’NOM dels CANALS’);
end
for i = 1:length(Parelles)/2
j = 1;
while (Parelles(2*(i-1) +1) ~= Canals(j))
j = j +1;
end
A = char(nom_canals(1,j));
l_A(i) = length(A);
k = 1;
while (Parelles(2*i) ~= Canals(k))
k = k + 1;
end
B = char(nom_canals(1,k));
l_B(i) = length(B);
col = 7 + l_A(i) + 3 + l_B(i);
leg2(i,1:col) = [’Canals ’, A, ’ - ’, B];
end
[f,c] = size(Diferencia);
figure(3),
plot(Diferencia)
h = legend(leg2,2);
hold on
for i=1:c
plot(ind_pl{i},plateau(ind_pl{i},i),’k.’);
hold on
end
hold off
answer = inputdlg(’Inserta el nom de la figura:’,’GUARDAR’);
if(strcmp(answer,’’)==0)
saveas(gcf,answer{1,1},’fig’);
end
close Figure 3;
elseif(strcmp(button,’No’)==1)
[f,c] = size(Diferencia);
figure(3),
plot(Diferencia)
h = legend(leg,2);
hold on
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for i=1:c
plot(ind_pl{i},plateau(ind_pl{i},i),’k.’);
hold on
end
hold off
answer = inputdlg(’Inserta el nom de la figura:’,’GUARDAR’);
if(strcmp(answer,’’)==0)
saveas(gcf,answer{1,1},’fig’);
end
close Figure 3;
end
elseif(get(handles.mesures_sincro,’Value’)==5)
gamma = handles.gamma;
answer = inputdlg(’Nom del fitxer de dades de "mean phase coherence":’,’GUARDAR’);
if(isempty(answer)==0)
nom = strcat(answer{1,1}, ’.mat’);
save(nom, ’gamma’);
end
rho = handles.rho;
answer = inputdlg(’Nom del fitxer de dades de "Shannon entropy":’,’GUARDAR’);
if(isempty(answer)==0)
nom = strcat(answer{1,1}, ’.mat’);
save(nom, ’rho’);
end
gamma_II = handles.gamma_II;
answer = inputdlg(’Nom del fitxer de dades de "Dynamic Cross-lag ph.sync":’,’GUARDAR’);
if(isempty(answer)==0)
nom = strcat(answer{1,1}, ’.mat’);
save(nom, ’gamma_II’);
end
mitjanes = handles.mitjanes;
answer = inputdlg(’Nom del fitxer de les mitjanes de les dades de "DCLPS":’,’GUARDAR’);
if(strcmp(answer,’’)==0)
nom = strcat(answer{1,1}, ’.mat’);
save(nom, ’mitjanes’);
end
I = handles.I;
plateau = handles.plateau;
ind_pl = handles.ind_pl;
answer = inputdlg(’Nom del fitxer de dades de I:’,’GUARDAR’);
if(isempty(answer)==0)
nom = strcat(answer{1,1}, ’.mat’);
save(nom, ’I’);
end
button = questdlg(’Vols posar nom als canals?’, ’GAMMA_II’);
if(strcmp(button,’Yes’)==1)
for i=1:length(Canals)
canal = num2str(Canals(i));
Str = [’El canal ’, canal , ’ correspon a ’];
nom_canals(1,i) = inputdlg(Str, ’NOM dels CANALS’);
end
for i = 1:length(Parelles)/2
j = 1;
while (Parelles(2*(i-1) +1) ~= Canals(j))
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j = j +1;
end
A = char(nom_canals(1,j));
l_A(i) = length(A);
k = 1;
while (Parelles(2*i) ~= Canals(k))
k = k + 1;
end
B = char(nom_canals(1,k));
l_B(i) = length(B);
col = 7 + l_A(i) + 3 + l_B(i);
leg2(i,1:col) = [’Canals ’, A, ’ - ’, B];
end
figure(3),
x = linspace(temps_inicial,temps_final,temps_final-temps_inicial + 1);
plot(x,gamma_II,’-*’);
grid on;
h = legend(leg2,2);
answer = inputdlg(’Inserta el nom de la figura:’,’GUARDAR’);
if(strcmp(answer,’’)==0)
saveas(gcf,answer{1,1},’fig’);
end
close Figure 3;
elseif(strcmp(button,’No’)==1)
figure(3),
x = linspace(temps_inicial,temps_final,temps_final-temps_inicial + 1);
plot(x,gamma_II,’-*’);
grid on;
h = legend(leg,2);
answer = inputdlg(’Inserta el nom de la figura:’,’GUARDAR’);
if(strcmp(answer,’’)==0)
saveas(gcf,answer{1,1},’fig’);
end
close Figure 3;
end
button = questdlg(’Vols posar nom als canals?’,’I’);
if(strcmp(button,’Yes’)==1)
for i=1:length(Canals)
canal = num2str(Canals(i));
Str = [’El canal ’, canal , ’ correspon a ’];
nom_canals(1,i) = inputdlg(Str, ’NOM dels CANALS’);
end
for i = 1:length(Parelles)/2
j = 1;
while (Parelles(2*(i-1) +1) ~= Canals(j))
j = j +1;
end
A = char(nom_canals(1,j));
l_A(i) = length(A);
k = 1;
while (Parelles(2*i) ~= Canals(k))
k = k + 1;
end
B = char(nom_canals(1,k));
l_B(i) = length(B);
col = 7 + l_A(i) + 3 + l_B(i);
leg2(i,1:col) = [’Canals ’, A, ’ - ’, B];
end
[f,c] = size(Diferencia);
figure(3),
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plot(Diferencia)
h = legend(leg2,2);
hold on
for i=1:c
plot(ind_pl{i},plateau(ind_pl{i},i),’k.’);
hold on
end
hold off
answer = inputdlg(’Inserta el nom de la figura:’,’GUARDAR’);
if(strcmp(answer,’’)==0)
saveas(gcf,answer{1,1},’fig’);
end
close Figure 3;
elseif(strcmp(button,’No’)==1)
[f,c] = size(Diferencia);
figure(3),
plot(Diferencia)
h = legend(leg,2);
hold on
for i=1:c
plot(ind_pl{i},plateau(ind_pl{i},i),’k.’);
hold on
end
hold off
answer = inputdlg(’Inserta el nom de la figura:’,’GUARDAR’);
if(strcmp(answer,’’)==0)
saveas(gcf,answer{1,1},’fig’);
end
close Figure 3;
end
end
button = questdlg(’Vols posar nom als canals?’,’DIFERE`NCIES DE FASES’);
if(strcmp(button,’Yes’)==1)
for i=1:length(Canals)
canal = num2str(Canals(i));
Str = [’El canal ’, canal , ’ correspon a ’];
nom_canals(1,i) = inputdlg(Str, ’NOM dels CANALS’);
end
for i = 1:length(Parelles)/2
j = 1;
while (Parelles(2*(i-1) +1) ~= Canals(j))
j = j +1;
end
A = char(nom_canals(1,j));
l_A(i) = length(A);
k = 1;
while (Parelles(2*i) ~= Canals(k))
k = k + 1;
end
B = char(nom_canals(1,k));
l_B(i) = length(B);
col = 7 + l_A(i) + 3 + l_B(i);
leg2(i,1:col) = [’Canals ’, A, ’ - ’, B];
end
figure(3),
ribbon(X2,Diferencia)
h = legend(leg2,2);
answer = inputdlg(’Inserta el nom de la figura’,’GUARDAR’);
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if(strcmp(answer,’’)==0)
saveas(gcf, answer{1,1},’fig’);
end
close Figure 3;
elseif(strcmp(button,’No’)==1)
figure(3),
ribbon(X2,Diferencia)
h = legend(leg,2);
answer = inputdlg(’Inserta el nom de la figura’,’GUARDAR’);
if(strcmp(answer,’’)==0)
saveas(gcf, answer{1,1},’fig’);
end
close Figure 3;
end
%-------------------------------------------------------------------------
%%% Valors de ressona`ncia
%-------------------------------------------------------------------------
function edit15_Callback(hObject, eventdata, handles)
function edit15_CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,’BackgroundColor’,’white’);
else
set(hObject,’BackgroundColor’,get(0,’defaultUicontrolBackgroundColor’));
end
%-------------------------------------------------------------------------
%%% Escriu resultats sincro
%-------------------------------------------------------------------------
function varargout = Resultats_sincro_Callback(hObject, eventdata, handles, varargin)
function Resultats_sincro_CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,’BackgroundColor’,’white’);
else
set(hObject,’BackgroundColor’,get(0,’defaultUicontrolBackgroundColor’));
end
%-------------------------------------------------------------------------
%%% Obre fitxer Ajuda
%-------------------------------------------------------------------------
function AJUDA_Callback(hObject, eventdata, handles)
open Ajuda.pdf
%--------------------------------------------------------------------------
%---------------------- Funcions addicionals ------------------------------
%--------------------------------------------------------------------------
%--------------------------------------------------------------------------
%%%% Calcula la fase del senyal
%--------------------------------------------------------------------------
function result=Calcul_fase(data,freq,ch,t0,t1)
lch = length(ch);
[f,c] = size(data);
dt = 1/freq;
n0 = round(t0/dt)+1;
n1 = round(t1/dt);
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t = [(n0-1)*dt:dt:n1*dt];
cones = ones(n1-n0+1,1);
result(1,1) = {t};
iph = zeros(1,c);
for i=1:lch,
ld=length(data(n0:n1,ch(i)));
s = data(n0:n1,ch(i))-mean(data(n0:n1,ch(i)));
ls=length(s);
phase(:,i) = unwrap(angle(hilbert(s)));
iph(ch(i)) = i;
end;
size(phase);
result(1,2) = {iph};
result(1,3) = {phase};
f = 1;
for i=1:lch,
phi1 = phase(:,i);
A1 = [phi1,cones];
for j=i+1:lch,
f = f+1;
result(f,1) = {[ch(i), ch(j)]};
phi2 = phase(:,j);
nk1 = pinv(A1)*phi2;
e1 = norm(A1*nk1-phi2);
A2 = [phi2,cones];
nk2 = pinv(A2)*phi1;
e2 = norm(A2*nk2-phi1);
if (e1<e2),
result(f,1) = {[ch(i),ch(j)]};
result(f,2) = {nk2(1)};
result(f,3) = {nk2(2)};
else
result(f,1) = {[ch(j),ch(i)]};
result(f,2) = {nk2(1)};
result(f,3) = {nk2(2)};
end;
end;
end;
%--------------------------------------------------------------------------
%%%%% Calcula la difera`ncia de fase i dibuixa les serpentines
%--------------------------------------------------------------------------
function [taula, Diferencia, X2] =
Calcul_indexos(r,d,ns,tol,ch,Canals,Parelles,temps_inicial,temps_final);
[m,n] = size(r);
t = r{1,1};
iph = r{1,2};
phase = r{1,3};
lch=length(r{1,2});
for i=2:m,
i12 = r{i,1};
taula(i-1,1:2) = i12;
p1 = phase(:,iph(i12(1)));
p2 = phase(:,iph(i12(2)));
n = r{i,2};
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if (tol==0),
p = n; q = 1;
else [p,q] = rat(n,tol);
end;
taula(i-1,3:4) = [p,q];
dif(:,i-1) = (p/q)*p1-p2;
end
save dif.txt dif -ascii;
for i=1:length(Parelles)
for j=1:length(Canals)
if (Parelles(i)==Canals(j))
Parelles(i)=j;
end
end
end
k=0;
for i=1:2:length(Parelles)-1
for j=2:m
if (taula(j-1,1) == Parelles(i))
if(taula(j-1,2) == Parelles(i+1))
k=k+1;
P(k)=j-1;
end
elseif (taula(j-1,2) == Parelles(i))
if (taula(j-1,1) == Parelles(i+1))
k=k+1;
P(k)=j-1;
end
end
end
end
X2 = linspace(temps_inicial, temps_final, length(t)-1);
Diferencia=dif(:,P);
%-------------------------------------------------------------------------
%%% Mesura Mean phase coherence
%-------------------------------------------------------------------------
function gamma = mean_phase_coherence(diferencia)
[f,c] = size(diferencia);
for i=1:c
sinus = sin(diferencia(:,i));
cosinus = cos(diferencia(:,i));
s = sum(sinus)/f;
c = sum(cosinus)/f;
gamma(i) = sqrt(s^2 + c^2);
end
%-------------------------------------------------------------------------
%%% Mesura Entropia Shannon
%-------------------------------------------------------------------------
function rho = entropia_shannon(diferencia)
[f,c] = size(diferencia);
for i=1:c
difer = mod(diferencia(:,i), 2*pi);
save difer.txt difer -ascii;
!Shannon
101
load Valor_S_Smax.txt Valor_S_Smax;
S = -Valor_S_Smax(1);
S_max = Valor_S_Smax(2);
rho(i) = (S_max - S)/S_max;
end
%-------------------------------------------------------------------------
%%% Mesura Mean Phase Coherence II
%-------------------------------------------------------------------------
function [gamma_II,mitjanes] = mean_phase_coherence_II(diferencia,fm)
[f,c] = size(diferencia);
segons = f/fm + 1;
save fm.txt fm -ascii;
for i=1:c
difer = mod(diferencia(:,i), 2*pi);
save difer.txt difer -ascii;
!mpc
load gammaII.txt gammaII;
[fil, col] = size(gammaII);
gamma_II(1:fil,i) = gammaII;
mitjanes(i) = sum(gamma_II(:,i))/fil;
end
%-------------------------------------------------------------------------
%%%% Index nou
%-------------------------------------------------------------------------
function [I,plateau, ind_pl] = index_sincro(diferencia, fm, sdv_max, eps, llargada_sincro)
[L,col] = size(diferencia);
I = 0;
for ind = 1:col
cr = 1;
cont = 0;
cr_d = 0;
cont_p = [];
cont_d = [];
gamma = [];
indexes = [];
Diferencia_50(1) = diferencia(1,ind);
e = floor(L/50);
Diferencia_50(2:e+1) = diferencia(50:50:end,ind);
D = diff(Diferencia_50);
marca = 0;
for i=1:length(D)
if(abs(D(i)) <= eps)
cont = cont + 50;
if (i == length(D))
cont_p(cr) = cont;
x = [50*i-cont_p(cr)+1:50*i];
m = mean(diferencia(x,ind));
s = std(diferencia(x,ind));
if (s < sdv_max && cont_p(cr) > llargada_sincro*fm)
marca = 1;
plateau(x,ind) = m;
indexes = [indexes x];
cr_d = cr_d + 1;
n_i(cr_d) = cont_p(cr);
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F(x) = diferencia(x,ind)-m;
sinus(1:cont_d(cr_d)) = sin(F(x));
cosinus(1:cont_d(cr_d)) = cos(F(x));
s = mean(sinus);
c = mean(cosinus);
gamma(cr_d) = sqrt(s^2 + c^2);
end
end
elseif ((abs(D(i)) > eps) && (cont ~= 0))
k = (i-1)*50;
cont_p(cr) = cont;
x = [k-cont_p(cr)+1:k];
m = mean(diferencia(x,ind));
s = std(diferencia(x,ind));
if (s < sdv_max && cont_p(cr) > llargada_sincro*fm)
marca = 1;
plateau(x,ind) = m;
indexes = [indexes x];
cr_d = cr_d + 1;
n_i(cr_d) = cont_p(cr);
F(x) = diferencia(x,ind)-m;
sinus(1:cont_d(cr_d)) = sin(F(x));
cosinus(1:cont_d(cr_d)) = cos(F(x));
s = mean(sinus);
c = mean(cosinus);
gamma(cr_d) = sqrt(s^2 + c^2);
end
cr = cr + 1;
cont = 0;
elseif ((abs(D(i)) > eps) && (cont == 0))
cont_p(cr) = 0;
end
end
if (cr_d ~= 0)
ind_pl(ind) = {indexes};
In=0;
for j=1:cr_d
gamma(j);
n_i(j)/L;
In = In + gamma(j)*n_i(j)/L;
end
I(ind) = In;
else
ind_pl(ind) = {1};
plateau(ind_pl{ind},ind)= 0;
I(ind) = 0;
end
end
% ------------------------------------------------------------
% Function load_listbox
% Read the current directory and sort the names
% ------------------------------------------------------------
function load_listbox(dir_path,handles)
cd (dir_path)
dir_struct = dir(dir_path);
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file_names = [];
index = [];
[sorted_names,sorted_index] = sortrows({dir_struct.name}’);
for i = 1:length(sorted_index)
f = strfind(sorted_names(i), ’.txt’);
if (isempty(f{1,1})==0)
file_names = [file_names; sorted_names(i)];
handles.file_names = file_names;
handles.is_dir = [dir_struct.isdir];
index = [index i];
handles.sorted_index = index;
guidata(handles.figure1,handles);
set(handles.Llista_senyals,’String’,handles.file_names,’Value’,1)
end
end
% --------------------------------------------------------------------
% --------------------------------------------------------------------
/* Ca`lcul de l’ı´ndex: Dynamic Cross-Lag Phase Synchronization */
#include <math.h>
#include <stdio.h>
#include <stdlib.h>
#define PI 3.141592
int main() {
/* Declaracions */
double C[10000], S[10000], gamma[10000], limit;
int n,m,i, Llargada_arxiu, freq, index, fi;
float nombres[100000], A;
FILE *arxiu;
FILE *arxiu2;
FILE *sortida;
/* Inicialitzacions */
arxiu2 = fopen("fm.txt","r");
if (arxiu2 == NULL){
exit(1);
printf ("\nEl contingut de l’arxiu e´s \n\n");
}
else{
fscanf(arxiu2, "%e", &A);
}
freq = A;
/* Llegim fitxer amb la difere`ncia de fase*/
arxiu = fopen("difer.txt","r");
if (arxiu == NULL){
exit(1);
printf ("\nEl contingut de l’arxiu e´s \n\n");
}
i=0;
while(!feof(arxiu)) {
fscanf(arxiu, "%e", &nombres[i]);
i++;
}
Llargada_arxiu = i-1;
/* Cas n=0 */
n=0;
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index=0;
C[index]= cos(nombres[n]);
S[index]= sin(nombres[n]);
for(m=1; m<freq; m++){
C[index]= C[index] + cos(nombres[n + m]);
S[index]= S[index] + sin(nombres[n + m]);
}
C[index] = pow((1.0/freq)*C[index],2);
S[index] = pow((1.0/freq)*S[index],2);
gamma[index]=sqrt(C[index] + S[index]);
fi = Llargada_arxiu/freq;
for(index = 1 ; index < fi; index++){
n = index*freq;
/* Ca`lcul de C i S */
C[index]= cos(nombres[n]);
S[index]= sin(nombres[n]);
for(m=1; m<freq; m++) {
C[index]= C[index] + cos(nombres[n - m - 1]);
C[index]= C[index] + cos(nombres[n + m]);
S[index]= S[index] + sin(nombres[n - m - 1]);
S[index]= S[index] + sin(nombres[n + m]);
}
C[index] = pow((1.0/(2*freq))*C[index],2);
S[index] = pow((1.0/(2*freq))*S[index],2);
gamma[index]=sqrt(C[index] + S[index]);
}
/* Cas n=Llargada_arxiu */
index = fi;
n=Llargada_arxiu;
C[index]= cos(nombres[n]);
S[index]= sin(nombres[n]);
for(m=1; m<freq; m++){
C[index]= C[index] + cos(nombres[n - m -1]);
S[index]= S[index] + sin(nombres[n - m -1]);
}
C[index] = pow((1.0/freq)*C[index],2);
S[index] = pow((1.0/freq)*S[index],2);
gamma[index]=sqrt(C[index] + S[index]);
/* Escrivim gamma en un fitxer de sortida */
sortida = fopen("gammaII.txt", "w");
if(sortida==NULL){
printf("Error: no podem crear l’arxiu.\n");
return 1;
}
else{
for(index=0; index<= fi; index++){ /*Llargada_arxiu*/
fprintf(sortida, "%f\n",gamma[index]);
}
fclose(sortida);
}
fclose(arxiu);
return 0;
}
% --------------------------------------------------------------------
% --------------------------------------------------------------------
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Ca`lcul de S de l’entropia de Shannon
#include <math.h>
#include <stdio.h>
#include <stdlib.h>
#define PI 3.141592
int main() {
int i, j, M, k, FN, cont;
double S, N, llargada_bin, a, b, p, S_max;
FILE *arxiu;
FILE *sortida;
float nombres[60000];
arxiu = fopen("difer.txt","r");
if (arxiu == NULL){
exit(1);
printf ("\nEl contenido del archivo de prueba es \n\n");
}
i=0;
while(!feof(arxiu)) {
fscanf(arxiu, "%e", &nombres[i]);
i++;
}
M = i;
M = M-1;
N=(float)exp(0.626 + 0.4*log(M-1));
FN=floor(N);
llargada_bin=2.0*PI/FN;
S=0;
for (k=1; k<=FN; k++){
a=(float)llargada_bin*(k-1);
b=(float)llargada_bin*k;
cont=0;
for(i=0; i<(M-1); i++){
if(nombres[i]>=a && nombres[i]<b) cont++;
}
p=(float)cont/M;
if(p==0) S=S;
else S = (float)S + (float)p*log(p);
}
S_max=log(FN);
sortida = fopen("Valor_S_Smax.txt", "w");
if(sortida==NULL) {
printf("Error: can’t create file.\n");
return 1;
}
else {
fprintf(sortida, "%f\n%f", S,S_max);
fclose(sortida);
return 0;
}
fclose(arxiu);
return 0;
}
