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ABSTRACT
Optimization-Based Control Methodologies with Applications to Autonomous Vehicle
Behnam Gholitabar Omrani
This thesis includes two main parts. In the first part, the main contribution is to
develop nonsingular rigid-body attitude control laws using a convex formulation, and
implement them in an experimental set up. The attitude recovery problem is first pa-
rameterized in terms of quaternions, and then two polynomial controllers using an SoS
Lyapunov function and an SoS density function are developed. A quaternion-based poly-
nomial controller using backstepping is also designed to make the closed-loop system
asymptotically stable. Moreover, the proposed quaternion-based controllers are imple-
mented in a Quanser helicopter, and compared to the polynomial controllers and a PID
controller experimentally.
The main contribution of the second part of this thesis is to analytically solve the
Hamilton-Jacobi-Bellman equation for a class of third order nonlinear optimal control
problems for which the dynamics are affine and the cost is quadratic in the input. One
special advantage of this work is that the solution is directly obtained for the control input
without the computation of a value function first. The value function can however also be
obtained based on the control input. Furthermore, a Lyapunov function can be constructed
for a subclass of optimal control problems, yielding a proof certificate for stability. Using
the proposed methodology, experimental results of a path following problem implemented
iii
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This chapter includes a review of the relevant literature on two main topics of the thesis:
the attitude control of a rigid body and inverse optimality method. The main contributions
and the structure of this thesis are also stated in this chapter.
1.1 Literature Review
This section will be broken into two subsections. The first part presents a review of the
relevant literature on the attitude control of a rigid body, and the second part will review
the literature of inverse optimality approach.
1.1.1 Attitude Control of a Rigid Body
An attitude recovery maneuver is used when a malfunction affects the attitude of the rigid
body and throws it into a spin. The primary task of the attitude control system is to stabi-
lize the attitude of the rigid body, specially satellite, against external torque disturbances
generated by aerodynamic drag effects, solar radiation, unwanted wind torques, a sud-
den seizure of a momentum wheel, and so on. In most rigid body applications such as
1
satellite, spacecraft, robot manipulators and high performance air vehicles, large angle
maneuvers are required to be performed for different missions. To this aim, an attitude
recovery should be implemented to bring back the rigid body to the zero attitude state
vector, subject to any initial condition. To fully simulate an attitude problem, a rigid body
is characterized by nonlinear attitude kinematics.
Attitude dynamics and its control has been an important topic in the control field
since the first humans made an artificial satellite, Sputnic I, which was build and launched
on October 4th, 1957. The actual numbers of journal and conference papers, technical re-
ports and books published in this area is in hundreds and quite overwhelming. Therefore,
the literature review given in the following paragraphs will give a brief review of attitude
control of a rigid body.
Several research studies have been conducted in the past few decades that inves-
tigate attitude control problem using a variety of control techniques ranging from the
classical PID [1], [2] and [3], and feedback linearization control [18] , to adaptive and
optimal control [4], [5] and [6], and intelligent-based attitude control approaches such
as neural networks [7] and [8], and fuzzy logic [9], [10] and [11]. The attitude control
problem was first developed by Meyer [12] and [13], and then was extended by several
researchers. Using a Lyapunov approach, Meyer [13] focused on appropriate attitude rep-
resentations of spacecraft dynamic models. In [14] Crouch extends Meyer’s work, and
presents necessary and sufficient conditions for the controllability of a spacecraft in the
case that the gas jet actuators yield one, two, or three independent torques.
A general framework for the analysis of the attitude tracking control problem for
a rigid body is presented in [15], where a large family of globally stable control laws
are obtained by using the globally nonsingular quaternion representation in a Lyapunov
function candidate. In [16] the rigid body attitude control problem with external torques
is transformed into an equivalent linear form implementable by three double integrators.
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The Linearizing transformations themselves are formulated in vector algebra, requiring
no integrators for implementation. Tsiotras in [17] applies a Lyapunov function that in-
cludes a sum of quadratic and logarithmic terms in the angular velocities and kinematic
parameters resulting in a linear control design. The problem of the attitude recovery of
flexible spacecraft is also investigated in [18] and [19] using the feedback linearization
control and generating the control error signal based on the quaternion addition.
Recently, backstepping approach, sliding mode control, nonlinear H∞ control, opti-
mal and adaptive control have also been applied to attitude control problems. Backstep-
ping control approach is mostly used in attitude problems, due to its remarkable capability
in designing cascaded systems. The advantage of integrator backstepping compared with
other control methods lies in its design flexibility, due to its recursive use of Lyapunov
functions. The main concept of backstepping control has been examined in general in [20]
and [21], and then has been utilized in several attitude control problems. For example,
[22] proposes a robust nonlinear attitude control method for aircraft based on partitioned
backstepping. Reference [23] presents a solution to the problem of controlling relative at-
titude in a leader-follower spacecraft formation, with focus on optimality in rotation path
for the follower spacecraft. References [24] and [25] focus on a backstepping approach
for controlling the attitude of the European Student Earth Orbiter (ESEO). In these papers
a tracking controller is presented to stabilize the attitude of a micro satellite via integrator
backstepping and quaternion feedback. The backstepping approach was also applied to
attitude control of satellites in [28], [29] and [30].
Sliding mode control is also one of the most important approaches to handle the
attitude control problems with large uncertainties, nonlinearities, and bounded external
disturbances. The main drawback of the sliding mode control is its discontinuous switch-
ing control law (sign function) which results in chattering. In [31], [32], [33], and [34]
sliding mode controller have been investigated for attitude control problem in term of
3
Euler angles, Rodrigues parameters, Modified Rodrigues parameters, and Quaternions,
respectively. The most recent work in [35] also studies two optimal sliding mode control
laws using integral sliding mode control (ISM) for some spacecraft attitude tracking prob-
lems. In this paper, integral sliding mode control combining the first order sliding mode
and optimal control is applied to quaternion-based spacecraft attitude tracking maneuvers
with external disturbances and an uncertainty inertia matrix.
Using a control Lyapunov function approach, [36] designs globally stabilizing feed-
back laws that have desirable optimality with respect to cost functions, penalizing state
errors and control effort. Their performance is also compared to the performance of pre-
viously developed proportional-derivative type control laws. It is shown that the new
control laws achieve the same or greater stabilization rate with less control effort. In [37]
a discrete optimal control problem for attitude dynamics of a rigid body with symmetry,
applied to a 3D pendulum, is presented. The symmetry in the attitude dynamics system
yields a conserved quantity, causing a fundamental singularity in optimal control prob-
lems. Using an inverse optimal adaptive Control, the attitude tracking control problem
of a rigid body with external disturbances and an uncertain inertia matrix is addressed in
[38]. This is achieved by the inverse optimality approach without solving the associated
Hamilton JacobiIsaacs partial differential equation directly. In [6] a nonlinear optimal
controller has been devised for the attitude tracking problem of spacecraft maneuvers
through HamiltonJacobi formulation, applying a penalty on angular velocities and attitu-
dinal kinematics. Reference [39] presents attitude control of a satellite using a statistical
game (Minimal Cost Variance) control. Throughout the simulations, statistical game con-
trol has an extra degree of freedom to improve the performance, and reduce the overshoot
compared to either H1 control and H2/H1 control.
Nonlinear adaptive control is also one of the recent control approaches in attitude
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control problem. Adaptive control method is a natural choice to manipulate uncertain pa-
rameters and has been applied to the attitude tracking control problem of spacecraft [40].
For instance, [41] presents a nonlinear adaptive control law for the attitude control of
satellites using gyro torquers such that large rotational maneuvers can be performed. The
problem of adaptive attitude tracking control for a rigid spacecraft with uncertain inertia
matrix is addressed in [42] and [43]. Using MRP attitude representation and the back-
stepping approach, the adaptive attitude tracking control problem for a rigid spacecraft
subject to inertia uncertainty is investigated in [42]. In [43] a nonlinear adaptive control
law based on a backstepping design technique is derived for the control of the pitch angle.
In nonlinear optimal control theory, nonlinear H∞ control method is a potential ap-
proach to the attitude control problem with external disturbances. To use H∞ approach, a
control problem is expressed as a mathematical optimization problem, where the desired
controller is obtained by solving this optimal problem. H∞ control mainly includes two
issues. The first issue is to make a given system stable and the second one is to ensure
that the L2-gain, from the disturbance input to the controlled output, of the closed-loop
system is not larger than a certain value [44]. However, the main drawback of this method
is the difficulty in solving the associated Hamilton-Jacobi-Isaacs (HJI) partial differential
equation, although there have been a few numerical approaches to solve the HJI equation.
A linear H∞-control method based on the linearization of a space station model is used in
[45]. In [46] a state feedback H∞-suboptimal control problem for a rigid spacecraft with
three control torques and disturbances is addressed. The Hamilton-Jacobi inequality as-
sociated with a corresponding state feedback H∞-suboptimal control problem is globally
solved in this paper. Reference [47] extends the results of [45] and [46] to the attitude
tracking control problem of a rigid spacecraft with external disturbances. Using the in-
verse optimal control method, it is shown that a nonlinear H∞ optimality with respect to
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the extended disturbance is achieved without obtaining a direct solution to the HJI equa-
tion.
The aforementioned approaches so far are mainly based on Lyapunov and storage
functions for analysis. The main drawback of these approaches is that finding or con-
structing a Lyapunov function is not trivial, and there does not exist a general systematic
method to find a Lyapunov function for a given system. Therefore, finding or constructing
a Lyapunov function is inevitably restricted to some specific structure of known systems
with small state dimensions. For a general nonlinear system x˙ = f (x), in the case in
which both vector field f and the Lyapunov function candidate V are polynomial, the
Lyapunov conditions are basically polynomial non-negativity conditions, which can be
NP hard to check [48]. However, most recently a new computationally efficient nonlinear
method using sum of squares (SoS) approach was proposed by Parrilo [49]. Using this
approach, the non-negativity conditions are relaxed to SoS certificate functions (of appro-
priate polynomials) in the form of semidefinite programming (SDP) (see 3.3.3 for more
detail). Therefore, using SoS approach, not only the Lyapunov conditions are checked, but
also a suitable Lyapunov function can be constructed. To convert the SoS decomposition
problem to the corresponding SDP formulation, a freely-available MATLAB toolbox, the
software SOSTOOLS [50] has been developed. This recent approach has so far been used
for several applications including aircrafts [51]−[52], satellites [54], and Robots [55].
Two of the most recent approaches in nonlinear control are SOS Lyapunov based
controller [56] and SOS density function based controller [57]. First and foremost, the
key idea that enables us to utilize SoS in solving the attitude problem is that the rigid
body model using either quaternions or MRP can be represented by polynomial vector
fields [54]. For a general nonlinear system x˙ = f (x)+ g(x)u, where f (x) and g(x) are
polynomials, searching for a control Lyapunov function and a controller simultaneously
is not a convex problem. However, using a so-called Density function ρ(x) [57] leads to a
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convex formulation. Moreover, for a nonlinear system in the form of x˙= f (x)x+g(x)u, an
SOS Lyapunov based controller can also be used to find a polynomial controller satisfying
conditions of the Lyapunov’s stability theorem [20]. As the most recent work in [54], an
SOS Lyapunov based control has been used to design a polynomial controller for a rigid-
body attitude problem, using Modified Rodrigues Parameters (MRP).
1.1.2 Optimal Control Problems: An Inverse Optimality Approach
The sufficient condition for solving an optimal control problem is to find the solution of
the Hamilton-Jacobi-Bellman (HJB) equation. There is no systematic analytical solution
at present for HJB equation, which is a nonlinear partial differential equation. Therefore,
finding a value function that satisfies the HJB equation for a nonlinear system is quite chal-
lenging. Avoiding solving the HJB directly, inverse optimality is an alternative method
to solve the nonlinear optimal control problem. The inverse optimal problem is differ-
ent from the direct one in the point that the latter seeks a controller which minimizes a
given cost, while the former is concerned with finding a controller which minimizes some
meaningful cost dependent on the controller [69]. Using inverse optimality approach, it








where x and u are the state vector and the control input vector, respectively, l(x) is positive
definite and radially unbounded, and R(x) is a positive definite matrix for all x. Inverse
optimal control method not only finds a stabilizing control law, but also determines l(x)
and R(x) yielding a meaningful cost function. Therefore, the inverse optimal problem is
easier than the direct one in which l(x) and R(x) are given, and also where one has to
solve an HJI partial differential equation.
Optimal control problems and inverse optimality have been studied in the sixties
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focusing mostly on linear quadratic problems driven by aerospace applications (see for
example [70] and [71]). Nonlinear optimal control problems based on the concept of the
inverse optimality have been revisited by several researchers such as [72]-[75] and [21].
In terms of applications, [72] presents an inverse optimal control approach for regulation
of a rotating rigid spacecraft by solving a HJB equation. The resulting design includes a
penalty on the angular velocity, orientation, and the control torque, where the weight in
the penalty on the control depends on the current state and decreases for states away from
the origin. Inverse optimal stabilization of a class of nonlinear systems is also investigated
in [73] resulting in a controller optimal with respect to a meaningful cost function. The
main drawback of the inverse optimality approach used in [72] and [73] is that the one
requires the knowledge of a control Lyapunov function and a stabilizing control law of a
particular form.
Focusing on the inverse optimal control of nonlinear systems with a structural un-
certainty, [76] derives a Lyapunov-based theorem for a globally asymptotic stability which
yields a less conservative condition for the inverse optimal control problem. In [74] an
optimal feedback controller for bilinear systems is obtained that minimizes a quadratic
cost function. The proposed inverse optimal control design is also applied to the problem
of the stabilization of an inverted pendulum on a cart with horizontal and vertical move-
ment, where the control performance of the system can be easily tuned using the proposed
quadratic cost function.
Using a control Lyapunov function (CLF) and Sontag’s formula, inverse optimal
tracking control is experimentally applied to a nonholonomic mobile robots with two ac-
tuated wheels and an autonomous surveillance aerial blimp in [69] and [77], respectively.
The proposed optimal controllers minimizing a meaningful cost function guarantee the
robustness of these systems with respect to large uncertainties. In [78] an inverse op-
timal adaptive controller, based on a Lyapunov analysis, is developed to asymptotically
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minimize a meaningful performance index. Using the resulting adaptive controller based
on inverse optimality, the generalized coordinates of a nonlinear Euler-Lagrange system
asymptotically track a desired time-varying trajectory despite LP (linear in the parame-
ters) uncertainty linear in the dynamics. A Lyapunov analysis is also provided to derive
a cost functional with a positive integrand that penalizes the states and control, and has a
terminal penalty on the parameter estimation error.
A sufficient condition for an optimal control problem is to find the solution to a
Hamilton-Jacobi-Bellman (HJB) equation [79], which is a nonlinear partial differential
equation and difficult to solve analytically. Therefore, Optimal control problems are gen-
erally solved by numerical techniques. However, there is an explicit solution for a given
general format of the control input as a derivative of the value function if the dynamic
model is affine and the cost is quadratic in the input. This idea was first used in [80] to
solve a class of second order problems, and will then be extended to a class of third order
optimal problems in chapter 4.
The experimental motivation of this theoretical work comes from the dynamics
model of a Wheeled Mobile Robot (WMR) on the x− y plane for path following of the
straight line y= 0 at a constant velocity, as shown in Fig.2.4. Given this nonlinear system,
our interest is to simultaneously search for a general form of a control input, in terms of
the states and the nonlinear term sin(ψ), and a function Q(x) that together satisfy the
HJB equation. Therefore, it is assumed that the cost function is the sum of a quadratic
term in the input and the states and an unknown term Q(x) that should be determined.
Moreover, the resulting value function will also be a local Lyapunov function that proves
the asymptotic stability of the WMR dynamic model. This path following problem and
its experimental setup is discussed in more detail in Chapter 2. The proposed method
in this paper is more general for a class of third order nonlinear systems, where the path
following problem is an special case of our optimal control.
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Departing from previous methods, the proposed method in this thesis can directly
find a solution for the control input without the computation of a value function (see
Chapter 4 for more detail). The value function can however also be obtained based on
the control input. Furthermore, a Lyapunov function can be constructed for a subclass of
optimal control problems, yielding a proof certificate for stability. The proposed method-
ology will then be applied to the dynamic model of a Wheeled Mobile Robot (WMR) on
the x− y plane for path following of the straight line y = 0 at a constant velocity.
1.2 Contributions of the Thesis
The main contributions of this thesis are the following:
• To develop nonsingular rigid-body attitude control laws using a convex formula-
tion, and implement them in an experimental set up. The thesis proposes and
compares, both numerically and experimentally, two Sum of Squares (SoS)-based
controller design approaches for large attitude recovery of rigid bodies. The pro-
posed quaternion-based controllers are also implemented in a Quanser helicopter,
and compared to the polynomial controllers and a PID controller experimentally.
• To analytically solve the Hamilton-Jacobi-Bellman equation for a class of third
order nonlinear optimal control problems for which the dynamics are affine and
the cost is quadratic in the input. The proposed solution method is based on the
notion of inverse optimality with a variable part of the cost to be determined in
the solution. One special advantage of the proposed method is that the solution is
directly obtained for the control input without the computation of a value function
first. The value function can however also be obtained based on the control input.
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Figure 1.1: Structure of the Thesis
control problems, yielding a proof certificate for stability. The proposed approach
is also implemented in a Wheeled Mobile Robot (WMR) for path following of a
line to experimentally verify the effectiveness of this methodology.
1.3 Structure of the Thesis
The thesis is structured as shown in Fig.1.1. In Chapter 2, a brief review of the kinematics
equations of motion for a rigid body is given. The experimental setup for 1-DOF model
of a Quanser helicopter and path following of a Wheeled Mobile Robot (WMR) are also
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explained. Moreover, the dynamic model for path following of the straight line y = 0
of a WMR on a plane is stated in this chapter. Next, the rigid-body attitude problem
is first parameterized in terms of quaternions. Then polynomial controllers based on
an SoS Lyapunov function, an SOS density function and a backstepping controller are
proposed to make the closed-loop system asymptotically stable. A practical application
implemented in a Quanser helicopter is also presented to verify the numerical simulation
results in Chapter 3. Subsequently, using an inverse optimality method a class of third
order nonlinear optimal control problems is analytically solved in Chapter 4. A practical
application to a WMR path following problem is also presented to experimentally verify
the effectiveness of the proposed methodology. Finally, conclusions are drawn in Chapter
5. Chapter 4, and part of Chapter 2 are mainly based on the following paper:
• Behnam Gholitabar Omrani, Camille Alain Rabbath, and Luis Rodrigues, ”An In-
verse Optimality Method to Solve a Class of Third Order Optimal Control Prob-
lems”, accepted to be published in the Proceedings of the 49th IEEE Conference on
Decision and Control, Atlanta, Georgia, December 15-17, 2010
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Chapter 2
Preliminaries and Experimental Setup
This chapter includes two main sections. In the first section,kinematics equations of mo-
tion for a rigid body is described using different common representations such as quater-
nions, Modified Rodrigues Parameter (MRP) and Euler angles. The attitude dynamics and
experimental set up of a 1-DOF rigid body for Quanser helicopter is then described. In
the second section, the dynamic model for path following problem of a Wheeled Mobile
Robot (WMR) is given. A system identification and an experimental setup of a Wheeled
Mobile Robot (WMR) is also presented.
2.1 Attitude Kinematics and Dynamics of a Rigid Body
In this section, reference frames are first defined, and then kinematics equations of motion
for a rigid body using different representations are briefly discussed. Moreover, a brief re-
view of the gradient and the divergence properties is given, which will be used throughout
this thesis.
13
Figure 2.1: Illustration of the orbital Fo and inertial Fi reference frames (adopted from
[66])
2.1.1 Reference Frames
Since attitude dynamics refers to the orientation of one reference frame with respect to
another due to external forces and torques, the definition of reference frames, or coordi-
nate systems, are important. To fully describe an attitude, a set of reference frames are
defined here. The most common reference frames used for describing the attitude of a
rigid body, specially satellites, are the inertial frame, the orbital frame, the body frame,
and the principal axis frame [66].
Inertial Frame
An inertial frame is a non-rotating reference frame in a fixed space. A common
representation of an inertial frame is Earth-Centered Inertial (ECI) frame, in contrast to
the Earth-centered Earth-fixed (ECEF) frames which rotate in an inertial space in order
14
to remain fixed with respect to the surface of the Earth. ECI frame is illustrated in Fig.
(2.1). The ˆix axis points from the center of the Earth to the vernal equinox, the ˆiz axis is
aligned with the Earth’s rotation axis and perpendicular to the equatorial plane, and ˆiy is
in the equatorial plane completing a right-hand triad. The hats also denote unit vectors.
Orbital Frame
The orbital frame is a non-inertial frame attached to the center of mass of the rigid
body, and moves with the body in orbit. The motion of the frame depends only on the
orbit and is not effected by body rotations. As illustrated in Fig. 2.1, the ˆOz axis points the
direction from the spacecraft to the Earth (nadir direction), ˆOy is the direction opposite
to the orbit normal, and ˆOy completes the orthonormal triad to ˆOz and ˆOx. Note that
this frame is non-inertial because of orbital acceleration and the rotation of the reference
frame.
Body Frame
A body frame has its origin at the center of a rigid body. Since this frame is fixed
to the rigid body, it is a non-inertial frame. Body frames are useful for relating objects on
a rigid body relative to one another. It also describes how a rigid body is oriented with
respect to an external frame (such as the orbital or inertial frames).
Principal Axis
This frame is a specific body-fixed reference frame with the axes aligned such that
the moment of inertia matrix is diagonal. These moments of inertia are called the prin-
cipal moments of inertia. In dynamic modeling, it is useful to describe the system in the
principal axes frame.
15
 Figure 2.2: Euler Angles (roll φ , pitch θ , and yaw ψ) [62]
2.1.2 Attitude Kinematics
There are several common ways to describe the attitude of a rigid body like Direction
cosine matrix, Euler axis and angle, Modified Rodrigues Parameter (MRP), Euler angles,
and quaternions [65]. The three commonly used representations used in a rigid body
attitude control is briefly discussed here: Euler Angles, Modified Rodrigues Parameters,
and Quaternions.
Euler Angles
The Euler angle rotation is defined as successive angular rotations about the three
orthogonal frame axes. The first rotation is about any axis. The second rotation is about
either of two axes not used for the first rotation, and the last rotation is about either of two
axes not used for the second rotation. There are totally 12 sets of order combination by
which the rotation can be performed. However, It is common to define the Euler roll angle
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(φ ) about the x body axis, the pitch angle (θ ) about the y body axis, and the yaw angle (ψ)
about the z body axis. Note that the transformation from one reference frame to another
is non-unique, and also that any other definition is acceptable as long as it follows the
correct order of the rotations. Suppose we will perform the orientation of a body frame
Fb relative to a fixed inertial frame Fi using the transformation ψ → θ → φ successively
about the z, y, and x body axes, as shown in Fig. 2.2. The corresponding principal rotation
































































−CφSψ +SφSθCψ CφCψ +SφSθSψ SφCθ
SφSψ +CφSθCψ −SφCψ +CφSθSψ CφCθ

 (2.3)
The roll-pitch-yaw derivatives are then transformed to the body angular rates wx,












































Finally, the attitude kinematics of a rigid body using Euler angles for the roll-pitch-





















As seen in (2.5) using Euler angles for the representation of attitude kinematics results
in singularities at θ = ±90◦, making the Euler angles impractical and inconvenient for
describing large angle rotations.
Quaternions
The attitude determination of rigid bodies by use of the quaternion parameters has
several advantages over the use of other representations. Instead of trigonometric func-
tions, quaternions uses algebraic relations to determine the elements of the rotation ma-
trix. Moreover, the computations are faster and there are no singularities as may occur in
the MRP representation or Euler formulation. Fewer multiplications are also required for
propagating successive incremental relations [58]. Thus, using quaternions has a better
numerical properties [84]. However, a disadvantage is that one of the four elements is
redundant, and that in general there is no obvious physical interpretation of the rotation
geometry ([64] and [59]) (see subsection 3.3.1 for more details).
A quaternion is a scalar plus a vector, totaling four elements. While the vector (with
three elements) defines an axis of the rotation, the scalar element defines the magnitude
of the rotation angle about the axis of the rotation. The formulation is based on Euler’s
theorem which states that any rotation of a body (or coordinate system) with respect to
another can be described by a single rotation through some angle about single fixed axis
[59]. The four-element quaternion set, q, can then be determined from the Euler axis and
angle, (−→e ,λ ), where λ denotes the principal angle, and −→e = (e1,e2,e3)T denotes the
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qo q1 q2 q3
]T
(2.6)
can then be written as [64]
q˜ =−→e sin(λ
2





Ω = |q|= q2o +q21 +q22 +q23 = 1
is automatically satisfied, and can be used for numerical control of machine computations.






Note that if q represents a given attitude of a rigid body, then −q represents the same atti-
tude. Therefore, although q 6=−q mathematically, they both represent the same physical


















where W = (Wx,Wy,Wz)T is the vector of the angular velocities of the rigid body. The
kinematics equation of the attitude recovery problem in terms of quaternions is finally
obtained as















Note that the matrix Γ(q) is linear, while the polynomial matrix entries using MRP
representation Ω(σ) (2.17) are nonlinear in a quadratic form. This indicates that quater-
nions requires fewer computational operations rather than MRP. Moreover, to convert the




















Modified Rodrigues Parameters (MRP) is the most recent method of describing a
rigid body attitude. MRP is also not a unique representation to the transformation. The
MRP vector (σ ) is defined by using the principal rotation elements as













As seen in 2.15 MRP has geometry singularities at Φ = ±360, which corresponds to
qo = −1. Thus, for any rotation more than a complete revolution MRP representation
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encounters a singularity. The attitude kinematics of a rigid body in terms of the MRP can
be expressed as
σ˙ = Ω(σ)w (2.16)






1−σ2 +2σ21 2(σ1σ2−σ3) 2(σ1σ3 +σ2)
2(σ2σ1 +σ3) 1−σ2 +2σ22 2(σ2σ3−σ1)
2(σ3σ1−σ2) 2(σ3σ2 +σ1) 1−σ2 +2σ23

 , (2.17)
and σ2 = σ21 +σ22 +σ23 . Note also that the polynomial matrix entries for Ω(σ) (2.17)
is quadratic with cross terms, which numerically poses more computational challenges
rather than a linear matrix. Three different methods of attitude kinematics representations
have been discussed in this subsection. Now the attitude dynamics and experimental set
up of a 1-DOF rigid body for Quanser helicopter is described in the next subsection.
2.1.3 Quanser Helicopter
The Quanser helicopter [68] is shown in Fig.2.3. Using this experimental set up, the ob-
jective is to implement the SoS controller synthesis proposed in Chapter 3 for stabilizing
the pitch angle of the Quanser helicopter. The quaternion-based attitude parameterization
for a one Degree of Freedom (1-DOF) rigid body is the simplified version of (3.2), where






























where Iy for the Quanser helicopter is 0.028(kg.m2). This set up is used to both apply
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Figure 2.3: Quanser Helicopter of HYCONS Laboratory in Concordia University [68]
and compare the proposed controllers in Chapter 3. Moreover, It was shown in [68] that
the encoder, which measures the pitch angle, works with the stated accuracy of ±0.0293
degrees. A filter has also been designed by Quanser Inc. to remove any noisy inputs and
outputs. See [68] for more detail about the Quanser helicopter setup.
2.1.4 Mathematical Preliminaries
This subsection briefly reviews mathematical preliminaries which will be used throughout








, V (x) : Rn →R (2.19)
▽. f = ∂ f1∂x1 + · · · +
∂ fn
∂xn
, f (x) : Rn →Rn (2.20)
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These two vector mathematical operators also have some basic properties. The






where (a,b) and (A,B) are real numbers and vector fields, respectively. The divergence
operator also satisfies the product rule as follows
▽.
(
ϕ f )= ▽(ϕ). f +ϕ(▽. f ) (2.22)
where ϕ and f are a scalar valued function and a column vector field, respectively. As






where α is a real number. Moreover, given y = F(x) written explicitly as
y =
[





F(x) : Rn −→ Rm
}
, the jacobian matrix is defined by
























The symbol ▽2 f (x) denotes the Hessian matrix for a scalar valued function f (x) of
a state vector x ∈Rn, defined as follows
▽
2 f (x) =
[






∂ 2 f (x)
∂x21
∂ 2 f (x)
∂x1∂x2 · · ·
∂ 2 f (x)
∂x1∂xn
∂ 2 f (x)
∂x2∂x1
∂ 2 f (x)
∂x22















∂ 2 f (x)
∂xn∂x1
∂ 2 f (x)
∂xn∂x2 · · ·






The function f (x) is convex if ▽2 f (x) is a positive semidefinite matrix for every
x ∈ Rn. Moreover, the function f (x) is stictly convex if ▽2 f (x) is positive definite. We
will use the above notation and properties throughout this thesis.
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Figure 2.4: Wheeled Mobile Robot (WMR)
2.2 Path Following Control Problem
Path following control problems are primarily concerned with the design of control laws
that drive an object, such as robot arm, wheeled mobile robot, ship, aircraft, to reach and
follow a specified geometric path, where the time is not important [26]. Note also that
Path following is more flexible than reference-tracking, where the vehicle is required to
follow a reference signal which is a given function of time. In path following control
problem smoother convergence to the path is achieved and the control signals are less
likely pushed into saturation, when compared to trajectory-tracking [27]. Thus, the path
following control problem is defined as follows.
Definition 2.2.1. The control objective of the path following problem is to force the output
to follow a geometric path without a timing law assigned to it. Therefore, the vehicle is
required to converge to and follow a certain path that is specified.
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Consider now the wheeled mobile robot (WMR) shown in Fig.2.4, where the center
of gravity (C.G.) of the WMR coincides with the origin of the body frame, located midway
between the two driving wheels. The heading angle of the WMR is also given by ψ . The
objective is to design a controller for the WMR to follow the straight line y = 0 at a
constant velocity. The dynamic model for path following of the straight line y = 0 of a







x(0) = x0, u ∈U
(2.27)
where V is the constant velocity of the WMR, and Iz is the moment of inertia of
the WMR for rotation around the z axis. The control input u is also the torque generated










contains the position y, the heading angle ψ , and the angular velocity ψ˙ , respectively.
2.2.1 Wheeled Mobile Robot (WMR) Experimental Setup
Fig.2.5 shows the experimental Wheeled Mobile Robot (WMR) in HYCONS lab, Con-
cordia University. The experimental set up includes a camera (Fig.2.9), an Inertial Mea-
surement Unit (IMU) 3DM-GX1 (Fig.2.8), Xbee wireless communication modules [81],
and one Arduino Atmega328 board [82] as well as a WMR and a server computer. The
experimental structure of wheeled mobile robot is also shown in Fig.2.6, which illus-
trate how each part of set up communicate with the rest of the system. The camera is
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Figure 2.5: HYCONS Wheeled Mobile Robot
directly connected to the computer giving the positions x and y of the WMR after digital
image processing [83]. The other two states including the heading angle ψ and the an-
gular velocity ω are measured by the IMU with frequency (50Hz), and are then sent to
the server wirelessly using the Xbee modules. The server computer processes all the data
using MAT LAB and a MEX file (written in C++), and then sends the resulting control
input 4.51 to the Arduino board (Fig.2.7) installed on the WMR and connected to the ser-
vos. Moreover, to power the system including servos, Arduino board, and Xbee wireless
communication, a rechargeable Lithium-ion polymer (lipo) battery is used (Fig.2.9). It
is also worthwhile to mention that, due to hardware and wireless communication limita-
tions, the maximum frequency that the total system can handle is 50Hz. The experimental
results indicates that using this sampling rate of data is quite satisfying to implement the
proposed controllers on WMR set up.
It is also assumed that the forward velocity V = V1+V22 = constant, where V1 and
V2 are the velocity of the left wheel and the right wheel, respectively. Moreover, due to
saturation (as seen in Table2.1), the control input range is 600 (PWM) changing between

























Figure 2.6: Experimental structure of Wheeled Mobile Robot
minimum possible turning speed, respectively. Therefore, if there is no control input
(u = 0), the WMR follows the line y = 0. Moreover, Table2.1 and Fig.2.10 show the
system identification for the WMR that we use to implement the optimal control problem









Figure 2.7: Two Xbee wireless communication modules connected to the server computer
(left) and Arduino Atmega328 board connected to Xbee modules (right)
 
Figure 2.8: Inertial Measurement Unit (IMU) 3DM-GX1 (left) and Xbee wireless com-
munication modules installed on IMU (right)
Table 2.1: WMR Identification Table

























0 50 100 150 200 250 300 350
Rad
PWM
Figure 2.10: WMR Identification
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Chapter 3
Large Attitude Control of Rigid Bodies
Using Quaternions
3.1 Introduction
The main contribution of this chapter is to develop nonsingular rigid-body attitude control
laws using a convex formulation, and implement them in an experimental set up. In work,
Gollu et al. in [54] solved the attitude control problem with singularity, where a Mod-
ified Rodrigues Parameter(MRP)-based polynomial controller has been designed. The
objective of this chapter is to tackle the same attitude problem without singularity, using
a quaternion-based attitude model. To solve the attitude recovery problem without singu-
larity, this chapter proposes not only Sum of Squares (SoS) Lyapunov based control law
(the same method proposed by Gollu et al. in [54]) but also an SOS density function based
controller. First and foremost, the key idea that enables us to use SoS technique in solving
the attitude problem is that the rigid body model using either quaternions or MRP can be
represented by polynomial vector fields, which was first used in [54]. Thus, the rigid-body
attitude model is first parameterized in terms of quaternions, and then quaternion-based
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polynomial controllers using an SOS Lyapunov function and density function are pro-
posed to make the closed-loop system asymptotically stable. A polynomial controller
based on backstepping is also developed. All these methods are then compared in a nu-
merical simulation for a satellite with given specific parameters. Moreover, a practical
application implemented in a Quanser helicopter is presented to verify effectiveness of
the proposed methodology. The proposed SoS Lyapunov based control using both quater-
nion and MRP representations is applied to a Quanser Helicopter, and then is compared
with a PID controller.
3.2 Background
Two of the most recent approaches in nonlinear control are Sum of Squares (SoS) Lya-
punov based controllers [56] and SOS density function based controllers [57]. For a gen-
eral nonlinear system x˙ = f (x)+ g(x)u, where f (x) and g(x) are polynomials, searching
for a control Lyapunov function and a controller simultaneously is not a convex prob-
lem. However, using a so-called density function ρ(x) [57] leads to a convex formulation.
Moreover, for a nonlinear system in the form of x˙ = f (x)x+ g(x)u, an SoS Lyapunov
function [56] can also be used to find a polynomial controller satisfying conditions of
Lyapunov’s second stability theorem [20]. These control methods use the Sum of Squares
(SoS) decomposition technique to find the required control input for some specific non-
linear systems. First and foremost, the key idea that enables us to use SoS in solving the
attitude recovery problem is that the rigid body model using either quaternions or Modi-
fied Rodrigues Parameters (MRP) can be represented by polynomial vector fields, which
was first used in [54]. Using an SoS Lyapunov function, Gollu et al. in [54] solved the
attitude control problem with singularity, where a MRP-based polynomial controller has
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been designed. The objective of this chapter is to tackle the same attitude problem with-
out singularity, using a quaternion-based attitude model. To solve the attitude recovery
problem without singularity, this chapter proposes not only the same method of [54] but
also an SOS density function-based controller first proposed by Rantzer et al. in [57]. A
quaternion-based controller using backstepping for MIMO nonlinear systems is also de-
signed. The proposed methods using both MRP and quaternion representation are then
compared in a numerical simulation implemented in a Quanser helicopter. To the best of
the author’s knowledge, this is the first time that an SoS-based polynomial controller has
been implemented. Here we are interested in quaternions rather than MRPs because i) the
latter has a geometric singularity while the former one has a nonsingular representation;
ii) the polynomial matrix entries using quaternions are linear while they are nonlinear for
the MRP representation.
The remainder of this chapter is organized as follows. Section 3.3 presents a dis-
cussion of why we are interested in quaternions rather than in a MRP representation, and
then the state space model of a rigid body in terms of quaternions is given in the general
nonlinear form x˙ = f (x)+ g(x)u. The control objective and a brief review of the Sum
of Squares (SoS) Decomposition Method are also given in Section 3.3. In section 3.4,
quaternion-based polynomial controllers using an SoS Lyapunov function, an SoS den-
sity function, and backstepping are developed to asymptotically stabilize the closed-loop
system. A numerical simulation of a satellite as well as an implementation in the Quanser
Helicopter will also be presented in section 3.5. Finally, a summary is given.
3.3 Preliminaries on Attitude Control Problem
This section first presents a discussion of why we are interested in quaternions rather than
MRP representation, and then the quaternion-based attitude control problem is stated. A
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brief introduction to the Sum of Squares (SoS) Decomposition Method is also given in
this section.
3.3.1 Why Quaternions?
There are several common ways to represent the attitude of a rigid body such as direction
cosine matrix, Euler axis and angle, MRP, Euler angles, and quaternions. However, the
attitude determination of rigid bodies using the quaternion parameterization has several
advantages over the use of other representations. First and foremost, the key idea that
enables us to use SoS in solving the attitude problem is that the rigid body model using
either quaternions or MRP can be represented by polynomial vector fields. Thus, since in
this chapter an SoS approach is explored, only quaternions and MRP representations are
considered. We are interested in quaternions rather than MRP because of the following
advantages:
1. While quaternions avoid singularity, any three-parameter attitude representation
like MRP has always a singularity [64], which implies that they should be avoided
in situations where large-angle recovery maneuvers are present. From a practical
point of view, singularity avoidance during rigid body missions, specifically for an
attitude maneuver of a satellite, is critical, and thus quaternions are widely used to
determine the attitude [65].
2. Quaternions have a better numerical properties [84]. The polynomial matrix entries
using quaternions are of first order (linear) while they are nonlinear in a quadratic
form for the MRP representation, meaning that using quaternions requires fewer
computational operations when implemented in a microprocessor.
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3. It will be shown that using SoS polynomial controllers based on the quaternion pa-
rameterization stabilizes the closed-loop system in less settling time with smaller
overshoot rather than using MRP representation-based controllers, both numeri-
cally and experimentally (refer to 3.5). Note that these results are based on the
particular simulations of this chapter with respect to different initial conditions.
3.3.2 Attitude Control Problem Definition
As discussed in section 3.3.1, the quaternion representation of rigid bodies has several
advantages over the use of other polynomial representations. Therefore, a quaternion-
based attitude problem is presented here. The kinematics equation of the attitude recovery
problem in terms of quaternions has been obtained in equation (2.11). Assuming X, Y,
and Z are the principal axes of inertia, the attitude dynamics derived by Euler’s moment

































where u = (Mx,My,Mz)T is the vector of the control torques acting on the rigid body, and
the principal moments of inertia Ix, Iy, and Iz are the components of the inertia tensor
I = diag(Ix, Iy, Iz). Combining dynamics and kinematics equations (2.11) and (3.1), the
state space model of the rigid body is now represented in the general nonlinear form of
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and the state vector x = (wx,wy,wz,qo,q1,q2,q3)T contains the angular velocities, and the
quaternions. The control input vector u = (Mx,My,Mz)T contains the required moments
generated about axes x, y, and z, respectively. Moreover, we assume that the desired set-
point for the system (3.2) is where the angular velocities wd = (wx,wy,wz)T and Euler an-
gles θd =(Roll,Pitch,Yaw)T are zero. Using the expression 2.13, the point θd =(0,0,0)T
equivalently transforms to qd = (1,0,0,0)T . Therefore, through this chapter the desired
set-point is assumed to be xd = (0,0,0,1,0,0,0)T . The attitude control problem to be
solved is now stated as follows.
Problem Statement 3.3.1. Given the attitude dynamics of the rigid body (3.2), design
a nonlinear attitude controller to asymptotically stabilize the closed-loop system around
the desired set-point with respect to any initial condition.
The next section will give a brief review of the sum of squares decomposition
method.
3.3.3 Sum of Squares (SoS) Decomposition Method
As proposed by Parrilo [49], in the case of polynomial functions a tractable sufficient
condition of positive definiteness is the existence of a sum of squares decomposition.
In fact, the condition that P(x) is a Sum of Squares is computationally tractable while
non-negativity is not. A polynomial P(x),x ∈ RN , is a sum of squares if there exists





f 2i (x). (3.3)
Moreover, being SoS is equivalent to the existence of a positive semidefinite matrix Q,
and a properly chosen vector of monomials Z(x) such that [48]
P(x) = ZT (x)QZ(x). (3.4)
Note also that P(x) being SoS implies that P(x) ≥ 0, but the converse is not generally
correct, i.e. if a polynomial function P(x) is not SoS, it does not necessarily imply the
negative definiteness of P(x). Using SoS decomposition method, for a given polynomials
P(x) and ϕ(x), where ϕ(x) is positive definite, the following expression
P(x)−ϕ(x) is a SoS (3.5)
guarantees the positive definiteness of P(x). The proof is straightforward as follows. The
expression P(x)−ϕ(x) being SoS implies that P(x) ≥ ϕ(x). Therefore, since ϕ(x) > 0,
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the polynomial P(x) is positive definite. Using SoS decomposition method, a extension
of Lyapunov’s stability theorem for handling systems with equalities [48], which follows
from the application of the Positivstellensatz Theorem, is now presented. Consider a
general nonlinear system
x˙ = f (x,u) (3.6)
with the following equalities
Ωi = 0, for i = 1, · · · ,N (3.7)
where x∈Rn and u∈Rm are the states and the control inputs of the system, respectively.
It is also assumed f (0,0) = 0.The following theorem, which is the simplified version of a
theorem from [48], can be used to prove that the above system is asymptotically stable.
Proposition 3.3.1. [48] Suppose that for the above system there exist polynomial func-
tions V (x), a(x), and a positive definite function ϕ(x) such that







aiΩi−ϕ(x) is SoS. (3.9)
Then, the origin is asymptotically stable.
Proof. See [48].
To convert the SoS decomposition problem to the corresponding Semidefinite Pro-
gram (SDP) formulation, a freely-available MATLAB toolbox, the software SOSTOOLS
[50] has been developed. The above definitions are now used to solve the attitude control
problem.
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3.4 Attitude Control Problem Solution
The objective of this section is to propose three different methods to solve the attitude
control problem 3.3.1, and to compare them. These methods include SOS Lyapunov
based control, SOS density function based control, and backstepping. Thus, in this sec-
tion quaternion-based polynomial controllers using an SOS Lyapunov function and an
SOS density function are proposed to make the closed-loop system asymptotically sta-
ble. A backstepping method for the MIMO nonlinear system is also developed. All these
methods are then compared in simulations and experiments.
3.4.1 SoS Lyapunov Based Control
The rigid body model (3.2) is parameterized as the following state dependent linear-like
form





0 a12 0 0 0 0 0
0 0 a23 0 0 0 0
a31 0 0 0 0 0 0
−q1/2 −q2/2 −q3/2 0 0 0 0
qo/2 −q3/2 q2/2 0 0 0 0
q3/2 qo/2 −q1/2 0 0 0 0





















To design a controller using an SoS Lyapunov function, the polynomial vector fields
should have an equilibrium point at the origin [52], i.e. all state variables should con-
verge to zero. Each state variable should, therefore, be shifted from its trim condition (or
desired set-point) to the origin. Let us denote this transformation by
xˆ = x− x∗, (3.15)
where x and x∗ denote the original state and the trim point of the original state, respec-
tively. Note that the derivatives of the new shifted variables are the same as the original
ones. Therefore, using the shifted state vector xˆ= (wˆx, wˆy, wˆz, qˆo, qˆ1, qˆ2, qˆ3)T , the dynamic
model becomes
˙xˆ = f (xˆ)+gu = A(xˆ) xˆ+gu, (3.16)




0 a12 0 0 0 0 0
0 0 a23 0 0 0 0
a31 0 0 0 0 0 0
−qˆ1/2 −qˆ2/2 −qˆ3/2 0 0 0 0
(qˆo +1)/2 −qˆ3/2 qˆ2/2 0 0 0 0
qˆ3/2 (qˆo +1)/2 −qˆ1/2 0 0 0 0




with the quaternion constraint
Ω = qˆ2o + qˆ21 + qˆ22 + qˆ23 = 1 . (3.17)
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Note that, since the desired set-point is xd = (0,0,0,1,0,0,0), the only state which needs
to be shifted is related to the scalar components of the quaternions qo. Therefore, expres-
sions a12, a32, and a31 are the same as in (3.12), (3.13), and (3.14), respectively. For the
rigid body model (3.16), a Lyapunov-based controller will now be designed to asymptoti-
cally stabilize the closed-loop system. The objective is now to find a quaternion-based
state feedback controller for the rigid body nonlinear model (3.16) which guarantees
asymptotic stability. For this, the following theorem, which is the simplified version of a
theorem from [56], is stated.
Theorem 3.4.1. [56] Given A(xˆ) and g for the system (3.16) with the quaternion con-
straint Ω (3.17) if one can find a symmetric matrix P and a polynomial matrix K(xˆ) such
that ε2(xˆ) is a sum of squares and
̥
T (P− ε1I)̥ is SoS (3.18)
−̥T (PAT (xˆ)+A(xˆ)P+(gK(xˆ))T +gK(xˆ)+ ε2(xˆ)I)̥+a(x)Ω−ϕ(x) is SoS (3.19)
where ε1 and a(x) are a constant and a polynomial multiplier, respectively, then the state
feedback controller which stabilizes the closed-loop system is given by
u(xˆ) = K(xˆ)P−1 xˆ. (3.20)
Proof. It follows from the proof of [56] with P(xˆ) = P, Z(xˆ) = xˆ, and M = I. More-
over, since the quaternion-based model needs to satisfy the constraint Ω (3.17), using
the proposition 3.3.1 a polynomial expression a(x)Ω is also added to the SoS relaxation,
where a(x) is a polynomial multiplier.
Therefore, given the nonlinear system (3.16) and solving the SoS problem in The-
orem 3.4.1, one can find the control input (3.20), which makes the closed-loop system
asymptotically stable.
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3.4.2 SoS Density Function-Based Control
It is well-known that for a general nonlinear system, the joint search for a controller and
a Lyapunov function is not convex. For the case of nonlinear systems with polynomial
or rational vector fields, a so-called density function ρ(x), which is also interpreted as a
dual to the Lyapunov function, has first been proposed in [57], and has been extended in
[52]-[53]. The main result of [52], which formulates the joint search as a convex problem
with constraints, is stated as follows.
Theorem 3.4.2. [52] Given the system x˙ = f (x)+ g(x)u with a constraint Ω(x), where
( f +gu)(x) ∈C1(Rn,Rn), ( f +gu)(0) = 0, and a(x) is a polynomial multiplier, suppose
there exists a non-negative function ρ(x) ∈C1(Rn−{0},Rn), referred to as the density




ρ( f +gu)](x)+a(x)Ω(x)> 0 . (3.21)
Then, for almost all initial states x(0), the trajectory x(t) exists for t ∈ [0,∞) and tends
to zero as t −→ ∞. Moreover, if the closed-loop equilibrium x = 0 is stable, then the
conclusion remains valid even if ρ(x) takes negative values.
Proof. It follows from the proof of [57]. Moreover, since the system is subject to a
constraint Ω(x), using the application of the Positivstellensatz Theorem a polynomial
a(x)Ω(x) is also added to the resulting expression, where a(x) is a polynomial multi-
plier.
In order to jointly search for the density function and the controller, the following








where p(x), t(x), and w(x) are polynomials, t(x) is positive, and s is chosen to satisfy
the integrability condition in Theorem 3.4.2. By plugging (3.22) in (3.21) and using the
gradient and the divergence properties in (2.22)-(2.23), the first component of condition
(3.21) is written as [57]
▽.
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t(x)▽.( f p+gw)(x)− s▽(t(x)).( f p+gw)(x)]> 0 .
(3.23)
Since t(x) is positive, we only need to satisfy the following inequality
t(x)▽.( f p+gw)(x)− s▽(t(x)).( f p+gw)(x)> 0 . (3.24)
Assuming that f (x) and g(x) in the above equation are polynomials, using SoS
relaxation the inequality (3.21) is satisfied if
t(x)▽.( f p+gw)(x)− s▽(t(x)).( f p+gw)(x)+a(x)Ω(x)−ϕ(x) is SoS (3.25)
where ϕ(x) is a positive definite polynomial function. Note also that since all state vari-
ables should converge to zero, each state variable should be shifted by the transformation
in (3.15). A good first candidate for t(x) is the Control Lyapunov Function (CLF) for the
linearized system
x˙ = Ax+Bu . (3.26)
Given linear dynamics (A,B), to find CLF we consider the following candidate Lyapunov
function
t(x) =V (x) = xT Rx , (3.27)
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where x is the state vector, and R is a symmetric positive definite matrix which needs to be
obtained. Obviously, since R> 0, V(x) is positive definite for all x. However, to guarantee
that the closed-loop system is asymptotically stable, ˙V (x) needs to be negative definite.
Now assuming Q = R−1 and the control input
u = GRx , (3.28)
the derivative of V (x) with respect to time along the trajectories of 3.26 is given by
˙V (x) =x˙T Rx+ xT Rx˙
=xT
(




(QAT +GT BT +AQ+BG)Rx . (3.29)
Then, to satisfy ˙V (x)< 0, we only need to solve the following Linear Matrix Inequalities
(LMIs)
AQ+QAT +BG+GT BT < 0 , Q = QT > 0 . (3.30)
The SoS density function approach for solving the attitude control problem is now
summarized in the following algorithm.
Algorithm 1. Using SoS density function approach, the following steps are proposed to
obtain a polynomial control input for the attitude control problem (3.16):
1. Given a linearized model (A,B), matrices Q and G are obtained by solving the
LMIs (3.30)
2. A positive definite function t(x) will then be given by t(x) =V (x) = xT Q−1x
3. Search for polynomials p(x) and w(x), as defined in (3.22), to satisfy the SoS prob-
lem (3.25)
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4. The control input u(x) = w(x)p(x) is then obtained, which makes the closed loop system
(3.16) asymptotically stable.
3.4.3 Backstepping Approach for MIMO Nonlinear System
Consider the general backstepping system
z˙ = α(z)+β (z)ζ (3.31)
˙ζ = fa(z,ζ )+ga(z,ζ )U (3.32)
where
[
zT ,ζ T ]T ∈Rn+m is the state vector, and U ∈Rm is the control input vector. The
functions α ∈Rn, β ∈Rn×m, fa ∈Rm, and ga ∈Rm×m are smooth, and α and fa vanish
at the origin. The attitude control problem (3.16) can be written in a cascade connection
of two subsystems, as shown in (3.31)-(3.32). Therefore, the objective of this subsection
is to stabilize the system (3.31)-(3.32) using backstepping approach. Using the control
input





where ga is a nonsingular diagonal matrix, the system (3.31)-(3.32) can be reduced to the
following system
z˙ = α(z)+β (z)ζ (3.34)
˙ζ = u (3.35)
where u ∈Rm is the control input vector, which needs to be obtained. When the state ζ is
scalar (and consequently the input u is also scalar), the system (3.34)-(3.35) is reduced to
the integrator backstepping system as shown in [20]. Here we consider a MIMO nonlinear
system. To stabilize the system (3.34) and (3.35) at the origin, the following backstepping
approach is given.
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Theorem 3.4.3. Given the system (3.34) and (3.35), suppose there is a stabilizing state
feedback law ζ = φ(z) ∈Rm for the subsystem (3.34) such that φ(0) = 0. Let V (z) be a







where W (z) is positive definite, and ∂V∂ z = ▽V =
[
∂V













∂ z β (z)
)T
− ky (3.37)
where k > 0 and
y = ζ −φ(z) = [ζ1−φ1(z) · · · ζm−φm(z)]T , (3.38)
stabilizes the origin (zT = 0 , ζ T = 0) , and a Lyapunov function for the closed-loop
system is
Vc(z,ζ ) =V (z)+ 12y
T y . (3.39)
Proof. Suppose the subsystem (3.34) can be stabilized asymptotically by a state feedback
control ζ = φ(z) with φ(0) = 0. Suppose, moreover, that there is a Lyapunov function
V (z) for the subsystem (3.34) such that V (z) is positive definite and satisfies (3.36). By







y˙ = u− ˙φ(z) (3.41)
where
˙φ(z) = ∂φ∂ z
[
α(z)+β (z)ζ ] (3.42)
and ∂φ∂ z ∈R
m×n is the jacobian matrix as defined in (2.25). Letting ν = u− ˙φ reduces the
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y˙ = ν (3.44)
which has the same form as the system we started from with the exception that we now
know the subsystem (3.43) is asymptotically stable to the origin when y = 0. Now, for the
system (3.43) and (3.44), let us consider the candidate Lyapunov function (3.39) which is













∂ z β (z)y+ν




∂ z β (z)
)T
− ky (3.46)
where k > 0, implies that
˙Vc ≤−W (z)− kyT y . (3.47)
This also shows that the origin (zT = 0 , ζ T = 0) is asymptotically stable. Finally, com-
bining (3.46) and u = ν + ˙φ results in the control input (3.37). This finishes the proof.
The attitude control problem (3.16) can now be written in the general backstepping
format (3.31)-(3.32). The functions α(z) and β (z) are expressed as
α(z) =
[









(qˆo +1) −qˆ3 qˆ2
qˆ3 (qˆo +1) −qˆ1





where z and ζ are the vectors of shifted quaternions and angular velocities, respectively.
Moreover, fa(qˆ,w) and ga(qˆ,w) are the same as in expressions (3.1).
In summary, to solve the attitude recovery problem (3.16) using backstepping, a
Lyapunov function V (x), where V > 0 and its derivative is negative definite, should first
be found for the subsystem (3.31). Once one can find this Lyapunov function, the control
input (3.33) can be obtained, which makes the overall system (3.31)-(3.32) asymptotically
stable.
3.5 Simulations and Experiments
This section presents two examples of attitude control problems, including a numerical
simulation and an experimental result on the pitch control of a Quanser helicopter [68].
The numerical simulation of a rigid satellite with specific inertial elements is covered in
the first subsection, and then the theoretical results of the thesis are applied to a Quanser
Helicopter in the second subsection. In the numerical simulations, given a satellite with
specific parameters, the proposed polynomial control laws in this chapter are designed and
compared. Moreover, the SoS Lyapunov function-based controllers using quaternion and
MRP representations are implemented in the Quanser helicopter, and then are compared
with a PID controller.
3.5.1 Numerical Simulation
The proposed controllers in Sections 3.4.1, 3.4.2 and 3.4.3 are now applied to a rigid
satellite with the inertia tensor I = diag(1,1.2,0.8)(kg.m2), considered as a small satel-
lite. The objective is to make the satellite asymptotically stable subject to a nonzero initial
attitude. Since there is no singularity using quaternions, this controller design is applica-
ble to any arbitrary initial states. Let us assume the initial angular velocities and the initial
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Euler angles are as follows
wo = (0,0,0)T , θ0 = (Roll,Pitch,Yaw)T = (80◦,50◦,−120◦)T .
The desired Euler angles are θd = (0,0,0)T . Using the expression 2.13, the initial and
desired orientations of the satellite in terms of quaternions correspond to
θo = (0.1119,0.5717,−0.3426,−0.7371)T , θd = (1,0,0,0)T .
Now, given the attitude recovery dynamic model (3.16) with the quaternion constraint
Ω (3.17) and the numerical values of the parameters, the quaternion-based polynomial
controllers using different methods are obtained as follows.
SoS Lyapunov Based Control




0 0.4wz 0 0 0 0 0
0 0 −0.16wx 0 0 0 0
−0.25wy 0 0 0 0 0 0
−qˆ1/2 −qˆ2/2 −qˆ3/2 0 0 0 0
(qˆo +1)/2 −qˆ3/2 qˆ2/2 0 0 0 0
qˆ3/2 (qˆo +1)/2 −qˆ1/2 0 0 0 0

















Given these matrices and the state feedback controller structure (3.20), the SOS-
TOOLS Toolbox [50] will now be used to solve the SoS Lyapunov-based control in theo-
rem 3.4.1. Using the MATLAB code in Appendix 3.7), the diagonal matrix
P = diag(1.05,0.99,1.11,1.19,1.23,1.22,1.23) ,





















SoS Density Function-Based Control
Since ( f ,g) in (3.2) are polynomial vector fields, a polynomial controller based on
the SoS density function for the same satellite can also be designed. As discussed in
Section 3.4.2, a positive polynomial function t(xˆ) should first be found. A good candidate
for t(xˆ) is a Control Lyapunov function for the linearized system of (3.16) around the
desired set-point. Linearizing the nonlinear system (3.16) yields a linear state space model







where matrices O and I are the zero and identity matrices, respectively. Solving LMIs






1.02 0 0 0 0.46 0 0
0 1.02 0 0 0 0.46 0
0 0 1.02 0 0 0 0.46
0 0 0 1 0 0 0
0.46 0 0 0 1.02 0 0
0 0.46 0 0 0 1.02 0




The positive definite polynomial t(xˆ) will thus be V (xˆ) = xˆT Rxˆ. The next step is to search
for polynomials p(xˆ) and w(xˆ), as defined in (3.22), to satisfy (3.25). For this, p(xˆ) and
w(xˆ) are assumed to be polynomials. It is assumed that p(xˆ) is a constant while the three
elements of vector w(xˆ) are second-degree polynomials. Using the SOSTOOLS Toolbox
[50] and assuming
s ≥ 3 , p = 10−6 , ϕ = w2x +w2y +w2z , (3.50)
the following control inputs are obtained
M(x) =0.003q1(qo−1)−0.14q1−0.002q2q3 +0.004q2wz
+0.006q3wy−0.03(qo−1)wx−0.35wx−0.004wywz





The attitude control problem (3.16) can also be solved by the backstepping method
outlined in theorem 3.4.3. Rewriting attitude problem (3.16) in the general backstepping
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format (3.31)- (3.32), the functions α(z), β (z), and ( fa(qˆ,w),ga(qˆ,w)) are the same as in
expressions (3.48), (3.49), and (3.1), respectively. Now, given the subsystem





(qˆo +1) −qˆ3 qˆ2
qˆ3 (qˆo +1) −qˆ1




where w is the control input, a stabilizing control law should be obtained to make this
subsystem asymptotically stable. For this, the SoS problem in theorem 3.4.1 is solved
to find an SoS Lyapunov based controller (3.20). Solving this SoS problem using the
SOSTOOLS Toolbox [50], the controller law is obtained as





where µ1, µ2, and µ3 are positive constants. Replacing the control input (3.52) in the first




























> 0 , (3.54)
















The polynomial function ˙V appears to be negative semidefinite in S =
{
x|qˆ1 = qˆ2 = qˆ3 =
0, qˆo ∈R
}
. However, due to the quaternion constraint Ω = (qˆo +1)2 + qˆ21 + qˆ22 + qˆ23 = 1,
˙V is not defined over the line S =
{
x|qˆ1 = qˆ2 = qˆ3 = 0, qˆo ∈ R
}
, except at the origin.
Therefore, ˙V becomes zero only at the point (qˆo = qˆ1 = qˆ2 = qˆ3 = 0) and is negative
definite. Thus, the closed-loop system (3.53) is asymptotically stable. Using the resulting
φ(qˆ) and V (qˆ), the control law (3.37) can now be obtained to stabilize the overall system.
Assuming k = µ1 = µ2 = µ3 = 1 and the given inertia tensor, the following control inputs
are obtained.












The state trajectories for the three approaches are shown in Fig.3.1, Fig.3.2, Fig.3.3,
and Fig.3.4. Fig.3.1 shows that all the quaternion elements converge to zero, and that the
quaternion constraint is always verified. Fig.3.2 shows the time response of the angular
velocities converging to zero. The time response of the control inputs is also shown in
Fig.3.3 and Fig.3.4. It is important to notice the small magnitude of the required torques
for stabilizing the satellite. From a practical point of view, it implies that the satellite will
require lower power.
Fig.3.5 compares the time response of the Euler angles using MRP-based and
Quaternion-based controllers. It shows that using state-feedback controllers based on the
quaternion parameterization stabilizes the closed-loop system in less settling time with a
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Quat.(state) Quat. (density) BacksteppingQuat.(Lyapunov)
Figure 3.1: Time response of quaternions and associated constraint for SoS Lyapunov
based control, SoS density function based control, and backstepping approach
smaller overshoot rather than using MRP-based controllers. Moreover, using MRP rep-
resentation results in a singularity which is not desirable in practical applications, specif-
ically satellite applications. Moreover, from Fig.3.5 it is observed that the quaternion-
based polynomial controller using SoS Lyapunov-based approach has the best responses
in terms of settling time, overshoot and smoothness. Fig.3.5 also shows that using the
backstepping controller makes the closed-loop system asymptotically stable. As shown
in Fig.3.3 and Fig.3.4, the control inputs for backstepping approach is much bigger than
other two SoS-based approaches, resulting in higher overshoot responses compared with
other two SoS-based approaches. It is worthwhile to note that these results are based on
our particular simulations with respect to different initial conditions.
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Figure 3.2: Time response of angular velocities for SoS Lyapunov based control, SoS
density function based control, and backstepping approach
3.5.2 Experimental Results on Quanser Helicopter
The proposed SoS Lyapunov based control (3.20) using both quaternion and MRP rep-
resentations is now applied to a Quanser Helicopter [68]. The objective is to design
a quaternion-based polynomial controller for stabilizing the pitch angle of the Quanser
helicopter, and then compare it with the nonlinear MRP-based controller and the PID
controller. The quaternion-based attitude parameterization for a one Degree of Freedom
(DOF) rigid body is the simplified version of (3.16) as
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Figure 3.3: Time response of control inputs for SoS Lyapunov based control and SoS





























where Iy for the Quanser helicopter is 0.028(kg.m2). Given (3.56) and assuming ε = 0.01,
the following quaternion-based polynomial control input is obtained
My =−0.02w3y −0.03wy(qo−1)2−0.02wyq22
−0.03wy−0.01q2 .
The Quanser helicopter experimental results for the pitch angle and the control in-
put are shown in Fig.3.6. It shows that the time trajectory of the pitch angle and the
control input for the PID controller is more oscillatory than both quaternion-based and
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Figure 3.4: Time response of control inputs for backstepping approach
MRP-based SoS controllers. While the two quaternion-based and MRP-based controllers
have been designed using the SoS technique, a tuned PID controller has also been found
experimentally. Note that, contrary to the tuned linear controller, the resulting quaternion-
based and MRP-based controllers have been implemented on Quanser helicopter without
being tuned. Table3.1 also shows the maximum overshoot and settling time due to a 25
(deg) initial pitch angle for the three different controllers implemented in the Quanser
Helicopter. The results demonstrate experimentally that the quaternion-based state feed-
back controller stabilizes the closed-loop system in less settling time and with a smaller
overshoot than the MRP-based SoS controller and the PID controller.
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Figure 3.5: Time response of Euler angles using Quaternions and MRP parameters for
SoS Lyapunov based control, SoS density function based control, and backstepping
3.6 Summary
The objective of this chapter was to develop nonsingular rigid-body attitude control laws
using a convex formulation, and to implement them in an experimental set up. The at-
titude recovery problem was first parameterized in terms of quaternions, and then two
polynomial controllers using an SoS Lyapunov function and an SoS density function were
Table 3.1: Max. overshoot and settling time due to 25 (deg) initial pitch angle for two SoS
Lyapunov-based controllers and a PID controller implemented in the Quanser Helicopter
Control Method Max. Overshoot(deg) Settling Time (sec)
SoS (quaternions) 5 5
SoS (MRPs) 10 11
PID 13 16
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Figure 3.6: Comparison of time trajectory of pitch angle and Control Input for
Quanser Helicopter using Quaternion-based and MRP-based polynomial controllers (SoS
Lyapunov-based approach), and PID controller
developed. A quaternion-based polynomial controller using backstepping has also been
designed. The simulation results show that the proposed nonlinear controllers guarantee
the asymptotic stability of states subject to any initial condition. Moreover, the numeri-
cal simulation as well as the experimental results implemented in a Quanser Helicopter
verify that the quaternion-based controller stabilizes the closed-loop system in less set-
tling time and with smaller overshoot than the MRP-based controller. These results have
been observed based on our specific simulations and experimental results on the Quanser
helicopter with respect to a set of different initial conditions.
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3.7 Appendix
The MATLAB code for designing an SoS Lyapunov-Based Controller using SOSTOOLS
and SeDuMi is as follows:
c l c
c l e a r a l l ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% D e f i n e Per formance Parame ter s and P o l y n o m i a l V a r i a b l e s
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% x1=wx ; x2=wy ; x3=wz ; x4=qo ; x5=q1 ; x6=q2 ; x7=q3
pva r x1 x2 x3 x4 x5 x6 x7
X = [ x1 ; x2 ; x3 ; x4 ; x5 ; x6 ; x7 ] ;
n = l e n g t h (X ) ;
pva r v1 v2 v3 v4 v5 v6 v7
V = [ v1 ; v2 ; v3 ; v4 ; v5 ; v6 ; v7 ] ;
%%%%%%%%%%%%%%%%%%%%%%%%
%% D e f i n e Sys tem Dynamics
%%%%%%%%%%%%%%%%%%%%%%%%
J = diag ( [ 1 , 1 . 2 , 0 . 8 ] ) ;
A = [ 0 ( ( J (5)− J ( 9 ) ) / J ( 1 ) ) ∗ x3 0 0 0 0 0
0 0 ( ( J (9)− J ( 1 ) ) / J ( 5 ) ) ∗ x1 0 0 0 0
( ( J (1)− J ( 5 ) ) / J ( 9 ) ) ∗ x2 0 0 0 0 0 0
−x5 / 2 −x6 / 2 −x7 / 2 0 0 0 0
( x4 + 1 ) / 2 −x7 / 2 x6 / 2 0 0 0 0
x7 / 2 ( x4 + 1 ) / 2 −x5 / 2 0 0 0 0
−x6 / 2 x5 / 2 ( x4 + 1 ) / 2 0 0 0 0 ] ;
B = [ 1 / J ( 1 ) 0 0
0 1 / J ( 5 ) 0





0 0 0 ] ;
m = s i z e (B , 2 ) ;
Program = sosp rogram ( [X;V ] ) ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% D e f i n e Lyapunov F u n c t i o n and C o n t r o l l e r Parame ter s
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% D e f i n e P=P ’
f o r i = 1 : n ,
f o r j = 1 : n ,
i f i>=j ,
e v a l ( [ ’ pva r p ’ num2str ( i ) ’ ’ num2str ( j ) ] ) ;
e v a l ( [ ’ Program= s o s d e c v a r ( Program , p ’ num2str ( i ) ’ ’ num2str ( j ) ’ ) ; ’ ] ) ;
e v a l ( [ ’P ( i , j ) = p ’ num2str ( i ) ’ ’ num2str ( j ) ’ ; ’ ] ) ;




% D e f i n e K( x )
f o r i = 1 :m,
f o r j = 1 : n ,
[ Program , K i j ]= s o s p o l y v a r ( Program , monomials (X , 0 : 2 ) ) ;




%% D e f i n e I n e q u a l i t i e s and run SOS program
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% V ( x )= x ˆ TPx , Q=Pˆ{−1}
I = eye ( s i z e ( P ) ) ;
e1 = 0 . 1 ;
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[ Program , e2 ]= s o s p o l y v a r ( Program , monomials (X , 2 ) ) ;
Program = s o s i n e q ( Program , V’ ∗ ( P−e1∗ I )∗V ) ;
Program = s o s i n e q ( Program , e2 ) ;
[ Program , p h i ]= s o s p o l y v a r ( Program , [ x1 ˆ 2 ; x2 ˆ 2 ; x3 ˆ 2 ; x4 ˆ 2 ; x5 ˆ 2 ; x6 ˆ 2 ; x7 ˆ 2 ] ) ;
c o n s t = x4 ˆ2+ x5 ˆ2+ x6 ˆ2+ x7 ˆ2−1;
[ Program , mono ] = s o s p o l y v a r ( Program , monomials (X , 1 ) ) ;
V dot=−V’ ∗ ( P∗A’+A∗P+K’∗B’+B∗K+e2∗ I )∗V+mono∗ c o n s t ;
Program = s o s i n e q ( Program , V dot ) ;
Program = s o s s o l v e ( Program ) ;
s o s g e t s o l ( Program , e2 ) ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% R e t r i e v e S o l u t i o n V a r i a b l e s
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% R e t r i e v e P
f o r i = 1 : n ,
f o r j = 1 : n ,
P ( i , j ) = s o s g e t s o l ( Program , P ( i , j ) ) ;
end
end
P = d o u b l e ( P )
% R e t r i e v e K
f o r i = 1 :m,
f o r j = 1 : n ,




%% C o n t r o l I n p u t
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
U=K∗ inv ( P )∗X
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The MATLAB code for designing an SoS density function-based Controller using
SOSTOOLS and SeDuMi is also as follows:
c l c
c l e a r a l l
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% V a r i a b l a and C o n s t a n t D e f i n i t i o n
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
pva r wx wy wz qo q1 q2 q3
x =[wx ; wy ; wz ; qo ; q1 ; q2 ; q3 ] ;
Ix = 1 ; Iy = 1 . 2 ; I z = 0 . 8 ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% Dynamic E q u a t i o n s
%%%%%%%%%%%%%%%%%%%%%%%%%%%%
f = [ ( ( Iy−I z ) / Ix )∗wy∗wz ;
( ( Iz−Ix ) / Iy )∗wz∗wx ;
( ( Ix−Iy ) / I z )∗wx∗wy ;
0.5∗(− q1∗wx−q2∗wy−q3∗wz ) ;
0 . 5 ∗ ( ( qo +1)∗wx−q3∗wy+q2∗wz ) ;
0 . 5 ∗ ( q3∗wx+( qo +1)∗wy−q1∗wz ) ;
0.5∗(− q2∗wx+q1∗wy+( qo +1)∗wz ) ] ;
g = [ 1 / Ix 0 0 ;
0 1 / Iy 0 ;
0 0 1 / Iy ;
0 0 0 ;
0 0 0 ;
0 0 0 ;






s = 5 ;
program = sosp rogram ( x ) ;
[ program , w( 1 , 1 ) ] = s o s p o l y v a r ( program , monomials ( x , 0 : 2 ) ) ;
[ program , w( 2 , 1 ) ] = s o s p o l y v a r ( program , monomials ( x , 0 : 2 ) ) ;
[ program , w( 3 , 1 ) ] = s o s p o l y v a r ( program , monomials ( x , 0 : 2 ) ) ;
p l i n = [ 1 . 0 2 2 6 −0.0000 0 .0000 0 .0000 0 .4593 0 .0000 −0.0000
−0.0000 1 .0226 −0.0000 0 .0000 0 .0000 0 .4593 −0.0000
0 .0000 −0.0000 1 .0226 0 .0000 −0.0000 0 .0000 0 .4593
0 .0000 0 .0000 0 .0000 1 .0000 0 .0000 0 .0000 0 .0000
0 .4593 0 .0000 −0.0000 0 .0000 1 .0226 −0.0000 −0.0000
0 .0000 0 .4593 0 .0000 0 .0000 −0.0000 1 .0226 0 .0000
−0.0000 −0.0000 0 .4593 0 .0000 −0.0000 0 .0000 1 . 0 2 2 6 ] ;
t = x ’∗ p l i n ∗x ;
[ program , p h i ]= s o s p o l y v a r ( program , [ wx ˆ 2 ; wy ˆ 2 ; wz ˆ 2 ; qo ˆ 2 ; q1 ˆ 2 ; q2 ˆ 2 ; q3 ˆ 2 ] ) ;
fg = f ∗p+g∗w;
d i v e r g e n t = d i f f ( fg ( 1 ) , wx)+ d i f f ( fg ( 2 ) , wy)+ d i f f ( fg ( 3 ) , wz)+ . . .
d i f f ( fg ( 4 ) , qo )+ d i f f ( fg ( 5 ) , q1 )+ d i f f ( fg ( 6 ) , q2 )+ . . .
d i f f ( fg ( 7 ) , q3 ) ;
g r a d i a n = [ d i f f ( t , wx ) d i f f ( t , wy ) d i f f ( t , wz ) d i f f ( t , qo ) . . .
d i f f ( t , q1 ) d i f f ( t , q2 ) d i f f ( t , q3 ) ] ;
c o n s t = qo ˆ2+ q1 ˆ2+ q2 ˆ2+ q3 ˆ2−1;
[ program , mono ] = s o s p o l y v a r ( program , monomials ( x , 1 ) ) ;
f i n a l f = t ∗ d i v e r g e n t−s ∗ g r a d i a n ∗ fg−p h i +mono∗ c o n s t ;
program = s o s i n e q ( program , f i n a l f ) ;
program = s o s s o l v e ( program ) ;
s o s g e t s o l ( program ,w( 1 ) )
s o s g e t s o l ( program ,w( 2 ) )
s o s g e t s o l ( program ,w( 3 ) )
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Chapter 4
An Inverse Optimality Approach To A
Third Order Optimal Control Problem
4.1 Introduction
The main contribution of this chapter is to analytically solve the Hamilton-Jacobi-Bellman
equation for a class of third order nonlinear optimal control problems for which the dy-
namics are affine and the cost is quadratic in the input. The proposed solution method is
based on the notion of inverse optimality with a variable part of the cost to be determined
in the solution. The main idea was first proposed in [80] to solve a class of second order
problems. This chapter will extend the work in [80] to solve a class of nonlinear third
order optimal control problems. One special advantage of this work is that the solution is
directly obtained for the control input without the computation of a value function first.
The value function can however also be obtained based on the control input. Furthermore,
a Lyapunov function can be constructed for a subclass of optimal control problems, yield-
ing a proof certificate of stability. Finally, using the proposed methodology, experimental
results for a path following problem implemented in a Wheeled Mobile Robot (WMR)
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are then presented to verify the effectiveness of the proposed methodology.
4.2 Background
Optimal control problems are generally solved by numerical techniques since the optimal
controller is the solution of the Hamilton-Jacobi-Bellman (HJB) equation [79], which is a
nonlinear partial differential equation that is difficult to solve analytically. However, there
is an explicit solution for the input as a derivative of the value function if the dynamic
model is affine and the cost is quadratic in the input. This idea was first used in [80] to
solve a class of second order problems. This chapter will extend the work in [80] to solve
a class of nonlinear third order optimal control problems.
Departing from previous methods, the proposed method in this chapter can directly
find a solution for the control input without the computation of a value function. The
value function can however also be obtained based on the control input. Furthermore, a
Lyapunov function can be constructed for a subclass of optimal control problems, yield-
ing a proof certificate for stability. The method can be applied to a class of third order
nonlinear systems that will be defined in the next section. It is assumed that the cost func-
tion is the sum of a quadratic term in the input and the states and an unknown term Q(x)
that should be determined. For a third order nonlinear system in the assumed class, our
interest is then to simultaneously search for a controller and a cost function term Q(x)
that together satisfy the HJB equation. The methodology will be applied to the dynamic
model of a Wheeled Mobile Robot (WMR) on the x− y plane for path following of the
line y = 0 at a constant velocity, as shown in Fig.2.4. This path following problem will
be investigated in section 4.4.
The remainder of this chapter is organized as follows. In section 4.3 a third order
nonlinear optimal control problem is defined, and then the main result is derived. An
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interesting special case of the general optimal control problem is also presented in that
section. The effectiveness of the proposed method will be shown in several examples in
section 4.4. Using the proposed methodology, experimental results for a path following
problem implemented in a Wheeled Mobile Robot (WMR) are then presented, followed
by some concluding remarks.
4.3 Optimal Control Problem Definition and Solution










s.t. x˙1(t) = f1(x2)
x˙2(t) = f2(x3)
x˙3(t) = cu
x(0) = x0, u ∈U
(4.1)
where c > 0, q1 ≥ 0, q2 ≥ 0, q3 > 0, r > 0, x(t) = [x1 x2 x3]T ∈W 3 ⊂R3 is the state
vector, where W 3 includes a neighborhood of the origin. The scalar input u belongs to the
set U of Lebesgue integrable functions. The function f1(x2) is class C 1 with a bounded
derivative and f2(x3) is continuous. These functions f1(x2) and f2(x3) are not identically
zero and are assumed to be zero at x = 0
( f1(0) = f2(0) = 0). The term




3 +Q(x)+ ru2 (4.2)
which is a function of all the states and the input, is called the running cost. The optimal
control problem formulated here is to find, if possible, a control law u(x) and a cost





and (4.2) is nonnegative and has a minimum at x1 = x2 = x3 = u = 0. Let the optimal cost
function be defined by






The main result is now stated.
Theorem 4.3.1. Given the optimal control problem (4.1), if there exist gains k1, k2, k3,











k1 = ck3k4 , k2 = ck3k5 (4.5)






f1(x2)dx2 + γ ≥ 0 (4.7)
where γ is an integration constant verifying
γ =−2rc−1
[∫






then the control input
u =−k1x1− k2x2− k3x3− k4 f1(x2)− k5 f2(x3) (4.9)
solves the HJB equation for problem (4.1) with
Q(x) =rk24 f 21 (x2)+ rk25 f 22 (x3)−2rc−1k4x3 f ′1(x2) f2(x3)
+2rk1k2x1x2 +2rk1k3x1x3 +2rk2k3x2x3
(4.10)
which yields the nonnegative running cost
L(x1,x2,x3,u) =rk24 f 21 (x2)+ rk25 f 22 (x3)−2rc−1k4x3 f ′1(x2) f2(x3)
+ r(k1x1 + k2x2 + k3x3)2 + ru2
(4.11)
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with a minimum at x1 = x2 = x3 = u = 0. The resulting optimal cost function V (x) =
J(x,u∗), where u∗ is the optimal controller, will be given by
















f1(x2)dx2 + γ .
(4.12)
The function V (x) will also be a local Lyapunov function for the system (4.1) pro-
vided it is positive definite. Furthermore, the trajectories will converge to one of the
minimizers of L(x1,x2,x3,u(x1,x2,x3)), i.e, to a point (x1,x2,x3) such that
L(x1,x2,x3,u(x1,x2,x3)) = 0 . (4.13)
If L(x1,x2,x3,u(x1,x2,x3)) is convex, then the trajectories will converge to the origin for
all initial conditions.
Proof. To solve the optimal control problem (4.1), the HJB equation
inf
u
H(x1,x2,x3,Vx1,Vx2,Vx3,u) = 0 (4.14)
where











, i = 1,2,3 (4.16)
should be solved. A necessary condition for optimality is
∂H
∂u = 0 −→ Vx3 =−2rc
−1u(x) . (4.17)
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k2 + k4 f ′1(x2)
)
+hx2 (4.20)
where f ′1(x2), hx1 , hx2 are the derivatives of f1(x2) and h(x1,x2) with respect to x2, x1, and
x2, respectively. Replacing (4.9), (4.17), (4.19) and (4.20) in (4.14) yields
Q(x)+(q1− rk21)x21 +(q2− rk22)x22 +(q3− rk23)x23
+2rc−1k1x3 f1 +2rc−1x3 f2(k2 + k4 f ′1)+hx1 f1 +hx2 f2
−2rk1k2x1x2−2rk1k3x1x3−2rk2k3x2x3
−2rk4k3x3 f1−2rk5k3x3 f2− r(k24 f 21 + k25 f 22 )
−2rk4 f1(k1x1 + k2x2)−2rk5 f2(k1x1 + k2x2)
−2rk3k4x3 f1−2rk3k5x3 f2 = 0
(4.21)
where the arguments were removed for simplicity. Choosing









hx1 = 2rk5k1x2 +g
′(x1) (4.24)
where we choose
g′(x1) = 2rk4k1x1 . (4.25)
Finally, replacing (4.22)and (4.24) in (4.21) yields after rearranging
Q(x)+(q1− rk21)x21 +(q2− rk22)x22 +(q3− rk23)x23
+2rx3 f1(k1c−1− k3k4)+2rx2 f1(k5k1− k2k4)
+2rx3 f2(k2c−1− k3k5)−2rk1k2x1x2−2rk1k3x1x3
−2rk2k3x2x3 +2rc−1k4x3 f ′1 f2− rk24 f 21 − rk25 f 22 = 0 .
(4.26)
Using (4.4) and (4.5) in (4.26) leads to the expression (4.10). Combining (4.2), (4.6) and
(4.10) yields the nonnegative running cost (4.11). Replacing (4.23) in (4.18) and taking
into account (4.5) yields the value function (4.12). Notice that V is class C 1 given the
continuity and smoothness assumptions on the functions f1(x2) and f2(x3). Therefore, the




0 L dt, where L ≥ 0, V (x) needs to be a nonnegative function. The condition
(4.7) implies V (x) ≥ 0. Notice also that ˙V = −L(x1,x2,x3,u) ≤ 0. Therefore, the cost
function V (x) becomes a Lyapunov function for the system dynamics in (4.1) provided it
is positive definite. Finally, since the optimal cost V (x) is finite for all initial conditions,
then the trajectories will converge to one of the minimizers of L(x1,x2,x3,u(x1,x2,x3))
because L ≥ 0 and limt→∞ L = 0 (since the integral of L is finite). If L is convex, then
the trajectories must converge to the origin because the origin is the only minimizer of
L. Expression (4.8) makes the cost function V (x) zero at the equilibrium point x = 0
satisfying the boundary condition of the HJB x(∞) = 0. This finishes the proof.
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Remark 4.3.1. It is interesting that the square of the nonlinearity terms f 21 (x2) and f 22 (x3)
appear in the running cost function, though this would be difficult to predict. In fact, in
most of the research papers on optimal control the cost usually includes only quadratic
terms on the states.
An interesting special case of the optimal control problem (4.1) is presented in
the following corollary where f2(x3) = ax3. This case can be applied to some important
mobile robotics such as path following problems, which will be shown in the next section.










s.t. x˙1(t) = f (x2)
x˙2(t) = ax3 (4.27)
x˙3(t) = cu
x(0) = x0, u ∈U
where a > 0, c > 0, f (0) = 0, q1 ≥ 0, q2 ≥ 0, q3 > 0, and r > 0, if there exist gains ki for
i = 1, · · · ,5 verifying (4.4), (4.5),
k4 > 0 , f ′(x2)≤ 0.5ack25k−14 (4.28)
and
rac−1k5x23 +2rc−1k4x3 f (x2)2rk4k5
∫
f (x2)dx2 + γ ≥ 0 (4.29)
where γ is an integration constant verifying V (0) = 0, then the control input (4.9) solves
the HJB equation corresponding to (4.27) with the nonnegative running cost








Moreover, the resulting value function is








+ rac−1k5x23 +2rc−1k4x3 f (x2)
+2rk4k5
∫
f (x2)dx2 + γ .
(4.31)
The function V is also a local Lyapunov function provided it is positive definite. Further-
more, the trajectories will converge to one of the minimizers of L(x1,x2,x3,u(x1,x2,x3)),
i.e, to a point (x1,x2,x3) such that L(x1,x2,x3,u(x1,x2,x3))= 0. If L(x1,x2,x3,u(x1,x2,x3))
is convex, then the trajectories will converge to the origin for all initial conditions.
Proof. Making f2(x3) = ax3 expressions (4.11) and (4.12) result in (4.30) and (4.31),
respectively. Moreover, since V (x) =
∫
∞
0 L dt, where L ≥ 0, V (x) needs to be a positive
semidefinite function. The condition (4.29) implies V (x) ≥ 0. If the function V (x) is
positive definite, it will be a Lyapunov function since constraints (4.28) imply that ˙V =
−L(x1,x2,x3,u) ≤ 0. The rest of the proof follows the same argument as the proof of
theorem 4.3.1.
In the next section, the effectiveness of the proposed method will be shown in sev-
eral examples.
4.4 Examples and Numerical Simulations
Example 4.4.1. Linear System
Consider a triple backstepping integrator system with
c = 1 , f1(x2) = x2 , f2(x3) = x3 . (4.32)
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This linear system has open-loop equilibrium points at
x1 = constant , x2 = x3 = 0 . (4.33)
Assuming q1 = q3 = r = 1 and q2 = 4, the gains satisfying (4.4)-(4.7) are obtained as
follows
k1 = k3 = k4 = 1 , k2 = k5 = 2 . (4.34)
This results in the control input
u =−x1−3x2−3x3
and the running cost is given by
L(x1,x2,x3,u) = (x1 +2x2 + x3)2 + x22 +2x23 +u2 .
This running cost function L(x) is strictly convex because the Hessian matrix of L(x) is









> 0 . (4.35)
The value function is also
V (x) =(x1 +2x2 + x3)2 + x23 + x22 +(x2 + x3)2








Obviously, the function V (x) is positive definite since P > 0. This value function is also
radially unbounded. Moreover, the derivative of the value function is












Thus, ˙V (x) is negative definite since Z < 0. Therefore, the value function is a
global Lyapunov function, and the system is globally asymptotically stable. Note that
for a triple integrator model using the control input (4.9), an usual quadratic form of the
states V (x) = x21 + x22 + x23 cannot be a Lyapunov function, and thus there should exist
cross terms in the states.
Example 4.4.2. Nonlinear System
Consider a nonlinear system with
c = 1 , f1(x2) = 2x2 + sin(x2) , f2(x3) = x33 + x3 . (4.37)
This nonlinear system has the open-loop equilibrium points at
x1 = constant , x2 = x3 = 0 . (4.38)
The control gains corresponding to
q1 = q3 = r = 1 , q2 = 9 (4.39)
are
3k1 = k2 = 3k3 = 3k4 = k5 = 3 (4.40)
which satisfy all the constraints (4.4)-(4.7). Using (4.9), the control input is given by
u =−x1−5x2−4x3− sin(x2)−3x33 (4.41)
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with the running cost
L(x1,x2,x3,u) =(x1 +3x2 + x3)2 +9(x33 + x3)2 +u2
−2(2+ cos(x2)x23(x23 +1)















Since the resulting running cost is a sum of squares, and has only one minimizer at the
origin satisfying (4.13), it is positive definite for all the states x∈R3. Moreover, the value
function with γ given by (4.8) is obtained as


















≥W (x) = x12 + x22 + x34 ,
Since V (x)≥W (x)> 0, the resulting value function is positive definite. The value func-
tion V (x) is also radially unbounded. Therefore, Since ˙V (x) = −L(x,u) < 0, this value
function is a global Lyapunov function. The equilibrium point x = 0 is globally asymp-
totically stable. Fig.4.1 shows the time response of the states x = [x1 x2 x3]T , the
running cost L(x,u), and the Lyapunov function V (x) subject to the initial condition
xo = [10 pi/2 1]T . As seen, all the states asymptotically converge to the origin, where
V (x)> 0, V (∞) = 0, and the value function has the minimum at x1 = x2 = x3 = u = 0.
For comparison, an LQR controller is also designed for a linearized model of the
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Figure 4.1: Time response of the states, the input, the running cost L(x,u), and the Lya-
punov function V (x) for Example 4.4.2 subject to initial condition xo = [10 pi/2 1]T
given nonlinear system with the weighting matrices in the running cost function corre-
sponding to a second order Taylor series approximation of the running cost. The lin-









and B = [0 0 1]T . Using a second order Taylor series approximation of the resulting
running cost (4.42) yields
L(x1,x2,x3,u) =x21 +18x22 +4x23 +6x1x2 +2x1x3 +6x2x3 +u2
=xT Qx+uT Ru
. (4.43)
Now we consider two weighting matrices with and without having cross terms in the

















and R = 1. The LQR(A,B,Q,R) controllers are obtained as
KLQRdiag = [1.0000 4.6766 3.2176]
KLQRcross = [1.0000 5.4233 3.8531] .
(4.44)
The time response of the states and the control input for the LQR and the proposed
HJB-based controller (4.9) subject to the initial condition xo = [10 pi 1]T is shown in
Fig.4.2. It indicates that, compared to the LQR controllers, using the proposed optimal
controller stabilizes the system with less overshoot in the states, and also with less control
effort. Simulation results also show that the bigger the initial condition is, the more oscil-
latory is the response of the system using LQR controllers. On the other hand, using the
proposed optimal controller the change of initial conditions do not affect the smoothness
of state responses and the control effort.
These controllers (optimal and LQR controllers) are also compared in the presence
of a partial loss of control authority, shown in Fig.4.3. Fig.4.3 shows the time response of
states and control inputs with 85% loss of control authority subject to the initial condition
xo = [10 pi 1]T . Simulation results show that the proposed HJB-based control works
with up to 85% loss of control authority, whereas the LQR controller designed for a linear
model of the given nonlinear system with the weighting matrices in the running cost
function corresponding to a second order Taylor series approximation of the running cost
cannot stabilize the system at this percentage of failure.
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Figure 4.2: Time response of the states and the control input for LQR and HJB-based
controllers for Example 4.4.2 subject to the initial condition xo = [10 pi 1]T
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Figure 4.3: Time response of states and control inputs with 85% loss of control au-
thority for HJB-based controller and LQR controller subject to the initial condition
xo = [10 pi 1]T
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Example 4.4.3. Wheeled Mobile Robot (WMR) Simulation
Following corollary 1, let a = c = 1, f (x2) = sin(x2). This system is the dynamic
model for path following of the line y = 0 of a WMR on a plane, moving at a constant










contains the position y, the heading angle ψ ∈ (−pi,pi], and the angular velocity ψ˙ , re-
spectively. This nonlinear system has the open-loop equilibrium points at
y = constant , w = 0 , ψ = 0,pi . (4.46)
for k = 0,1,2, · · · . The optimal controller corresponding to q1 = q3 = r = 1 and q2 = 4 is
u =−x1−2x2−3x3− sin(x2) ,
with the following running cost







The running cost L(x) is a nonnegative function since it is a sum of squares. Note that
for x2 ∈ (−pi,pi] the resulting running cost function L(x1,x2,x3,u(x)) has two minimizer
at the origin (0,0,0) and the point (−2pi,pi,0). Furthermore, the value function with γ
given by (4.8) is obtained as



























Figure 4.4: WMR Trajectories
where V (x) is positive definite for x2 ∈ (−pi , pi) since the resulting value function is a
sum of squares, and is equal to zero only at the origin. Moreover, the derivative of the
value function






x1 +2x2 +3x3 + sin(x2)
)2
is negative definite for x2 ∈ (−pi , pi) because L(x) is nonnegative, and is equal to zero
only at the origin. Therefore, the value function is a local Lyapunov function in the largest
invariant set of D =
{
x |(x1,x3) ∈R
2 , |x2|< pi
}
. Note however that there is no guarantee
that the closed-loop system converges to the origin subject to any initial condition in the
set D.
Fig.4.4 shows the trajectories of the path following system of the WMR subject to




















Figure 4.5: Region of Attraction for the given WMR
to the desired path y = 0 for the given initial conditions. However, note that since the
running cost is not convex, one only has the guarantee that the WMR will follow the
straight line and that for a set of initial conditions it will follow the line in the direction
corresponding to ψ = 0. Moreover, for ψ ∈ (−pi,pi], the direction corresponding to ψ = pi
also makes sin(ψ) = 0 leading to a minimum of the running cost. The estimated region
of attraction (ROA) for the trajectories of WMR is also shown in Fig.4.5. This ROA
has been found numerically using simulation with a set of different initial conditions. It
shows that for which sets of initial conditions the trajectories of the WMR converge to
the origin. Simulation results of the estimated ROA also show that the states x1 and x2
are bounded, as seen in Fig.4.5, but the state x3 can be extended to (−∞,+∞). The time
response of the running cost, the Lyapunov function, the states, and the control input for




are also shown in Fig.4.6.
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As seen, both functions L(x,u) and V (x) are positive and converge to zero as t → ∞.
For comparison, an LQR controller is also designed for a linearized model of the
given nonlinear system with the weighting matrices in the running cost function corre-
sponding to a second order Taylor series approximation of the running cost. Linearizing
the resulting cost function (4.47), we again consider two weighting matrices with and
















and R = 1. The LQR(A,B,Q,R) controllers are then obtained as
KLQRdiag = [1.0000 3.0550 2.6665]
KLQRcross = [1 3 3] .
The trajectories of the path following system of the WMR, subject to the initial con-
dition xo = [7 7pi/8 1]T , is shown in Fig.4.7 for both LQR and HJB-based controllers.
It indicates that using both controllers stabilizes the given nonlinear system. However,
compared to LQR controllers, the proposed HJB-based controller uses a bit less control
effort, although the difference is not significant.
4.5 Experimental Results
In this section a practical application is presented to verify the effectiveness of the pro-
posed methodology experimentally. The experimental setup has been explained in more

















































Figure 4.6: Time response of the states, the input, the running cost L(x,u), and the
Lyapunov function V (x) for the path following model of the WMR subject to xo =
[2 pi/2 0]T
and the dynamic equation of the WMR is given by
w˙(t) = cu (4.49)
where c = 0.0066, and V = 0.083(m/s) is the constant velocity of the WMR. The
objective is to find optimal control gains (4.9) for a nonnegative running cost (4.11), which
force the WMR to follow the desired path y = 0. According to Fig.2.4 the states contain
the position y, the heading angle ψ , and the angular velocity ω . Since the constants V
and b in the WMR model are small values, it experimentally makes sense to select large
controller gains Ki compared to example 4.4.3. Choosing
q1 = 3002 , q2 = 202 , q3 = 36 , r = 1 , (4.50)
and using (4.4)-(4.5) and (4.28)-(4.29) yields the following optimal control input
u =−300y−20ψ −909.1ω −4.2sin(ψ) . (4.51)
85























Figure 4.7: Control input and trajectory of the path following system of the WMR for
LQR and HJB-based controllers subject to the initial condition xo = [7 7pi/8 1]T
Fig.4.8 shows the experimental trajectories of the WMR following the line y = 0
subject to the following different initial conditions (y0,ψ0,w0)
(a) = (0.85,−pi/3,0) , (b) = (−0.7,−pi/2,0)
(c) = (0.80,pi/6,0) , (d) = (−0.65,pi/4,0) (4.52)
(e) = (0.5,−pi/2,0) . (4.53)
As shown in Fig.4.8, the trajectories converge to the desired path y = 0. Note
however that since the running cost is not convex, one only has the guarantee that the
WMR will follow the straight line and that for a set of initial conditions it will follow
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Figure 4.8: Experimental WMR Trajectories
the line in the direction corresponding to ψ = 0. The direction corresponding to ψ = pi
also makes sin(ψ) = 0 leading to a minimum of the running cost. The results of this
paper cannot exclude the possibility of the trajectories converging to this solution. The
time response of the experimental control input is shown in Fig.4.9. As seen from this
figure, the higher the distance to the line and the higher the heading angle of the WMR
in its initial condition, the larger is the control input. Also notice that the control input is
always bounded, and does not saturate. As discussed in Section (2.2.1), due to hardware
and wireless communication limitations, the maximum frequency that the total WMR
system can handle is 50Hz. However, The experimental results in Fig.4.8 and Fig.4.9
indicate that using this sampling rate of data is quite satisfying to implement the proposed
controllers on WMR setup. It is also worthwhile to note that the time trajectories of the
WMR and the experimental control inputs are not smooth because of having noise in the
experimental setup.
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Figure 4.9: Experimental control inputs for the WMR
4.6 Summary
The solution to a class of third order nonlinear optimal control problems has been pre-
sented in this chapter using the concept of inverse optimality. The optimal controller and
part of the running cost are computed to satisfy the HJB equation. Once the running
cost is computed, a local Lyapunov function can be constructed from the value function.
Compared to the LQR controller associated with the weight matrices in the running cost
function corresponding to a second order Taylor series approximation of the running cost,
simulation results show that using the proposed HJB-based optimal controller leads to a
smoother responses in states and control effort in some cases. A practical application to
a WMR path following problem has also been presented to experimentally verify the ef-
fectiveness of the proposed methodology. However, it has been shown that the proposed
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method does not always guarantee that the trajectories will converge to a given equilib-
rium point for all initial conditions. Although the proposed method is restricted to a class
of third order optimal control problems, it can potentially be extended to higher order




In this chapter the main conclusions of this work and the potential future work are stated.
In Chapter 2, the kinematics equation of motion for a rigid body has been described us-
ing different common representations such as quaternions, Modified Rodrigues Parameter
(MRP) and Euler angles. Here we were interested in quaternions rather than MRPs be-
cause not only the latter has a geometric singularity, but also the polynomial matrix entries
using quaternions are linear while they are nonlinear for the MRP representation. Thus,
a quaternion-based attitude model will pose fewer computational challenges. A system
identification and an experimental setup of a Wheeled Mobile Robot (WMR) as well as
the setup the Quanser helicopter have also been presented in Chapter 2.
In Chapter 3, the main objective was to develop nonsingular rigid-body attitude
control laws using a convex formulation, and to implement them in an experimental set
up. The attitude recovery problem was first parameterized in terms of quaternions, and
then two polynomial controllers using an SoS Lyapunov function and an SoS density func-
tion were developed. A quaternion-based polynomial controller using backstepping has
also been designed. The simulation results show that the proposed nonlinear controllers
guarantee the asymptotic stability of states subject to any initial condition. Moreover,
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the numerical simulation as well as experimental results implemented in a Quanser Heli-
copter verify that the quaternion-based controller stabilizes the closed-loop system in less
settling time and with smaller overshoot than the MRP-based controller. A few interesting
extensions to the research work in Chapter 3 would be the following:
• Decrease the number of feedback states, specifically in the case of sensor fail-
ures,while maintaining the stability
• Adding external disturbances to the system.
In Chapter 4, the solution to a class of third order nonlinear optimal control prob-
lems was presented using the concept of inverse optimality. The main contribution of
this chapter was to analytically solve the Hamilton-Jacobi-Bellman equation for a class of
third order nonlinear optimal control problems for which the dynamics are affine and the
cost is quadratic in the input. One special advantage of this work is that the solution is di-
rectly obtained for the control input without the computation of a value function first. The
optimal controller and part of the running cost are computed to satisfy the HJB equation.
Once the running cost is computed, a local Lyapunov function can be constructed from
the value function, yielding a proof certificate for stability. Moreover, simulation results
show that using the proposed HJB-based optimal controller leads to smooth responses in
states and control effort. A practical application to a WMR path following problem was
also presented to experimentally verify the effectiveness of the proposed methodology.
However, it has been shown that the proposed method does not always guarantee that the
trajectories will converge to a given equilibrium point for all initial conditions. Although
the proposed method is restricted to a class of third order optimal control problems, it can
potentially be extended to higher order systems assuming that the dynamics are affine and
the cost is quadratic in the input. Also adding noise and uncertainty parameters can be an
interesting extension to this work.
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