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LAPLACE OPERATORS IN FINITE ENERGY AND
DISSIPATION SPACES
SERGEY BEZUGLYI AND PALLE E.T. JORGENSEN
Abstract. Recent applications of large network models to machine learning,
and to neural network suggest a need for a systematic study of the general
correspondence, (i) discrete vs (ii) continuous. Even if the starting point is
(i), limit considerations lead to (ii), or, more precisely, to a measure theoretic
framework which we make precise. Our motivation derives from graph analysis,
e.g., studies of (infinite) electrical networks of resistors, but our focus will be
(ii), i.e., the measure theoretic setting. In electrical networks of resistors, one
considers pairs (of typically countably infinite), sets V (vertices), E (edges) a
suitable subset of V × V , and prescribed positive symmetric functions c on E .
A conductance function c is defined on E (edges), or on V ×V , but with E as its
support. From an initial triple (V,E, c) , one gets graph-Laplacians, generalized
Dirichlet spaces (also called energy Hilbert spaces), dipoles, relative reproducing
kernel-theory, dissipation spaces, reversible Markov chains, and more.
Guided by applications to measurable equivalence relations, we extend ear-
lier analyses to the non-discrete framework, and, with the use of spectral theory,
we study correspondences. Our setting is that of standard Borel spaces (M,B).
Parallel to conductance functions in (i), we consider (in the measurable frame-
work) a fixed positive, symmetric, and σ-finite measure ρ on the product space
(M ×M,B × B). We study both the structures that arise as graph-limits, as
well as the induced graph Laplacians, Dirichlet spaces, and reversible Markov
processes, associated directly with the measurable framework.
Our main results include: spectral theory and Green’s functions for mea-
sure theoretic graph-Laplace operators; the theory of reproducing kernel Hilbert
spaces related to Laplace operators; a rigorous analysis of the Laplacian on
Borel equivalence relations; a new decomposition theory; irreducibility criteria;
dynamical systems governed by endomorphisms and measurable fields; orbit
equivalence criteria; and path-space measures and induced dissipation Hilbert
spaces. We consider several applications of our results to other fields such as
machine learning problems, reproducing kernel Hilbert spaces, Gaussian and
determinantal processes, and joinings.
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1. Introduction
In the past decade, many researchers have studied diverse approaches to notions
of limits of large networks. Hence there are two settings, (i) discrete vs (ii) contin-
uous. More precisely, a starting point-setting often constitutes (i) a suitable class
of network structures, each of independent interest. In this setting, an extensive
(discrete) analysis has already been undertaken; see the references cited below.
Now, the network analysis is typically undertaken before consideration of any kind
of graph-limit, or limits. But our present focus will be a systematic study of (ii)
suitable limit structures; the best known is perhaps the notion of “graphons”. In
any case, the limit structures are continuous, or rather, they are studied in a mea-
sure theoretic framework. (Below, we include a brief technical summary of recent
related studies; and our present opening comments here are meant merely to help
non-expert readers with an orientation to the general setting.)
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In summary, the setting before limits are taken is discrete: typically, a graph
consisting of sets of vertices, and edges, as well as associated and specified classes
of functions, and random processes. By contrast, the appropriate limit objects are
“continuous”. More precisely, the category suitable for the limits is that of measure
space, equipped with a definite structure which we make precise below. Prototypes
of large networks (case (i)) include: the Internet, networks in chip designs, social
networks, ecological networks, networks of proteins, the human brain, a network of
neurons, statistical physics (large numbers of discrete particles, or spin-observables,
realized on graphs, or electrical networks of resistors.
While each of these examples serves to illustrate our present analysis, we have
chosen the latter (electrical networks of resistors) as a main reference for our general
theory. And our focus will be (ii), i.e., the measure theoretic setting. To be more
precise, by an electrical networks of resistors, we mean a pair (of typically countably
infinite) sets V (vertices), E (edges) a suitable subset of V × V , and a prescribed
positive symmetric function c on E representing conductance. The conductance
function c is defined on E (edges), or on V ×V , but with E as its support. From an
initial triple (V,E, c), one is then lead to well defined graph-Laplacians, generalized
Dirichlet spaces (also called energy Hilbert spaces), dipoles, relative reproducing
kernel-theory, dissipation spaces, reversible Markov chains, and more. While this
setting is of interest in its own right; see the papers cited below, our main focus
here will be the structures which arise as limits, hence analogous structures on
measure spaces; see Section 2 below for details. In summary, a measure space
is a set M , and a prescribed sigma-algebra B of subsets of M . Our setting will
be that of standard Borel spaces (M,B). Parallel to the setting of conductance
functions in the discrete case, our starting point for the “continuous” analysis will
now be a fixed positive, symmetric, and sigma-finite measure ρ on the product
space (M ×M,B × B). We shall study both the structures that arise as graph-
limits, as well as the induced graph Laplacians, Dirichlet spaces, and reversible
Markov processes that are associated directly with the measurable framework.
The setting in Section 2 below is motivated by a list of applications, detailed in-
side the paper. The list includes: a rigorous analysis of Borel equivalence relations, a
new decomposition theory, irreducibility criteria, measurable fields, dynamical sys-
tems governed by endomorphisms, graph-Laplace operators in a measure theoretic
framework (Sections 3 - 6). In our present general setting of measure spaces (pre-
cise details below), we present an explicit correspondence central to the questions
in the paper; a correspondence between on the one hand (i) symmetric measures
on product spaces, and on the other, (ii) reversible Markov transition processes. In
our first results (Sections 2 and 3), we make precise the notion of equivalence for the
setting of both (i) and (ii), and we prove that equivalence of two symmetric mea-
sures, leads to equivalence of the corresponding reversible Markov processes, and
vice versa. Our general framework for these reversible Markov processes goes be-
yond earlier considerations in the literature; and hence allows us to attack questions
from dynamics which were not previously accessible with existing tools.
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With view to applications to spectral theory and potential theory, in Sections
3 - 7, for a given symmetric measure, we introduce a (measure) graph Laplacian
∆, a finite energy space HE, and a dissipation Hilbert space Diss, see Section 5.
These are central notions, and their adaptation here is motivated by energy space
for discrete weighted networks, such as electrical networks of resistors, and a host
of areas studied extensively during last decades.
Our realization of the reversible Markov processes depends on a carefully designed
infinite path space, and its associated path-space measures; both introduced in
Section 5. These tools are used in turn in our study of orthogonality relations
(Section 5).
In Section 8, we associate to every transient Markov processes a positive definite
kernel and reproducing kernel Hilbert space (RKHS). We show that the latter is
in turn a realization of the energy space. This then allows us to make precise a
new Green’s function approach to our study general reversible Markov processes.
Applications and examples are included.
Inside the paper, we shall include detailed citations, but to help readers with
orientation, we give the following general pointers to the References.
Earlier work by the co-authors, related to the present paper, includes [BJ18a,
BJ18b, Jor12, JT15, JT16, JT17].
For the theory of Dirichlet forms and generalized Laplacians, we refer to [GT17,
Jon05, KZ12, Roz01]. Our definition of the finite energy Hilbert space and graph
Laplacian is related to a special case of Dirichlet forms. The literature on Dirichlet
forms is extensive; we recommend the following works: [AB05, AMR15, AFH11,
Alb03, AKNT17, BG68, CF12, Kai92, LS88].
For the theory of reproducing kernels and their applications to Markov processes,
see [AFMP94, AJ14, AJ15, Aro50, AS57, BTA04, SS16].
Throughout the paper, we shall make use of a number of tools from ergodic
theory, Borel equivalence relations, orbit equivalence, and for this the reader may
wish to consult [CFS82, FM77a, FM77b, GS00, KM04, Kec10, Roh49, Rev84].
The list of applications of our results includes models for online learning with
Markov sampling. From the prior literature on this, we stress the following papers
[AMP10, GFZ16, SY06, SZ07, SZ09b, SZ09a].
We mention here also several adjacent areas where the ideas applied in this paper
might be useful. First of all, the theory of electrical networks can regarded as a
prototype for many of ours definitions and results. The reader can find the necessary
information in various sources; for us the following books and articles are the most
relevant [Kig01, JP10, JP11, JP13, JP16, JP14, JP17, LP16, Woe00, Woe09].
The references to [FGJ+18a, FGJ+18b] deal with some aspects of the represen-
tation theory.
The reader can look at [AJL11], [AJ12], [AJ15], [AJL17], [AJL18] where Gaussian
processes and path spaces are discussed.
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2. Preliminaries and basic setting
Our aim in Section 2 below is to apply our present Hilbert space tools to a sys-
tematic study of measurable partitions and countable Borel equivalence relation in
the context of standard (Borel) measure space, and their applications. Measurable
partitions in turn serve as important tools in Borel dynamics, in ergodic theory,
and in direct integral analysis in representation theory, to mention only a few. A
sample of the relevant literature includes [AB05, AMR15, BJ18c, FM77b, FM77a,
Gao09, JKL02, Kec10, Sim12].
2.1. Standard measure space and symmetric measures. Suppose V is a Pol-
ish space, i.e., V is a separable completely metrizable topological space. Let B
denote the σ-algebra of Borel sets generated by open sets of V . Then (V,B) is
called a standard Borel space, see e.g., [Gao09, Kan08, Kec95, Kec10] and papers
[Che89, Loe75] for detailed information about standard Borel spaces. We recall
that all uncountable standard Borel spaces are Borel isomorphic, so that, without
loss of generality, we can use any convenient realization of the space (V,B).
If µ is a positive non-atomic Borel measure on (V,B), then (V,B, µ) is called a
standard measure space. Given (V,B, µ), we will call µ a measure for brevity. As a
rule, we will deal with non-atomic σ-finite positive measures on (V,B) which take
values in the extended real line R. We use the name of standard measure space
for both probability (finite) and σ-finite measure spaces. Also the same notation,
B, is applied for the σ-algebras of Borel sets and measurable sets of a standard
measure space. Working with a measure space (V,B, µ), we always assume that
B is complete with respect to µ. By F(V,B). we denote the space of real-valued
bounded Borel functions on (V,B). For f ∈ F(V,B) and a Borel measure µ on
(V,B), we write
µ(f) =
∫
V
f dµ.
All objects, considered in the context of measure spaces (such as sets, functions,
transformations, etc), are considered by modulo sets of zero measure. In most cases,
we will implicitly use this mod 0 convention not mentioning the sets of zero measure
explicitly.
For a σ-finite no-atomic measure µ on a standard Borel space (V,B), we denote
by
Bfin = Bfin(µ) = {A ∈ B : µ(A) <∞} (2.1)
the algebra of Borel sets of finite measure µ. Clearly, any σ-finite measure µ is
uniquely determined by its values on Bfin(µ).
The linear space of simple function over sets from Bfin(µ) is denoted by
Dfin(µ) :=
{∑
i∈I
aiχAi : Ai ∈ Bfin(µ), ai ∈ R, |I| <∞
}
= Span{χA : A ∈ Bfin(µ)},
(2.2)
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and it will play an important role in the further results since simple functions from
Dfin(µ) form a norm dense subset in Lp(µ)-space, p ≥ 1.
Definition 2.1. Let E be an uncountable Borel subset of the Cartesian product
(V × V,B × B) such that:
(i) (x, y) ∈ E ⇐⇒ (y, x) ∈ E, i.e. θ(E) = E where θ(x, y) = (y, x) is the flip
automorphism;
(ii) Ex := {y ∈ V : (x, y) ∈ E} 6= ∅, ∀x ∈ X;
(iii) for every x ∈ V , (Ex,Bx) is a standard Borel space where Bx is the σ-algebra
of Borel sets induced on Ex from (V,B).
The set E is called symmetric subset of (V × V,B × B).
It follows from (ii) and (iii) of Definition 2.1 that the projection of a symmetric
set E on each margin of the product space (V ×V,B×B) is V . Moreover, condition
(iii) assumes two cases: the Borel space Ex can be either countable or uncountable.
We will assume that (Ex,Bx) is an uncountable Borel standard spaces.
There are several natural examples of symmetric sets related to dynamical sys-
tems. We mention here the case of a Borel equivalence relation E on a standard
Borel space (V,B). By definition, E is a Borel subset of V ×V such that (x, x) ∈ E
for all x ∈ V , (x, y) is in E iff (y, x) is in E, and (x, y) ∈ E, (y, z) ∈ E implies that
(x, z) ∈ E. Let Ex = {y ∈ V : (x, y) ∈ E}, then E is partitioned into “vertical
fibers” Ex. In particular, it can be the case when every Ex is countable. Then E is
called a countable Borel equivalence relation.
As mentioned in Introduction, our approach is based on the study of symmetric
measures defined on (V × V,B ×B), see Definition 2.4 below. We recall that every
measure ρ on the Cartesian product (V × V,B × B) can be disintegrated with
respect to a measurable partition. For this, denote by pi1 and pi2 the projections
from V × V onto the first and second factor, respectively. Then {pi−11 (x) : x ∈ V }
and {pi−12 (y) : y ∈ V } are the measurable partitions of V × V into vertical and
horizontal fibers, see [Roh49, CFS82, BJ18a] for more information on properties of
measurable partitions. The case of probability measures was studied by Rokhlin in
[Roh49], whereas the disintegration of σ-finite measures is more delicate and has
been considered somewhat recently, see for example [GS00]. We refer here to a
result from [Sim12] whose formulation is adapted to our needs.
Theorem 2.2 ([Sim12]). For a σ-finite measure space (V,B, µ), let ρ be a σ-finite
measure on (V ×V,B×B) such that ρ◦pi−11 ≪ µ. Then there exists a unique system
of conditional σ-finite measures (ρ˜x) such that
ρ(f) =
∫
V
ρ˜x(f) dµ(x), f ∈ F(V × V,B × B).
Remark 2.3. (1) The condition of Theorem 2.2 assumes that a measure µ is pre-
scribed on the Borel space (V,B). If one begins with a measure ρ defined on
(V × V,B × B), then the measure µ can be taken as the projection of ρ on (V,B),
ρ ◦ pi−11 = µ.
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(2) Let E be a Borel symmetric subset of (V ×V,B×B), and let ρ be a measure on
(V ×V,B×B) satisfying the condition of Theorem 2.2. Then E can be partitioned
into the fibers {x}×Ex. By Theorem 2.2, there exists a unique system of conditional
measures ρ˜x such that, for any ρ-integrable function f(x, y), we have∫∫
V×V
f(x, y) dρ(x, y) =
∫
V
ρ˜x(f) dµ(x). (2.3)
It is obvious that, for µ-a.e. x ∈ V , supp(ρ˜x) = {x} × Ex (up to a set of zero
measure). To simplify the notation, we will write∫
V
f dρx and
∫∫
V×V
f dρ
though the measures ρx and ρ have the supports Ex and E, respectively.
(3) It follows from Theorem 2.2 that the measure ρ determines the measurable
field of sets x 7→ Ex ⊂ V and measurable field of σ-finite Borel measures x 7→ ρx
on (V,B), where the measures ρx are defined by the relation
ρ˜x = δx × ρx. (2.4)
Hence, relation (2.3) can be also written in the following form, used in our subse-
quent computations,∫∫
V×V
f(x, y) dρ(x, y) =
∫
V
(∫
V
f(x, y) dρx(y)
)
dµ(x). (2.5)
In other words, we have a measurable family of measures (x 7→ ρx), and it defines
a new measure ν on (V,B) by setting
ν(A) :=
∫
V
ρx(A) dµ(x), A ∈ B. (2.6)
We note that the measure ρx is defined on the subset Ex of (V,B), x ∈ V .
The next definition contains the key notion of a symmetric measure.
Definition 2.4. (1) Let (V,B) be a standard Borel space. We say that a measure
ρ on (V × V,B ×B) is symmetric if
ρ(A×B) = ρ(B ×A), ∀A,B ∈ B.
In other words, ρ is invariant with respect to the flip automorphism θ.
Assumption 1. In this paper, we will consider the set of symmetric measures ρ
on (V × V,B × B) which satisfy the following property:
0 < c(x) := ρx(V ) <∞, µ-a.e. x ∈ V, (2.7)
where x 7→ ρx is the measurable field of measures (the system of conditional mesaures)
arising in Theorem 2.2.
Moreover, we will assume that symmetric measures satisfy the condition: c(x) ∈
L1loc(µ), i.e., ∫
A
c(x) dµ(x) <∞, ∀A ∈ Bfin(µ). (2.8)
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Remark 2.5. It is natural to assume that the function c(x) satisfies properties (2.7)
and (2.8). They corresponds to local finiteness of discrete graphs in the theory of
weighted networks. In several statements below, we need to use the requirement
that c ∈ L2loc(µ), i.e., ∫
A
c2 dµ <∞, ∀A ∈ Bfin(µ).
We observe also that the case when the function c is bounded will lead to bounded
Laplace operators and is not interesting for us.
Based on Assumption 1, we note that relation (2.6) defines the measure ν which
is equivalent to µ. As stated in Lemma 2.7, c(x) is the Radon-Nikodym derivative
of ν with respect to µ. If we want to reverse the definition and use ν as a primary
measure, then we need to require that the function c(x)−1 is locally integrable with
respect to ν.
In the following remark, we discuss some natural properties of symmetric mea-
sures.
Remark 2.6. (1) If ρ is a symmetric measure on (V × V,B × B), then the support
of ρ, the set E = E(ρ), is symmetric mod 0. Hence, without loss of generality,
we can assume that any symmetric measure is supported by the sets E satisfying
Definition 2.1. We will require that, for every x ∈ V , the set Ex ⊂ E is an
uncountable standard Borel space. The case when Ex is countable arises for a
countable Borel equivalence relation E on (V,B). The latter was considered in
[BJ18b]. For countable sets Ex, x ∈ V , we can take ρx as a finite measure which is
equivalent to the counting measure, see, e.g. [FM77a, FM77b, KM04] for details.
(2) In general, the notion of a symmetric measure is defined in the context of
standard Borel spaces (V,B) and (V ×V,B×B). But if a σ-finite measure µ is given
on (V,B), then we have to include an additional relation between the measures ρ
and µ. Let pi1 : V × V → V be the projection on the first coordinate. We require
that ρ ◦ pi−11 ≪ µ, see Theorem 2.2.
(3) The symmetry of the set E allows us to define a “mirror” image of the measure
ρ. Let Ey := {x ∈ V : (x, y) ∈ E}, and let (ρ˜y) be the system of conditional
measures with respect to the partition of E into the sets Ey × {y}. Then, for the
measure
ρ˜ =
∫
V
ρ˜ydµ(y),
the relation ρ = ρ˜ holds.
(4) It is worth noting that, in general, when a measure µ is defined on (V,B), the
set E(ρ) do not need to be a set of positive measure with respect to the product
measure µ × µ. In other words, we admit both cases: (a) ρ is equivalent to µ × µ
on the set E, and (b) ρ and µ× µ are mutually singular.
The following (important for us) fact is deduced from the definition of symmetric
measures. We emphasize that formula (2.9) will be used repeatedly in many proofs.
FINITE ENERGY SPACE 9
Lemma 2.7. (1) For a symmetric measure ρ and any bounded Borel function f on
(V × V,B × B), ∫∫
V×V
f(x, y) dρ(x, y) =
∫∫
V×V
f(y, x) dρ(x, y). (2.9)
Equality (2.9) is understood in the sense of the extended real line, i.e., the infinite
value of the integral is allowed.
(2) Let ν be defined as in (2.6). Then
dν(x) = c(x)dµ(x).
We define below the key notion of an irreducible symmetric measure.
For a standard measure space (V,B), a kernel k is a function k : V ×B → R+ =
[0,∞] such that
(i) x 7→ k(x,A) is measurable for every A ∈ B;
(ii) for any x ∈ V , k(x, ·) is a σ-finite measure on (V,B).
A kernel k(x,A) is called finite if k(x, ·) is a finite measure on (V,B) for every x.
We will also use the notation k(x, dy) for the measure on (V,B).
Given a kernel k, one can construct inductively the sequence of kernels (kn : n ≥
1) by setting
kn(x,A) =
∫
V
kn−1(y,A) k(x, dy), n > 1. (2.10)
It is said that a set A ∈ B is attainable from x ∈ V if there exists n ≥ 1 such
that Kn(x,A) > 0; in symbols, we write x → A. A set A ∈ B is called closed for
the kernel K if K(x,Ac) = 0 for all x ∈ A. If A is closed, then it follows from (2.10)
that Kn(x,Ac) = 0 for any n ∈ N and x ∈ A. Hence, A is closed if and only if
x9 Ac, see details in [Num84, Rev84].
Every symmetric measure ρ defines a finite kernel K = K(ρ) where
V ×B K−→ [0,∞) : K(x,A) = ρx(A),
and x 7→ ρx(·) is the measurable family of conditional measures from Theorem 2.2.
Definition 2.8. (1) A kernel x → k(x, ·) is called irreducible with respect to a
σ-finite measure µ on (V,B) (µ-irreducible) if, for any set A of positive measure µ
and µ-a.e. x ∈ V , there exists some n such that kn(x,A) > 0, i.e., any set A of
positive measure is attainable from µ-a.e. x.
(2) A symmetric measure ρ on (V × V,B × B) is called irreducible if the corre-
sponding kernel K(ρ) : (x,A)→ ρx(A) is µ-irreducible where µ is the projection of
measure ρ onto (V,B).
(3) A symmetric measure ρ (or the kernel x→ ρx(·)) is called µ-decomposable if
there exists a Borel subset A of V of positive measure µ such that
E ⊂ (A×A) ∪ (Ac ×Ac) (2.11)
where Ac = V \A is also of positive measure. Otherwise, ρ is called indecomposable.
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Let ρ be a symmetric measure on (V ×V,B×B). For any fixed x ∈ V , we define
a sequence of subsets: A0(x) = {x}, A1(x) = Ex,
An(x) =
⋃
y∈An−1(x)
Ey, n ≥ 2.
Recall that Ex is the support of the measure ρx, and Ex can be identified with
the vertical section of the symmetric set E. Note that An(x) ∈ B as x → Ex is a
measurable field of sets.
Lemma 2.9. (1) Given (V,B, µ), a symmetric measure ρ is irreducible if and only
if for µ-a.e. x ∈ V and any set B ∈ B of positive measure µ there exists n ≥ 1 such
that
µ(An(x) ∩B) > 0. (2.12)
(2) Let K(x,A) = ρx(A). Suppose that the support of ρ, the set E, satisfies
relation (2.11) where µ(A) > 0 and µ(Ac) > 0. Then the sets A and Ac are closed
,and x 7→ ρx(A) is a µ-reducible kernel. The converse statement also holds.
This lemma was proved in [BJ18b].
2.2. Symmetric measures and associated operators of Hilbert spaces. Let
(V,B, µ) be a σ-finite measure space, and let ρ be a symmetric measure on (V ×
V,B×B) supported by a symmetric set E. Let x 7→ ρx be the measurable family of
measures on (V,B) that disintegrates ρ. Recall that, by Assumption 1, the function
c(x) = ρx(V ) is finite for µ-a.e. x. As discussed Subsection 2.1, the measure ρ
generates a finite kernel K(ρ) which we use to define the following operators.
Definition 2.10. For a symmetric measure ρ on (V ×V,B×B), we define three lin-
ear operators R,P , and ∆ acting on the space of bounded Borel functions F(V,B).
(i) The symmetric operatorR:
R(f)(x) :=
∫
V
f(y) dρx(y) = ρx(f). (2.13)
(ii) The Markov operator P :
P (f)(x) =
1
c(x)
R(f)(x)
or
P (f)(x) :=
1
c(x)
∫
V
f(y) dρx(y) =
∫
V
f(y) P (x, dy) (2.14)
where P (x, dy) is the probability measure obtained by normalization of dρx(y), i.e.
P (x, dy) :=
1
c(x)
dρx(y).
(iii) The graph Laplace operator ∆:
∆(f)(x) :=
∫
V
(f(x)− f(y)) dρx(y) (2.15)
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or
∆(f) = c(I − P )(f) = (cI −R)(f). (2.16)
Remark 2.11. We assemble in this remark several obvious properties of the defined
operators.
(1) The operator R (and therefore P ) is positive, in the sense that f ≥ 0 implies
R(f) ≥ 0. Moreover, R(1) = c(x) and therefore, using (2.7), we can write the
operator ∆ in more symmetric form:
∆(f) = R(1)f −R(f)
where 1 is a function on V identically equal to 1.
For the operator P , we have P (1) = 1. It justifies the name of Markov operator
used for P . Conversely, any Markov operator P defines the probability kernel
x 7→ P (x,A) = P (χA)(x) called also the transition probabilities.
(2) The definition of each of the operators R, P , and ∆ depends on a measure
ρ on (V × V,B × B), and, strictly speaking, they must be denoted as R(ρ), P (ρ),
and ∆(ρ). Since most of our results are proved for a fixed measure ρ, we will omit
ρ in our notation.
More generally, Definition 2.10 makes sense for arbitrary measure ρ. The case of
symmetric measure is more interesting and allows to prove deeper results.
(3) It is worth noting that the Laplacian ∆ can be defined using a different
approach. In Theorem 8.15, it is proved that ∆(f) is the Radon-Nikodym derivative
of a measure µf with respect to µ.
(4) Since every measure ρ on V × V is uniquely determined by its values on a
dense subset of functions, it suffices to define ρ on the set of the so-called “cylinder
functions” (f ⊗ g)(x, y) := f(x)g(y). This observation will be used below when we
prove some relations for cylinder functions first.
(5) In general, a positive operator R in F(V,B) is called symmetric if it satisfies
the relation: ∫
V
fR(g) dµ =
∫
V
R(f)g dµ, (2.17)
for any f, g ∈ F (V,B). It can be easily seen that R is symmetric if and only if it
defines a symmetric measure ρ by the formula
ρ(A×B) =
∫
V
χA(x)R(χB)(x) dµ(x).
(6) In Definition 2.10, we do not discuss domains of the operators R,P , and ∆.
They depend on the space where an operator is considered. In the current paper, we
work with L2- spaces defined by the measures µ, ν, and ρ. But the most intriguing
is the case of the finite energy space Hilbert space hE which is defined below.
We are interested in the following question. Let x 7→ ρx be a measurable field of
finite measures over a standard Borel space (V,B). How can one describe the set
of Borel σ-finite measures µ on (V,B) such that the measure ρ = ∫V ρxdµ(x) would
be a symmetric measure on (V × V,B ×B). A partial answer was given in Remark
12 SERGEY BEZUGLYI AND PALLE E.T. JORGENSEN
2.11: if the operator R : f 7→ ∫V f dρx satisfies (2.17), then the pair {(x 7→ ρx), µ}
determines a symmetric measure.
In the following proposition we clarify relations between symmetric measures ρ
and symmetric operators R that were defined in Remark 2.11.
Proposition 2.12. Let x 7→ ρx be a measurable field of finite measures over a
standard Borel space (V,B) which defines the operator R. Suppose that µ is a
measure on (V,B) such that (2.17) holds. Let p(x) ∈ L1loc(µ) be a positive Borel
function and R′(f) := R(fp).
(1) The measure
ρ′(A×B) :=
∫
V
χAR
′(χB) dµ
is symmetric on (V × V,B × B) if and only if R ◦Mp = Mp ◦ R where Mp is the
operator of multiplication by p.
(2) Given a positive Borel function p ∈ L1loc(µ) and the measure dβ(x) = p(x)dµ(x),
the measure ρβ =
∫
V ρxdβ(x) is symmetric on (V × V,B×B) if and only if the op-
erator R′ is symmetric with respect to the pair {(x 7→ ρx), β}.
Proof. To show that (1) holds, we use the fact that the measure ρ =
∫
V ρxdµ(x) is
symmetric:
ρ′(A×B) =
∫
V
χAR
′(χB) dµ
=
∫
V
χA
(∫
V
pχB dρx
)
dµ
=
∫∫
V×V
χA(x)p(y)χB(y) dρ(x, y)
=
∫∫
V×V
χA(y)p(x)χB(x) dρ(x, y)
=
∫
V
χBpR(χA) dµ.
On the other hand,
ρ′(B ×A) =
∫
V
χBR
′(χA) dµ.
Then ρ′(A × B) = ρ′(B × A) if and only if R′(χA) = pR(χA). By linearity, the
latter is extended to the relation R ◦Mp =Mp ◦R.
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(2) For this, we compute∫
V
R′(f)g dβ =
∫
V
R(fp)g dβ
=
∫
V
R(fp)gp dµ
=
∫
V
(fp)R(gp) dµ
=
∫
V
fR′(g) dβ

Corollary 2.13. Let ρ and ρ′ be two symmetric measures on (V ×V,B×B) defined
by the pairs {(x 7→ ρx), µ} and {(x 7→ ρx), µ′}, respectively. Then the Laplace
operators ∆(ρ) and ∆(ρ′) coincide.
In the following statement we discuss properties of R,P , and ∆ as operators
acting in L2-spaces, see [BJ18a, BJ18b] for details.
Theorem 2.14. For a standard measure space (V,B, µ), let ρ be a symmetric
measure on (V × V,B × B) such that c(x) = ρx(V ) satisfies Assumption 1. Let
dν(x) = c(x)dµ(x) be the σ-finite measure on (V,B) equivalent to µ, and let the
operators R,P , and ∆ be defined as in Definition 2.10.
(1) Suppose that the function x 7→ ρx(A) ∈ L2(µ) for every A ∈ Bfin1. Then R
is a symmetric unbounded operator in L2(µ), i.e.,
〈g,R(f)〉L2(µ) = 〈R(g), f〉L2(µ). (2.18)
If c ∈ L∞(µ), then R : L2(µ)→ L2(µ) is a bounded operator, and
||R||L2(µ)→L2(µ) ≤ ||c||∞.
Relation (2.18) is equivalent to the symmetry of the measure ρ.
(2) The operator R : L1(ν)→ L1(µ) is contractive, i.e.,
||R(f)||L1(µ) ≤ ||f ||L1(ν), f ∈ L1(ν).
Moreover, for any function f ∈ L1(ν), the formula∫
V
R(f) dµ(x) =
∫
V
f(x)c(x) dµ(x) (2.19)
holds. In other words, ν = µR, and
d(µR)
dµ
(x) = c(x).
(3) The bounded operator P : L2(ν)→ L2(ν) is self-adjoint. Moreover, νP = ν.
1This means that the operator R is densely defined on functions from Dfin(µ); in particular,
this property holds if c ∈ L2(mu)
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(4) The operator P , considered in the spaces L2(ν) and L1(ν), is contractive,
i.e.,
||P (f)||L2(ν) ≤ ||f ||L2(ν), ||P (f)||L1(ν) ≤ ||f ||L1(ν).
(5) The spectrum of P in L2(ν) is a subset of [−1, 1].
(6) The graph Laplace operator ∆ : L2(µ) → L2(µ) is a positive definite essen-
tially self-adjoint operator with domain containing Dfin(µ). Moreover,
||f ||2HE =
∫
V
f∆(f) dµ
when the integral in the right hand side exists.
Remark 2.15. Suppose that a non-symmetric measure ρ is given on the space (V ×
V,B × B), i.e, ρ(A × B) 6= ρ(B × A), in general. However, we will assume that
ρ is equivalent to ρ ◦ θ where θ(x, y) = (y, x). Then we can define the following
objects: margin measures µi := ρ ◦ pi−1i , i = 1, 2,, fiber measures dρx(·) and dρx(·)
(see Remark 2.6), and functions c1(x) = ρx(V ), c2(x) = ρ
x(V ).
Define now the symmetric measure ρ# generated by ρ:
ρ# :=
1
2
(ρ+ ρ ◦ θ).
Then
ρ#(A×B) = 1
2
(ρ(A×B) + ρ(B ×A)).
Clearly, ρ# is equivalent to ρ.
Let E ⊂ V × V be the support of ρ. Then E# = E ∪ θ(E) is the support of
the symmetric measure ρ#. The disintegration of ρ =
∫
V ρx dµ1(x) with respect to
the partition {x} × Ex defines the disintegration of ρ#. For µ# := 1
2
(µ1 + µ2), we
obtain that
ρ# =
∫
V
(ρx + ρ
x) dµ#.
Having the symmetric measure ρ# defined on (V × V,B × B), we can introduce
the operators R# and P# as in (2.13) and (2.14). It turns out that, for f ∈ F(V,B),
R#(f)(x) = R1(f)(x) +R2(f)(x)
where
R1(f) =
∫
V
f(y) dρx(y), R2(f) =
∫
V
f(y) dρx(y).
Similarly,
P#(f)(x) =
1
c#(x)
R#(f)(x)
where
c#(x) = ρx(V ) + ρ
x(V ).
Then we can define the measure dν#(x) = c#(x)dµ(x) such that the operator
P#(f)(x) =
∫
V
f(y)
1
c#(x)
dρ#x (y)
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is self-adjoint in L2(ν#). By Theorem 2.20 (see below), we obtain that the Markov
process generated by x 7→ P#(x, ·) is reversible where P#(x,A) = P#(χA)(x).
Here we define an important class of functions that will be discussed throughout
the paper.
Definition 2.16. A function f ∈ F(V,B) is called harmonic, if Pf = f . Equiva-
lently, f is harmonic if ∆f = 0 or R(f) = cf . Similarly, h is harmonic for a kernel
x→ k(x, ·) if ∫
V
h(y) k(x, dy) = h(x).
The set of harmonic functions will be denoted by Harm(P ).
It turns out that P -harmonic functions cannot lie in the space L2(ν) where ν is
P -invariant.
Theorem 2.17 ([BJ18a]). Given a standard measure space (V,B, ν), let P be a
Markov operator on L2(ν) defined by transition probabilities as in (2.14). Suppose
that νP = ν. Then
L2(ν) ∩Harm(P ) =
{
0, ν(V ) =∞
R1, ν(V ) <∞
Moreover, 1 does not belong to the point spectrum of the operator P on the space
L2(ν).
In what follows, we discuss briefly the relationship between symmetric measures
and the notion of reversible Markov processes.
Recall our setting. Let (V,B) be a standard Borel space, ρ a symmetric σ-
finite measure on (V × V,B × B) satisfying Assumption 1, µ the projection of ρ
on (V,B), c(x) = ρx(V ) where x 7→ ρx is the system of conditional measures.
Let P denote the Markov operator defined by the family of transition probabilities
x 7→ P (x, ·) = c(x)−1dρx(y):
P (f)(x) =
∫
V
f(y) P (x, dy) (2.20)
Furthermore, we can use the kernel x→ P (x, ·) = P1(x, ·) to define the sequence of
probability kernels (transition probabilities) (Pn(x, ·) : n ∈ N) in accordance with
(2.10):
Pn+m(x,A) =
∫
V
Pn(y,A)Pm(x, dy), n,m ∈ N.
Therefore, one has
Pn(f)(x) =
∫
V
f(y) Pn(x, dy), n ∈ N,
and this relation defines the sequence of probability measures (Pn) by setting
P0(x,A) = δA(x) = χA(x) and
Pn(x,A) = P
n(χA) =
∫
V
χA(y) Pn(x, dy), A ∈ B, n ∈ N.
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Using the Markov operator P , we can define the sequence of measures (ρn) (here
ρ1 = ρ) on (V × V,B × B) by setting
ρn(A×B) = 〈χA, Pn(χB)〉L2(ν), n ∈ N. (2.21)
Then it can be easily seen that the following properties hold.
Lemma 2.18. For the measures ρn, defined by (2.21), we have:
(i) every measure ρn, n ∈ N, is symmetric on (V ×V,B×B), and ρn is equivalent
to ρ;
(ii) ρ
(n)
x (V ) = c(x);
(iii)
dρn(x, y) = c(x)Pn(x, dy)dµ(x) = Pn(x, dy)dν(x); (2.22)
(iv)
||Pn(χA)||2L2(ν) = ρ2n(A×A);
(iv)
ρn(A×B) = 〈χA, RPn−1(χB)〉L2(µ).
Definition 2.19. Suppose that x 7→ P (x, ·) is a measurable family of transition
probabilities on the space (V,B, µ), and let P be the Markov operator determined
by x 7→ P (x, ·). It is said that the corresponding Markov process is reversible with
respect to a measurable functions c : x→ (0,∞) on (V,B) if, for any sets A,B ∈ B,
the following relation holds:∫
B
c(x)P (x,A) dµ(x) =
∫
A
c(x)P (x,B) dµ(x). (2.23)
It turns out that the notion of reversibility is equivalent to the following proper-
ties.
Theorem 2.20 ([BJ18a, BJ18b]). Let (V,B, µ) be a standard σ-finite measure
space, x 7→ c(x) ∈ (0,∞) a measurable function, c ∈ L1loc(µ). Suppose that
x 7→ P (x, ·) is a probability kernel. The following are equivalent:
(i) x 7→ P (x, ·) is reversible (i.e., it satisfies (2.23);
(ii) x→ Pn(x, ·) is reversible for any n ≥ 1;
(iii) the Markov operator P defined by x → P (x, ·) is self-adjoint on L2(ν) and
νP = ν where dν(x) = c(x)dµ(x);
(iv)
c(x)P (x, dy)dµ(x) = c(y)P (y, dx)dµ(y);
(v) the operator R defined by the relation R(f)(x) = c(x)P (f)(x) is symmetric;
(vi) the measure ρ on (V × V,B × B) defined by
ρ(A×B) =
∫
V
χAR(χB) dµ =
∫
V
c(x)χAP (χB) dµ
is symmetric;
(vii) for every n ∈ N, the measure ρn defined by (2.21) is symmetric.
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We finish this section discussing the following problem. We recall briefly our
main setting. Let ρ be a symmetric measure on (V × V,B × B). Then it generates
the following objects: the marginal measure µ = ρ ◦ pi−11 such that ρ =
∫
V ρxdµ,
function c(x) = ρx(V ), and the measure ν = cµ. The corresponding Markov
operator P is defined by the measurable field of transition probabilities x 7→ P (x, ·)
where c(x)P (x, dy) = dρx(y), see (2.20). It was proved that the measure ν is
P -invariant.
Suppose now we have two symmetric measures ρ and ρ′ defined on (V ×V,B×B)
which are equivalent; let
dρ′
dρ
(x, y) = r(x, y).
Then r(x, y) = r(y, x), see [BJ18b] for details. Let the collection (µ′, ρ′x, c
′, ν ′, P ′)
be defined by the measure ρ′.
Proposition 2.21. Suppose that, for two equivalent symmetric measures ρ and ρ′
on (V × V,B ×B), the Markov operators P and P ′ coincide. Then ν ′ is a constant
multiple of ν.
Proof. Since ρ ∼ ρ′, the margin measures µ and µ′ are also equivalent, so that the
Radon-Nikodym derivative
dµ
dµ′
(x) = m(x)
is positive a.e. It can be seen that
dρ′x
dρx
(y) = rx(y)m(x) (2.24)
where rx(·) := r(x, ·). If P = P ′, then P (x, dy) = P ′(x, dy) because P (x,A) =
P (χA)(x). Hence,
dρ′x
dρx
(y) =
c′(x)
c(x)
,
and we obtain from (2.24) that
rx(y) =
c′(x)
c(x)m(x)
.
This means that r(x, y) depends on the variable x only. But by symmetry of the
function r, we conclude that r(x, y) is a constant a.e. This proves the result. 
3. Finite energy space: definitions and first results
The finite energy space HE , see Definition 3.1 below, is one of the central notions
of this article. It can be viewed as a generalization of the energy space for discrete
weighted networks which have been extensively studied during last decades. We
partially follow the paper [BJ18a] where this space was defined and studied.
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3.1. Inner product and norm in HE.
Definition 3.1. Let (V,B, µ) be a standard measure space with σ-finite measure
µ. Suppose that ρ is a symmetric measure on the Cartesian product (V ×V,B×B)
whose projection on V is µ. We say that a Borel function f : V → R belongs to
the finite energy space HE = HE(ρ) if∫∫
V×V
(f(x)− f(y))2 dρ(x, y) <∞. (3.1)
To simplify the notation, we will also use the symbol H to denote the finite
energy space HE.
Remark 3.2. (1) It follows from Definition 3.1 that HE is a vector space containing
all constant functions. We identify functions f1 and f2 such that f1 − f2 = const
and, with some abuse of notation, the quotient space is also denoted by HE . So
that we will call elements f of HE functions assuming that a representative of the
equivalence class f is considered. It will be easily seen that our results do not
depend on the choice of representatives.
(2) Definition 3.1 assumes that a symmetric irreducible measure ρ is fixed on
(V × V,B ×B). This means that the space of functions f on (V,B) satisfying (3.1)
depends on ρ, and, strictly speaking, this space must be denoted as HE(ρ). As was
mentioned above, it is a challenging problem to study relations between HE(ρ) and
HE(ρ′) for equivalent measures ρ and ρ′, see [BJ18b, Theorem 4.11] for a discussion.
Define a bilinear form ξ(f, g) in the space H by the formula
ξ(f, g) :=
1
2
∫∫
V×V
(f(x)− f(y))(g(x) − g(y)) dρ(x, y). (3.2)
We denote ξ(f) = ξ(f, f). Setting
〈f, g〉H = ξ(f, g),
we define an inner product on the space HE. Then
||f ||2HE :=
1
2
∫∫
V×V
(f(x)− f(y))2 dρ(x, y), f ∈ H, (3.3)
turns HE in a normed vector space. As proved in [BJ18a], HE is a Hilbert space
with respect to the norm || · ||HE .
We remark that the zero vector in HE is represented by a constant function.
The definition of the Hilbert space HE and the norm given in (3.3) allows us to
define an embedding of the energy space into L2(ρ). The following lemma is based
on the definition of the norm in HE.
Lemma 3.3. The map
∂ : f(x) 7→ (∂f)(x, y) := 1√
2
(f(x)− f(y))
is an isometric embedding of the space HE into L2(ρ).
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We will use an assumption about local integrability of functions from the energy
space. We will discuss the following assumption in detail below.
Assumption 2 . Let a symmetric measure ρ on (V ×V,B×B) be chosen so that
all functions from HE = HE(ρ) are locally square integrable, i.e.,
HE ⊂ L2loc(µ). (3.4)
Since L2loc(µ) ⊂ L1loc(µ), we can always assume that functions from the space HE
are locally integrable.
It is worth noting that this assumption is very mild. It holds automatically for
the case of locally finite discrete weighted networks.
We consider first some immediate properties of functions from the space HE.
These properties have been discussed in [BJ18a].
Proposition 3.4. (1) Let ρ be a symmetric measure on (V × V,B × B) such that
µ = ρ◦pi−11 . Suppose that c(x) = ρx(V ) is locally integrable with respect to µ. Then:
(1)
Dfin(µ) ⊂ Dfin(ν) ⊂ HE (3.5)
where dν(x) = c(x)dµ(x). Moreover, if A ∈ Bfin(ν), then
||χA||2HE = ρ(A×Ac) ≤
∫
A
c(x) dµ(x) = ν(A), (3.6)
where Ac := V \ A;
(2) for every A ∈ B, the function χA belongs to HE if and only if χAc is in HE ;
moreover, ‖χA‖HE = ‖χAc‖HE and
〈χA, χAc〉HE = −ρ(A×Ac).
In other words, the function χA is in HE if and only if either µ(A) <∞ or µ(Ac) <
∞:
Bfin(ν) ∩ (Bfin(ν))c ⊂ HE .
Proof. For (1), let A ∈ Bfin(µ), then ν(A) =
∫
A cdµ < ∞ because c is a locally
integrable function. Hence, Dfin(µ) ⊂ Dfin(ν). To prove that Dfin(ν) ⊂ HE, we
compute the norm of χA:
||χA||2HE :=
1
2
∫∫
V×V
(χA(x)− χA(y))2 dρ(x, y) = ρ(A×Ac).
Indeed, the function (χA(x)−χA(y))2 takes value 1 if and only if either x ∈ A and
y ∈ Ac or y ∈ A and x ∈ Ac. Then the integral of (χA(x)−χA(y))2 with respect to
ρ is 2ρ(A×Ac) because ρ is symmetric. To finish the proof of (3.6), we calculate
ρ(A×Ac) =
∫
A
ρx(A
c) dµ(x) ≤
∫
A
c(x) dµ(x) = ν(A).
This proves (3.5).
To see that (2) holds, we recall that the energy norm of any constant function
is zero. Hence, the relation χA + χAc = 0 is true when the characteristic functions
are considered as elements of HE . It follows that the vectors χA and χAc have the
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same norm, and their inner product in HE is always non-positive. The criterion for
χA ∈ HE is a direct consequence of (1). 
Remark 3.5. (1) As proved above, the set of functions from Dfin(ν) (and therefore
its subset Dfin(µ)) belongs to HE , and, for any set A of finite measure ν, we have
||χA||2HE =ρ(A×Ac)
=
∫
A
ρx(A
c) dµ(x)
=
∫
A
(c(x) − ρx(A)) dµ(x).
(2) χA = 0 in H ⇐⇒ ||χA||HE = 0 ⇐⇒ ρx(A) = c(x), µ-a.e. x ∈ A ⇐⇒
ρ(A×A) = ρ(A× V );
(3) It is useful to remember that Dfin(µ) ⊂ Dfin(ν) and Dfin(µ) ⊂ L2(µ)∩L2(ν)∩
HE. But the set Dfin(µ) is not dense in HE, see details below.
(4) We observe that statements (1) and (2) of Proposition 3.4 give some criteria
for a characteristic function χA (and a function from Dfin(µ)) to be in HE. In
particular, χA is not in HE if and only if both A and Ac have infinite measure.
(5) Furthermore, since f = 0 in HE if and only if f is a constant a.e., and since
two functions from HE are identified if they differ by a constant, we conclude that
the equality χA = −χAc holds when these functions are considered in HE.
The description of the structure of the Hilbert space HE is a very intriguing
problem. We formulate in the following statement several properties of vectors from
HE related mostly to characteristic functions. Some of them have been proved in
[BJ18a]. More statements will be added in Section 7.
Theorem 3.6. Let measures ρ and µ be as in Proposition 3.4, and c(x) ∈ L1loc(µ).
(1) If χA, χB ∈ HE, then
〈χA, χB〉HE = ρ((A ∩B)× V )− ρ(A×B)
= ν(A ∩B)− ρ(A×B). (3.7)
(2) The following conditions are equivalent to the orthogonality of χA and χB:
(i)
χA ⊥ χB ⇐⇒ (ρ((A \B)×B) = ρ((A ∩B)×Bc)) ;
(ii)
χA ⊥ χB ⇐⇒
(∫
A∩B
c(x) dµ(x) =
∫
A
ρx(B) dµ(x)
)
;
(iii) if A ⊂ B and µ(A) > 0, then
χA⊥χB ⇐⇒ ρx(Bc) = 0 for a.e. x ∈ A.
(iv) if A ∩B = ∅, then
χA⊥χB ⇐⇒ ρ(A×B) = 0;
and more generally,
A ∩B = ∅ =⇒ 〈χA, χB〉HE ≤ 0.
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Proof. (1) The computation is based on the definition, given in (3.3), and the
property of symmetry for ρ:
〈χA, χB〉HE =
1
2
∫
V×V
(χA(x)− χA(y))(χB(x)− χB(y)) dρ(x, y)
=
∫
V×V
(χA(x)χB(x)− χA(x)χB(y)) dρ(x, y)
=
∫
V
∫
V
χ(A∩B)×V (x, y) dρ(x, y)−
∫
V
∫
V
χA×B(x, y) dρ(x, y)
= ρ((A ∩B)× V )− ρ(A×B)
= ν(A ∩B)− ρ(A×B),
because
ρ((A ∩B)× V ) =
∫∫
χ(A∩B)×V )(x, y) dρ(x, y)
=
∫
A∩B
c(x) dµ(x)
= ν(A ∩B).
(2) For (i), we see from (3.7) that the vectors χA and χB are orthogonal if and
only if ρ((A ∩B)× V ) = ρ(A×C). Then 〈χA, χB〉HE = 0 if and only if
ρ((A ∩B)×Bc) = ρ((A ∩B)× V )− ρ((A ∩B)×B)
= ρ(A×B)− ρ((A ∩B)×B)
= ρ((A \B)×B).
For (ii), we use the first equality in (3.7) which is written in integrals.
If A ⊂ B, then the condition χA⊥χB is equivalent to the property ρ(A×Bc) = 0
what proves (iii).
The last equivalence in (2) is immediate from (3.7).

3.2. Harmonic functions in HE. Our goal is to study the properties of the
Laplace operator ∆ = ∆(ρ) considered acting on functions from the finite energy
space HE according to formula (2.15). The next theorem is a key statement that
has a number of important consequences. Its proof uses the made assumption that
functions from HE belong to L2loc(µ).
Theorem 3.7. Suppose that c ∈ L2loc(µ). Let ϕ ∈ Dfin(µ) and f ∈ HE. Then
〈ϕ, f〉HE =
∫
V
ϕ∆(f) dµ. (3.8)
Proof. Since Dfin(µ) is spanned by characteristic functions, it suffices to prove (3.8)
for ϕ = χA where µ(A) <∞.
It follows from the condition of this theorem and Assumption 2 that, for any
f ∈ HE , the function fc belongs to L1loc(µ). Indeed, since functions c and f are in
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L2loc(µ), we have, by the Schwarz inequality,∫
A
fc dµ <∞, A ∈ Bfin(µ).
In the computation given below, we use the following facts: the formula for R(f),
see (2.13), the formula for ∆(f), see (2.16), the definition of the inner product in
HE, and the fact that the measure ρ is symmetric, see (2.9) and (3.2).
〈χA, f〉HE =
1
2
∫∫
V×V
(χA(x)− χA(y))(f(x)− f(y)) dρ(x, y)
=
∫∫
V×V
(χA(x)f(x)− χA(x)f(y)) dρ(x, y)
=
∫
V
(∫
V
(χA(x)f(x)− χA(x)f(y)) dρx(y)
)
dµ(x)
=
∫
V
(χA(x)f(x)c(x)− χA(x)R(f)(x)) dµ(x)
=
∫
V
χA(x)∆(f)(x) dµ(x)

Remark 3.8. (1) To justify the correctness of this computation, we note that in the
relation
〈χA, f〉HE =
∫
V
(χA(x)f(x)c(x) − χA(x)R(f)(x)) dµ(x), A ∈ Bfin(µ),
the integral
∫
V χAfc dµ is finite and therefore
∫
V χAR(f) dµ is finite too. We can
state even more, namely, the function R(f) ∈ L1loc(µ).
Given f ∈ HE, denote f+ = max(f, 0), f− = min(f, 0); then f± ∈ HE. Indeed,
since |f±(x)− f±(y)| ≤ |f(x)− f(y)|, we see that ||f±||HE ≤ ||f ||hE .
Therefore, we see that R(f±) is locally integrable because R is a positive operator,
and the inequality
|R(f)| ≤ R(|f |) = R(f+) +R(f−)
implies that |R(f)| is locally integrable.
(2) Another simple consequence of the fact that cf ∈ L1loc(µ) is that f ∈ L1loc(ν).
Corollary 3.9. (1) In conditions of Theorem 3.7, the function ∆(f) is locally
integrable for any f ∈ HE.
(2) (∫
A
∆(f) dµ
)2
≤ ρ(A×Ac)||f ||2HE , A ∈ Bfin(µ).
(3) For every f ∈ HE, the map
A 7→ µf (A) :=
∫
A
∆(f) dµ
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determines a finite additive measure on (V,B). The measure µf (·) is σ-additive if
and only if the function ∆(f) is integrable on (V,B, µ).
Proof. To see that (1) holds, we write ∆(f) = cf − R(f) and use the proved facts
that cf and R(f) are locally integrable.
The second statement is the Schwarz inequality where we uses the formula
||χA||2HE = ρ(A×Ac).
(3) is obvious. 
We denote by HarmE the set of harmonic functions in HE, i.e., a function
h ∈ HE is harmonic if ∆h = 0. Equivalently, h is harmonic if P (h) = h.
Theorem 3.10. The finite energy space HE admits the decomposition into the
orthogonal sum
HE = Dfin(µ)⊕HarmE (3.9)
where the closure of Dfin(µ) is taken in the norm of the Hilbert space HE.
Proof. It follows from Theorem 3.7 and (3.8) that if a function f ∈ HE is orthogonal
to every characteristic function χA, A ∈ Bfin(µ), then∫
V
χA∆(f) dµ = 0.
Therefore, ∆(f)(x) = 0 for µ-a.e. x ∈ V . This means that f is harmonic in HE.
Conversely, the same theorem implies that harmonic functions are orthogonal to
Dfin(µ) and therefore to the closure of Dfin(µ). 
Formula (3.9) is an analogue of the so called Royden decomposition used in the
theory of weighted networks.
Remark 3.11. Theorem 3.10 together with Theorem 3.6 show that the Hilbert space
HE has no canonical orthonormal basis. Possible candidates {χAi , Ai ∈ Bfin(µ)},
where the sets {Ai} generate B, are not orthogonal and their span is not even dense
in HE .
Another property of the Hilbert space HE that makes it nonstandard is the fact
that the multiplication operator Mϕ : f 7→ ϕf is not symmetric in HE when ϕ
is nonzero. This result follows immediately from comparison the expressions for
〈ϕf, g〉HE and 〈f, ϕg〉HE .
As seen from Remark 3.5 (5), pointwise identities should not be confused with
Hilbert space identities in HE. The point is that elements of HE are equivalence
classes of functions which differ only by a constant. When working with repre-
sentatives, we typically abuse notation and use the same symbol f to denote the
equivalence class and the function.
Proposition 3.12. Let f ∈ HarmE be a harmonic function for the Laplace op-
erator ∆ = ∆(ρ) acting in HE where ρ is a symmetric measure. Suppose that
c ∈ L2loc(µ) where c(x) = ρx(V ). Then, for any function ϕ ∈ Dfin(µ), we have∫
V
∆(ϕ)f dµ = 0.
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Proof. By Assumption 2, we can assume that the harmonic function f is in L2loc(µ).
The condition of the proposition means that the function c(x)f(x) is locally inte-
grable. Since Dfin(µ) is spanned by characteristic functions, it suffices to prove the
result for ϕ = χA. We have
∆(f)(x) = 0 ⇐⇒ c(x)f(x) = R(f)(x),
where R is the symmetric operator corresponding to ρ. Therefore, for any A ∈
Bfin(µ), one has ∫
V
χA(x)c(x)f(x) dµ(x) =
∫
V
χA(x)R(f)(x) dµ(x)
=
∫
V
R(χA)(x)f(x) dµ,
and this means that ∫
V
(χAcf −R(χA)f) dµ = 0
or equivalently ∫
V
∆(χA)f dµ = 0.

Remark 3.13. (1) Clearly, the condition c ∈ L2loc(µ) can be replaced with c ∈
L1loc(ν).
(2) Fix a harmonic function f and consider the set of all functions g such that∫
V gcf dµ exists. Then we use the proof given above to conclude that∫
V
∆(g)f dµ = 0.
Corollary 3.14. Let f1, f2 be any elements of the finite energy space HE which is
defined by a symmetric measure ρ. Then there are functions ϕ1, ϕ2 ∈ Dfin(µ) and
h1, h2 ∈ HarmE such that
〈f1, f2〉HE =
∫
V
ϕ1∆(ϕ2) dµ+ 〈h1, h2〉HE . (3.10)
Moreover, if f1 ∈ Dfin(µ), then
〈f1, f2〉HE =
∫∫
V×V
f1(x)(f2(x)− f2(y)) dρ(x, y) (3.11)
Proof. By Theorem 3.10, every element f ∈ HE is uniquely represented as ϕ + h
where ϕ ∈ Dfin(µ) and h ∈ Harm. This property defines the functions ϕi and hi
for given fi, i = 1, 2.
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To show that (3.10) holds, we use Theorem 3.7 and Proposition 3.12:
〈f1, f2〉HE = 〈ϕ1, f2〉HE + 〈h1, f2〉HE
=
∫
V
ϕ1∆(f2) dµ+ 〈h1, ϕ2 + h2〉HE
=
∫
V
ϕ1∆(ϕ2) dµ+ 〈h1, h2〉HE .
Relation (3.11) follows directly from the proof of Theorem 3.7 and from formula
(2.9) which characterizes symmetric measures. We leave details to the reader.

Obviously, relation (3.10) can be written in the form
〈f1, f2〉HE = 〈ϕ1,∆(ϕ2)〉L2(µ) + 〈h1, h2〉HE .
Remark 3.15. (1) Suppose that the finite energy space consists of functions f that
belong to L2loc(µ) ∩ L2loc(ν). Then we claim that, for any ϕ ∈ Dfin(ν) and f ∈ HE,
〈ϕ, f〉HE =
∫
V
ϕ∆(f) dµ.
The proof repeats that of Theorem 3.7. The key point is that under the made
assumption the function fc is in L1loc(µ). Indeed, if ϕ = χA where A ∈ Bfin(ν),
then ∫
A
fc dµ =
∫
A
fχA dν ≤
√
ν(A)
(∫
A
f2 dν
)1/2
<∞.
Having this result, we repeat word for word the computation of 〈ϕ, f〉HE from the
proof of Theorem 3.7.
(2) Suppose that HE ⊂ L2loc(µ) ∩ L2loc(ν) as in (1). Then we can prove the
following version of Proposition 3.12: for any ϕ ∈ Dfin(ν) and any harmonic function
f , we have ∫
V
∆(ϕ)f dµ = 0.
To prove this result, we again use the fact that fc is in L1loc(µ) and then follow the
proof of Proposition 3.12. We note that the assumption c ∈ L2loc(µ) is not used in
this version.
(3) Finally, we can deduce the result about the orthogonal decomposition of
functions from HE. Assuming that HE ⊂ L2loc(µ) ∩ L2loc(ν), we can show that
Dfin(ν)HE = Dfin(µ)HE
and therefore
HE = Dfin(ν)⊕HarmE.
We return to this property later in more general setting.
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3.3. Six applications. In this subsection, we consider several types of symmetric
measures. Each of these types corresponds to a possible direction for further appli-
cations of our approach based on symmetric measures. We give a few examples of
symmetric measures ρ and discuss how they can be used to define the objects we
are interested in.
(I) Gaussian processes. This example is motivated by works on Gaussian
processes where Cameron-Martin kernel (x, y) 7→ x ∧ y plays an important role.
Let (V,B, µ) be a standard measure space with a σ-finite measure µ, and let
c : V → R+ be a locally integrable Borel function. Define the measure ν on
(V,B, µ)) by dν(x) = c(x)dµ(x). Set
ρν(A×B) := ν(A ∩B)
where A,B ∈ B. Then ρν can be extended to a σ-finite symmetric measure on
(V × V,B × B). We note that, for A ∈ B,
ρ ◦ pi−1(A) = ρ(A× V ) = ν(A) =
∫
A
c(x) dµ(x). (3.12)
Hence ρ ◦ pi−1 ≪ µ and, by Theorem 2.2, the measure admits a decomposition
ρ =
∫
V ρx dµ(x). Since
ρ(A× V ) =
∫
A
ρx(V ) dµ(x),
we deduce from (3.12) that ρx(V ) = c(x).
Lemma 3.16. The measure ρx is atomic for µ-a.e. x ∈ V , and dρx(y) = c(x)δx(y).
Proof. Indeed, we can write
ν(A ∩B) =
∫
V
χA(x)χB(x)c(x) dµ(x)
=
∫
V
χA(x)
(∫
V
χB(y)c(y)δx(y)
)
dµ(x)
= ρ(A×B)
=
∫
V
χA(x)
(∫
V
χB(y)dρx(y)
)
dµ(x).
Since A and B are arbitrary sets, this proves that ρx is the atomic measure sup-
ported at (x, x) with weight c(x).

Based on the Claim, we can easily determine the operators R,P, and ∆ related
to the measure ρν as well as the finite energy space HE(ρν). It turns out that the
corresponding Markov process (Pn) is deterministic since
P (x,A) = δx(A), A ∈ B,
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and therefore P is the identity operator. It follows that R(f)(x) = c(x)f(x), and
the Laplacian ∆ = c(I − P ) = 0. By a similar argument, HE(ρν) = {0}.
(II) Countable Borel equivalence relations. For a measure space (V,B, µ),
let cxy be a symmetric positive function defined on a symmetric set E ⊂ V × V .
Consider a measurable field of finite Borel measures x 7→ ρcx such that (i) the
support of ρcx is the set {x} × Ex, (ii) the measure
ρ :=
∫
V
cxyρ
c
x dµ(x)
is symmetric. In particular, the set E can be of positive product measure µ × µ.
This case is discussed in Section 6. Another important example is the case of a
countable Borel equivalence relation E.
By definition, a symmetric Borel subset E ⊂ V × V is a countable Borel equiva-
lence relation if it satisfies the following properties:
(i) (x, y), (y, z) ∈ E =⇒ (x, z) ∈ E;
(ii) Ex = {y ∈ V : (x, y) ∈ E} is countable for every x.
Countable Borel equivalence relations have been extensively studied during last
decades in the context of the descriptive set theory, measurable and Borel dynamics,
see e.g. [JKL02, KM04, Kan08, Gao09, Kec10, FM77a, FM77b] and references cited
therein.
Let | · | be the counting measure on every Ex. Suppose that cxy is a symmetric
function on E such that, for every x ∈ V ,
c(x) =
∑
y∈Ex
cxy ∈ (0,∞).
Then we can define the atomic measure ρx on V by setting
ρx(A) =
∑
y∈Ex∩A
cxy.
Finally, define the measure ρ on E:
ρ =
∫
V
δx × ρx dµ(x). (3.13)
(We will identify measures ρx and δx × ρx as we did above.)
Lemma 3.17. The measure ρ is a symmetric measure on E which is singular with
respect to µ× µ.
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Proof. Since (µ × µ)(E) = 0, the singularity of ρ is obvious. It follows from the
symmetry of the function cxy and (3.13) that, for A,B ∈ B,
ρ(A×B) =
∫
A
∑
y∈Ex∩B
cxy dµ(x)
=
∫
B
∑
x∈Ey∩A
cxy dµ(y)
=ρ(B ×A).

Having the measure ρ defined, we apply the definitions given in Subsection 2.2
to construct the following operators:
R(f)(x) =
∫
V
f(y)dρx(y) =
∑
y∈Ex
cxyf(y),
P (f)(x) =
∑
y∈Ex
cxy
c(x)
f(y) =
∑
y∈Ex
p(x, y)f(y),
and
∆(f)(x) = c(x)f(x)−
∑
y∈Ex
cxyf(y).
Functions f from the finite energy Hilbert spaceHE(ρ) are determined by the con-
dition: ∫
V
∑
y∈Ex
cxy(f(x)− f(y))2 dµ(x) <∞.
Definition 3.18. Let E be a countable Borel equivalence relation on a standard
Borel space (V,B). A symmetric subset G ⊂E is called a graph if (x, x) /∈ G,∀x ∈ V .
A graphing of E is a graph G such that the connected components of G are exactly
the E-equivalence classes. In other words, a graph G generates E.
The notion of a graphing is useful for the construction of the path space Ω related
to a Markov process, see Section 5.
The following lemma can be easily proved.
Lemma 3.19. Let ρ be a countable equivalence relation on (V,B), and let ρ be a
symmetric measure on E. Suppose G is a graphing of E. Then ρ(G) > 0.
We can use the notion of graphing to construct the path space Ω and the family
of probability measures x 7→ Px defined on the set of paths with starting point x.
This approach is realized in Section 5 in more general setting.
For more details regarding integral operators, and analysis of machine learning
kernels, the reader may consult the following items [Atk75, CZ07, CWK17, Ho17,
JT15] and the papers cited there.
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(III) Graphons. Our approach in the study of symmetric measures, and
the corresponding graph Laplace operators, is close to the basic setting of the
theory of graphons and graphon operators. We refer to several basic works in
this theory [APSS17, BCL+08, BCL+12, Jan13, Lov12]. Informally speaking, a
graphon is the limit of a converging sequence of finite graphs with increasing num-
ber of vertices. Formally, a graphon is a symmetric measurable function W :
(X ,m) × (X ,m) → [0, 1] where (X ,m) is a probability measure space. The lin-
ear operator W : L2(X ,m)→ L2(X ,m) acting by the formula
W(f)(x) =
∫
X
W (x, y)f(y) dm(y)
is called the graphon operator. The properties of W have been extensively studied
in many recent works, see e.g. [APSS17].
Below in Section 3, we consider a similar operator R˜ defined by a symmetric
measure ρ. The principal difference is that we consider infinite measure spaces and
symmetric functions which are not bounded, in general.
(IV) Determinantal point processes. One more application of our results
can be used in the theory of determinantal measures and determinantal point pro-
cesses, see e.g. [Lyo03, HKPV09, BQ15, BO17]. For example, the result of [Gho15,
Proposition 4.1] gives the formula for the norm in the energy space for a specifi-
cally chosen symmetric measure ρ. To make this statement more precise, we quote
loosely the proposition proved in [Gho15]:
Let Π be a determinantal point process on a locally compact space (X,µ) with
positive definite determinantal kernel K(·, ·) such that K is an integral operator on
L2(µ). Then, for every compactly supported function ψ,
V ar
[∫
x
ψ d[Π]
]
=
∫∫
X×X
|ψ(x)− ψ(y)|2|K(x, y)|2 dµ(x)dµ(y).
This formula is exactly the formula for the norm in the energy space when the
symmetric measure ρ is defined by the symmetric function K(x, y): dρ(x, y) =
|K(x, y)|2dµ(x)dµ(y), see Section 7 below.
We refer to the following papers regarding the the theory of positive definite
kernels [Aro50, AFMP94, PR16]. The reader will find more references in the pa-
pers cited there. Various applications of positive definite kernels are discussed in
[AJL11, AJV14, AJ14, AJK15, AJ15, AJLM15, AJL17]. More details and explicit
constructions of reproducing kernel Hilbert spaces are considered in Section 8.
(V) Dirichlet forms. Another interesting application of symmetric measures
and finite energy space is related to Dirichlet forms, see e.g., [AFH11, MR92,
MR95]. We mention here the Beurlng-Deny formula as given in [MR92]. It states
that a symmetric Dirichlet form on L2(U), where U is an open subset in Rd, can
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be uniquely expressed as follows:
E(u, v) =
d∑
i,i=1
∫
∂u
∂xi
∂v
∂xj
dνij
+
∫
(U×U)\diag
(u(x)− u(y))(v(x) − v(y)) J(dx, dy)
+
∫
uv dk.
Here u, v ∈ C∞0 (U), k is a positive Radon measure on U ⊂ Rd, and J is a symmetric
measure on (U × U) \ diag. The first term on the right hand side in this formula
is called the diffusion term, the second, the jump term, and the last, the killing
term; a terminology deriving from their use in the study of general Levy processes
[App09]. We see that the second term in this formula corresponds to the inner
product in the finite energy space HE (details are in Section 7 below).
(VI) Joinings. The following application of symmetric measures is motivated
by the theory of joinings developed in ergodic theory, see e.g., [Gla03, dlR12] and
the literature cited therein.
Let (V,B, µ) be a standard σ-finite measure space, and let S be a measure pre-
serving surjective Borel endomorphism of (V,B, µ), i.e., µ ◦ S−1 = µ. Define a
measure ρ on (V × V,B × B) by setting
ρ(A×B) = µ(A ∩ S−1(B)). (3.14)
We note that the measure ρ is invariant with respect to S−1 × S−1:
ρ(S−1(A)× S−1(B)) = µ(S−1(A) ∩ S−1[S−1(B)]) = µ(A ∩ S−1(B)) = ρ(A×B).
Moreover, the measure ρ defined in (3.14) is symmetric if and only if
µ(A ∩ S−1(B)) = µ(S−1(A) ∩B). (3.15)
Lemma 3.20. Let the measure ρ be defined by (3.14) where µ satisfies (3.15).
Then:
(1) disintegration of ρ with respect to µ defines the atomic fiber measures ρx such
that dρx(y) = δSx(y) for all x ∈ V ;
(2) the symmetric operator R = R(ρ) coincides with the Koopman operatorf 7→
f ◦ S corresponding to the endomorphism S.
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Proof. (1) Indeed, setting dρx(y) = δSx(y), we obtain that∫
A
dρx(B) dµ(x) =
∫
A
(∫
V
χB(y) dρx(y)
)
dµ(x)
=
∫
A
δSx(B) dµ(x)
=
∫
A
χS−1(B)(x) dµ(x)
= µ(A ∩ S−1(B))
= ρ(A×B).
This proves that ρ =
∫
V δSxdµ(x).
(2) Since the field of measures x 7→ ρx is determined, we can directly compute
the operator R:
R(f)(x) =
∫
V
f(y) dρx(y) = δSx(f)(y) = f(Sx).

Remark 3.21. To avoid a possible confusion, we mention that the Koopman operator
R : f 7→ f ◦ S corresponds to a symmetric measure if it satisfies (2.17). Then∫
V
χA(χB ◦ S) dµ =
∫
V
(χA ◦ S)χB dµ
which is equivalent to the property (3.15).
It follows from Lemma 3.20 that the function c(x) = ρx(V ) = 1 and the Markov
operator P coincides with R.
Corollary 3.22. The Laplace operator ∆ = ∆(ρ), where the symmetric measure ρ
is defined by (3.14) and (3.15), is the coboundary operator, i.e.,
∆(f)(x) = f(x)− f(Sx).
4. Embedding of Dfin(µ) and Dfin(ν) into HE
In this section, we focus on a description of subspaces in the finite energy Hilbert
space HE. We recall that this space is defined by a symmetric measure ρ. It gives
us the marginal measure µ, the function c, and therefore one more measure ν = cµ.
We show below that the spaces of simple functions can be considered as subspaces
of HE and describe their closures in HE.
4.1. Locally integrable functions. We recall that the following chain of inclu-
sions holds due to Assumptions 1 and 2, and the results proved above:
Dfin(µ) ⊂ Dfin(ν) ⊂ HE ⊂ L2loc(µ) ⊂ L1loc(µ).
In this section we will describe the closure of subspaces spanned by characteristic
functions into the energy space HE.
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It is useful to have a criterion for local integrability of functions with respect
to the measures µ and ν because, by the made assumption, all functions from the
energy space HE should be locally integrable.
Lemma 4.1. Let f ∈ F(V,B) and ρ a symmetric measure on (V × V,B ×B) such
that c(x) = ρx(V ). Then:
(1) f is locally integrable with respect to the measure µ on (V,B) if and only if,
for any A ∈ Bfin(µ), the function
F (A, x) =
∫
A
f(y)
c(y)
dρx(y)
is in L1(µ);
(2) f is locally integrable with respect to the measure ν on (V,B) if and only if,
for any A ∈ Bfin(ν), the function
F (A, x) =
1
c(x)
∫
A
f(y) dρx(y)
is in L1(ν).
Proof. We prove (1) only because the other statement is proved similarly. Let
A ∈ Bfin(µ); then we use P -invariance of ν and obtain∫
A
f(x) dµ(x) =
∫
V
f(x)
c(x)
dν(x)
=
∫
V
χA(x)f(x)
c(x)
d(νP )(x)
=
∫
V
P
(
χAf
c
)
(x) dν(x)
=
∫
V
R
(
χAf
c
)
(x) dµ(x)
=
∫
V
(∫
V
χA(y)f(y)
c(y)
dρx(y)
)
dµ(x)
=
∫
V
F (A, x) dµ(x).
If f = f+ − f−, where f+ and f− are positive an negative parts of f , then the
corresponding function F (A, x) is represented as F+(A, x) − F−(A, x). Hence the
proved equality
∫
A f(x) dµ(x) =
∫
V F (A, x) dµ(x) points out that f ∈ L1loc(µ) if
and only F (A, ·) is µ-integrable for every A ∈ Bfin(µ). 
We observe that condition (2) of Lemma 4.1 can be written in the following
equivalent form:
f ∈ L1loc(ν) ⇐⇒ [x 7→ c(x)P (χAf)(x)] ∈ L1(µ)
for any A ∈ Bfin(ν).
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4.2. Embedding of Dfin(ν) into HE. Let f be a function from L2(ν). We will
show that this function determines an element of the finite energy space. In other
words, the equivalence class generated by f belongs to HE. In order to distinguish
a function f ∈ L2(ν) and the corresponding element of HE, we denote the latter
by ι(f).
The following formula will be repeatedly used in further computations of the
energy norm. This result extends Theorem 3.7.
Lemma 4.2. For f ∈ HE ∩ L2(ν), the following formula holds:
||f ||2HE =
∫∫
V×V
f(x)(f(x)− f(y)) dρ(x, y) =
∫
V
f(x)∆(f)(x) dµ(x). (4.1)
Proof. We have
||f ||2HE =
1
2
∫∫
V×V
(f(x)− f(y))2 dρ(x, y)
=
1
2
∫∫
V×V
(f(x)2 − 2f(x)f(y) + f(y)2) dρ(x, y)
=
1
2
∫∫
V×V
(2f(x)2 − 2f(x)f(y)) dρ(x, y)
=
∫∫
V×V
f(x)(f(x)− f(y)) dρ(x, y)
=
∫
V
f(x)
(∫
V
(f(x)− f(y)) dρx(y)
)
dµ(x)
=
∫
V
f(x)∆(f)(x) dµ(x).
In the above computation, we used (2.9). 
Proposition 4.3. Let ρ be a symmetric measure on (V × V,B × B) with c(x) =
ρx(V ). If µ is the projection of ρ onto the margin V and dν = cdµ, then the map
L2(ν)
ι−→ HE : ι(f) = f
is a well defined bounded linear operator such that
||ι||L2(ν)→HE ≤
√
2.
Moreover the adjoint operator ι∗ : HE → L2(ν) acts by the formula:
ι∗(g) = (I − P )(g), g ∈ HE.
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Proof. We first show that ι(f) is in HE . Indeed, the symmetry of ρ implies that
||ι(f)||2HE =
1
2
∫∫
V×V
(f(x)− f(y))2 dρ(x, y)
≤
∫∫
V×V
(f(x)2 + f(y)2) dρ(x, y)
= 2
∫∫
V×V
f(x)2 dρ(x, y)
= 2
∫
V
f(x)2c(x) dµ(x)
= 2
∫
V
f(x)2 dν(x).
It follows from the last relation that the norm of the bounded linear operator ι is
bounded by
√
2 what proves the statement.
To prove the formula for the adjoint operator ι∗ we use Lemma 4.2. Then
〈ι(f), g〉HE =
1
2
∫∫
V×V
(f(x)− f(y))(g(x) − g(y)) dρ(x, y)
=
∫∫
V×V
f(x)(g(x)− g(y))P (x, dy)dν(x)
=
∫
V
f(x)(I − P )(g)(x) dν(x)
= 〈f, ι∗(g)〉L2(ν),
and we obtain the formula for ι∗. 
Corollary 4.4. For ρ, µ, ν, and c(x) as above in Proposition 4.3, we have:
(i)
Dfin(ν)HE = L2(ν)HE = L2(ν),
where L2(ν) is considered as a subspace of HE ,
(ii)
L2(ν) ∩HarmE = {0}.
Proof. (i) Indeed, the embedding ι : L2(ν)→HE is continuous by Proposition 4.3,
so that ι(Dfin(ν)) is dense in L2(ν) and the image of L2(ν) in HE is closed.
(ii) It was proved in [BJ18a], see Theorem 2.17, that L2(ν) does not contain
harmonic functions for a σ-finite measure ν. 
We deduce from the results proved in this subsection that the following fact
holds.
Corollary 4.5.
Dfin(ν)HE = Dfin(µ)HE .
It is curious to compare this results with the proper inclusion
Dfin(µ)L
2(ν) ⊂ Dfin(ν)L
2(ν)
= L2(ν).
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4.3. Embedding of Dfin(µ) into HE. It was proved in Lemma 3.5 that Dfin(µ)
can be viewed as a subset of HE. We define the map J setting
Dfin(µ) ∋ ϕ J−→ ϕ ∈ HE.
Here ϕ is a linear combination of characteristic functions, so that the operator J
can be studied on χA, A ∈ Bfin(µ).
In the proof of Theorem 4.7 below, we need the density of the set
D∗ := {f ∈ HE : ∆(f) ∈ L2(µ)}.
in the finite energy space HE .
Lemma 4.6. Suppose that c ∈ L2loc(µ). Then the set D∗ is a dense subset in HE .
Proof. Fix A,B ∈ Bfin(µ). Let ωA,B be an element of HE such that
∆(ωA,B)(x) = c(x)(χA(x)− χB(x)).
We call ωA,B a ν-dipole. It is proved, see Section 7.2 below, that {ωA,B : A,B ∈
Bfin(µ)} is a dense subset in HE. Hence, in order to prove the lemma, it suffices to
show that
{ωA,B : A,B ∈ Bfin(µ)} ⊂ D∗.
Indeed, we compute∫
V
(∆(f))2 dµ =
∫
V
c2(χA − χB) dµ
=
∫
A
c2 dµ− 2
∫
A∩B
c2 dµ+
∫
B
c2 dµ,
and the result follows. 
Theorem 4.7. The operator J : L2(µ) → HE is closable, densely defined, and, in
general, unbounded. The operator JJ∗ is a self-adjiont extension of the symmetric
Laplace operator ∆ acting in HE .
Proof. We first note that J is a densely defined operator because Dfin(µ) is dense
in L2(µ). Let ϕ ∈ Dfin(µ) and f ∈ HE . We proved in Theorem 3.7 that
〈J(ϕ), f〉HE =
∫
V
ϕ∆(f) dµ. (4.2)
Suppose now that, in relation (4.2), the function f belongs to D∗. Then (4.2) can
be written as
〈J(ϕ), f〉HE = 〈ϕ,∆(f)〉L2(µ). (4.3)
To define the adjoint operator J∗, we say that f ∈ Dom(J∗) if there exists a finite
constant Cf such that
(〈J(ϕ), f〉HE )2 ≤ Cf
∫
V
ϕ2 dµ, ϕ ∈ Dfin(µ). (4.4)
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Then, by the Riesz representation theorem, there exists a unique element f∗ ∈ L2(µ)
such that
〈J(ϕ), f〉HE = 〈ϕ, f∗〉L2(µ)
We note that, by the Schwarz inequality applied to the right hand side of (4.2),
relation (4.4) holds for any f ∈ D∗. This means that the domain of J∗ contains
D∗, and we can set J∗(f) = f∗. It follows from (4.2) and (4.3) that ∆(f) =
J∗(f), f ∈ D∗ where ∆ is considered as an operator from HE to L2(µ).
Let H be a Hilbert space. It is well known that a linear operator T : Dom(T )→
H is closable if and only if the operator T ∗ is densely defined. As was shown in
Lemma 4.6, D∗ is dense in HE, hence J∗ is densely defined, and J is closable.
Therefore J admits a closed extension that we denote again by J . The operator
JJ∗ : HE → HR is obviously self-adjoint, and as was proved above JJ∗ is a self-
adjoint extension of the operator ∆ viewed as operator acting in HE, i.e.,
∆(f) = JJ∗(f), f ∈ D∗.
It remains to observe that if J were a bounded operator, then ||J || = ||J∗||
and the operator ∆ would be bounded too. It happens only in the case when the
function c is essentially bounded. Our assumption about c does not require its
boundness. 
The proved theorem can be used to show that the space HarmE of harmonic
functions from HE is nonempty, see Corollary 5.9. We use notations introduced in
Lemma 4.6 and Theorem 4.7.
Corollary 4.8. The following equalities hold:
HE ⊖ J(Dfin(µ)) = {f ∈ Dom(J∗) : J∗(f) = 0} = HarmE.
5. Dissipation space
5.1. Path space and Markov chain. Let (V,B, µ) be a σ-finite standard measure
space. Suppose that a transition probability kernel x 7→ P (x,A) is defined on (V,B),
and let P be the Markov operator defined by the formula
P (f)(x) =
∫
V
f(y) P (x, dy).
In particular, the kernel x 7→ P (x,A) and the operator P can be generated by a
symmetric measure ρ =
∫
V ρxdµ(x) on (V × V,B × B) where
P (x, dy) =
1
c(x)
dρx(y), c(x) = ρx(V ).
Our main interest will be focused on relations between the measure ρ and properties
of P .
Having the kernel P (x,A), we can define inductively the sequence of probability
distributions (Pn) by setting P0(x,A) = χA(x), P1(x,A) = P (x,A) and
Pn+1(x,A) =
∫
V
Pn(y,A) P (x, dy), n ∈ N0.
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It can be shown that
Pn(x,A) = P
n(χA)(x), n ∈ N0.
We can define simultaneously the sequence of symmetric measures (ρn) by the
formula
ρn(A×B) =
∫
V
χA(x)Pn(x,B) dν(x), n ∈ N,
see also (2.21).
For every Borel set A, consider the series
G(x,A) :=
∑
n∈N0
Pn(x,A) =
∑
n∈N0
Pn(χA)(x).
The Markov process (Pn) is called transient if, for every set A, G(x,A) is finite for
a.e. on the space (V,B, µ). Then G(x,A) is called the Green’s function. We will
discuss various properties of the Green’s function in Section 8.
We denote by Ω the infinite Cartesian product V ×V × · · · = V N0 . Let (Xn(ω) :
n = 0, 1, ...) be the sequence of random variables Xn : Ω → V such that Xn(ω) =
ωn. We call Ω as the path space of the Markov process (Pn).
Let Ωx, x ∈ V, be the set of infinite paths beginning at x:
Ωx := {ω ∈ Ω : X0(ω) = x}.
Clearly, Ω =
∐
x∈V Ωx.
The subset C(A0, ..., Ak) := {ω ∈ Ω : X0(ω) ∈ A0, ...Xk(ω) ∈ Ak} of Ω is
called a cylinder set defined by Borel sets A0, A1, ..., Ak taken from B, k ∈ N0. The
collection of cylinder sets generates the σ-algebra C of Borel subsets of Ω, and (Ω, C)
is a standard Borel space. By definition of C, he functions Xn : Ω→ V are Borel.
Denote by (F≤n) the increasing sequence of σ-subalgebras where F≤n is the
smallest subalgebra for which the functions X0,X1, ...,Xn are Borel. By Fn, we
denote the σ-subalgebra X−1n (B).
Define a probability measure Px on Ωx. For a cylinder set C(A1, ..., An) from
F≤n, we set
Px(X1 ∈ A1, ...,Xn ∈ An) =
∫
A1
· · ·
∫
An−1
P (yn−1, An)P (yn−2, dyn−1) · · ·P (x, dy1).
(5.1)
Then Px extends to the σ-algebra C of Borel sets on Ωx by the Kolmogorov extension
theorem [Kol50].
The values of Px can be written as
Px(X1 ∈ A1, ...,Xn ∈ An) = P (χA1P (χA2P ( · · · P (χAn−1P (χAn)) · · · )))(x). (5.2)
The joint distribution of the random variables Xi is given by
dPx(X1, ...,Xn)
−1 = P (x, dy1)P (y1, dy2) · · ·P (yn−1, dyn). (5.3)
Lemma 5.1. The measure space (Ωx,Px) is a standard probability measure space
for every x ∈ V .
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5.2. Orthogonal functions in the dissipation space.
Definition 5.2. On the measurable space (Ω, C), define a σ-finite measure λ by
λ :=
∫
V
Px dν(x) (5.4)
The Hilbert space
Diss :=
{
1√
2
f : f ∈ L2(Ω, C,Λ)
}
is called the dissipation space.
Remark that: (i) the measure λ is infinite if and only if the measure ν is infinite,
and (ii) the dissipation Hilbert space Diss is formed, in fact, by functions from
L2(Ω, λ) which are rescaled by the factor 1/
√
2, i.e.,
‖f‖D = 1√
2
‖f‖L2(λ), f ∈ Diss.
Because the partition of Ω into (Ωx : x ∈ V ) is measurable, we have the decom-
position into the direct integral of Hilbert spaces:
L2(Ω, λ) =
∫ ⊕
V
L2(Ωx,Px) dν(x) (5.5)
As a consequence of (5.5), we obtain the following formula: for a measurable
function over (Ω, C),
λ(f) =
∫
Ω
f(ω) dλ(ω) =
∫
V
Ex(f) dν(x)
where Ex denotes the conditional expectation with respect to the measures Px,
Ex(f) =
∫
Ωx
f(ω) dPx(ω).
Then the inner product in the Hilbert space Diss is determined by the formula:
〈f, g〉D = 1
2
∫
V
Ex(fg) dν(x) =
1
2
∫
V
∫
Ωx
f(ω)g(ω) dPx(ω)dν(x). (5.6)
Since X−1n (B) is a σ-subalgebra of C, there exists a projection
En : L
2(Ω, C, λ)→ L2(Ω,X−1n (B), λ).
The projection En is called the conditional expectation with respect to X
−1
n (B) and
satisfies the property:
En(f ◦Xn) = f ◦Xn. (5.7)
The operator P and conditional expectations Ex are related as follows: for any
Borel functions f, h, one has
Ex[(h ◦Xn) (f ◦Xn+1)] = Ex[(h ◦Xn) (P (f) ◦Xn)].
In particular,
P (f) ◦Xn = E[f ◦Xn+1 | Fn] = En(f ◦Xn+1). (5.8)
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Lemma 5.3. The Hilbert space L2(ν) is isometrically embedded into the dissipation
space Diss by the map
Wn(f) =
√
2(f ◦Xn), n ∈ N, (5.9)
Moreover, the conditional expectation En satisfies the property:
En =WnW
∗
n .
The lemma follows immediately from the definition of Wn and (5.7).
We return here to the notion of reversible Markov process in connection with the
dissipation space. We proved in [BJ18a] that the Markov process Pn is irreducible
if and only if the initial symmetric measure is irreducible.
Theorem 5.4 ([BJ18a, BJ18b]). Let ρ be a symmetric measure on (V ×V,B×B),
and let A and B be any two sets from Bfin(µ). Then:
(1)
ρn(A×B) = 〈χA, Pn(χB)〉L2(ν) = λ(X0 ∈ A,Xn ∈ B), n ∈ N. (5.10)
(2) The Markov process (Pn) is irreducible if and only if the measure ρ is irre-
ducible.
(3) Let the measure λ on Ω be defined by (5.4). The Markov operator P is
reversible if and only if
λ(X0 ∈ A0 | X1 ∈ A1) = λ(X0 ∈ A1 | X1 ∈ A0).
This theorem can be interpreted as follows. Relation (5.10) says that, for the
Markov process (Pn), the “probability” to get in B for n steps starting somewhere in
A is exactly ρn(A×B) > 0. And the concept of reversible Markov processes can be
reformulated in terms of the measure λ: roughly speaking λ must be a symmetric
distribution.
Corollary 5.5. Let A0, A1, ..., An be a finite sequence of subsets from Bfin. Then
Px(X1 ∈ A1, ...,Xn ∈ An) | x ∈ A0) > 0 ⇐⇒ ρ(Ai−1 ×Ai) > 0
for i = 1, ..., n.
In what follows we formulate and prove a key property of functions from the
dissipation space. We will use the fact that L2(ν) can be seen as a subspace of
Diss, see (5.9)
Theorem 5.6 (Orthogonal decomposition). (1) Let g1, g2 be functions from L
2(ν).
Then
〈g1 ◦Xn, P (g2) ◦Xn − g2 ◦Xn+1〉D = 0. (5.11)
(2) For any function f ∈ L2(ν) and any n ∈ N, the functions
(I − P )(f) ◦Xn ⊥ (P (f) ◦Xn − f ◦Xn+1) (5.12)
in the dissipation space Diss.
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Proof. (1) It follows from (5.6) that the result would follow if we proved that the
functions g1 ◦Xn and P (g2) ◦Xn − g2 ◦Xn+1 are orthogonal in L2(Ωx,Px) for a.e.
x. We use here (5.8) and (5.7) to compute the inner product:
〈g1 ◦Xn, P (g2) ◦Xn − g2 ◦Xn+1〉Px
=Ex(En(g1 ◦Xn) (P (g2) ◦Xn − g2 ◦Xn+1))
=Ex((g1 ◦Xn) En(P (g2) ◦Xn − g2 ◦Xn+1))
=Ex((g1 ◦Xn) (P (g2) ◦Xn − En(g2 ◦Xn+1)))
=Ex((g1 ◦Xn) (P (g2) ◦Xn − P (g2) ◦Xn))
=0
(2) To prove (5.12), it suffices to show that
(f ◦Xn) ⊥ (P (f) ◦Xn − f ◦Xn+1) (5.13)
and
P (f) ◦Xn ⊥ (P (f) ◦Xn − f ◦Xn+1) (5.14)
Relation (5.13) has been proved in (1). It follows from (5.8) and the proof of
statement (1) that, for ν-a.e. x ∈ V ,
Ex((P (f) ◦Xn) (P (f) ◦Xn − f ◦Xn+1))
= Ex((P (f) ◦Xn) En(P (f) ◦Xn − f ◦Xn+1))
= Ex((P (f) ◦Xn) (P (f) ◦Xn − En(f ◦Xn+1)))
= 0.
This proves (5.14) and we are done.

5.3. Embedding of HE into Diss. The importance of Theorem 5.6 is explained
by the fact that the finite energy space can be isometrically embedded into the
dissipation space.
We remind first that, for a Markov operator P and the transition probabilities
x 7→ P (x, ·), we defined the path spaces (Ω, λ) and (Ωx,Px), x ∈ V , together with
the sequence of random variables Xn(ω) taking values in (V,B), see Subsection
5.1. Then we have the following formulas for the conditional expectation Ex with
respect to the probability measure Px:
Ex(f ◦X0) =
∫
Ωx
f(X0(ω)) dPx(ω) =
∫
Ωx
f(x) dPx(ω) = f(x), (5.15)
Ex(f ◦X1) =
∫
Ωx
f(X1(ω)) dPx(ω) =
∫
V
f(y) P (x, dy) = P (f)(x) (5.16)
where y = X1(ω).
We define the operator ∂ : HE → Diss by setting
∂ : f 7→ f ◦X1 − f ◦X0. (5.17)
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Similarly, we can set
∂n : f 7→ f ◦Xn+1 − f ◦Xn. (5.18)
Proposition 5.7. (1) The operator ∂ : HE → Diss defined in (5.17) is an isome-
try.
(2) For f ∈ HE and ν = cµ, we have
||f ||2HE =
1
2
∫
V
Ex[(f ◦X1 − f ◦X0)2] dν(x).
In the next statements we strengthen the result of Proposition 5.7 (2) using
the orthogonal decomposition given in Theorem 5.6. In Theorem 5.8, we give an
explicit, canonical and orthogonal splitting of the energy form from Proposition 5.7
(2) into two terms, each one having a stochastic content, variation and dissipation.
Theorem 5.8. Let f ∈ HE. Then
‖f‖2HE =
1
2
(∫
V
(P (f2)− P (f)2) dν +
∫
V
(P (f)− f)2 dν
)
=
1
2
(∫
V
(P (f2)− P (f)2) dν + ‖f − P (f)‖2L2(ν)
)
.
(5.19)
In particular, the integrals in the right hand side of (5.19) are finite and non-
negative. Moreover,
V arx(f ◦X1) = P (f2)(x)− P (f)2(x) ≥ 0
and V arx(f ◦X1) ∈ L1(ν), for any f ∈ HE; hence equivalently
‖f‖2HE =
1
2
(||V arx(f ◦X1)||L1(ν) + Ex(f ◦X0 − f ◦X1)2)L1(ν)) . (5.20)
Proof. By Proposition 5.7, it suffices to prove that the right hand side of (5.19)
equals ‖∂f‖2D. Indeed, we can use the orthogonal decomposition given in Theorem
5.6 and write
‖∂f‖2D = ‖f ◦X0 − P (f) ◦X0‖2D + ‖P (f) ◦X0 − f ◦X1‖2D.
In the proof below, we use the following equality:
V arx(f ◦X1)
=
∫
V
(P (f)(x)− f(y))2 P (x, dy)
=P (f)2(x)− 2P (f)(x)
∫
V
f(y) P (x, dy) +
∫
V
f(y)2 P (x, dy)
=P (f)2(x)− 2P (f)2(x) + P (f2)(x)
=P (f2)(x)− P (f)2(x).
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Then the computation of ‖∂f‖2D goes as follows:
‖∂f‖2D =
1
2
∫
V
Ex[(I − P )(f)2 ◦X0] dν(x)
+
1
2
∫
V
Ex[(P (f) ◦X0 − f ◦X1)2] dν(x)
=
1
2
∫
V
(f − P (f))2(x) P (x, dy)dν(x)
+
1
2
∫
V
(P (f)(x)− f(y))2 P (x, dy)dν(x)
=
1
2
∫
V
(f − P (f))2(x) dν(x)
+
1
2
∫
V
(P (f2)(x)− P (f)2(x)) dν(x).
The proof is complete. 
Theorem 5.8 allows us to deduce a number of important corollaries.
Corollary 5.9. (1) If f ∈ HE, then f −P (f) ∈ L2(ν) and P (f2)−P (f)2 ∈ L1(ν).
The operator
I − P : f 7→ f − P (f) : HE → L2(ν)
is contractive, i.e., ‖I − P‖HE→L2(ν) ≤ 1.
(2)
‖f‖HE = 0 ⇐⇒
{
P (f2) = P (f)2
P (f) = f
ν − a.e.
⇐⇒ both fand f2 are harmonic functions.
(3) Let f ∈ HE , then
f ∈ HarmE ⇐⇒‖f‖2HE =
1
2
∫
V
(P (f2)(x)− (Pf)2(x)) dν(x)
⇐⇒‖f‖2HE =
1
2
∫
V
V arx(f ◦X1) dν(x).
(4) ∫
V
V arx(f ◦X1) dν(x) =
∫
V
V arx(f ◦Xn) dν(x), n ∈ N.
Proof. Statement (1) immediately follows from (5.19).
To see that (2) holds we use again (5.19). The right hand side is zero if and only if
P (f) = f and P (f2) = P (f)2 a.e. (recall that, for any function f , P (f2) ≥ P (f)2).
Since f is harmonic, the latter means that f2 is harmonic.
(3) This observation is a consequence of (5.19), Theorem 5.8. 
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6. Laplace operators in HE
6.1. Norm estimates for ∆. In this section we use the results of Sections 3 and
5 to establish several properties of the Laplace operator ∆. This theme will be
discussed in subsequent sections where Laplace operator ∆ will be acting in the
finite energy Hilbert space HE.
Lemma 6.1. For any function f ∈ HE, the function ∆(f) belongs to L2(c−1µ) and
||f ||2HE ≥
1
2
∫
V
(∆(f))2c−1 dµ =
1
2
||c−1∆(f)||2L2(ν).
Proof. Relation (5.19) implies that
||f ||2HE ≥
1
2
∫
V
(f − P (f))2 dν
=
1
2
∫
V
[c(f − P (f))]2c−1 dµ
=
1
2
∫
V
(∆(f))2c−1 dµ
=
1
2
||∆(f)||2L2(c−1µ)
=
1
2
||c−1∆(f)||2L2(ν).

The properties of the Laplace operator ∆ depend on the spaces in which it acts,
see Proposition 2.14 for details. In the next statement we show that, under some
conditions, ∆ can be even a bounded operator.
Proposition 6.2. Let the operator ∆ be defined on Borel functions as in (2.15).
Then if ∆ is considered as an operator from HE to L2(c−1µ), then ∆ is bounded
and
||∆||HE→L2(c−1µ) ≤
√
2.
Proof. We compute, for f ∈ HE,
44 SERGEY BEZUGLYI AND PALLE E.T. JORGENSEN
||∆(f)||2L2(c−1µ) =
∫
V
(∫
V
(f(x)− f(y)) dρx(y)
)2
c(x)−1dµ(x)
=
∫
V
c(x)2
(∫
V
(f(x)− f(y)) P (x, dy)
)2
c(x)−1dµ(x)
≤
∫
V
c(x)
(∫
V
(f(x)− f(y))2 P (x, dy)
)
dµ(x)
≤
∫
V
(∫
V
(f(x)− f(y))2 dρx(y)
)
dµ(x)
=
∫∫
V×V
(f(x)− f(y))2 dρ(x, y)
= 2||f ||2HE .

It can be easily seen that the same proof as in Proposition 6.2 works to show
that the following relation holds:
|∆(f)||2L2(c−1µ) ≤
∫
V
∫
V
(f(x)− f(y))2 dρx(y)dν(x).
6.2. Example: the energy Hilbert space HE over a probability space. In
this subsection, we consider a particular case when the symmetric measure ρ is the
product of finite measure. It turns out that, in this case, the finite energy space
can be identified with a L2-space.
Our setting here are: (V,B, µ) is a probability measure space, µ(V ) = 1, r : V →
R+ is a non-negative µ-integrable Borel function, and µr is a measure on (V,B)
such that dµr(x) = r(x)dµ(x). Since r ∈ L1(µ), the measure µr is finite. To define
a symmetric measure ρ = ρr on (V × V,B × B), we set
dρ(x, y) = r(x)r(y)dµ(x)dµ(y), (x, y) ∈ V × V
Then ρ = µr×µr, and the disintegration of ρ =
∫
V ρxdµ(x) gives measures ρx, x ∈ V,
such that dρx(y) = r(x)r(y)dµ(y). Then the function c(x) = ρx(V ) is found by
c(x) =
∫
V
dρx(y) = r(x)
∫
V
r(y) dµ(y) = Eµ(r)r(x).
We note that c ∈ L1(µ) because∫
V
c(x) dµ(x) = µr(V )||r||L1(µ).
Having the measure ρ on (V × V,B × B), we determine the operators R,P , and
∆ acting on bounded Borel functions F(V,B) as follows
R(f)(x) =
∫
V
f(y) dρx(y) =
∫
V
f(y)r(x)r(y) dµ(y) = Eµr(f)r(x),
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P (f)(x) =
1
c(x)
R(f)(x) =
1
µr(V )
Eµr(f) =
Eµr(f)
Eµ(r)
,
and
∆(f)(x) = c(x)f(x)−R(f)(x) = r(x) (Eµ(r)f(x)− Eµr(f)) . (6.1)
We identify here the number E(f) with the constant function E(f)1.
In a particular case, when r(x) = 1, we obtain that
P (f)(x) =
∫
V
f(y) dρx(y) =
∫
V
f(y) dµ(y) = E(f)1,
and
∆(f) = f − P (f) = f − E(f)1
because c(x) = 1.
Theorem 6.3. Let (V,B, µ), r, µr be as above, and let ρr = µr × µr. Then
the energy space HE(ρr), defined by the symmetric measure ρr, is isometrically
isomorphic to L2(µr). The isometric map α : HE → L2(µr) is defined as follows:
for any f ∈ HE = HE(ρr),
α(f) =
1√
Eµ(r)
(Eµ(r)f − Eµr(f)).
Proof. To prove the theorem, we compute the norms ‖f‖2HE and ||α(f)||2L2(µr). For
‖f‖2HE :
‖f‖2HE =
1
2
∫∫
V×V
(f(x)− f(y))2 dµr(x)dµr(y)
=
∫∫
V×V
(f2(x)− f(x)f(y)) dµr(x)dµr(y)
= Eµr(f
2)µr(V )−
(∫
V
f(x) dµr(x)
)2
= Eµ(r)Eµr(f
2)− Eµr(f)2.
On the other hand, we can find
||α(f)||2L2(µr) =
1
Eµ(r)
∫
V
(Eµ(r)f − Eµr(f))2 dµr(x)
=
1
Eµ(r)
∫
V
(
Eµ(r)
2f(x)2 − 2f(x)Eµ(r)Eµr(f) + Eµr(f)2
)
dµr(x)
=
1
Eµ(r)
[Eµ(r)
2
Eµr(f
2)− 2Eµ(r)Eµr(f)2 + Eµ(r)Eµr(f)2]
= Eµ(r)Eµr(f
2)− Eµr(f)2.
This proves that α is an isometry. We observe that this proof shows that
α(HE) = L20(µr),
where L20(µr) is the subspace of functions from L
2(µr) with zero integral. 
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Remark 6.4. (1) It is clear that, in the case when ρr = µr × µr, the space HE(ρr)
does not contain nontrivial harmonic functions because as follows from (6.1)
∆(f) = 0 ⇐⇒ f(x) = Eµr(f)
Eµ(r)
⇐⇒ f(x) = const.
(2) It follows from Theorem 6.3 that, in the case when r = 1,
‖f‖HE = ‖∆f‖L2(µ).
(3) A similar approach can be used to study symmetric measures ρr,q on (V ×
V,B×B) which are defined by a pair of nonnegative integrable functions r, q : V →
R+:
dρr,q(x, y) = (r(x)q(y) + r(y)q(x))dµ(x)dµ(y).
Suppose now that, for the probability measure space (V,B, µ), the function
r(x) = 1, and therefore ρ = µ×µ. Then we can make more precise the formula for
the inner product in HE.
Corollary 6.5. For any f, g ∈ HE ,
〈f, g〉HE = Covµ(f, g).
In particular,
〈χA, χB〉HE = µ(A ∩B)− µ(A)µ(B)
and 〈χA, χB〉HE = 0 if and only if the sets A and B are independent.
Proof. By definition of the inner product in HE , we calculate
〈f, g〉HE =
1
2
∫∫
V tV
(f(x)− f(y))(g(x) − g(y)) dµ(x)dµ(y)
=
∫
V
(f(x)− Eµ(f))(g(x) − Eµ(g)) dµ(x)
= Eµ(fg)− Eµ(f)Eµ(g)
= Covµ(f, g).
The proof of the other formula in the lemma follows from Theorem 3.6 (1)
〈χA, χB〉HE = ρ((A ∩B)× V )− ρ(A×B)
= µ(A ∩B)− µ(A)µ(B).
Hence. the functions χA and χB are orthogonal if and only if µ(A∩B) = µ(A)µ(B).

In what follows, we continue discussing energy spaces and Laplace operators on
measure spaces with finite measures.
We recall that we consider symmetric measures ρ =
∫
V ρxdµ(x) on (V ×V,B×B)
such that the function c : x 7→ ρx(V ) belongs to L1loc(µ), see Assumption 1. Then,
for the measure dν(x) = c(x)dµ(x), we have Dfin(µ) ⊂ L1loc(µ) ∩ L1loc(ν). It follows
from local integrability of c that
Bfin(ρ) ⊃ {A×B ∈ B × B : A ∈ Bfin(µ)}. (6.2)
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Let A ∈ Bfin(µ) be a Borel set of positive measure µ. Consider the restriction ρA
of a symmetric measure ρ on the subset A×A, i.e.,
ρA(C ×D) = ρ((C ×D) ∩ (A×A)).
By (6.2), ρA is a finite symmetric measure for every A ∈ Bfin(µ).
For the finite measure space (A,BA, µA) and measure ρA, we can define the
symmetric operator RA as follows:
RA(f)(x) =
∫
A
f(y) dρAx (y),
where x 7→ ρAx is the family of fiber measures arising in disintegration of ρA. We
set cA(x) = ρ
A
x (V ). When RA and cA are defined, we can construct the graph
Laplacian
∆A(f)(x) = cAf(x)−RA(f)(x).
Given a σ-finite measure space (V,B, µ) and a symmetric measure ρ on (V ×V,B×
B), we choose a sequence (An) of Borel sets such that An ⊂ An+1, µ(An) <∞ and
∞⋃
n=1
An = V. (6.3)
For every An, we define the objects ρn = ρAn , ρ
(n)
x = ρAnx , cn(x) = cAn(x), Rn =
RAn , and ∆n = ∆An as it was done above.
Lemma 6.6. For the objects defined above, the following sequences converge:
(1) for any set C ∈ B × B, ρn(C)→ ρ(C) and ρ(n)x (C)→ ρx(C);
(2) cn(x)→ c(x) a.e. x ∈ V ;
(3) for any function f ∈ F(V,B),
Rn(f)(x)→ R(f)(x), and ∆n(f)(x)→ ∆(f)(x) a.e. x ∈ V.
Proof. The proof follows directly from the definitions. 
Suppose A ∈ Bfin(µ) and ρA is the restriction of a symmetric measure ρ onto
A × A. Define the finite energy space HE(ρA) as the space of functions on (V,B)
satisfying
||f ||2HE(ρA) :=
1
2
∫∫
A×A
(f(x)− f(y))2 dρA(x, y) <∞.
As usual, we denote by νA the measure cAµA where the function cA is defined by
ρA.
Lemma 6.7. The space HE(ρA) is embedded into L2(A, νA) and
||f ||2HE(ρA) ≤ 2||f ||2L2(A,νA).
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Proof. We first remark that ν(A) < ∞ since c ∈ L1loc(µ). We need to show that,
for any f ∈ L(A, ν), the function f belongs to HE(ρA). Indeed, we have
||f ||2HE(ρA) =
1
2
∫∫
A×A
(f(x)− f(y))2 dρA(x, y)
≤
∫∫
A×A
(f(x)2 + f(y)2) dρA(x, y)
= 2
∫
A
f(x)2cA(x)dµA(x)
= 2||f ||2L2(A,νA).

Let (An) be a sequence of Borel subsets of V satisfying (6.3). For measures
ρAn = ρn, we can obviously define embedding of the Hilbert space HE(ρn) into
HE(ρn+1). It follows from Corollary 5.9 and Lemma 6.7 that every space HE(ρn)
does not contain harmonic functions. Therefore, there are functions inHE(ρ) which
are not in HE(ρn).
7. Properties of functions from the finite energy space
In this section, our main object is the finite energy space HE , see Definition 3.1,
and its properties. In the literature, some authors use the terms Diichlet space and
Dirichlet form for the inner product. We mention here several references that may
be useful for the reader [GT17, Osh13, KZ12, Jon05, Roz01, Jor12].
7.1. Properties and structure of the energy space. We begin with a discus-
sion of immediate properties of functions from the space HE. We first recall what
results were proved in [BJ18a].
We recall that in Section 3 (see Subsections 3.1 and 3.2) some basic properties of
functions from the energy space HE have been already discussed. It is important
for us to use the inclusions
Dfin(µ) ⊂ Dfin(ν) ⊂ HE, Dfin(µ) ⊂ L2(µ) ∩ L2(ν) ∩HE,
and the assumption (3.4) which states that
HE ⊂ L2loc(µ).
Since L2loc(µ) ⊂ L1loc(µ), this means that any function from the energy space is
locally integrable.
In Section 4, we proved a number of statements about the closure of Dfin(µ) and
Dfin(ν) in HE. In particular, the closure of Dfin(µ) in HE is the subspace which is
orthogonal to the space of harmonic functions, see Theorem 3.6. Here we reprove
the result for the closure of Dfin(ν) in HE using a different method based on the
embedding of HE into the dissipation space Diss and Theorem 5.8.
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Proposition 7.1. The following relation holds
Dfin(ν)HE = L2(ν)HE = L2(ν),
where L2(ν) is considered as a subspace of HE .
Proof. We recall that because of the inequality ||χA||2HE ≤ ν(A), the linear space
Dfin(ν) is a subspace of the energy space HE, hence Dfin(ν)HE ⊂ HE. On the other
hand, for every f ∈ L2(ν) there exists a sequence (fn) ⊂ Dfin(ν) such that
||f − fn||L2(ν) → 0, n→∞.
It suffices to show that every function from L2(ν) can be approximated by functions
from Dfin(ν) in the norm of HE.
We use relations (5.19) and (5.20), and find the norm of f − fn in HE:
‖f−fn‖2HE =
1
2
(∫
V
[P ((f − fn)2)− P (f − fn)2] dν + ‖(f − fn)− P (f − fn)‖2L2(ν)
)
.
By Proposition 2.14 (4), the operator P considered in the space L2(ν) is contractive,
and
‖(f − fn)− P (f − fn)‖2L2(ν) → 0, n→∞
because fn → f in L2(ν).
Next, we note that∫
V
P ((f − fn)2) dν =
∫
V
(f − fn)2 dν → 0,
because ν is a P -invariant measure.
To prove that the remaining term in the formula for ‖f − fn‖2HE tends to zero,
we represent it as inner product in L2(ν), and conclude that∫
V
P (f − fn)2 dν = 〈P (f − fn), P (f − fn)〉L2(ν) → 0, n→∞.
Therefore, (fn) is a converging sequence of elements from HE and the limit, the
function f , belongs to HE .

It follows from the results proved in Section 4 and Proposition 7.1 that the
following corollary holds.
Corollary 7.2. The finite energy Hilbert space admits the orthogonal decomposition
hE = L
2(ν)⊕Harm.
Proof. Indeed, the statement follows from the relation
Dfin(ν)HE = Dfin(µ)HE ⊥ Harm
Theorem 3.10, and Corollary 4.5. The proof of the fact that every harmonic function
is orthogonal to χA, A ∈ Bfin(ν), is similar to that of Proposition 3.12. 
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7.2. Dipoles in the energy Hilbert space. We recall that in the theory of elec-
trical networks the notion of dipoles plays a crucial role for the study of properties
and structure of he finite energy space. Let (V,E, c) be an electrical network with
conductance function c = (cxy) and the Laplacian ∆, see Introduction for details.
Then one can show that, for any edge (xy) ∈ E, there exists a unique element vxy
of HE, called a dipole, such that
∆vxy = δx − δy.
It turns out that, for any f ∈ HE,
〈f, vxy〉HE = f(x)− f(y).
Our goal in this subsection is to formulate and prove similar results for the
measurable analogue of HE and ∆. discrete concept.
Definition 7.3. We say that the family of functions {vA,B : A,B ∈ Bfin(µ)}
consists of dipoles (more precisely, µ-dipoles) if they satisfy the equation
∆vA,B = χA − χB. (7.1)
Similarly, we define ν-dipoles as functions wA,B such that
∆wA,B = c(χA − χB). (7.2)
Proposition 7.4. For any sets A,B ∈ Bfin(µ),
〈f, vA,B〉HE =
∫
A
f dµ−
∫
B
f dµ, (7.3)
and
〈f,wA,B〉HE =
∫
A
f dν −
∫
B
f dν. (7.4)
Proof. The formulas follow immediately from our standing assumption that func-
tions from HE are locally integrable. Indeed, we have
〈f, vA,B〉HE =
1
2
∫∫
V×V
(f(x)− f(y))(vA,B(x)− vA,B(y)) dρ(x, y)
=
1
2
∫∫
V×V
[f(x)(vA,B(x)− vA,B(y))− f(y)(vA,B(x)− vA,B(y))] dρx(y)dµ(x)
=
∫
V
f(x)
(∫
V
(vA,B(x)− vA,B(y)) dρx(y)
)
dµ(x)
=
∫
V
f(x)∆(vA,B)(x) dµ(x)
=
∫
V
f(x)(χA(x)− χB(x)) dµ(x).
Relation of (7.4) is proved similarly. 
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Remark 7.5. We recall that the following formula follows from Theorem 3.7: for
any function f ∈ HE and any set A ∈ Bfin(µ),
〈f, χA〉HE =
∫
A
∆f dµ. (7.5)
It is important to remember that this formula is proved under our basic assumptions
that the function c ∈ L1loc(µ) and HE ⊂ L2loc(µ).
We use (7.5) to define a new measure µf (·) on (V,B) where f ∈ HE. We observe
that, in general, µf is a finite additive measure. It is σ-additive when the function
f ∈ HE satisfies the property ∆(f) ∈ L1(µ). This measure µf will be used in
Section 8 to construct a reproducing kernel Hilbert space.
Corollary 7.6. The sets D(w) := Span{wA,B : A,B ∈ Bfin(µ)} and D(v) :=
Span{vA,B : A,B ∈ Bfin(µ)} are dense in the Hilbert space HE .
Proof. Suppose, for contrary, that there exists a vector f ∈ HE which is orthogonal
to D(w). Then it follows from (7.4) that, for any sets A,B ∈ Bfin(µ),∫
A
f dν =
∫
B
f dν.
It is possible only when f = 0. 
It remains to show that dipoles wA,B always exist in the finite energy space HE.
To do this, we use the approach elaborated in the theory of electrical networks, see
[JP11]. It is obvious that one set in wA,B can be fixed because wA,B = wA,A0 −
wA0,B .
Lemma 7.7. Let A,A0 ∈ Bfin(µ) and f ∈ HE. Then
f 7→
∫
A
f dν −
∫
A0
f dν
is a bounded linear functional on HE .
Proof. The idea of the proof is similar to the case of discrete networks, see [JP10,
JP11]. 
The situation with the family of µ-dipoles is slightly different as shown in the
following statement.
Proposition 7.8. For A,B ∈ Bfin(µ), the function vA,B belongs to HE if and only
if c−1 ∈ L2
loc
(µ).
Proof. Without loss of generality, we can assume that, in the definition of vA,B (see
(7.3)), A ∩ B = ∅. Since for any f ∈ HE, ∆(f) = c(I − P )(f) and the operator
I − P : HE → L2(ν) is a contraction (see Corollary 5.9), we conclude that
∆(f) ∈ cL2(ν) = L2(c−1µ).
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Applying this fact to f = vA,B, we obtain that
∞ >
∫
V
(∆(vA,B))
2c−1 dµ
=
∫
V
(χA − χB)2c−1 dµ
=
∫
V
(χA + χB)c
−1 dµ
=
∫
A
c−1 dµ +
∫
B
c−1 dµ
which proves the proposition. 
7.3. Application to machine learning problems. This subsection is devoted
to an application of the graph Laplace operator considered in previous sections to
the so called learning problem. The problem we formulate below is an optimization
problem with a penalty term, see [AMP10, GFZ16, PS03, SZ09a, SZ09b, SZ07,
SY06] for more details.
We first recall the following results proved in [BJ18a]. Let the measure space
(V,B, µ) and the graph Laplace operator ∆ be as above, and let HE be the energy
space. Then ∆ can be realized in L2(µ) and HE , and denote by ∆2 and ∆HE the
corresponding operators in L2(µ) and HE .
Let J and K be two densely defined operators that constitute a symmetric pair
of operators:
L2(µ)
J−→ HE (7.6)
and
HE K−→ L2(µ). (7.7)
For ϕ ∈ DQ, ψ ∈ C, where DQ and C are dense subsets, we have
〈Jϕ,ψ〉HE = 〈ϕ,Kψ〉L2(µ), (7.8)
see details in [BJ18a, Lemma 8.4].
It follows that:
(1) J∗ = K and K∗ = J ,
(2) the operators J∗J and K∗K are self-adjoint in L2(µ) and HE, respectively.
In [BJ18a, Theorem 8.5], we proved the following result.
Theorem 7.9. The Laplace operator ∆ admits its realizations in the Hilbert spaces
L2(µ) and HE such that:
(i) ∆2 = J
∗J is a positive definite essentially self-adjoint operator;
(ii) ∆H is a positive definite and symmetric operator which is not self-adjoint, in
general; a self-adjoint extension ∆˜HE of ∆H is given by the operator JJ
∗ = K∗K.
The goal of this subsection is to apply the above results to L2-regulation for
learning problem. We will show how to find the minimum of the function
Q(h) = ‖ψ −Kh‖2L2(µ) + γ‖h‖2HE , h ∈ HE , (7.9)
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where ψ is a fixed function from L2(µ), γ > 0, and K : HE → L2(µ) is defined
in (7.7). This problem is interpreted as follows. Suppose ψ is a given function
representing some data. Then the term ‖ψ − Kh‖2L2(µ) corresponds to the least
square approximation by functions h from a feature space, and γ‖h‖2HE is the so
called penalty term, see [AMP10, GFZ16, PS03, SZ07, SZ09b, SZ09a, SY06] for
more information.
Proposition 7.10. Let K,J be the symmetric pair of operators defined in (7.6)
and (7.7), and let ∆˜HE = K
∗K be the self-adjoint extension of ∆HE . Then, for a
given function ψ ∈ L2(µ),
argmin{Q(h) : h ∈ HE} = (γI + ∆˜HE )−1Jψ.
Proof. To minimize Q, it suffices to find a function h such that
d
dε
Q(h+ εk) |ε=0 = 0, ∀k ∈ HE.
Clearly, we need to know only the linear term with respect to ε in Q(h+εk) because
other terms vanishes after differentiation and substitution ε = 0. We compute
d
dε
Q(h+ εk) |ε=0
=− 2〈ψ,Kk〉L2(µ) + 2〈Kh,Kk〉L2(µ) + 2〈h, k〉HE
=− 2〈Jψ, k〉HE + 2〈K∗Kh, k〉HE + 2〈h, k〉HE
= 2〈∆˜HEh+ γh− Jψ, k〉HE .
It follows that the function h must satisfy the property
∆˜HEh+ γh− Jψ = 0
or
h = (γI + ∆˜HE)
−1Jψ
which is the desired conclusion. 
We note that the operator
(γI + ∆˜HE)
−1J = (γI + JK)−1J : L2(µ)→HE
is bounded, contractive, and self-adjoint.
8. Reproducing kernel Hilbert spaces
In this section we will show that, for transient Markov processes, the energy
space HE can be realized as a reproducing kernel Hilbert space (RKHS) for a
positive definite kernel. We give also two more reproducing kernel Hilbert spaces
that are related to the symmetric measure ρ on (V × V,B × B) and the measure
ν on (V,B). The standard references for the theory of RKHS are [Aro50, AS57,
AFMP94, PR16, SS16], see also more recent results and various applications in
[AJ14, AJ15, JT15, JT16, BTA04].
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8.1. Definition of RKHS. We begin with reminding the reader the definition of
a RKHS.
Let S be a set, and let K : S × S → R be a positive definite kernel, i.e., the
function K(s, t) has the property
N∑
i,j=1
αiαjK(si, sj) ≥ 0
which holds for any N ∈ N and for any si ∈ S, αi ∈ R, i = 1, ..., N . (For a
complex-valued kernel K some obvious changes must be made).
Definition 8.1. Fix s ∈ S and denote by Ks the function Ks(t) = K(s, t) of one
variable t ∈ S. Let K := span{Ks : s ∈ S}. The RKHS H(K) is the Hilbert space
obtained by completion of K with respect to the inner product defined on K by〈∑
i
αiKsi ,
∑
j
βjKsj
〉
H(K)
:=
N∑
i,j=1
αiβjK(si, sj)
It immediately follows from Definition 8.1 that
〈K(·, s),K(·, t)〉H(K) = K(s, t).
More generally, this result can be extended to the following property that charac-
terizes functions from the RKHS H(K). For any f ∈ H(K) and any s ∈ S, one
has
f(s) = 〈f(·),K(·, s)〉H(K). (8.1)
It suffices to check that (8.1) holds for any function from K and then extend it by
continuity.
One can check that the following property characterizes functions from the re-
producing kernel Hilbert space H(K) constructed by a positive definite kernel K
on the set S. We formulate it as a statement for further references.
Lemma 8.2. A function f is in H(K) if and only if there exists a constant C =
C(f) such that for any n ∈ N, any {s1, ..., sn} ⊂ S, and any {α1, ..., αn} ⊂ R, one
has (
n∑
i=1
αif(si)
)2
≤ C(f)
n∑
i,j=1
αiαjK(si, sj). (8.2)
We follow [JT17] in the following definition. Let K(s, t) be a positive definite
kernel as above. It is said that that a measure space (X,A,m) and functions
K∗s : S → L2(m) define a realization of K(s, t) if
K(s, t) = 〈K∗s ,K∗t 〉L2(m) =
∫
X
K∗sK
∗
t dm. (8.3)
It is said that the realization is tight if the set of functions {K∗s (·) : s ∈ S} is dense
in L2(X,A,m).
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We note that the converse approach can be also used. Namely, given a set of
functions {K∗s} from L2(X,A,m), one can define a positive definite kernel K(s, t)
by formula (8.3).
8.2. Reproducing kernel Hilbert space over Bfin. We use in this subsection
our standard setting: a sigma-finite measure space (V,B, µ), a symmetric measure
ρ on V × V , and the function c(x) = ρx(V ). Then we define the sequence of
transition probabilities Pn(x,A), the positive operator P acting by the formula
P (f)(x) =
∫
V f(y) P (x, dy) such that νP = ν, where dν(x) = c(x)dµ(x). Let alsoBfin be the algebra of Borel sets of finite measure µ.
Recall that together with the symmetric measure ρ we have defined the sequence
of symmetric measures (ρn) such that, for A,B ∈ Bfin,
ρn(A×B) =
∫
A
Pn(x,B) dν(x) =
∫
V
χAP
n(χB) dν = 〈χA, Pn(χB)〉L2(ν).
In particular, ρ0(A×B) = ν(A ∩B) for A,B ∈ Bfin(µ).
We will assume that the Markov process defined by (Pn) is transient. In other
words, this assumption means that the Green’s function
G(x,A) =
∞∑
n=0
Pn(x,A) (8.4)
is well defined for any A ∈ Bfin(µ). In order to emphasize that G(x,A) is a function
in x for every fixed A, we will use also the notation GA(·).
For every A ∈ Bfin(µ) and n ∈ N0, the function Pn(χA)(x) belongs to HE , hence
assuming the convergence of the series in (8.4), we note that the Green’s function
G(x,A) can be viewed as an element of the energy space HE . A direct computation
gives the formula for the norm of G(x,A):
||G(·, A)||2HE =
∞∑
n=0
ρn(A×A). (8.5)
(details are given in Theorem 8.3 below).
For the sake of completeness, we include the following theorem which was mostly
proved in [BJ18b].
Theorem 8.3. Let (V,B, µ), ρn,HE , and G(x,A) be the objects defined as above.
Then the following properties hold.
(1) For any sets A,B ∈ Bfin, we have
〈GA, GB〉HE =
∞∑
n=0
ρn(A×B); (8.6)
(2) For any f ∈ HE and A ∈ Bfin(µ),
〈f,GA〉HE =
∫
A
f dν.
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Furthermore, if
G := span{GA(·) : A ∈ Bfin}, (8.7)
then G is dense in the energy space HE.
(3) For A,B ∈ Bfin(µ), we have
∆GA(x) = c(x)χA(x),
and
∆ωA,B = ∆GA −∆GB = c(χA − χB)
is in L2(ν), where ωA,B is defined in Section 7.
We observe that the dipoles ωA,B can be determined using the formula ωA, B =
GA −GB , see also Lemma 7.7.
Proof. (1) Clearly, relation (8.6) follows from (8.5), so that it suffices to prove the
formula for the norm of GA in HE. For this, one has
‖GA(x)‖2HE =
∫∫
V×V
(GA(x)− PA(y))2 dρ(x, y)
=
∫∫
V×V
GA(x)(GA(x)−GA(y)) dρ(x, y)
=
∫∫
V×V
GA(x)(GA(x)− PA(y))c(x)P (x, dy)dµ(x))
=
∫
V
GA(x)[GA(x)− P (GA)(x)]c(x) dµ(x))
=
∫
V
GA(x)
[
∞∑
n=0
Pn(χA)(x)−
∞∑
n=0
Pn+1(χA)(x)
]
c(x) dµ(x))
=
∫
V
∞∑
n=0
Pn(χA)(x)χA(x) dν(x)
=
∞∑
n=0
〈χA, Pn(χA〉L2(ν)
=
∞∑
n=0
ρn(A×A).
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For (2), we compute
〈f,GA〉HE =
1
2
∫∫
V×V
(f(x)− f(y))(GA(x)−GA(y)) dρ(x, y)
=
∫∫
V×V
(f(x)GA(x)− f(x)GA(y)) dρ(x, y)
=
∫
V
[
f(x)GA(x)c(x) − f(x)
(∫
V
GA(y)P (x, dy)
)
c(x)
]
dµ(x)
=
∫
V
f(x)c(x)
[
∞∑
n=o
Pn(χA)(x)−
∞∑
n=o
Pn+1(χA)(x)
]
dµ(x)
=
∫
V
f(x)χA(x)c(x) dµ(x)
=
∫
A
f dν.
It follows from the proved relation that if 〈f,GA〉HE = 0 for all A ∈ Bfin(µ), then
f = 0, and G is dense in HE .
(3) We compute using the definition of Green’s function and the fact that the
series
∑
n Pn(x,A) is convergent for all x and all A ∈ Bfin(µ):
c(x)(I − P )GA(x) = c(x)(I − P )
∞∑
n=0
Pn(x,A)
= c(x)
∞∑
n=0
Pn(x,A)− c(x)
∞∑
n=1
Pn(x,A)
= c(x)χA(x).

Corollary 8.4. (1) Assuming that, for every A ∈ Bfin(mu), the function G(·, A)
belongs to L2(ν), we have
〈χA, G(·, A)〉L2(ν) =
∑
n∈N0
ρn(A×A).
(2) If G(·, A) belongs to L1loc(ν), then
∑
n∈N0
ρn(A×A) <∞.
We use now the construction given in Subsection 8.1. Let S = Bfin, and we set
K(A,B) =
∑
n∈N0
ρn(A×B). (8.8)
We first observe that K(A,B) is a positive definite kernel. This fact follows from
(8.6) of Theorem 8.3.
Moreover, one can point out a realization of the kernel K(A,B) in a L2-space.
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Proposition 8.5. Let the Markov operator P determine a transient Markov pro-
cess. Then, for any f ∈ L2(ν), the function (I − P )−1/2(f) belongs to L2(ν).
Moreover, A 7→ K∗A (A ∈ Bfin) is a realization of the kernel K on L2(ν) where
K∗A(·) := (I − P )−1/2(χA)(·).
Proof. We first need to show that (I − P )−1/2 : L2(ν)→ L2(ν). From the spectral
theorem for the self-adjoint operator P acting on L2(ν), we obtain that
〈P (f), f〉L2(ν) =
∫ 1
−1
t〈Q(dt)f, f〉L2(ν),
where Q(dt) is the projection valued measure for the operator P in L2(ν). For a
Borel function ϕ, we have
〈ϕ(P )f, f〉L2(ν) =
∫ 1
−1
ϕ(t)〈Q(dt)f, f〉L2(ν).
Then
||(I − P )−1/2(f)||L2(ν) =〈(I − P )−1(f), f〉L2(ν)
=
∫ 1
−1
1
1− t〈Q(dt)f, f〉L2(ν)
=
∫ 1
−1
∞∑
n=0
tn〈Q(dt)f, f〉L2(ν)
=
∞∑
n=0
〈Pn(f), f〉L2(ν).
Take f = χA, A ∈ Bfin. Then
||(I − P )−1/2(χA)||2L2(ν) =
∞∑
n=0
〈Pn(χA), χA〉L2(ν)
=
∞∑
n=0
ρn(A×A)
.
Since (Pn) is a transient Markov process, we see that the L
2-norm of (I−P )−1/2(χA)
is finite. Then the result follows from the density of simple functions in L2(ν).
A similar computation can be used in order to show that, for A,B ∈ Bfin,
〈(I − P )−1/2(χA), (I − P )−1/2(χB)〉 =
∞∑
n=0
ρn(A×B). (8.9)
Since, by definition, K(A,B) =
∑∞
n=0 ρn(A × B), this means that the functions
K∗A = (I − P )−1/2(χA) define a realization of the kernel K(A,B). 
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Lemma 8.6. Let (Pn) be a sequence of probability measures that defines a transient
Markov process. Then, for any A ∈ Bfin, the function Pn(·, A) belongs to HE .
Moreover, the following relation hold:
〈Pk(·, A), Pl(·, A)〉HE = ρk+l(A×A)− ρk+l+1(A×A), (8.10)
〈Pk(·, A), G(·, A)〉HE = ρk(A×A).
Proof. In [BJ18b], we proved that
‖Pn(·, A)‖2HE = ρ2n(A×A)− ρ2n+1(A×A), n ∈ N.
Using similar computation, one can generalize this result and prove that (8.10)
holds. We leave details for the reader. 
Corollary 8.7. Let (Pn) be a transient Markov process. Then the energy space HE
consists of locally integrable functions.
This result formulated in this corollary follows from Theorem 8.3 and (8.8). We
remark that Corollary 8.7 well agrees with Assumption 2 made in Section 3.
Proof. The proof follows from the following fact: for a function f ∈ HE and A ∈
Bfin, one has
〈f,G(·, A)〉HE =
∫
A
f dν.

In the remaining part of this section, we will define and study isometries between
the three Hilbert spaces: RKHS H(K), energy space HE, and L2(ν).
We define the operators I1, I2, and I3 by setting
K(·, A) I1−→ G(·, A)
G(·, A) I2−→ (I − P )−1/2(χA)
(I − P )−1/2(χA) I3−→ K(·, A).
We recall that the family of functions {G(·, A) | A ∈ Bfin} is dense in HE, so that
I2 is a densely defined map. By linearity, the definition of I1 can be extended to
a dense subset of functions from H(K). One can also show that I3 is also densely
defined operator.
Lemma 8.8. Let Dfin(µ) be the span of characteristic functions χA, A ∈ Bfin. Then
the set (I − P )−1/2(Dfin) is dense in L2(ν).
Proof. The proof is based on the fact that L2(ν) does not contain nontrivial har-
monic functions. 
Corollary 8.9. The operators I1, I2 and I3 implement isometric isomorphisms of
the Hilbert spaces:
I1 : H(K)→HE, I2 : HE → L2(ν), I3 : L2(ν)→H(K).
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Proof. The result follows immediately from the proved above formulas for the norm
of functions in the Hilbert spaces H(K),HE , and L2(ν). Indeed, we deduce from
(8.5), (8.8), and (8.9) that the functions K(·, A), G(·, A), and (I−P )−1/2(χA) have
the same norm equal to
∑∞
n=0 ρn(A×A).

Corollary 8.10. The energy space HE is a RKHS.
8.3. Reproducing kernel Hilbert space generated by symmetric measures.
We give here one more construction of a reproducing kernel Hilbert space defined by
a symmetric measure ρ. We take the set S to be the same as above, i.e., S = Bfin(µ).
Define a function k = kρ : Bfin(µ)× Bfin(µ)→ R as follows:
kρ : (A,B)→ ρ((A ∩B)× V )− ρ(A×B) (8.11)
It is difficult to determine whether the function kρ(A,B) is positive definite using
the definition (8.11) only. The next statement follows immediately from Theorem
3.6.
Lemma 8.11. The function kρ is positive definite on the set Bfin.
Proof. The proof is based on the formula
〈χA, χB〉HE = ρ((A ∩B)× V )− ρ(A×B)
that is proved in [BJ18a, Lemma 6.18]. Then, for any A1, ..., Am ∈ Bfin and
α1, ..., αm ∈ R,
m∑
i,j=1
αiβjkρ(Ai, Bj) =
〈
m∑
i=1
αiχAi ,
m∑
j=1
βjχBj
〉
HE
.

Let H(kρ) be the reproducing kernel Hilbert space RKHS) constructed by the
positive definite function kρ(·, ·). By general theory, the Hilbert spaceH(kρ) consists
of functions on Bfin(µ) such that, for any f ∈ H(kρ),
f(B) = 〈f, kρ(·, B)〉H(kρ).
In what follows, we will discuss relations between the two Hilbert spaces H(kρ)
and HE .
Lemma 8.12. Let f =
∑n
i=1 αiχAi where Ai ∈ Bfin(µ). Then the map
i : f 7→ f : Dfin(µ)→HE
can be extended to an isometry i from H(kρ) to HE.
Proof. Since H(kρ) is the closure of Dfin(µ), it suffices to check that i is an isometry
on functions f =
∑n
i=1 αiχAi , from Dfin(µ):
‖f‖H(kρ) = ‖f‖hE .
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Indeed, we have
||
n∑
i=1
αiχAi ||2H(kρ) =
n∑
i,j=1
αiαjkρ(Ai, Aj)
=
n∑
i,j=1
αiαj(ρ((Ai ∩Aj)× V )− ρ(Ai ×Aj)
=
∫∫
V×V
f(x)2 dρ(x, y)−
∫∫
V×V
f(x)f(y) dρ(x, y)
=
1
2
∫∫
V×V
(f(x)− f(y))2 dρ(x, y)
=||f ||2HE .

Corollary 8.13. The map i defined in Lemma 8.12 implements an isometric iso-
morphism between H(kρ) and the subspace HE ⊖Harm = Dfin(µ)HE of HE.
For any f ∈ HE, define a signed measure µf on (V,B) by setting
µf (A) = 〈χA, f〉HE . (8.12)
Lemma 8.14. The function A 7→ µf (A) ∈ H(kρ) for any f ∈ HE . Moreover, for
any f ∈ hE ⊖Harm, we have
||µf ||2H(kρ) = ||f ||2HE .
Proof. To prove this result, we use the criterion given in Lemma 8.2 for the function
µf (·). It gives
|
n∑
i=1
αiµf (A)|2 = |
n∑
i=1
αi〈χAi , f〉HE |2
= |〈
n∑
i=1
αiχAi , f〉HE |2
≤ ||f ||2HE ||
n∑
i=1
αiχAi ||2HE
= ||f ||2HE
〈
n∑
i=1
αiχAi ,
n∑
i=1
αiχAi
〉
HE
= ||f ||2HE
n∑
i,j=1
αiαj〈χAi , χAj 〉HE
= ||f ||2HE
n∑
i,j=1
αiαjkρ(Ai, Aj).
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Hence, the result follows from (8.2).
For the second statement, it suffices to take f =
∑n
i=1 α1χAi with Ai ∈ Bfin(µ).
Then
||µf ||2H(kρ) = ||
n∑
i=1
αikρ(·, Ai)||2H(kρ)
=
n∑
i,j=1
αiαjkρ(Ai, Aj)
=
n∑
i,j=1
αiαj〈χAi , χAj 〉HE
= ||f ||2HE .

Theorem 8.15. (1) For any f ∈ HE, we have
µf (A) =
∫
A
∆f dµ, (8.13)
i.e.,
dµf
dµ
(x) = ∆(f)(x).
(2) f ∈ Harm ⇐⇒ µf = 0.
Proof. (1) To prove (8.13), we use that functions from HE are locally integrable.
Then one can compute
〈χA, f〉HE =
1
2
∫∫
V×V
(χA(x)− χA(y))(f(x) − f(y)) dρ(x, y)
=
∫∫
V×V
(χA(x)f(x)− χA(x)f(y)) dρ(x, y)
=
∫
V
χA(x)
(∫
V
(f(x)− f(y)) dρx(y)
)
dµ(x)
=
∫
A
∆(f)(x) dµ(x).
(2) We use (1) to prove the second assertion. Indeed, it follows from (8.13) that
if f ∈ Harm, then ∆(f) = 0 and µf (A) = 0 for any A ∈ Bfin(µ).
On the other hand, if µf (A) = 0, then
∫
A∆(f) dµ = 0 for any A ∈ Bfin(µ). This
means that ∆(f) = 0 a.e. 
It follows from Lemma 8.14 that the map
HE ∋ f W7→ µf ∈ H(kρ)
is well defined.
FINITE ENERGY SPACE 63
Corollary 8.16. Let f = vA,B where A,B ∈ Bfin(µ). Then the function C 7→ µvA,B
satisfies the property
µvA,B (C) = µ(A ∩ C)− µ(B ∩ C).
Proof. The result follows from th following computation
µvA,B (C) = 〈vA,B , χC〉HE
= 〈∆vA,B , χC〉L2(µ)
= 〈χA − χB, χC〉L2(µ)
= µ(A ∩ C)− µ(B ∩ C).

Corollary 8.17. The map W is a co-isometry and i∗ =W .
Proof. We will show that W (f) = µf and i
∗(f) coincide as functions on Dfin(µ).
Let A be any set from Bfin, then
µf (A) = 〈f, χA〉HE
= 〈f, i(χA)〉HE
= 〈i∗(f), χA〉H(kρ)
= i∗(f)(A).
The last equality follows from the reproducing property of H(kρ). 
8.4. Reproducing kernel Hilbert space generated by the measure ν. Let
(V,B, ν) be a σ-finite measure space, and let A,B be any two elements of the set
Bfin(ν). Define Kν : Bfin(ν)× Bfin(ν)→ [o,∞) as follows:
Kν(A,B) := ν(A ∩B).
Then Kν is a positive definite kernel because Kν(A,B) = 〈χA, χB〉L2(ν) and
n∑
i,j=1
αiαjKν(Ai, Aj) = ||
n∑
i=1
αiχAi ||L2(ν).
Theorem 8.18. The kernel Kν(A,B) is positive definite, and, for the correspond-
ing RKHS Hν , a function F on Bfin(ν) is in Hν if and only if there exists a function
f ∈ L2loc(ν) such that
F (A) =
∫
A
f dν, A ∈ Bfin(ν). (8.14)
Moreover,
||F ||Hν = ||f ||HE . (8.15)
Proof. Let F be a function on Bfin(ν) defined by (8.14). To show that F (·) belongs
to Hν , we use (8.2) of Lemma 8.2, i.e.,(
n∑
i=1
ξiF (Ai)
)2
≤ CF
n∑
i,j=1
ξiξjKν(Ai, Aj), (8.16)
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where ξi ∈ R, Ai ∈ Bfin(ν), i = 1, ..., n, and the constant CF depends on F only.
Take the function
ϕ(x) :=
n∑
i=1
ξiχAi(x)
which belongs to L2(ν) and find that
||ϕ||2L2(ν) =
n∑
i,j=1
ξiξjν(Ai ∩Aj) =
∣∣∣∣∣
∣∣∣∣∣
n∑
i=1
ξiK(·, Ai)
∣∣∣∣∣
∣∣∣∣∣
2
Hν
.
For F (·) as in (8.14), we compute using the Schwarz inequality(
n∑
i=1
ξiF (Ai)
)2
=
(
n∑
i=1
ξi
∫
Ai
f dν
)2
=
(∫
V
f(
n∑
i=1
ξiχAi) dν
)2
≤ ||f ||2L2(B,ν)||ϕ||2L2(ν)
= CF
n∑
i,j=1
ξiξjKν(Ai, Aj)
where B =
⋃
iAi.
Relation (8.15) can be proved by using the corresponding definitions of the norms
in Hν and HE. We leave the details for the reader. 
Remark 8.19. We note that Theorem 8.18 agrees with the definition of Hν because,
for a fixed B ∈ Bfin(ν), the function K(·, B) is represented by (8.14) with f = χB .
If V = [0,∞), ν is the Lebesgue measure on V , and Kν(A,B) = ν(A ∩B), then
Kν([0, s] ∩ [0, t]) = s ∧ t, s, t ∈ R+.
It follows that the RKHS Hν can be represented as
Hν = {F : F (0) = 0, F ′ ∈ L2([0,∞), ν)}
with
||F ||2Hν =
∫ ∞
0
|F ′|2 dν.
8.5. Conditionally negative definite kernel. In this subsection we discuss the
notion of conditionally negative definite kernels.
Definition 8.20. Let X be arbitrary set. Then the map N : X ×X → R is called
a conditionally negative definite kernel if for any n ∈ N, any finite set of points
x1, ...mxn, and any real numbers λ1, ..., λn, one has
n∑
i,j=1
λiλjN(xi, xj) ≤ 0
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provided that
∑n
i=1 λi = 0.
Conditionally negative definite kernels were completely characterized in [Sch38]
where the following result was proved.
Theorem 8.21. Let N : X ×X → R satisfy the following conditions: N(x, y) =
N(y, x) ≥ 0, and N(x, x) = 0. If N(x, y) is a conditionally negative definite kernel,
then there exists a real Hilbert space H(N) and a map α : X →H(N) such that
N(x, y) = ||α(x) − α(y)||2H(N).
It was also shown in [J1´5] that, for any conditionally negative definite kernel
N(x, y), there exists a positive definite kernel K(x, y) and a function F : X → R
such that
N(x, y) = −K(x, y) + F (x) + F (y).
Let now ρ be a symmetric measure on (V × V,B × B), and let HE be the finite
energy Hilbert space. For any sets A,B ∈ Bfin(µ), we consider the dipoles ωA,B
defined in Section 7. We recall that these functions form a dense subset in HE and
satisfy the relation ∆(ωA,B) = c(χA −χB). As was mentioned in Section 7, we can
fix a set A0 ∈ Bfin(µ) and represent ωA,B as the difference ωA,A0 − ωB,A0 .
Lemma 8.22. Let
Nρ(A,B) = ||ωA,B||2HE , A,B ∈ Bfin(µ).
Then Nρ is a conditionally negative definite kernel.
The lemma follows directly from Theorem 8.21.
Applying Theorem 8.21, we can define a Hilbert space H(N) and a map α :
Bfin(µ)→H(N) such that Nρ(A,B) = ||α(A) − α(B)||2H(N).
Theorem 8.23. Let Λ : ωA,B 7→ α(A) − α(B) can be extended by linearity to an
isometric isomorphism HE ∼= H(N).
Proof. The proof is based on the given above definitions, Theorem 8.21, and Lemma
8.22. We leave the details to the reader. 
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