Abstract. Simulation based on multidisciplinary systems plays a pivotal role in the aerospace field. And it uses co-simulation as its primary approach. The functional model interface (FMI) standard makes it possible to easily implement by defining a series of standard interfaces. But, additional errors caused by co-simulation yet cannot be avoided in FMI. In order to compensate for this shortcoming, and to make the FMI standard be better applied. After an introduction of the FMI standard, this paper proposes two methods of error control: variable macro-step size and dynamic selection of extrapolation functions, and apply it to the FMI standard. A specific case is studied to demonstrate the effectiveness of the proposed control method.
Introduction
Since the 1950s, with the development of the aerospace, simulation has provided an effective auxiliary design method for aerospace. The object of simulation is also gradually developing towards complex systems. The characteristics of such systems are that they contain many subsystems, involve a wide range of disciplines, and have strong coupling between subsystems. Therefore, if each subsystem is independently solved, it will lead to low efficiency and accuracy. Co-simulation is an effective solution to this problem. However, due to the wide range of disciplines involved in the complex system and the different simulation tools used by different disciplines, there is no uniform interface, resulting in extremely difficult in co-simulation among different models.
In this context, the FMI (Functional Mock-up Interface) standard is proposed. FMI defines a standard API (Application Programming Interface) to regulate the model's export and simulation form, and then models from different simulation tools can be imported into the same environment to simulate together and therefore improve efficiency of data exchange. The FMI standard has become an international standard and is being recognized by more and more simulation tools. Many scholars have also carried out research on FMI standards: Pannu [1] studied how to use the FMI standard to aggregate different models into a single model to solve in the same solver and achieved good results; Anders [2] presented a use case for an FMI-based workflow for engine control design.
However, FMI-based co-simulation still cannot avoid additional errors. To overcome this problem, this paper proposes two methods to effectively control the error and then apply it to the FMI standard.
FMI Standard

Brief Introduction for FMI
FMI has experienced two versions of v1.0 and v2.0 since its release in 2012. The latter adds some interfaces based on the former to support functions such as rollback, high-order polynomial interpolation, etc. This paper focuses on FMI 2.0. FMI defines two types of model interface standards: a. Model Exchange: Provides interface standards to solve models as needed in different simulation environments. The characteristics of this type is that models do not include the solver itself but use the solver of the target simulation environments; b. Co-Simulation: Provides interface standards for the coupling of different simulation tools. The model itself contains a solver. The solver can be a runnable code, a source simulation tool, etc (the source simulation tool needs to be called through the API when solving).
Models that follow the FMI standard are called Function Mock-up Units (FMUs). An FMU must be model exchange or co-simulation. However, regardless of the type, the exported form is a compressed file (with suffix name.Fmu), the file consists of the following three parts:
c. Binary file: Usually a DLL that includes the needed run-time libraries used in the model; d. XML file:the FMI description file; e. Other files: additional FMU data.
Main Interfaces in FMI-based Co-Simulation
The FMI standard has developed a series of standardized interfaces to ensure that the co-simulation can be performed efficiently and correctly. The main interfaces are shown in Table 1 . 
1) fmi2SetXXX
This series of functions is used to set the value of the variable in the model. The value types include real number, integer, boolean, and string. The corresponding specific functions are fmi2SetReal, fmi2SetInteger, fmi2SetBoolean, fmi2SetString.
2)fmi2GetXXX This series of functions is used to get the value of the variable in the model. The value type and the corresponding specific function are the same as the function fmi2SetXXX.
3) fmi2GetFMUstate
The current value of all state variables of the model is copied for saving, and then all state variables can be rolled back to this moment during simulation.
4) fmi2SetFMUstate
Rolls back all state variables to the state at a specific time.
5) fmi2DoStep
The model starts simulation until the next communication point, ie the model's simulation clock advances one communication step. 6) fmi2GetRealOutputDerivatives Get the derivatives of the output variables as the input for coupling model.
7) fmi2SetRealInputDerivatives
Set each order derivative of the input variable at the current communication point so that the input value at each time can be obtained by interpolation in the communication interval.
Approach for FMI Co-Simulation
Co-simulation divides complex systems into subsystems that are coupled to each other. After the simulation is started, each subsystem simulation independently, and the data exchange between the subsystems only occurs at a limited discrete time (which called communication point, and the time interval between the two communication points called macro-step size or communication step size, denoted as H ).
FMI co-simulation uses the Master-Slave framework, as shown in Figure 1 . The master controls the scheduling of simulation, the data exchange, and the clock synchronization between models by master algorithm. The Slave is responsible for loading the subsystem (FMU) and executing the simulation. There is no data exchange between slaves. But data exchange can only be controlled by the master. This reflects the importance of the master algorithm in co-simulation.
The steps of FMI co-simulation are as follows: 1) Subsystem loading and initialization, set the current simulation clock tc as the start time of simulation;
2) Call function fmi2GetXXX to collect output values of all subsystems, and call function fmi2GetRealOutputDerivatives to collect derivatives of the output if necessary;
3) Call function fmi2SetXXX to distributed the output value obtained in step 1 to the subsystems as the input value at time tc in accordance with the coupling relationship between the subsystems, and then synchronize the simulation clocks of subsystems; 4) Call function fmi2DoStep to command subsystems to simulate until next communication point is coming, and the current simulation clock updates by tc=tc+H; 5) Check if the end time of the simulation is reached. If yes, then stop; otherwise skip to step 2. 
Dynamic Selection of Extrapolation Functions Selection Strategy
In the process that subsystems simulate independently, since no data exchange is involved, the inputs of subsystems are usually obtained by extrapolation. To avoid additional time consumption, commonly used extrapolation functions are some simple functions which include: constant extrapolation, linear extrapolation, and quadratic polynomial extrapolation. However, the existing researches mainly adopt a single extrapolation function. Although this strategy is simple, it cannot adapt to the different variability of the system at different time periods. In order to overcome this shortage, this paper uses a method of dynamically selecting an extrapolation function. In this method, the data exchanged between subsystems at each communication point is not only the input value u, but also its derivative u . TT  , the extrapolation function of input can be selected according to Table 2 . 
Implementation based FMI
To implement above method, we should implement the function fmi2DoStep in FMI standard as follow: at the beginning of the function, the extrapolation function should be selected according to Table 2 , and before each step of simulation, the input value is calculated according to the selected extrapolation function. Then start the simulation.
Variable Macro-step Size
Although the dynamic selection of extrapolation function can effectively reduce the error caused by the extrapolation, it is obviously not completely eliminated. This error dominates the error of the whole subsystem [3] . And the greater the communication step size H, the greater the error caused; the smaller the H, the smaller the error. When H is equal to h(micro-step size ), the additional error will not exist. Therefore, in order to ensure that the subsystem can converge during the cosimulation process, the size of the communication step needs to be controlled. First, the value of the error needs to be estimated, which can be done by Richardson extrapolation.
Richardson Extrapolation
The basic idea of Richardson extrapolation is as follow:
Assume that function D can be discretized into D (h), h donates step size:
With p, q as the order of the reminder term, and p < q.
At the same time, function D can be also discretized into D ( 2 h ) with new step size 2 h :
Then, if we want to eliminate the term p h , we can carry out with eq.1 and eq.2 by
Eq.3 can be briefly noted as
as a new approximation of function D. Because it has a higher order of error term than ()
DH
, it has higher accuracy. This is Richardson extrapolation's contribution.
Macro-Step Size Control
The fact that co-simulation cause the additional error is that the subsystem adopts an extrapolation method to obtain the input value. In the communication interval
,the error estimation of input which obtained by polynomial extrapolation can be [4] : . After that, the actual value of error can be get by [5] :
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Implementation Based FMI
The implementation of the above method mainly involves the rollback, and FMI has provided interfaces include fmi2GetFMUstate and fmi2SetFMUstate to support it. The implementation with FMI standard is shown as Table 3 : Figure 3 . 
Conclusions
In this paper, two error control methods are studied for the additional errors caused by the cosimulation: one is to improve the traditional extrapolation method, and the other is to control the communication step size. And apply these two methods to the latest standard-FMI. The case analysis results show that the simulation results in the FMI co-simulation using these two methods are in agreement with the results of the entire system simulation in Simulink, and demonstrate the effectiveness of the two methods.
