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ABSTRACT OF THE THESIS
Flexible Cross-Subspace Alignment Codes for
Variable Coded Distributed Batch Matrix Multiplication
by
Lev Tauz
Master of Science in Electrical and Computer Engineering
University of California, Los Angeles, 2020
Professor Lara Dolecek, Chair
Modern distributed systems suffer from a phenomenon known as stragglers where computation
nodes either break-down or are sufficiently slow, resulting in a large tail latency. Inspired by
error correcting codes, researchers within the field of coded computation combat stragglers
by cleverly encoding the data within the computations. One major endeavor is in the study
of coded matrix-matrix multiplication where the task is to multiply two large matrices in
a distributed manner. Most coded matrix computation work focuses on highly structured
tasks which allows for easier code construction and analysis but limits the applicability for
more general problems. For the first time, we consider the novel problem of multiplying
many different matrices whose products may share matrices with no guaranteed regular-
ity. Specifically, we consider the Variable Coded Distributed Batch Matrix Multiplication
(VCDBMM) problem where the system is given two sets of matrices A = {A1, A2, . . . , A|A|}
and B = {B1, B2, . . . , B|B|} and a set of computation goals S = {(i1, j1), (i2, j2), . . . (i|S|, j|S|)}
and the objective is to calculate the matrix multiplication AiBj for every (i, j) ∈ S in the
presence of stragglers. Therefore, a good coding solution minimizes the recovery threshold
ii
(i.e., the number of workers that we need to wait for in order to compute the final output). In-
spired by Cross-Subspace Alignment Codes, we construct Flexible Cross-Subspace Alignment
Codes (FCSA) to solve the general VCDBMM problem. We provide two variants of FCSA
codes that allow for a trade-off between the encoding/decoding complexity and the recovery
threshold. We demonstrate that both variants are within a factor of two optimal under
certain system constraints. We also generalize FCSA codes into Grouped FCSA codes where
we group computations together to provide further flexibility between the computational
complexity at the workers and the recovery threshold. We provide simulations on random
instances of the VCDBMM problem and demonstrate the average improvement offered by
our codes.
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CHAPTER 1
Introduction and Motivation
Large scale distributed computation is a powerful modern tool that is used to tackle the
exponential rise of big data. As the complexities of distributed systems grow, new bottlenecks
and challenges arise. One such bottleneck is the presence of stragglers (i.e., workers that
fail or are slow to respond) which significantly increases the tail latency of these distributed
systems [4].
One natural method to alleviate stragglers is to add redundancy, such as replicating
computations. Yet, simple replication incurs a prohibitively large resource overhead which
necessitates the search for other strategies. In the field of distributed storage, it is well known
that the technique of erasure coding provides robustness to failed nodes with minimal storage
overhead [5]. In the same spirit, researchers apply erasure coding by encoding the data and
treating stragglers as erasures. This endeavor has launched a whole new field of study termed
”coded computation” [6]. The main idea behind coded computation is that workers perform
computations on encoded inputs such that querying a sufficient subset of them allows for the
recovery of the outputs from unreliable workers (i.e., stragglers). The minimum number of
workers to query is known as the recovery threshold.
The field of coded computation was initially introduced for matrix-vector multiplication
operations [6]. In the years after, a plethora of works developed various coded computation
strategies applicable to linear matrix-vector computations [7–20] and bi-linear matrix-matrix
computation [1–3,21–28,28–32]. While strategies for linear matrix-vector essentially apply
classical error-correcting theory, coded computation on matrix-matrix computations requires
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the development of brand new codes that take advantage of the unique and fundamental
structure of the problem.
Codes for matrix-matrix computations are broadly separated into two categories: matrix
partitioning for computing a single computation task [1, 21–23] and batch processing of
multiple distinct computation tasks [2, 3, 28]. These codes provide resilience to stragglers
while offering fast decoding techniques but ultimately rely on the rigid structure of the
computation tasks they aim to compute. For example, Polynomial codes [1] are a matrix
partitioning scheme that partition two matrices A and B into
A =

A1
A2
...
An

, B =
[
B1 B2 · · · Bm
]
and aim to compute
AB =

A1B1 A1B2 · · · A1Bm
A2B1 A2B2 · · · A2Bm
...
...
...
...
AnB1 AnB2 · · · AnBm

. (1.1)
Polynomial codes achieve an optimal recovery threshold in computing all pair-wise compu-
tations of Ai and Bj needed to retrieve AB. Yet, what if the user did not want to know
all pairwise computations but only a subset of them? While Polynomial codes could still
compute the desired results, they require an unnecessarily large recovery threshold since not
all output computations are necessary.
A similar issue arises for codes based on batch processing when the computation tasks
share data [2,3]. These codes attempt to solve the problem of pairwise multiplying two sets of
L matrices {A1, A2, . . . , AL} and {B1, B2, . . . , BL} into {A1B1, A2B2, . . . , ALBL}. Similar to
Polynomial codes, these sets of codes are known to be optimal for this specific computation
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task. But what if the computation task required a product AiBj where i 6= j? There is a
natural redundancy if, for example, a matrix Ai is required in multiple products. To our
knowledge, all current batch-processing schemes do not utilize this redundancy in shared
data.
In this work, we introduce the Variable Coded Distributed Batch Matrix Multiplication
(VCDBMM) problem that generalizes the problem spaces of the previous two examples [1–3].
Assume a distributed system is provided with two sets of matrices A = {A1, A2, . . . , A|A|}
and B = {B1, B2, . . . , B|B|} and a set of computation goals S = {(i1, j1), (i2, j2), . . . (i|S|, j|S|)}
where the objective is to calculate the matrix multiplication AiBj for every (i, j) ∈ S. Such
a model can arise in many distributed computation tasks. For example, consider a system
with many different users where each user has an associated Ai matrix of data. Each user
wants to apply their data to a subset of B which may overlap with another user. As such,
a good computation strategy should take full advantage of the natural redundancy offered
in the task. Additionally, this strategy should also be resilient to stragglers by providing a
small recovery threshold to better utilize the resources.
The major contribution of this work is the development of a new class of codes to efficiently
solve the VCDBMM problem. We name these codes Flexible Cross-Subspace Alignment
(FCSA) codes. The naming comes from how they are based on Cross-Subspace Alignment
(CSA) codes [3]. We demonstrate two variants of FCSA codes that offer a trade-off between
straggler resilience and encoding/decoding complexity. We show that both variants of FCSA
codes are within a factor of two optimal under certain system constraints. In addition, we
generalize the concept of FCSA codes to provide further flexibility between the computational
complexity at the workers and the recovery threshold. We provide simulations on random
instances of the VCDBMM problem to demonstrate the efficacy of using our codes instead of
naively applying previous coding solutions.
The rest of this thesis is organized as follows. In Chapter 2, we formally introduce
the VCDBMM model and provide relevant background on related code constructions. In
3
Chapter 3, we present the first variant of FCSA codes, which are named FCSA Type 1
(FCSA-T1) codes, that provide a factor of two optimal recovery threshold. In Chapter 4, we
improve upon FCSA-T1 codes and develop FCSA Type 2 (FCSA-T2) codes that have a much
smaller recovery threshold at the cost of higher encoding/decoding complexity. In Chapter 5,
we improve the flexibility of FCSA codes by grouping computations tasks which provides
flexibility in choosing the worker’s computational complexity and the recovery threshold.
Finally, the conclusion appears in Chapter 6.
Notation: Given a positive integer N , we define [N ] as the set {1, 2, 3, . . . , N}. We
define some common Big O notation to be used throughout this work. Let f(x) = O(g(x))
indicate that there is a constant M and value x0 such that f(x) ≤ Mg(x) ∀ x ≥ x0.
Similarly, let f(x) = Ω(g(x)) indicate that there is a constant k and value x0 such that
kg(x) ≤ f(x) ∀ x ≥ x0. The notation O˜(a log2(b)) suppresses polylog terms. It may be
replaced with O(a log2 b) if the field supports the Fast Fourier Transform (FFT), and with
O(a log2 b log log(b)) if it does not.
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CHAPTER 2
Preliminaries and Relevant Work
2.1 Variable Coded Distributed
Batch Matrix Multiplication (VCDBMM)
We now properly define the VCDBMM problem. We follow similar notation as in [3]. As
shown in Fig. 2.1, consider two source nodes each of which generates a set of matrices
A = {A1, A2, . . . , ALA} and B = {B1, B2, . . . , BLB} such that for all i ∈ [LA] and j ∈ [LB]
we have Ai ∈ Fα×β and Bj ∈ Fβ×γ. We name these nodes as Source A and Source B.
Additionally, a set of computation goals is provided S = {(i1, j1), (i2, j2), . . . (i|S|, j|S|)} where
the objective is for the fusion node to obtain the matrix multiplication AiBj for every
(i, j) ∈ S. To accomplish this, the system has K worker nodes which perform the bulk of the
computation. Each worker receives coded data from each source, performs some operation on
them, and transmits the result to the fusion node. The fusion node then decodes the desired
computations S from the responses of a subset of workers.
We now formalize the model in Fig. 2.1 using the following terminology. Let f =
(f1, f2, . . . , fK) be the set of encoding functions for Source A and let g = (g1, g2, . . . , gK) be
the set of encoding functions for Source B. For the kth worker, the source nodes transmit
A˜k = fk(A), B˜k = gk(B). (2.1)
where A˜k ∈ Fα˜k×β˜k and B˜k ∈ Fβ˜k×γ˜k .
We assume that workers are not very powerful and can only do simple tasks such as
matrix-matrix multiplication. Therefore, the kth worker can only multiply the two encoded
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S = {(i1, j1), . . . (i|S|, j|S|)}
A = (A1, . . . , ALA)
B = (B1, . . . , BLB )
Worker 1
...
Worker n
...
Worker m
...
Worker K
A˜1
A˜n
A˜m
A˜K
B˜1
B˜n
B˜m
B˜K
Fusion
C˜1
C˜n
C˜m
C˜K
(AiBj : (i, j) ∈ S)
Only R results downloaded
Figure 2.1: System Model for Variable Coded Distributed Batch Matrix Multiplication. There
are two source nodes which produce two sets of matrices A and B and a set of computation
goals S. Each worker receives a coded matrix from each source and only computes the
products of these matrices. Due to stragglers, only R outputs are received at the Fusion node
where R is the recovery threshold.
matrices it receives and outputs
C˜k = A˜kB˜k (2.2)
to the fusion node where C˜k ∈ Fα˜k×γ˜k . This model assumes that some workers are stragglers
and may fail to respond. The fusion node downloads the responses from the non-straggling
workers and attempts to recover the desired products {AiBj : (i, j) ∈ S} using a class of
decoding functions (denoted d). We define
d = {dR : R ⊂ [K]}, (2.3)
where dR is the decoding function used when the set of non-straggling workers is R ⊂ [K].
Therefore, we denote a VCDBMM code by the triple (f ,g,d).
A VCDBMM code is r-recoverable if the desired computations can be retrieved from the
responses of at least r workers. Formally, a computation strategy (f ,g,d) is r-recoverable if
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for any R ⊂ [K] such that |R| ≥ r and for any realization of A and B, then
dR({C˜i : i ∈ R}) = {AiBj : (i, j) ∈ S}. (2.4)
We define the recovery threshold R of a VCDBMM code as the minimum integer r such that
the strategy is r-recoverable.
The communication cost that any VCDBMM code incurs is the upload cost of transmitting
symbols from the sources to the workers and the download cost of transmitting symbols from
the workers to the fusion node. Let UA and UB be the total number of symbols transmitted
for the matrices A˜ and B˜ normalized by the number of workers, respectively, which we define
as
UA =
1
K
K∑
i=1
α˜kβ˜k, (2.5)
UB =
1
K
K∑
i=1
β˜kγ˜k. (2.6)
We see that this is simply the average number of symbols sent to all workers. We treat UA
and UB as the upload costs for this model.
Additionally, let DC denote the total number of symbols transmitted into the fusion node
before decoding, normalized by the number of messages. Therefore, we write DC as
DC = maxR,R⊂[K],|R|=R
∑
k∈R α˜kγ˜k
R
, (2.7)
where R is the recovery threshold. We treat DC as the download cost for this model.
We note that the computational complexity at each worker is simply the number of
arithmetic operations it takes to multiply two matrices. We assume that a simple matrix
multiplication algorithm is used to multiply a α˜k × β˜k matrix by a β˜k × γ˜k which has a
complexity of O(α˜kβ˜kγ˜k). One may replace the simple algorithm for many fast matrix
multiplication algorithms [33–36] without affecting the rest of the model. Since this can also
be done for other coded computation schemes, applying these fast algorithms to our model
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does not demonstrate any relative improvement. Thus, the simple algorithm is sufficient for
our purposes.
We define a VCDBMM code as shape-preserving if encoding and decoding operations
do not change the shape of the input matrices, i.e., α˜k = α, β˜k = β, and γ˜k = γ for all
k ∈ [K]. Implicitly, this guarantees that the computational complexity at each worker is
O(αβγ). Many codes fall under the shape-preserving constraint which we use as a common
point to allow for a fair comparison between our VCDBMM codes and other relevant codes.
Given the computation goals S, we also define R∗S as the minimum recovery threshold among
all shape-preserving computation strategies, i.e.,
R∗S = min
(f ,g,d):code is shape-preserving
R
(f ,g,d)
S . (2.8)
where R
(f ,g,d)
S is the recovery threshold of the VCDBMM code (f ,g,d).
2.2 Graph Theory
In this section, we view the VCDBMM problem through graph-theoretic terms and provide
necessary notation for subsequent sections. First, we observe that the desired computations
S can be specified by using bipartite graphs. Let G = (U ∪ V,E) be a bipartite graph
with left vertices U and right vertices V where |U | = LA and |V | = LB. The left (right)
vertices are given a unique label from [LA] ([LB]). The edges (i, j) ∈ E represent the desired
matrix computation AiBj, i.e., E = S. As such, there is a one-to-one correspondence for the
computation task and the bipartite graph which allows us to use them interchangeably. For
example, given a VCDBMM problem with computation goals S and its equivalent bipartite
graph G, we re-define the optimal shape-preserving recovery threshold as R∗G = R
∗
S .
We can neatly summarize a bipartite graph using a bi-adjacency matrix MG ∈ {0, 1}|U |×|V |
such that MGi,j = 1 implies that there is an edge between left vertex i and right vertex j. Some
examples of VCDBMM problem instances using bipartite graphs are illustrated in Fig. 2.2
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MG =

1 1 0 0
0 1 0 0
1 0 1 1

A1
A2
A3
B1
B2
B3
B4
(a) General Example
MG =

1 1 1 1
1 1 1 1
1 1 1 1

A1
A2
A3
B1
B2
B3
B4
(b) Full Computation Example
MG =

1 0 0
0 1 0
0 0 1

A1
A2
A3
B1
B2
B3
(c) Batch Computation Example
Figure 2.2: Examples of VCDBMM problem instances. Fig. 2.2a demonstrates a general
example while Fig. 2.2b and Fig. 2.2c represent special classes of problems. Fig. 2.2b
refers to the problem of getting all the pairwise computations which is solved by Polynomial
codes [1]. Fig. 2.2c refers to the Batch Matrix Multiplication problem where the goal is to
get all computations with matching indices for which LCC [2] and CSA codes [3] have been
proposed for.
We now define terms used in graph theory to simply notation. For a left vertex x, let
NA(x) = {y : (x, y) ∈ E} be the adjacent vertices to x. Similarly, for a right vertex y, let
NB(y) = {x : (x, y) ∈ E} be the adjacent vertices to y. Let dAi = |NA(i)| (dBj = |NB(j)|)
refer to the degree of the ith left vertex (jth right vertex) in the graph G. Additionally, given
a left vertex x, let EA(x) = {(x, y) : (x, y) ∈ E} be the set of edges adjacent to x. Similarly,
given a right vertex y, let EB(y) = {(x, y) : (x, y) ∈ E} be the set of edges adjacent to y.
We define an edge partition of a bipartite graph G = (U ∪ V,E) as a set of sub-graphs of
G where each edge of G appears in exactly one sub-graph. More precisely, GP is an edge
partition of G if GP = {G1 = (U1 ∪ V1, E1), G2 = (U2 ∪ V2, E2), . . . , GQ = (UQ ∪ VQ, EQ)}
is a collection of Q sub-graphs with Ei ∩ Ej = ∅, ∀i, j ∈ [Q] and ∪q∈[Q]Eq = E. Given
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q ∈ [Q], let N qA(i) be the set of adjacent vertices to the left vertex i within the sub-graph Gq.
Similarly, let N qB(j) be the set of adjacent vertices to the right vertex j within the sub-graph
Gq. Additionally, let d
A
i,q = |N qA(i)| and dBj,q = |N qB(j)|.
We define Ga,b,p as the random bipartite graph ensemble with a left vertices and b
right vertices where each edge exists with probability p. Therefore, given a graph G with
the appropriate number of vertices, P (G ∈ Ga,b,p) = p|E|(1 − p)ab−|E|. By the one-to-one
correspondence between bipartite graphs and the VCDBMM problem, Ga,b,p can also be
considered a random ensemble of VCDBMM problem instances.
2.3 Relevant Constructions
In this section, we provide a brief overview of Entangled Polynomial (EP) codes [28], Lagrange
Coded Computing (LCC) codes [2], and Cross-Subspace Alignment (CSA) codes [3] that
are achievable strategies for the VCDBMM problem. We consider these three schemes as a
baseline for comparison to our FCSA codes.
2.3.1 Entangled Polynomial Codes
EP codes [28] are set of codes based on matrix partitioning to efficiently distribute the
computation of multiplying a single pair of large matrices A and B. 1 The matrices A and B
are partitioned into n× p and p×m blocks, respectively,
A =

A1,1 A1,2 · · · A1,p
A2,1 A2,2 · · · A2,p
...
...
...
...
An,1 An,2 · · · An,p

B =

B1,1 B1,2 · · · B1,m
B2,1 B2,2 · · · B2,m
...
...
...
...
Bp,1 Bp,2 · · · Bp,m

(2.9)
1We do not mention the EP codes constructed using the bi-linear complexity approach due to the reliance
of the codes on the individual properties of the input matrices such as size restrictions.
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where
AB =

∑p
j=1 A
1,jBj,1
∑p
j=1 A
1,jBj,2 · · · ∑pj=1 A1,jBj,m∑p
j=1 A
2,jBj,1
∑p
j=1 A
2,jBj,2 · · · ∑pj=1 A2,jBj,m
...
...
...
...∑p
j=1 A
n,jBj,1
∑p
j=1 A
n,jBj,2 · · · ∑pj=1An,jBj,m

. (2.10)
The partitions are encoded into the following polynomial equations
A(x) =
∑
n′∈[n]
∑
p′∈[p]
Am
′,p′xp
′−1+p(m′−1), (2.11)
B(x) =
∑
p′∈[p]
∑
m′∈[m]
Bp
′,n′xp−p
′+pm(n′−1). (2.12)
The kth worker receives these polynomials evaluated at xk where x1, x2, . . . , xK are all distinct
values. The output of the workers is thus an evaluation of the polynomial
A(x)B(x) =
pmn+p−1∑
i=1
Cix
i−1 (2.13)
where Ci are the resultant matrix coefficients of x
i−1. It can be shown that the desired blocks
of Eq. (2.10) are within the coefficients C1, C2, . . . , Cpmn+p−1. Additionally, these coefficients
can be retrieved from any pmn+ p− 1 evaluations of A(x)B(x) by inverting a Vandermonde
matrix. Thus, the recovery threshold of such a scheme is R = pmn+ p− 1.
EP codes are a generalization of Polynomial codes [1] (p = 1) and MatDot codes [21]
(n = m = 1). Polynomial codes are of particular interest to us because they can be used to
solve the VCDBMM problem under the shape-preserving constraint. Given A and B, we
construct two matrices A and B as
A =

A1
A2
...
ALA

,B =
[
B1 B2 · · · BLB
]
(2.14)
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where
AB =

A1B1 A1B2 · · · A1BLB
A2B1 A2B2 · · · A2BLB
...
...
...
...
ALAB1 ALAB2 · · · ALABLB

. (2.15)
By treating each matrix as a partition in A and B, Polynomial codes can solve the
VCDBMM problem by calculating all pairs of Ai and Bj which would allow for a recovery
threshold of LALB. While such a computation strategy would clearly not be optimal for
a general VCDBMM problem, it offers a good upper bound on achievable schemes and, in
fact, performs better than some of the other codes for highly dense graphs. Additionally,
Polynomial codes are shape-preserving if the matrices are not further partitioned.
2.3.2 Lagrange Coded Computing Codes
Lagrange Coded Computing (LCC) codes [2] are a class of codes designed for distributed batch
multivariate polynomial evaluation which includes distributed batch matrix multiplication.
The name of LLC codes comes from their use of the Lagrange interpolation polynomial to
encode data.
Consider a multivariate polynomial Γ(·) of degree N and suppose we want to get the
evaluations of Γ(·) for a batch of data points z1, z2, · · · , zL. LCC codes encode the batch
using the Lagrange interpolation polynomial
Z˜(x) =
∑
i∈[L]
zi
∏
j∈[L]\{i}
(x− ζj)
(ζi − ζj) (2.16)
where ζ1, ζ2, . . . , ζL are distinct constants in F. Given distinct x1, x2, . . . , xK , the kth worker
receives Z˜(xk), evaluates Γ(Z˜(xk)), and returns the result to the fusion node. Note that
Γ(Z˜(x)) is a polynomial of degree at most N(L− 1) and thus can be fully interpolated from
N(L− 1) + 1 evaluations. Once the fusion node interpolates Γ(Z˜(x)), it can acquire Γ(zi) by
evaluating Γ(Z˜(x)) at ζi, i.e., Γ(Z˜(ζi)) = Γ(zi).
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Note that this framework allows for batch matrix multiplication by defining Γ(A,B) =
AB and letting Zi = (Ai, Bi) which makes it a bi-linear operation (N = 2). Thus, the
recovery threshold is 2(L − 1) + 1 = 2L − 1. We observe that this is a special case of the
VCDBMM problem when LA = LB = L, A = {A1, A2, . . . , AL}, B = {B1, B2, . . . , BL}, and
S = {(i, i) : i ∈ [L]}. This special case can be seen in Fig. 2.2c.
LCC codes can be used to solve the general VCDBMM problem by applying a simple
trick. Given a bipartite graph G, assign an arbitrary order to the edges from 1 to |E|. For
the ith edge in G, we create a data point (Ai, Bj) that captures the desired computation.
Thus, there are |E| data points in the batch which results in a recovery threshold of 2|E| − 1.
Similar to EP codes, we use LCC codes as a baseline to compare FCSA codes to.
2.3.3 Cross-Subspace Alignment Codes
We now describe a class of codes that are a precursor to FCSA codes: Cross-Subspace
Alignment (CSA) codes. We first mention an important lemma that we rely on heavily
throughout this thesis. This lemma is a standard result for Confluent Cauchy-Vandermonde
matrices [37] and was the building block for CSA codes [3, 38]. While similar proofs are
shown in [37,38], we provide our own brief proof for completeness.
Lemma 1. Let f1, f2, · · · , fN , x1, x2, · · · , xK be N + K distinct elements of F, with |F| ≥
N +K. Each element fi has an associated multiplicity of ui where u1 + u2 + · · ·+ uN = M .
Let M + 1 ≤ K. The following K ×K Confluent Cauchy-Vandermonde matrix is invertible
over F:
VN,K,{ui}Ni=1 ,

1
(x1−f1)u1 · · · 1x1−f1 · · · 1(x1−fN )uN · · · 1x1−fN 1 x1 · · · x
K−M−1
1
1
(x2−f1)u1 · · · 1x2−f1 · · · 1(x2−fN )uN · · · 1x2−fN 1 x2 · · · x
K−M−1
2
...
...
...
...
...
...
...
...
...
...
...
1
(xK−f1)u1 · · · 1xK−f1 · · · 1(xK−fN )uN · · · 1x1−fN 1 xK · · · x
K−M−1
K

(2.17)
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Proof. See Appendix A.1.
Intuitively, we can understand Lemma 1 in the following way. Consider the function h(x)
where
h(x) =
N∑
i=1
ui∑
j=1
ci
(fi − x)j +
K∑
i=M+1
cix
i−M−1 (2.18)
and ci are some constants. Lemma 1 states that h(x) can be uniquely interpolated in F using
the K evaluations h(xi) as long as all elements of {xi : i ∈ [K]} and {fi : i ∈ [N ]} are distinct
and the field F is sufficiently large. Thus, the coefficients ci can be extracted.
The main idea behind CSA codes is that the desired computations are encoded in the
rational terms 1
(fi−xk)r while all undesired computations (interference terms) are encoded
in the polynomial terms xrk. We now provide an example of CSA codes. Similar to LCC
codes, CSA codes are designed for the Batch Matrix Multiplication problem. As such, let
A = {A1, A2}, B = {B1, B2}, and S = {(1, 1), (2, 2)}, i.e., the goal is to compute A1B1 and
A2B2. Let f1 and f2 be unique elements in F. Consider the following encoding polynomials
A(x) = (x− f1)(x− f2)( A1
x− f1 +
A2
x− f2 ) (2.19)
= (x− f2)A1 + (x− f1)A2
B(x) =
B1
x− f1 +
B2
x− f2 . (2.20)
The transmitted matrices A˜k and B˜k are different evaluations of the previous polynomials,
i.e., A˜k = A(xk) and B˜k = B(xk) for some xk distinct from f1 and f2. As such, the result
from a worker is an evaluation of the following polynomial
A(x)B(x) =
A1B1
x− f1 +
A2B2
x− f1 + I (2.21)
where I is some arbitrary interference term. By Lemma 1, A(x)B(x) can be interpolated
using 3 evaluations and the recovery threshold of CSA codes is thus 3. In general, given L
14
Code Recovery Threshold
Polynomial LALB
LCC 2|E| − 1
CSA 2|E| − 1
FCSA Type 1 2|E| −mini∈[LA] dAi −mini∈[LB ] dBi + 1
FCSA Type 2  2|E| −mini∈[LA] dAi −mini∈[LB ] dBi + 1
Table 2.1: Recovery thresholds for shape-preserving VCDBMM codes.
pairs of matrices, CSA codes have a recovery threshold of 2L− 1. 2
Since CSA codes solve the Batch Matrix Multiplication problem, we use a similar technique
as for LCC codes and duplicate the matrices to ensure that the bipartite graph G has only
isolated edges. As such, CSA codes provide the same recovery threshold as LCC codes which
is 2|E| − 1. Despite their similar recovery threshold to LCC codes, CSA codes provide a lot
of flexibility in code design when it comes to communication and computation complexity
when the shape-preserving constraint is relaxed. Since FCSA codes are based on CSA codes,
they offer the same flexibility but require more nuanced analysis to better take advantage
of this flexibility as will be shown in Chapter 5. In the next chapter, we present the first
variant of FCSA codes that provide a better recovery threshold than Polynomial, LLC,
and CSA codes for the VCDBMM problem. Before concluding this chapter, we present
a table of recovery thresholds for FCSA codes and the relevant constructions, under the
shape-preserving constraint, in Table 2.1.
2CSA codes can have a smaller recovery threshold if the matrices are allowed to be grouped up and each
group is individually encoded using MDS codes. The recovery threshold presented only considers when there
is one group. We do this intentionally because we cannot give a definitive recovery threshold when grouping
is allowed for the VCDBMM problem. We address this issue in Chapter 5.
15
CHAPTER 3
Flexible Cross-Subspace Alignment Type 1 codes
In this chapter, we present the first variant of our codes that provide an achievable scheme to
solve the VCDBMM problem. We name these codes as Flexible Cross-Subspace Alignment
Type 1 (FCSA-T1) codes. In the following theorem, we present our coding construction and
prove that FCSA-T1 codes are within a factor of two optimal among all shape preserving
codes.
Theorem 1. Let G = (U∪V,E) be a VCDBMM bipartite graph. Assuming that |F| > |E|+K,
FCSA Type 1 codes achieve a recovery threshold of
RFCSA-T1 = 2|E| − min
i∈[LA]
(dAi )− min
i∈[LB ]
(dBi ) + 1 (3.1)
while being shape-preserving.
Conversely, the recovery threshold of this code is within a multiplicative factor of two from
the optimal recovery threshold R∗S among all shape-preserving VCDBMM codes, i.e.,
R∗S ≤ RFCSA-T1 < 2R∗S (3.2)
3.1 Achievability of Theorem 1
In this section, we prove the achievability of Theorem 1 by constructing FCSA-T1 codes that
attains the recovery threshold of RFCSA-T1.
Let G = (U ∪ V,E) be a graph representing the VCDBMM problem. Assume that every
vertex has at least one edge connected to it, i.e., no isolated vertices, otherwise we prune
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the graph of these vertices without affecting the computation goals. Additionally, assume
2|E| −mini∈[LA](dAi )−mini∈[LB ](dBi ) + 1 ≤ LALB otherwise we can use the Polynomial codes
to achieve a recovery threshold of LALB as shown in section 2.3.1.
For each edge e ∈ E, we associate a distinct element fe from F. We select K additional
distinct elements from F and represent them as x1, x2, . . . , xK . Recall that EA(i) (EB(j)) is
the set of edges adjacent to the left vertex i (right vertex j). Let us define
ai(x) =
∏
e∈EA(i)
(x− fe), (3.3)
bj(x) =
∏
e∈EB(j)
(x− fe). (3.4)
Note that the degrees of the polynomials ai(x) and bj(x) are deg(ai(x)) = d
A
i and
deg(bj(x)) = d
B
j . Additionally, we observe that ai(x) and bj(x) can share at most one root
which is f(i,j). We also define
ΘT1(x) =
∏
e∈E
(x− fe). (3.5)
Source A uses the following polynomial to encode the matrices
AT1(x) = Θ(x)
LA∑
i=1
1
ai(x)
Ai.
Similarly, Source B uses
BT1(x) =
LB∑
j=1
1
bj(x)
Bj.
For the kth worker node, the source nodes transmit the evaluations of the encoding polynomial
at xk, i.e A˜k = A
T1(xk) and B˜k = B
T1(xk). We now drop the subscript on xk for ease of
notation.
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The resulting computation from a worker is thus an evaluation of the function
AT1(x)T1B(x) = ΘT1(x)(
LA∑
i=1
1
ai(x)
Ai)(
LB∑
j=1
1
bj(x)
Bj) (3.6)
=
LA∑
i=1
LB∑
j=1
ΘT1(x)
ai(x)bj(x)
AiBj (3.7)
=
∑
(i,j)/∈E
∏
e∈E˜i,j
(x− fe)AiBj +
∑
(i,j)∈E
∏
e∈E˜i,j
(x− fe)
(x− f(i,j))AiBj (3.8)
where E˜i,j = {e : e ∈ E, e /∈ EA(i), e /∈ EB(j)}. The first term in (3.8) corresponds to the
undesired computations, i.e., (i, j) /∈ E, and the second term in (3.8) corresponds to the
desired computations, i.e (i, j) ∈ E.
We observe that the first term in (3.8) is a polynomial in x with degree max(i,j)/∈E |E˜i,j|.
It is clear from context that for (i, j) /∈ E then |E˜i,j| = |E| − (dAi + dBj ). Therefore, the first
term creates a polynomial of degree |E| −min(i,j)/∈E(dAi + dBj ).
Now, let us consider the second term in (3.8). By the rules of partial fraction decomposition,
we expand the product ∏
e∈E˜i,j
(x− fe)
(x− fi,j)AiBj (3.9)
into a weighted sum
(
ζ−1
(x− fi,j) + ζ0 + ζ1x+ · · ·+ ζ|E˜i,j |−1x
|E˜i,j |−1)AiBj (3.10)
for some constants {ζk}. By the polynomial remainder theorem, we have that ζ−1 6= 0 since∏
e∈E˜i,j(f(i,j) − fe) 6= 0. Given (i, j) ∈ E, it is obvious that |E˜i,j| = |E| − (dAi + dBj ) + 1.
Therefore, the expression in Eq. (3.9) produces a single rational term and a polynomial of
degree |E| − (dAi + dBj ). Thus, the second term in Eq. (3.8) produces a polynomial of degree
|E| −min(i,j)∈E(dAi + dBj ).
Combining the two expressions in (3.8) results in |E| rational terms and a polynomial
with degree |E| −min(i,j)∈[LA,LB ](dAi + dBj ) = |E| −mini∈[LA](dAi ) −mini∈[LB ](dBi ). Let T =
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|E| −mini∈[LA](dAi )−mini∈[LB ](dBi ). Thus, we write (3.8) as
AT1(x)BT1(x) =
∑
(i,j)∈E
ζi,j
(x− f(i,j))AiBj +
T∑
r=0
Irx
r (3.11)
for some non-zero constants {ζi,j : (i, j) ∈ E} and interference terms {Ir : r ∈ {0, 1, . . . , T}}.
By Lemma 1, AT1(x)BT1(x) can be interpolated from 2|E|−mini∈[LA](dAi )−mini∈[LB ](dBi )+
1 evaluations. As such, we acquire the scaled versions of {AiBj : (i, j) ∈ S} which can be
easily re-scaled to extract the desired computation. Thus, we prove the achievability of the
recovery threshold RFCSA-T1.
3.2 Complexity Analysis of FCSA-T1 codes
Computational and Communication Complexity: Since FCSA-T1 codes are shape-
preserving codes, we quickly ascertain that the upload costs are UA = αβ and UB = βγ and
the download cost is DC = αγ. Additionally, the computational complexity at each worker is
O(αβγ).
Encoding and Decoding Complexity: Encoding the matrices A˜k for k ∈ [K] involves
scaling LA matrices with αβ elements each and adding them up. For each matrix Ak, this
requires a complexity of O(LAαβ). Thus, the overall encoding complexity at source A is
O(KLAαβ). Similarly, the overall encoding complexity at source B is O(KLBβγ)
The decoding complexity involves inverting a RFCSA-T1 × RFCSA-T1 confluent Cauchy-
Vandermonde matrix for which the best known algorithm is O˜(RFCSA-T1 log2RFCSA-T1) [39,40].
This inversion is performed for all αγ symbols in the output. Since re-scaling the matrices
takes negligible time, the total decoding complexity is O˜(αγ ·RFCSA-T1 log2RFCSA-T1).
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3.3 Converse Lower Bound for VCDBMM
Now, we prove the converse lower bound demonstrating that FCSA-T1 codes are within
a factor of two optimal among shape-preserving VCDBMM codes. To prove this, we first
note that RFCSA-T1 ≤ 2|E|. As such, it is sufficient to show that |E| ≤ R∗G to guarantee
RFCSA-T1 ≤ 2R∗G. We prove this in the following Lemma.
Lemma 2. Given a VCDBMM bipartite graph G = (U ∪ V,E), |E| ≤ R∗G.
Proof. First, we note that the problem definition specifies that the computation strategy has
to work for all A and B, as long as the field F is sufficiently large. We can thus prove the
lower bound by constraining A and B to a certain class of matrices and providing a lower
bound for this class.
Assume that elements of A and B are from a finite field of size q, i.e., Fq. Consider a
matrix B ∈ Fβ×LBγq that is constructed by horizontally concatenating all the matrices in B,
i.e., B =
[
B1 B2 · · · BLB
]
. We assume that the matrices in B are chosen such that B is
a tall matrix (i.e., β > LBγ) and that B is full rank. Let B be fixed.
Let all the matrices in A be uniformly sampled from Fα×βq . As such, we treat the symbols
in AiBj as random variables that are uniformly distributed on Fα×γq . For a fixed i ∈ [LA],
the computation AiBj is a sub-matrix of AiB. By the full rank property of B, AiBj are
independent random variables for all i ∈ [LA] and j ∈ [LB]. Therefore, the entropy of the
desired computations is H({AiBj : (i, j) ∈ S}) = |S|αγ log2 q = |E|αγ log2 q. To reconstruct
this set of random variables, the fusion node needs at least |E|αγ log2 q bits. By the shape-
preserving constraint, each worker only provides αγ log2 q bits to the fusion node. Using a
cut-set bound argument, the fusion node needs at least |E| responses from the workers to
reconstruct {AiBj : (i, j) ∈ S} which completes the proof.
Remark. We note that the proof of Lemma 2 relied on the assumption that the input matrices
come from a finite field to provide a general lower bound across all input matrices. In general,
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constraining the class of input matrices provides additional information for which a better
code can be constructed. Conversely, this also means that the bound found in Lemma 2 need
not necessarily be tight for all input fields. For example, authors in [22] determined two lower
bounds for EP codes, one for general fields and one for finite fields. The bound for finite
fields was much lower than for general input fields which was shown to be reachable by [30]
where authors use the properties of conjugates in finite fields to reduce the recovery threshold.
As such, we speculate that the bound for VCDBMM can be further refined by constraining
parts of the system and consider it a interesting future research topic.
3.4 FCSA-T1 Performance on GLA,LB ,p
We are proposing FCSA-T1 codes as a general solution for a wide-variety of VCDBMM
problem instances. As such, we wish to demonstrate the average performance of FCSA-T1
codes on the ensemble GLA,LB ,p. We primarily focus on the average improvement offered by
FCSA-T1 codes over naive applications of previous solutions, i.e., CSA codes. Therefore,
we define the average improvement as E[RNaive − RFCSA-T1] where RNaive is the recovery
threshold of either LCC or CSA codes, i.e., E[RNaive = 2|E| − 1. In the following theorem,
we demonstrate that the average improvement has an asymptotic growth rate that is at least
linear in the number of vertices.
Lemma 3. For a fixed 0 < p < 1, the average improvement for graphs in the ensemble
GLA,LB ,p has a linear growth rate in terms of the number of vertices. Specifically,
E[RNaive −RFCSA-T1] = E[ min
i∈[LA]
dAi + min
i∈[LB ]
dBi ] = Ω(LA + LB). (3.12)
Proof. See Appendix A.2.
To confirm Lemma 3, we provide simulations for the average improvement. In Fig. 3.1,
we simulate the average improvement across varying LA for different values of p with LB = 5.
For all values of p, we notice a clear linear trend as stated by Lemma 3. We can also see
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Figure 3.1: Shows the average improvement for the recovery threshold using FCSA-T1 codes
across varying LA, fixed values for p, and LB = 5.
that the improvement gets better for larger values of p. Both of these trends indicate that
FCSA-T1 codes provide better improvement for denser graphs.
We also simulate the average improvement across various graph ensembles with the same
average number of edges. By keeping the average number of edges the same, all the ensembles
have the same lower bound for the optimal recovery threshold guaranteed by Lemma 2. The
plot in Fig. 3.2 shows the average improvement for various (LA, LB) pairs where LALB
is kept constant. From the plot, we note that the best improvement happens for the pair
(1000, 5) and the worst improvement happens for (100, 50). We speculate that this trend
occurs because the pair (1000, 5) allows for a large concentration of edges on right vertices
which indicate that these matrices are re-used in many computations. FCSA-T1 codes provide
a large improvement due to this redundancy in computation. On the other hand, the (100, 50)
pair allows for less concentration of edges which limits the improvement by FCSA-T1 codes.
This may indicate that either the naive coding solutions may already be close to optimal for
these sparse computation graphs or that FCSA-T1 codes do not take full-advantage of the
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Figure 3.2: Shows the average improvement for the recovery threshold using FCSA-T1 codes
across varying p and fixed pairs of (LA, LB).
redundancy in computations. While the first statement may be true for extremely sparse
graphs, in the next chapter we demonstrate how to enhance FCSA-T1 codes to further reduce
the recovery threshold.
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CHAPTER 4
Flexible Cross-Subspace Alignment Type 2 codes:
Improved Recovery Threshold by Optimization
In this chapter, we demonstrate how to improve the recovery threshold of the FCSA-T1 codes
at the cost of increased encoding and decoding complexity. We designate these new codes as
FCSA Type 2 (FCSA-T2) codes. To create FCSA-T2 codes, we propose a general class of
shape-preserving VCDBMM codes and use a mixed-integer program in order to select a code
with the minimum recovery threshold.
4.1 Motivating Example
Consider the following bi-adjacency matrix of a bipartite graph G:
MG =
1 1
0 1

Assume that f1,1, f1,2, f2,1 are unique elements from F. We construct FCSA-T1 codes by the
following encoding polynomials
ΘT11 (x) = (x− f(1,1))(x− f(1,2))(x− f(2,1)), (4.1)
AT11 (x) = Θ
T1
1 (x)(
A1
(x− f(1,1))(x− f(1,2)) +
A2
(x− f(2,1))), (4.2)
BT11 (x) =
B1
(x− f(1,1)) +
B2
(x− f(1,2))(x− f(2,1)) (4.3)
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where
AT11 (x)B
T1
1 (x) =
ζ(1,1)
(x− f(1,1))A1B1 +
ζ(1,2)
(x− f(1,2))A1B2 +
ζ(2,1)
(x− f(2,1))A2B1 + I0 + I1x (4.4)
for some non-zero constants ζ(1,1), ζ(1,2), ζ(2,1) and interference terms I0,I1. Intuitively, we
see that FCSA-T1 codes aim to align each desired computation to its own unique linear
sub-space and that everything else is thrown into the interference terms. Such an approach
can be considered edge-centric since each edge of the VCDBMM problem is assigned its own
sub-space and the sub-spaces are not allowed to interfere with each other. While this allows
for quick retrieval of the desired computations after interpolating the polynomial, it is not
the best approach to improve the recovery threshold.
Now, let f1, f2 be unique elements from F which we associate to A1 and A2. Consider the
following encoding polynomials
ΘT21 (x) = (x− f1)2(x− f2), (4.5)
AT21 (x) = Θ
T2
1 (x)(
A1
(x− f1)2 +
A2
(x− f2)), (4.6)
BT21 (x) =
B1
(x− f1)2 +
B2
(x− f2)(x− f1) . (4.7)
Now, consider
AT21 (x)B
T2
1 (x) =
(x− f2)
(x− f1)2A1B1 +
1
(x− f1)A1B2 +
(x− f1)
(x− f2)A2B2 + A2B1 (4.8)
which can be expanded by partial fraction decomposition into
AT21 (x)B
T2
1 (x) =
ζ0
(x− f1)2A1B1 +
1
(x− f1)(ζ1A1B1 + ζ2A1B2) +
ζ3
(x− f2)A2B2 + I0 (4.9)
for non-zero constants ζ0, ζ2, ζ3, constant ζ1, and interference term I0. Since ζ0, ζ2, ζ3 are
non-zero, we easily extract A1B1, A1B2,and A2B2 after interpolating the function which only
requires 4 evaluations. In this example, we designated a sub-space for each left vertex such
that all computations associated with the vertex have their own sub-space. For our codes,
the sub-spaces are the powers of the rational terms. In the above example, the first sub-space
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was for the rational terms related to 1
(x−f1)2 and
1
(x−f1) and the second sub-space was for the
rational term 1
(x−f2) . This code is accomplished by assigning an element to each left vertex
and determining the power associated to each edge. We consider this as a vertex-centric
approach which assigns the computations associated to a vertex into one subspace instead of
just one edge. This has been an example of FCSA-T2 codes.
To demonstrate how the power assignment can affect the recovery threshold, consider the
following encoding polynomials
ΘT22 (x) = (x− f1)2(x− f2), (4.10)
AT22 (x) = Θ
T2
2 (x)(
A1
(x− f1)2 +
A2
(x− f2)), (4.11)
BT22 (x) =
B1
(x− f1) +
B2
(x− f2)(x− f1)2 . (4.12)
Note that only difference is that the denominators in BT22 (x) are different. Now, consider
AT22 (x)B
T2
2 (x) =
(x− f2)
(x− f1)A1B1 +
1
(x− f1)2A1B2 +
1
(x− f2)A2B2 + (x− f1)A2B1 (4.13)
which can be expanded by partial fraction decomposition into
AT22 (x)B
T2
2 (x) =
ζ0
(x− f1)2A1B1 +
1
(x− f1)(ζ1A1B1 + ζ2A1B2) +
ζ3
(x− f2)A2B2 + I0 + I1x
(4.14)
for non-zero constants ζ0, ζ2, ζ3, constant ζ1, and interference terms I0, I1. Again, we extract
A1B1, A1B2, and A2B2 from the function by a similar argument as in the last example. But,
this function requires 5 evaluations to be fully interpolated. As such, the power assignment
greatly affects the recovery threshold of the code.
In the next section, we formally define FCSA-T2 codes and demonstrate how to construct
the codes using the power assignments.
4.2 Construction of FCSA-T2 Codes
First, we define the left power assignment matrix which we use to construct FCSA-T2 codes.
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Definition 1. P is a left power assignment matrix for a graph G if it satisfies the following
conditions:
• Given a tuple (i, j), MGi,j = 0 =⇒ Pi,j = 0.
• Given a tuple (i, j), MGi,j = 1 =⇒ Pi,j ∈ {1, 2, . . . , dAi }.
• Given a tuple (i, j, k) where j 6= k, if Pi,j 6= 0 and Pi,k 6= 0 then Pi,j 6= Pi,k for j 6= k .
Note that we can similarly define a right power assignment matrix if we flip the graph
such that the right vertices becomes left vertices and vice-versa. As such, we focus purely on
constructing codes using left power assignment matrices. Thus, whenever we mention power
assignment matrices, we are referring to left power assignments matrices.
Given a power assignment matrix P , we show how to construct a VCDBMM code with a
well-defined recovery threshold. This is characterized by the following theorem.
Theorem 2. Let G = (U ∪ V,E) be a VCDBMM bipartite graph and let P be a power
assignment matrix. Assuming that |F| > LA + K, FCSA Type 2 codes achieve a recovery
threshold of
RFCSA-T2 = 2|E| − min
i∈[LA]
(dAi )− min
j∈[LB ]
(
LA∑
i=1
Pi,j) + 1 (4.15)
while being shape-preserving.
Proof. To prove this theorem, we now construct FCSA-T2 codes. The construction follows a
similar logical flow as for FCSA-T1 codes with some key differences.
For each left vertex i ∈ [LA], we associate a distinct element fi from F. We select K
additional distinct elements from F and represent them as x1, x2, . . . , xK . Recall that NA(i)
(NB(j)) is the set of vertices adjacent to the left vertex i (right vertex j).
Given an edge (i, j) ∈ E, we define
∆i,j(x) =
∏
r/∈NB(j)
(x+ (fi − fr))dAr
∏
r∈NB(j)\{i}
(x+ (fi − fr))dAr −Pr,j =
Di,j∑
l=0
ζi,j,lx
l (4.16)
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where Di,j is the degree of ∆i,j(x) and ζi,j,l, l ∈ {0, 1, . . . , Di,j} are the coefficients of ∆i,j(x).
We observe that
Di,j =
∑
r/∈NB(j)
dAr +
∑
r∈NB(j)\{i}
dAr −
∑
r∈NB(j)\{i}
Pr,j (4.17)
=
∑
r∈[LA]
dAr − dAi −
∑
r∈NB(j)\{i}
Pr,j (4.18)
= |E| − dAi −
LA∑
r=1
Pr,j + Pi,j (4.19)
where Eq. (4.19) uses the fact that Pi,j = 0 for (i, j) /∈ E.
Let us define
ai(x) = (x− fi)dAi , (4.20)
bj(x) =
∏
i∈NB(j)
(x− fi)Pi,j (4.21)
Note that the degrees of the polynomials of ai(x) and bj(x) are deg(ai(x)) = d
A
i and
deg(bj(x)) =
∑LA
i=1 Pi,j since Pi,j = 0 for (i, j) /∈ E. Additionally, note that ai(x) and bj(x)
only share a root if (i, j) ∈ E and that root is fi.
We define
ΘT2(x) =
∏
i∈[LA]
(x− fi)dAi =
∏
i∈[LA]
ai(x). (4.22)
Note that the polynomial degree of Θ(x) is
∑
i∈[LA] d
A
i = |E|.
Source A uses the following polynomial to encode the matrices
AT2(x) = ΘT2(x)
LA∑
i=1
1
ai(x)
Ai.
Similarly, Source B uses
BT2(x) =
LB∑
j=1
1
bj(x)
Bj.
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For the kth worker node, the source nodes transmit the evaluations of the encoding
polynomial at xk, i.e A
T2(xk) and B
T2(xk). We now drop the subscript on xk for ease of
notation.
The resulting computation from a worker is then an evaluation of the polynomial
AT2(x)BT2(x) = ΘT2(x)(
LA∑
i=1
1
ai(x)
Ai)(
LB∑
j=1
1
bj(x)
Bj) (4.23)
=
LA∑
i=1
LB∑
j=1
ΘT2(x)
ai(x)bj(x)
AiBj =
LA∑
i=1
LB∑
j=1
∏
r∈[LA]\{i} ar(x)
bj(x)
AiBj (4.24)
=
∑
(i,j)/∈E
∏
r/∈NB(j)\{i}
(x− fr)dAr
∏
r∈NB(j)
(x− fr)dAi −Pr,jAiBj
+
∑
(i,j)∈E
∏
r/∈NB(j)
(x− fr)dAr
∏
r∈NB(j)\{i}
(x− fr)dAr −Pr,j AiBj
(x− fi)Pi,j . (4.25)
The first sum in (4.25) corresponds to the undesired computations, i.e., (i, j) /∈ E, and the
second sum in (4.25) corresponds to the desired computations, i.e (i, j) ∈ E.
We observe that the first sum in (4.25) is a polynomial in x with degree max(i,j)/∈E |E| −
dAi −
∑LA
k=1 Pk,j. To see this, note that ai(x)bj(x) has a degree of d
A
i +
∑LA
k=1 Pk,j. Since
(i, j) /∈ E, ai(x) and bj(x) do not share any roots. Thus, Θ(x)ai(x) must share the roots of bj(x)
at an equal or higher multiplicity and the resulting polynomial from Θ(x)
ai(x)bj(x)
must be a
polynomial of degree |E| − (dAi +
∑LA
k=1 Pk,j). By taking the maximum over all (i, j) /∈ E, we
conclude the degree is max(i,j)/∈E |E| − dAi −
∑LA
k=1 Pk,j.
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Now, let us consider the second sum in Eq. (4.25). Given a tuple (i, j) ∈ E, we write
∏
r/∈NB(j)
(x− fr)dAr
∏
r∈NB(j)\{i}
(x− fr)dAr −Pr,j AiBj
(x− fi)Pi,j (4.26)
=
∏
r/∈NB(j)
((x− fi) + (fi − fr))dAr
∏
r∈NB(j)\{i}
((x− fi) + (fi − fr))dAr −Pr,j AiBj
(x− fi)Pi,j (4.27)
=
∆i,j(x− fi)
(x− fi)Pi,j AiBj (4.28)
= (
ζi,j,0
(x− fi)Pi,j +
ζi,j,1
(x− fi)Pi,j−1 + · · ·+
ζi,j,Pi,j−1
(x− fi)
+ ζi,j,Pi,j + ζi,j,Pi,j+1x+ · · ·+ ζi,j,Di,jxDi,j−Pi,j)AiBj (4.29)
where Eq. (4.28) comes from the definition of ∆i,j(x). We thus claim that the sec-
ond expression in Eq. (4.25) results in Pi,j rational terms and a polynomial of degree
max(i,j)∈E(Di,j − Pi,j) = max(i,j)∈E |E| − dAi −
∑LA
k=1 Pk,j.
Let T = |E| − mini∈[LA](dAi ) − mini∈[LB ](
∑LA
k=1 Pk,j). Applying the expression from Eq.
(4.29) and combining the two expressions in (4.25), we arrive at the following equation
AT2(x)BT2(x) =
∑
(i,j)∈E
1
(x− fi)Pi,j
∑
r∈NA(i):Pi,r≥Pi,j
ζi,r,Pi,r−Pi,jAiBr +
T∑
r=0
Irx
r (4.30)
where {Ir : r ∈ {0, 1, . . . , T}} are arbitrary interference terms.
By Lemma 1, AT2(x)BT2(x) can be interpolated from 2|E|−mini∈[LA](dAi )−mini∈[LB ](
∑LA
k=1 Pk,j)+
1 evaluations and we can acquire the coefficients associated with the rational and polynomial
terms. Now, we show that {AiBj : (i, j) ∈ S} can be extracted from the coefficients of
AT2(x)BT2(x).
We observe that in Eq. (4.30) the coefficients of the rational terms with a pole at fi
contain only the computations where Ai is involved in. As such, we fix the index i and focus
on the subspace generated by the powers of 1
(x−fi) . For convenience, let d = d
A
i . We define the
ordered index set j1, j2, . . . , jd for the non-zero values of Pi,j where ja < jb ⇐⇒ Pi,a < Pi,b.
Note that Pi,j1 = 1 and Pi,jd = d. We can write the rational terms associated with the root
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fi as follows
d∑
s=1
1
(x− fi)Pi,js
d∑
r=s
ζi,j,r−sAiBjr . (4.31)
Let Ys =
∑d
r=s ζi,j,r−sAiBr. In matrix notation, we write Ys as

Y1
Y2
...
Yd

=

ζi,j1,0 ζi,j2,1 ζi,j3,2 . . . ζi,jd,d−1
ζi,j2,0 ζi,j3,1 . . . ζi,j1,d
. . .
...
...
ζi,jd−1,0 ζi,jd−1,1
ζi,jd,0

︸ ︷︷ ︸
Vi

AiBj1
AiBj2
...
AiBjd

. (4.32)
To extract the desired computations, we need to show that Vi is invertible. Since Vi is
an upper-triangular matrix, it is sufficient to show that all elements along the diagonal are
non-zero. This is clearly true since
ζi,j,0 = ∆i,j(0) =
∏
r/∈NB(j)
(fi − fr)dAr
∏
r∈NB(j)\{i}
(fi − fr)dAr −Pr,j 6= 0. (4.33)
Thus, we have constructed FCSA-T2 codes that achieve the desired recovery threshold
which completes the proof.
Now that we have shown how to construct FCSA-T2 codes, we provide the left power
assignment matrices for the examples in the previous section which are
PT21 =
1 2
0 1
 , PT22 =
2 1
0 1
 .
Remark. Since FCSA-T2 codes are also shape-preserving codes, we can clearly apply Lemma
2 to FCSA-T2 codes and claim that they are within a factor of two optimal for all power
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arg max
pi,j
min
j∈[LB ]
(
LA∑
i=1
pi,j) (4.34a)
s.t. pi,j = 0, (i, j) /∈ E, (4.34b)
pi,j ∈ {1, 2, . . . , dAi }, (i, j) ∈ E, (4.34c)
pi,j 6= pi,k, j 6= k , (i, j) , (i, k) ∈ E, (4.34d)
pi,j : Power associated to edge (i, j)
Figure 4.1: Optimization problem for power assignment matrix of FCSA-T2 codes.
assignment matrices P . This indicates that there may exist codes that have a better optimality
gap and FCSA-T2 codes is a good first attempt at achieving them.
Additionally, FCSA-T2 codes have a lighter constraint on the size of the field, requiring
only that |F| > LA +K while FCSA-T1 codes require |F| > |E|+K. Since LA < |E|, FCSA-
T2 codes enjoy the benefits of using a smaller field size such as the reduction in complexity of
arithmetic operations.
4.3 Optimization of FCSA-T2 codes
Now that we have shown how to construct FCSA-T2 codes from a power assignment matrix P ,
we need to optimize P to minimize the recovery threshold as much as possible. To accomplish
this, we formulate the problem as a mixed-integer linear program for which there are many
known solvers for [41, 42].
As shown in Eq. (4.15), the recovery threshold is 2|E|−mini∈[LA](dAi )−minj∈[LB ](
∑LA
i=1 Pi,j).
To improve the recovery threshold, we need to find the optimal P that maximizes minj∈[LB ](
∑LA
i=1 Pi,j)
while still being a power assignment matrix. Using the definition of P , we define our opti-
mization problem in Fig. 4.1. In its current form, the optimization problem is impractical to
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solve which requires a re-formulation.
We can reformulate the program in Fig. 4.1 into a zero-one linear program where the only
integer variables are binary. To do this, we note that pi,j ∈ {1, 2, . . . , dAi } can be replaced
by pi,j =
∑dAi
k=1 k · yi,j,k where yi,j,k are binary 0-1 variables indicating that pi,j has the value
of k. To ensure that pi,j takes on one of these values, we set 1 =
∑dAi
k=1 yi,j,k for (i, j) ∈ E.
Additionally, we handle the not-equals constraint in Fig. 4.1 by adding the constraint
1 =
∑dAi
j=1 yi,j,k, i ∈ [LB], k ∈ {1, 2, . . . , dAi }. Thus, the final reformulated mixed-integer
linear program is shown in Fig. 4.2.
It is well known that mixed-integer programming is generally NP-hard. Therefore, to our
knowledge, the best approach to get an optimal solution for Fig. 4.2 is applying a branch and
cut methodology [43]. In subsequent sections, we use the mixed integer optimization solver
coin-or cbc that uses branch and cut methods [42]. While applying this general approach is
sufficient for small bipartite graphs, applications of FCSA-T2 codes to large graphs requires
specialized optimization techniques which is a possible focus for future study.
4.4 Complexity Analysis of FCSA-T2 codes
Computational and Communication Complexity: Since FCSA-T2 codes are shape-
preserving codes, we have the upload costs as UA = αβ and UB = βγ and the download cost
as DC = αγ. Additionally, the computational complexity at each worker is O(αβγ).
Encoding and Decoding Complexity: The encoding complexity depends on whether
the optimization of P is performed offline or online. If performed offline, the encoding
complexity is the same as for FCSA-T1 codes which is O(KLAαβ) for Source A and
O(KLBβγ) for Source B. If performed online, the encoding complexity is dominated by the
time needed to optimize for P which requires further study into the mixed-integer linear
program that we presented. There are a plethora of techniques left that can be used to speed
up the optimization [44].
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arg max
pi,j, yi,j,k, z
z (4.35a)
s.t. z ≤
LA∑
i=1
pi,j, j ∈ [LB], (4.35b)
pi,j = 0, (i, j) /∈ E, (4.35c)
pi,j =
dAi∑
k=1
k · yi,j,k, (i, j) ∈ E, (4.35d)
1 =
dAi∑
k=1
yi,j,k, (i, j) ∈ E, (4.35e)
1 =
dAi∑
j=1
yi,j,k, i ∈ [LB], k ∈ {1, 2, . . . , dAi }, (4.35f)
z ∈ R, pi,j ∈ R, (4.35g)
yi,j,k ∈ {0, 1}, (i, j) ∈ E, k ∈ {1, 2, . . . , dAi }, (4.35h)
pi,j : Power associated to edge (i, j) ,
yi,j,k : Binary indicator that edge (i, j) has power k
Figure 4.2: Linear Binary Optimization program for FCSA-T2 codes. This is a reformulation
of the program in Fig. 4.2.
The decoding complexity involves two steps. First is inverting a RFCSA-T2 × RFCSA-T2
confluent Cauchy-Vandermonde matrix which is the same step as for FCSA-T1 codes. As
for FCSA-T1 codes, this step has a complexity of O˜(αγ · RFCSA-T2 log2RFCSA-T2). The
second step involves inverting LA upper triangular matrices of sizes {dAi : i ∈ [LA]}. A
standard forward substitution algorithm can invert an upper-triangular matrix of size d using
O(d2) operations. As such, inverting all the upper-triangular matrices has a complexity of
O(∑i∈[La](dAi )2) ≤ O((LA)3). Hence, the overall decoding complexity is upper-bounded by
O˜(αγ ·RFCSA-T2 log2RFCSA-T2 + (LA)3).
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4.5 FCSA-T2 performance on GLA,LB ,p
Similar to FCSA-T1 codes, we demonstrate the average improvement allowed by FCSA-
T2 codes for random bipartite graphs. Recall that the average improvement is defined as
E[RNaive − RFCSA-T1] where RNaive is the recovery threshold of either LCC or CSA codes.
While we cannot give a definitive growth rate, we note that FCSA-T2 must perform at least
as well as FCSA-T1 codes. As such, the average improvement must at least grow linearly
in terms of the number of vertices as shown in Lemma 3. To provide the best improvement
for FCSA-T2 codes, we run the optimization program over left and right power assignment
matrices and choose the best recovery threshold among the two.
Similar to the simulations of FCSA-T1 codes, we provide simulations for the average
improvement for various scenarios. The first scenario is simulating the average improvement
across varying LA for different values of p with LB = 5. We plot the improvement for both
Type 1 and Type 2 codes. The results of this experiment can be seen in Fig. 4.3. The first
thing we notice is that clearly FCSA-T2 codes outperform FCSA-T1 codes for all scenarios,
in terms of the recovery threshold. Interestingly, the average improvement grows linearly
in terms of the number of vertices for both Type 1 and Type 2 codes. We also note how
the gap between Type 1 and Type 2 grows wider for increasing values of LA and p. This
indicates that FCSA-T2 codes better utilize the redundancy in computation to further reduce
the recovery threshold.
Our second simulation scenario demonstrates the average improvement for different graph
ensembles with the same expected number of edges. By keeping the average number of edges
the same, all the ensembles have the same lower bound for the optimal recovery threshold as
guaranteed by Lemma 2. As such, we simulate the performance over graph ensembles GLA,LB ,p
with fixed pairs of (LA, LB) where LALB is kept constant. The results of this simulation can
be found in 4.4. Again, we plot the improvement for both Type 1 and Type 2 codes. Similar to
the previous scenario, FCSA-T2 codes have the best recovery threshold with the gap widening
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Figure 4.3: Shows the average improvement for the recovery threshold using both FCSA-T1
and FCSA-T2 codes across varying LA, fixed values for p, and LB = 5.
as the graph becomes denser. We note that the (100, 5) pair has the best improvement while
the (25, 20) pair has the worst improvement. We speculate a similar rationale as for FCSA-T1
codes that the pair (25, 20) allows for less concentration of computations on a single vertex
which reduces the redundancy it can be used for. These simulations suggest that there may
be a graph construct that provides better bounds for the optimal recovery threshold.
Finally, we present the average recovery thresholds for FCSA-T1 codes, FCSA-T2 codes,
and the codes described in chapter 2 to demonstrate how FCSA codes better approach
the optimal lower bound as shown in Lemma 2. We take the lower bound as the average
number of edges in the graph, i.e., LALBp. In Fig. 4.5, we demonstrate the average recovery
thresholds for a similar scenario as in Fig. 4.3 where LA is varying while LB and p are fixed.
Observe that as the number of vertices increases, FCSA codes perform strictly better than
Polynomial, LCC, and CSA codes. Additionally, we see that FCSA-T2 codes get much closer
to the optimal lower bound. In Fig. 4.6, we demonstrate the recovery threshold using a
similar scenario to Fig. 4.4 where p is varying while LA and LB are fixed. We see here that
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Figure 4.4: Shows the average improvement for the recovery threshold using both FCSA-T1
and FCSA-T2 codes across varying p and fixed pairs of (LA, LB).
Polynomial codes have a fixed recovery threshold regardless of the value of p which is simply
LALB. As p increases, Polynomial codes will eventually have the lowest recovery threshold
and will attain the optimal lower bound when p = 1. Before that cross-over point, FCSA
codes have a much smaller recovery threshold than all the other codes. Additionally, we see
that the gap between FCSA codes and LCC or CSA codes gets much wider as p increases,
as shown in the previous experiments. While both of these graphs demonstrate how FCSA
codes strictly improve on the recovery threshold in comparison to the other codes, we still
see that the gap between FCSA codes and the optimal lower bound diverges as the graph
gets larger or denser. As discussed in the previous experiments, further research is required
to determine whether this gap is insurmountable or not.
37
Figure 4.5: Recovery Threshold for different VCDBMM codes given varying values of LA
with LB = 5 and p = 0.3.
Figure 4.6: Recovery Threshold for different VCDBMM codes given varying values of p with
LA = 100 and LB = 5.
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CHAPTER 5
Upscaling by Grouping
Consider a scenario where the matrices in A and B are sufficiently small such that the
computation complexity at each worker is small. In this case, the major bottle-neck is
the number of responses that the fusion node needs to receive since some workers may be
stragglers. In [3], researchers grouped the matrix computations such that each group was
separately encoded using Cauchy encoding and summed up the resulting computations in
each worker node. This results in increased upload cost and computation complexity while
decreasing the recovery threshold without affecting the download cost. We can apply a
similar grouping as [3] within the framework of the VCDBMM problem. We demonstrate
how grouping can be applied to both variants of FCSA codes.
The grouping in [3] can be represented by an edge partition of G. Recall that an edge
partition GP = {G1 = (U1 ∪ V1, E1), G2 = (U2 ∪ V2, E2), . . . , GQ = (UQ ∪ VQ, EQ)} is a
collection of Q sub-graphs with Ei ∩ Ej = ∅, ∀i, j ∈ [Q] and ∪q∈[Q]Eq = E. We can consider
each sub-graph as a grouping of computations. Additionally, recall that N qA(i) is the set of
adjacent vertices to the left vertex i within the sub-graph Gq with d
A
i,q = |N qA(i)|. Similarly,
N qB(j) is the set of adjacent vertices to the right vertex j within the sub-graph Gq with
dBj,q = |N qB(j)|.
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5.1 Grouping with FCSA codes
We first demonstrate grouping using FCSA-T1 codes which are easier to apply grouping
to. The recovery threshold and computational complexity trade-off is characterized by the
following theorem.
Theorem 3. Let G = (U ∪ V,E) be a VCDBMM bipartite graph. Let GP = {G1 =
(U1 ∪ V1, E1), G2 = (U2 ∪ V2, E2), . . . , GQ = (UQ ∪ VQ, EQ)} be an edge partition of G where
the number of partitions is Q. Assume that |F| > |E|+ K. Given GP , Grouped FCSA-T1
(GFCSA-T1) codes can achieve a recovery threshold of
RGFCSA-T1 = |E|+ max
q∈[Q]
(|Eq| −min
i∈Uq
dAi,q −min
j∈Vq
dBj,q) + 1 (5.1)
with worker complexity O(Q · αβγ) while keeping the exact same download costs DC as with
no grouping.
Proof. To prove Theorem 3, we now construct Grouped FCSA-T1 codes.
For each edge e ∈ E, we associate a distinct element fe from F. We select K additional
distinct elements from F and represent them as x1, x2, . . . , xK . We assume that all G ∈ GP
are pruned of all isolated vertices.
First, we create individual FCSA-T1 codes for each sub-graph Gq using the elements
{fe : e ∈ E}. Hence, we create encoding polynomials AT1q (x) and BT1q (x) for each Gq using
the construction of FCSA-T1 codes as defined in chapter 3.
For the kth worker, we construct A˜k and B˜k as
A˜k =
[
AT11 (xk) A
T1
2 (xk) · · · AT1Q (xk)
]
, B˜k =

BT11 (xk)
BT12 (xk)
...
BT1Q (xk)

(5.2)
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where A˜k ∈ Fα×Qβ and B˜k ∈ FQβ×Qγ. Thus, the output C˜k at the kth worker is
C˜k = A˜kB˜k =
Q∑
q=1
AT1q (xk)B
T1
q (xk) , C(xk). (5.3)
Note that C˜k ∈ Fα×γ so the download cost is DC = αγ. Additionally, the complexity of
multiplying A˜k and B˜k is O(Q · αβγ). We now drop the subscript k in xk.
Recall from Eq. 3.11 that
AT1q (x)B
T1
q (x) =
∑
(i,j)∈Eq
ζi,j
(x− f(i,j))AiBj +
Tq∑
r=0
Irx
r (5.4)
where {Ir : r ∈ {0, 1, . . . , T}} are arbitrary interference terms, {ζi,j : (i, j) ∈ E} are non-
zero constants, and Tq = |Eq| − mini∈Uq dAi − minj∈Vq dBj . By definition, Ei ∩ Ej = ∅ and
∪i∈[Q]Ei = E. Therefore, we write C(x) as
C(x) =
∑
(i,j)∈E
ζi,j
(x− f(i,j))AiBj +
maxq∈[Q] Tr∑
r=0
Irx
r (5.5)
where again {Ir : r ∈ {0, 1, . . . , T}} are arbitrary interference terms. Note that maxq∈[Q] Tr =
maxq∈[Q](|Eq| −mini∈Uq dAi −minj∈Vq dBj ). We observe that maxq∈[Q] Tr may take the value
of −1 which indicates that there are no polynomial terms in C(x).
By Lemma 1, we interpolate C(x) from |E|+ maxq∈[Q](|Eq|−mini∈Uq dAi −minj∈Vq dBj ) + 1
evaluations and acquire {ζi,jAiBj : (i, j) ∈ S}. The desired computations are then extracted
and re-scaled appropriately. Thus, Grouped FCSA-T1 codes achieve the recovery threshold
of RGFCSA-T1 with the desired download cost and worker complexity.
Now, we demonstrate how to apply grouping to FCSA-T2 codes. The construction follows
similar logical lines as for Grouped FCSA-T1 codes.
Theorem 4. Let G = (U ∪ V,E) be a VCDBMM bipartite graph and let GP = {G1 =
(U1 ∪ V1, E1), G2 = (U2 ∪ V2, E2), . . . , GQ = (UQ ∪ VQ, EQ)} be an edge partition of G where
the number of partitions is Q. Let P 1, P 2, . . . , PQ be power assignment matrices for each
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sub-graph. Assume that |F| >∑q∈[Q] |Uq|+K. Given GP , grouped FCSA-T2 (GFCSA-T2)
codes can achieve a recovery threshold of
RGFCSA-T2 = |E|+ max
q∈[Q]
(|Eq| −min
i∈Uq
(dAi,q)−min
j∈Vq
∑
i∈NqB(j)
P qi,j) + 1 (5.6)
with worker complexity O(Q · αβγ) while keeping the exact same download costs DC as with
no grouping.
Proof. To prove Theorem 4, we now construct Grouped FCSA-T2 codes.
Given a sub-graph Gq, each vertex i ∈ [Uq] is assigned a distinct element fi,q from F. We
select K additional distinct elements from F and represent them as x1, x2, . . . , xK . This is
where the constraint |F| >∑q∈[Q] |Uq|+K comes from.
Now, we create individual FCSA-T2 codes for each sub-graph Gq. The FCSA-T2 code
for Gq uses the elements {fi,q : i ∈ Uq} and power assignment matrix P q. Hence, we create
encoding polynomials AT2q (x) and B
T2
q (x) for each Gq using the construction of FCSA-T2
codes as defined in chapter 4.
For the kth worker, we construct A˜k and B˜k as
A˜k =
[
AT21 (xk) A
T2
2 (xk) · · · AT2Q (xk)
]
, B˜k =

BT21 (xk)
BT22 (xk)
...
BT2Q (xk)

(5.7)
where A˜k ∈ Fα×Qβ and B˜k ∈ FQβ×Qγ. Thus, the output C˜k at the kth worker is
C˜k = A˜kB˜k =
Q∑
q=1
AT2q (xk)B
T2
q (xk) , C(xk). (5.8)
Note that C˜k ∈ Fα×γ so the download cost is DC = αγ. Additionally, the complexity of
multiplying A˜k and B˜k is O(Q · αβγ). We can now drop the subscript k in xk.
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Recall from Eq. 4.30 that
AT2q (x)B
T2
q (x) =
∑
(i,j)∈Eq
1
(x− fi,q)P
q
i,j
(ζqi,jAiBj +
∑
r∈NqA(i):Pi,r>Pi,j
ηqi,j,rAiBr) +
Tq∑
r=0
Irx
r (5.9)
where {Ir : r ∈ {0, 1, . . . , T}} are arbitrary interference terms, {ζqi,j : q ∈ [Q], (i, j) ∈ E}
are non-zero constants, {ηi,j,r : q ∈ [Q], (i, j) ∈ [Q], r ∈ N qA(i)} are arbitrary constants, and
Tq = |Eq| −mini∈Uq dAi,q −minj∈Vq
∑
i∈NqB(j) P
q
i,j.
Therefore, we write C(x) as
C(x) =
∑
q∈[Q]
(
∑
(i,j)∈Eq
1
(x− fi,q)P
q
i,j
(ζqi,jAiBj +
∑
r∈NqA(i):Pi,r>Pi,j
ηqi,j,rAiBr)) +
maxq∈[Q] Tq∑
r=0
Irx
r
(5.10)
where again {Ir : r ∈ {0, 1, . . . , T}} are arbitrary interference terms.
Note that maxq∈[Q] Tr = maxq∈[Q]
(
|Eq| −mini∈Uq dAi,q −minj∈Vq
∑
i∈NqB(j) P
q
i,j
)
. By Lemma
1, we interpolate C(x) from |E| + maxq∈[Q]
(
|Eq| −mini∈Uq dAi −minj∈Vq
∑
i∈NqB(j) P
q
i,j
)
+ 1
evaluations. Now, we show that {AiBj : (i, j) ∈ S} can be extracted from the coefficients of
C(x).
We observe that in Eq. (5.10) the coefficients of the rational terms with a pole at fi,q
contain only the computations AiBj for j ∈ Vq. As such, we fix i and q and focus on
the subspace generated by the powers of 1
(x−fi,q) . For convenience, we let d = d
A
i,q. We
define the ordered index set j1, j2, . . . , jd for the non-zero values {P qi,j : j ∈ N qA(i)} where
ja < jb ⇐⇒ P qi,a ≤ P qi,b. Note that P qi,j1 = 1 and P qi,jd = d. We can write the rational terms
associated with the root fi,q as follows
d∑
s=1
1
(x− fi,q)P
q
i,js
(ζqi,jAiBjs +
d∑
r=s+1
ηqi,j,rAiBjr). (5.11)
Let Ys = ζ
q
i,jAiBjs +
∑d
r=s+1 η
q
i,j,rAiBjr . Using matrix notation, {Ys : s ∈ [d]} can be
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written as

Y1
Y2
...
Yd

=

ζi,j1,0 ∗ ∗ . . . ∗
ζi,j2,0 ∗ . . . ∗
. . .
...
...
ζi,jd−1,0 ∗
ζi,jd,0

︸ ︷︷ ︸
Vi

AiBj1
AiBj2
...
AiBjd

. (5.12)
where ∗ are arbitrary terms. By construction of FCSA-T2 codes, the diagonal elements of
Vi are non-zero which guarantees that Vi is invertible. Thus, we acquire {AiBj : j ∈ Vq}
for q ∈ [Q] and i ∈ [Uq]. Since ∪i∈[Q]Ei = E, we acquire all the desired computations
{AiBj : (i, j) ∈ S}. Hence, Grouped FCSA-T2 codes achieve the recovery threshold of
RGFCSA-T2 with the desired download cost and computational complexity.
Remark. We note that the previous construction of GFCSA-T2 codes implicitly stipulated
that all power assignment matrices P q must be left assignment matrices. From the code
constructions, it clear that we did not rely on the fact that each P q is only a left power
assignment matrix and, in fact, can choose the matrix to be either left or right focused
depending on which one gives a better recovery threshold. For brevity, we omit the construction
where P q may be either a left or right power assignment matrix but note that all further
simulations will which choose the best of the two for each sub-graph.
In general, we cannot make any claims about RGFCSA-T1 and RGFCSA-T2 based purely on
the value of Q except in two extreme cases. The obvious case is Q = 1 which degenerates the
codes to standard FCSA-T1 and FCSA-T2 codes whose recovery threshold is independent
of Q. Now, we focus on the more interesting extreme. Without loss of generality, assume
that LA < LB and let Q = LA. We define an edge partition G
P by assigning each left vertex
and its adjacent edges into its own unique sub-graph. Thus, we let Gq be the sub-graph
that contains the left vertex q and all of its adjacent vertices. Since each sub-graph contains
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exactly one left vertex, dAq,q = |Eq| and dAi,q = 0 for i ∈ [LA] \ {q}. Additionally, dBj,q = 1 if
(j, q) ∈ Eq else dBj,q = 0. For Grouped FCSA-T1 codes, we write RGFCSA-T1 as
RGFCSA-T1 = |E|+ max
q∈[Q]
(|Eq| −min
i∈Uq
dAi,q −min
j∈Vq
dBj,q) + 1 (5.13)
= |E|+ max
q∈[Q]
(|Eq| − |Eq| − 1) + 1 = |E|. (5.14)
Note that the proof for Lemma 2 only relied on the download cost being fixed. Since
GFCSA-T1 codes have the same download costs as shape-preserving codes, we achieve the
optimal recovery threshold by setting Q = LA and using this quick partitioning method.
Hence, Q = min(LA, LB) is another extreme that upper bounds the values that Q should
take. Similarly, this edge partition also achieves the minimum recovery threshold |E| for
RGFCSA−T2 by noting that minj∈Vq
∑
i∈NqB(j) P
q
i,j = minj∈Vq P
q
i,j = 1.
5.2 Complexity Analysis of Grouped FCSA codes
Computational and Communication Complexity: Let Q be the number of partitions.
By construction, GFCSA codes have a computational complexity of O(Q · αβγ) at each
worker and an upload cost of DC = αγ. Since each source node sends Q matrices of the same
shape as the input matrices, the upload costs are UA = Qαβ and UB = Qβγ. Observe that
all the costs except DC are scaled by a factor of Q in comparison to FCSA codes.
Encoding and Decoding Complexity: Let GP = {G1 = (U1 ∪ V1, E1), G2 = (U2 ∪
V2, E2), . . . , GQ = (UQ ∪ VQ, EQ)} be the edge partition. For GFCSA-T1 codes and GFCSA-
T2 codes that are optimized offline, the encoding complexity is dominated by scaling and
summing up the matrices. Each partition is encoded using the vertices in that sub-graph.
For the partition Gq and a single worker, Source A has to scale |Uq| matrices of size α× β
and then sum them up which has a complexity of O(|Uq|αβ). Summing for all partitions and
all workers, the total encoding complexity for Source A in constructing the coded matrices
is O(K ·∑q∈[Q] |Uq|αβ). By a similar argument, the encoding complexity for Source B is
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O(K ·∑q∈[Q] |Vq|βγ). For the online complexity of optimizing GFCSA-T2 codes, we refer
the reader to section 4.4 where we discuss optimizing FCSA-T2 codes. We do note that each
partition can be optimized individually which can be parallelized for further improvement.
Additionally, if the sizes of the partitions are significantly smaller than the original graph,
then we would expect an exponential improvement in the optimization speed.
The decoding complexity of GFCSA-T1 codes is identical to FCSA-T1 codes because they
only involve inverting a Confluent Cauchy-Vandermonde matrix. Similarly as in section 3.2,
the decoding complexity of GFCSA-T1 codes is O˜(αγ · RGFCSA-T1 log2RFCSA-T1). Likewise
for GFCSA-T2 codes, the decoding also involves inverting a Confluent Cauchy-Vandermonde
matrix and a set of upper-triangular matrices. The only caveat is that GFCSA-T2 codes have
to invert upper-triangular matrices with sizes {dAi,q : q ∈ [Q], i ∈ [Uq]}. As such, the overall
decoding complexity for GFCSA-T2 codes is O˜(αγ ·RGFCSA-T1 +
∑
q∈[Q]
∑
i∈[Uq ](d
A
i,q)
2).
5.3 Random Partitioning by Vertices
Theorems 3 and 4 demonstrate how to construct Grouped FCSA codes given an edge
partition of a bipartite graph G. The only concern left is how to determine a good partition.
Theoretically it is possible to devise an optimization problem to determine an optimal
partition but we do not expect it to be polynomial time solvable due to the non-linear nature
of the task. Instead, we demonstrate the efficacy of using a random balanced edge partition.
The major benefit of using a random partition is the low complexity to create the partition
which only negligibly affects the online encoding complexity. We now describe two methods
of partitioning and provide experimental results for both.
Assume that we want to create Q partitions of a graph G = (U ∪ V,E), i.e., GP = {G1 =
(U1 ∪V1, E1), G2 = (U2 ∪V2, E2), . . . , GQ = (UQ ∪VQ, EQ)} such that ∪q∈[Q]Gq = G. Without
loss of generality, assume that Q divides |E|. One simple strategy is to evenly split the
edges of the graph into sub-graphs with |E|/Q edges. The benefit of such an approach is
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that it guarantees that |Eq| = |E|/Q which would decrease maxq∈[Q](|Eq| −mini∈Uq(dAi,q)−
minj∈Vq
∑
i∈NqB(j) P
q
i,j) almost uniformly. We term this partitioning as the Balanced Edge
Partitioning.
Another approach is by partitioning the vertices. Without loss of generality, assume that
LA < LB and that Q divides |U |. We create the graph edge partition by evenly splitting
all the left vertices U into groups of size |U |/Q and including all the adjacent edges and
right vertices connected to the chosen left vertices. This is approach is inspired by the
observation in section 5.1 where we achieve the optimal recovery threshold by setting Q = LA
and using this partitioning method. Additionally, this partitioning guarantees a reduction in
the total number of vertices in each partition which significantly reduces the cost of encoding
each partition as shown in section 5.2. We term this partitioning as the Balanced Vertex
Partitioning.
We demonstrate the efficacy of both approaches by simulating their expected recovery
threshold on the random graph ensemble GLA,LB ,p. In Fig 5.1a, we present the expected
recovery for LA = 80, LB = 5, and p = 0.4 across varying Q. We plot the average number of
edges to indicate the fundamental lower bound. As expected, the recovery threshold decreases
as Q increases for all partitioning schemes. Interestingly, we note that after a certain point
GFCSA-T1 codes with Balanced Vertex Partitioning seem to outperform GFCSA-T2 codes
with Balanced Edge Partitioning. Since GFCSA-T1 codes have faster encoding and decoding
than GFCSA-T2 codes, finding situations where GFCSA-T1 codes provide a sufficient recovery
threshold allows overall improvement in all aspects of the codes. Additionally, we see that
codes with Balanced Vertex Partitioning eventually reach the optimal lower bound while codes
with Balanced Edge Partitioning have a definite gap. Finally, we note that GFCSA-T2 codes
with Balanced Vertex Partitioning perform the best among all the codes and partitioning
methods. We see similar observations for the experiment using LA = 40, LB = 10, and
p = 0.4, as shown in Fig 5.1b.
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(a)
(b)
Figure 5.1: Expected Recovery thresholds of GFCSA-T1 and GFCSA-T2 codes for varying
number of groups Q. Simulations are performed over the graph ensemble GLA,LB ,p.
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CHAPTER 6
Conclusion and Future Work
In this thesis, we present the novel problem of Variable Coded Distributed Batch Matrix
Multiplication (VCDBMM). VCDBMM focuses on the general problem of multiplying many
different matrices whose products may share matrices with no guaranteed regularity. This
problem encompasses many previously researched problems of highly structured computation
tasks [1–3]. While codes for these structured tasks can be applied for VCDBMM, we present
Flexible Cross-Subspace Alignment (FCSA) codes that significantly improve on the recovery
threshold, thereby allowing more resilience to stragglers and faster acquisition of the desired
computations.
We provide two variants of FCSA codes that focus on different parts of the problem. The
first variant provides a coding solution with fast encoding time and strict improvement of the
recovery threshold in comparison to naive applications of previous code constructions. We
demonstrate the efficacy of the first variant by showing that its improvement of the recovery
threshold grows linearly with the number of matrices used in the computation. We also show
how well the first variant performs on random ensembles of the VCDBMM problem. We
then provide a second variant of FCSA codes which further improves the recovery threshold
but requires solving a mixed-integer program to determine the optimal structure. Therefore,
the second variant incurs a large online encoding complexity which can hamper the speed
of computation but with large gains for the recovery threshold. As such, code optimization
should be performed offline if the user knows what type of tasks will be assigned beforehand.
Finally, we extend the structure of FCSA codes to allow for a trade-off between the worker’s
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computational complexity and the recovery threshold without affecting the download cost
of the fusion node. We accomplish this by allowing certain computations to be grouped,
computed separately, and combined at the worker nodes. While methods to determine
optimal groupings are not yet known, we demonstrate how random grouping provides good
average performance in terms of the recovery threshold.
We now discuss some possible future directions for this work. First, FCSA codes achieve a
recovery threshold that is within a factor of two optimal but do not achieve the demonstrated
lower bound. We speculate that FCSA codes, for many instances of the VCDBMM problem,
are strictly bounded away from their optimal recovery threshold. Consider the case when
LA = LB = n and the bipartite graph is fully dense. This corresponds to the problem of
finding all pairwise products in A and B. Polynomial codes are proven to achieve an optimal
recovery threshold of n2 while it can be shown that the best FCSA-T2 codes have a recovery
threshold of 3n
2−3n+2
2
. As such, one possible research direction is improving FCSA codes for
highly dense graphs and providing a more general lower bound for the recovery threshold in
terms of some constructs in the graph.
Another future direction is improving the optimization speed for constructing FCSA-T2
codes, as was mentioned previously. Currently, we use standard branch and cut solvers to
optimize our FCSA-T2 codes which, in the worst case, can require an exponential number of
arithmetic operations. Future research is required to determine whether there are properties
of our optimization problem that can be exploited to improve the speed of optimization.
50
APPENDIX A
A.1 Proof of Lemma 1
We prove this lemma by contradiction. Assume that VN,K,{ui}Ni=1 is not invertible. Therefore,
there exists a non-zero vector c = [ci]
K
i=1 where ci ∈ F such that
N∑
i=1
ui∑
j=1
cwi+j
(xk − fi)j +
K∑
i=M+1
cix
i−M−1
k = 0 =⇒
N∑
i=1
ui∑
j=1
cwi+j
(xk − fi)j = −
K∑
i=M+1
cix
i−M−1
k (A.1)
for all {xi}Ki=1 where wi =
∑i−1
r=1 ur for i > 1 and w1 = 1. Let
f(x) =
N∑
i=1
ui∑
j=1
cwi+j
(x− fi)j (A.2)
g(x) = −
K∑
i=M+1
cix
i−M−1. (A.3)
and define
h(x) =
N∏
i=1
(x− fi)ui (A.4)
where the degree of h(x) is M . By assumption, we have that
h(xk)f(xk) = h(xk)g(xk) (A.5)
for all {xi}Ki=1. Note that h(x)f(x) is a polynomial of degree maxi∈[N ](M − ui) and that
h(x)g(x) is a polynomial of degree K − 1. Recall that M + 1 ≤ K. As such, h(x)f(x) and
h(x)g(x) can each be uniquely determine by K distinct evaluations points. Therefore, these
two must be the same polynomial. But the degrees of the polynomials can never match so it
must be that ci = 0 ∀i ∈ [K]. Hence, we have a contradiction and the proof is complete.
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A.2 Proof of Lemma 3
By linearity of expectation, we consider E[mini∈[LA] dAi ] and E[mini∈[LB ] dBi ] separately. As
such, we focus on E[mini∈[LA] dAi ]. It is straightforward to see that dAi ∼ B(LB, p) where
B(n, p) is the binomial distribution with parameters n and p. Additionally, we see that all
{dAi : i ∈ [LA]} are independent of each other because of the bipartite structure of the graph.
We observe that dAi = LB − Y˜i, where Yi ∼ B(LB, 1− p), which results in E[mini∈[LA] dAi ] =
LB − E[maxi∈[LA] Yi]. We thus proceed to find an upper bound for E[maxi∈[LA] Yi].
Given a constant s > 0, we apply Jensen’s Inequality on esE[maxi∈[LA] Yi] and proceed as
follows
esE[maxi∈[LA] Yi] ≤ E[esmaxi∈[LA] Yi ] (A.6)
= E[max
i∈[LA]
esYi ] (A.7)
≤
LA∑
i=1
E[esYi ] (A.8)
= LA(p+ (1− p)es)LB (A.9)
where we input the moment-generating function of B(LB, 1− p) for the final line. By taking
the natural log of both sides and fixing s = 1, we arrive at
E[max
i∈[LA]
Yi] ≤ ln(LA) + LB ln(p+ (1− p)e). (A.10)
Therefore,
E[ min
i∈[LA]
dAi ] + E[ min
i∈[LB ]
dBi ] ≥ (LA + LB)(1− ln(p+ (1− p)e))− ln(LA)− ln(LB). (A.11)
We observe that 0 ≤ (1− ln(p+ (1− p)e)) ≤ 1 and that it is a monotonically decreasing
function in p that attains its maximum (minimum) value at p = 1 (p = 0). Thus, we state
that for p > 0,
E[ min
i∈[LA]
dAi + min
i∈[LB ]
dBi ] = Ω(LA + LB) (A.12)
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