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The focus of this project is to investigate, model and optimise the range of 
electric vehicles(EVs). To do so, the detailed modelling of an EV (2016 Nissan 
Leaf) is covered, to simulate the range of the EV and to investigate how dier-
ent factors will inuence the range. Further, research was done to investigate 
whether mounting photovoltaic (PV) panels on an EV will extend the range, 
and if so, by how much. To accurately review the contribution from PV pan-
els mounted on an EV, global horizontal irradiance (GHI) forecasting is done, 
by only making use of data that is freely available to the public. The GHI 
forecasting is based on the relationship between clearsky GHI, actual GHI and 
cloud cover and is done by making use of regression techniques.
The biggest factors eecting the range of an EV is the incline of the road 
and the aerodynamic drag of the vehicle. Since 2016, batteries developed so 
much, that a battery with double the energy density of the battery in the 2016 
Nissan Leaf, is now available. If this battery is used, the range of the EV 
will eectively be doubled. The GHI forecasting was compared to an existing 
model and shows more accurate forecasts than this model. It was concluded 
that PV panels mounted on an EV will lead to a very small increase in range 





GHB voorspelling om die reikafstand van 'n
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Die fokus van hierdie projek is om die reikafstand van elektriese voertuie (EV) 
te ondersoek, te modelleer en te optimaliseer. Om dit te kan doen, word die 
gedetailleerde modellering van 'n EV (2016 Nissan Leaf) gedek, om die reik-
afstand van die EV te simuleer en om te ondersoek hoe verskillende faktore 
die reikafstand sal beïnvloed. Verder is navorsing gedoen om te ondersoek 
of die montering van fotovoltaïese (FV) panele op 'n EV die reikafstand sal 
vergroot, en indien wel, met hoeveel. Om die bydrae van FV-panele wat op 
'n EV gemonteer is, akkuraat na te vors, word voorspellings gedoen vir glo-
bale horisontale bestralings (GHB), deur slegs gebruik te maak van data wat 
vrylik vir die publiek beskikbaar is. Die GHB-voorspelling is gebaseer op die 
verwantskap tussen skoon-dag GHB, werklike GHB en wolkbedekking en word 
gedoen deur gebruik te maak van regressietegnieke.
Die grootste faktore wat die omvang van 'n EV beïnvloed, is die helling van die 
pad en die aërodinamiese weerstand van die voertuig. Sedert 2016 het batterye 
soveel gevorder, dat daar nou 'n battery met dubbel die energiedigtheid van 
die battery in die 2016 Nissan Leaf is. As hierdie battery gebruik word, sal 
die reikafstand van die EV eektief verdubbel word. Die GHB-voorspelling 
is vergelyk met 'n bestaande model en toon meer akkurate voorspellings as 
hierdie model. Daar is tot die gevolgtrekking gekom dat PV-panele wat op 'n 
EV gemonteer is, tot 'n baie klein toename in reikafstand sal lei, terwyl die EV 
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δ Declination Angle . . . . . . . . . . . . . . . . . . . [ ◦ ]
Ȳ Dependant Variable Matrix . . . . . . . . . . . . . . [− ]
Y Dependant Variable . . . . . . . . . . . . . . . . . . [− ]
Td Dew-Point Temperatures . . . . . . . . . . . . . . . [
◦C ]
α Diode Ideality Factor . . . . . . . . . . . . . . . . . [− ]
Io Diode Saturation Current . . . . . . . . . . . . . . . [A ]
CD Discharge Capacity . . . . . . . . . . . . . . . . . . . [ kWh ]
Dist Distance Between Points . . . . . . . . . . . . . . . [m ]
Cd Drag Coecient . . . . . . . . . . . . . . . . . . . . . [− ]
REarth Earth Mean Radius . . . . . . . . . . . . . . . . . . [m ]
∆Temp Empirically Calculated Coecient . . . . . . . . . [
◦C ]
E Energy . . . . . . . . . . . . . . . . . . . . . . . . . . [ J ]
aEV EV Acceleration . . . . . . . . . . . . . . . . . . . . [m · s−2 ]
υi EV Initial Speed . . . . . . . . . . . . . . . . . . . . [m/s ]
GEV Gear Ratio . . . . . . . . . . . . . . . . . . . . . . . . [− ]
nEV Gear System Eciency . . . . . . . . . . . . . . . . [− ]
Kt Global Horizontal Transmittance . . . . . . . . . . [− ]
Head Heading . . . . . . . . . . . . . . . . . . . . . . . . . [ ◦ ]
Fhc Hill Climbing Force . . . . . . . . . . . . . . . . . . [N ]
H Hour Angle . . . . . . . . . . . . . . . . . . . . . . . [ ◦ ]
X̄ Independent Variable(s) Matrix . . . . . . . . . . . [− ]
X Independent Variable(s) . . . . . . . . . . . . . . . . [− ]
β0 Intercept . . . . . . . . . . . . . . . . . . . . . . . . . [− ]
Ea Internal Voltage . . . . . . . . . . . . . . . . . . . . . [V ]
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G Irradiance . . . . . . . . . . . . . . . . . . . . . . . . [W/m2 ]
L1,2 Latitude Points . . . . . . . . . . . . . . . . . . . . . [
◦N ]
L Latitude . . . . . . . . . . . . . . . . . . . . . . . . . [ ◦N ]
l Likelihood . . . . . . . . . . . . . . . . . . . . . . . . [− ]
Fla Linear Acceleration Force . . . . . . . . . . . . . . . [N ]
TL Linke Turbidy Coecient . . . . . . . . . . . . . . . [− ]
Long1,2 Longitude Points . . . . . . . . . . . . . . . . . . . . [
◦E ]
ψm Magnetic Flux . . . . . . . . . . . . . . . . . . . . . . [Wb ]
Xm Magnetizing Reactance . . . . . . . . . . . . . . . . [Ω ]
mEV Mass of The EV . . . . . . . . . . . . . . . . . . . . [ kg ]
m Mass . . . . . . . . . . . . . . . . . . . . . . . . . . . [ kg ]
Tmod Module Operating Temperature . . . . . . . . . . . [
◦C ]
IEV Moment of Inertia of Motor . . . . . . . . . . . . . [ kg ·m2 ]
Ns Number of cells connected in series . . . . . . . . . [− ]
n Number of Current Day . . . . . . . . . . . . . . . . [− ]
Vocn Open Circuit Voltage at STC . . . . . . . . . . . . [V ]
Tcell Operating temperature of the solar cell . . . . . . [
◦C ]
ρm Optical Air Mass . . . . . . . . . . . . . . . . . . . . [− ]
Rp Parallel- or Shunt Resistance . . . . . . . . . . . . . [Ω ]
θload Phase Angle . . . . . . . . . . . . . . . . . . . . . . . [
◦ ]
Ipn Photocurrent at Standard Test Conditions(STC) [A ]
Ip Photocurrent . . . . . . . . . . . . . . . . . . . . . . [A ]
PEV Power of EV . . . . . . . . . . . . . . . . . . . . . . . [W ]
PPV Power Produced by PV Panels . . . . . . . . . . . . [W ]
p Probability . . . . . . . . . . . . . . . . . . . . . . . . [− ]
R2 Referred Rotor Resistance . . . . . . . . . . . . . . [Ω ]
β̄ Regression Coecient Matrix . . . . . . . . . . . . [− ]
β Regression Coecients . . . . . . . . . . . . . . . . [− ]
θRoad Road Angle . . . . . . . . . . . . . . . . . . . . . . . [ rad ]
Frr Rolling Resistance Force . . . . . . . . . . . . . . . [N ]
Rs Series Resistance . . . . . . . . . . . . . . . . . . . . [Ω ]
Iscn Short Circuit Current at STC . . . . . . . . . . . . [A ]
Ki Short circuit temperature coecient . . . . . . . . [%/
◦C ]
s Slip . . . . . . . . . . . . . . . . . . . . . . . . . . . . [− ]
β1 Slope . . . . . . . . . . . . . . . . . . . . . . . . . . . [− ]
ψ Solar Azimuth Angle . . . . . . . . . . . . . . . . . . [ ◦ ]
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βt Solar Panel Tilt Angle . . . . . . . . . . . . . . . . . [
◦ ]
θz Solar Zenith Angle . . . . . . . . . . . . . . . . . . . [
◦ ]
∆Kt1 Stability Index . . . . . . . . . . . . . . . . . . . . . [− ]
SOC State Of Charge . . . . . . . . . . . . . . . . . . . . [% ]
R1 Stator Eective Resistance . . . . . . . . . . . . . . [Ω ]
ρ Surface Albedo . . . . . . . . . . . . . . . . . . . . . [− ]
ψs Surface Azimuth Angle . . . . . . . . . . . . . . . . [
◦ ]
Xs Synchronous Reactance . . . . . . . . . . . . . . . . [Ω ]
ωsync Synchronous Speed . . . . . . . . . . . . . . . . . . . [m · s−1 ]
Va Terminal Voltage . . . . . . . . . . . . . . . . . . . . [V ]
ZTH Thevenin Equivalent Impedance . . . . . . . . . . . [Ω ]
XTH Thevenin Equivalent Reactance . . . . . . . . . . . [Ω ]
RTH Thevenin Equivalent Resistance . . . . . . . . . . . [Ω ]
VTH Thevenin Equivalent Voltage . . . . . . . . . . . . . [V ]
TPV Time . . . . . . . . . . . . . . . . . . . . . . . . . . . [ s ]
TEV Torque of EV . . . . . . . . . . . . . . . . . . . . . . [Nm ]
Fte Tractive Eort . . . . . . . . . . . . . . . . . . . . . [N ]
AEV Vehicle Front Area . . . . . . . . . . . . . . . . . . . [m
2 ]
υ Vehicle Speed . . . . . . . . . . . . . . . . . . . . . . [m · s−1 ]
r Wheel Radius . . . . . . . . . . . . . . . . . . . . . . [m ]
WS Windspeed . . . . . . . . . . . . . . . . . . . . . . . . [m/s ]
Abbreviations
AC Alternating Current . . . . . . . . . . . . . . . . . . [− ]
API Application Programming Interface . . . . . . . . . [− ]
CC Cloud Cover . . . . . . . . . . . . . . . . . . . . . . . [− ]
DoD Depth of Discharge . . . . . . . . . . . . . . . . . . . [% ]
DHI Diuse Horizontal Irradiance . . . . . . . . . . . . . [W/m2 ]
DNI Direct Normal Irradiance . . . . . . . . . . . . . . . [W/m2 ]
EV Electric Vehicle . . . . . . . . . . . . . . . . . . . . . [− ]
ET Equation of Time . . . . . . . . . . . . . . . . . . . . [− ]
ETD Estimated Time of Arrival . . . . . . . . . . . . . . [ hh : mm ]
ER Extraterrestrial Radiation . . . . . . . . . . . . . . [W/m2 ]
GHI Global Horizontal Irradiance . . . . . . . . . . . . . [W/m2 ]
GPS Global Positioniong System . . . . . . . . . . . . . . [− ]
GUI Graphical User Inteface . . . . . . . . . . . . . . . . [− ]
GHG Greenhouse Gasses . . . . . . . . . . . . . . . . . . . [− ]
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ICE Internal Combustion Engine . . . . . . . . . . . . . [− ]
KPI Key Performance Indicator . . . . . . . . . . . . . . [− ]
LST Local Solar Time . . . . . . . . . . . . . . . . . . . . [ hours ]
LSMT Local Standard Time Meridian . . . . . . . . . . . [ hours ]
MAE Mean Absolute Error . . . . . . . . . . . . . . . . . [− ]
MAPE Mean Absolute Percentage Error . . . . . . . . . . [− ]
MBE Mean Bias Error . . . . . . . . . . . . . . . . . . . . [− ]
PV Photovoltaic . . . . . . . . . . . . . . . . . . . . . . . [− ]
RMSE Root Mean Squared Error . . . . . . . . . . . . . . [− ]
TC Time Correction Factor . . . . . . . . . . . . . . . . [− ]
POAdiffuse Total In-plane Diuse Component . . . . . . . . . [W/m
2 ]
POAdirect Total In-plane Direct Component . . . . . . . . . . [W/m
2 ]
POA Total In-plane Irradiance . . . . . . . . . . . . . . . [W/m2 ]





During 2010, the transport sector was consuming 32% of the total energy con-
sumption of South Africa. The National Transport Master Plan 2050 estimates
that this number will rise drastically, and that by 2050 the transport sector
will be using 44% of the total energy yield [1]. This raises a big concern, as the
transport sector will soon be using the majority of the annual energy yield of
South Africa. As the energy demand of the transport sector rises, the amount
of greenhouse gasses (GHG) emissions will rise, as internal combustion engines
(ICEs) rely on the combustion of fuel for the production of energy. A solution
is thus needed in order to decrease GHG emissions, without having a negative
aect on the economic growth of the country.[2]
Electrical vehicles is a viable solution to this problem, as they have signicantly
less GHG emissions compared to ICEs (this does not include the emissions with
regards to the electricity generation for the charging of the batteries), as they
do not rely on the combustion of fuel. The CSIR conducted a study in 2017
that investigates the impact of an EV eet on the annual GHG emissions in
South Africa. Three dierent scenarios for the adoption of EVs was investi-
gated, namely: Low adoption that refers to less than 2.8 million EVs by 2050;
moderate adoption that refers to 2.8 million EVs by 2050 and high adoption
that refers to 5 million EVs by 2050. It was concluded that the accumulated
GHG-emissions mitigated, can be as high as 197.82 million tons by the year
2050 [1]. Figure 1.1 shows the mitigated GHG emissions for three dierent
scenarios of EV eet adoption.[2]
1
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Figure 1.1: Annual Mitigated GHG Emissions [1].
There are two factors that currently hinders the widespread adoption of EVs,
and they are range anxiety and the price of EVs. EVs are currently quite
expensive, as the price of batteries are very high. It is generally accepted
that with the development in technology regarding a product, the price will
decrease as supply and demand comes into play. Table 1.1 shows a few of the
currently available EVs and their corresponding ranges [1]. It is evident that
range anxiety is a real concern, as the range of the majority of the EVs is below
200 km.[2]
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Table 1.1: Ranges of various EVs
Vehicle Range (km)
BMW Active E 151
BMW i3 2014-2016 135





Ford Focus Electric Vehicle 122
Kia Soul 150
Mercedes B Class B250e 140
Mitsubishi i-MiEV 100
Nissan Leaf (3.3 kW) 135
Nissan Leaf (6.6 kW) 135
2017 Nissan Leaf (3.3 kW, S Model) 172
2017 Nissan Leaf (6.6 kW, SL & SV Model) 172
Smart Car 109
Tesla Model S 60 Single 338
Tesla Model S 70 Single 386
Tesla Model S 85 Single 426
Tesla Model S 90 Single 473
Tesla Model S 100 Single 613
Tesla Model S 70 Dual 440
Tesla Model S 85 Dual 426
Tesla Model S 90 Dual 531
Tesla Model S 100 Dual 507
Tesla Model X 100 Standard 475
Toyota Rav 4 165
VW e-Golf Upgrade (3.6 kW) 133
VW e-Golf Upgrade (7.2 kW) 133
1.2 Problem Statement
Range anxiety can be described as the fear that a driver of an EV experiences
when the driver is concerned that the batteries will be completely drained
before the destination is reached [3]. The focus of this project is to reduce the
range anxiety that the driver of an EV experiences.
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1.3 Research Goal
The validity of the eect of PV panels mounted on the EV, on the range of
EVs is not very concrete. This project aims to investigate whether mounting
2 PV panels on an EV is a viable solution to extend the range thereof.
1.4 Research Objectives
• Detailed modelling of a 2016 Nissan Leaf and to investigate the eect of
dierent factors on the range thereof.
• Detailed modelling of a PV panel, including the solar angles in order to
accurately calculate the total in-plane irradiance.
• GHI forecasting based on cloud cover, using freely available data.
• Developing algorithms to predict the range of an EV, to give the driver
optimal driving speeds and to determine the contributions of the PV
panels.
• Developing a graphical user interface (GUI), as a way of interactively
showing how the dierent parts of the project is integrated together.
1.5 Thesis Layout
The layout of the remainder of the thesis is as follows:
1.5.1 Chapter 2
This chapter will cover the development of an accurate model of an EV, in
this case a 2016 Nissan Leaf. This includes a brief overview of several battery
topologies, an overview of electric motors and the modelling thereof. The mod-
elling of the battery and the electric motor will be approached very simplistic,
as the scope of the project is not on the detailed modelling of batteries and
electric motors, but rather on the EV as a whole. The chapter will conclude
with a sensitivity analysis on the range of the EV.
1.5.2 Chapter 3
A deep investigation on solar power and the development of an accurate model
to predict the power yield of the chosen PV panel, is discussed. This will
include an investigation on the dierent irradiance types as well as the solar
angles, in order to accurately predict the total in-plane irradiance. The chapter
concludes with an investigate on the losses regarding PV power generation and
a sensitivity analysis on the power yield of a PV panel.
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1.5.3 Chapter 4
GHI forecasting based on cloud cover and the theoretical clear-sky model,
is discussed in this chapter. The forecasting will be done by implementing
regression techniques and the data that will be used has to be freely available
to the public. For reference, the forecasting techniques will be compared to a
existing GHI forecasting model.
1.5.4 Chapter 5
The objective of this chapter is to develop software that will tie all of the
individual aspects of the project together into a working system. This will
include the following:
• Developing road prole data that will include all of the necessary in-
formation to model the range of the EV as well as the yield of the PV
panels,
• Developing an algorithm that will give the user optimal driving speeds
that will correspond with a specic range for a specic route,
• Developing an algorithm to determine the energy requirements in order
to complete a specic route with certain limitations dened and
• Developing algorithms to calculate the contribution of the PV panels on
the range of the EV while driving, as well as being parked.
1.5.5 Chapter 6
This chapter will discuss the results obtained through the project. The devel-
opment of a graphical user interface will also be discussed.
1.5.6 Chapter 7






Electric vehicles have been around as early as the 1830s. Back when EVs
were rst created, rechargeable batteries were not invented yet. Near the end
of the 19th century, rechargeable batteries were invented and became more
widely available, this is when EVs gained popularity [4]. During the 20th cen-
tury, EVs lost popularity to ICEs, as the range thereof was superior. Another
disadvantage of EVs were that batteries were very expensive and this was unde-
sirable. During the end of the 20th century, EVs regained popularity as people
became more aware of environmental issues. Along with this, the technology
regarding batteries was on the up-rise and they became smaller and cheaper [4].
This chapter will cover the full modelling of a 2016 Nissan Leaf, which includes
the power requirements to drive along a certain route, the electric motor- and
battery modelling. The chosen EV was picked, as the specication regarding
the EV is accurate and available to the public. The chapter will conclude with
a sensitivity analyses which aims to show how dierent factors will eect the
predicted range of the EV.
2.2 EV Modelling
The goal for the modelling of the EV, is to create a dynamic mathematical
model that will include all of the parameters that will aect the range of the
modelled EV. This mathematical model is set up in such a way, that the
dierent parameters can easily be changed. In turn, the eect thereof on the
range of the EV can be investigated hassle free [4]. The EV modelling is a very
important part of this project, as an inaccurate model will lead to inaccurate
predictions for everything dependant on the EV model. The specications of
the 2016 Nissan Leaf can be seen in Table 2.1.
6
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Table 2.1: 2016 Nissan Leaf Specications [5], [6]
Description Value
Coecient of Rolling Resistance 0.0075
Mass of EV 1521 kg
Front Area of Vehicle 2.744 m2
Drag Coecient 0.28
Gear Ratio 7.9377
Wheel Radius 0.216 m
Motor Maximum Power 80 kW
Battery Capacity 30 kWh
Battery Weight 294 kg
Before the EV can be modelled, it is important to understand what forces acts
on a vehicle that moves up an incline, as can be seen in Figure 2.1 [7]. The
force moving the vehicle forward, is known as the tractive force or the tractive
eort. For the vehicle to move forward, the tractive force has to be larger than






Figure 2.1: Forces Acting On a Moving Vehicle. (Adapted from [7], [8])
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Fte = Frr + Fad + Fhc + Fla + Fωa (2.1)
• Fte - Tractive Eort (N).
• Frr - Rolling Resistance Force (N).
• Fad - Aerodynamic Drag (N).
• Fhc - Hill Climbing Force (N).
• Fla - Linear Acceleration Force (N).
• Fωa - Angular Acceleration Force (N).
2.2.1 Rolling Resistance Force
Rolling resistance force is seen as the friction between the tyres of the EV and
the road. This force acts in the opposite direction that the EV is intended to-
or is moving in [4]. The rolling resistance force can be calculated by Equation
2.2 [6]. As can be derived by Equation 2.2, the two main factors that can in-
uence the rolling resistance force is the mass of the vehicle and the coecient
of rolling resistance, as the gravitational acceleration stays constant. The total
mass of the EV can be controlled to a certain extent, in the way that the driver
can control the number of passengers and/or luggage.
The coecient of friction is dependant on the tyre type, size and pressure. For
this project, the coecient of friction is seen as constant. The coecient of
friction of a tyre can be as high as 0.015 for general tyres and as low as 0.005
for low-friction tyres developed especially for EVs [4].
Frr = µrr ·m · g (2.2)
• µrr - Coecient of Rolling Resistance.
• mEV - Mass of The Vehicle (kg).
• g - Gravitational Acceleration (m · s−2).
2.2.2 Aerodynamic Drag
The friction between the body of a vehicle with the air it is moving through, is
dened as aerodynamic drag. This force acts in the opposite direction that the
EV is moving in [4]. The aerodynamic drag can be determined by Equation
2.3. The drag coecient is generally determined by placing the vehicle in a
wind tunnel and running tests thereon. The drag coecient is dependant on
the shape of the vehicle, protrusions and the front area of the vehicle. The
value for the air density is chosen as 1.255 kg · m−3, as this is considered as
the air density at standard temperature and pressure.[9]
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· ρair · AEV · Cd · υ2 (2.3)
• ρair - Air Density (kg ·m−3).
• Cd - Drag Coecient.
• AEV - Vehicle Front Area (m2).
• υ - Vehicle Speed (m · s−1).
2.2.3 Hill Climbing Force
The force that is caused by the weight of the EV acting along the slope, is
known as the hill climbing force [4]. The hill climbing force is in some cases
the biggest force to overcome in order for the vehicle to start moving. The
hill climbing force can be determined by Equation 2.4, where αroad is the road
angle in radians [9].
Fhc = m · g · sin(αroad) (2.4)
2.2.4 Linear Acceleration Force
The linear acceleration force is derived from Newton's second law, which states:
"The rate of change of momentum of a body is proportional to the resultant
force acting on it and takes place in the direction of that force"[10]. The linear
acceleration force, is the force needed to accelerate or decelerate a vehicle. The
linear acceleration force can be calculated by Equation 2.5, where aEV is the
acceleration of the vehicle [9].
Fla = m · aEV (2.5)
2.2.5 Angular Acceleration Force
There is a force needed to increase the acceleration of the rotational axis of the
EVs electric motor, and this force is called the angular acceleration force. The
angular acceleration force can be determined by Equation 2.6 [6]. As in most
cases, a reliable source for the moment of inertia of the motor and the gear
eciency cannot be found for the modelled EV, thus the angular acceleration
force was not taken into consideration. The angular acceleration force is quite
small compared to the linear acceleration force, only about 5% thereof [4].
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• IEV - Motors' Moment of Inertia (kg ·m2).
• GEV - Gear Ratio.
• nEV - Gear System Eciency.
• r - Wheel Radius (m).
2.2.6 Power Requirements
To determine the power requirements of a specic route, the relationship be-
tween power and tractive eort needs to be understood. The total tractive
eort as determined by Equation 2.1, can also be expressed by Equation 2.7
[4]. From Equation 2.7, the torque requirements can now be determined, but
the power requirements still needs to be calculated. This can be done by





PEV = ωEV · TEV (2.8)
• TEV - Torque (Nm).
• PEV - Power (W ).
• ωEV - Angular Velocity of Wheels (m · s−1).
2.3 Electric Motors
As the name, Electric Vehicle suggests, an EV gets its power from an electric
motor. An electric motor converts electrical energy into mechanical energy,
where as an internal combustion engine relies on the burning of fuel to create
mechanical energy. The chosen EV makes use of a 80 kW synchronous motor.
The synchronous motor as well as an induction motor will be discussed in
short. The induction motor is discussed for comparison purposes.
Put very simply, an electric motor consists of a moving and stationary com-
ponent, namely the rotor and the stator. The main dierence between an
induction- and a synchronous motor is that: In a synchronous motor the rotor
ux is produced by DC-excitation of the eld windings(DC-excited motor) or
by permanent magnets(Non-excited motor). In an induction motor, rotor cur-
rents are induced within the rotor windings by the time-varying stator currents
and the rotors' motion relative to the stator, which in turn produces a ux
within the rotor [11].
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2.3.1 Synchronous Motor
In synchronous motors, the ux generated within the rotor produces a pair of
magnetic poles on the rotor. The alternating current (AC) connected to the
windings of the stator produces a rotating magnetic eld in the stator windings
which interacts with the magnetic poles of the rotor. This interaction causes
the rotor to rotate [12]. The equivalent circuit of a synchronous motor can be







Figure 2.2: Synchronous Motor Equivalent Circuit. (Adapted from [11])
The torque developed by a synchronous motor can be determined by under-
standing the equivalent circuit and making use of Equation 2.9 [11]. Figure
2.3 shows the power and torque vs speed of the electric motor of the chosen
EV. From this gure, it can be seen that a synchronous motor produces con-
stant torque up until synchronous speed, from where it then produces constant
power. At synchronous speed, the maximum terminal voltage is applied, hence
the rotor cannot rotate faster. The motor speed can be determined by Equa-
tion 2.10, where ψm is the magnetic ux between the stator and rotor. From
Equation 2.10, it can be derived that the only way to increase the speed be-
yond the synchronous speed, is to decrease this magnetic ux. This is known
as eld-weakening. Field-weakening is done by applying an opposing magnetic
eld in the stator coils, which will reduce the magnetic eld between the stator






• Va - Terminal Voltage (V ).
• Ea - Internal Generated Voltage (V ).
• Xs - Synchronous Reactance (Ω).
• θload - Phase Angle (◦).
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Figure 2.3: Synchronous Motor Characteristics.
2.3.2 Induction Motor
An induction motor works very similarly to a synchronous motor, except there
is no current supplied to the rotor windings. The magnetic eld produced by
the stator interacts with the rotor windings and produces a dierent magnetic
eld in the rotor windings. Once again the interaction between the two mag-
netic elds causes the rotor to rotate [12]. Figure 2.4 shows the equivalent-
and thevenin equivalent circuits of an induction motor.
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Figure 2.4: Induction Motor Equivalent Circuits. (Adapted from [14])
The torque developed by a induction motor can be determined by understand-
ing the equivalent circuit and making use of Equation 2.11 through 2.13 [11].
Figure 2.5 shows the power and torque vs speed for a induction motor with pa-
rameters as seen in Table 2.2. An induction motor does not produce constant
power nor constant torque.
TEV =
V 2TH ·R2










• VTH - Thevenin Equivalent Voltage (V ).
• ZTH - Thevenin Equivalent Impedance (Ω).
• RTH - Thevenin Equivalent Resistance (Ω).
• XTH - Thevenin Equivalent Reactance (Ω).
• R1 - Stator Eective Resistance (Ω).
• R2 - Referred Rotor Resistance (Ω).
• Xm - Magnetizing Reactance (Ω).
• s - Slip.
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• ωsync - Synchronous Speed (m · s−1).







ωsync 1200 m · s−1

































Figure 2.5: Induction Motor Characteristics.
2.4 Batteries
Batteries are arguably the most important part of an EV, as it provide the EV
with energy. The battery of the EV is also one of the factors that will have
the biggest eect on the range of the EV. But what is a battery? A battery
consists of at least two cells that are joined together. The cells provide elec-
trical energy by converting it from chemical energy. Cells consist of a cathode
(positive electrode) and anode (negative electrode) which are joined together
by an electrolyte. The chemical reaction between the electrolyte and the two
electrodes generates the electrical energy [4]. The basic equivalent circuit of a
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battery can be seen in Figure 2.6. The battery terminal voltage can be deter-
mined by Equation 2.14.
Vbat = Ebat − Ibat ·Rint (2.14)
• Vbat - Battery Terminal Voltage (V ).
• Ebat - Battery Internal Voltage (V ).
• Rint - Battery Internal Resistance (Ω).








Figure 2.6: Battery Equivalent Circuit. (Adapted from [4])
To fully optimise the design of an EV in terms of battery choice, the battery
with the highest specic energy will be superior. So in other words, the battery
that has the highest Wh/kg will be the best.
2.4.1 Battery Topologies
There are several battery topologies currently in use, with Lead acid and
Lithium-ion arguably being the most popular. A comparison between Lead
acid and Lithium-ion batteries can be seen in Table 2.3. A short overview of
these two battery types will follow.
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Specic Energy (Wh/kg) 30 40 150
Typical Cost (R/kWh) 1000 1800 9000
Life Cycles (% DoD∗) 1200 @ 50 1000 @ 50 1900 @ 80




∗ Depth of Discharge - Battery discharge level compared to full capacity
2.4.1.1 Lead acid
Lead acid batteries are the oldest and most widely used battery topology
and have been around for more than 100 years, invented in 1859 [16]. The
electrodes of a fully charged Lead acid battery consists of one lead metal
(Anode)- and one lead oxide (cathode) electrode. The electrolyte the electrodes
are submerged in is sulphuric acid. When the the battery is discharged, both
electrodes become lead sulphite and the electrolyte becomes water [16]. The
overall reaction of a Lead acid battery is described by Equation 2.15 [4].
Pb+ PbO2 + 2H2SO4 ↔ 2PbSO4 + 2H2O (2.15)
The advantages of Lead acid batteries are the low cost and reliability, where as
the disadvantages thereof are the short life cycle and the low specic energy.
Lead acid batteries can be divided into two subsections namely ooded and
sealed [15]. There are three main dierences between the two, and they are as
follows:
• Flooded has to be in a upright position,
• Flooded has to be placed in a well ventilated room and
• Flooded needs routine electrolyte maintenance.
2.4.1.2 Lithium-ion
Lithium-ion batteries were rst introduced to the public in the early 1990's.
The cathode of a Lithium-ion battery consists of a lithiated metal oxide and the
anode consists of a graphitic carbon. The electrolyte of Lithium-ion batteries
are made of Lithium salts which are dissolved in organic carbonates. When a
Lithium-ion battery is discharged, electrons ow from the anode to the cathode
via the load, where Lithium-ions ows from the anode to the cathode via the
electrolyte [16]. An example of the reaction at the cathode and anode is
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described by Equations 2.16 and 2.17 respectively [17]. The advantages of
Lithium-ion batteries are the high specic energy and long life cycle, where
the main disadvantage is the high cost thereof.
LiCoO2 ↔ 0.5Li+ + 0.5e− + Li0.5CoO2 (2.16)
Li+ + e− + C6 ↔ LiC6 (2.17)
2.4.2 Modelling
For the purposes of this project, the battery is simply modelled as en energy
source with a certain capacity and this capacity is decreased as the EV uses
energy along the route. The depth of discharge is assumed to be 100%, but
can easily be changed by changing the available battery capacity within the
software.
The coulombic eciency of a battery refers to the amount of usable energy
a battery has. The coulombic eciency is a relationship between the charge-
and discharge capacity of a battery. The coulombic eciency can be calculated
by Equation 2.18.[18] As well as for the depth of discharge, the coulombic
eciency is assumed to be 100% for this project. The coulombic eciency can





• CE - Coulombic Eciency (%).
• CD - Discharge Capacity (kWh).
• CD - Charge Capacity (kWh).
2.5 Sensitivity Analysis
There are various variables that will aect the range of the EV. Some of these
variables can be controlled by the driver, where others are xed and determined
with the design of the EV. Environmental changes can also have an aect on
the range of the EV. A few of the factors inuencing the range of an EV will
be investigated and discussed below. To investigate the dierent inuences,
simulations are done for a route that has a 0% incline and the EV is allowed
to drive 80 km/h, with no power limitation implemented.
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2.5.1 Tyre Pressure
Tyre pressure aects the range of an EV in the sense that tyre pressure will
inuence the coecient of rolling resistance. A lower tyre pressure will in-
crease the coecient of friction where a higher tyre pressure will decrease the
coecient of friction. A study conducted by Suyabodha, A. [19] concluded
that, compared to a base tyre pressure of 35 psi, a drop in 10 psi will cause the
coecient of friction to increase by 48.52%. An increase of 10 psi will cause
the coecient of friction to decrease by 13.46%. Table 2.4 shows the coecient
of friction for the dierent tyre pressures. In Figure 2.7 the inuence of the
tyre pressure on the range of the EV can be seen clearly. Flatter tyres can
lead to the loss of about 40 km of range, and this will be even more at higher
road inclines. It is thus important for the driver to closely monitor the tyre
pressure, as it can have a signicant eect on the range. For this project, it is
assumed that the tyre pressure will stay constant.


































Figure 2.7: Tyre Pressure vs Range.
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2.5.2 Ambient Temperature
Ambient temperature will have an eect on the range of an EV, as the ambient
temperature will inuence the air density [20]. Table 2.5 shows what the air
density will be at dierent ambient temperatures. Figure 2.8 shows the eect
that the ambient temperature will have on the range of the EV. The ambient
temperature has a small but noticeable eect on the range, only about 10 km.
For this project, the air density was kept constant, as it does not have a big
inuence on the range.




−10◦C 1.342 kg ·m−3
15◦C 1.225 kg ·m−3
45◦C 1.172 kg ·m−3



























Figure 2.8: Ambient Temperature vs Range.
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2.5.3 Aerodynamic Drag
Aerodynamic drag is one of the biggest forces an EV has to overcome in or-
der to move forward. The drag coecient will have a big inuence on the
aerodynamic drag force. The drag coecient varies for each model of vehicle.
To investigate the inuence of the drag coecient on the range of the EV,
the drag coecient of three dierent vehicles will be used in simulation, as
seen in Table 2.6. Figure 2.9 shows the impact of the drag coecient on the
range. The drag coecient has a big eect on the range of the EV, averaging
at more than 100 km. For this simulation, it was assumed that it is the exact
same vehicle, but with dierent drag coecients. The driver of the EV has no
control over the drag coecient, this can only be altered in the design process
of the EV.
































Figure 2.9: Drag Coecient vs Range.
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2.5.4 Road Angle
The angle of the road will aect the hill climbing force needed to move the
EV. A steeper road will require more power from the EV to move, compared
to a less steep road. Figure 2.10 shows how the incline of the road will aect
the range of the EV. A road with an incline of 10% states that over the coarse
of 100m, the road elevates 10m. The road incline has a very big eect on the
range of the EV, and is therefore important for the driver to do careful route
planning to avoid mountainous roads such as passes, as far as possible.




























Figure 2.10: Road Incline vs Range.
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2.5.5 Battery Technology Development
As battery technology develops, batteries continue to get a higher specic
energy. This means that for the same battery size, the weight will be less. Or
if you prefer to keep the weight as is, a battery with a much higher capacity
can be used. The 2017 Tesla Model S has a 100 kWh battery that weighs
453 kg. This equates to a specic energy of 220 Wh/kg, compared to the
102 Wh/kg battery that is in the 2016 Nissan Leaf [23]. Table 2.7 shows the
battery size vs battery weight for 3 dierent cases used for comparison. From
Figure 2.11 it is clear to see that double the battery capacity is much more
advantageous compared to half the weight of the original battery capacity.
Table 2.7: Battery Weight
Battery Size Battery Weight
30 kWh 294 kg
30 kWh 136 kg
65 kWh 294 kg
































The sun is the resource that ensures that the earth maintains the correct tem-
perature, makes it possible for plants to photosynthesise, controls our weather
and provides the energy to make photovoltaic (PV) systems possible. Accord-
ing to Einstein's theory of special relativity, as seen in Equation 3.1, approx-
imately 4 million tons of mass is converted into energy each second [24]. To
make this light energy useful, it has to be converted into electrical energy and
this is where solar panels come in.
E = mC2 (3.1)
• E - Energy (J).
• m - Mass (Pascal).
• C - Speed of Light (m/s).
3.2 Irradiance
The energy that the sun emits, is called solar radiation. The dierence be-
tween irradiation/solar radiation and irradiance, is that irradiation refers to
the energy received per area, where irradiance refers to power received per
area. Say for instance there are only clear-sky days in the year, the amount
of irradiance that a xed panel will receive, will not be the same year round.
This is due to the position of the earth relative to the sun, which is constantly
changing. The earth orbits the sun in a spherical path, which means that the
distance from the sun to the earth will not be constant during a year [25].
The rotational axis of the earth is tilted at 23.45◦. This is responsible for the
dierent seasons we experience and will eect the incidence angle of the suns'
23
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rays that hits the earth. This will in turn have a big inuence on the amount
of irradiance the panel will receive [24]. Irradiance can be broken down into 3
main categories, namely: Global Horizontal Irradiance (GHI), Direct Normal
Irradiance (DNI) and Diuse Horizontal Irradiance (DHI). The intensity of
each of these irradiances dier, and an example of this for a clear-sky day
can be seen in Figure 3.1. These irradiances are interdependent and will be
discussed below.


























Figure 3.1: Clearsky GHI vs DNI vs DHI.
3.2.1 Global Horizontal Irradiance
The global horizontal irradiance is dened as the total amount of irradiance
that is received on a surface that is held completely horizontal. GHI consists
of DNI as well as DHI [26]. As Chapter 4 will cover GHI prediction, the GHI
will be known, where as DNI and DHI will have to be derived from the GHI.
3.2.2 Direct Normal Irradiance
The direct normal irradiance is dened as the total amount of irradiance that
is received on a surface that is always held perpendicular to the incoming
rays of the sun [27]. The DNI can be determined by making use of the pvlib
library from Python. Pvlib determines the DNI by implementing Equations
3.2 through 3.6, and is discussed below [28] [29].
DNI = ER ·X(Kt1, θz,W,∆Kt1) (3.2)
Kt1 =
Kt
(1.031 · exp(−1.4/(0.9 + 9.4/ma)) + 0.1)
(3.3)
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· (|Kt1i −Kt1i+1| + |Kt1i −Kt1i−1|) (3.4)
W = exp(0.07 · Td − 0.075) (3.5)
Kt =
GHI
ER · cos θz
(3.6)
• ER - Extraterrestrial Radiation (W/m2).
• X(Kt1, θz,W,∆Kt1) - Coecient Function.
• Kt - Global Horizontal Transmittance.
• Kt1 - Clearness Index.
• ∆Kt′ - Stability Index.
• θz - Solar Zenith Angle (◦).
• W - Atmospheric Precipitable Water (cm).
• ma - Air Mass.
• Kt1i , Kt1i±1 - Current Kt1 and Kt1 at Next/Previous Hour.
• Td - Dew-Point Temperature (◦C).
The above mentioned coecient function consists of 4 parameters, as can be
seen in Equation 3.2. The coecient is obtained from 2 lookup tables. The
four parameters within the coecient function are divided into so called bins.
To divide the parameters into these bins, Table 3.1 is seen as the rst lookup
table [29]. This second lookup table is four-dimensional and consists of a 6 × 6
× 5 × 7 matrix as discussed in [28] and [29] . Once the parameters are divided
into bins, they will have a corresponding value within the second lookup table.
For this application, ER is seen as the product of the solar constant and the
distance from the earth to the sun on the particular day [30].





1 0 - 0.24 0 - 25 0 - 1 0 - 0.015
2 0.24 - 0.4 25 - 40 1 - 2 0.015 - 0.035
3 0.4 - 0.56 40 - 55 2 - 3 0.035 - 0.07
4 0.56 - 0.7 55 - 70 3 - ∞ 0.07 - 0.15
5 0.7 - 0.8 70 - 80 0 - ∞ ∗ 0.15 - 0.3
6 0.8 - 1 80 - 90 0.3 - 1
7 0 - 1 ∗
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3.2.3 Diuse Horizontal Irradiance
Diuse horizontal irradiance is dened as irradiance that does not come di-
rectly from the sun, but is scattered from aerosols, dusts and particles in the
atmosphere. DHI comes equally from all directions. So for a clear day, the
GHI will consist mostly out of DNI, where as on a cloudy day the GHI will
consist mostly out of DHI [31]. As the GHI and DNI is known, the DHI can
be calculated by the relationship between the three as described by Equation
3.7 [32].
DHI = GHI −DNI cos(θz) (3.7)
3.2.4 Total In-plane Irradiance
The total in-plane irradiance is seen the total amount of irradiance that is
received on a tilted surface. This includes direct irradiance, diuse irradiance
as well as reected irradiance [33]. For this thesis, it is important to be able to
determine the in-plane irradiance, as the tilt of the solar panel will constantly
change as the car drives along the route. The in-plane irradiance is needed to
accurately predict the amount of power the panel will provide to the vehicle.
The total in-plane irradiance can be determined by making use of pvlib. Pvlib
implements Equations 3.8 through 3.11, and is discussed below [34]. The code
for these calculations can be seen in Appendix 7.6
POA = POAdirect + POAdiffuse (3.8)
• POA - Total In-plane Irradiance (W/m2).
• POAdirect - Total In-plane Direct Component (W/m2).
• POAdiffuse - Total In-plane Diuse Component (W/m2).
The direct component can be determined by Equation 3.9 and the diuse
component can be determined by Equation 3.10 [34].
POAdirect = DNI · cos(θAOI) (3.9)
POAdiffuse = DHI ·
(









• ρ - Surface Albedo.
• βt - Solar Panel Tilt Angle (◦).
The angle of incidence is dened as the angle between a line perpendicular to
the panel and a line pointing directly at the sun, as seen in Figure 3.2 [24]. So
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for a panel that is mounted at on the ground, the angle of incidence will be





cos βt cos θz + sin βt sin θz cos(ψ − ψs)
]
(3.11)
• θAOI - Angle of Incidence (◦).
• ψ - Solar Azimuth Angle (◦).




Figure 3.2: Angle of Incidence. (Adapted from [36])
3.3 Solar Angles
The sun follows a path from East to West. The path of the sun is not the same
year round, it is dependant on the time of year (the season). The path can
however be dened by two solar angles, namely the solar Zenith and -Azimuth.
So in other words, with the solar Zenith and -Azimuth known, the exact posi-
tion of the sun in the sky can be determined [37]. This is necessary in order to
compute the total in plane irradiance that the solar panel will receive at any
given point in time, as discussed in Chapter 3.2. All of the equations discussed
in this section, are applicable to the Southern hemisphere. There will be minor
dierences if the calculations are done for the Northern hemisphere.
The solar Zenith angle describes the vertical position of the sun in the sky. It is
measured from a line perpendicular towards your position on earth, to the sun
(in degrees). The solar Zenith angle (θz) can be better understood by the aid
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of Figure 3.3. The solar Azimuth angle (ψ) indicates the horizontal position
of the sun in the sky. It is measured in degrees with respect to true north,
and can be seen in Figure 3.3 [25]. The Zenith and Azimuth are determined






Figure 3.3: Zenith vs Azimuth. (Adapted from [38])
To determine the exact solar Zenith and -Azimuth, there are a few variables
that have to be known: the latitude, the number of the day and the current
time. Latitude is described as your angular distance from the Equator. Values
that are to the North of the equator are seen as positive. Longitude is described
as your angular distance from the Greenwich Meridian and is considered as
positive to the East thereof [25]. Figure 3.4 shows a visual representation of
the dierence between latitude and longitude.
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Figure 3.4: Latitude vs Longitude. (Adapted from [39])
January the rst is seen as day number 1 for all solar calculations. The current
time is needed to determine the so called hour angle. The hour angle shows
how many degrees the earth has to rotate in order to reach solar noon (12:00
AM solar time). As the earth rotates 360 degrees in 24 hours, 1 hour is equal to
15 degrees of rotation [24]. The hour angle is seen as negative in the morning,
and is determined by Equation 3.12.
H = (LST − 12) · 15◦ (3.12)
To determine the hour angle, local time has to be converted to Local Solar
Time (LST). The rst step in doing this, is to determine the Local Standard
Time Meridian (LSMT). The LSMT can be determined by Equation 3.13,
where ∆TUTC is the dierence between local time and Universal Coordinate
Time (UTC) [24].
LSMT = 15◦ ·∆TUTC (3.13)
The next step is to determine the Equation of Time (ET). The equation of
time accounts for the dierence between a day and a solar day, as the length
of a solar day varies through the year. A solar day is dened as solar noon to
solar noon. The equation of time can be determined by Equation 3.14, where
n is the number of the current day.
Stellenbosch University https://scholar.sun.ac.za




















The LST is dened by Equation 3.15, where TC is the Time Correction Factor
(TC). The TC accounts for the dierence between the local time zone and LST,
due to the longitudinal position. The TC can be determined by Equation 3.16
[40].




TC = 4 · (Longitude− LSMT ) + ET (3.16)
The solar Zenith and solar Azimuth angles can now be determined with Equa-
tion 3.17 and Equation 3.18 [25]. The declination angle can be expressed by
Equation 3.19.





• L - Latitude (◦N).
• δ - Declination Angle (◦).
• H - Hour Angle (◦).







There is one more angle that is needed to calculate the total in plane irradiance,
and that is the surface Azimuth angle. The surface Azimuth is dened as the
angle between a line perpendicular to the surface of the panel, and North.
So if a solar panel is pointed directly East, the surface Azimuth will be 90◦
[25]. To clarify the dierence between solar- and surface Azimuth: For a solar
panel that is xed, the surface Azimuth will stay constant, where as the solar
Azimuth will be dierent for every hour of every day. The surface Azimuth
is included in the road prole data, which is the input of the system. The
calculation of this angle will be discussed in Section 5.
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3.4 Single Diode Model
Solar cells are made of semiconductor materials, of which crystalline silicon
is the most commonly used. The crystalline silicon is doped with so called
impurities, in order to create a p-n junction. This p-n junction has a N-type
semiconductor on the one side of the cell and a P-type semiconductor on the
other side of the cell. The N-type semiconductor has free electrons with nega-
tive charge, where the P-type semiconductor has free openings with a positive
charge. When the solar cell absorbs photons from the sun, so called hole-
electron pairs are created. The n-side of the cell builds up electrons and the
p-side of the cell builds up holes. Thus, if a conducting wire connects the n-
side and the p-side of the cell, electrons will ow from the n-side to the p-side,








Figure 3.5: Basic Solar Cell. (Adapted from [24])
Now that the basic working of a solar cell is known, it is important to distin-
guish between a PV cell, PV module, and a PV array. A PV module consists
of several PV cells that are connected in series, parallel or series-parallel as
seen in Figure 3.6. These connected cells are contained within a frame, with a
transparent cover which is usually made of glass. This protects the cell from
damaging environmental elements. The amount of cells within a PV panel
will determine the maximum DC output of the panel [42]. A PV panel is also
tted with bypass diodes, as shaded cells cannot produce any current. The
bypass diode is a precautionary method for preventing hotspots on the panel,
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which can lead to permanent damage, as well as power losses when the panel
is subject to partial shading [43]. The bypass diode solves this problem by
simply diverting the current through the diode instead of the shaded cells. A
PV array is simply several PV panels that are connected in series and parallel
to provide the desired DC output power.
PV Cell
PV ArrayPV Panel
Figure 3.6: PV Cell, -Module and -Array. (Adapted from [42])
Now that the basic workings of solar power are known, the next step is to model
a solar panel. There are currently 2 main circuit representations to model a
solar cell, namely the single- and double diode models. For the purpose of this
project, it is decided to implement the single diode model. The most simplistic
way to model an ideal solar cell, is by putting a diode in parallel with a current
source, as seen in Figure 3.7. The problem with this ideal model, is that it
becomes very inaccurate when it is subjected to environmental variations [44].
To improve these inaccuracies, two resistors are added. One is added in series
and the other one in parallel. The series resistor, Rs, is put into the circuit to
take voltage drops and internal losses into account [45]. The parallel resistor,
Rp, is put into the circuit to take into account what happens when the diode
is reverse biased, i.e. the leakage current ows into ground [45].
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Figure 3.7: Ideal Solar Cell. (Adapted from [44])
3.4.1 Design Theory
Figure 3.8 shows the practical model used for the modelling of a solar cell.
The model can also be referenced as the ve parameter model. It is called the
ve parameter model as there are ve key unknowns that have to be solved in
order to successfully model the cell, namely [45]:
• Rs - Series Resistance (Ω),
• Rp - Parallel- or Shunt Resistance (Ω),
• Ip - Photocurrent (A),
• Io - Diode Saturation Current (A) and
• α - Diode Ideality Factor.
The output current of the circuit in Figure 3.8, can be described by Equation
3.20 [46]. Vt refers to thermal voltage equivalent, and can be determined by
using Equation 3.21 [46].
































• Ns - Number of cells connected in series.
• k - Boltzmann Constant (J ·K−1).
• Tcell - Operating temperature of the solar cell (◦C).
• q - Electron Charge (C).
The photocurrent needed to complete Equation 3.20, can be determined by
Equation 3.22 [45]. As previously mentioned, the photocurrent is the current
that is generated from the solar cell. It is dependant on the ambient tempera-
ture as well as the amount of irradiance it receives. Both the temperature and










• Ipn - Photocurrent at Standard Test Conditions (STC) (A).
• Ki - Short circuit temperature coecient.
• Tn - Temperature at STC (25◦C).
• G - Irradiance (W/m2).
• Gn - Irradiance at STC (1000 W/m2).
The operating temperature of a solar panel is dependant on various factors,
with the main factors being the ambient temperature and the windspeed. It
is important to take the windspeed into consideration as it will lower the
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operating temperature of the panel. A lower operating temperature will lead
to an increase in eciency. As the solar panel will be mounted on the roof of the
vehicle, it will be subjected to moderate to high windspeed. One rst have to
determine the operating temperature of the panel itself, before determining the
operating temperature of the cell. The operating temperature of the module
can be determined by Equation 3.23 [47].
Tmod = POA · (expa+b·WS) + Tamb (3.23)
• Tmod - Module Operating Temperature (◦C).
• a - Empirically Calculated Coecient.
• b - Empirically Calculated Coecient.
• WS - Windspeed (m/s).
• Tamb - Ambient Air Temperature (◦C).
For Equation 3.23, a and b were empirically calculated by [47]. Coecient
a refers to the upper limit of the module temperature, and is equal to -2.98.
Coecient b refers to the rate at which the windspeed causes a drop in the
module temperature, and is equal to -0.0471. The cell temperature can now
be determined by Equation 3.24, where ∆Temp is a empirically calculated co-
ecient. ∆Temp refers to the temperature dierence between the module back
plate and the cell at Gn and is equal to 1
◦C for this application [47].




The diode saturation current can be expressed by Equation 3.25, where Eg
is the band gap energy of the semiconductor and Ion is the diode saturation


















The last unknown to solve Equation 3.20, is the diode saturation current at










• Iscn - Short Circuit Current at STC (A).
• Vocn - Open Circuit Voltage at STC (V).
• VTn - Thermal Voltage Equivalent at STC (V).
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3.4.2 IV Curves
To complete the modelling of the solar panel, all of the ve parameters have
to be known in order to solve Equation 3.20. It is possible to calculate these
parameters manually, however it is a substantial amount of equations to work
through. For the purpose of this project, there is a much simpler solution,
namely pvlib. The algorithms to develop the pvlib database, is derived from
models from several peer-reviewed publications, as discussed above. Pvlib al-
lows you to retrieve the model parameters of your chosen solar panel. This
information is retrieved from NRELs (National Renewable Energy Laboratory)
SAM (System Advisor Model) website.
The Canadian Solar CS6X-350-FG solar panel was chosen for the modelling
of this thesis, and the specications thereof can be seen in the datasheet [48].
This was chosen as it is a high eciency poly-crystalline panel. It contains 72
individual cells, with a rated maximum power output of 350 W. The param-
eters of the chosen panel can be seen in Table 3.2. The input parameters for
the pvlib algorithm are as follows: surface tilt, surface azimuth, irradiance and
the cell temperature.
Table 3.2: Solar Panel Parameters.
Parameter Datasheet Value Modelled Value
Nominal Power 350 W 350 W
Voltage at Maximum Power 38.1 V 38.3 V
Current at Maximum Power 9.21 A 9.13 A
Open Circuit Voltage 46.2 V 46.6 V
Short Circuit Current 9.79 A 9.67 A
Cells 72(6 by 12) N/A
Panel Weight 27.5 kg N/A
Figure 3.9 shows the simulated I-V curves for 5 dierent irradiance levels, at
a constant cell temperature of 25◦C. To review the accuracy of the model that
is used, the parameters from the data sheet are compared to the modelled
values and can be seen in Table 3.2. It is concluded that these values match
the values from the datasheet very closely, and the model is deemed accurate
enough for the purposes of this thesis. The ve parameters of the so called
ve parameter model can be seen in Table 3.3. When implementing this solar
panel into the vehicle subsystem, it is important to take the weight of the
panel into consideration in order to accurately review the contribution of the
panel to the range of the vehicle.
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800 W/m2 at 25 °C
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200 W/m2 at 25 °C
Figure 3.9: I-V curves at various irradiance levels.
3.5 PV Losses
For small applications, PV panels have a relative low yield and it is therefore
important to minimize the losses where possible [49]. As for the case in this
project, where only 2 PV panels are used, the losses have to be taken into con-
sideration where necessary to calculate accurate power yield. The modelling
of the system is done in such a way that the losses can easily be taken in-
or not be taken into consideration, within the developed software discussed
in Chapter 5. There are various losses with regards to PV yield, and will be
discussed in short below.
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3.5.1 Shading Losses
Shading losses are one of the most important factors to take into account when
calculating power yield. For a PV panel that consists of 4 parallel strings, as
seen in Figure 3.6, if only the the top corner of the panel is shaded, the power
output of the panel will be reduced by 25% [50]. This is due to the bypass
diode diverting the current away from the shaded parallel string. For this
project, shading losses will not be taken into consideration, as it will not be
possible to model the shading while the EV drives. Highways are regularly
maintained and it is seldom for trees to overhang on the road, and thus it is
justied to ignore the shading losses as the EV drives. For the case where the
EV is parked, the judgement of the driver on where to park the EV, will lead
to the panels not to be shaded where the EV is parked, hence no shading losses
will occur.
3.5.2 Dust Losses
Dust losses, is as the name states, losses in PV yield to the PV panels being
covered by dust. In extreme cases, power losses due to dust can be as high
as 15%.[51] To mitigate power losses due to dust, it is important that the
EV is cleaned regularly, or at least the PV panels. Due to the driver being
instructed on regular cleaning of the PV panels, dust losses will not be taken
into consideration.
3.5.3 DC Cable Losses
Another loss to take into consideration is the losses in the cables that connects
the PV panels to the inverter. These losses are due to the resistance of the
cabling and can be determined by Equation 3.27 [52]. The resistance of a
cable is determined by Equation 3.28 [53]. The cable connected to the PV
panels has a cross-sectional area of 4 mm2, as stated in the datasheet. Copper
conductors generally have a resistivity of 1.77× 10−8Ωm [54].





• PDC - DC Cable Loss (W).
• RDC - Cable Resistance (Ω).
• ρcable - Conductor Resistivity (Ωm).
• Lcable - Cable Length (m).
• Acable - Cable Cross-sectional Area (m2).
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For the application in this project, the cabling will not be longer than 4 m for
both PV panels. Keeping in mind that the current at the maximum power
point of the Chosen PV panels is 9.21 A, the DC cable losses can be determined.
Using Equation 3.27 and 3.28, the losses are calculated as 3 W, which equates
to a 0.85% loss in power. This is so small, that the DC cable losses are deemed
negligible for this project.
3.5.4 Inverter Losses
Both the PV panels and the battery of the EV produce DC power. The
synchronous motor of the EV needs AC power to operate, hence an inverter
is required. The inverter the Nissan Leaf uses, has an eciency of 98%, thus
the power losses regarding the inverter is deemed negligible [55][56].
3.6 Sensitivity Analysis of Power Output
Figure 3.10 shows the power output of the chosen panel for 21 November 2018
in Stellenbosch. This day was chosen as the day starts of very cloudy and
starts to clear up at solar noon. This is desired as it will clearly indicate the
relationship between irradiance and output power. The tilt for the panel was
set equal to the latitude (33◦), as it is generally considered as the optimal tilt
angle. The windspeed and ambient temperature for that day are also taken
into consideration, and is obtained from weather.sun.ac.za. From Figure 3.10 it
is clear to see that the power output is directly proportional to the irradiance,
as expected.






































Figure 3.10: Power Output vs GHI.
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3.6.1 Eect of Windspeed
To show the eect of windspeed on the power output, all of the other variables
were held constant. The STC temperature was used. To clearly show the
eect of windspeed, a very clear day was chosen. The day was 3 October 2018
in Stellenbosch. Figure 3.11 shows the relationship between windspeed and
output power. Windspeeds of 0 m/s, 17 m/s and 33 m/s were chosen, as it
is equal to a car standing still, driving at 60 km/h and driving 120 km/h. It
is concluded that windspeed has quite a big eect on the power output and
must indeed be considered in the modelling thereof. The reason for the higher
windspeed yielding a bigger power output, is that the higher windspeed cools
the panel, which in turn makes it more ecient.








































Figure 3.11: Power Output vs GHI at dierent windspeeds.
3.6.2 Eect of Ambient Temperature
As for showing the eect of windspeed, all the variables will be held constant
and only the ambient temperature will be changed. Once again 3 October
2018 was chosen, to keep the comparison accurate. Figure 3.12 shows the
relationship between ambient temperature and output power. Three dierent
ambient temperatures were chosen, 5◦C, 25◦C and 40◦C. These temperatures
were chosen as they are consistent with what you could expect when driving
around in South-Africa. The windspeed for this investigation was set to 0 m/s,
as the windspeed will help cool the panel and this is not what is investigated.
The eect of ambient temperature on the power output is quite signicant, but
not as big as the eect of windspeed. As for the windspeed, a lower ambient
temperature will lead the panel to be more eective.
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GHI forecasting plays a key role in this project. The GHI is needed as it is
one of the key variables to determine the power output of the solar panels that
is mounted on the roof of the EV. Currently, weather forecasts do not include
GHI forecasts, thus it is necessary to do GHI forecasting. The goal for this
thesis, in terms of GHI forecasting, is to predict the GHI based only on a clear
sky model and cloud cover data from the desired weather station. Further,
the forecasting will be done with very little historical data and only using data
that is freely available to the public.
The rst step to forecasting GHI, is to develop an accurate clear sky model.
Once the clear sky model is known, regression techniques will be used to nd a
correlation between cloud cover, clear sky GHI and actual GHI. The regression
will be done based on historical weather and GHI data. This is a very simplistic
approach to do GHI forecasting, but it ts the scope of the project very well.
The code for the regression techniques can be seen in Appendix 7.6.
4.2 Clear Sky Model
The clear sky model is a model that predicts the GHI for a clear day, i.e. a day
with zero clouds (There are various clear sky models discussed in literature,
with varying levels of complexity). For this project, the Ineichen and Perez
model will be discussed and implemented. This model was chosen due to its
relative complexity and it is one of the well known models for determining clear
sky GHI. The model was initially developed by using 4 years of measured data.
Pvlib provides a function that implements the chosen clearsky model and will
be discussed below. The clear sky GHI as described by the Ineichen and Perez
model, is dened by the following equation [57]:
42
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GHIclear = A · SC · sin(90− θz) · exp[−B · ρm · (C +D − [TL − 1])] (4.1)
• GHIclear - Clear Sky GHI (W/m2).
• SC - Solar Constant.
• ρm - Optical Air Mass.
• TL - Linke Turbidy Coecient.
• A - Altitude Dependant Coecient.
• B - Altitude Dependant Coecient.
• C - Altitude Dependant Coecient.
• D - Altitude Dependant Coecient.
The solar constant is dened as the rate at which energy from the sun is
received on a surface that is perpendicular to the incoming rays, in free space
and at the mean distance between the earth and the sun [58]. The value of
the solar constant is taken as 1364 W/m2 for these calculations. The optical
airmass can be determined by Equation 4.2 [59].
ρm =
1
cos θz + 0.50572 · [96.07995− θz]−1.6364
(4.2)
The Linke Turbidy coecient is described as the total optical thickness of a
clear sky atmosphere, relative to an aerosol and water damp free atmosphere













The Altitude dependant coecients were calculated using Equations 4.4 through
4.7, where Alt refers to the altitude [57].
A = (5.09 · 10−5) · Alt+ 0.868 (4.4)















Figure 4.1 shows the predicted clear sky GHI vs the measured GHI. The mea-
sured GHI is obtained from www.weather.sun.ac.za and is for 2 February 2019.
From Figure 4.1 it is concluded that the chosen clear sky model is suciently
accurate for the purposes of this project.




















Figure 4.1: Clear Sky GHI Validation.
4.3 Regression Techniques
To nd the relationship between cloud cover, clear sky GHI and actual GHI,
regression techniques are used. There are a few regression techniques that will
be discussed and the most accurate one will be chosen. Regression is dened
as a predictive modelling technique used to dene the relationship between a
dependant variable and independent variable(s) [60]. In short, regression takes
the training dataset (both dependant and independent variable(s)) and uses
it to draw a line of best t. This line of best t is then used to predict the
dependant variable from the given independent variable(s).
Python provides a built in library for implementing the various regression tech-
niques. The dierent regression techniques will be discussed in short, as the
scope of this project does not entail a deep understanding of regression tech-
niques. Larson et al. discusses a model for determining GHI from cloud cover
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and clear sky data [61]. This will be used as a benchmark for the regression
techniques discussed in this chapter. The model for determining the predicted
GHI by Larson et al. is described by Equation 4.8, were CC is the cloud cover
(0 - 1) [61].
GHI = GHIclear · [0.35 + 0.65 · (1− CC)] (4.8)
The cloud cover is received from Yr.no and is expressed as a percentage between
0%- 100%. Yr.no allows you to make API calls to retrieve the latest weather
forecast, and this forecast is updated every 12 hours. For the forecasting done
in this project, there will be distinguished between low-, medium- and high
clouds. The reason for distinguishing between the dierent cloud heights, is
that they absorb and reect radiation at dierent rates. Lower clouds tend
to reect radiation back to space, where higher clouds reect the radiation
towards the surface of the earth [62]. The historic GHI measurements are
obtained from www.weather.sun.ac.za. The regression models will be trained
with only 16 days worth of historical data.
4.3.1 Linear Regression
Linear regression nds the relationship between the variables by making use of
a linear line of best t. In this case, the line of best t is a straight line. The
equation used to do linear regression is dened by Equation 4.9 [60]. Figure
4.2 show the Linear Regression line for a randomly generated dataset. The
intercept and slope are determined by making use of the least square method,
and is discussed by Equations 4.10 and 4.11 [63]. The least square method is
used to minimize the error between the line of best t and the given dataset
[63]. Figure 4.3 shows the predicted GHI by making use of linear regression.
Y = β0 + β1X (4.9)
β1 =
∑n
i=1(xi − x̃)(yi − ỹ)∑n
i=1(xi − x̃)2
(4.10)
β0 = ỹ − β1x̃ (4.11)
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Figure 4.2: Linear Regression Line.
• Y - Dependant Variable.
• X - Independent Variable.
• β0 - Intercept.
• β1 - Slope.
• ỹ - Average of Y in Dataset.
• x̃ - Average of X in Dataset.
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Linear Regression Actual GHI Larson Model
Figure 4.3: Linear Regression Model.
4.3.2 Polynomial Regression
Similar to linear regression, polynomial regression nds a line of best t. The
dierence is, that with polynomial regression, the line of best t is a polynomial
line. Figure 4.4 shows the Polynomial Regression line of the 6th degree for a
randomly generated dataset. The equation used to determine the polynomial
regression line, is dened by Equation 4.12 [64]. In order to compute the
regression line, Equations 4.13 through 4.15 have to be implemented. This is
needed in order to minimize the error by making use of the least square method
[65]. When using polynomial regression, it is import to nd the correct order.
To high of an order will lead to over-tting, where to low of an order will
lead to under-tting. Figure 4.5 shows the predicted GHI by making use of
polynomial regression. Dierent polynomial degrees were compared, and it
was found that the second degree produced the most accurate prediction for
this dataset.
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Figure 4.4: Polynomial Regression Line.
Y = β0 + β1X + β1X
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β̄ = (X̄T · X̄)−1 · (X̄T · Ȳ ) (4.15)
• β - Regression Coecients.
• Ȳ - Dependant Variable Matrix.
• X̄ - Independent Variable(s) Matrix.
• β̄ - Regression Coecient Matrix.
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Polynomial Regression Actual GHI Larson Model
Figure 4.5: Polynomial Regression Model.
4.3.3 Logistic Regression
Logistic regression is generally used for classication problems, but for this ap-
plication it will be used for prediction. Figure 4.6 shows the logistic regression
line for a randomly generated dataset. To use logistic regression for prediction,
the dependant variables from the training data have to be divided into classes
[66]. This is done by making use of the Scikit-learn library from Python, which
transforms the data into classes and inverses the transform after the calcula-
tions are done [67].
A big dierence from the previous regression techniques, is that logistic re-
gression determines the probability of each dependant-variable-class based on
the independent variable(s) and the class with the highest probability is the
predicted values (once it is inverse transformed as mentioned previously). The
probability of each of the so called dependant-variable-classes is calculated by
Equation 4.16, where p is the probability [66]. The regression coecients are
determined by making use of the maximum likelihood method, and is explained
by Equation 4.17, where l is the likelihood [68]. To do so, the equation is dif-
ferentiated, set equal to zero and then solved. Figure 4.7 shows the predicted










− log 1 + e−(β0+β1Xi) +
n∑
i=1
Yi(β0 + β1Xi) (4.17)







































































Logistic Regression Actual GHI Larson Model
Figure 4.7: Logistic Regression Model.
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4.4 Results
To review the accuracy of the prediction models, four Key Performance In-
dicators (KPI) will be used. They are Mean Absolute Error (MAE), Mean
Bias Error (MBE), Mean Absolute Percentage Error (MAPE) and Root Mean
Squared Error (RMSE). When implementing these KPIs, only the instances
between sunrise and sunset will be taken into consideration. The points in the
night were the GHI is 0, will be ignored. This is done, because roughly half of
a day there will be no GHI, and this will cause the KPIs to be skewed.
MAE is the average of the absolute of the dierence between the predicted
and actual values. For this application, the MAE will state how many Watt
per meter squared the prediction will be out on average every hour. This is a
good indicator, as it is a quantiable result. The MAE can be determined by
implementing Equation 4.18, where n is the number of data-points (keeping
in mind that for this application it will only include the predicted GHI from








MBE is the average of the dierence between the predicted and actual values.
MBE is a good KPI, in the sense that it will indicate whether the model is
over- or under-predicting. A positve MBE will indicate under-prediction and a
negative MBE will indicate over-prediction [70]. The MBE can be determined











MAPE is the average of the percentage that each predicted value diers from
the corresponding actual value. This KPI is not considered accurate, as it is
skewed, because if there is a big dierence between the predicted and actual
value for a low actual value, this will have a very big impact on the MAPE.
The same error for a higher actual value, will have much less of a impact on
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RMSE is dened as the square root of the average error squared. RMSE is a
KPI that gives big attention to the magnitude of the error. If big dierences
between predicted and actual vales are very undesirable, RMSE will be the










Table 4.1 shows the normalised Key Performance Indicators for the various pre-
diction models, as well as for the discussed clear sky model. To normalise the
MAE, MBE and RMSE, they are simply divided by the average of GHImeasured
[70]. The reason for normalising the KPI, is to make it comparable to models
that predict something dierent or simply uses other data than is used in this
project. The model that did the best in the the respective KPIs is printed in
blue.
From Table 4.1 it is clear that the Polynomial regression model is the most
accurate. It has the lowest MAE, lowest MBE and the lowest RMSE. It is
important to note that the polynomial regression model slightly over-predicts
and to take this into consideration when using the predicted GHI to calculate
power yield. The clear sky model is also reviewed and is very accurate. The
clear sky model slightly under-predicts, which is desirable when doing power-
yield predictions.
Table 4.1: Prediction Accuracy
nMAE nMBE MAPE nRMSE
Larson Model 40.49% 12.95% 52.79% 54.73%
Linear Regression 33.83% -12.79% 59.15% 47.53%
Polynomial Regression 24.34% -2.86% 44.22% 39.71%
Logistic Regression 29.77% 7.29% 41.51% 41.88%





At this point in the project, all of the theory is explained and completed.
However, everything still has to be integrated and implemented. To do this,
software was developed in the Python environment. Python was chosen as
it is regarded as a high level programming language, which has a good ease
of use. Python also has a large and comprehensive built-in standard library.
As this project is strictly theoretical, this section will play a big role in the
justication of the project. The core parts of the code discussed in this section
can be seen in Appendix 7.6.
5.2 Road Prole Data
The road prole data is a very important part of this project. This data is
needed in order to calculate the power requirements for a specic route and
thus to compute the range of the EV. The power contribution from the solar
panels on the roof of the EV, is highly dependant on the road prole data.
As the EV drives, the tilt angle and surface Azimuth of the PV panels will be
changing constantly, and in turn this will eect the total in-plane irradiance. If
the road prole data is incorrect or inaccurate, all of the modelling making use
of it will consequently also be inaccurate. The Latitude and Longitude for each
point along the desired/chosen route is retrieved from Google Earth. Sadly,
Google Earth does not provide all the information needed to complete the road
prole data. To determine the rest of the needed information, mathematical
calculations will be needed, and will be discussed below. An example of the
road incline and -elevation versus distance can be seen in Figure 5.1, for a
route from Stellenbosch to Robertson.
53
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Figure 5.1: Road Incline vs Elevation.
5.2.1 Distance Between points
The distance between two Latitude and Longitude points can be determined
by making use of the Haversine formula. This formula is slightly awed in the
sense that it takes the shortest distance between the two points. Thus the
accuracy of Haversine formula in this application, will be dependant on the
frequency of coordinate-points provided by Google Earth. This will however
not be a problem when calculating the range of the EV, as the model uses the
distance provided by the road prole data and not the actual distance. The
Haversine formula is broken up to make it easier to understand and can be



















Dist = Rearth ·Bhav (5.3)
• Ahav - Constant.
• Bhav - Constant.
• L1,2 - Latitude Points (◦N).
• Long1,2 - Longitude Points (◦E).
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• Dist - Distance Between Points (m).
• REarth - Earth Mean Radius (m).
A function is written using Python, which uses a for loop (to step through ev-
ery coordinate point retrieved from Google Earth) to implement Equations 5.1
through 5.3, to calculate the distance between each of the Latitude and Lon-
gitude points retrieved from Google Earth. These distance points are placed
into a data-frame within the for loop and is then merged with the data-frame
containing the Latitude and Longitude points.
5.2.2 Heading
The Heading is equal to the surface Azimuth angle, and is required to de-
termine the angle of incidence and in turn the total in-plane irradiance, as
mentioned in Chapter 3.2. The heading from point 1 to point 2 can be deter-







AHead = cos(L2) · sin(Long2 − Long1) (5.5)
BHead = cos(L1) · sin(L2)− sin(L1) · cos(L2) · cos(Long2 − Long1) (5.6)
• Head - Heading (◦).
• AHead - Constant.
• BHead - Constant.
As for the distance, a function is written using Python, which uses a for loop
to determine the heading between each of the Latitude and Longitude points
extracted from Google Earth. These headings are placed into a data-frame
within the for loop and is then merged with the data-frame containing the
Latitude, Longitude and distance points.
5.2.3 Road Angle
In order to determine the angle of the road, it is necessary to know the eleva-
tion/altitude of each latitude-longitude point. With the elevation of each point
in the road prole data known, as well as the distance between the points, the
road angle can be determined by implementing simple trigonometry. The road
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• θRoad - Road Angle (rad).
• Alt - Altitude or Elevation (m).
• ∆Alt - Change in Elevation (m).
The Google Maps Platform provides an elevation Application Programming
Interface (API). This API allows the user to get the elevation (in meters)
for any location, given the latitude and longitude thereof. Python code is
written to make an API request for each point in the road prole data, to nd
the elevation of each point. Once the elevation is known, the road angle is
determined by implementing Equation 5.7 in a for loop, and adding it to the
before mentioned data-frame to fully complete the road prole data.
5.3 Speed Instructions
To determine the power that is required to drive at a certain speed at a certain
incline, Equation 2.1 is used. One key variable needed to determine the power
requirements is the acceleration of the EV. Acceleration can be determined by
making use of Equation 5.8 and 5.9. The modelled EV can accelerate from

















• υi - EV Initial Speed (m/s).
• ∆υ - Change in EV speed (m/s).
• TEV - Time (s).
With the road prole being known and the total tractive eort and accelera-
tion computable, the power requirements for a route is calculated as follows:
As mentioned in Chapter 2.2, the Nissan Leaf has a 80 kW motor, thus this is
the limit for the available power of the EV. Python is used to develop an algo-
rithm that calculates the maximum speed that the EV can drive at a certain
road incline with a certain power limitation (80 kW for now).
The algorithm populates a data-frame with speeds incrementing from 0 to
120 km/h in small steps. The power required to drive each of these speeds at
the specic road incline is calculated by implementing Equation 2.1 to 2.8 and
Equation 5.8 and 5.9. This method is repeated to create a new virtual lookup
table for each point in the road prole data. An example of this virtual lookup
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table, but for various road inclines, can be seen in Figure 5.2. From Figure 5.2
it can be seen that the fastest the EV can drive on a road with a 20% incline,
is about 85 km/h. With the user dened speed limit taken into consideration,
a data-frame is populated with the maximum allowable driving speed for each
point in the road prole data, without exceeding the speed limitation and the
power limitation of 80 kW. For this project, this data-frame is referred to as
the speed-instruction data-frame.





















Figure 5.2: Speed vs Power Required.
At this point, the theoretical maximum driving speed for each point along the
route is known. As previously mentioned, the EV has a maximum accelera-
tion of 2.68 m/s2, and this has to be taken into consideration. The maximum
acceleration of the EV will determine whether the EV will be able to reach the
speed that is in the speed-instruction data-frame, within the distance at hand.
With the distance between the points in the road prole data known, the max-
imum speed that the EV will be able to accelerate to, from the previous speed
in the speed-instruction data-frame is calculated. If the speed in the speed-
instruction data-frame is unattainable, it is replaced with the maximum speed
the EV will be able to reach within that specic distance, with a maximum ac-
celeration of 2.68 m/s2. To summarise, at this point the algorithm determines
the speed-instruction data-frame, which contains the maximum speed the EV
is able to attain for a route, without requiring more than 80 kW or exceed-
ing an acceleration of 2.68 m/s2 and the dened speed limit. The algorithm
also returns that actual power that is used in order to maintain or reach the
corresponding speed. The power used will not always be equal to the power
limitation, as the speed limit and the road incline will have an eect. For
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example, when driving down a steep incline, not much power will be needed
to reach the speed limit.
5.3.1 Power Limitation
The algorithm is now altered in such a way that the power limitation can
be changed anywhere between 0 and 80 kW. The main reason for this, is to
lower the average speed within the speed-instruction data-frame. Adjusting
the speed limitation, will only ensure that the speed limit is never exceeded,
but adjusting the power limitation will cause the maximum achievable speed
for each point in the road prole data to be lower.
Figure 5.3 shows the speed versus distance for a route with inclines decreasing
from 20% to 0%, in 5% increments every 20 km. Firstly the power limitation
was set to 40 kW with a speed limit of 120 km/h, to show how the EV will
be able to drive faster as the road incline lowers and act as a baseline. Next,
the power limitation was set to 20 kW with the speed limit kept at 120 km/h.
Lastly, the power limitation was kept at 40 kW, but the speed limit was lowered
to 60 km/h. From Figure 5.3, it can be seen that there is clear dierence
between applying a speed limit versus applying a power limitation. With the
speed limit being halved, the curve will follow the baseline speed exactly, up
until the speed limit is reached. But with the power limitation being halved,
the curve never reaches the baseline speed. This power limitation will later be
used to control the energy required to complete a certain route.

















Limit @ 40 kW
Limit @ 20 kW
Limit @ 60 km/h
Figure 5.3: Power- vs Speed Limitation.
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5.3.2 Adaptive Speed Instructions
Currently, the speed-instruction algorithm provides the driver with a target
speed to follow for each point along the road, which will correspond with a
certain range. The user may however not always reach the target speed due to
trac jams, accidents or obstructions in the road. A new function was added
to the algorithm, which takes the actual speed the driver obtained into ac-
count, when determining the next reachable/target speed. This functionality
is added to make the algorithm applicable to actual driving conditions.
Figure 5.4 shows the speed instructions and adaptive speed instructions, for the
route in Figure 5.1, with a speed limit of 120 km/h and a power limitation of 80
kW. Figure 5.5 shows the speed instructions and adaptive speed instructions
for a section of the route, to make the change in speeds more visible. The
actual driving speed the driver achieved was set to 30 km/h, as the scenario
may be that the driver can be stuck in a road segment between road works.
The adaptive speed instructions are calculated by taking into account that
the driver did not reach the speed of the original speed instructions, but only
reached 30 km/h. The adaptive speed instructions give the new target speed
based on a previously achieved speed of 30 km/h.





















Figure 5.4: Adaptive Speed Instructions.
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Figure 5.5: Adaptive Speed Instructions.
5.4 Energy Requirements
Up to this point, the maximum achievable speed for a specic route can be
determined. This can be done with or without a speed- or power limitation
dened. In order for the algorithm to be applicable to an EV, the energy
requirements have to be calculated. The energy requirements have to be cal-
culated as the EV makes use of a battery as the energy source. It is important
to take note of the dierence between power and energy. Power is the rate
at which energy is used and is measured in Watt (W). Energy is the amount
of power that is used in a specic time and is measured in Watt per hour
(Wh).[73] Energy is determined by the product of power and time. For ex-
ample, if a light-bulb uses 100 W and is burning for 10 hours straight, the
light-bulb would have used 1 kWh of energy. The Nissan Leaf has a 30 kWh
battery, which means that it can produce 30 kW for 1 hour, 1 kW for 30 hours
or any ratio of power and time that equates to 30 kWh.
A new algorithm was developed that determines the battery capacity as the
vehicle drives. With the speed and power provided by the speed-instruction
algorithm, the driving time between points can be determined. The energy
needed to drive at the instructed speed, for the calculated time, is determined
by the product of the power and the time. The battery capacity is then up-
dated, by subtracting the energy needed at every point in the road prole
data, from the available battery capacity. This battery algorithm takes the
speed, power and battery capacity as inputs, and returns the available battery
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capacity at each point of the route, as can be seen in Figure 5.6.
Figure 5.6 shows the battery capacity vs distance for the same route as in
Figure 5.1, with the same speed- and power limitations as in Figure 5.3 with
the addition of a 80 kW and 120 km/h limit. For the case with the 80 kW
power limitation and 120 km/h speed limit, it is clear to see that the EV will
run out of energy before the destination is reached. For the other 3 cases, the
EV will have sucient energy to complete the route, with the 40 kW power-
and 60 km/h limitation being the most energy ecient. Figures 5.7 and 5.8
shows the power and speed versus time for the example above, for the same
fraction of the route as in Figure 5.5. The duration of the trip for the various
limitations can be seen in Table 5.1.























Limit @ 80 kW & 120 km/h
Limit @ 40 kW & 120 km/h
Limit @ 40 kW & 60 km/h
Limit @ 20 kW & 120 km/h
Figure 5.6: Battery Capacity vs Distance.
Table 5.1: Time Travelled
Limits Time Travelled
80 kW and 120 km/h 1h 15min
40 kW and 120 km/h 1h 20min
40 kW and 60 km/h 2h 10min
20 kW and 120 km/h 1h 45min
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Limit @ 80 kW & 120 km/h
Limit @ 40 kW & 120 km/h
Limit @ 40 kW & 60 km/h
Limit @ 20 kW & 120 km/h
Figure 5.7: Power Usage vs Distance.


















Limit @ 80 kW & 120 km/h
Limit @ 40 kW & 120 km/h
Limit @ 40 kW & 60 km/h
Limit @ 20 kW & 120 km/h
Figure 5.8: Speed vs Distance.
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5.5 Solar Contribution
It is decided that two PV panels will be mounted on the EV, which can be on
the roof, bonnet or boot. As mentioned in Section 3, all of the losses regarding
PV yield will be neglected.
5.5.1 Driving Contribution
To determine the contribution from the solar panels, the power output is de-
termined for every point in the road prole data. To do this, the total in-plane
irradiance has to be determined for each point in the road prole data, as
mentioned in Chapter 3. The windspeed the panels experience, is set equal
to the velocity of the EV. For this project, external wind is neglected, as it
is assumed that the wind from the EV driving, will be dominant. The tilt-
and surface Azimuth angle is contained within the road prole data, with the
tilt being equal to the road angle and the surface Azimuth being equal to the
heading.
With the power contribution from two PV panels known, the power from the
panel is subtracted from the power required for the corresponding point in the
road prole data. This will update the required power, and in turn will aect
the energy requirements of the EV. In other words, while the EV is driving, the
power from the PV will not be used to charge the battery, but rather directly
go to the motor. This will lead to less power being drawn from the battery.
Figure 5.9 shows the battery capacity vs distance for the same limitations and
route as in Figure 5.6, but with the contribution from the PV panels included.
The GHI was set to 1200 W/m2 for the whole route. GHI of 1200 W/m2 is
a bit unrealistically high, but it is chosen as it will more clearly show what
aect the PV panels can have on the range of the EV and it is only used for
comparative purposes. It can be seen that the case with the smallest speed
limit, will lead to the biggest save in battery capacity.
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Limit @ 80 kW & 120 km/h
Limit @ 40 kW & 120 km/h
Limit @ 40 kW & 60 km/h
Limit @ 20 kW & 120 km/h
Limit @ 80 kW & 120 km/h PV
Limit @ 40 kW & 120 km/h PV
Limit @ 40 kW & 60 km/h PV
Limit @ 20 kW & 120 km/h PV
Figure 5.9: Power Usage vs Distance.
5.5.2 Charging Contribution
For the scenario where the driver of the EV has a job from 08:AM to 17:00PM,
the battery of the EV will be able to charge while the driver is at work. To
determine how much the battery will charge, the charging prole of the Nissan
Leaf has to be investigated. The charge controller of the Nissan Leaf has a
power limitation of 6.6 kW. This is ideal, as the power produced by the two
PV panels will never exceed 6.6 kW. To determine how much the battery will
be charged, Equation 5.10 is used. Equation 5.10 is a very simplied approach
to determine the charge of the battery, but it is accurate in this case, as the





• SOC - State Of Charge (%).
• PPV - Power Produced by PV Panels (kW ).
• TPV - Time (s).
• Bcap - Battery Capacity (kWh).
In a theoretical scenario, where the EV receives 1000 W/m2 of irradiance for
9 hours, each PV panel would produce 350 W and the battery would get
charged 21%. Figure 5.10 shows the level of charge the battery can reach if
parked for one hour at dierent irradiance levels. It is assumed that the EV
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is not parked on a incline, there is no wind and the ambient temperature is
25◦C. As expected, higher GHI will lead to a higher charge capacity, as the PV
panels produce more power. Results regarding the amount of charge gained
with a normal clear- and overcast day, will be discussed in Chapter 6.


























6.1 Graphical User Interface
As a way to help the driver of the EV understand and use the algorithms
developed in this project, a GUI has been developed. The GUI was developed
by making use of Pythons' graphical interface, Tkinter. Tkinter allows you to
link buttons with functions. For functions that require input from the user,
a so called Entry widget is used to obtain information from the user. The
placement of the buttons, text, plots, etc. is done by creating dierent frames.
These frames work like a grid that contains rows and columns. For example, if
a label (text label) is created, it is placed in the desired frame by specifying a
row and a column, as can be seen in Figure 6.1. A simplied owchart of the
GUI and the main code for the layout and options can be seen in Appendix
7.6. All of the code for the GUI is not appended, as it is about 1500 lines of
code.
Figure 6.1: GUI Label Placement.
6.1.1 GUI Options
The GUI is developed in such a way that all of the functionality developed in
the project, can be used through the GUI. All of the options the GUI provide,
can be seen in Figure 6.2. The power limitation is set to 80 kW as default and
the speed limitation is 120 km/h by default. Figure 6.3 shows an example of
66
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the functionality of the GUI, by plotting the speed vs distance for the same
route, power- and speed limitation as in Figure 5.4, but by making use of the
GUI.
Figure 6.2: GUI Options.
Figure 6.3: GUI Speed vs Distance.
When selecting the option of showing the current weather forecast, the GUI
will take you to the web-page as seen in Figure 6.4.
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Figure 6.4: Weather Forecast.
6.1.1.1 Adapt Speed Prole To Fit Battery Capacity
If the option is selected for the GUI to adapt the speed prole to t the
battery capacity, the following will happen: For a specic route, if the user
sets a power limitation (which corresponds with a certain speed prole) that
results in the battery being drained before the destination is reached, the
power limitation is automatically decreased incrementally until a speed prole
is found that will result in the route being able to be completed. An example
of this functionality can be seen in Figure 6.5. The simulation is done for the
same route as in Figure 5.6, but as seen in Figure 6.5, the EV is now able to
complete the route. The power limitation that corresponds with this speed
prole, is found to be 50 kW.
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Figure 6.5: Adapt Speed Prole To Fit Battery Capacity.
6.1.2 Interactive Plots
When selecting the option to plot one of the available results, a slider bar is
created right below the plot. This slider bar corresponds with the x-axis of
the selected plot. The slider bar can be moved to select an x-value and the
corresponding y-value(s) will be displayed by a gauge(s), as can be seen in
Figure 6.6. The gauge(s) is updated in real time as the slider is moved. The
gure that is plotted can be zoomed, as well as saved from within the GUI.
The coding for the gauge(s) is done in a simple but eective manner. With
the maximum y-value(s) known, from the x-value selected by the slider bar,
the ratio between the selected y-value and the maximum y-value is calculated.
As the gauge is a circle that extends from 0◦ to 180◦, the calculated ratio is
multiplied by 180◦ to determine how far the circle has to extend for the current
slider position. The gauge is then plotted by drawing a circle that extends to
the calculated degrees, as seen in Figure 6.6. The corresponding y-value(s)
is printed above the cosponsoring gauge(s), and also updates as the slider is
moved. The owchart describing the working of the slider bar can be seen in
Figure 6.7.
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Figure 6.7: Slider Bar Flowchart.
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6.1.3 Error Messages
For the speed limit and power limitation, the user has the option of entering a
value. For the case where the user tries to 'break' the GUI by entering words
where numbers are required, the try-except function is used to lter the input.
If the input is invalid, a pop-up window will tell the user the entry is invalid
and a new input can be entered. An example of the so called error message
can be seen in Figure 6.8.
Another error message that can occur is when the user sets the desired power
limitation, but this power limitation may be too small to overcome all of the
opposing forces and will not be able to move forward. If this is the case, a
pop-message similar to the one in Figure 6.8 will appear and inform the user
that the desired power limitation is too small. The user will then be able to
increase the power limitation.
Figure 6.8: GUI Error Message.
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6.2 PV Contribution While Driving
To review the contribution from the PV panels as the EV drives, three GHI
intensities were compared, namely 1200 W/m2, 800 W/m2, 400 W/m2 and
0 W/m2. For the case where the GHI is 0 W/m2, will be for the scenario
where the EV is driving when the sun has set. It was modelled that the EV
drives at four dierent constant-inclines. The ambient temperature for the
simulation was set as 25 ◦C and no power limitation was implemented, but
the speed was limited to 80 km/h. For the case of no PV contributions, the
weight of the panels were not brought into consideration, as it is for the sce-
nario where there are no PV panels mounted on the PV. The result of these
simulations can be seen in Table 6.1.
For the ideal scenario where the EV is driving on a road with a 0% incline and
with optimal GHI, the range will be extended by 32 km, from PV contributions
as the EV drives. When the PV panels receive no GHI, the weight of the two
PV panels will cause the range of the EV to be slightly less than for when
there are no PV panels mounted on the EV. It would be a very good idea if
the PV panels can be mounted in such a way that they can be unplugged and
removed with ease. An example would be if the PV panels are mounted on
rails and then held in placed with end-clamps.
Table 6.1: EV Range
Road Incline 0% 5% 10% 15%
No PV Panels 309 km 100 km 60 km 44 km
PV @ 1200 W/m2 341 km 100 km 60 km 43 km
PV @ 800 W/m2 328 km 99 km 59 km 43 km
PV @ 400 W/m2 316 km 98 km 58 km 43 km
PV @ 0 W/m2 305 km 97 km 58 km 43 km
6.3 PV Contribution While Parked
For a scenario where the driver of the EV has a job with working hours of
08:00 to 17:00, the EV will be or can be parked in direct sunlight for 9 hours.
In this time, the power generated by the PV panels can be used to charge the
battery of the EV. The question poses, how much would the battery be able to
charge within this time? To review this, a clear day and an overcast day were
chosen for simulations, and the GHI of these two days can be seen in Figure
6.9. It is assumed that the vehicle is parked in direct sunlight, that there are
no shading over the panels, there is no wind and the ambient temperature is
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25 ◦C. The location for the simulation is central Stellenbosch. For the clear
day, the battery was charged 14% and for the overcast day the battery was
charged 6%. Table 6.2 shows how far the EV will be able to drive with only





































































Figure 6.9: Simulation GHI Prole.
Table 6.2: EV Range from Battery Charged by PV only
Road Incline 0% 5% 10% 15%
Clear day 43 km 14 km 8 km 6 km
Overcast day 18 km 6 km 4 km 3 km
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6.4 Route Planning
As a practical example of all the dierent components that make up this
project, it was decided to plan a route from Stellenbosch to Bloemfontein.
It was decided to do this, as it is a real-world example where this project can
be implemented. As the trip from Stellenbosch to Bloemfontein is 1000 km,
the EV will not be able to make the trip in one go, but will have to stop
in order to recharge several times. Luckily, South Africa does currently have
a few EV charging stations throughout the country. Figure 6.10 shows the
EV charging stations along the route [74]. The route planning will be done
for a clear- and an overcast day and will be the same days as seen in Figure 6.9.
In real-life applications, the GHI forecasting will be used to determine the
predicted GHI values for the trip. The reason for not using the GHI forecasting
in this example, is to investigate what eect a clear- and cloudy day will have
on the PV yield, and not the accuracy of the GHI forecasting. The accuracy
of the GHI forecasting is discussed in detail in Chapter 4. For comparison,
the simulation will also include the instance where the EV has no PV panels
mounted on it. The weight of the driver and the luggage was set as 100 kg.
Figure 6.10: Charging Stations Along Route [74].
The 2016 Nissan Leaf supports fast-charge that can charge the battery from
empty to 80% in roughly 30 minutes, at the charging stations that support
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fast charge. When the EV is charged under normal-charge mode, the charge
time will be about 6 hours.[75] The route is planned in such a way that the
EV will stop and charge at the charge station until 80% of the capacity, which
is equal to 24 kWh of energy. Where there are no EV charging stations, it is
decided that the battery will be charged to maximum capacity through the
normal charge mode. The driver will have to make an overnight stop, where
the EV will be charged to maximum capacity as well. Table 6.3 shows the
dierent stops along the route, as well as the estimated time of arrival (ETA)
and the estimated time of departure (ETD).
Table 6.3: Route Planning
Location ETA ETD Charge∗
Departure Stellenbosch - 06:00 100%
Stop 1 Worcester 07:00 07:40 80%











Stop 6 Colesberg 09:30 10:10 80%
Stop 7 Trompsburg 11:30 17:30 100%
Arrival Bloemfontein 18:40 - -
∗ Charge Level at Departure
Figures 6.11 to 6.18 show the battery capacity as well as the suggested driving
speed versus distance for each leg of the trip. The algorithm discussed in Sec-
tion 6.1.1.1, is used to nd a power limitation that will result in the EV being
able to reach the destination. The route is planned in such a way in order to
reach the biggest towns or towns with EV charging stations along the route.
If the suggested driving speed is not followed exactly, the energy requirements
will no be exactly as simulated. When departing from Stellenbosch, Prince
Albert, Richmond and Trompsburg, as can be seen in Figures 6.11, 6.14, 6.16
and 6.18, the battery will be fully charged. For the rest of the trips, the bat-
tery capacity is 24 kWh as the battery will be quick charged to 80%. The cost
of charging the battery at the charging stations, is R5.88/kWh [74].
From Figures 6.11 to 6.18 it can be seen that the contribution from the PV
panels have a very small contribution to the range of the EV (the battery
capacity.) The contribution from the PV panels is at a peak when the EV is
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driving close to midday, as the GHI is at a maximum. For this example of
route planning, the route will be planned exactly the same, whether the EV
is tted with PV panels or not.























































Speed(Limit @ 80 kW & 120 km/h)
Figure 6.11: Stellenbosch to Worcester.























































Speed(Limit @ 36 kW & 120 km/h)
Figure 6.12: Worcester to Laingsburg.
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Speed(Limit @ 80 kW & 120 km/h)
Figure 6.13: Laingsburg to Prince Albert.






















































Speed(Limit @ 80 kW & 120 km/h)
Figure 6.14: Prince Albert to Beaufort West.
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 6. RESULTS 78























































Speed(Limit @ 31 kW & 120 km/h)
Figure 6.15: Beaufort West to Richmond.






















































Speed(Limit @ 80 kW & 120 km/h)
Figure 6.16: Richmond to Colesberg.
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Speed(Limit @ 80 kW & 120 km/h)
Figure 6.17: Colesberg to Trompsburg.






















































Speed(Limit @ 80 kW & 120 km/h)
Figure 6.18: Trompsburg to Bloemfontein.
For comparative purposes, the route planning was done to determine how fast
the journey can be completed, if the driver does not mind driving through the
night and for the scenario where every stop will have an EV charging station.
The departure and arrival times for the scenarios above, can be seen in Table
6.4. For the case where the driver drives through the night, the destination will
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be reached 4 and a half hours earlier than with the overnight stop included.
The driver can however sleep in the car for the duration where the EV has to
be charged during night time. For the scenario where there are EV charging
stations at every stop, the EV will be able to make the journey within one day.
Table 6.4: Route Planning Scenarios
Location ETA ETD Charge∗
No Overnight Stop
Departure Stellenbosch - 06:00 100%
Stop 1 Worcester 07:00 07:40 80%






Stop 4 Beaufort West 18:30 19:10 80%
Stop 5 Richmond 21:30 03:30 100%
Stop 6 Colesberg 05:00 05:40 80%
Stop 7 Trompsburg 07:00 13:00 100%
Arrival Bloemfontein 14:10 - -
EV Charging Station at Every Stop
Departure Stellenbosch - 06:00 100%
Stop 1 Worcester 07:00 07:40 80%






Stop 4 Beaufort West 13:10 13:50 80%
Stop 5 Richmond 16:10 16:50 80%
Stop 6 Colesberg 18:30 19:10 80%
Stop 7 Trompsburg 20:30 21:10 80%
Arrival Bloemfontein 22:20 - -





This section covered the modelling of an EV, a 2016 Nissan Leaf to be specic.
A dynamic mathematical model was created, that takes all of the forces that
acts in on a vehicle into account. The section was concluded with a sensitivity
analysis on the range of an EV, and it is found that the coecient of drag
and the road incline have the biggest eect on the range. Electric motors
and batteries are also discussed briey, as well as the modelling thereof. Both
the electric motor and the battery were modelled very simplistically, but the
option to expand the complexity of the modelling is discussed.
7.2 Solar Modelling
In this section, the whole process of determining the contribution from the
PV panels is discussed. Firstly the dierent irradiance types are discussed,
followed by the solar angles, in order to determine the total in-plane irradiance.
The single diode model is discussed, along with the mathematical equations
accompanying it. The losses regarding PV yield are discussed, and the losses
are deemed negligible for this project. Shading and dust losses can be as
high as 100% and 15% respectively, but is accounted for and discussed in this
chapter. The section is concluded with a sensitivity analyses on the power
output of a PV panel, with a change in windspeed and ambient temperature.
7.3 GHI Forecasting
This section covered GHI forecasting by making use of freely available data.
The forecasting is based on the correlation between clearsky GHI, actual GHI
and cloud cover. Dierent regression techniques were compared to see which
is the most accurate. The results obtained were compared to an existing GHI
81
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forecasting model by Larson et al [61]. It was found that polynomial regression
was the most accurate, with a normalised RMSE of 44.22%, compared to
53.19% for the Larson model.
7.4 Software Development and Results
The physical algorithms that determine the range of the EV, the optimal
driving speeds, battery capacity and contributions from the PV panels are
discussed in this section. The detailed development of the road prole data is
also discussed. It is concluded that it is not feasible to mount PV panels on an
EV to extend the range of the EV while driving, as the range is extended only
10% under ideal conditions on a completely at road. When the PV panels
are tted on the EV while driving at night, the extra weight of the panels will
slightly decrease the range. For the case where the battery of the EV is charged
by the PV panels while being parked, the outcome is a bit more positive. The
EV can drive as far as 43 km using only the charge gained by being parked
outside from 08:00 to 17:00, on a completely at road. So if the driver stays
relatively close to work, the trip home may cost the driver nothing.
7.5 Closing Remarks
It is concluded that the research objectives as dened in Section 1.4, are suc-
cessfully met within the project. A 2016 Nissan Leaf is successfully modelled,
and the factors that aect the range thereof were investigated. The PV panels
that are mounted on the EV were modelled successfully, as well as the calcula-
tions in order to determine the total in-plane irradiance. The GHI forecasting
showed promising results, and was done by making use of only freely available
data. The algorithms to predict the EV range, give the driver optimal driving
instructions and to determine the contributions from the PV panels, were suc-
cessfully developed. Lastly, the GUI was developed to be easy to understand
and as interactive as possible. Overall, the project was completed successfully.
7.6 Recommendations
From the results obtained in this project, the following recommendations are
made for further work:
• Developing a PV panel that is smaller and lighter will increase the eect
of PV contribution to the range of the EV. If the panels are small enough,
there could possibly t more than two PV panels on the EV.
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• Research regarding the construction of more EV charging stations in SA
will help the public overcome their range anxiety. The duration of long
trips will also be decreased if there are more charging stations.
• Regarding the GHI forecasting, if more data can be used for the 'training'
data, the forecasting model is expected to be even more accurate.
• The range prediction of the EV is dependant on the accuracy of the
road prole data. If the data retrieved from Google Earth is inaccurate,
the predicted range will also be inaccurate. Higher frequency of avail-
able data points along the respective routes, will also aid in the range
prediction to be as accurate as possible.
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