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INTRODUCTION 
Preliminary Resiarks 
The method of optical absorption has proven to be a valu­
able technique in investigating crystalline solids. Color 
centers, excitons, collective effects, interband transitions 
and other phenomena have been examined by optical means. In 
this work the behavior of the energy gaps which appear in Cr 
and its alloys as a result of long range antiferromagnetic 
ordering have been investigated by measuring the absolute 
absorptance of infrared radiation at 4.2 K. 
History 
The magnetic behavior of Cr has only in recent years been 
adequately explained. As early as 1941 it was noticed that 
there were resistivity and thermoelectric anomalies near 40°C 
in pure Cr (1). These were evidenced by a negative tempera­
ture coefficient of resistivity in a region where the usual 
metallic behavior would predict a positive t.c.r. and a sharp 
rise in the absolute thermoelectric power not observed in 
other transition metals. These same effects were confirmed 
by many other workers (2). It was not until neutron diffrac­
tion techniques became available that the antiferromagnetism 
of Cr was discovered. In 1953 Shull and Wilkinson observed a 
(100) reflection which, for the bcc structure, predicted some 
form of antiferromagnetism (3). Later measurements demon­
2 
strated an antiferromagnetic structure whose periodicity was 
slightly different from the lattice periodicity (4). 
Magnetic Behavior of the Transition Metals 
It is now well established that the dominant force re­
sponsible for ferro- and antiferromagnetic behavior of metals 
is the Pauli exclusion principle, which makes the spatial and 
momentum distributions of a group of electrons dependent on 
the relative orientations of their spins. This is true regard­
less of whether the electrons are bound to the nucleus or are 
relatively free to move through the solid. 
When discussing the theory of magnetism, it is conven­
ient to speak of the various types of exchange coupling which 
characterize the solid. The four types commonly mentioned in 
the literature are indirect exchange, itinerant exchange, 
direct exchange, and superexchange. Of these, the first two 
are most directly applicable to metals. Indirect exchange is 
the coupling of the spins of unfilled inner shells of adjacent 
atoms by the conduction electrons. This type of exchange is 
thought to be appropriate to the rare earths where one en­
counters unfilled 4f shells, and the conduction electrons are 
from the 6s shell. The transition metals which exhibit ferro-
or antiferromagnetism are best described by itinerant exchange. 
Here one does not have localized electrons, and the exchange 
energy cannot be written simply as ^ JiRather one is 
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led to consider a band model where, for a ferroioagnetic 
metal like iron, there are two distinct Fermi surfaces, one 
with spin up electrons and the second with spin dovm elec­
trons, To establish a qualitative understanding of itinerant 
electron magnetism one assumes that the intra-atomic exchange 
(analogous to the Hund's rule energy for atomic orbitals) can 
be expressed in terms of a molecular field. As a result of 
the electronic spins* interacting with the field, an energy-
splitting occurs which leads to unequal populations in the 
spin up and spin dovm bands. One can show that some type of 
long range ordering is likely when the intra-atomic exchange 
energy is greater than the width of the d-band (5). This is 
believed to be the reason why Cr is magnetically ordered while 
W and Mo, which have similar Fermi surfaces, are paramagnetic. 
Without a detailed analysis of the Fermi surface and band 
structure, one cannot predict the type of ordering (e,g. 
ferro- or antiferromagnetism) that will occur. For an anti-
ferromagnet like Cr, one again thinlcs of two Fermi surfaces, 
one in phase with the antiferromagnetism and the second cut 
of phase. The extremely low entropy of transition of 0,0044 
cal/gm atom deg provides a sound argument in favor of the 
itinerant electron theory as applied to Cr (6), A localized 
spin model would predict an entropy of transition of 0,7 
cal/gm atom deg (7). The non-integral magneton number of Fe, 
Cr, and other transition elements also supports such a theory. 
Magnetic Properties of Chromium 
After neutron diffraction had proven the existence and 
type of antiferromagnetism, it remained to explain vrhy such 
ordering should occur. The neutron diffraction results can be 
explained if one assumes the existence of a spln-denslty wave 
(SDW). A spin-density wave is a sinusoidal arrangement of the 
magnetic moments of the electrons as they move through the 
crystal, Mathematically it is expressed as ^ (r) = )cos 
(q-"?) where ^  is the wave vector of the magnetic disturbance 
and "Ft is the magnetic moment/unit volume. For Cr,lq'i = |^l = 
(2TT/éi)(l-ô) and is found to lie along one of the (100) direc­
tions of the crystal (8). 6 is a small quantity which varies 
from 0,04 at Tjj = 312 K to 0.05 at 4.2 K (9), a is the cubic 
lattice parameter, and Tjj is the Neel temperature. The fact 
that Ô 0 implies that the periodicity of the magnetic 
ordering is different from that of the lattice. The amplitude 
of the SDW for pure Cr at T « 0 corresponds to an average mag­
netic moment of about 0.40 = efi/2mc = -.927 x 10*20 
erg/gauss is the Bohr magneton) which means that by no means 
do all of the electronic spins align themselves in the same 
direction. For 123 K < T < Tjg, the magnetic structure as 
determined by neutron diffraction is a transverse polarized 
SDW while for T < 123 K, a longitudinal SDW is observed (8,9). 
Efforts to explain the existence of a SDW as an instabil­
ity of the free-electron gas have for the most part not been 
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successful. Although one can shovr for an electron gas in the 
Hartree-Pock approximation that a SDW ground state has a lower 
energy than a paramagnetic ground state, in a more realistic 
model with static or dynamic screening, the paramagnetic state 
is stable (10,11), 
The existence of a SDW implies that the magnetic suscep­
tibility X(q\0) «>. The magnetic susceptibility as given by 
perturbation theory is (12) 
Where fgj^ is the Fermi distribution function for the state k 
in band n, and £^(1^) is the energy of an electron with wave 
vector îc in band n. The above must be modified to take into 
account the exchange interaction VC^) which can be thought of 
as a feedback parameter. The result is 
X(q) = . (2) 
1 - V(^)X°(^) 
The condition for a nonzero magnetic moment in the absence of 
an applied magnetic field, is V(q)X°(q) = 1. Of course as 
VX® 1, the perturbation approach breaks dovm, but it is evi­
dent that whenever X® tends to become large, an instability may 
result. An examination of X° reveals that whenever there are 
constant energy surfaces having significant areas connected by 
some vector X,°(^) will become large (13). 
A cross section of the Fermi surface of Cr in the (100) 
plane is shown in Figure 1 (14). The important areas are the 
: : 
. 
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Figure 1. Section of the Cr Perml surface In a (100) plane. The vector Q* 
is shown. Q = (Zrr/a)(1 - 6) joins the opposite sides of the hole 
octahedron at H and the electron jack at p 
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flat octahedral faces of the electron jack centered at P 
and the faces of the hole octahedron centered at H. As first 
pointed out by Lomer (13) these areas are responsible for the 
existence of the SDW in Cr (15). 
In the Fedders-Hartin model (Reference 11), the electron 
jack and the hole octahedron are replaced by congruent 
spheres separated by a wave vector The attractive Coulomb 
interaction between electrons and holes connected by the wave 
vector ^  causes bound electron-hole pairs in the triplet 
state. A mathematical analysis using second quantization 
proceeds along the lines of the BCS theory of superconduc­
tivity, and the energy gap in this idealized model, at the 
Fermi surface, is given by (at T = 0) 2A = 3»5 kT%. This 
model predicts an optical conductivity 
2 2 2 
= 4 e kp A tanh(iî«J/kT) ^ 
The inverse square-root singularity is, of course, non-
physical and arises due to the isotropy of the electron-
hole spheres and the lack of any type of scattering. The 
energy gap predicted by this model is somewhat smaller than 
the value of 0.12 eV determined optically on pure Cr (l6). 
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The Complex Dielectric Constant 
The optical properties of a metal can be described in 
terms of a frequency-dependent dielectric constant. The con­
cept of a dielectric constant follows naturally from Maxwell's 
equations which are given below. 
curl ^  1 ^  
c Bt 
(4) 
curl e" = - i (5) 
c ^t 
div ^  = 0 (6) 
div 4np (7) 
The first equation can be written in the following way: 
, 1 ôB" 
curl H = _ _= (8) 
c Ô t 
where ^  is a generalized displacement and is related to the 
total current (displacement plus real) by 
4" ^ (9) 
The magnetic susceptibility X(0) « 1 for an antiferromagnet 
and can be ignored. Any collective effects involving spin 
waves can be included in the complex dielectric function. 
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which will be defined later. Therefore, setting B = H and 
eliminating 'Ë in Equations 5 and 8 the wave equation is found 
to be 
-g- . 1 = 0 (10) 
V E - —f = 0 (11) 
where the term grad div E has been dropped since there is no 
free charge in the interior of a conductor. If a local rela­
tion exists between and E (i.e. no anomalous skin effect) 
the wave equation becomes 
, 2  ^  e  
o2 at: 
where we have set ^( m) = e'(u))^(uj). Again assuming locality» 
Equation 4 can be written 
curl t = M = iî£)f = . i (12) 
c c Ôt C c c 
where a time dependence of exp(^lwt) has been assumed, and 
the usual constitutive equations "j = and ^  have been 
used. This equation illustrates the relation between the 
generalized dielectric constant and the usual Maxwell permit­
tivity and conductivity, 
•? = C + 1 iiSH- (13) 
U) 
For the case of an insulator, the generalized response func­
tion reduces to the usual Maxwell dielectric constant. The 
.solution to Equation 11 is given by 
10 
^ ezp (i(ïc*x - wt)) (14) 
•inhere 
c'-
Consider an electromagnetic wave incident on a semi-
infinite metallic surface with an angle of incidence given by 
0 measured relative to the +z axis. The plane of Incidence 
can be taken to be the x-z plane without loss of generality. 
The boundary conditions that must be satisfied when energy 
passes from one medium to a second can be obtained from Max­
well's equations. They are; 1) the normal components of ^  
and ^  are continuous and 2) the tangential components of Î? and 
^ are continuous. In applying these boundary conditions, one 
must, of course, specify the direction of polarization of the 
electric vector. The easiest way to solve for the reflected 
and transmitted fields is to assume a solution inside the 
second medium of the form (1?) 
By substituting this expression into Equations 1 through 4 and 
using the boundary conditions the reflectivity for P-polariza-
tion is found to be 
l^(x,t) =E%z)exp(i(kxX - out)) (15) 
cose - ^  Zp 
2 
R. 
•P 
(16) 
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Here the surface impedance is defined as 
Z =(#/:) (Ex/Hy)o+ . (17) 
For S-polarization, the corresponding result is 
2 
^s = 
1 - c 4rr Zs. cos© 
1 + 
c 
Zs cos9 
(18) 
In the classical limit, the surface impedances are given by 
Zp = ^  /r - sin^e (19) 
ec 
Zg = ^ (20) 
Je - sin^e 
By using Equations 4 and 5» the energy loss per unit volume 
can be found to be (for ^ (uj) = '^((ju)'^(w) ) 
. ai, 
where S = -2. f x ïî. 
The dielectric response function contains information 
about the possible elementary excitations that may exist in a 
solid when under the influence of electromagnetic radiation or 
other external perturbations. For a metal at optical frequen­
cies, these excitations can consist of 1) single particle 
excitations within one band or between bands, and 2) collec­
tive excitations. The dielectric constant of a real metal is 
difficult to calculate explicitly because the exact wave func­
12 
tions are not often accurately knoim. Approximate methods 
are always used, and an expression for 'e valid within the 
random-phase approximation is (18) 
-5(m) = 1 É sL 2 (22) 
wfw+i/T^) TT^m [(w+i/TjjO 44'] 
In Equation 22 [E^(ic) - E4i(iî)]/fi, Ex(îc) is the energy 
of an electron with wave vector it in band Ji, f ^(ïc) is the 
M" 
Fermi distribution function for state k in band jî, and ^41 is 
the oscillator strength defined by 
= ——l<^ic|p^"|0'i& ^ (23) 
where |^k> is the space part of the Bloch function for an 
electron in state 3c and band ^ with momentum component p^ in 
the direction of polarization of the incident radiation. 
Equation 22 implies the assumption of an electric field wave­
length much larger than the interatomic distance, which is a 
2 
valid assumption at optical frequencies. Further, is the 
square of the conduction band plasma frequency defined by 
(u p = (24) 
where n is the conduction electron density and 1/m^' is the 
average inverse effective mass of the conduction electrons 
defined by 
/î7\ 
d3k /  -k." -  ,  (25 )  
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The relaxation time possibly frequency dependent, char­
acterizes excited states in the conduction band, while is 
•a relaxation time for interband transitions and was phenomeno-
logically introduced to account for broadening effects in a 
simple qualitative manner. 
The first two terms are the Drude or intraband dielec­
tric constant. This contribution describes the excitation of 
electrons at or near the Fermi level to empty states above the 
Fermi level with both initial and final states in the same 
band. The classical theory of free electron absorption was • 
due to Drude, Kronig, and Zener. A quantum mechanical 
description has been given by Dumke, and he has shown that the 
leading correction term is second order in'hœ/Sp (19). Haga 
and Aisaka (20) have also calculated the free-carrier absorp­
tion quantum mechanically and have found good agreement with 
the Drude theory for Na and K for iîuKEp. In the transition 
metals, there are several groups of carriers, and the intra­
band dielectric constant is of the form 
u)2 
e^ ( œ )  = 1 - 2  (26)  
1 U)(UH-i/T^) 
2 2 * 
where = ^nn^^ e /m^ is the square of the plasma frequency 
corresponding to carriers i, n^ is the carrier concentration, 
andT ^  is the relaxation time for the ith group of carriers. 
This complex Drude behavior precludes a unique separation of 
the free-electron effects and the interband contributions to 
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be discussed in the following paragraph (21,22). For pure Cr 
with a resistivity ratio of 100 between 300 K and 4k,, wt = 1 
at 0,002 eV. Here T is an average relaxation time calculated 
from the dc conductivity at 4 K. So for wavelengths of inter-
est, UJT » 1, and the frequency dependences of and SO 
as -l/«j2 and l/w3, respectively. Hence in the infrared, the 
normal incidence reflectivity is nearly unity {Equation l6). 
The reflectivity remains high until t" > (hm^ is typically 
a few eV) or until the onset of interband transitions. 
The last term in the expression for t is often referred 
to as Ô and is the contribution due to various types of 
interband transitions that will occur at sufficiently high 
photon energies. The free-electron effects will still be 
present but will be dominated at certain energies by the 
t r a n s i t i o n s  b e t w e e n  b a n d s .  T h e  e x p r e s s i o n  f o r  Ô c a n  b e  
shown to contain the expression (23) 
j^^i(aj) = r —j — 1 
8tt^ |V^(E^-E^')| 
(27) 
E jj-E = iiu) 
knovm as the joint density of states. It is evident that 
interband transitions are likely to occur at an energy that 
connects regions of reciprocal space having a high joint 
density of states. In addition, the translational invariance 
of the Bloch states (to be discussed later) yields the momen­
tum conservation rule 
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k - k» = 0 
—* — •> 
where k' and k are the wave vectors of the electron in the 
initial and final state respectively, and the momentum of the 
photon has been neglected. Thus interband transitions as 
discussed here are vertical or direct transitions, 
Interband transitions are characterized by a band edge 
below which no absorption can occur. Under the assumption of 
an infinite interband relaxation time the imaginary part 
of the dielectric constant can be written as 
= _e2_ fd^k 2 f(28) 
2nmw J ^ 
We recall that tu^^, is the difference between the energy of an 
electron in band ^ and one in band Ji* both with wave vector Ï?. 
The ^-function implies no contribution to can occur unless 
uj = Therefore, the band edge is seen to occur at the 
smallest value of The spectrum is not a series of 
sharp spikes but rather consists of a series of rounded peaks 
since the bands between which transitions occur are not sepa­
rated by a constant energy. Also, lifetime effects (finite 
T^^t) have been ignored for simplicity. 
Occasionally, indirect transitions (^ ^ k') may need 
to be considered. For example, if perturbations other than 
the electromagnetic field are present (e.g. electron-phonon 
interactions or impurity scattering) indirect transitions can 
occur. Such excitations are usually important only when they 
16 
occur at energies where no direct transitions are permitted, 
or where the direct transition is not allowed due to symmetry 
considerations. There is also increasing evidence that in­
direct transitions may become important when the exciting 
electromagnetic radiation has a component of E which is per­
pendicular to the surface of the metal^. The resulting sur­
face charge density is believed to bring about longitudinal 
fields which supply the momentum needed for the indirect 
transition. Also, photoemission results (2^,25) have indi­
cated that wave vector conservation may not be important for 
optical transitions involving filled d-states of the transi­
tion metals. This is due to localization of the electron or 
hole state for a time long compared to the excitation time. 
Since there is a degree of uncertainty involved in these 
processes, it seems appropriate to ignore indirect transitions 
to the extent that the data can be reasonably explained by 
direct transitions. 
We return now to our discussion of Equation 2? for the 
joint density of states. The effect of the translatlonal 
invariance of the crystal lattice is to require equivalence 
of electronic states T-rhose wave vectors differ by a recip­
rocal lattice vector, A strong mixing between such states at 
the zone boundary leads to the formation of an energy gap in 
the one-electron spectrum and results in ^E»n = 0 where if 
^Kliewer, K. L., Iowa State University, Ames, Iowa. Non­
local dielectric functions. Private communication. 19^9• 
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is the normal to the Brillouin zone boundary, i.e. a recipro­
cal lattice vector. One sees that interband transitions are 
likely to occur at symmetry points in the Brillouin zone 
between filled and empty bands since at symmetry points 
VifS = 0, These transitions may also occur if -
= 0 due to two parallel bands, one below and the 
second above the Fermi level. In Cr, the antiferromagnetism 
causes a new periodicity which leads to the appearance of 
additional gaps at, or very near, the Fermi surface. At these 
points in reciprocal space, Jm will have structure as men­
tioned above, and interband transitions will be likely to 
occur. The antiferromagnetic periodicity and the associated 
optical absorption will of course vanish above the Neel tem­
perature. 
Transition Metal Alloys 
According to the rigid band theorem as applied to nearly 
free electrons (26) the effect of a perturbing potential due 
to the difference in valence between solute and solvent atoms 
is to shift every energy level of the host crystal by nearly 
the same amount. That is, the entire energy band is shifted 
without change of shape. However, the effect of the perturba­
tion will in general be different for each band which may 
cause the bands to shift relative to each other. The primary 
effect is to change the number of electrons/atom (e/a) which 
18 
moves the Fermi level upward (downward) relative to the bottom 
of the band if a solute atom has more (less) valence electrons 
than a solvent atom. 
It is not clear that this simple picture is applicable 
to the transition metals. The problem has been discussed in 
detail by Stern (2?) and Beeby (28). Stern has shown that 
when the parameter « 1, the alloy system has a 
single band structure which closely approximates that of a 
pure metal, and the rigid band approximation is valid. Here 
®21 Is the magnitude of the difference of the atomic energies 
of the two constituents and A is the half-width of the band. 
The pure metal that is approximated is some average of the two 
constituents which is well defined in the Cr-Kn system where 
the two elements, if placed in the same lattice, should have 
nearly the same band structure. Beeby has shovm that the 
rigid band model should be qualitatively correct for transi­
tion metal alloys as long as the valence difference is small. 
There is a considerable amount of experimental evidence 
tending to prove the validity of the rigid band model for the 
Cr-Mn system. For example, neutron diffraction and electri­
cal resistivity measurements on Cr-I-în-V ternary dilute alloys 
by Komura and Hamaguchi (29) show that there is a corres­
pondence between effective Hn concentration and the magnetic 
moment and Neel temperature. Here the effective Mn concentra­
tion is defined as the Mn concentration minus the V concen­
19 
tration in atomic %, Thus at least for some physical quanti­
ties, the rigid "band model is able to "be of value in predic­
ting results. 
Purpose of This Work 
In this work, the optical properties of Cr alloyed with 
up to 4.5 atomic % I-în (all compositions refer to atomic %) 
have been investigated over the energy range of 0.1 to 5 eV 
by measuring the absorptance at near normal incidence. One 
objective of this work was to examine the antiferromagnetic 
energy gap in Cr-Iln alloys and its relation to the theory of 
itinerant electron antiferromagnetism. In particular, the 
band gap was studied as a function of Mn concentration. As 
the photon energy approached the gap energy the absorptance 
increased due to the annihilation of photons in exciting 
electrons across the gap. 
Although the energy gap occurred in the infrared part of 
the spectrum, the optical absorptance was also measured at 
higher energies so that a Kramers-Kronig dispersion integral 
could be used to find the value of «(m), the phase of the 
amplitude reflection coefficient. Knowing R and a, the com­
plex dielectric constant could be calculated. These higher 
energy data were also useful in helping locate the position of 
certain symmetry points in reciprocal space between which 
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EXPERIMENTAL METHOD 
The experimental quantity measured in this work was the 
absorptance which is defined in the following way. Consider 
a small beam of radiation such as would be emitted from the 
exit slit of a monochromator. Let PQ be the total power in 
the beam, and let this radiation be incident at any angle upon 
a uniform sample of dimensions larger than the beam. If P^ is 
the power absorbed by the sample, the absorptance is defined 
by A = PQ^ /PQ. The reflectivity is then R = 1 - A. Both of 
these quantities are, of course, functions of the angle of 
incidence and direction of polarization. 
In measuring the reflectance of a sample, one must, in 
addition to determining the quantity of radiation reflected 
from the sample, know the power in the incident beam. Many 
techniques have been used to make these measurements. For low 
temperatures, a procedure often used consists of measuring the 
radiation reflected from the sample and comparing that quan­
tity with the radiation reflected from a standard mirror. The 
standard, usually a freshly evaporated aluminum film, must 
possess a knovm reflectance, both as a function of wavelength 
and temperature. Then R = IRg/Ig where I/Ig is the ratio of 
the power reflected by the sample to that reflected by the 
standard, and Rg is the (known) reflectance of the standard. 
In the infrared where the ref 1 Of most metals Is 
greater than 95,^, a small error in Rg can cause a large % 
21 
error in the absorptivity. For example, if Rg = 0.980 v 
0.005 and l/lg = 0.96 then the absorptivity A = 1 - O.96 x 
(0.980 + 0.005) = 0,0592 + 0.0048, and the absorptivity is 
knoifn to within only about 8%, To overcome these inherent 
difficulties, a caloriraetric technique was used to provide an 
absolute measurement of the absorptivity. This method has 
been used by Pippard (30) at microwave frequencies and by 
Biondi (31-33) at microwave and infrared frequencies. The 
technique is illustrated in Figures 2 and 3. The method is 
not without its disadvantages. Relatively large amounts of 
power are needed which implies a large slit width and poor 
resolution. Also, the measurements must be taken at or near 
•liquid helium temperature so that the heat capacities are 
small. 
The monochromator used was a Leiss double monochromator 
utilizing prisms as the dispersing elements. The various 
prisms and light sources are shown in Table 1, The globar 
is a 3/l6 in, diameter bonded silicon carbide rod resistance 
heated to approximately 1250 K, Its emissivity in the infra­
red from 4 to 15 microns is about 0,8 (34), The tungsten bulb 
used for the visible spectrum had a black body peak at approx­
imately 1 micron. It was not useful below about 4000A since 
its pyrex envelope would not transmit ultraviolet radiation, 
o 
For the spectrum below 4000A, a high pressure Hg arc in a 
quartz envelope was used. It exhibited a spectrum consisting 
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SPHERICAL MIRROR 
f = 14.7 cm 
MONOCHROMATOR 
EXIT SLIT- PLANE MIRROR 
NaCI WINDOW 
PORT FOR 
ION PUMP TO 
MANOSTAT 
TO 
MECHANICAL 
PUMP 
RADIATION SHIELD 
FIRST IMAGE OF 
EXIT SLIT 
LIQUID 
NITROGEN 
CHAMBER (PUMPED TO DESIRED 
\ BATH PRESSURE) CaF2 OR 
NoCI LENS 
.001 in. 
MYLAR. SAMPLE 
LIQUID 
HELIUM 
0-RINGS 
TO HELIUM BATH 
TO MECHANICAL 
PUMP 
Figure 2, Light path and details of the dewar system 
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NaCl LENS 
50 OHM CARBON 
RESISTOR 
1000 OHM 
HEATER 
STAINLESS 
STEEL FLANGES SAMPLE 
COPPER 
GASKET 
COPPER INSERT 12 PIN ELECTRICAL 
FEED THROUGH 
Figure 3« Sample chamber showing the path of the radiation 
incident upon the sample and absorber 
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of broad lines superimposed on a continuum. By taking advan­
tage of the line peaks, this source emitted sufficient radia­
tion to be useful at energies up to 5 eV. 
Table 1. Prisms and radiation sources for Leiss monochromator 
Wavelength range 
(microns) 
Prism 
material 
Radiation source 
0.24 - 0.50 quartz high pressure mercury 
arc (1000 watts) 
0.50 - 2.0 quartz tungsten bulb (1000 
watts) 
2.0 - 7.0 calcium 
fluoride 
globar (80 watts) 
7.0 - 14.0 sodium 
chloride 
globar (80 watts) 
The path of the light after leaving the monochromator is 
shown in Figure 2. An enlarged image of the exit slit was 
formed paxt of the way doim the light pipe. At the location 
of this image was placed a radiation shield having a rectangu­
lar aperture just large enough to accept the image. Then a 
second image was formed at the surface of the sample by an 
alkali halide lens. It was necessary that the lens be made of 
a material having high transmission and low dispersion. Low 
dispersion was required so that the location of the final 
imoPA woR not too strongly a function cf %%vclcngth. îîaCl vras 
chosen for the infrared, and CaP2 was used for the visible and 
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ultraviolet. When measurements were made requiring polarized 
radiation, a silver chloride pile-of-plates or a glan-prism 
polarizer was placed at the exit slit of the monochromator. 
The radiation was incident on the sample at an average angle 
of incidence of 15 degrees. The radiation reflected from the 
sample was collected by a black body absorber consisting of a 
gold black film. 
Copper radiation shields coated with gold black were 
located above the sample and absorber. Radiation reached the 
sample through a 1/k in, diameter hole in the lower shield. 
The sample and absorber were supported from the copper 
base by 1/8 in, diameter thin wall stainless steel tubing. 
Between the copper block, on which the sample was placed, and 
the liquid helium bath was attached a 10 cm length of number 
32 copper wire which, along with the stainless steel tubing, 
served as a heat leak. 
Thermally connected to the copper block were a ^ 7 ohm 
Allen Bradley carbon resistor and a 1000 ohm IRC metal film 
resistor. Each resistor had one lead soldered to the copper 
block, and the body and second lead were secured by high 
vacuum epoxy resin. The temperature characteristics of these 
resistors are shoî-m in Table 2, The temperature coefficient 
of the carbon resistor which was used as a thermometer, was 
-100 ohms/K at 4.2 K, The metal film resistor was used as a 
small heating element. Similar resistors were associated with 
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the absorber. The resistor leads were soldered to constantan 
wires which in turn were welded to the kovar pins of a 12 con­
tact electrical feedthrough. The connections to the measur­
ing apparatus were brought out by means of number 32 copper 
wires. The electrical circuitry used for measuring the re­
sistances and for supplying heater power is diagrammed in 
Figure 
Table 2, Thermometer and heater resistor temperature 
characteristics 
Temperature Thermometer Heater 
resistance resistance 
(Kelvins) (ohms) (ohms) 
300 48 1000 
78 60 1007 
4.2 390 1043 
The sample was attached to a copper block by means of 
silicone vacuum grease. Since the thermal conductivity of 
vacuum grease is not large, a brief experiment was performed 
to determine if this method of mounting the sample would lead 
to measurement errors. The absorptivity of aluminum was meas­
ured first with the sample firmly attached with vacuum grease 
and then with a thick layer of grease between the sample and 
copper block. Although the response time was much longer in 
the second case, the absorptivities were the same. These were 
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sistance 
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the expected results; the ultimate temperature rise will be 
the same since it is determined by the thermal resistance 
between the copper block and the helium bath. 
The outer shell of the sample chamber was constructed of 
stainless steel. The KaCl window was sealed with an 0-ring, 
and the 3 in. I.D. Ultek base flange was sealed with a copper 
gasket. 
After mounting the sample and sealing the base flange, 
the system was evacuated with a liquid nitrogen-trapped oil 
diffusion pump to a pressure of approximately 1x10"^ torr. 
The ion pump was then outgassed and allowed to cool. Finally, 
the ion pump was started and the sample chamber removed from 
the auxiliary pumping system. After 6 to 12 hours, a pressure 
of 2x10**^ torr was reached, and the sample chamber was placed 
inside the empty helium dewar. Liquid nitrogen was added to 
the outer dewar with the inner dewar soft (backfilled with 
dry nitrogen gas to a pressure of 1 torr). After 2^ hours, 
the inner dewar was near 78 K, The system had to be cooled 
slowly since the lens was subject to thermal fracture. Liquid 
nitrogen was added to the inner dewar to complete the cooling 
to liquid nitrogen temperature. Finally, the liquid nitrogen 
was bloîm out, and liquid helium transferred to the inner 
dewar. The usual amount required was approximately 10 liters, 
and this was sufficient to allow data to be taken for 2^^ hours. 
After completing the transfer of helium, several hours was 
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required "before the sample reached an equilibrium temperature • 
of 4.2 K. 
The space between the inner dewar and the sample chamber 
was vacuum tight in order that the temperature of the liquid 
helium could be reduced by pumping on the bath, A decrease in 
temperature from 4.2 to 3.2 K caused a twofold increase in 
sensitivity due to the lowering of the heat capacities. The 
pressure over the helium bath was maintained constant by using 
a manostat in the pumping line. A cross section of this 
device is shoim in Figure 2, 
When the radiation from the exit slit was allowed to pass 
do;m the light pipe, the temperature of the sample (and 
absorber) was observed to rise as evidenced by a decrease in 
the resistance of the carbon resistor. After recording the 
temperature (or resistance), a shutter was placed in the light 
path, and dc power was applied to the heaters and carefully 
adjusted in order to just reproduce the temperature rise 
caused by the radiation. After first calculating the dc 
powers, the absorptivity A was found from the expression 
A = Pg/fPg + Pa) (29) 
where PgCP^) was the dc power applied to the sample (absorber). 
All data were taken at an average angle of incidence of 
15 degrees. As shoTm in Appendix A » if the radiation were 
P or S-polarized, a correction would be needed to obtain the 
normal incidence reflectivity. Since the dielectric constant . 
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appears in the correction factor, in general it is difficult 
to correct a P or S-polarized reflectivity to normal inci­
dence, However, if the radiation is essentially unpolarized, 
no correction is needed since the decrease in the repolariza­
tion reflectance cancels the increase in the S-polarization 
reflectance. Since the output of the monochromator was 
approximately 55^ P-polarized perpendicular to the exit 
slit), the error resulting from non-normal measurements was 
insignificant. 
The accuracy of the measurements was directly related to 
the amount of energy incident upon the sample. Since the 
energy available was smallest in the infrared, the accuracy 
suffered somewhat at wavelengths beyond 6 microns. As shown 
in Figure 5. the temperature change for 1 of power absorbed 
by the sample was about 0,007 K, This corresponded to a re­
sistance change of 0,7 ohms out of a total resistance of 350 
ohms. The maximum current that could be tolerated through the 
carbon resistor was approximately 70 l-tA due to Joule heating. 
The change in voltage was then 50 M.V. Due to limitations on 
the stability of the helium bath temperature, the best one 
could hope for was to measure and reproduce the voltage across 
the 350 ohm resistor to within 1 ^V, Thus under these condi­
tions the accuracy was about + 4^ assuming no error in the 
measurement of the absorber power. These conditions approxi­
mate the experimental results expected at a wavelength of 10 
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Figure 5. Change in thermometer resistance as a function of absorbed 
power on the sample 
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microns with an absorptance of % (Pg = 1 |iW, = 19 WW). 
This means the absorptance was 0.05 + 0,002 neglecting other 
sources of error, A considerable increase in sensitivity-
resulted from pumping on the liquid helium bath, but there 
was some loss of stability. 
The band pass required for good accuracy is dependent on 
the wavelength of radiation. Table 3 illustrates typical 
amounts of power available for a given slit width and photon 
energy. 
Table 3* Resolution and available energy for several wave­
lengths 
Wavelength Prism 
(microns) 
Slits 
(mm) 
Incident 
power 
(HW) 
0.24 
0.40 
0,60  
0.80 
1,00 
1.25 
1,50 
1.75 
2.00 
2.50 
3.00 
4.00 
5.00 
6 .00 
8.00 
10.00 
12.00 
Si02 2.5 
NaCl 2.5 
CaP2 1.0 
1.5 
0.5 
0.5 
0.5 
0.5 
0.5 
0.5 
1.0 
1.0 
1.5 
1.5 
2.5 
2.5 
2.5 
0.0097 
.0220 
.0230 
.0320 
.0350 
.0325 
.0260 
.0210 
.0955 
.0636 
.0457 
.0390 
.0261 
.0330 
.0500 
.0290 
.0220 
10 
48 
: 
97 
115 
100 
82 
150 
130 
70 
93 
49 
23 
10 
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Sample Preparation 
All samples were cut from single crystal ingots grovm by 
the arc-zone melting technique (35). The Cr was estimated to 
be 99.999^ pure and the Mn 99*97% pure. The constituents were 
melted together in an argon atmosphere in the form of a button 
using a dc arc. First the top of the mixture was melted while 
the lower portion was cooled by being in contact with a water 
cooled copper hearth. Then the button was turned over and 
the remainder melted. The button was then crushed and mixed 
and the process repeated. After six such meltings, the shape 
was changed to the form of an ingot 8 cm long with a cross 
section of 1 cm^. At this point, the ingot was still poly-
crystalline. The dc arc was moved slowly (a few cm an hour) 
along the top of the ingot melting only the top 2 to 3 ®m of 
alloy. The lower portion, as before, was held at 200 to 300°C 
by the water cooled hearth. The resulting temperature grad­
ient caused large crystallites to form; often almost the 
entire ingot could be made a single crystal. 
Two samples were cut from the lower portion of the ingot. 
The lowermost portion was used for a chemical analysis by 
flame-emission-'spectroscopy, while the lower surface of the 
adjacent piece was used for optical measurements. After etch­
ing in a solution of boiling HCl, the surface was ground and 
VX T  ^  ^X]  ^^  "K 11 / ^ M#» — • •»—. ^  AM 1 ^   ^  ^  ^ '—' - ' — — — — - — - ' J. -r/ V JL iUJLOiUii fctiiu. u $ J 
micron aluminum oxide abrasive. The surface was then electro-
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polished using a 6% solution of perchloric acid in methyl 
alcohol at -78°C. After sealing the crystal inside a Ta tube 
filled with A , it was annealed at 1150°G for 2 hours. The 
sample was then electropolished a second tine, rinsed in 
absolute methyl alcohol, and mounted in the sample chamber. 
The 0.94^ Mn crystal was oriented using the back-reflec­
tion Laue method. The crystal was mounted on a goniometer and 
aligned such that a (110) direction was horizontal. Then the 
goniometer was placed in a spark-cutter and a small slice 
approximately l,5xl.5x.2 cm cut from the crystal. The sample 
was polished as discussed earlier. The accuracy of the 
alignment was + 2 degrees. 
The relation between the starting atomic percentage of 
Mn and the results of the chemical analysis are given in 
Table 4. 
Table 4. Comparison of starting and final alloy compositions 
The loss of Mn was due to its much higher vapor pressure dur­
ing the melting processes. The final arc-melting step which 
forms the single crystal was particularly effective in vapor-
Atomic % fin 
in starting mixture 
Flame-emission-
spectroscopy 
1.0 
2.0  
5.0 
10,0 
0.45 
0.94 
2.50 
4.50 
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izing Hn from the crystal. An electron microprobe analysis 
indicated that in the upper 2 or 3 of the crystal, virtu­
ally no Mn remained as illustrated in Figure 6, The boundary 
between these two regions could be easily seen by strongly 
etching a cross section of the ingot. 
Gold Black Preparation 
Gold blacks are part of a group of metallic blacks com­
monly used as absorbers of electromagnetic radiation. They 
are produced by evaporating gold in a poor vacuum. The metal 
atoms react with the residual atmosphere, while in flight to 
the substrate, and form a highly absorbing compound. 
The preparation of gold blacks has been discussed by 
several authors (36,37), and there is not complete agreement 
as to what parameters will provide films with the lowest re­
flectivity, The area of greatest controversy is the residual 
nitrogen pressure used during the evaporation of the gold. 
To determine the optimum pressure, two identical substrates 
were placed in the jar at geometrically equivalent points. 
The films were condensed as explained in a following para­
graph, and their specular reflectance measured using a Perkin-
Elmer model 99 infrared spectrometer. All films had a re­
flectance <X% at wavelengths below 5 microns. However, the 
films condensed at a nitrogen pressure of 1 torr were found 
to exhibit as much as 6 percent specular reflectance at a 
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Figure 6. Cross section of a CT-5% Mn (starting composition) ingot. The 
numbers refer to atomic Mn concentration 
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wavelength of 12 microns while some of the 3 torr films had a 
reflectance of <1^ at 12 microns. There was good agreement 
between the two films produced in a single evaporation. Both 
bottled dry nitrogen gas and the boil-off from the low temper­
ature laboratory storage dewar were used, and no difference 
was noticed. Since not all 3 torr films were satisfactory 
(R < 1^), the film used as the absorber was selected by meas­
uring the reflectance of a film from the same evaporation and 
determining that reflectance to be <1^ at 12 microns. 
The absorptance of one sample was measured using the 
optical calorimeter, and good agreement was obtained in the 
infrared with the data obtained on the Perkin-Elmer spec­
trometer (Figure ?)• In the ultraviolet, the reflectivity 
tended to increase slightly, probably due to diffuse reflec­
tion. The absorber in the calorimeter was large enough to 
accept a significant quantity of diffusely reflected radia­
tion, and it was estimated that the total reflection remained 
below 1% doxm to 0.2 microns. 
The films were prepared in a vacuum system as illustrated 
in Figure 8. The filament consisted of a 2 in, length of 
.020 in. diameter gold wire wound on a .030 in. diameter 
tungsten wire. The system was pumped by a liquid nitrogen-
trapped oil diffusion pump to a pressure of <ixlO"^ torr, and 
the gold was melted and outgassed. The pump was then valved 
off leaving the liquid nitrogen cold trap connected to the 
PRIMARILY SPECULAR REFLECTION .02 
PRIMARILY 
DIFFUSE 
REFLECTION 
o—, 
0 3 2 4 5 6 7 8 9 10 
WAVELENGTH (MICRONS) 
Figure 7, Reflectivity of a typical gold black film at 4.2 K 
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Figure 8. Vacuum system used in making gold black films 
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bell jar. The pressure inside the jar was raised to 3 torr 
by admitting dry nitrogen gas to the system while the pressure 
was monitored by a manometer containing diffusion pump oil. 
Finally, the filament current was raised to approximately 22 
amperes which caused the gold to evaporate, react with the 
nitrogen gas and condense on the copper substrates. The cur­
rent was adjusted to provide a uniform evaporation rate for 
the gold consistent with an evaporation time of approximately 
5 minutes. 
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RESULTS 
Absorptivity Measurements 
The curves of absorptivity as a function of energy are 
shown in Figures 9-13» A. complete tabulation of the data is 
given in Appendix B. All data at photon energies below 0.12 
eV were taken at 3.5 K rather than 4,2 K, No discontinuity 
could be observed due to the temperature difference. 
There do not exist extensive reflectivity data on pure 
Cr in the visible and ultraviolet even at room temperature. 
In the infrared one can compare the results of Hughes and 
Lawson (38) using a polycrystalline bulk sample at a tempera­
ture of 107 K and the results of Barker et al. (I6) using a 
single crystal at 80 K with the present work. Figure 14 
illustrates the comparison, and the agreement is seen to be 
only fair even considering the temperature difference. 
Figure 11 indicates the results obtained on an oriented 
Cr-O.94^ I'ln sample using polarized radiation. The S-polarized 
radiation was along a (100) direction, and the P-polarized 
radiation was along a (110) direction. 
To gain an insight into the reproducibility of the meas­
urements, one can refer to Figure 12. These data were taken 
on two different samples from a Cr-2.5^ î-în ingot for the 
purpose of determining the effects of annealing. The solid 
points are from an unannealed sample. The probable conclu-
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sions to be dravm from these data are that annealing has 
little effect and the run-to-run reproducibility is good. 
There are, of course, the usual measurement errors dis­
cussed earlier which should be less than 1% for most photon 
energies. In addition, if the gold black film does not absorb 
all the incident radiation, an error will be introduced which 
will be no greater than lA^ - 1 where Ag^ is the absorptivity 
of the gold black absorber. It has been explained previously 
that > .99. There may also be a systematic error intro­
duced if the heat flow from the sample (absorber) to the base 
takes an appreciably different path when the radiation is 
removed and the dc power is applied. Errors of this.type 
were minimized by careful design of the calorimetric apparatus, 
Kramers-Kronig Analysis 
To extract information from the absorptivity data re­
quires the use of a dispersion integral, often called a 
Kramers-Kronig (KK) integral. The complex amplitude reflec­
tion coefficient satisfies the requirements of causality, and 
hence its real and imaginary parts are connected by a disper­
sion integral. Unfortunately, neither the real or imaginary 
parts of r are directly measurable. Since logg r has for its 
real part logg|r|, it is a much more useful quantity with 
which to work. If one were to proceed assuming that a dis­
persion relation connects the real and imaginary parts of 
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logg r, the phase a would be given by 
CO 
(»o)=^P j-lp 
— ^  J du) (30) 
TT % Wo-/ 
where Irl = 1 - A. Although it is not obvious that logg r 
satisfies the necessary requirements, it has been shown by 
Toll (39) that the relation given by Equation 30 is valid. 
To calculate the phase at a frequency requires, in prin­
ciple, a knowledge of |r| everywhere. However, the largest 
contribution to the integral originates in the frequency 
region around (1)^, and an extrapolation procedure can often be 
used to approximate the reflectivity at very high energies. 
The limit of the present data is 5 eV, and for 5 eV < E < 30 
eV, the data of Girault £t al. (40) were used. Above 30 eV, 
the reflectivity was assumed to be of the form R = R2 exp(B 
(S2-E)) where R2 is the reflectivity at the energy E2» the 
maximum energy for which data are available, B was chosen to 
give a continuous derivative of the reflectivity at R2. The 
Integral was terminated at an energy E^ to allow convergence 
and give good agreement in the region from 5 to 10 eV with the 
data of Girault ^  aJL, It should be pointed out that the use 
of such an extrapolation is not fundamentally sound and can 
lead to serious errors if attempts are not made to insure 
accurate optical constants at some point in the region where 
reflectivity data are available. Although changing caused 
50 
relatively slight variations in e]_ and eg below 1 eV, above 
this energy large modifications in'e occurred. Hence, the 
and 52 curves for 1 eV < E < 4 eV should not be trusted for 
absolute accuracy. These curves have the correct shape but 
may be displaced vertically from their true values. After the 
phase had been found, the complex dielectric function was 
obtained from the relations (4l) 
H (31) 
1 + R - 2 Jr" cosa 
K = ?• /â (32) 
1 + R - 2 -/R" cosa 
= N2 - (33) 
@2 = 2NK. (34) 
Figures 15-17 illustrate the calculated values of @2 
tysg/^rr = cy^, the real part of the complex conductivity. 
The Kramers-Kronig relation connecting and Sg was used 
to provide a check on these quantities. Assuming the pre­
viously calculated Gg to be correct, was found using the 
expression (41) 
E^(U)O) = 1 + 2 P r DU) . (35) 
TT J ^ 
O O 
The agreement between the two values of e-^ was excellent. 
All calculations were performed on a digital computer. 
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5^ 
The raw absorptivity data were read Into the computer and a 
second-order polynomial was fitted to a set of 4 data points. 
The reflectivity was then determined from the polynomial. 
55 
DISCUSSION 
Concentration Dependence of the Gap Energy 
From Figure 10, the absorption peaks are seen to be near 
0.13 eV or 0.38 eV. Table 5 illustrates the effect of alloy-
concentration on the magnitude and location of the energy gap. 
Also listed is the gap edge, i.e. the least energy necessary 
to cause the absorption to increase above the free electron 
background as determined by examining the low energy side of 
the absorption peak. 
Table 5» Location and size of the antiferromagnetic absorp­
tion peak 
Sample Energy of peak 
absorption 
(eV) 
Peak 
absorptivity 
Gap 
edge 
(eV) 
Chromium 0.13 0.068 0.08 
Ct-0A5^ I'ln 0.135 0.074 0.08 
Cr-0.9^^ Mn 0.36 0.331 0.20 
Ct-2,5^ Mn 0.37 0.320 0.14 
Cr-4.52 m 0.40 0.292 0.10 
Cr-1,05^ Re 0.38 0.268 0.20 
The most noticeable feature of these data is the abrupt change 
in size and location of the absorption peak that occurs 
between 0.^5 and 0.9^^ Mn. As will be seen later, it is 
between these concentration limits that the antiferroniagiiet-
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ism changes from the non-commensurate to the commensurate 
structure. 
Non-commensurate Antiferromagnetism 
Fermi surface properties 
The "band picture in this case is complicated by the two 
different periodicities. If |^|/1^( is not a rational number, 
where G is a reciprocal lattice vector, the reduced zone 
scheme is no longer valid although the concept remains useful, 
A great many energy gaps appear in the one-dimensional dis­
persion relation, and the size of these gaps has been dis­
cussed by several authors (15,42), 
The gap dependence can be understood by referring to the 
energy bands for paramagnetic Cr (Figures 18 and. 19) and the 
Fermi surface cross section (Figure 1). The band calculations 
are due to Gupta^ who used the A?W method and Asano and Yama-
shita (43) who used the Green's function technique. The 
rectangular portion of the electron jack is due to the bands 
originating from F"namely and 2^, and the hole 
octahedron is due to the bands originating from H'2^» namely 
A^, G^, and F-j^. As one increases the Kn content, the e/a 
ratio increases thus raising the Fermi energy. The electron 
surface at f"* increases in size, the hole surface at H 
Icnptm. B, p -. Ames, loT-ra, 101:2 State Univcrcity, Dand 
structure calculations of paramagnetic chromium. Private 
communication, I969. 
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decreases in size, and both effects cause Q, the superlattice 
vector, to get larger. With increased Mn, the average mag­
netic moment and Neel temperature are observed to increase (9) 
implying a stronger exchange interaction. This is likely to 
be due to larger areas of the Fermi surface being coupled by 
the Q vector. Since the gap energy is proportional to M, the 
amplitude of the SDW (5). one expects an increase in the gap 
energy as Mn is added. By comparing the results of the Cr and 
Cr-0.4j^ Mn samples, the gap energy is seen to increase 
slightly in accord with the above prediction. 
Conductivity at the gap energy 
The real part of the complex conductivity was obtained 
from a KK analysis of the absorption data. An expression for 
<7 has been given by Pedders and Martin for the non-commen­
surate case (<1^ î'în) using an isotropic two band model (11). 
This expression has been modified by Barker et al. (l6) to 
take into account the electron-phonon interaction which re­
sults in 1) increasing the gap energy to 5.1kTjj = 0.137 eV 
from its BCS value of 3*5 kT^ = 0.09^1 eV, and 2) removing 
the infinity in at the gap energy, Kimball and Falicov 
(44) have investigated a two band Hartree-Pock model and have 
found the energy gap to be 4,3 kT%, and Liu (45) has shown 
that imperfect nesting will cause the energy gap to lie above 
3.5 kT%. The modified Pedders-Martin expression is plotted 
along with the experimental results for pure Cr in Figure 20. 
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The free electron background has not been subtracted from the 
experimental curve, but by simply extending the Drude-like 
behavior to higher energies one can get a rough idea of the 
antiferromagnetic contribution. The theoretical curve has 
been normalized to enclose approximately the same area as the 
experimental curve if the free electron background had been 
subtracted from the latter. The peak of the two curves is 
seen to occur at nearly the same energy. 
Evidence for indirect transitions across two energy gaps 
The complex dielectric constant (especially eg) reveals 
information about the types of transitions that are occurring 
near the gap energy. The Cr-0.45^ Mn absorption peak occurs 
near where the peak occurs in pure Cr and the conductivities 
are similar. Yet Sg calculations indicate a slight bump at 
approximately 0.4 eV where the commensurate samples have a 
large Sg peak (Figure l6). This is likely to be due to crys­
tal inhomogeneities or indirect transitions across two energy 
gaps. 
It is possible that small regions exist in the crystal 
which have a locally higher Mn concentration. If such a 
region were the size of one of the antiferromagnetic domains 
which make up an annealed crystal, it would be large enough 
to support a commensurate SDW. The size of these domains is 
not known, but neutron diffraction results indicate cubic 
symmetry in non-field-cooled samples (9) which implies a 
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domain size small compared with the dimensions of the neutron 
beam, i.e. a fraction of a mm. Actually, much smaller regions 
would probably exist as antiferromagnetic domains. 
To explore the second possibility, consider a band struc­
ture as shown in Figure 21. The energy gaps are those due to 
^ and Q* where is a vector equivalent to ^  and will be 
discussed later. An indirect transition between a and d 
would require an energy close to the commensurate gap energy. 
The lack of momentum conservation could be explained by impur­
ity or phonon scattering. This effect may also be occurring 
in the pure Cr sample as evidenced by the shoulder in e2 near 
eV. One expects a weaker effect in pure Cr because more 
momentum is required for the indirect transition and because 
there is less scattering to supply the momentum. The momentum 
required oc: ij-nô/a which is larger for pure Cr since ^  is 
smaller. It is likely that there is adequate scattering at 
4.2 K even for the pure Cr sample since the resistivity ratio 
is only about 200. Even if we are observing both phases in 
the Cr-O.45^ sample, the fact that the absorptivity of the 
commensurate samples is less than the absorptivity of the non-
commensurate samples at photon energies satisfying 0.6 < E < 
0.9 eV is still unexplained. Indirect transitions as discussed 
above are likely to be responsible for this effect. 
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PARAMAGNETIC 
STATE 
HYPOTHETICAL 
MIDDLE STATE 
SDW 
STATE 
Figure 21, Simplified, band structure showing middle state and 
double energy gap, after Reference 4]. In the left 
figure, the paramagnetic band structure is sho^m in 
the simple cubic Brillouin zone derived from the 
cubic cell of the real space lattice. The band 
with positive slope is (for example) C3, and the 
band with ne.o^ative slope is (for example) G3 dis­
placed by Zir/a from H since in this zone H is 
equivalent to P . In the center figure, the band 
with positive slope is (for example) E3 while the 
two bands with negative slope are (for example) 
those originating from points displaced in a (100) 
direction a distance 2rTô/a from H and extending 
parallel to a (110)_^direction (i.e. parallel to the 
direction taken by k in mapping out the band II3). 
Energy gaps occur due to scattering a% the Bragg 
diffraction .planes whenever S(]-c) = E(lc-i-5) or when 
K(K) = These gaps are shoi-m in the right 
figure 
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Commensurate Antiferromagnetism 
The commensurate antlferromagnetlc energy gap In the band 
picture 
The sudden increase in gap energy for the Mn sample 
can be attributed to achieving commensurate ordering. In the 
band picture, a vector Q = (2TT/^)(l-6) is equivalent to a 
vector Q* = Gjlqo - Q =(2n/a)(l+ô) where G^oo the smallest 
(100) type of reciprocal lattice vector. Falicov and Penn 
have considered a model where the energy gaps caused by ^  and 
Q* merge together as |Q 1 2n/a and the commensurate structure 
is reached. This model predicts a commensurable gap which is 
larger than either non-commensurable gap by a factor of 2. 
Experimentally, this is not very different from the results 
obtained by optical absorption. 
The sudden jump to the commensurate phase at about 1% Mn 
has been explained quantitatively by Falicov and Penn. It 
can be understood qualitatively as an interplay between two 
energy-reducing mechanisms. One is due to a splitting apart 
of the energy bands which cross near the Fermi level. This 
raises the energy of empty states and reduces the energy of 
filled states. The value of ^  that results is, as mentioned 
earlier, that which connects large areas of Fermi surface. 
This is in general a non-commensurate since only at one Mn 
concentration will the Fermi surface pieces be connected by 
a vector Q = 2n/a, However, there is a second effect, namely 
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the intra-atomic Coulomb energy. This is minimized by having 
a large moment at the ionic positions. After about Vfo Kn is 
added, the latter erffect becomes dominant and commensurate 
ordering results. 
When the commensurate structure is reached, the magnetic 
ordering is essentially that of a simple antiferromagnet. The 
Brillouin zone for the bcc structure must be replaced by a new 
zone, the magnetic superzone, which is cubic and has one-half 
the volume of the bcc Brillouin zone (Figure 22), 
In going from t&e paramagnetic to the antiferromagnetic 
case, the Fermi surface and energy bands undergo certain 
alterations. The tasids can be remapped as shorn in Figure 23 
and the self-consisteat interaction causes the bands to split, 
forming an energy gag at the superzone boundary. However, 
far more important is the energy gap which appears due to the 
accidental degeneracy as can be seen on the A. and S axes near 
the Fermi level. A considerable portion of the Fermi surface 
is annihilated, and ihe resulting gap is responsible for the 
large absorption peallc near 0,^6 eV in the commensurate samples, 
Asano and YamasHilta have also calculated the band struc­
ture of a hypothetical commensurate Cr using the Green's 
function method (Figure 23). They represented the exchange 
interaction by an adjustable parameter ^, determined so as to 
give a spin polarization of 0,6wg per atom. They determined 
the energy gap along the TV and 2 axes to be 0.4 eV which is 
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Figure 22. Brillouin zone for the bcc space lattice and the 
simple cubic zone. States within the pyramidal 
volume described by the plane containing N and P 
perpendicular to the ky axis and the point H on 
the ky axis are remapped into the equivalent 
volume within the cubic zone described by the 
plane containing M and R perpendicular to the ky 
axis and the point p 
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Figure 23. Energy bands plotted in the simple cubic zone and the 
energy gap caused by the accidental degeneracy after 
Asano and Yamashita. The bands from H to P in Figure 
19 are now located from p to R 
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In good agreement with the optical measurements observed here. 
Gap anisotropy 
of the gap energy should be proportional to the amount of 
Fermi surface that was annihilated by the magnetic ordering. 
This is because the annihilated states are bunched together 
at either side of the gap and it is between these states that 
the transitions occur. According to band structure calcula­
tions (43) done on the commensurate phase, the density of 
states at the Fermi energy is reduced by about 29^. Energy 
band calculations indicate that the energy gap, which can be 
seen on the TV and Z axes, exists in almost all directions 
from n. Practically the entire electron surface around P 
and the hole surface at H are eliminated by the magnetic 
ordering. As can be seen from Figure 23, there is no gap on 
the A axis, and the hole pockets remain around N. 
The width of the absorption peak measured on the 0,9^% Mn 
crystal is about 0.14 eV, and considering that the data were 
taken at 4.2 K it is apparent that some form of broadening 
other than phonon broadening is occurring. It is probable 
that anisotropies in the gap energy are responsible for this 
effect. Although the band calculations indicate almost the 
same gap energy along the TV and 2 axes, near the A axis the 
energy gap will be smaller. This may be the reason for the 
appreciable absorption that occurs at energies as low as 0.2 
The area under the @2 curve. vicinity 
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eV, There will also be a smearing out of the absorption peak 
due to impurity scattering. The larger width of the absorp­
tion peak at higher Mn concentrations can be attributed to 
increased impurity scattering and possibly to a larger gap 
anisotropy. The energy of peak absorption increases with 
increasing Mn content in agreement with neutron diffraction 
measurements which indicate a larger moment as Mn is added. 
The conductivity function and evidence for a mixed phase 
The conductivities of the commensurate samples exhibit 
the same broad structure observed in the absorption spectra. 
Two representative curves are shown in Figure 1?. One of 
these is a Cr-1.05^ Re sample run for comparison purposes. Re 
is in the same column of the periodic table as Mn and should 
increase e/a as does Mn. However, the Re ion is much larger 
and will have other effects such as an expansion of the lat­
tice and a less similar potential at the lattice site. It is 
interesting to note that at T « 0 the commensurate phase is 
reached with the addition of about 1% Re just as with -îto. 
The Cr-1.05^ Re sample exhibits a smaller 03 peak near 
0.^ eV compared to the commensurate samples (Figure I6). 
Also, the conductivity and absorptivity curves give weak indi­
cation of non-commensurate behavior near 0.15 eV. This effect 
is believed due to crystal inhomogeneities since the composi­
tion lies near the phase boundary (46). 
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Oscillator strengths 
It is interesting to estimate the oscillator strength for 
the transitions across the antiferromagnetic energy gap in the 
commensurate samples. We assume a three-dimensional, nearly 
isotropic model with a variable energy gap given by 
Eje - Exi = Eg(l - Acosp) + (6h^/m)(k - ( 3 6 )  
where g is the polar angle measured from the i-kg axis. In 
this model there is a critical point in every direction in 
ïc-space, and the parameter Û in Equation % gives an energy 
dependence to the critical area and simulates an anisotropic 
gap energy. Also» k^ is the magnitude of the value of îc which 
gives the minimum gap energy in any direction. The sizes of 
kg and Eg and the coefficient were estimated from 
Asano's calculations (Figure 23). An expression for ôe^ was 
given in Equation 28 and contained the expression Jd^k6{E -
(Ej^-E^f)). We have assumed fx£i to be slowly varying so that 
it could be taken outside the integral sign. The integral can 
be evaluated and is 
^E-Eg(l-A) - /E-Egd+A) 
/ for E > Eg(l+A). 
4nk2(&n2/m)"2/(SgA) / /S-Eg(l-A) (37) 
\ for Eg(l-A)<E<Eg(l+A). 
\0 for E< Eg(l-A). 
The width of the peak is about 2A which allows A to be esti­
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mated from the experimental results for 5e^. When the numer­
ical values are substituted in Equation 37# the result is 
ô e g C m a x )  =  8 0  f .  (3 8 )  
Since the experimental 5 ^ ^(max) for the Cr-0.94^ Mn crystal is 
about 80, the value of the oscillator strength averaged over 
the gap is about 1.0. The area under our calculated 5 can 
be found by a simple integration and is not a function of A 
if A is small. For this area to be equal to the area under 
the experimental curve requires that fut must be about 1,0 
as found previously. As 6 -•0, 5 has an inverse square-root 
singularity at E = Eg as does the Fedders-Kartin expression 
(Equation 3). 
This calculation underestimates fjj^i because a gap does 
not exist in all directions from H, Also, due to the effects 
of lattice periodicity, a critical point may not exist every­
where an energy gap exists. Since a typical value of fnt 
ranges up to about 1.0 (4?), we conclude 1) there is an 
appreciable area in the gap region of k-space where Vjj(E^-E^) 
= 0, and 2) the transitions are rather highly allowed. 
Comparison with Neutron Diffraction 
Figure 2k illustrates the phase diagram for the Cr-Mn 
system as determined by neutron diffraction (9). Above Tgp 
vopxil l-l-jlp/ uuc iali oj. j. uxcdiu xo kx pu-lca.x xil-cu. 
8DW; below Tgp it is a longitudinal polarized 8DW. The Tqq 
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(commensurate to oscillatory) line separates the commensurate 
and non-commensurate regions. The line in the upper left is 
the paramagnetic to antiferromagnetic phase boundary. Since 
all data in this work are taken at 4.2 K, the discussion must 
be limited to T « 0. The phase.diagram implies that approxi­
mately 1.3^ Mn is necessary to cause the commensurate struc­
ture, However, the optical measurements of this work indicate 
that Mn is sufficient to cause commensurate order. 
Since the ingots were grown by the same group, one immediately 
suspects that the sample chemically analyzed was not repre-. 
sentative of the sample used to obtain data. After discover­
ing the inhomogeneity of the samples, great care was taken to 
insure meaningful data from the composition analysis. Hence 
we believe the upper limit for the minimum quantity of Mn 
required for commensurate magnetic ordering near T = 0 is 1%, 
Search for Anisotropies 
The Cr-0,94^ Iln oriented sample was examined with polar­
ized radiation to attempt to detect the presence of aniso­
tropies, The data indicated that any anisotropic effects were 
small since the difference in the P- and S-polarized reflec­
tivities can be attributed to the non-normal angle of inci­
dence, The appropriate correction is (see Appendix A) 
n _ n Tt I 2N 
* ~—~ "J \ jy ) 
7^ 
R = RQCI - 02] (40) 
|e| 
where Rg (R^) is the S-polarized (P-polarized) reflectivity at 
an angle 0, Rq is the normal incidence reflectivity, and 
N + iK = The non-commensurate phase is known to have 
trigonal or tetrahedral symmetry due to the presence of a 
single Q in each domain (15). If the sample has not been 
field cooled, the domains are randomly oriented and cubic 
symmetry results. No abnormalities were observed, and the 
validity of the data taken on unoriented crystals was estab­
lished. 
Symmetry Points and Interband Transitions 
The interband spectra are difficult to analyze because 
1) many bands occur having states with energies near Ep, and 
2) band calculations made by different authors are not in 
complete agreement. 
To determine what transitions are likely to occur re­
quires finding the states |i> and |f> for which the matrix 
element 
"if = <f I Hint 1 1> CH) 
does not vanish. The interaction operator is given by 
Hj^nt ~ e/mc (A*p) = efi/imc (A* V ) (42) 
^ 4" ^  4" ^  «î» A  ^1 A  ^
A = nAQexp(i(q*x - wt)) (43) 
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and n is a unit vector in the direction of polarization. In 
the multipole expansion of %Yit the electric dipole (El) 
transitions will be considered. That is, we must determine if 
oc<f|A.^|l> = 0. (44) 
It can be shovm by evaluating [H,X] = HX - XH that 
<f|p^|i> oc <f|x^|i> (26). By using group theory, one can 
determine if the latter dipole matrix element is non-zero 
(23). Required is a decomposition of the direct product 
X to see if it contains the irreducible representation 
Pp. Here ( ff) is the irreducible representation of the 
initial (final) state, and is the irreducible representa­
tion of the interaction x, y, or z. This can be accomplished 
by using a character table which connects the irreducible 
representations with the various classes of symmetry opera­
tions (48,49). A representation of x, y, z in terms of the 
irreducible representations is also required, and this can be 
found in the book by Jones (50). All of the transitions con­
sidered in the following paragraphs have been determined to 
be El transitions. 
The first strong interband absorption peak is near 1 eV 
(Figures 10 and 25). Except for superzone gaps at X, the 
only symmetry point where this transition might occur is at N, 
namely the ^ Nji^ complex. According to the calcu­
lations of Loucks (14) and Gupta the Fermi level occurs very 
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Figure 25. Real and imaginary dielectric functions for pure Cr as 
determined by a Kramers-Kronig analysis of the 
absorptivity data 
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near N^, and they cannot predict with certainty that a hole 
pocket exists there. The calculations of Asano show defin­
itely the existence of a hole pocket at N^. Assuming the 
existence of a small hole pocket at alloying with Mn 
would tend to enhance this transition due to filling the bands 
denoted by Gi^ and Since an enhancement does occur we 
associate the complex with the broad absorp­
tion near 1 eV. It should be pointed out that if Asano's 
calculations are correct, our analysis would not be valid 
since then the point lies 0.8 eV above the Fermi level. 
Then the band near N would intersect the Fermi surface at 
a large angle, and the density of states would increase only 
slowly with additional I'M. Under these conditions the 
band at N would not be populated (unless large quantities of 
Mn were added) and no enhancement would be expected. If this 
were the case, the edge at 1 eV (but not the increase in 
absorption that occurs upon alloying) could be attributed to 
transitions between the Fermi surface and the flat band near 
13.5 eV. There exists an appreciable volume in Ic-space where 
transitions to this band from the Fermi surface can occur, A 
similar situation exists in copper (51)* It is possible that 
both processes contribute to the 1 eV peak. 
The shoulder near 2 eV can be associated with the "* 
Tno transition. Both referenced band calculations list the 
energy difference as being about I.85 eV. 
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The peak near 3.4 eV is probably the of Gupta's 
calculation (4 eV) or the corresponding 2^2 (3.1 eV) of 
Asano. A gradual increase in absorptance begins at 4 eV and 
continues to the limit of the data. (The data of Girault et 
al. indicate the peak occurs at about 5.5 eV.) Density of 
states calculations by Gupta indicate peaks near 8.1 eV (from 
^l^l^l bands) and 13.5 eV (from D]_D2-A.^P^ bands). If 
indirect transitions were responsible, only the density of 
states would need to be considered, and transitions would be 
expected to occur at photon energies near 5.4 eV, 
To conclude this section, it should be mentioned that 
band structure curves are very sensitive to the potential used 
in their calculation, and it is possible that later calcula­
tions will prove our associations incorrect. However, there 
does seem to be a good correspondence between the band calcu­
lations and our optical measurements. 
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SUMMARY 
The antlferromagnetic energy gap in Cr-Mn alloys was 
studied as a function of Mn concentration by measuring the 
optical absorption at 4.2 K. The energy gap was found to lie 
near 0.13 eV for Mn concentrations less than 1^ and increase 
abruptly to 0,36 eV when more than 1% Mm was added. This 
effect near I-In was explained as being due to a phase change 
from the non-commensurate 8DW state to the pure antlferro­
magnetic state, A 1.05.« Re crystal exhibited both phases 
which led to the conclusion that the phase boundary near T = 0 
occurred for about Re. Evidence was given for optical 
transition across a double energy gap in the case of the two 
non-commensurate samples. The widths of the absorption peak 
and the peak in @2 the commensurate samples were discussed 
in terms of a gap anisotropy and impurity broadening. Optical 
absorption data from 1 to 5 eV were used to identify the sym­
metry points where interband transitions occur. The onset of 
Interband absorption was explained as being due to the 
N;[j, transitions or possibly transitions from the 
Fermi surface to the flat unoccupied band extending from 
Ni|,, rx2'^3'%*^3'^25 quite probably to a combination of 
these two effects. 
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Appendix A. Correction for a Non-normal Angle of Incidence 
It is difficult to measure reflectivities at exactly-
normal incidence. Yet for analysis purposes, normal inci­
dence data are often required or at least easier to analyze, 
A method sometimes used to correct for small angles 
(e « 1) is given in Reference yi. There it is stated that 
for unpolarized radiation incident on the sample at an angle 
0 measured relative to the surface normal, the normal inci­
dence absorptivity is found from the absorptivity at an angle 
0 by 
This result seems questionable since it is independent of the 
dielectric function of the medium. 
In the following paragraphs, we will show (using classi-
incident radiation is unpolarized. The P- and S-polarized 
reflectivities are given by Equations l6 and 18 through 20. 
We consider first the case of P-polarization where 
(45) 
cal optics) that to order 0^ there is no correction if the 
(46) 
2 After making the small angle approximations cos0 «1-6/2 
and sin^e « 6^, and expanding the radical as - sin^0 % 
y^(l- 0^/(2'e)), the expression becomes 
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9^ 
r ^ JJ - 1 2 
P--j|7T r . r M 
1 1 -^ \jL±jjr\ 
^ L y^.l J 
«.rod - e^/yV) (48) 
where Tq is the normal incidence amplitude reflection coeffi­
cient as can be verified by substituting 0 = 0 in Equation 46. 
Then 
Rp= |r/ «Vr^d - 02//7")(1 _ 9^/ JW) (49) 
RqCI - 02(2N/|^1 )) (50) 
where we have made the substitution N + iK = 
For S-polarization, the starting equation is 
r. = - cose . (51) 
- sin^0 + cos6 
Using the same procedure, the S-polarized reflectivity at a 
small angle 0 is found to be 
Rg ^ Rod + e2(2N/|e| )). (52) 
An examination of Equations 50 and 52 reveals that no correc­
tion is needed for unpolarized radiation. 
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Appendix B. Tabulation of Absorptivity Data 
The measured absorptivities for several samples were not 
plotted completely due to the closeness of many of the points. 
For completeness, the data for all of the samples are presented 
in Table 6, 
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Table 6. Absorptivity measurements 
Energy Cr Cr Cr Cr Cr Cr 
(eV) 0.45^ I'm 0.94^ Mn 2.5^ Hn 4.5^ Kn 1.052 Ï 
0.0870 .0337 
0.0897 .0324 
0.0955 .0371 .0325 
0.0988 .0372 .0352 
0.1008 .0405 
0.1028 .0434 .0417 .0387 
0.1050 .0497 
0.1063 .0486 
0.1078 .0498 .0469 .0418 
0.1098 .0528 
0.1111 .0562 
0.1125 .0582 .0540 .0290 .0441 
0.1152 ,0599 
0.1182 .0643 .0595 .0227 .0315 .0473 .0359 
0.1211 .0659 
0.1245 .0678 .0669 .0248 .0343 .0503 .0371 
0.1285 .0680 
0.1326 . 0665 .0716 .0277 .0386 .0559 .0424 
0.1356 .0652 .0738 .0431 .0588 
0.1426 .0627 .0732 .0308 .0451 .0635 .0464 
0.1485 . .0591 .0691 .0483 .0686 
0.1551 .0554 .0677 .0349 .0508 -.0736 .0473 
0.1631 .0529 .0639 .0542 .0789 
0.1715 .0508 .0612 .0401 .0576 .0864 .0496 
0.1826 .0494 .0586 .0440 .0635 .0959 
0.1955 .0483 .0579 .0508 .0706 .1058 .0546 
0.1820 .0456 
0.1890 .0452 
0.1960 .0447 
0.2000 .0439 .0518 .0748 .1113 
0.2090 .0442 .0569 .0570 .0827 .1191 .0603 
0.2200 .0447 .0580 . .0636 .0925 .1308 .0660 
0.2260 .0452 .0703 .0988 
0.2330 .0458 .0584 .0755 .1069 .1445 .0736 
0.2400 .0462 
0.2480 .0473 .0610 .0925 .1311 .1647 .0865 
0.2570 .0481 
.0644 
.1064 .1489 .1770 .0973 
0.2670 .0490 .1256 .1694 .1918 .1114 
0.2780 .0503 .0663 .1498 .1944 .2061 .1286 
0.2900 .0528 .0695 .1787 .2229 .2200 .1489 
0.3040 .0564 .0757 .2188 .2519 .2366 .1802 
0.3110 .2393 
0.3190 .0615 .0822 .2660 ,2841 .2538 .2117 
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Table 6. (Continued) 
Energy Cr Cr Cr Cr Cr Cr 
(eV) 0.45% Kn 0.94^ Kn 2.5% Mn 4,53 Mn 1.052 E 
0.3270 .2875 .2959 .2617 .2305 
0.3370 .0687 .0952 .3070 .3059 .2705 .2434 
0.3470 .1040 .3214 .3148 .2787 .2566 
0.3570 .0820 .1141 .3296 .3194 .2842 .2632 
0.3700 .0909 .1274 .3223 .3202 .2894 .2666 
0.3840 .1025 .1431 .3124 .3187 .2914 .2677 
0.4000 .1174 .1600 .2955 .2929 .2594 
0.4190 .1330 .1749 .2712 .3035 .2921 .2463 
0.4410 .1507 .1841 .2427 .2876 .2867 .2286 
0.4680 .1670 .1965 .2185 .2660 .2762 .2130 
0.5020 .1863 .2100 .2043 .2425 .2610 .2074 
0.5440 .2103 .2245 .2048 .2248 .2441 .2097 
0.5940 .2334 .2190 .2232 .2352 
0.6600 .2620 .2386 .2398 .2413 
0.7470 .3008 .2702 .2715 .2668 
.2234 0.5933 .2376 
0,6368 .2478 .2534 .2360 
0.6582 .2578 .2630 .2454 
0.6780 .2690 .2740 .2550 
0.7030 .2817 .2871 
.2684 .2626 
.2660 
0.7340 .2952 .3000 .2588 .2790 
0.7660 .3092 .3150 .2824 .2747 .2768 .2951 
0.8020 .3238 .3307 .2966 .2904 .2924 .3107 
0.8420 .3374 .3456 .3155- .3105 .3123 .3292 
0.8860 .3449 .3574 .3383 .3328 .3350 .3493 
0.9420 .3497 .3669 .3644 .3552 .3556 .3699 
1.0020 .3569 .3744 .3905 .3774 .3727 .3915 
1.0640 .3630 .3829 .4084 .3913 .3817 .4038 
1.1400 .3639 .3862 .4071 .3925 .3854 .4016 
1.2220 .3669 .3858 .3959 .3867 .3830 .3947 
1.3141 .3659 .3834 .3898 .3775 .3782 .3913 
1.4340 .3637 
1.5320 .3627 .3808 .3886 .3756 .3758 .3885 
1.6840 .3582 .3795 
1.7760 .3564 .3760 .3861 .3725 .3795 .3889 
1.8760 .3574 .3758 
.3885 1.9660 .3540 .3770 .3836 .3713 .3739 
2.0800 
.3505 
.3656 2.1520 .3460 .3706 .3757 .3571 .3795 
2.3225 .3314 .3546 .3631 .3400 .3506 .3649 
2.4031 .3213 
.3356 .3465 2.4821 .3147 .3386 .3472 .3303 
2.5638 .3032 
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Table 6. (Continued) 
Energy Or Cr Cr Cr Cr Cr 
(eV) 0.452 l'în 0.94# Mn 2.5# Mn 4.5# I4n 1.052 Re 
2.6370 .2969 .3268 .3446 .3162 .3373 .3404 
2.7120 .2944 
2.7839 .2926 .3235 .3441 .3128 .3415 .3382 
2.8283 .2944 
2.9290 .2938 .3269 .3485 .3152 .3454 .3466 
3.0000 .3007 
3U0680 .305? .3373 .3582 .3280 .3565 .3520 
3.1385 .3138 
.3685 3.2050 .3237 .3554 .3744 .3432 .3727 
3.2660 .3340 
3.3275 .3381 .3691 .3964 .3625 .3885 .3813 
3.3894 .3400 
3.4405 .3401 
3.4930 .3390 
.3976 3.5450 .3394 .3810 .4063 .3707 .3925 
3.7400 .3348 .3805 .4017 .3689 .3938 .3972 
3.9291 .3377 .3857 .4071 .3703 .4006 .3998 
4.1000 .3493 .3978 .4210 .3870 .4110 .4125 
4.2820 .3636 .4174 .4287 .4008 .4282 .4242 
4.4050 .3756 .4270 .4361 .4410 .4405 
4.4360 .4138 
4.4990 .3840 
4.5750 .4373 .4452 .4325 .4490 .4529 
4.6800 .4058 .4401 .4596 .4585 .4613 
4.7140 .4467 
4.9130 .4324 .4868 .5127 .4983 .4884 
4.9860 .4477 .5043 .5283 .4891 .5065 .5061 
5.0800 .4684 
5.1620 .4852 
5.2150 .5042 
