A nonlinear optical system, consisting of a liquid crystal light valve with feedback, can display an enormous variety of spatial patterns. Starting from the basic principles of operation, we review several physical configurations enlighting the specificity of each one and the mechanism by which it leads to certain rules of pattern selection.
Introduction
Pattern formation in different systems has attracted a growing attention in these last years. 1 In the field of optics, transverse profiles of propagating beams have been investigated since the first studies on interference and diffraction. This initial interest was raised to a new level by the growing importance of nonlinear effects that could be observed with high intensity beams, typically laser light. In an extended nonlinear medium, above a certain threshold, the uniform intensity becomes unstable and the space-time distribution splits into domains that can be correlated on a long range (patterns) or on a short range (localized structures, space-time chaos).
2,3
The attention has been focussed on two main groups of systems: active and passive systems. Active optical devices are those in which the medium is in an excited state and it can transfer energy to the light field, whereas passive optical devices are those in which the medium is in its ground state.
In the case of active optics the systems investigated are large Fresnel number lasers, 4,5 photorefractive 6 and parametric oscillators. 7, 8 In passive optics, the simplest system one can think of consists of a laser beam propagating in a nonlinear optical medium. A great impulse to systematic investigation of patterns in passive optics was given nonlinear materials contained in optical cavities. 9 A good compromise between simplicity of theoretical treatment and feasibility of experimental realization was reached with the study of systems of a nonlinear slice with optical feedback, in which medium nonlinearity and wave propagation take place in distinct regions of space. 10, 11 The system presented in this paper belongs to this category, as it consists of a liquid crystal light valve inserted in a feedback loop. As a consequence of the spatial separation between nonlinearity and wave propagation, an easy identification of the specific role played by each of these mechanisms on pattern formation is possible. Besides, the system allows to study the effect of nonlocal interactions in the selection of the pattern shape and of the relevant pattern size.
Principles of Operation and Conditions for Pattern Formation
In these last years, spatial light modulators working "in real time" have attracted a lot of attention in optics. These devices are able to induce a spatial modulation on an incident light beam by an optical or electronic addressing of each pixel. The name of "optical valves" is due to the fact that spatial light modulators act in optics likewise valves (or transistors) act in electronic systems. The type of reflective liquid crystal light valve (LCLV) considered here has a writing side sensitive to the light intensity (photoconductor layer) and a birefringent, phase modulating reading side (liquid crystal layer). We insert the LCLV a feedback loop. A drawing of the LCLV used in our experiments is shown in Fig. 1(a) . This device consists of a nematic liquid crystal cell, a dielectric mirror and a photoconductive layer. A supply voltage V 0 is applied through transparent electrodes to these three elements in series. The nematic liquid crystal layer displays a birefringence whose amount is a monotonically decreasing function of the voltage V LC across it. V LC is a fraction of V 0 that increases when the photoconductive layer is illuminated. It follows that a writing beam impinging on the rear side of the LCLV induces a variation ∆n in the extraordinary index of refraction of the liquid crystals. The variation is of negative sign and in first approximation is proportional to the writing intensity, so that, when inserted in a feedback loop, the LCLV can be considered as a defocusing Kerr medium.
The basic idea behind the feedback operation is that a homogeneous input wave reads out the perturbations of refractive index ∆n in the LC layer and then feeds back the information on the rear side of the valve. Since the device acts on the phase of the reading beam, but is sensitive to the intensity of the writing beam, an effective feedback on the perturbations of ∆n requires a conversion of phase into intensity modulations. This can be done by introducing in the feedback loop one of the following mechanisms: (i) diffraction: via a free propagation length of the beam (ii) interference: via a polarizer that produces an optical field given by the superposition of the extraordinary and the ordinary wave (iii) diffraction + interference.
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A laser beam is spatially filtered and expanded by means of the telescope system formed by the microscope objective O, lens L 1 and pinhole P 1 . The resulting plane wave is sent onto the front face of the LCLV. The reflected wave acquires a spatial phase modulation, which is determined by the distribution of the extraordinary index of refraction n in the LC layer. The front plane of the LCLV is imaged onto plane z i by means of lenses L 1 and L 2 . Along the image forming path, a fraction of the beam is extracted at the beam splitter BS 2 and used for detection of the near-and far-field signal. We observe that the far-field signal, that is, the intensity distribution in the focal plane of a lens, corresponds to the Fourier spectrum of the signal. From plane z i to the input plane z 2 of the fiber bundle the wave undergoes one of the possible mechanisms of transformation of phase into amplitude modulation. At plane z 2 the wave enters an optical fiber bundle, that just relays the intensity distribution from its input to its output plane. The output plane of the fiber bundle is in contact with the rear face of the LCLV.
Let us now explain the mechanism of pattern formation by using a relatively simple model introduced in Ref. 11 .
If a plane wave of intensity I = |E 0 | 2 impinges onto the front face of the LCLV and double passes the LC layer due to reflection at the mirror inside the valve, it undergoes a phase retardation ϕ(x, y, t) = αI r (x, y, t), where I r is the total intensity impinging on the rear side of the valve, α gives the sign and the strength of the nonlinearity and (x, y) are the coordinates transverse to the wave propagation. In a closed loop configuration, let us denote as I fb the rear intensity I r due to the propagation of the field E 0 initially sent to the valve. The equation describing the evolution of the phase retardation induced by the medium on the plane wave is the following:
where τ is the local relaxation time, D is the diffusion constant of the medium, and ϕ 0 sets the working point of the LCLV. When a free propagation length is present the feedback intensity distribution is due to the diffractive propagation of the field E(x, y, z = 0) = E 0 e iϕ(x,y) along the feedback path. In the paraxial approximation, the evolution of E(x, y, z) is described by ∂E(x, y, z, t) ∂z
where k 0 = 2π/λ. Equation (2) has the formal solution:
Substituting this expression into Eq. (1) and calling L the free propagation length we obtain:
The homogeneous stationary solution of Eq. (4) is the plane wave ϕ(x, y) = ϕ 0 .
When L = 0, the Fourier component at frequency q is dephased by a factor e spatial frequency results now
where smallness of ϕ q has been assumed. For
2 + 2kπ, k integer, the feedback intensity is respectively I fb = 2I 0 ϕ q , I fb = −2I 0 ϕ q at first order in ϕ q . Thus the phase modulation has been completely converted into an amplitude modulation. For generic values of the parameters, a mode of spatial frequency q will have a linear growth rate λ q
The curve λ q = 0 gives the marginal stability in the (q, αI 0 ) plane:
where l d ≡ √ Dτ is the material diffusion length. In Fig. 2 are reported some marginal stability curves for typical values of the experimental parameters. In this figure focusing nonlinearity has been assumed.
Each circular structure in Fig. 2 corresponds to the selection of a well defined length scale Λ = 2π q . The selected scale arises from a trade off between the diffractive length √ λL and the diffusion length l d . However, in normal laboratory conditions l d √ λL, so that the role of diffusion in determining the pattern scale is negligible.
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In this case the selected wavenumbers are:
We observe however that diffusion has a relevant role in removing the degeneracy of the threshold intensity for the different bands.
The conversion of phase to amplitude fluctuations, necessary for pattern formation, can be obtained by other ways. If we exploit interference, the front face of the LCLV is mapped onto its rear face as a one-to-one image, with no free propagation. Interference is realized by means of a polarizer inserted in the feedback loop. Combining the polarizer with the liquid crystal molecule birefringence, the optical field on the rear LCLV face is the superposition of a component polarized along e (e being the projection of the liquid crystal director on the LCLV plane) with a nonlinear phase retardation ϕ, and of a component polarized orthogonally to e that is unperturbed. 13 In the case of interferential feedback the system can present optical multistability, but no pattern formation because the only spacedependent phenomenon is diffusion, that can only lead to suppression of spatial frequencies and never to their enhancement. The formation of structures requires in this case the introduction of nonlocal interactions such as rotation or translation in the feedback loop.
In the case of mixed interferential and diffractive feedback the scenario of observed structures is particularly rich, [13] [14] [15] including localized structures and molecule-like aggregation, at variance with the other configurations. By performing a linear stability analysis of the problem we observe that the introduction of interference in a diffractive feedback loop consists mainly in a bending of the marginal stability curves towards low frequencies; when the curves touch the q = 0 axis bistability of the homogeneous solution arises. Such bistability together with instability of the lower branch with respect to a finite wavenumber can be a possible explanation of the existence of localized structures. This last situation of mixed diffractive-interferential feedback has only rather recently attracted attention. In the following sections we will not deal this with topic, but rather review the results obtained in the well assessed cases of purely diffractive and purely interferential feedback. Particular attention will be devoted to stress the role of nonlocal feedback in selecting the observed patterns.
Liquid Crystal Light Valve with Diffractive Feedback

Pattern Selection Close to Threshold
In the experimental configuration in which the feedback is of purely diffractive type and in the absence of nonlocal interactions, the marginal stability curves shown in frequencies can be simultaneously destabilized, we limit this section to the case in which only one unstable band is excited. Also, for the sake of definiteness, we refer to selfdefocusing nonlinearity. The extension to the selffocusing case is straightforward. The results of the linear stability analysis provide information only on the scale of the unstable patterns, and not on their shape. In order to gain information about this, nonlinear analysis of Eq. (1) is required. In the limit of infinite transverse boundary, it has been shown 12 that the system can be suitably described by expanding the index perturbation n in the sum of three Fourier components having the same wave number, and oriented at 120
• one respect to the other:
This leads to the coupled nonlinear equation:
These equations admit two stationary solutions, namely,
corresponding to rolls or
corresponding to hexagons. For the parameters typical of our system, only the hexagons are stable.
12
In our experiment the free propagation length L is of the order of 10 cm. This yields a value of the wavelength Λ = 2π/q for the first excited mode of the order of some hundreds of microns. Since the transverse size of the beam is 10 mm, we expect that the experimental result be well described by the infinite transverse boundary model above described. Figure 3 displays a typical image of the near field pattern, formed by a highly regular hexagonal tiling. 16 The regularity of the pattern is limited by the transverse size or the level of excitation.
17,18 Thus we have seen how, in the limit of "infinite" transverse system size, the pattern symmetry is dictated by the lower order nonlinearities. A different situation occurs when the system size becomes so small to be comparable with the size of the spots that form the bifurcated pattern.
The role of the transverse boundary conditions has been theoretically investigated in Ref. 19 . The main results of that analysis, based on symmetry arguments, are the possibility of primary pattern forming bifurcations leading to formation 190 F. T. Arecchi et al. 
In Fig. 4 , we present pictures of the near field patterns observed for various values of d 0 , keeping the input intensity I 0 close to the pattern formation threshold.
20
Formation of stationary polygons with l-fold symmetry is observed as expected.
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The index l, indicating the number of axes around which a polygon is rotationally invariant, is an increasing function of d 0 . Notice that, since the system is kept close to threshold, the spacing among the bright spots is nearly the same for all the values of d 0 .
It is worth noticing that, in conditions of perfect rotational symmetry, polygons with all the possible azimuthal orientations have the same instability threshold. This degeneracy is lifted by the presence of some imperfections, occurring mainly under the form of optical aberrations (e.g. astigmatism). For this reason a preferred orientation of the polygons exists close to the pattern formation threshold. By increasing I 0 , secondary bifurcations leading to single polygon rotation or to time alternation between different polygons can be observed.
Effects of Nonlocal Interactions
In this section we describe the effect of nonlocal interactions on the pattern formation. Nonlocality is introduced by means of a rotation or a translation of the signal in the feedback loop. Let us first consider the case of rotation. This corresponds to replacing I fb in Eq. (1) by
where (r, θ) are polar coordinates in the plane, and ∆ is the rotation angle introduced. In the experiments here presented, ∆ = 2π/N , with N integer. We are therefore in the case of infinite transverse boundary, but the rotational symmetry of the system is now only discrete. Furthermore, the translational symmetry of the system is broken by the existence of the rotation term. Under these conditions, the set of crystalline structures for which a perfect tiling of the transverse plane is possible is strongly limited. A crystal is indeed defined as a structure characterized by an elementary cell that replicates identical to itself, filling uniformly the plane and giving rise to a pattern displaying long range translational order. When the additional constraint of discrete rotational symmetry is imposed, crystals can only form having an elementary cell formed by rolls, hexagons, squares or equilateral triangles. These structures display respectively 2, 3, 4 and 6-fold rotational symmetry plus translational symmetry. Hence, it is to be expected that, for N different from 2, 3, 4 and 6, structures different from crystals will be formed in our system.
Pictures of the near field patterns obtained experimentally 21 for various values of N are shown in Fig. 5 . The corresponding far field patterns are shown in Fig. 6 . As expected, the near field patterns are of crystalline type for N = 2, 3, 4 and 6. For all the other values of N , the structure display long range orientational order, quasiperiodical translational order and selfsimilarity. These properties correspond to the definition of quasicrystals, that have recently been investigated both experimentally 22 and theoretically. 23, 24 Quasiperiodical translational order in the far field patterns is revealed by the fact that, along any diameter in the Fourier plane, the ratio of the projection of two different wave vectors is irrational. Selfsimilarity is also visible in the far field patterns, but only when the level of I 0 is increased well above the threshold value. Pictures relative to this situation are shown in Fig. 7 .
From an experimental point of view, the condition ∆ = 2π/N can be set only approximately. The angular width around this eigenmode is discussed in Ref. 23 . For our experimental setting, we observe that crystalline and quasicrystalline structures exist for a range of ∆ of the order of some tenths of degree around the ideal value. When ∆ is set to an intermediate value between 2π/N 1 and 2π/N 2 , with N 1 and N 2 successive integers, more complicated patterns appear. These last ones usually display azimuthal rotation in time with large scale spiral-like structure, as reported in Refs. 10 and 25.
Looking both at the near and at the far field patterns, it appears evident that the introduction of the nonlocal interaction influences not only the symmetry of the structures, but also their scale. Indeed, it can be seen in the marginal stability curves shown in Fig. 8 how scale selection is dependent on the parity of N .
Consider now the situation in which the nonlocality introduced in the feedback loop is of translational type. 26 In order to see how pattern selection is affected, we refer to Fig. 9 , showing for a certain spatial frequency the phase distribution and the corresponding intensity distribution fed back to the LCLV, translated by an amount ∆x. The efficiency of the feedback on a Fourier component of the phase ϕ(r) of wavelength Λ will depend on both its orientation angle φ with respect to the direction of ∆x, and the values of ∆x and Λ. This is due to the fact that the feedback efficiency is maximum when the feedback term αI fb (r) fits exactly the phase distribution ϕ(r). Figure 9 illustrates this point for a system with focusing nonlinearity, i.e., α > 0. It can be seen in Fig. 9 that a system of rolls oriented along ∆x has an efficient feedback for any value of ∆x. The same is not true for rolls oriented in any other direction. For a set of rolls oriented orthogonally to ∆x, for example, the feedback strength is maximum only for ∆x = Λ (Fig. 9(b) ). A system of rolls oriented at generic angle φ has maximum feedback for ∆x cos φ = Λ (Fig. 9(c) ). This leads to the selection of the orientation angle φ = ±arccos(Λ/∆x), once ∆x has been fixed 27 (see Fig. 10 ). Transport induced scale selection is also possible, but only if the system has a defocusing type nonlinearity. In this case, for ∆x = 0 the "defocusing band" q 2 = 3k 0 π/L is selected by diffraction (see Eq. (9)). This is because the negative sign of α compensates the fact that I fb (r) is in phase opposition with respect to ϕ(r) for this value of q. The "focusing band" at q 1 = k 0 π/L, on the contrary, gives rise to an intensity distribution in phase with the phase distribution, resulting in a negative feedback due to the sign of α. By increasing the transport length, however, a value of ∆x will eventually be reached for which the focusing band has a feedback intensity distribution in phase opposition with respect to the phase distribution, and hence a positive feedback. 28 At this point, the focusing band will be favored in the competition with the defocusing one, because the latter is more strongly damped by diffusion (see Fig. 11 ).
On the basis of the above arguments, it is expected that the band transition in the defocusing system occurs at ∆x = 2π/q 1 = λL/2. Due to diffusion, however, the growth rates of the focusing band can be higher than those of the defocusing
The Liquid Crystal Light Valve with Optical Feedback 195 band already for slightly smaller values of ∆x. In these conditions, due to the imperfect spatial matching of the intensity I fb (r) and phase ϕ(r), drifting rolls at a wavelength close to, but not equal to, that of the focusing band are observed. 
Pattern Competition and Cooperation
In this section, we report some phenomena of competition and cooperation among different patterns, observed in the diffractive feedback with rotational nonlocality added. Linear stability analysis of this configuration 21 shows that the marginal stability curves are of the kind shown in Fig. 8 . By tuning the experimental parameters (diffraction length, voltage applied to the LCLV) it is possible to drive the system in a situation in which two or more unstable bands have similar values of threshold intensity. In these conditions, nonlinear phenomena resulting from the interband interactions are expected to play a relevant role. In a first experiment the rotation angle is ∆ = 2π/7.
29
In these conditions, the linear stability analysis predicts that, as the incident intensity I 0 overcomes I th , the first unstable wavenumber is q 2 = 2π √ 3/ √ 2λL. This is indeed observed experimentally, as shown in Fig. 12 . However, when I 0 is increased well above I th , the predictions of the linear stability analysis no longer hold. Let us define a reduced pump parameter = (I 0 − I th )/I th . Experimentally, a gradual increase of starting from = 0 leads initially to an increase of the amplitude of the quasicrystalline patterns, without a scale change. A further increase in results in the destabilization of a second band at q 1 = 2π/ √ 2λL ( Fig. 12(b) ). In this situation the near field signal does not appear as a uniform superposition of patterns at the two different wavelengths, but rather as a collection of spatially separated domains, each one containing patterns at only one of the two spatial scales. The average size of the domains with q = q 1 increases for increasing and eventually the whole wavefront is made of domains at this wavenumber, while the domains at q = q 2 are completely suppressed (Fig. 12(c)) .
Further information about the observed phenomena can be gained from the spatial power spectra of the signal, corresponding to the far field. Typical examples of these spectra are shown in Figs. 12(d)-(f) . In order to obtain some global information about the temporal behavior of the signal, we define the quantity η(t) = S 1 (t)/(S 1 (t) + S 2 (t)) as the fraction of the total power that instantaneously belongs to the first band. Here S j (t) (j = 1, 2) is the instantaneous power radially integrated in the Fourier space over a circular corona of radius q j . A plot of η(t)
for three different values of is shown in Fig. 13 . It is seen here that, when the system is dominated by one of the two competing bands, the time fluctuations of η(t) are very small. On the contrary, the range of for which the two bands show coexistence corresponds to regions of high fluctuation for η(t), meaning that there neither the coexistence of the two bands nor the domination of one band over the other are stable phenomena. A quantitative measurement of the transition from the band q 2 to the band q 1 dominated regime is given by the behavior of the time averageη ≡ η(t) t and of
of the quantity η(t), versus the pump parameter . Plots of the results of these measurements are shown in Fig. 14 (left) . These plots give a quantitative confirmation of the enhancement of fluctuations in the signal that accompanies the regimes of competition-coexistence between the two bands.
The experimental results can be described in terms of a heuristic model that, though being oversimplified, retains the fundamental mechanisms of the process under consideration. The key point to notice in order to achieve a modelization of the system is that, due to the choice ∆ = 2π/7, the spatial Fourier components of the electric field are not coupled by quadratic nonlinearities. 23 This also means that the phases of the field are irrelevant to the mode coupling, so that it is possible to write down evolution equation directly for the spectral power variables S j
We have thus arrived at general equations well known for competing populations 30 and already used in laser dynamics for two mode operation. (17) and (18) permits the birth of coherent domain structures, nucleating from local defects. Indeed, when a single family locally displays a defect, this becomes a nucleation center for the other family. Hence, the observed sharing process on the near field can be interpreted as a continuous nucleation and competition of the two coherent domains, and it can be modeled by adding µ 2 ξ(t) and µ 1 ξ(t) to the first and second of Eqs. (3) respectively, where ξ(t) is a wide band stochastic process with zero average. The noise contribution in the S 1 equation has been multiplied for µ 2 to account for the fact that the perturbation to S 1 arises from S 2 domains nucleating from local defects, hence it is proportional to the growth rate of the second family. Similar considerations hold for the S 2 equation.
In Fig. 14 (right) we report the plots of the time average value and of the standard deviation for the quantity η, as a function of the control parameter , extracted both from the experiment and from the numerical solutions of Eqs. (18) with the noise addition. For a suitable choice of parameters, they are in good qualitative agreement with the experiment.
In a second experiment, 32 we set a rotation angle ∆ = 2π/6, thus allowing quadratic nonlinearity to be effective in the system. As it is known, these nonlinearities provides cooperative terms among triads of wavevectors, that may or may not have the same spatial frequency. If the experimental parameters are chosen so that several Fourier bands have a very similar intensity threshold, the patterns shown in Fig. 15 are observed close to the bifurcation. These structures display multistability, in that as we switch on and off the input intensity leaving an off interval sufficiently long to cancel memory of the previous pattern, the three patterns shown appear stochastically with relative frequencies P1: 0.6, P2: 0.25, P3: 0.15. For = 0.2 the three patterns are stable and robust against external perturbations. However, as increases to 0.4, P3 shows fluctuations and it decays in time towards P1 and P2 with a lifetime of 50 sec. Eventually for ≥ 1.2 the patterns show space-time chaos; 33 indeed they appear as formed of many uncorrelated domains and correspondingly the spectrum is made of continuous ring with no orientation selection. Besides the fixed orientations displayed in Fig. 15 , the phases of the wavevectors also bear fixed relations, and hence the observed single domain patterns are a case of phase locking. A better insight into the role of modemode coupling in determining the observed phenomenon can be gained by measuring the temporal growth rate of the azimuthally integrated power spectra on each of the excited rings, as a function of the control parameter , and comparing it with the growth rate of the whole pattern. By averaging over many transients the growth rate of the total intensity S, we evaluate the characteristic time τ for the buildup of a pattern. The resulting τ is nearly constant and around 7.4 sec (Fig. 16) . No critical slowing down is observed for small values of . This time is the same for P1, P2 and P3, even though for P3 the reached plateau does not last forever at high . Since we know already that the leading nonlinearities in the amplitude equations are the quadratic ones responsible for hexagon formation, we expect normal form equations which provide transcritical bifurcations. This should be the case for a single ring decoupled from the other ones, in which case we have a uniform texture of hexagons. In order to verify such a fact, we insert in the feedback loop a bandpass filter allowing only one ring. In this condition and for different values of the input intensity I 0 , we register 10 transient for rings 1 and 2 separately, and evaluate the buildup times τ 1 and τ 2 of the intensity S 1 and S 2 respectively. Then, we define the individual pump parameters j with the same criteria used in the definition of . In this case we find that S j grows with a buildup time τ j which scales as j −1 , as shown in Fig. 16 thus, suppressing extra-ring interactions we recover critical slowing down. On the contrary, the presence of extra-ring interactions, which leads to the collective phase-locking behavior, acts as an extra term which destroys the bifurcation, replacing it with a line of fixed points.
Liquid Crystal Light Valve with Interferential Feedback
As discussed in Sec. 2, if purely interferential feedback is present in the system and nonlocal interactions are absent, no pattern formation can be observed. However, the introduction of nonlocality leads to the destabilization of uniform states and to the appearance of structures qualitatively different from the ones observed in the diffractive feedback case. Let us consider first the situation in which a rotation of ∆ = 2π/N is introduced in the feedback loop. 34, 35 In this case petal-like structures can be excited (see Fig. 17 ), due to the joint contribution of negative feedback generated by each petal on itself, and transport that transfers the feedback from each petal to the adjacent one, thus resulting in a globally positive feedback. These structures are stable close to threshold, however they break at higher values of pump parameter (here voltage V 0 is used as a control parameter instead of input intensity), leading eventually to space-time chaotic situations (Fig. 18 ) characterized by loose of spatial correlation and by locally irregular time evolution. A mechanism similar to the one above sketched leads to pattern formation also in the case of translational nonlocality ∆x introduced in a system with purely interferential feedback. 36 Indeed any spatial perturbation of period 2∆x along the direction of the translation will provide a negative feedback but applied with a spatial phase shift of π. This mechanism provides a growing deviation from equilibrium and gives rise to pattern formation; we expect to observe structures with spatial frequency q x 1/∆x.
In Fig. 19 , we report the intensity patterns and their corresponding far field patterns obtained by holding fixed the input intensity and gradually increasing ∆x. No patterns are obtained for ∆x ≤ 100 µm; for small values of ∆x the structures that form are roll-like with a spatial frequency decreasing for increasing ∆x. For high values of ∆x we observe patterns of increasing complexity.
∆x=130 µm ∆x=320 µm ∆x=500 µm ∆x=660 µm ∆x=820 µm ∆x=980 µm Linear stability analysis of the equation governing the system 36 gives important insight into the observed situation.
In Fig. 20 , we show the marginal stability curves for the case considered here and, for comparison, the ones relative to the case of purely diffractive, local feedback. It can be observed that in the present case, while along the transport direction the width of the excited bands are limited to a value comparable to the one typical of the diffractive situation, along the direction perpendicular to transport the excitation is very broadband, being indeed limited only by the LCLV diffusion at microscopic level. This large spatial bandwidth of the system along one direction explains the richness of the patterns observed in the near field, as compared to the ones reported in the diffractive case. 
