Abstract-This paper presents a direct adaptive control scheme for nonminimum phase systems in which controller parameters are estimated from the recursive least-squares algorithm, and additional auxiliary parameters are obtained from the proposed polynomial identity. A local convergence is guaranteed without any extra condition. Integral action is incorporated into the adaptive controller to eliminate the steady-state error and to satisfy a condition of the unique solution for the polynomial identity. The control law used in this scheme is based on the set-point-on-I-only PID structure.
I. INTRODUCTION
ECENTLY, the adaptive control of nonminimum phase R systems has been developed significantly with direct or indirect control schemes. The basic idea of indirect adaptive control schemes is to equate the desired characteristic polynomial with the denominator of the closed-loop transfer function resulting from substitution of the system estimates. This gives a set of linear equations that can be solved in terms of the controller parameters [ 11-[3] . This two-step procedure, which is a system parameter identification and control law design, can be reduced to a single procedure by suitable system reparametrization in direct adaptive control schemes.
The direct adaptive control schemes for nonminimum phase systems have been developed with the polynomial factorization method, the nonlinear identification, or the standard linear parameter estimation with the partial state [4] - [6] . All these schemes have a computational burden. Such a drawback has been overcome by Kim and Choi [7] with the linear parameter estimation and the polynomial identity. However, in spite of its computational burden reduction, a much better response to the environmental changes is required in practical applications.
In this paper, a direct adaptive controller is designed in a manner that is more practical than that of [7] but uses a technique similar to that of [7] . To obtain a more stable response, the control law extended from the set-point-on-1-only PID structure [8] is used. A novel polynomial identity is derived from the pole placement equation and the Bezout identity to retain the open-loop zeros and to reduce the computational effort. An integrator is incorporated into the adaptive controller in a straightforward fashion to eliminate the steady-state error in the output sequence and to satisfy a condition of the unique solution for the polynomial identity. Controller parameters are estimated from a recursive leastsquares algorithm [9] , and additional auxiliary parameters stemmed from the Bezout identity are obtained from the relatively straightforward solution of the polynomial identity using the estimated controller parameters.
The estimated closed-loop system is given predetermined poles, and a local convergence is guaranteed without any assumptions about parameter convergence or the nature of the external input. The computer simulation shows that the proposed adaptive control algorithm is effective.
DESIGN OF DIRECT ADAPTNE CONTROL STRUCTURE
We consider here a causal feedback control law based on the set-point-on-I-only PID structure [8] :
R ( q -' ) = ( l -q -' ) ( r o + r I q -' + +rnr-lq-("-l)) (lb)
where q-' is the delay operator, y(k) the system output, u(k) the controller output or the system input, yr( k ) the reference output, and e ( k ) the tracking error. The coefficient a in (1) is included to allow the designer to tune the controller in terms of a pole placement objective. Consider a single-input single-output, discrete, linear, timeinvariant system described by (2)
with where q -d represents the system time delay. The following assumptions will be used: 1) na, nb, and d are known, and 2) A ( q -' ) and B ( q -' ) are coprime (but have unknown coefficients).
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and are related to a state observer. The coefficient ko in (7) is an arbitrary constant that is not equal to zero. When (7) holds, (5) can be written as
where z ( k ) is called the partial state.
A. Nonadaptive Control Structure
(10) Let us first design a pole placement controller on the
assumption that A ( q -' ) and B ( q -' ) are known. The causal feedback control law (1) is used to assign the poles of (2). Applying the control law to (3) yields the following closedloop system: Multiplying (10) by z ( k ) and using (3) Yields
Equation (1 1) can be written more compactly as
Let C ( q -l ) be a monic asymptotically stable polynomial of degree nc whose zeros represent the desired closed-loop pole locations for (4) . These can be assigned provided S ( q -' ) and M ( q-I ) satisfy where
where C ( q -' ) = 1 + c l q -' + * -. +c,,q-"C.
Since A ( q -' ) and B ( q -' ) are coprime, there exist unique polynomials S ( q -' ) and M ( q -' ) under the conditions of ns Since A ( q -' ) and B ( q -' ) are assumed to be coprime polynomials, there exists a unique pair of polynomials Ho(q-') and K 0 ( q -' ) of degrees nh = na -1 and nk = nb
respectively. The polynomials H ( q -' ) and K ( q -I )
have the following forms:
Note that (1 1) can be regarded as another representation of the system (2) and can be a minimal realization if nc I 1 .
Let the polynomials H ( 4 -I ) and K ( q -'
) divided by the coefficient CY be H ' ( q -' ) and K ' ( q -' ) , respectively. The polynomials H ' ( q -' ) and K ' ( q -' ) have the following forms from (2) and (1 1):
C(q-')K'(q-')=koS'(q-')-q-dB(q-') (15) where M ' ( g -l ) = 1 + R ' ( q -' ) .
(1%
In this case, the minimal degrees for S ( q -l ) and R ( q -l ) are nb + d and na, respectively. Combining (14) and (15) 
Since the polynomials A ( q -' ) and B ( q -' ) are coprime, the coefficient ko cannot be zero. Hence, the above equation has a unique pair of solutions H ' ( q -' ) and K ' ( q -' ) for S ' ( q -' ) and M ' ( q -I ) . Therefore, the auxiliary parameter vector P2 can be determined from (16) using the controller parameter vector P I , which is to be estimated. (Further reference for the solvability of (16) is in [7].) As the above identity shows, the integrator in the controller is used to satisfy a condition of the unique solution. This nonadaptive control structure will then be converted into an adaptive control structure, assuming A ( q -' ) and B ( 4 -I ) to be unknown, in the next section.
B. Adaptive Control Structure
When A ( q -I ) and B ( q -' ) are unknown, it is natural to replace the parameter vector P by adjustable parameter vector p ( k ) , which will be updated by both the adaptation algorithm and the polynomial identity (16). Let us introduce the following recursive least-squares algorithm: 
where nh = na -1 and nk = nb + d -1 .
Dividing (26) and (27) by cr(k)k,' (k), we can obtain the auxiliary parameter vector p2( k). Therefore, the auxiliary parameters in vector p2 (k) are determined from the cofactors of (25):
where
The control input u(k) is then determined as follows:
General convergence properties of the recursive leastsquares algorithm are discussed in [9] . In this paper, a local convergence of the control algorithm is guaranteed with Lemma 1 and Theorem 1 .
Lemma 1: If the controller polynomials have the forms of (14) and ( Theorem 1: Consider the system in (2) subject to assumptions 1) and 2) and Lemma 1 . The adaptive control algorithm (17) The following conditions were used:
In this paper, we have proposed a direct scheme for adaptively controlling general discrete, deterministic, linear, time-invariant, single-input single-output, nonminimum phase systems. A polynomial identity has been derived from the pole placement equation and the Bezout identity, and an integrator has been introduced into the controller to satisfy a condition of the unique solution for the polynomial identity. The control law has been generalized from the set-point-on-I-only PID structure. As a result, the output response has been improved. The computer simulation has shown that the proposed adaptive control algorithm is effective.
