Abstract: This paper studies the two-dimensional range search problem, and constructs a simple and ecient algorithm based on the Voronoi diagram. In this problem, a set of points and a query range are given, and we want to enumerate all the points which are inside the query range as quickly as possible. In most of the previous researches on this problem, the shape of the query range is restricted to particular ones such as rectangles and triangles, and the improvement o n the worst-case performance has been pursued. On the other hand, the algorithm proposed in this paper is intended to accomplish a good average-case performance, and this performance is actually observed by numerical experiments. In these experiments, we compare the execution time of the proposed algorithm with those of other representative algorithms such as those based on the bucketing technique and the k-d tree. We can observe that our algorithm shows the best performance in almost all the cases.
Introduction
The range search [4] [7] [8] [11] is one of the most fundamental and important geometric problems, and has been researched in the eld of computational geometry. This problem has many applications such as computer graphics (for example, ray tracing and hidden surface removal), geographical information system, data-mining and so on. In this problem, a set S of N points and a query range R are given, and we want to enumerate all the points in S which are inside R. Considering that S is usually xed, and query ranges arise many times; we are interested in preprocessing S in order to decrease the search time.
Most of the previous researches on this problem are restricted to the case where the shape of a query range R is orthogonal [1] , half-planar [6] , circular [3] [5] or spherical [2] [12] . In this paper, on the other hand, we propose an algorithm for solving the two-dimensional range search problem for a general shape of a query range R, b y means of a simple technique using the Voronoi diagram. Furthermore, a good average-case performance is observed by n umerical experiments.
In Section 2, we dene the range search problem. In Section 3, we give an ecient algorithm for this problem, which is based on the Voronoi diagram. In Section 4, we experimentally show the performance of this algorithm. Lastly, conclusions are given in Section 5.
Range search problem
The range search problem in the two-dimensional space is dened as follows (See Figure 1 ):
Given a set S of N points fP n j n = 1 ; 2; : : : ; N g, preprocess the point s e t S, s o t h a t w e c a n answer the query \Enumerate all the points in the set S inside the query range R?" quickly.
In many practical cases, the point set S is xed once it is given, and a huge number of dierent query ranges are given one by one. A naive method of solving this problem is to check whether each point in S is inside R or not; however, this method requires as much a s O ( N ) t i m e f o r e a c h query. S o , w e are interested in preprocessing S which can decrease the search time. In this section, we give an algorithm of the two-dimensional range search using the Voronoi diagram. In Subsection 3.1, we review the Voronoi diagram. In Subsection 3.2, we consider the side-trip facility search, the algorithm of which forms the rst step of that of the range search described in the following subsection.
In Subsection 3.3, we construct the algorithm of the range search using the Voronoi diagram, and lastly, w e demonstrate the validity of this algorithm in Subsection 3.4.
Voronoi Diagram
Given a set of N distinct points fP i (x i ; y i ) j i = 1 ; 2; : : : ; N g in the plane, we associate all locations in the plane with the closest member of the point set. The result is a tessellation of the plane into a set of regions associated with the members of the point set. This tessellation is called the planar ordinary Voronoi diagram generated by the point set [10] . The members of the point set are called generators. The region associated with a member P i is denoted by V(P i ) and is called the Voronoi polygon associated with P i . Vertices and edges in the Voronoi diagram are called Voronoi vertices and Voronoi edges respectively.
We can restate the denition of each Voronoi polygon in mathematical terms as follows:
V(P i ) = \ j 6 =i fP j d i (P ) d j (P )g ; (1) where d i (P ) is the square distance between an arbitrary point P (x; y) and a member P i (x i ; y i ) of the point set, that is to say,
Then, the Voronoi diagram generated by the point set fP i g is denoted by V = fV(P i ) j i = 1 ; 2; : : : ;N g :
Side-trip Facility Search Problem
Before considering the algorithm solving the range search problem itself, let us start with considering the side-trip facility search problem. 
enumerating all houses at which the magnitude of noise coming from a road or a railroad is larger than the standard one (Type 3).
The algorithm for Type 1 and Type 2 is described in the following part of this subsection. Type 3 is not solved directly in this paper, but can be solved by regarding this problem as a special case of the range search problem. At rst, we construct the Voronoi diagram of the input point set S in the preprocessing step. As shown in Subsection 3.3, the algorithm of the side-trip facility search problem will be used for each range search based on the Voronoi diagram as its rst step.
Suppose that we are given the query polygonal line Q 0 Q 1 : : : Q M . Firstly, we determine which Voronoi polygon includes the starting point Q 0 . This step is a special type of the point location, in that the given tessellation is restricted to be the Voronoi diagram. This can be done by tracing the Voronoi polygons from an arbitrary initial Voronoi polygon step by step. Furthermore, for many types of input points, the average-case time complexity can be constant by the joint use of a bucketing technique [9] , which is used for nding a suitable starting point also in this paper.
In the main part of the side-trip facility search, we trace the Voronoi polygon along the given polygonal line Q 0 Q 1 : : : Q M (See Figure 3 ). In the course of this step, whenever we enter a new Voronoi polygon, we calculate the distance between the given polygonal line and the input point corresponding to the Voronoi polygon we currently stop by. As for Type 1 of the side-trip facility search problem, if the distance is within , the search is over and the answer is \Yes". If the answer \Yes" is not obtained by the step in which we reach the Voronoi polygon including Q M , the answer is \No". As for Type 2, on the contrary, when the distance is smaller than the minimum one we have e v er calculated, we update the minimum distance and memorize the current nearest point. When we reach the Voronoi polygon including Q M , we obtain the minimum distance and the point which g i v es it. is the preparation for the succeeding query.
Step 1 (Point location on the Voronoi diagram)
Choose an arbitrary end point, say Q 0 , of the boundary of the query range R, and nd the input point P s nearest to Q 0 .
Step 2 (Remaining part of the side-trip facility search) (See 
Validity of the Range Search Based on the Voronoi Diagram
In this subsection, we demonstrate the validity of the algorithm described above.
Firstly, the algorithm nds all the point inside the query range R. In order to prove this, we assume that there exists a point that is inside R but is not reported at either step. Then, we can derive a contradiction in the following way (See Figure 5) .
Proof
Let us start with classifying the input points into the following groups:
Type (I-1) (lled squares in Figure 5 Assume that there exists a point P m in Type (I-2). Then, P m is adjacent only to points in Type (I-2) or Type (O-2) or Type (O-3); because otherwise, P m would be checked and reported.
Therefore, there exists at least one point in Type (I-2) which is adjacent to a point in Type (O-2) or Type (O-3) (note that it cannot be true that all the input points belong to Type (I-2)).
Consequently, there exists at least one point which is inside R and is not traced at Step 2, but is adjacent to a point w h i c h i s o u t s i d e R and is not traced at Step 2. This is a contradiction (indeed, the Voronoi polygons associated with points traced at Step 2 cannot have a gap, because the polygons include the boundary of the query range R). We can conclude that any point in Type (I-2) never exists.
Q. E. D.
Secondly, we estimate the execution time of the range search based on the Voronoi diagram. As far as the number of Voronoi polygons which are adjacent to each Voronoi polygon can be regarded as less than a certain constant, the execution time is proportional to the number of points traced at Step 2 and Step 3. These points are classied into three types: (I-1), which just represents the group of points inside R, and Type (O-1) and Type (O-2). Suppose that we are given the query range R, and that the density of the input points becomes larger and larger. Then, we can expect that the number of points contained in R grows much faster that the number of input points which belong to Type (O-1) or Type (O-2). Therefore, the total number of input points traced in the algorithm is O(K ), where K denotes the number of points inside R. On the other hand, we can expect that the execution time is constant with respect to the number of input point N , exclusive of that of Step 1. The time complexity evaluated as above is the best possible average-case performance.
Numerical Experiments
In this section, we show the merits of the algorithm proposed in this paper from a practical point of view.
We compared the execution time of our algorithm (inclusive of the point location) with those of the following three other representative algorithms.
Bucket:
We use a simple bucketing technique. In this data structure, the whole square region where the input points are distributed is divided into small square cells. In the following experiments, the region [0; 1] 2 [0; 1] is divided into 10 2 10 small square cells. Then we associate each of the input points one by one to the small cell which includes the input point.
At the rst step of a query, we check whether each of the small cells intersects the query range.
Then, only when the cell intersects the query range, we check whether each of the input points associated to the cell is inside the query range.
k-d Tree (Direct Use):
We use the k-d tree [1] , one of the ma jor tree structures used for geometrical search. Figure 6 is an example of the k-d tree. In this tree structure, the root node is associated with the whole region considered and one of the input points. All of the 2 child nodes, if any, are associated with smaller rectangular regions, both of which cover the region of the parent node without overlap.
Each node is also associated with one of the input points within the corresponding region. The subdivision is done alternatingly by either the horizontal line or the vertical one passing through the input point corresponding to the current node. The direction of the division is decided by whether the depth of the current n o d e i s e v en or odd. The position of the division is selected so that the remaining input points are divided into 2 subsets with almost equal sizes.
In each query, w e recursively traverse the tree to all of the leaves corresponding to the rectangular regions intersecting the query range, checking whether the input point associated to the rectangular region is inside the query range.
k-d Tree (After Triangulation):
We use the k-d tree after triangulating the query range. In other word, for each of the triangles generated by the triangulation, we adopt the same method mentioned above. Finally, w e report all of the input points reported for either triangle so far. In this experiment, the shapes of query ranges are also restricted to the three types of shapes such as Square ( Figure 8 ):
This is a square, whose edges are parallel to the x-axis or the y-axis.
Round Starred 100-gon ( Figure 9 ): This is a comparatively round starred 100-gons.
Acute Starred 100-gon ( Figure 10 ):
This is a comparatively acute starred 100-gons.
Through the following experiments, all the data of execution times are averages of 100 or more executions. Firstly, we xed the number of input points N to 10000, and changed the area of the query range from 0:01; 0:02; : : : to 0:10, corresponding to the expected number of reported points K being 100; 200; : : : to 1000. The execution times are shown in the gures listed in Table 1 . In these gures, the horizontal axes mean the areas of query squares and the vertical ones mean the execution times.
We can see the execution times of all the algorithms are linear in the area of query ranges, that is, the expected number of reported points K. Especially, as shown in Figure 11 , in case that the number of angle of the query ranges is small, the algorithm based on the Voronoi diagram shows the best performance. Even in case that the number of angle of the query ranges is large, as shown in Figure 13 and Figure 15 , as far as the area of the query ranges is small, the algorithm based on the Voronoi diagram still shows the best performance. If the query range is acute, that is, the length of the boundary is large, the algorithm using the k-d tree after triangulation is superior to that based on the Voronoi diagram. For the input points with clusters, the same tendency can be observed in Figure 12 , 14 and Figure 16 . Secondly, we let the area of query ranges be so small that the expected number of reported points is 1, and let the number of input points N vary from 10000; 20000; : : : to 100000. The execution times are shown in the gures listed in Table 2 . In these gures, the horizontal axes mean the numb e r s o f i n p u t p o i n ts; the vertical ones mean the execution times.
As for the algorithm using the k-d tree and that based on the Voronoi diagram, we can see the execution times are nearly constant, not depending on the number of input points N , as shown in 17, 19 and Figure   21 . We can conclude that, if the number of reported points is small enough, the algorithm based on the the Voronoi diagram is inferior to another algorithm, the one using the k-d tree after triangulation. So, from the practical point of view, the algorithm introduced in this paper can replace many of the other algorithms, as far as the dimension is two.
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