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The critical problem of matroid theory can be posed in the more general context 
of finite relations. Given a relation R between the finite sets S and T, the critical 
problem is to determine the smallest number n such that there exists an n-tuple 
(u, ,..., IL,) of elements from T such that for every x in S, there exists a ui such that 
xRui. All the enumerative results, in particular, the Tutte decomposition and 
Mobius function formula, can be rephrased so that they still hold. In this way, we 
obtain a uniform approach to all the classical critical problems. 
1. THE CRITICAL PROBLEM 
The original objective of our investigations is to find a coordinate-free 
formulation of the critical problem of Crapo and Rota (5, Chap. 161. Let S 
be a subset of vectors in an n-dimensional vector space V over the finite field 
GF(q). An n-tuple u = (U I ,..., u,J of linear functionals in the dual space ‘F 
dislinguishes the set S if, for all vectors x in S, there exists a functional uE in 
u such that (x, ui) # 0. The critical problem is to determine the minimum 
number n such that there exists an rz-tuple u distinguishing S. Special cases 
of the critical problem include finding the vertex chromatic number of a 
graph [3,5] and the existence of certain codes [6]. 
One way to attack the critical problem is by enumeration. If n is a non- 
negative integer, let 
&-,v*(n) = # n-tupfes distinguishing S in F. 
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The fundamental property of this function is that it satisfies the Tutte decom- 
position: if a is a “typical” vector in S, then 
Here, S\a is the set S with a deleted, a1 is the subspace of P perpendicular 
to the vector a and S/a is the image of S\a under the canonical map 
V-+ V/a. Using this fact, one can prove (for an explicit account, see [ 17, 
p. 2731) that when S spans the ambient space V, the value of cslv(n) depends 
only on the matroid structure of S, and not on its embedding in V. This 
suggests that there may be an embedding-free version of the critical problem; 
our work began with that idea, but ended by stressing the embedding more 
than ever. 
The turning point is the following observation: in all known enumerative 
results about the critical problem, the only information about S and V used 
is whether the value (x, u) for x a vector in S and u a functional in F is 
zero or non-zero. That is, the only datum needed is the relation R between S 
and Y-* given by 
XRU if and only if (x, u) # 0. 
A relation which arises in this fashion is called a geometric relation. 
Our next step is to study the critical problem in the perhaps too general 
context of finite relations. 
2. RELATIONS AND THEIR RBDEI FUNCTIONS 
We now start afresh. Let R be a relation between the finite sets S and T. 
Suppose u = (24, ,..., u,) is an n-tuple of elements from T. Then, II is said to 
distinguish S if for all x in S, there exists a component ui of u such that 
xRu,; alternatively, u distinguishes S if its kernel 
ker.u = fi uf, 
where 
z$ = {a E S: a is not related to q} 
is empty. This perpendicular notation is extended to all subsets U c T .by 
setting 
tY= (-) 22. 
UC0 
Thus, U’ is the set of all elements of S not related to any of the elements in 
U. We use a similar notation for elements and subsets of S. 
As in the classical situation, we pose the critical problem: Given a relation 
R, find the minimum number n (called the critical exponent of R) such that 
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there exists an n-tuple from T distinguishing S. To attack this by 
enumeration, we set 
L&(n) = # n-tuples distinguishing S. 
This function is called the R&dei function of the relation R. 
We now need a notation for restrictions of relations. If R is a relation 
between S and T, and A and B are subsets of S and T, then A j B denotes the 
relation R restricted to A and B. In particular, S / T is simply the relation 18. 
The Redei function satisfies the following recursion: for any a E S, 
where S\a is the set S with the element a deleted. This is easy to show. The 
collection of all n-tuples distinguishing S\a is the disjoint union of the 
following two sets: 
(a) Those u for which a @ ker u; these are precisely all the ~uples 
distinguishing S, and 
fb) Those u for which a E ker u; in this case, all the components in u 
must be in aA. 
This proves the recursion. By applying the recursion inductively, we 
obtain, for any subset A c S, 
In particular, when A = S, we obtain 
i,,,(n) = c W)‘Bi PLY. 
BCS 
3. THE PERPENDICULAR DECOMPOSITION 
Motivated by the Tutte decomposition theory [2, 3, 151, we now define a 
decomposition, called the perpendicular decomposition, for the category Rd 
of all relations between two finite sets (taking the morphisms to be functions 
commuting with the relations) 
S/T-+\ujT-S\u(a’. 
To be pedantic, take the free abelian group generated by isomorphism classes 
of relations in Rel and factor out by the subgroup generated by the elements 
SIT-(S\a)T-S\ajal;). 
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This quotient group is the Tuttffirothendieck group of the category Rel 
under the decompositions -+=; this group is called the perpendicular group, 
and is denoted PG. 
In the group PG, the only indecomposables are the isomorphism classes or 
relations 
between the empty set 0 and a set [n] of cardinality n. As all our sets are 
finite, every relation can be decomposed in a finite number of steps into a 
sum of indecomposables. This sum is independent of the decomposition used. 
To prove this, it suffices to show that any two decompositions -+a and -Q 
commute. For, if this is true, we can induct on the length of the shortest 
decomposition into indecomposables, which, by definition, have unique 
decompositions. But +LI --Q and --Q -fQ acting on S ] T both result in 
S\ab 1 T - S\ab ( aL- S\ab / b’ + S\ab ) aln b’, 
and we are done. 
Moreover, the indecomposables satisfy no relations among themselves, 
and so the perpendicular group PG is the free abelian group on the coun- 
tably infinite set of generators (E,: n > 0). As one may expect, the group PG 
satisfies the following universal property. A perpendicular invariant f is a 
function defined on the collection of isomorphism classes of finite relations 
taking values in an abelian group A satisfying the perpendicular decom- 
position. 
.W I T> = f(S\a I T) - f(S\a I a’). 
If f is a perpendicular invariant, then there exists a unique map f * making 
the diagram 
Objects in Rel U PG 
commute. All this says is that a perpendicular invariant is determined by its 
values on the indecomposables. An explicit formula for this is 
fP 1 73 = c (-l)‘A’ 00 I 1P’ll>. 
AES 
The proof is an easy induction on the size of S. 
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4. EULER PRODUCTS 
Another way to look at perpendicular invariants is suggested by the Euler 
product formula for the Riemann zeta function. Let M be the semigroup 
algebra (over the rationals, say) of the semigroup consisting of the collection 
of all subsets of the finite set T under the binary operation of intersection. 
Thus, M consists of all formal linear combinations 
where ai are rational numbers and Ui are subsets of T; multiplication is 
defined on the basis elements by ZJV = U 17 V, In M, we have the identity 
n (1 -a”)= c (-1)‘“’ n aL 
cLE.5 ASS LIEA 
= c (-l)‘%P. 
AZ.7 
Let I,I be the linear functional defined on M by 
Z,(U) = 1 u/n. 
Applying it to both sides of the identity, we obtain the Euler product identity 
~sdn) = c (-VA’ 1, (r-J& a’i
ASS 
= I, 
( 
n (1 - a’) . 
acs 1 
Note that our final expansion is not really a product expansion unless the 
functionals I, are multiplicative; this is rarely the,case and accounts for the 
intractability of the critical problem. 
The product identity holds for any perpendicular invariant: indeed, any 
perpendicular invariant can be represented in this form with the tinear 
functional 
5. R~DEI SERIES 
How can we distinguish the R&dei function among the perpendicular 
invariants? The answer is very simple. 
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Let R and R’ be relations between finite sets S and T, and S’ and T’, 
where any two sets are disjoint. The direct sum R OR’ of the relations R 
and R’ is the relation R U R’ defined on the unions S U S’ and TV T’. The 
Rtdei function satisfies the binomial identity relative to this direct sum 
The proof is an exact rephrasing of the proof of the classical binomial 
identity and is omitted. 
It is easier to write this in terms of exponential generating functions. If R 
is a relation, let 
2, is called the Rkdei series of R. The binomial identity implies that Redei 
series are exponential: 
This exponential behaviour is reinforced by the fact that the RCdei series of 
ei = 0 1 [l] is just the exponential function 
Zerl&4 = e”. 
We now have sufficient properties to characterize RCdei series: Let Z be a 
perpendicular invariant mapping finite relations to the ring of formal power 
series C[[u]]. If, in addition, Z is exponential, and takes the value e” on 
0 ( [ 11, then 2 is the RCdei series of a relation. 
The proof of this characterization consists of three observations. As 2 is a 
perpendicular invariant, its value is determined by its values on the indecom- 
posables. Moreover, by the exponential property, the value of Z on 0 ) [n] is 
just the value of 2 on 0 ( [l ] raised to the nth power. It remains to be 
observed that eU is the Redei series of 0 ( [l], and this coincidence 
propagates, by induction, up to every finite relation. 
We now add the dh-ect sum decomposition 
S @ S’ ) TO T’ -+ (S ] T) (S’ ) T’) 
to our repertoire of decompositions. The direct sum decomposition is 
distributive over the perpendicular decomposition in the sense that if a E S, 
applying -tQ on S @ S’ 1 T @ T’ and then decomposing by direct sum is the 
same as decomposing by direct sum first, and then applying -+Q to the first 
summand. Thus, our two decompositions form a Tutte bidecomposition in the 
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sense of 131. The Tuttffirothendieck ring, called the perpendicular ring PR, 
of the category Rel under our bidecomposition is the polynomial ring over 
the integers in the indeterminates 5’ / T, one for each isomorphism class of 
relations, modulo the ideal generated by the relations 
Sj T- [S\a\ T-S\+‘] 
and 
S@S’IT@T’-(SjT)(S’/T’). 
This ring is none other than the polynomial ring Z[E] in the single indeter- 
minate E, where F represents the relation 0 ] [l]. We also have the notion of 
a perpendicular bi-invariant, and the perpendicular ring is universal for 
perpendicular bi-invariants in a sense analogous to that in Section 3, An 
explicit formula for perpendicular bi-invariants in terms of 0 ] [ I] is 
There are other perpendicular bi-invariants of interest. One is defined by 
setting the value at 0 j [ 1 ] to 1 + U, and is the ordinary generating function 
of the sequence 
Cslr(n) = # n-subsets UE T such that U’= 0. 
Thus, &,=(n) enumerates the number of n-subsets of T distinguishing S. 
Similarly,ifwesetthevalueof0~[1]tobe(1-u)-’=1+u+u2+~~~, 
we get the ordinary generating function for the sequence: # n-multisubsets of 
T distinguishing S. 
We end by remarking that the order of the zero of the Ridei series Z,(U) 
at u = 0 is the critical exponent of the relation R. 
6. THE DOUBLE PERPENDICULAR CLOSURE 
As the Redei function is a perpendicular invariant, we can write it 
explicitly as 
&(n) = c (-l)lA’ /AL/“. c+) 
AC.7 
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This formula can also be proved by inclusion-exclusion (cf. [5, Chap. 15]), 
and can be further simplified using the theory of Galois connections [ 11, 
Chap. Ill. Any relation R between the finite sets S and T gives rise to a 
Galois connection between the lattices of subsets 2’ and 2T given by the pair 
of order-reversing maps 
Ak--+Al and lJl-+ uL. 
These maps in turn define a closure operator (called the double perpendicular 
closure) on 2’ given by 
Now, if A is a subset of S, A and its closure have the same perpendicular: to 
be more precise, 
A1=AIL1= (#. 
Hence, the summation in (*) can be grouped into a summation over closed 
sets; moreover, by the Cross-Cut Theorem [ 14, p. 3521, we can write (*) as 
where Lat(R) is the lattice of closed sets under double perpendicular closure, 
,D is the Miibius function of Lat(R) if the empty set is closed, and identically 
zero otherwise (for, if 0 is not closed, elements in its closure cannot be 
distinguished at all). 
Now, any finite lattice L can be represented as the lattice of closed sets 
under double perpendicular closure of a Galois connection arising from a 
relation [4, IO]; this relation can be taken to be the non-containment relation 
between the set of join-irreducibles and the set of meet-irreducible,% For any 
element e of the lattice L, e’ is the subset of meet-irreducibles m such that 
e < m. Thus, the RCdei function can be defined on any finite lattice L; indeed 
c,(n) is the number of n-tuples of meet-irreducibles (m, ,*.., m,) such that for 
every join-irreducible j, there is at least one m, such that j 4 m,. 
7. THREE CLASSICAL EXAMPLES 
Our primary examples are geometric relations, which are defined in 
Section 1. For a geometric relation, the lattice of closed sets under double 
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perpendicular closure is the geometric lattice of flats of the matroid G on S 
induced by linear dependence. Moreover, if A E S, 
Thus, if S spans on m-dimensional subspace of U, the RCdei function is 
given by 
6,“(n) = c Y(O, q(gyrankE 
EEL&(G) 
= tf)d-m xs Wh 
where xs(x) is the characteristic polynomial of the geometric lattice of flats 
of G. The perpendicular decomposition is simply the Tutte decomposition: if 
a is not an isthmus in G, then 
x&4 = Xs\&f - XS,&)~ 
while if a is an isthmus, 
x&c) = (1 - x) XS\ciW~ 
since the relation S\a 1 a’ is induced by the projection from a of our original 
geometric situation. Note that the perpendicular decomposition inncludes both 
cases of the Tutte decomposition. Our interpretation of the characteristic 
polynomial extends to any finite ranked lattice which can be embedded’ 
“uniformly” in another lattice, but no other natural example seems to be 
known. 
A generalization of the above arises from a matrix in the following way: 
if, instead of taking all of P, we only take a subset T of linear functionals, 
Then, our relation R is given by a matrix between T and S with the ux-entry 
being (x, u). This can be phrased entirely combinatorially by the theory of 
bimatroids 181, but, already, any relation can be represented in this fashion, 
Finally, we briefly describe the relations which gave ns our terminology. 
Let S be a collection of subgroups of a &rite abelian group G closed under 
the join operation V, where, for A, and Aj two subgroups in S, Ai V A, is the 
subgroup of G generated by A, and Aj. Let T be the set of all characters of 
G, and let R be the relation 
A i Rxj if and only if xi restricted to A i is non-trivial. 
The Redei function of this particular relation was first studied by Rbdei in 
his papers on Hajos’ theorem [ 12, 131; its relation to the critical problem 
was discovered by Rota (see [9] for the details). 
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