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Abstract. The increase in the use of computer networks in organizations has 
been gaining importance on practices of management. With the increase of the 
diversity of equipments that compose them, it becomes more necessary the 
integration of these different components. However, it is a must to manage 
such equipments in order to avoid problems in the network. The management 
of networks is divided into five functional areas: fault, performance, 
configuration, accounting and security. On this assignment, it is presented 
techniques for monitoring and treatment of information about error 
management in computer networking in the model TCP / IP. The techniques 
used for this management are based on the use of SNMP protocol with the 
application  the reasoning based on cases (CBR) in the Artificial Intelligence. 
Keywords: Management of Computer Networking, Fault Management, SNMP 
Protocol, Reasoning Based on cases. 
 
Resumo. O aumento da utilização das redes de computadores nas 
organizações vem ganhando importância quanto às práticas de 
gerenciamento. Com o crescimento da diversidade dos equipamentos que a 
compõe, torna-se cada vez mais necessária a integração desses diferentes 
componentes. No entanto, é necessário que se faça o gerenciamento desses 
equipamentos para evitar problemas na rede. O gerenciamento de redes está 
dividido em cinco áreas funcionais: falhas, desempenho, configuração, 
contabilização e segurança. Neste trabalho, são apresentadas técnicas para a 
monitoração e o tratamento das informações acerca do gerenciamento de 
falhas em redes de computadores no modelo TCP/IP. As técnicas utilizadas 
para este gerenciamento são fundamentadas na utilização do protocolo SNMP 
com a aplicação do raciocínio baseado em casos (RBC) da Inteligência 
Artificial. 
Palavras-Chave: Gerenciamento de Redes de Computadores, Gerência de 
Falhas, Protocolo SNMP, Raciocínio Baseado em Casos. 
 
  
1.  Introdução 
À medida que as redes de computadores aumentam e se tornam cada vez mais 
importantes para as organizações, cresce a necessidade da utilização de ferramentas 
capazes de gerenciar com eficácia os equipamentos que a compõe.  
Especialistas da área convivem quase que diariamente com problemas oriundos 
de diferentes origens problemáticas, sendo que os mesmos necessitam muitas vezes 
pesquisar sobre o assunto para encontrar a melhor solução. Sendo assim, a manifestação 
da inteligência do ser humano, pressupõe aquisição de conhecimento e armazenamento, 
voltando-se sempre para a adaptação às circunstâncias de seu meio. Essa inteligência 
que é construída pelo homem vem sendo aprimorada nas máquinas atuando como um 
instrumento de solução de problemas. 
Por meio da inteligência artificial integrada com o gerenciamento de redes 
de computadores, pode-se capacitar o computador para que o mesmo apresente um 
comportamento inteligente, podendo atuar no auxílio à resolução de problemas com os 
especialistas da área de gerência de redes. Neste trabalho, são apresentados alguns 
métodos utilizados para o desenvolvimento do ANTIFAIL, um protótipo que tem a 
capacidade de gerenciar uma rede de computadores no modelo TCP/IP, com o foco 
voltado para a área de gerenciamento de falhas. Além disso, este protótipo utiliza a 
técnica do raciocínio baseado em casos da Inteligência Artificial, para dar suporte a 
tomada de decisão. 
 
2.  Gerenciamento de Redes 
O gerenciamento de redes pode ser entendido como o processo de controlar uma rede de 
computadores de tal modo que seja possível maximizar sua eficiência e produtividade 
[FREITAS, 2001]. Esse processo engloba um conjunto de funções integradas que 
podem estar em uma máquina ou em várias, dispersas há milhares de quilômetros, em 
diferentes organizações e residindo em máquinas distintas. É importante observar que, 
com estas funções, pode-se controlar uma rede de computadores e seus serviços, 
provendo mecanismos de monitoração, análise e controle dos dispositivos e recursos da 
mesma [HOLANDA FILHO, 1998]. 
A gerência de redes de computadores permite que se possa utilizar de 
mecanismos para manter uma corporação sob seu controle, e de forma integrada, com 
os recursos que compõem a sua infra-estrutura tecnológica para a manipulação das 
informações [FREITAS, 2001]. 
Ela compreende a monitoração, análise e resolução de eventuais problemas, 
dentre outras atividades necessárias para a manutenção de uma rede com qualidade de 
serviços adequada aos objetivos dos sistemas de informação [MELCHIORS, 1999]. 
A atividade de gerência cresce em importância e complexidade na proporção em 
que se diversificam o número de tecnologias de sistemas operacionais, de protocolos de 
rede e de elementos necessários para interconectar todos estes componentes. Com a 
constante evolução da tecnologia de redes, aumenta também a freqüência com que 
surgem novos elementos agregados à rede corporativa, constituindo-se em novos 
elementos de rede a serem gerenciados [FREITAS, 2001]. 
 A solução para tornar possível a gerência conjunta dos elementos de diferentes 
tecnologias e fabricantes em uma mesma rede, é por meio da utilização de protocolos 
não proprietários, ou seja, os chamados protocolos livres. Com isso, um mesmo sistema 
de gerência pode manipular informações de maneira uniforme e consistente, além de 
executar operações sobre um determinado elemento na rede, não importando o seu tipo 
ou seu fabricante. Além disso, poderão ser incorporados a qualquer momento, novos 
elementos na rede [HOLANDA FILHO, 1998].  
 
3.  Protocolo SNMP 
O gerenciamento de dispositivos em uma rede local se mostra como uma tarefa de 
importância cada vez maior dentro das organizações. Além disso, a quantidade de 
equipamentos que podem ser gerenciados tende a aumentar continuamente e, aliada a 
isto, está a necessidade de simplificar o processo de gerência. Assim, o protocolo SNMP 
pode ser usado para o gerenciamento dos dispositivos conectados a uma rede local de 
forma simples e direta [STALLINGS, 1999]. 
O protocolo SNMP define duas entidades para o gerenciamento, as quais trocam 
informações entre si por meio de requisições do tipo gerente-agente. O gerente SNMP 
realiza basicamente duas operações [SANTOS, 2004]:  
a) leitura de valores para o monitoramento do dispositivo gerenciado;  
b) escrita onde for possível efetuar a alteração de valores deste dispositivo; 
3.1.  Agente SNMP 
O agente é um processo executado na estação gerenciada, responsável pela manutenção 
de uma base de dados local com as informações de gerência dessa estação. Cada estação 
gerenciada pelo SNMP deve possuir um agente e uma base de informações de gerência. 
Sendo assim, a estação gerenciada é vista como um conjunto de variáveis que 
representam informações referentes ao seu estado atual. Essas variáveis ficam 
disponíveis ao gerente por meio de consultas e podem ser alteradas por ele 
[STALLINGS, 1999]. 
3.2.  Gerente SNMP 
O gerente é uma aplicação em execução que localiza-se em uma estação de 
gerenciamento. É possível que exista um ou mais gerentes em execução numa mesma 
estação, colaborando entre si para o gerenciamento, e consequentemente todos eles 
utilizam o protocolo de gerência disponibilizado por essa estação. Essas aplicações são 
capazes de monitorar os agentes por meio de requisições de informações contidas na 
base de informações de gerenciamento, e também são capazes de alterar as 
características das estações gerenciadas, informando novos valores ao agente 
[RIGANTI, 2005]. 
Os gerentes são os responsáveis pela implementação da política que será adotada 
na gerência e também são responsáveis pelo controle de acesso referente às pessoas ou 
entidades responsáveis pelo gerenciamento da estação. O envio de alarmes por e-mail, 
chamadas telefônicas, mensagens para telefones celulares ou outras formas de 
comunicação com o administrador são comuns nestas aplicações [STALLINGS, 1999].  
  
Utilizando o gerente e o agente para obter os dados armazenados na MIB 
referentes os objetos de gerência, pode-se manipular estes dados conforme a 
necessidade de gerenciamento implementada no gerente. 
3.3.  Management Information Base 
A MIB é a base de informações de gerenciamento. O agente é capaz de responder ao 
gerente consultas SNMP sobre o conjunto de informações contido na MIB. De fato, em 
geral é codificado um arquivo, chamado arquivo de MIB, no qual são relacionadas 
informações para que o gerente saiba quais são os dados que podem ser solicitados a um 
agente e também as informações de alerta que poderão ser enviadas do agente para o 
gerente [RIGANTI, 2005]. 
Constituída por uma estrutura em árvore contendo as variáveis de gerência de 
um determinado equipamento, a MIB define para cada variável um identificador único 
denominado Object Identifier (OID), formado por um número inteiro não negativo. Em 
princípio, todos os objetos definidos em todos os padrões oficiais podem ser 
exclusivamente identificados. Para localizar uma determinada informação, o 
identificador da variável que será acessada pelo SNMP é representado com o endereço 
Internet Protocol (IP) do equipamento em conjunto com o identificador do objeto na 
árvore MIB (OID) [STALLINGS, 1999]. 
4.  Raciocínio Baseado em Casos 
O Raciocínio Baseado em Casos (RBC) é uma área de conhecimento da Inteligência 
Artificial (IA) que se baseia em uma das formas de raciocínio humano, a memória. 
Consiste em uma metodologia de resolução de problemas que, em alguns aspectos, 
diferencia-se de outras técnicas da IA, pois ao invés de conter somente um 
conhecimento geral do domínio do problema ou fazer associações de relacionamento 
generalizadas entre descrição e conclusões de um caso, utiliza o conhecimento 
específico de uma experiência passada, para resolver uma situação atual. Assim, um 
novo problema é resolvido por meio da busca por um caso similar passado e a solução 
poderá ser adaptada para este [SILVA, 2000].  
A diferença entre RBC e outras técnicas de IA, está na resolução de um 
problema que inclui processo de armazenamento do mesmo numa base de casos para 
que posteriormente, possa ser utilizado na solução de futuros problemas [REZENDE, 
2005].  
Existem quatro elementos básicos que compõem os sistemas de RBC [VON 
WANGENHEIM; VON WANGENHEIM, 2003] : 
a) representação do conhecimento: nos sistemas de RBC o conhecimento pode 
ser representado de várias maneiras, como por exemplo, em forma de casos 
abstratos e generalizados, tipos de dados, modelos de objetos usados como 
informação, entre outros. Porém, na maioria desses sistemas, o conhecimento 
é representado por meio de casos que representam experiências concretas;  
b) medida de similaridade: é a capacidade que se deve ter de encontrar um 
caso similar que está armazenado na base de casos para o problema atual e 
também responder à pergunta quando um caso relembrado for igual ou 
parecido com um novo problema; 
 c) adaptação: na maioria das vezes, as situações anteriores representadas como 
casos serão iguais as do problema atual. Os sistemas de RBC mais avançados, 
possuem mecanismos e conhecimento suficientes para adaptar completamente 
os casos recuperados e posteriormente verificar se os mesmos satisfazem as 
características da situação atual; 
d) aprendizado: corresponde à capacidade que um sistema de RBC possui de se 
manter atualizado e evoluir continuamente, pois quando o mesmo resolve 
problemas com sucesso, deverá armazená-los com as respectivas soluções, 
para que futuramente possa lembrar dessa situação e assim servir de base para 
resolver um novo caso que seja similar. 
Como observa-se, o RBC é uma técnica que pode ser utilizada para manipular o 
conhecimento acerca de vários domínios específicos, basta que os represente 
corretamente. 
5.  Sistema de Apoio a Gerência de Falhas Baseado dm Casos - Antifail 
É um protótipo para gerência de falhas, que tem a capacidade de emitir alarmes 
informando a ocorrência de determinados eventos que foram definidos na sua 
implementação. Ele também permite a recuperação, adaptação e o armazenamento dos 
problemas ocorridos para serem utilizados futuramente, caso seja necessário. Para sua 
construção foram utilizados agentes SNMP para atender as solicitações do gerente 
SNMP, tendo como base de informações uma Management Information Base (MIB).  
No desenvolvimento do gerente SNMP, que equivale ao protótipo desenvolvido, 
foram definidas as variáveis MIB que são gerenciadas e a maneira que seus valores são 
tratados, possibilitando desta forma a criação de uma política de gerenciamento 
direcionada para a área de falhas. Além disso, o protótipo possui um sistema de 
raciocínio baseado em casos para tratar as informações relacionadas às falhas ocorridas 
na rede gerenciada, e desta forma auxiliar os profissionais responsáveis pelo 
gerenciamento na resolução de tais falhas. 
O tratamento das informações referentes aos valores capturados das variáveis 
MIB, são comparados em relação a outros valores parametrizados no sistema. Estes por 
sua vez, são definidos pelo especialista da área de gerência de redes e podem ser 
alterados quando o mesmo achar conveniente. Já para o tratamento das informações no 
que se refere à recuperação dos problemas armazenados na base de casos, o sistema leva 
em consideração os valores parametrizados para a aplicação da técnica de RBC. Tais 
valores também podem ser definidos pelo especialista em gerência de redes, e também 
contar com a colaboração de um especialista da área de inteligência artificial. 
5.1  Capturando Informações da Mib via SNMP 
A partir de um levantamento feito acerca das variáveis da MIB contidas nos 
equipamentos que implementam o protocolo SNMP, pôde-se então, por meio da 
estratégia de raciocínio implementada na aplicação Gerente efetuar os respectivos 
diagnósticos:  
a) maiores que o valor padrão especificado no cadastro de parâmetros para 
gerência de redes do sistema: após o intervalo entre uma coleta e outra do 
valor de uma variável, resulta numa diferença. Se o valor resultante desta 
  
diferença for maior que o cadastrado nos parâmetros para gerência de redes 
no sistema, é emitido um alarme correspondente ao problema. 
 
             
 taxa de erros de entrada 
taxa de erros de saída 
taxa de colisões 
tráfego de broadcast 
tráfego de multcast 
utilização de enlace de entrada 
utilização de enlace de saída 
ocorrência de quadros muito longos 
ocorrência de inundações por tempo 
ocorrência de inundações por discarte 
ocorrência de mensagens ICMP de redirecionamento de entrada 
ocorrência de mensagens ICMP de redirecionamento de saída 
ocorrência de mensagens ICMP de tempo excedido 
tráfego de entrada de mensagens ICMP de destino inalcançável 
tráfego de saída de mensagens ICMP de destino inalcançável 
quantidade de pacotes que estão sendo descartados por falta de rotas 
 
b) menor que o valor padrão especificado no cadastro de parâmetros para 
gerência de redes: após o intervalo entre uma coleta e outra do valor de uma 
variável, resulta numa diferença. Se o valor resultante desta diferença for 
menor que o cadastrado nos parâmetros para gerência de redes no sistema, é 
emitido um alarme correspondente ao problema. 
 
    equipamento reiniciando com freqüência 
 
c) diferentes do valor padrão especificado: após uma única coleta, se o valor da 
variável for diferente do valor definido na implementação, é emitido um 
alarme correspondente ao problema. 
 
        ocorrência de incremento da taxa de colisões tardias 
        estado operacional da interface de rede não disponível 
        estado administrativo da interface de rede não disponível 
Tabela 1. Diagnósticos com valor maior que o padrão especificado 
Tabela 2. Diagnósticos com valor menor que o padrão especificado 
Tabela 3. Diagnósticos com valores diferentes aos definidos na implementação 
 Tabela 4. Contagem de Palavras 
 
5.2.  Aplicando Técnicas de RBC para Encontrar o Caso Mais Similar 
 
Nesta etapa, é demonstrado os métodos utilizados para recuperar os problemas 
armazenados na base de casos que possuem maior similaridade em relação ao que 
deseja-se resolver, realizando desta forma o auxílio  na tomada de decisões. 
5.2.1.  Indexando os Casos 
Os casos foram indexados por meio dos seguintes índices: 
a) sintoma; 
b) modelo da máquina; 
c) nome da máquina na rede; 
d) endereço IP; 
e) dispositivo de rede. 
Por meio destes índices será calculado o valor da similaridade entre o caso atual 
e os armazenados na base. 
5.2.2  Calculando a Similaridade dos Casos 
A princípio, calcula-se a similaridade local, que consiste em avaliar a semelhança entre 
os índices. 
Os índices sintoma, modelo da máquina e dispositivo de rede utilizam a técnica 
de Contagem de Palavras, que tem por objetivo verificar o número de palavras idênticas 
entre dois casos. Este método pode ser representado pela função [VON 
WANGENHEIM; VON WANGENHEIM, 2003]: 
S = B / A. 
Onde: 
a) A é o número de palavras do caso que possui mais palavras; 
b) B é o número de palavras idênticas entre os dois casos; 
c) S é o valor da similaridade local. 
Desta forma, se todas as palavras de ambos os casos forem idênticas, o valor de 
S será 1.0. Caso todas sejam diferentes, S será 0.0, mas se existir algumas palavras 
iguais, S irá assumir o valor intermediário entre os limiares 1.0 e 0.0. As palavras com 
menos de três letras não são consideradas, pois representam pouca relevância para o 
caso, como pode ser observado no exemplo da Tabela 5: 
 
Índice     Valor de entrada               Valor na Base                      Similaridade 
Sintoma   Rede lenta                         Rede sem conectividade     S =1/3 = 0,333333 
Sintoma   Rede sem conectividade   Rede sem conectividade     S = 3/3 = 1 
Sintoma   Cabo rompido                   Rede sem conectividade     S = 0/3 = 0 
 
  
Tabela 5. Função Escada 
Os índices Endereço IP e Nome da Máquina utilizam a técnica da Função 
Escada, que fundamenta-se no princípio de que o valor de um atributo é totalmente 
igual ou diferente ao mesmo de um outro caso. Esta técnica utiliza os limiares 1.0 para 
representar a igualdade total ou 0.0 para a desigualdade. Sendo assim, não existe valores 
intermediários, o que caracteriza uma função binária. Observe os exemplos a seguir: 
 
Índice                           Valor de entrada           Valor na Base                 Similaridade 
Nome da Máquina        Comp Lab2                   Comp Lab2                    S = 1 
Nome da Máquina         Comp Lab2                   Comp Lab3                   S = 0 
Nome da Máquina         Comp Lab2                   Comp2_01                    S = 0 
 
Feito os cálculos da similaridade local entre os índices, calcula-se a similaridade 
global, utilizando a técnica do Nearest Neighbour Ponderado, onde cada atributo pode 
ter uma importância diferente em relação aos demais para o cálculo da similaridade. 
Representa-se matematicamente pelo seguinte função [VON WANGENHEIM; VON 
WANGENHEIM, 2003]: 
S1 = ((X1 * V1) + (Y1 * V2) + ... + (Z1 * V3)) / (V1 + V2 + V3). 
S2 = ((X2 * V1) + (Y2 * V2) + ... + (Z2 * V3)) / (V1 + V2 + V3). 
Onde: 
S é o valor da similaridade. 
X, Y e Z são os valores de atributos diferentes. 
V é o grau de importância para cada atributo. 
Observe os exemplos a seguir: 
Caso atual: 
Sintoma: Rede lenta; 
Modelo de Máquina: PentiumIV 3.0GHZ, 512MB de RAM 
Nome da Máquina: Comp2_01 
Endereço IP: 10.0.7.125 
Dispositivo de rede: VIA Rhine II Fast Ethernet 
Após montado o caso atual, compara-se o mesmo com todos os casos 
armazenados na base.  
Caso armazenado na base: 
Sintoma: Rede sem conectividade; 
Modelo de Máquina: PentiumIII 750MHZ, 512MB de RAM 
Nome da Máquina: Comp2_10 
Endereço IP: 10.0.5.123 
 Dispositivo de rede: VIA Rhine II Fast Ethernet 
No cálculo da similaridade local, deve-se aplicar o método da contagem de 
palavras para os índices: sintoma, modelo de máquina e dispositivo de rede. Já os 
índices nome da máquina e endereço IP aplica-se o método da função escada. 
Calculando o valor da similaridade local: 
- Índice: Sintoma; 
- Valor de entrada: Rede Lenta; 
- Valor armazenado na base: Rede sem conectividade; 
Efetuando o cálculo por meio da fórmula S = B / A: 
Similaridade = 1 / 3 = 0,333333  
- Índice: Modelo de máquina; 
- Valor de entrada: PentiumIV 3.0GHZ, 512MB de RAM 
- Valor armazenado na base: PentiumIII 750MHZ, 512MB de RAM 
Efetuando o cálculo por meio da fórmula S = B / A: 
Similaridade = 2 / 4 = 0,5 
- Índice: Nome da máquina; 
- Valor de entrada: Comp2_01 
- Valor armazenado na base: Comp2_10 
Similaridade = 0 
- Índice: Endereço IP; 
- Valor de entrada: 10.0.7.125 
- Valor armazenado na base: 10.0.5.123 
Similaridade = 0 
- Índice: Dispositivo de rede; 
- Valor de entrada: VIA Rhine II Fast Ethernet 
- Valor armazenado na base: VIA Rhine II Fast Ethernet  
Efetuando o cálculo por meio da fórmula 21: 
Similaridade = 4 / 4 = 1 
 O cálculo da similaridade global é realizado utilizando-se os valores da 
similaridade local e o peso que cada índice possui. 
Neste exemplo foram usados os seguintes valores para cada índice: 
- Sintoma = 10; 
- Modelo da máquina = 1; 
- Nome da maquina = 1; 
- Endereço IP = 1; 
  
- Dispositivo de rede = 1; 
Isso significa que o atributo Sintoma é dez vezes mais importante que os demais. 
Sendo assim, o calculo da similaridade global conforme a técnica de Nearest Neighbour 
Ponderado (fórmula 22) fica da seguinte forma: 
Similaridade = ((0,333333 * 10) + (0,5 * 1) + (0 * 1) + (0 * 1) + (1 * 1)) / (10 
+ 1 + 1 + 1 + 1) = 0,345237 
Com este resultado, pode-se concluir que o grau de similaridade entre os dois 
casos é de 0,345237, numa escala que vai de 0 à 1.  
O sistema desenvolvido compara o caso atual com todos os demais armazenados 
na base, e recupera os que possuem o grau de similaridade entre os valores mínimo e 
máximo cadastrados nos Parâmetros de RBC do Sistema. Caso os resultados obtidos 
não satisfaçam a situação atual, o sistema permite o usuário adaptar o caso desejado e 
posteriormente armazená-lo  na base de conhecimento. 
CONCLUSÃO 
O desenvolvimento desta pesquisa resultou em um protótipo para gerência 
de falhas denominado Antifail, que tem a capacidade de emitir alarmes informando a 
ocorrência de determinados eventos que foram definidos na sua implementação. Ele 
também permite a recuperação, adaptação e o armazenamento dos problemas ocorridos 
para serem utilizados futuramente, caso seja necessário.  
O tratamento das informações referentes aos valores capturados das 
variáveis MIB, são comparados em relação a outros valores parametrizados no sistema. 
Estes por sua vez, são definidos pelo especialista da área de gerência de redes e podem 
ser alterados quando o mesmo achar conveniente. Já para o tratamento das informações 
no que se refere à recuperação dos problemas armazenados na base de casos, o sistema 
leva em consideração os valores parametrizados para a aplicação da técnica de RBC. 
Tais valores também podem ser definidos pelo especialista em gerência de redes, e 
também contar com a colaboração de um especialista da área de inteligência artificial. 
Os resultados positivos obtidos com a aplicação deste protótipo num 
ambiente real foram: 
a) emissão de alarmes informando anomalias nos objetos gerenciados; 
b) resolução das anomalias encontradas antes que as mesmas pudessem ocasionar 
falhas graves; 
c) recuperação de problemas similares armazenados na base de conhecimento em 
relação ao problema atual; 
d)  armazenamento de novos problemas na base de conhecimento; 
e)  auxílio na tomada de decisões no momento de identificar e resolver os 
problemas; 
f) eficiência e eficácia na resolução dos problemas. 
Em contrapartida, houve um resultado negativo que podê-se observar: 
dependendo do número de objetos gerenciados e do tempo entre uma coleta e outra por 
meio do pooling, gera um tráfego elevado de informações referentes ao gerenciamento, 
podendo causar congestionamento na rede. Devido a este fato, sugere-se que o 
monitoramento seja efetuado somente em objetos cuja importância para o 
 funcionamento da rede seja maior que os demais, e o intervalo das coletas seja adequado 
ao número dos objetos gerenciados. 
Durante o desenvolvimento, algumas dificuldades foram encontradas na 
aquisição do conhecimento, onde foi necessário compreender assuntos tanto da área 
gerenciamento de redes computadores quanto a de inteligência artificial, mais 
especificamente o raciocínio baseado em casos. Outra dificuldade encontrada foi a 
adaptação às linguagens e ferramentas para o desenvolvimento do sistema. Todas estas 
dificuldades foram superadas por meio da orientação de especialistas da área de gerência 
de redes e inteligência artificial, que com sabedoria, auxiliaram na definição e 
desenvolvimento das técnicas aqui utilizadas. 
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