Context. Galaxy clusters are the largest virialized structures in the observable Universe. Knowledge of their properties provides many useful astrophysical and cosmological information. Aims. Our aim is to derive the luminosity and stellar mass profiles of the nearby galaxy clusters of the Omega-WINGS survey and to study the main scaling relations valid for such systems. Methods. We merged data from the WINGS and Omega-WINGS databases, sorted the sources according to the distance from the brightest cluster galaxy (BCG), and calculated the integrated luminosity profiles in the B and V bands, taking into account extinction, photometric and spatial completeness, K correction, and background contribution. Then, by exploiting the spectroscopic sample we derived the stellar mass profiles of the clusters. Results. We obtained the luminosity profiles of 46 galaxy clusters, reaching r 200 in 30 cases, and the stellar mass profiles of 42 of our objects. We successfully fitted all the integrated luminosity growth profiles with one or two embedded Sérsic components, deriving the main clusters parameters. Finally, we checked the main scaling relation among the clusters parameters in comparison with those obtained for a selected sample of early-type galaxies (ETGs) of the same clusters. Conclusions. We found that the nearby galaxy clusters are non-homologous structures such as ETGs and exhibit a color-magnitude (CM) red-sequence relation very similar to that observed for galaxies in clusters. These properties are not expected in the current cluster formation scenarios. In particular the existence of a CM relation for clusters, shown here for the first time, suggests that the baryonic structures grow and evolve in a similar way at all scales.
Introduction
Galaxy clusters are the largest virialized structures that we observe in the Universe. Their study offers the possibility of significantly improving our understanding of many astrophysical and cosmological problems (e.g., Allen et al. 2011) . For example, the determination of their masses and density profiles is of fundamental importance for determining the dark matter (DM) content and distribution in the galaxy halos, mechanisms underlying the formation and evolution of the structure, and fraction of baryons inside clusters. Furthermore, each of these astrophysical questions is linked to many others. For example, knowledge of the baryon fraction is crucial for understanding baryonic physics and correctly calibrating cosmological simulations. It follows that much of our present understanding of the Universe is based on accurate measurements of galaxy cluster properties.
Everyone working in this field knows how difficult it is to determine the luminosity profiles of galaxy clusters because of galactic extinction, background galaxies contamination, completeness of the data, and membership uncertainty. These difficulties are the reason for the relatively small number of clusters luminosity determinations (see, e.g., Oemler 1974; Dressler 1978; Adami et al. 1998; Carlberg et al. 1996; Girardi et al. 2000) . Even more difficult is the estimate of clusters masses and mass profiles that are biased by various effects depending on the applied methods. The masses inferred from either X-ray (e.g., Ettori et al. 2013; Maughan et al. 2016) or optical data are, for example, based on the assumption of dynamical equilibrium, while those obtained by gravitational lensing (e.g., Umetsu et al. 2014; Merten et al. 2015 ) require a good knowledge of the geometry of the potential well. Discrepancies by a factor of 2-3 between the masses obtained by various methods have been reported (e.g., Wu & Fang 1997) .
Today, thanks to the large field of view of many optical cluster surveys, such as the Sloan Digital Sky Survey (e.g., Abazajian et al. 2003 ) and the Canada-France-Hawaii Telescope Legacy Survey (e.g., Hudelot et al. 2012) , the idea of reconstructing the stellar mass profiles of galaxy clusters starting from their integrated luminosity profiles has become possible. The optical data of modern surveys have drastically reduced the problems mentioned above affecting the precision of light profile measurements. In particular, some of the techniques already used to derive the surface brightness distribution of ETGs have been now adapted to the case of galaxy clusters. These systems are already known for sharing with ETGs many scaling relations (see, e.g., Schaeffer et al. 1993; Adami et al. 1998; Annis 1994; Fujita & Takahara 1999; Fritsch & Buchert 1999; Miller et al. 1999 ) that might provide useful insights into formation mechanisms and evolutionary processes. Their existence is expected on the ba-sis of simple models of structure formation, such as the gravitational collapse of density fluctuations of collisionless DM halos. The Gunn & Gott (1972) model for example predicts that all the existing collapsed DM halos are virialized and characterized by a constant mean density, depending by the critical density of the Universe at that redshift and the adopted cosmology (Peebles 1980; Eke et al. 1996) . If DM halos are structurally homologous systems with similar velocity dispersion profiles, as cosmological simulations predict (Cole & Lacey 1996; Navarro et al. 1997) , and if the light profiles of the clusters trace the DM potential, then looking at the projected properties of galaxy clusters we expect to find many of the scaling relations observed in ETGs. This is the case, for example, for the fundamental plane relation, i.e., the relation involving the effective surface brightness I eff , effective radius r eff , and velocity dispersion σ (Djorgovski & Davis 1987; Dressler et al. 1987 ), which appears to originate from a common physical mechanism valid both for ETGs and clusters (Cappi 1994; D'Onofrio et al. 2017) . The combined analysis of the scaling relations of ETGs and galaxy clusters could provide important information concerning the mass assembly at different scales.
With this paper we start a series of works aimed at addressing such issue. The first work is dedicated to the problem of the accurate determination of stellar light and stellar mass profiles of galaxy clusters. We exploit for this goal the large optical and spectroscopic database provided by the WIde-field Nearby Galaxy-cluster Survey (WINGS; Fasano et al. 2006; Varela et al. 2009; Cava et al. 2009 ) and its Omega-WINGS extension (Gullieuszik et al. 2015; Moretti et al. 2017) , which is available for nearby galaxy clusters (0.04 z 0.07). The first step carried out here provides the integrated luminosity (and stellar mass) profiles for 46 (42) nearby clusters.
The paper is organized as follows: In Section 2 we present the characteristics of our spectro-photometric data sample; in Section 3 we merge the data of the two photometric surveys to maximize the spatial coverage and we derive the integrated luminosity profiles, color profiles, and surface brightness profiles; in this analysis we take into account the completeness effects, K correction, and background subtraction. Finally, we calculate also the total flux coming from the faint end of the cluster luminosity function. In Section 4 we derive the stellar mass profiles starting from previously derived luminosity profiles and spectroscopic data of the surveys, which were already used to get the cluster membership and spectrophotometric masses (Cava et al. 2009; Fritz et al. 2007 , Fritz et al. 2011 . Finally, we successfully reconstruct the integrated stellar mass profiles up to r = r 200 for 30 of our 46 clusters, and up to r = 2 r 200 for 3 of these clusters. In Section 5 we discuss the fitting procedure used to reproduce the integrated luminosity profiles of our clusters through a Sér-sic (1963 Sér-sic ( , 1968 law. From these fits we obtain the main photometric parameters (n, r eff , I eff ) and we use these parameters to construct the main scaling relations of clusters that are compared with those already found for ETGs (Section 6). In Section 7 we present a general discussion and our conclusions.
Throughout the paper we have assumed a Λ-CDM universe with H 0 = 70 km s −1 Mpc −1 and Ω m = 0.3.
Data sample
The WINGS survey is a spectrophotometric wide-field survey of 76 galaxy clusters selected from the ROSAT X-ray-brightest Abell-type Cluster Sample Survey (Ebeling et al. 1996) and its extensions (Ebeling et al. 1998 (Ebeling et al. , 2000 . It consists of Band V-band observations (34 × 34 field of view; FoV) obtained with the Wide Field Camera on the INT and the 2.2 m MPG/ESO telescopes (Fasano et al. 2006; Varela et al. 2009 ), J-and K-band images obtained with the Wide Field CAMera at UKIRT (Valentinuzzi et al. 2009 ), and U-band observations performed with the INT, LBT, and BOK telescopes (Omizzolo et al. 2014) . Spectroscopic observations were performed by Cava et al. (2009) for a subsample of 6137 galaxies using 2dF-AAT and WYFFOS-WHT. The unicity of WINGS lies in the combination of the size of the sample with the depth of the observations. However, the original project only covered the cluster cores up to ∼ 0.6 r 200 in almost all cases. Thus, WINGS alone does not allow a proper study of the transition regions between the cluster cores and the field. This is a severe limitation. In fact, several studies have proved that many galaxy properties are a function of the clustercentric distance (e.g., Lewis et al. 2002; Gómez et al. 2003) . In particular, Fasano et al. (2015) found that the morphologydensity relation (Dressler 1980) holds only in the cores of WINGS clusters.
In order to overcome the limited FoV problem, an extension of the original survey was performed with OmegaCAM at VST. B-and V-band data for 46 WINGS clusters were obtained by Gullieuszik et al. 2015 (see, e .g., Figure 1 ); these data cover an area of 1
• × 1 • . A spectroscopic follow up of 17985 galaxies in 34 clusters with the AAOmega spectrograph at AAT was also performed by Moretti et al. 2017 . Table A .1 in Appendix shows a recap of the observations carried out in the WINGS and Omega-WINGS surveys.
The photometric and spectroscopic WINGS/Omega-WINGS catalogs are now available on the Virtual Observatory (Moretti et al. 2014; Gullieuszik et al. 2015) . The WINGS database includes not only the magnitudes of the galaxies in the field, but also important quantities derived from the photometric and spectroscopic analyses, such as effective radii and surface brightness, flattening, masses, light indexes, and velocity dispersions. In this work we used the following data sets: WINGS photometric Band V-band data, WINGS spectroscopic data, Omega-WINGS B-and V-band data, and Omega-WINGS spectroscopic data.
The V-and B-band magnitudes used in this work are the SExtractor AUTO magnitudes (see Bertin & Arnouts 1996 for further details), whose V-band completeness was calculated by Varela et al. (2009) for the WINGS sample (90% completeness threshold at m V ∼ 21.7 mag), and by Gullieuszik et al. (2015) for the Omega-WINGS sample (90% completeness threshold at m V ∼ 21.2 mag).
The objects in the catalogs are divided into three different categories: stars, galaxies, and unknown, according to their SExtractor stellarity index and a number of diagnostic diagrams used to improve the classifications (details in Varela et al. 2009 and Gullieuszik et al. 2015) . We rejected the stars and focused on galaxies and unknown objects.
The spectroscopic redshifts of our galaxies were measured using a semi-automatic method and the mean redshift of the clusters and rest-frame velocity dispersions (Paccagnella et al. 2016) . The latter were derived using a clipping procedure. The galaxies members were those laying within 3 root-mean-squares (RMS) from the cluster redshift. The r 200 radius was computed as in Poggianti et al. (2006) and used to scale the distances from the BCG. A correction for both geometrical and magnitude incompleteness was applied to the spectroscopic catalog, using the ratio between the number of spectra yielding a redshift to the total number of galaxies in the parent photometric catalog, calculated as a function of both the V-band magnitude and the projected radial distance from the BCG (see Paccagnella et al. 2016 ). Owing to the limits of the spectroscopic survey our stellar mass profile analysis is restricted here only to 42 out of 46 clusters.
Photometric profiles of clusters
To build the photometric profiles of each cluster we performed the following steps: the WINGS and Omega-WINGS catalogs were merged, a cross-match between the photometric and spectroscopic catalogs was performed, and all the galaxies classified as "non members" in the latter were removed from the main source catalog and saved into a rejected objects catalog. For each object in the main catalog, the integrated intensity within a circular area centered on the BCG was calculated, taking into account the magnitude m i , position r i , and completeness cc i (see below). The field intensity per square degree I field was calculated starting from the Berta et al. (2006) number counts, taking into account the already rejected objects. After sorting the galaxies for increasing cluster-centric distance, the final integrated intensity growth curve of each cluster was derived according to the following formula:
where i is the index associated with each catalog object and r n the distance of the n-th object from the BCG. The intensity profiles were transformed into integrated magnitude, (B − V) color, and surface brightness profiles. The K correction was applied to each radial bin, according to the color index of the galaxy population in the bin and the mean redshift of the cluster. We now analyze the previous points in detail. In particular Section 3.1 focuses on the preliminary work carried out on the two catalogs, Section 3.2 on the completeness correction calculation, Section 3.3 on the determination of the field galaxy contribution, and Section 3.4 on the photometric profiles construction. Finally, Section 3.5 deals with the calculation of the faint objects correction that is later used for correctly deriving the stellar mass profiles.
Preliminary work
The Omega-WINGS images are typically four times larger than the WINGS images. These images also have broader gaps between the CCDs with the central cluster regions usually laying out of the FoV (see, e.g., Figure 1) .
In order to combine the larger Omega-WINGS FoV with the WINGS information about the central regions, we merged the two catalogs. For the objects in common between the two catalogs, we decided to use the WINGS original magnitude since its photometry is the most precise. Then we rejected all the sources classified as "stars", keeping only galaxies and unknown objects.
Finally, we removed all galaxies classified by Moretti et al. (2017) as "non members" via a cross-check with the spectroscopic catalog. These objects were moved to a rejected sources catalog that was later used for improving the statistical field subtraction, as described in Section 3.3.
Completeness correction
The detection rate is the probability to observe a source as a function of a series of parameters, the most important of which, in our case, are its magnitude and position.
Starting from this definition, we got the completeness correction cc i of the i-th object as the inverse of the detection rate of an object of magnitude m i and distance from the BCG r i times the probability that this object is a galaxy. We can compute our completeness correction as the product of three terms: first, the photometric completeness correction c ph (m i ), i.e., the inverse of the probability to observe an object of magnitude m i ; second, the areal correction ac(r i ), i.e., the inverse of the probability that an object with distance r i from the BCG lies inside the FoV; and third, the probability that the considered object is a galaxy c un (m i ), that is 1 for objects classified as "galaxies" and a function of m i for unknown objects.
Summarizing,
Each term is now be analyzed in detail. We start from c ph .
The function c ph (m i ) for the V-band WINGS data was calculated by Varela et al. (2009) through the detection rate of artificial stars randomly added to the WINGS images. Likely, the detection rate of galaxies follows a slightly different trend as they are not point sources and their detection probability is not only a function of their magnitude, but also depends on a series of parameters (e.g., morphology, compactness, and inclination) whose simulated distribution should correctly match the observed distribution. This introduces an uncertainty in any measurement of the photometric completeness correction that we wanted to avoid. For this reason we decided to introduce a photometric cut at m V = 20 mag, which is the limit within which the spectroscopic sample is representative of the photometric sample. At this magnitude the detection rate found by Varela et al. (2009) is equal to 97% and galaxies are easily distinguished from stars. This allows us to assume that second-order dependences, connected to the above-mentioned galaxy parameters, cannot significantly modify the artificially-calculated completeness.
The Omega-WINGS V-band completeness, instead, was calculated by Gullieuszik et al. (2015) as a function of the WINGS V-band completeness by comparing the number of objects in each magnitude bin, after matching the total number of sources in the magnitude range 16 mag < m V < 21 mag to account for the different sky coverage. These authors found that if we limit our analysis to objects brighter than m V = 20 mag, the detection rate of the two surveys is the same. All these considerations allowed us to safely assume a V-band photometric correction c ph = 1 for every object and discard galaxies fainter than m V = 20 mag. We see the consequences of this choice below.
The B-band completeness correction was not evaluated for the two surveys. As a consequence, we chose to characterize our clusters using only the V-band-limited sample of objects with m V ≤ 20 mag.
In order to understand whether, by assuming c ph = 1 also for the B band, we were introducing a systematic bias, we considered the following facts: first of all, the equal number of sources in the two bands rules out the possibility of a drastically different c ph value between the two bands in the considered photometric range; moreover, the integrated B-band intensity of all the sources of our catalog with m B ≤ 20 mag is almost 10 times larger than the combined intensity of the sources with Bband magnitude in the range 20 mag < m B ≤ 22 mag; finally, the integrated color indexes of the clusters are always close to (B − V) ∼ 1, no matter what cut in B or V magnitude we introduce.
These considerations made us confident that, by assuming a B-band completeness of c ph = 1 as well, we were not introducing any systematic error.
The second term on the right side of Equation 2 concerns the probability that an object distant r i from the BCG is observed. This probability might be defined by the fraction of the circle centered on the BCG (with radius r i and thickness of 1 pixel) that resides in the FoV. The areal correction ac(r i ) is defined as the inverse of this probability.
The third term of Equation 2 is c un (m i ). Under the reasonable assumption that no object identified as a galaxy was misclassified, this term is different from 1 only for the unknown-type objects and corresponds to the probability that the considered unknown object is a galaxy. This probability has also been calculated by Varela et al. (2009) .
To summarize, we can approximate the completeness correction with the following formula:
ac(r i ) if the object is a galaxy, ac(r i ) · c un (m i ) if the object is an unknown.
Field subtraction
To calculate the intensity per square degree emitted by the field galaxies we used the galaxy number counts measured by Berta et al. (2006) . These authors give the galaxy number counts normalized to an area of 1 square degree for the B and V bands, from magnitude 16 to 28, with bins of width 0.5 mag.
In our case the flux emitted by the statistically measured field galaxies is given by
where j is the index of each magnitude bin, p the total number of bins, N j the number of counts in the j-th bin, m j the average magnitude of the galaxies in the j-th bin, and f j (m V ≤ 20) the fraction of objects in the considered magnitude bin with a Vband magnitude lower than 20.
For the V-band data f j (m V ≤ 20) is a step function equal to 1 for magnitudes brighter than 20 and equal to 0 for fainter magnitudes.
For the B band, since we are working with a V-band-limited sample of galaxies, we need to subtract the field contribution given only by objects with m V ≤ 20 mag. To achieve this, we downloaded the original photometric data by Berta et al. (2006) and we rebuilt the histogram of galaxy counts. The trend observed is visible in Figure 2 . The figure shows in red the number of galaxies with magnitude m V ≤ 20 mag. The values of f j considered in this case are those plotted in the bottom panel of the figure.
Since we had already removed a certain amount of field objects on the basis of the spectroscopic information (that excluded their membership), we risked overcorrecting the field subtraction. In order to avoid this, we calculated the intensity per square degree associated with all the sources in the rejected-objects catalog (I rej ), i.e.,
where k is the index of the considered rejected object, q the total number of the rejected galaxies, m k the magnitude of the k-th object, and A the FoV area in units of square degrees. The lower magnitude limit corresponds to the lower limit of the tabulated Berta number counts, and the upper magnitude limit to our photometric cut. We therefore calculated the field galaxies intensity per square degree as
Photometric profiles
Equation 1 allowed us to calculate the integrated intensity at the distance of every source from the BCG, but to have equally spaced points we rebinned the data through a weighted least squares (WLS) interpolation with a sampling of 0.05 r 200 . Then we converted the intensity profiles into integrated absolute magnitude profiles (M B (≤ r) and M V (≤ r)) and we derived the integrated color index profiles
and the local color index profiles
where M B (r) and M V (r) are the local values at each radius r obtained by differentiating the integrated values.
Finally, we applied the K correction following Poggianti (1997) using the local color index in each bin radius and the mean redshift of the clusters. If (B − V) ≥ 0.8 we applied the mean correction valid for early-type systems, if 0.8 < (B − V) ≤ 0.5 we used the typical correction of Sa galaxies, and if (B−V) < 0.5 we adopted the correction valid for Sc and Irregular galaxies. This is clearly an approximation, as the K correction should be applied to the magnitude of each galaxy by a precise knowledge of its morphological type and redshift, which are available only for the spectroscopic sample. However, as long as our procedure is correct the mean K correction of the galaxy population within each radial bin can reliably be calculated by introducing errors not larger than 0.05 mag.
Finally we got the surface brightness profiles
where I B (r) and I V (r) are the local K-corrected values of the intensity measured in a ring of area A ring = π (r + 0.025 r 200 ) 2 − (r − 0.025 r 200 ) 2 at each position r.
Correction for faint objects
What is lacking in our luminosity profiles is a quantification of the total light coming from the sources fainter than our magnitude cut. In order to get such contribution, we used the parametrization of the luminosity function (LF) provided by Moretti et al. (2015) for the V-band data of the stacked WINGS sample. It is based on a double Schechter function, i.e., 5. This allowed us to calculate an approximated LF correction c LF , which is valid under the implicit assumptions that all the clusters have a similar LF and that φ(L) does not depend on r as the ratio between the total expected V-band cluster intensity I tot and the observed intensity I obs ,
where L BCG is the V-band luminosity of the BCG, and L V,cut is the V-band luminosity at magnitude 20. The two integrals represent the luminosity density associated with a distribution of objects with LF φ(L) and luminosity within the integration interval. Both the integrals can be solved through the incomplete gamma function and lead to a correction on the order of, at most, 5%.
Since it is a very small value and the B-band LF was not derived, we decided to not apply such a correction to our photometric profiles.
Stellar mass profiles of clusters
The spectrophotometric masses of all the galaxies in the spectroscopic sample are already public (Fritz et al. 2011) or have been measured by Moretti et al. (private communication) with the same spectral energy distribution (SED)-fitting procedure described in Fritz et al. (2007) . Because the memberships of these objects are known on the basis of redshift measurements, we could proceed to calculate the stellar light profiles by repeating the same procedure described in Section 3 with two fundamental differences. First, the photometric completeness correction c ph in Equation 2 is now significantly larger than 1. In fact, the spectroscopic sample at m V = 20 is more than 80% complete . However, in this case we can get a more precise measurement of c ph because the photometric sample is approximately 100% complete. Second, the statistical field subtraction is not needed, as the membership of each object is known.
The integrated spectroscopic stellar mass profiles can be calculated according to the following formula:
where M i is the mass of the i-th galaxy, c ph (m i ) is the ratio between the total number of objects in a given bin of magnitude in the photometric and spectroscopic samples, and the last term has already been defined in Section 3. As for the photometric profiles, the stellar mass profiles were also rebinned to have equally spaced points every 0.05 r 200 . The total photometric stellar mass profiles of the clusters can be finally obtained through the relation
where L ph (≤ r) and L sp (≤ r) are the integrated luminosity within the radius r of the photometric and spectroscopic samples, respectively, and c LF is the above-mentioned correction for faint objects. Behind this relation there is the implicit assumption that the measured mass-to-light ratio at each radius is representative of the true mass-to-light ratio in the cluster. This is a valid assumption since the spectroscopic sample well represents the photometric sample within m V = 20 mag.
Final light and mass profiles of clusters
In this section we discuss the properties of the light and stellar mass profiles of our clusters created through the aforementioned procedure. In total we got the stellar mass profiles of 42 of our 46 clusters, reaching r 200 in 30 cases and exceeding 2 r 200 in 3 of them. For the mass values at various radii, see Table A .2 in Appendix.
The left panel of Figure 3 shows the photometric profiles of the cluster A85; all the others can be found in Appendix. In the upper plot we see the integrated magnitude profiles, in the central plot the integrated and local (B − V) color profiles, and in the lower plot the surface brightness profiles. Blue and green lines are B-and V-band data, respectively while yellow and orange lines are the local and integrated colors. In the right part of Figure 3 we present the light and mass profiles of A85 for the photometric and spectroscopic samples. The upper panel shows the integrated V-band luminosity of the photometric (green line) and spectroscopic (red line) samples, while the lower panel shows the associated stellar mass profiles.
A number of considerations emerge from these plots: Most of the growth curves seem to be still increasing at the maximum photometric radius r max,ph . The (B − V) integrated color is that typical of an evolved stellar population ((B − V) ∼ 1) and usually shows a gradient between the central and outer regions, which are redder in the center and bluer in the outskirts; in the most extreme case (i.e., IIZW108) it is equal to ∆(B − V)/∆r = 0.36 mag r Concerning the last point we believe that the origin of the systematic difference between the photometric and spectroscopic profiles is due to the observational difficulty of positioning the multi-object spectrograph fibers to get a simultaneous coverage of the whole cluster region, particularly in the dense core of the clusters. In most cases the spectra of the most luminous galaxies in the cluster center have not been obtained and sometimes even the BCG spectrum is missing. The consequence is that the completeness correction c ph (m i ) could not be calculated in certain magnitude bins, i.e., the ratio between the total number of objects in a given magnitude bin from the photometric sample and corresponding number from the spectroscopic sample. Hence, the lost flux could not be redistributed between the observed sources (e.g., in Equation 12), resulting in a net displacement of the two curves. The effect appears to be larger in the center and smaller in the outer regions (e.g., Figure 3 ), thus supporting our explanation. Clearly, the correct mass and light profiles are those based on the most complete photometric sample.
Profile fitting and effective parameters calculation
In order to obtain the main structural parameters and the asymptotic luminosity of our clusters we decided to fit the growth curves with some empirical models. In choosing a model we made the following considerations. The surface brightness profiles display a central cusp followed by a steady decrease, as in many ETGs following the Sérsic profile or when the bulge and disk components are both visible in late-type galaxies. Marmo et al. (2004) preliminarily attempted the fit of the WINGS cluster profiles using the King (1962) and the De Vaucouleurs (1948) laws, and the King model was also used by, for example, Adami et al. (1998) to fit the number density of clusters. In case of hydrostatic equilibrium and isothermality of the intracluster medium (ICM), the ICM intensity profile has traditionally been reproduced by the standard β-model (Cavaliere & Fusco-Femiano 1976; Jones & Forman 1984) . In principle this model should be able to reproduce correctly the stellar light profiles of our clusters as well because clusters are thought to be scale invariant (see, e.g., Kaiser 1986 , or Navarro et al. 1997 , and because both the ICM and the stellar light distribution are tracers of the same DM potential well.
Consequently, we decided to fit the integrated luminosity profiles of our clusters by using the same empirical laws used for ETGs, i.e., the King, the Sérsic (1963 Sérsic ( , 1968 , and with the standard β-models.
The integrated light for a King profile is given by the following expression:
where k is a scale factor, r is the radius, r c is the core radius, r t the tidal radius, and L ZP the zero-point luminosity (i.e., the luminosity of the BCG).
The integral can be solved as
The Sérsic law is now widely adopted to fit the profiles of ETGs (see, e.g., Caon 1993; D'Onofrio et al. 1994 ). The integrated profile is given by
where r eff is the effective radius (i.e., the radius containing half of the total luminosity), I eff the effective intensity (i.e., the intensity at r = r eff ), n the Sérsic index, and b n a function of n that can only be numerically derived; for n ≤ 0.5, we used the MacArthur et al. 2003 approximation and for n > 0.5 we used the Prugniel & Simien 1997 approximation. This leads to
where γ 2n, b n (r/r eff ) 1/n is the incomplete gamma function. For more reliable fits, especially in the central regions, where the integrated luminosity steeply rises, we rebinned the profiles with a radial spacing of 0.02 r 200 and then we applied the models to the data and we realized that the integrated King profiles systematically fail to reproduce the data, when compared to the Sér-sic profiles. In Figure 4 we show the four best King fits that we produced and the adopted goodness-of-fit criteria values, which are explained in Section 5.2, used to discriminate between the two models. In all cases, the goodness-of-fit criteria strongly point toward the Sérsic model, and this evidence is even stronger for the remaining 42 clusters. In addition, to correctly reproduce the bulk of the points, the King profiles cannot match the central luminosity values, which are known for their high precision. As a consequence, we decided to reject the King model. The same conclusion was reached using the standard β-models, whose luminosity profile can be calculated as
where I 0 is the central intensity, r c the core radius, and β the ratio of the specific energy of the galaxies to the specific energy of the gas. The integral can be easily solved as
Overall, the standard beta-model provides a worse representation of the integrated light profiles than the Sérsic model. In Figure 5 there is a visual representation of four clusters best fitted by the β-models in comparison with the Sérsic fits. In this case too the goodness-of-fit criteria point toward the choice of the Sérsic model with only a few borderline cases and more than 40 out of 46 cases strongly in favor of the latter. However, most of the derived β parameter values are compatible with those typical of the ICM in galaxy groups (see, e.g., Ponman & Bertram 1993) and clusters (e.g., Mohr & Evrard 1997) , which span the range from β ∼ 0.5 to β ∼ 0.65 ( Figure 6 ). The integrated Sérsic profile was able to correctly reproduce most of the observed profiles, but the presence of some luminosity bumps in the profiles of some clusters resulted in some poor fits. In these cases (see plots in Appendix) an integrated double Sérsic profile (i.e., the superposition of two Sérsic profiles) was used to better reproduce the luminosity profiles.
Best model selection
Since by increasing the number of free parameters the χ 2 obviously decreases, we tested the goodness of our fits with the single and double Sésic laws through the following criteria:
where k is the number of free parameters and N the number of data points to be fitted, and the -Bayesian information criterion (BIC, Schwartz 1978) , where
The rule for both criteria is to choose the model able to get the minimum AIC or BIC.
A comparison between these criteria can be found in Burnham & Anderson (2002) , according to which both the criteria can be obtained, by changing the prior, in the same Bayesian context. These authors identified two main theoretical advantages of the AIC over the BIC. First, the AIC is derived from the principles of information, while the BIC is not; and second, the BIC prior is not sensible in the information theory context. Moreover, as a result of simulations, the authors also concluded that the AIC is less biased than the BIC.
Despite this, we chose to favor the BIC over the AIC for two main reasons. First, the BIC is built starting from a vague or uniform prior (Burnham & Anderson 2002) , which is a good assumption in our context, in which we have no theoretical justification to privilege one category of models with respect to the other. Second, the BIC penalizes more strongly models with a higher number of free parameters (Kass & Raftery 1995) , thus it reduces the risk of adopting overcomplicated models.
In order to understand how strongly one model is favored in comparison with another, we used the criterion defined by Kass 
[mag]
Single Sersic fits Double Sersic fits & Raftery (1995), according to which if we call ∆BIC the difference between the BICs of the two models:
-0 ≤ ∆BIC < 2 is not worth more than a bare mention -2 ≤ ∆BIC < 6 indicates positive evidence toward the lowest BIC model -6 ≤ ∆BIC < 10 indicates strong evidence toward the lowest BIC model -∆BIC ≥ 10 indicates very strong evidence toward the lowest BIC model.
To further reduce the risk of adopting overcomplicated models, we chose favor the single Sérsic models unless strong or Article number, page 10 of 45 S. Cariddi et al.: Characterization of Omega-WINGS galaxy clusters very strong evidence in support of the double Sérsic models was present. This resulted in 39 single and 7 double Sérsic fits (e.g., Figure 7 for the clusters A85 and A151), whose effective parameters are tabulated in Table A .3. For all the double Sérsic profiles, the inner component is always smaller and fainter, but with a higher value of surface brightness than the outer component.
For a recap of the fitting parameters see Tables A.4 and A.5, while the fits are shown in the figures in Appendix.
The confidence intervals around the best-fit parameters were calculated with the following procedure. The χ 2 was recomputed giving to all the points a constant weight calculated in such a way to have a final χ 2 = N−k, where N−k is the number of degrees of freedom. Then, each parameter was individually modified until the χ 2 reached the value N − k + 9, i.e., the interval containing a probability of 99.73% of finding the true parameter value.
In the double Sérsic fits sometimes the threshold N − k + 9 could not be reached and the limit was marked as "undefined". This happens in two possible cases: first, when the Sérsic index n in cannot be safely constrained owing to a very limited number of data points in which the inner component dominates; second, when inside the central region the inner component is not significantly brighter than the outer component and the outer region displays a very disturbed profile, no significant increase in the χ 2 is possible by increasing the inner-component effective radius value r eff ,in .
The confidence limits derived in this way are likely an overestimation of the true errors in the structural parameters because they were calculated by ignoring the mutual correlations that may exist between the parameters. All of these limits are on the order of few percent (see Table A .4) .
Almost all the profiles seem to well represent both the luminosity and surface brightness of our clusters, however at least in one case (i.e., A1631a) our best model selection criterion preferred a single Sérsic fit where a human analysis of the surface brightness profile would suggest a two-component model.
In a few cases the total asymptotic luminosity may have been overestimated. In fact, in the case of A151, A754, and maybe also A3560, the fitted profile intercepts with an increasing trend the very upper edge of the growth curve, which instead appears to flatten. A possible way to improve the quality of these fits could be the implementation of a simultaneous minimization of the residuals of both the integrated luminosity and surface brightness profiles. Instead, the profiles of A1991, A2415, and A2657 display some significant sudden increases of the luminosity profile that could be due either to some ongoing major merger or the presence of important background structures.
No fit displays a central surface brightness higher than the observed surface brightness (within the error); in fact, to avoid unphysical divergencies at small radii all the models with higher values were immediately rejected, even if their reduced χ 2 and their AIC or BIC parameter were preferable. The same was not done in case of much lower values because the central surface brightness has almost certainly been overestimated; in fact, the central point displays the luminosity of the BCG and of all the nearby galaxies entirely collapsed to a single point with no information concerning its real distribution. As a consequence, we chose not to limit our best model selection for matching a likely unrealistic value.
In a few cases (i.e., A147, A1631a, A1991, A2657, A2717, A3128, A3532, A3556, and IIZW108) the fitted profile is unable to correctly reproduce the fluctuations of the luminosity profile at small radii, however this is not, generally, a problem. In fact, in case of infalling structures larger than the adopted spatial scale we expect to see such fluctuations. Both A1991 and A2657 display important fluctuations at larger radii too. As a consequence, we can assume that these two systems either are experiencing some relevant merging event or are made of very strongly bound substructures.
Finally, the presence/absence of a cool core (see, e.g., Henning et al. 2009) does not seem to influence the number of components used to fit the luminosity profiles. In fact six of the seven clusters in our sample analyzed by Henning et al. (2009) can be parametrized with a single Sérsic profile, even though two of these (i.e., A119, and A4059) have a cool-core and the remaining four (i.e., A85, A3266, A3558, and A3667) do not. The only exception is A3158, which has no cool core and a double-Sérsic parametrization. No connection seems to exist either between the cool core presence/absence and the best-fit parameters values.
Stacked profiles and main relations among structural parameters

Profiles analysis
The various panels of Figure 8 show the whole set of luminosity, surface brightness, mass, and color profiles of the clusters stacked in four different plots and normalized to the effective structural parameters. Both in the central and outer regions the cluster profiles show very different behaviors. The central surface brightness spans a range of ∼ 6 mag arcsec −2 , while the amount of light and mass within and beyond r eff appears to differ up to a factor of ∼ 2 in units of L eff and M eff . This is clearly an evidence of a marked difference in the global structure of clusters. Galaxy clusters do not seem to share a common light and mass distribution. The only similar behavior is visible in the stacked color profiles, showing that all the clusters have similar (B − V)(≤ r) color profiles dominated by an old stellar population in the center and by a bluer population in the outer parts. Despite the large spread observed (around 0.3 mag), all the measured profiles are compatible with an old average stellar population.
As in the case of galaxies, the best way to establish the main cluster properties is to study the relations among the structural parameters. This is the aim of this section.
When available, we compared the measured parameters with those from a sample of 261 ETGs studied in our previous works (e.g., D'Onofrio et al. 2008; D'Onofrio et al. 2014) , whose structural parameters (e.g., effective radius and luminosity, mass, velocity dispersion, and Sérsic index) are available from the WINGS database. The idea is to quantify the correspondences and differences between the structural parameters of clusters and ETGs. Figure 9 provides the histograms of the observed distributions of the structural parameters. Almost all the components follow some Gaussian-like distribution. The range of values spanned by each parameter, although at different scales, is comparable. For example, the effective radii span in both samples a factor of ∼ 50, while luminosities and average effective intensities span a larger interval, i.e., up to a factor of ∼ 100 for galaxies and around 30 for clusters.
Once we observed that clusters and ETGs have a similar distribution of the photometric structural parameters at different scales, we decided to investigate the main relations known to be valid for ETGs.
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Color-magnitude diagram of galaxy clusters
We started by comparing the color-magnitude (CM) relation (B − V)(≤ r) − M V of clusters with the average red sequence slope found by Valentinuzzi et al. (2011) for the WINGS galaxies in the CM diagrams of the single clusters. In Figure 10 
The CM relation of galaxy clusters is found here for the first time. An explanation of its existence should be found in the current models of cluster formation and evolution. We will dedicate a future work to a possible theoretical interpretation of what is observed.
In addition to the CM relation a correlation between the mean effective luminosity of clusters L eff and the color gradient ∆(B − V)/∆r is significant in our data (see Figure 11 and Table  A. 2), i.e., ∆(B − V)/∆r = −1.47 ± 0.32 + 0.10 ± 0.03 log(L eff ).
The color gradient ∆(B − V)/∆r is negative because clusters, such as ETGs, are redder in the center and bluer in the outskirts, and this gradient appears to be larger in fainter clusters. This is at variance with the case of ETGs, where the optical gradient does not seem to correlate with the galaxy luminosity (see, e.g., La Barbera et al. 2010 ). Table 1 presents the data of the mutual correlations among the structural parameters of galaxies and clusters. The following figures show the most famous ETGs parameters correlations extended to the domain of galaxy clusters. Figure 12 compares the Kormendy relation (Kormendy 1977; Hamabe & Kormendy 1987; Capaccioli et al. 1992; D'Onofrio et al. 2017) of ETGs with that of our clusters. The green diamonds correspond to the WINGS ETGs, blue dots to the single Sérsic fits, red squares to the general parameters of the double Sérsic profiles, pink triangles to the inner components of the double Sérsic fits, and orange reversed triangles to the outer components of the double Sérsic profiles.
Main scaling relations of galaxy clusters
The effective parameters of galaxy clusters follow the same relation previously found for ETGs. Clusters reside along the high-radii tail of galaxies and share the same zone-of-esclusion Table 1 . Summary of all the discussed OLS/WLS relations: y-and x-axis (Column 1), sample used to compute the relation (Column 2, where g = galaxies and c = clusters), sample size (Column 3), zero-order polynomial term (Column 4), first-order polynomial term (Column 5), RMS (Column 6), Pearson correlation coefficient PCC (Column 7), Pearson p-value in logarithmic units (Column 8, where the unreported values indicate a probability smaller than 3 × 10 −7 , which comes from the 5 RMS criterion), Spearman's rank correlation ρ (Column 9), Spearman p-value in logarithmic units (Column 10, where the unreported values again indicate a probability smaller than 3 × 10 −7 ). (ZoE; details in Bender et al. 1992) of ETGs. The ordinary least squares (OLS) linear interpolation of both the samples provides the same slope within the errors (see Table 1 ), compatible with that expected by the scalar virial theorem (light gray dashed lines) when a constant mass-to-light ratio is assumed. For a better explanation of the observed distribution in the I eff − r eff plane, see D'Onofrio et al. (2017) . Figure 13 shows the L eff − r eff and the M eff − r eff relations between the effective luminosity/mass and the effective radius. Again we see that the distribution of ETGs and clusters follows the expected behavior on the basis of the Virial theorem (see Table 1 ). The position of each object in these planes depends on the zero point of the virial relation, which is different for each system. To see such an effect note how the position in the M eff − r eff depends on the central velocity dispersion σ (color scale on the right plot). The velocity dispersion values on the plot are those tabulated by D'Onofrio et al. 2008 for all the galaxies and were provided us by Biviano et al. (2017) for the clusters.
To complete the series of plots dedicated to the virial equilibrium of our clusters, we also show the L eff − σ relation (Faber & Jackson 1976) . A plot similar to Figure 14 has been shown by D'Onofrio et al. (2017) with a possible explanation of the observed distribution. According to the authors the position of each point in the diagram is given by its virial equilibrium and by a variable zero point that turns out to depend on the effective radius r eff and mean M/L ratio. The slope different from 2 often claimed for this relation arises when structures with different zero points are mixed together.
This set of figures clearly shows that ETGs and clusters share the same virial relations. The occasional deviations come from the different zero points of the different systems in each diagram. Now we discuss the non-homology of clusters. First, we remember that a virialized structure is not necessarily a homologous structure (i.e., a structure with scale free properties). In the case of ETGs this has been proved by several works (Michard 1985; Schombert 1986; Capaccioli 1987; de Carvalho & da Costa 1988; Capaccioli 1989; Burkert 1993; Caon 1993; Young & Currie 1994; Prugniel & Simien 1997) by showing that the light profiles of these galaxies are best fitted by the Sérsic law and that the Sérsic index n correlates with the luminosity, mass, and radius of the galaxies themselves. Figure 15 shows the distribution of galaxy clusters with respect to the ETGs in the r eff − n and L eff − n diagrams in logarithmic units. The dashed lines gives the bi-weighted least square (BLS) fit of the two distributions. This kind of fit was applied because we do not know a priori which variable drives the correlation. We removed from the plot the cluster A1631a because a visual inspection of the surface brightness profile suggests the presence of a second cluster component in the same area. Two considerations emerge from these plots: first, both the classes of objects span the same range of n; second, the slope found for the ETGs also seems to be a plausible slope for galaxy clusters. Considering that almost all the clusters are in the luminosity range ∼ 10 12 − 10 13 L , while the galaxies span the range ∼ 10 9 − 10 11 L , it is not surprising to see that the L eff − n correlation, well visible in galaxies, is almost absent in clusters. The r eff − n correlation is, on the other hand, well visible for both the types of structures. This means that clusters with the same luminosity can have very different structures with different values of r eff and, of course, n. In other words, clusters are likely non-homologous systems, such as ETGs.
The idea that clusters are non-homologous systems is not predicted by cluster simulations. The DM halos emerging from numerical simulations are structurally homologous systems with similar velocity dispersion profiles (Cole & Lacey 1996; Navarro et al. 1997 ). We do not have enough data at the moment to check the consistency of the DM profiles with the observed stellar light profiles, so we will addressed this problem in a future work.
Finally, we analyze the stellar mass-to-light ratios of ETGs and clusters. Figure 16 shows the distribution of the M/L ratios as a function of the total luminosities. We see that ETGs span a factor of 10 in M/L and that the stellar mass-to-light ratio does not correlate with the luminosity. This seems to be in contradiction with the claimed relation between the dynamical M/L ratio and the luminosity (see, e.g., Cappellari et al. 2006 , or Cappellari 2008 . The mean stellar M/L ratio of galaxy clusters spans a much smaller interval of values and again no correlation is seen with the luminosity. The combination of the two samples seems to suggest a trend with L of the mass-to-light ratio, but this is a misleading conclusion originating from the absence of clusters with low M/L values. Figure 17 shows the stellar M/L ratio as a function of radius in units of r 200 for all our clusters. The constant value of M/L with the small spread at medium and large radii and the increase of such a spread in the inner region.
These figures provide further evidence that nearby clusters are dominated by an old stellar population almost over the whole extension of their profiles, which is an observational fact that must be reproduced by models of cluster formation and evolution.
We conclude by observing that the ratio between the luminosity of cluster substructures and the main cluster component measured by Ramella et al. (2007) mildly correlates with the cluster velocity dispersion (see Figure 18 and Table 1 ). This is a somewhat expected result, as the velocity dispersion should increase when a merging occurs.
Summary and conclusions
We have produced the stellar light (and mass) profiles of 46 (42) nearby galaxy clusters observed by the WINGS and Omega-WINGS surveys. The best fit of the growth curves was obtained with the Sérsic law, which was compared with the King and the β models. We derived from the analysis of the light profiles the main cluster parameters, i.e., effective radius, total luminosity and mass, effective surface brightness, (B − V) colors, and Sér-sic index. Then we used such parameters in combination with the measured velocity dispersion of the clusters to test the main scaling relations already analyzed in the past for ETGs (see, e.g., D 'Onofrio et al. 2017) .
When fitting the light profiles we found that 7 out of 46 clusters are best fitted by a double Sérsic profile (an inner bright structure plus an outer faint structure). The presence of multiple components seems disconnected from other cluster properties such as the number of substructures visible in the optical Fig. 15 . Correlations of r eff − n and L eff − n in log units for ETGs (green dots) and clusters (blu dots). The gray dashed lines are parallel to the BLS fit of the WINGS ETGs. The bold gray dashed line indicates the BLS fit of our clusters. The filled areas identify the limits of the RMS standard deviation of the observed distributions with the same color code of the sample to which they refer. images or a difference in the stellar populations content. This presence also does not seem to be linked to the presence of the BCG in the center of the clusters; the BCG effects will be investigated in a forthcoming work. All the analyzed relations confirm that the clusters of our sample are well-virialized structures. Notably, the same relations that are valid for the ETGs are visible for clusters at different scales, providing a clear indication that a scale-free phenomenon of mass accretion regulated by gravitation is at work. Like ETGs, clusters also exhibit a degree of non-homology (varying values of the Sérsic index even for clusters with the same luminosity) in their visible light and stellar mass profiles, and a very robust correlation of the Sérsic index with the effective radius. This is a somewhat unexpected property on the basis of numerical simulations (see, e.g, Cole & Lacey 1996; Navarro et al. 1997 ), which predict self-similar DM halos with Navarro-Frenk-White profiles.
The most interesting and new relation found here for the first time is the existence of a color-magnitude relation for clusters. When this relation is calculated considering only the galaxies within an area of 0.6 r 200 , the CM slope perfectly matches the average red sequence slope found for the galaxies in the Omega- WINGS clusters. The CM cluster relation appears even more clearly when the analysis of the cluster properties is pushed beyond 0.6 r 200 . The blue (red) clusters are the faint (bright) clusters. The existence of such relations must find an explanation in the current paradigm of galaxy and cluster formation. In fact, it is not easy to understand why the most massive structures preferentially host the older and redder galaxies, while the less massive clusters host the younger and bluer galaxies. In fact, the hierarchical accretion scenario predicts that the first structures to form are the smallest structures, while the biggest structures are the latest to form. The questions of to what extent the CM cluster relation is a cluster environment effect and what model of cluster formation and evolution is consistent with such data are left to future investigations.
Finally we observed that the cluster luminosity correlates with the intrinsic (B − V) color gradient measured within r 200 . We see that the faintest clusters show the largest color gradients. This behavior is not observed in ETGs, where the optical color gradient appears uncorrelated with the galaxy luminosity (La Barbera et al. 2010) .
In forthcoming papers we will investigate how the BCG and cluster properties are connected, which models of clusters and Fig. 18 . Correlation between the cluster velocity dispersion calculated by Biviano et al. (2017) and the amount of cluster light inside the subtructures identified by Ramella et al. (2007) .
galaxies can explain the observed CM relation, what are the similarities and differences between the stellar mass/light profiles and the hydrostatic/dynamic mass profiles, and what is the baryon fraction in the local universe.
Appendix A: Tables and figures
In the following Appendix we gathered all the tables and figures omitted from the main article.
In Table A .1 we summarize the data sets available for each WINGS galaxy cluster.
In Table A .2 we compared the main parameters of our clusters. Table A .3 presents a summary of the main effective parameters of each cluster. In case of the double Sérsic fits, the average effective intensity is given at the cluster effective radius, which does not correspond to either of the effective radii of the two different components.
In Tables A.4 and A.5 we tabulated the best single and double Sérsic fit parameters, plus the reduced χ 2 , AIC, and BIC values of all the best-fit models.
In Figures A.1 Recap of the main cluster parameters: Cluster name (Column 1), LF correction (Column 2), observed over total expected cluster luminosity (Column 3), color gradient (Column 4), number of substructures from Ramella et al. (2007) Table A .5. Best fit parameters for all clusters reproduced by a double Sérsic model: Cluster name (Column 1), parameters of the best single Sérsic decomposition (Columns 2−7), normalized χ 2 value associated with the best double Sérsic decomposition (Column 8), AIC value associated with the best double Sérsic decomposition (Column 9), and BIC value associated with the best double Sérsic decomposition (Column 10).
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