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ABSTRACT 
We are here concerned with the following problem: Describe the extremals of the 
convex cone of n X n matrices, of nonnegative type, with nonnegative coefficients. We 
first extract from a simple general geometric resuit about faces of convex sets, a 
necessary condition of extremality which solves the problem for n < 4. Then, using 
again the same geometrical result, we establish an algebraic criterion of extremality. 
We apply this criterion to matrices of order n and rank n -2; this solves the problem 
for n = 5. We end with an explicit description of extremals for n = 6. 
1. INTRODUCTION 
Si n est un entier positif, on dbsigne par P,’ l’ensemble des matrices 
symetriques, semid&nies positives, et g coefficients non negatifs. P,’ est 
Gdemment un &ne convexe, et le but de cet article est d’i?noncer (Th&r&me 
4.1) une caract&isation des extrkmales de P,‘. Celle-ci n’est pas simple, mais 
est la base d’un algorithme qui conduit en particulier & une description 
explicite des extrbmales de P5+ et Pi (Propositions 5.1 et 6.1.) 
Pour comprendre l’int&& du probleme cidessus, il est utile de rappeler 
quelques rhsultats voisins. Soient: 
P,, la classe des matrices (n, n), sym&riques g coefficients non nkgatifs. 
S,,, la classe des matrices (n, n), semidkfinies positives. 
B,,, la classe des matrices A, car&es d’ordre n, telles qu’il existe un entier 
p, une matrice d’ordre (n, p) Q coefficients non nbgatifs telle que A .= CT oh 
‘C est la transposee de C. L.es matrices de B, sont appelhes compl&tement 
positives (voir [9], [lo]). 
C,,, la classe des matrices A=(aij) i,j=l,...,n, sym&iques telles que 
Cai jxix j >, 0 si xi 2 0 pour tout i. L.es matrices de C, sont appelees coposi- 
tives (voir [6]). 
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11 est chair que R, C P, I? S, = P,’ et que P, + S, C C,. 
Mentionnons egalement que la classe R,‘est l’ensemble des matrices de la 
forme (/or3”~ixfl(dx)) i, j= l,..., n, oti p est une mew-e de probabilite 
concentree sur (Iw +)“. Le moyen le plus rapide de le voir est de verifier que 
les extremales des dew cones sont les memes. La question de savoir si 
l’inclusion R, C P,’ est stricte est frequemment posee par les statisticiens (voir 
Fortet [7]). 
De fagon generale, si I est un cone convexe dun espace vectoriel reel E, 
on note I* le cone dual de I, c’est-a-dire, l’ensemble des formes lineaires fsur 
E telles que f(x) > 0 pour tout x de r (voir [ 111). Si E, est l’espace vectoriel 
des matrices symetriques d’ordre n, il est identifie a Iw n(n+1)/2 et a son espace 
de formes lineaires, de la facon usuelle. Avec cette notation, on a P,* = P,,, 
Sz = S,, (P, n S,)* = P, + S, et R, = Cz (voir [9]). 
En 1962, Diananda [6] a conjecture que P, + S,, = C,, pour tout n et l’a 
montre pour n < 4. A. Horn a montre la faussete de cette conjecture, ainsi 
que Hall [8], ce demier en montrant que Pz * B, pour n > 5, ce qui est la 
forme duale de P,, + S,, * C,,. 
Les extremales de P,,, S, et R, sont aisles a caracteriser; le probleme est un 
peu plus delicat pour P,, + S,. Ces quatre ensembles d’extremales sont d&its 
dans Hall et Newman [9]. La caracterisation des extremales de C,, est un 
probleme frequemment aborde (voir par exemple [2], [3], [4]). 
L’auteur remercie le referee d’avoir attire son attention sur la litterature 
concernant les matrices copositives et completement positives. 
Le probleme de la caracterisation des extremales de P,’ ne semble pas 
avoir ete consider& 11 est trivial pour n < 4 puisque P,’ = B,, d’apres 
Diananda [6]. Les resultats present& cidessous sont atteints a l’aide de 
considerations elementaires sur les faces des convexes, developpees au para- 
graphe 2. Le paragraphe 3 traite de quelques cas particuliers, fournissant 
notamment une demonstration simple du resultat de Diananda. Au para- 
graphe 4, on etablit un critere d’extremalite dans Pz qui, applique aux 
matrices d’ordre n et de rang n -2 (paragraphe 5) permet de regler le cas 
n = 5. Le paragraphe 6 caracterise enfin les extremales de P: . 
La methode exposee ici est theoriquement applicable pour tout n, mais la 
taille des calculs est decourageante pour n >, 7. 
2. FACES D’UN CONVEXE 
Nous utilisons ici librement le vocabulaire et les resultats du livre de R. T. 
Rockafellar [ll]. Rappelons la definition des faces d’un convexe: 
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DEFINITION. Une face dun convexe C est un sous-ensemble convexe C’ 
de C, tel que tout segment fermi: dans C, dont un point de l’interieur relatif 
est dans C’, a ses dew extremites dans C’. 
On sait que la collection de tous les interieurs relatifs des faces de C, est 
une partition de C. Cette propriete justifie la definition suivante: 
DEFINITION. x etant un point de C, on appellera face de r relative au 
convexe C, notee PC(x), la face de C contenant x dans son interieur relatif. 
EXEMPLES. x est extremal si et seulement si FC(x) = {x}. Si C est un 
cone, x non extremal est sur une generatrice extremale de C si et seulement si 
dim FC( x) = 1. 
L’utilite de la notion de face pour notre probleme resulte principalement 
de la proposition 2.1: 
PROPOSITION 2.1. A et B Btant deux convexes duns R”, x un point de 
A n B, la face de x relative ci A n B est 1 ‘intersection des faces de x relatives ci 
A et ci B. 
Dhm.stratim. FA( x) n FB( x) est clairement une face de A f~ B. Comme 
l’inttrieur relatif de l’intersection de dew convexes de IR” est l’intersection 
des dew interieurs relatifs si cette intersection est non vide, le resultat 
s’ensuit. n 
On a: Pz = P, n S,,. Ces trois ensembles sont des cones convexes dans 
l’ensemble des matrices symetriques d’ordre n, identifie a Rn(n+1)/2. Pour 
determiner les extremales de P,‘, c’est-a-dire ses faces de dimension 1, 
interessons nous aux faces de P,, et de S,. 
Faces de P,, 
P,, est un polyedre de R n(n+1)/2 la situation est done particulierement , 
simple. 
Afin de simplifier les notations, X = (x~,~) k, I = 1,. . . , n &ant une matrice 
de P,, introduisons la relation sur l’ensemble (1,. . . , n}: i 9% j - xii * 0, et 
notons l?(X) le graphe (non oriente) de cette relation. A noter que i % i n’est 
pas automatiquement vrai. 
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Les rkmltats suivants sont clairs: 
PROPOSITION 2.2. X et Y appartenunt ci P,,: 
FP,(X) = FP,,(Y) sietseulementsi r(X)=r(Y). 
PROPOSITION 2.3. dim FP,,(X) = n( n + 1)/2 - s, oh s dksigne le nombre 
de Z&OS de lu m&rice X en tant qu’dlhent de Rn(“+l)12, c ‘es&&dire k 
rwmbre de Z&OS diagonaux plus la moitid du rwrnbre de Z&OS non diugonuux. 
Faces de S, 
La structure faciale de S,, a 6tk souvent d&rite dans la littkrature: Le 
lecteur trouvera des demonstrations dhilkes dans [l]. Nous utiliserons dans 
la suite les rhltats suivants: 
PROPOSITION 2.4. Si X est une m&rice de S,, de rang r, dim FS,,( X) = T( T 
+ 1)/2. 
Dhwnstratiun. Cf. [l, p. 29, Corollaire 31. n 
PROPOSITION 2.5. Soient X et Y deux matrices de S,,, pour que X et Y 
aient m&m face relutivement ci S,, il est nkessaire et sumant que X, Y et 
X + Y aient m&me rang. 
Dhmstration. Par dkfinition, X et Y appartiennent B FS,((X + Y)/2); 
done FS,,( X ) = FS,,( Y ) = FS,(( X + Y )/2), si et seulement si les trois mat&es 
ont m&me rang (cf. [l, pp. 28-29, Lemme 41.) n 
3. CONDITIONS NlkESSAIRES OU SUFFISANTES D’EXTRkMALITh 
REMARQUE. On supposera dhormais n > 1; le seul point extrkmal des 
c6nes considhb est la matrice nulle. Ce cas ktant kcartk, on commettra 
dksormais l’abus de langage consistant B qualifier d’extrkmale, une matrice 
ghkatrice d’une demidroite extrkmale. 
Nous allons commencer par ktablir une condition nkessaire d’extrkmalitb: 
Soit X une matrice de P: soit r son rang et s le nombre de zkros de X en tant 
qu’&ment de R”(“+ ‘)12. 
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PROPOSITION 3.1. Si X est extrh& d4zn.s Pz abrs r( r + 1)/2 - s < 1. 
Dhm.stration. La face de X dans P,’ est l’intersection des faces de X 
dans P,, et S,,, qui sont elles-mgmes des canes convexes. La proposition 
dkcoule immhliatement de l’observation suivante: Si A et B sont deux ches 
convexes dans W” ayant un point de leurs inthieurs relatifs en commun, alors: 
dimA+dimB>n+2 = dimAnB>2. 
Ceci est une conskquence directe du rksultat classique: F et G Btant deux 
sousespaces d’un espace vectoriel de dimension finie E, dim F + dim G > 
dimE+l j dimFnG>,l. w 
Nous aurons Bgalement besoin dans notre etude d’un autre out& il s’agit 
d’une dkcomposition des matrices de S,. 
Soit X = (xi j) une matrice de S,, non nulle. 
Soit i, = Inf{ilx,, f O}. 
Soit A(X) la matrice colonne [T~,Jx~,~,)-~/~] j= l,...,n. 
‘A(X) dkigne la transposk de A(X). 
A(X) “A(X) est une matrice carrke d’ordre n dont la i&me ligne cdticide 
avec la &-i&me ligne de X, les lignes d’indice infhieur 6tant nulles pour 
A( X ) ‘A( X ) comme pour X. 
Posons q(X)= X - A(X)‘A(X). 
PROPOSITION 3.2. Si X de S,, est de rang T, aibrs q(X) est duns S,, et est 
derangr-1. 
D&mm&ration. Immediate. n 
Comme conshquence dire&e de la proposition 3.2, les it.&% cp”( X) = X, 
rp(X),..., #(X), appartiennent B S, et Q?(X) est de rang r - k si 0 < k < r. 
Notons pour simplifier A, = A[X], A, = A[(pk-‘(X)] 1~ k < r + 1. Cette 
suite (AI,..., A,) est bien dkfinie et unique pour un X donrk et on aura 
X= i A,‘A,, les A, &ant indkpendantes. 
k=l 
On appellera informellement prockdk (*) le calcul de cette dkcomposition, 
qui n’est d’autre que la traduction matricielle de la d&composition de Gauss 
classique d’une forme quadratique (cf. 151). 
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Utilisons maintenant les dew propositions precedentes pour etudier 
quelques cas particuliers. 
TH$OF&ME 3.1. Soit X une m&rice de P,’ et de rang r. Alms: 
(a) X est ext&7nule si r = 1. 
X est non extremale dans les cas suivants: 
(b) n>,2etr=n. 
(c) n>,3etr=n-1. 
(d) n > 2 et r = 2. 
(e) si x = (Xij)i,j=l,.,,,n et qu’il existe une partie I ci r Blthmts de 
(1,. * *, n} telle que (xi j) i, j E I soit diagonule de rang r. 
(f) Si une des lignes de X comporte n - 2 Z&OS. 
COROLLAIRE. Pour n G 4 les extrbmules de P,’ sont les matrices de rang 
l;etd&loP,+=C,+. 
Dbnotwtration. Consequence evidente de (a), @I), (c), et (d). n 
Dhonstration du Thbr&rne. (a): Le s matrices de rang 1 sont extremales 
dans S,,, done B fortion dans P,’ . 
(b): Une matrice de rang n a tous ses coefficients diagonaux non nuls la 
nullite de xii entrake celle de xii pour tout j (inegalite de Schwartz). Done 
s < n(n - 1)/2, et r(r + 1)/2- s > n 2 2 d’oti le rkltat (proposition 3.1). 
(c): Soit X une matrice de P,’ , de rang n - 1. On peut supposer sans perte 
de generalite que tous ses coefficients diagonaux sont non nub. En effet: si 
0 . . . 0 
x= : 
/ 1 iI X’ 
l’etude de l’extremalite de X se ram&e a celle de X’, matrice d’ordre 
inferieur. 
(1) Si X est diagonale par blocs, c’est-a-dire r(X) non connexe, alors, 
clairement, X est non extremale. 
(2) Si T(X) est connexe, il y a necessairement au moins n - 1 coefficients 
xii non nub tels que 1< i < j< n. 
D’oti s<n(n-1)/2-(n-1) et r(r+1)/2-sari--1>2, X est non 
extremale. 
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(d): Soit X une matrice de P,’ , de rang 2. Supposons encore, sans perte de 
generalite que les coefficients diagonaux de X sont non nuls. 
(1) s = 0, r(r + 1)/2 - s = 3: X est non extremale (proposition 3.1). 
(2) s * 0, l’un des coefficients non diagonaux de X est nul: on peut 
supposer sans perte de genklite que xi2 = 0: en effet, si X est extremale, 
‘PXP lest aussi (P designant une matrice de permutation). 
Appliquons alors la proposition 3.2: X = AitA, + q(X) la deuxieme ligne de 
A,‘A, &ant nulle, la deuxieme ligne de v(X) est (0, x~, . . . ,xZn). Mais v(X) 
est de rang 1. On en conclut qu’en fait tous ses coefficients sont positifs ou 
nuls: cp( X) appartient a P,’ , et done X n’est pas extremale dam P,’ . 
(e): Sans perte de generalite [cf. (d)], on suppose que I = (1,. . . ,r}, on 
applique le pro&de (*) et on a le resultat de faqon analogue a (d), qui est un 
cas particulier de (e) si s * 0. 
(f): Supposons sans perte de generalite [cf. (d)], que xii * 0, xi2 * 0, 
xi3 = . * * = Xln = 0. Alors par la proposition 3.2, X = AitA, + v(X). Mais 
A i ‘A I n ’ a que quatre coefficients non nuls: on voit que ‘p( X ) appartient a P,’ 
et done X est non extremale. w 
4. CONDITION NFCESSAIRE ET SUFFISANTF D’EXTRFMALITF 
Le theoreme suivant caracterise les extremales de P,' . C’est grace a ce test 
que nous pourrons d&ire, aux paragraphes 5 et 6, les extremales de Pz et 
P,t. 
TH~OF&ME 4.1. Soit X une m&rice de P,‘, de rang r. Soit X = AltA, 
+ . . . + A, tA, sa dhxnnposition, obtenue par le pro&d& (*). X est extrhale 
dans P,’ si et seulement si, pour toute m&rice Y de P,‘, les trois propri&t%: 
(i) I(Y) = I(X) (cf Proposition 2.2), 
(ii) rang Y = r. 
(iii) si Y=B1’B1+ ... + B, tB, est sa dhwmposition, aloes pour tout i 
(Bi, Al,..., A,) est une famille linkuirement d&wndante. 
impliquent: il existe h > 0 tel que pour tout i: Bi = XA,. 
Dhwnstration. Une matrice X de P,’ est extremale si et seulement si, 
toute matrice Y ayant mQme face que X relativement P S, et a P, est 
proportionnelle a X (cf. proposition 2.1). 
(i) est equivalent a FP,,(Y) = FPJX) (proposition 2.2). Montrons: (ii) et 
(iii) equivalent a Fs,( Y) = Fs,( X). Pour cela, traduisons la proposition 2.5 a 
l’aide des decompositions de X et de Y. 
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On utilise le lemme classique suivant: 
LEMME. Soit Q me fnme quadratique, samme de cam& de fms 
linkaires: Q=f,” + ... + fp2. Alors le rang de Q est le rang de la famille de 
fmes linkaires (f,, . . . ,f,). 
Dhonstration. Facile, par recurrence. n 
Soient X et Y dew matrices de S,,, de rang r, il s’agit de trouver une 
condition pour que X + Y soit encore de rang r. 
Soient Qx, QY et Qx+ y les formes quadratiques de matrices X, Y et X + Y 
respectivement. 
Q,=f,“+ ... +x2, 5 forme lineaire de matrice Ai. 
QY = g,2 + . . . + g;, gi forme lineaire de matrice Bj . 
Q x+y = fi” + . . . + p + gy + . . . + g$. 
Le lemme montre alors que Qx+ r, et done X + Y, est de rang r si et 
seulement si, pour tout $ gj est combinaison lineaire des fi’ c’est-a-dire pour 
tout i (I$, A,,. . . ,A,) famille like. 
Remarquons enfin que du fait de l’unicite de la decomposition obtenue 
par le pro&de (*) Y est proportionnelle a X si et seulement si il existe X > 0 
tel que pour tout i, Bi = A Ai, ce qui acheve la demonstration. n 
5. MATRICES D’ORDRE n, DE RANG n -2 
L’etude de ce cas, jointe aux resultats du theoreme 3.1, nous permet 
d’achever la description des extremales de P5+ (Proposition 5.1). 
Soit X une matrice de P,,. 
DEFINITION. l?(X) sera dit cyclique si 
(1) I(X) est connexe. 
(2) Chaque indice i est relic par la relation 3 (cf paragraphe 2) a 
lui-meme et a deux autres indices distincts seulement. 
TH~O&ME 5.1. Soit X une matrice o!ans P,' , de rang n - 2. Alms: 
(1) Si n est pair >, 4, X est non extrfhule. 
(2) Si n est impair > 5, X est extrkmule si et seulemfmt si I‘(X) est 
cyclique. 
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La demonstration se fait en quatre &apes. 
(1) Condition nkcessaire. Soit X une matrice d’ordre n, de rang n -2, 
extremale dans F’z . Si un des coefficients diagonaux de X &it nul, I’extremaliti: 
de X entrainemit celle de X’, ou X’ est une matrice d’ordre n - 1, de rang 
n -2, ce qui est impossible [thkoreme 3.1(c)]. On a done i 9% i pour tout 
i=l , . . . ,n. La proposition 3.1 montre que: 
X extremale * 
(?I -2)(n - 1) n(n -3) 
2 
-s & 1 soit s > 
2 - 
D’autre part d’apres le thkoreme 3.1(f), X n’est extremale que si elle comporte 
au plus n - 3 zeros par ligne soit s < n( n - 3)/2. Enfin X extremale implique 
r(X) est connexe (thkoreme 3.1~)) et done X extremale entrame que r(X) est 
cyclique. 
(2) Decomposition par le pro&de (*). Grace a la remarque sur les 
permutations d’indices deja vue a l’occasion du theoreme 3.1, on ne restreint 
pas la generaliti: en &udiant I’extremahtb de X dam le seul cas particulier ou 
I’(X) est le graphe cyclique r, correspondant 8: 
i9ti pour tout i = l,...,n; 
i?Ri+l pourtout i=l,...,n-1; 
n%l. 
Grace au pro&de (*) on obtient, si r(X) = rr: 
X=A,‘A,+ ... +A,_,‘A,_, 
avec: 
‘A, = (a 11, ff21) 0 ,...,O,%,), 
‘A, = (0 ,...,O,aii,ai+li,O,...)O,ani)l 
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puis: 
x12*1n 
CQ2’CYn2 = -- *o 
x11 
d’ou o22 * 0, as2 *O, (Y,,~ z 0 
et de meme: 
aii*o, cxi+l if0, ani f 0 pourtout i=l,...,n-2. (a) 
On a de plus les relations: 
a,, _ la,,i _ 1 + aiiani = Xin = 0 pour-tout i=2,...,n-2. 04 
(3) Existence. Examinons A,, _ s: 
a n-2,n-2’%-l,n-2=Xn-2,n-l >o 
a n-l,“-2’ffn,n-2=Xn-l,n >o 
tandis que le signe de 1y, _ 2, n _ 2* (Y,, n _ 2 est ( - l)(” - 2, - ‘. Done les matrices 
d’ordre n de rang n -2 dont le graphe est cyclique existent si et seulement si 
n est impair. (Done si n est pair, toute matrice d’ordre n de rang n - 2 est non 
extremale). 
(4) Condition suffisante. On utilise le critere Ctabli au paragraphe 4: 
Soient X et Y dew matrices de Z’,’ de rang n - 2, telles que l?(X) = r(Y) = I’r. 
Les decompositions X = A,‘A, + .*. + A,_, ‘A,_s, et Y = BltBl 
+ ... +Bn-afB,_2, ont 4tC d&rites au (2). Sous l’hypothese ou (Bi, A,, . . . , 
A n _ 2) est une famille lineairement dependante, une simple application de la 
methode des determinants bordants montre que, necessairement, iI existe hi 
reel tel que Bi = A i Ai. L’utilisation des relations (b) et (a) du (2) conduit alors 
au r&&tat. w 
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REMARQUE. Soit X une matrice appartenant a I’:+,, de rang n - 2. 
Supposons qu’il existe un sous-ensemble J de (1,. . . , n + P}~, de cardinal n, tel 
que la matrice extraite X’ = (xi j) i, j E J, d’ordre n, soit de rang n - 2 et telle 
que P(X’) est cyclique. Alors la matrice X est extremale. 
En effet, on peut supposer, a permutation des indices pres, que J = (1,. . . , 
n>2 et que P(X’) = Pi. Alors la decomposition de X est: X = AitA, + * * . + 
A n_2tAn-2 avec 
La demonstration precedente reste valable. 
PROPOSITION 5.1. Les seules matrices extkmales de P5+ sent: 
(1) ks matrices de rang 1, 
(2) les matrices de rang 3 dont le graphe est cyclique. 
EXEMPLE. 
1 1 0 0 1 
1 
x= I 0 
2 1 0 0 
1 2 1 0 
0 0 1 1 1 
1 0 0 1 3_ 
“A,=(1 1 0 0 1) 
‘A,=(0 1 1 0 -1) 
‘A,=(0 0 1 1 1). 
6. EXTRkMALES DE Ps+ 
Nous allons maintenant donner une description complete des extremales 
de P,f. 
Soit X une matrice de Pi. Afin de simplifier les notations, introduisons sur 
l’ensemble (1,. . . , 6} la relation: i s j 0 xi j = 0, et remarquons que le graphe, 
note A(X) de cette nouvelle relation, determine aussi la face ‘de X relative a Pe 
(cf. proposition 2.2). 
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PROPOSI’IION 6.1. Les matrices extr&les de P,f sont: 
(1) Les m&rices de rang 1. 
(2) Les matrices obtenues en bordunt une mutrice extkmule de Pz par 
me ligne et me colanne de Z&OS (ou leurs transfdes par une permutation 
des indices). 
(3) Les matrices de rang 3 dent le graphe A(X) pour la relation S est, ci 
permutation des indices p&s, 1 ‘un des graphes suivants: 
I I 
Al: 3- 1 -2-5-6; 2: 3- 1 -2-5-6; 
A,: 1 e -3-4-S-9 A,: l- 2 -3-4-5-6. 
D&non&ration. I&rtons le cas des matrices de rang 1 et des matrices 
dont un coefficient diagonal est nul. Des thborkmes 3.1 et 5.1, on peut 
dkduire que parmi les matrices de PB+ , les matrices de rang 2,4,5 et 6 ne sont 
pas extrkmales. L,e seul cas restant h Btudier est celui des matrices de rang 3. 
Rappelons de plus que pour qu’une matrice X de P,+ de rang 3 soit extrkmale, 
il faut s > 5 (proposition 3.1); il faut Bgalement qu’aucune des lignes de X ne 
comporte 4 ou 5 26ros [thborkme 3.1(c) (f)]. 
Distinguons dew cas: 
ler cus: Une des lignes de X comporte 3 zeros. Par exemple xl2 = xl3 = 
xl4 = 0. Alors si xB ou xM ou xM sont nuls, la matrice est non extrhmale 
[thkorkme 3.1(e)]. D’autre part s > 5 implique que l’une des lignes 2, 3 ou 4 
comport au moins 2 z6ros. Supposons done xS = 0. En &&ant la dbcom- 
position par le pro&S (*) de X, on trouve que si X est extrkmale, nbcessaire- 
ment xS *O.Ona 
X = AlfA, + A,‘A, + A,‘A, 
tA, = (au 0 0 0 a51 %l ) 
% = (0 %z a32 % o ‘%2) 
A priori, se& les coefficients (Ye et a43 peuvent hventuellement s’annuler. 
Appliquant le thborkme 4.1, on trouve, par des calculs analogues B ceux du 
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paragraphe 5 que le graphe A(X), pour une matrice X extremale dam pi est, 
a permutation des indices pres, l’un des dew graphes A 1 ou A 2. 
REMARQUE. Chacune des matrices extremales que l’on vient d’obtenir 
contient une sous-matrice d’ordre 5, de rang 3, extremale dans P5+. 
2&ne ca.s: X a au plus dew coefficients nuls sur chaque ligne. Le 
nombre de zeros de X est s = 5 ou s = 6. 
s = 5: les graphes A(X) possibles pour la relation S sont les suivants (a 
permutation des indices p&s): 
A,: 1 2-3-4-5-6; A,: l-2-3-4-5-6 
A 5: l-2 9-4-5-6; As: l-2 T-4-5-6 
A ,: l-2-3 4-5-6. 
Les graphes A, et A, ne peuvent correspondre a une matrice extremale 
[theoreme 3.1(e)]. Le graphe A, est celui dune matrice extremale (elle 
contient une sous-matrice extremale de I’; ). On verifie, par des calculs 
analogues a ceux du paragraphe 5, que le graphe AS correspond a une matrice 
non extremale, et que le graphe A4 est celui dune matrice extremale. Cette 
matrice ne contient pas de sous-matrice d’ordre 5, extremale dans Pz . 
s = 6: Les graphes possibles a priori sont les suivants: 
As: f-2-3 4-5-6 et As: t-2-3-4-5-6 
Le graphe As correspond a une matrice non extremale [thkoreme 3.1(e)]. On 
verifie, a l’aide du procede (*), qu’aucune matrice de PB+ n’admet A, pour 
graphe. w 
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