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Abstract
We obtain exact expressions for a general class of correlation functions in the 1D
quantum mechanical model described by the Schwarzian action, that arises as the
low energy limit of the SYK model. The answer takes the form of an integral of a
momentum space amplitude obtained via a simple set of diagrammatic rules. The
derivation relies on the precise equivalence between the 1D Schwarzian theory
and a suitable large c limit of 2D Virasoro CFT. The mapping from the 1D to the
2D theory is similar to the construction of kinematic space. We also compute
the out-of-time ordered four point function. The momentum space amplitude
in this case contains an extra factor in the form of a crossing kernel, or R-
matrix, given by a 6j-symbol of SU(1,1). We argue that the R-matrix describes
the gravitational scattering amplitude near the horizon of an AdS2 black hole.
Finally, we discuss the generalization of some of our results to N = 1 and N = 2
supersymmetric Schwarzian QM.
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1 Introduction: Schwarzian QM
In the past few years it has been recognized that holographic CFTs at finite temperature
exhibit characteristics of many body quantum chaos [1, 2, 3, 4, 5]. The SYK model is
a soluble many body quantum system with a well-controlled large N limit that exhibits
maximal chaos and other characteristics that indicate it has a holographic dual given by a 2D
gravity theory on AdS2 [2, 6, 7, 8, 9, 10, 11]. The Schwarzian theory describes the quantum
dynamics of a single 1D degree of freedom f(τ) and forms the theoretical gateway between
the microscopic SYK model and the dual 2D dilaton gravity theory [12, 13, 14, 15, 16].
In this paper we will study the finite temperature correlation functions in the 1D quan-
tum mechanical theory described by the action
S[f ] = −C
∫ β
0
dτ
({
f, τ
}
+
2pi2
β2
f ′2
)
(1.1)
= −C
∫ β
0
dτ
{
F, τ
}
, F ≡ tan
(
pif(τ)
β
)
, (1.2)
where C is the coupling constant of the zero-temperature theory. We will set C = 1/2 from
here on out, unless explicitly stated. Here f(τ + β) = f(τ) + β runs over the space Diff(S1)
of diffeomorphisms on the thermal circle, and
{
f, τ
}
=
f ′′′
f ′
− 3
2
(
f ′′
f ′
)2
(1.3)
denotes the Schwarzian derivative.
The action S[f ] is invariant under SL(2,R) Mo¨bius transformations that act on F via
F → aF + b
cF + d
. (1.4)
The model possesses a corresponding set of conserved charges `a that generate the sl(2,R)
algebra [`a, `b] = iabc`c and commute with the Hamiltonian H. In fact, as reviewed in
section 2, the Hamiltonian H is found to be equal to the SL(2,R) Casimir, H = 1
2
`a`a. The
energy spectrum and dynamics are thus uniquely determined by the SL(2,R) symmetry.
The Schwarzian theory is integrable and expected to be exactly soluble at any value of the
inverse temperature β. In the following, we will label the energy eigenvalues E in terms of
the SL(2,R) spin j = −1
2
+ ik via
E(k) = −j(j + 1) = 1
4
+ k2. (1.5)
2
The constant 1
4
can be removed by choosing appropriate normal ordering in the quantum
theory, and we will drop it throughout most of this work. If we mod out by the overall
SL(2,R) symmetry, the partition sum
Z(β) =
∫
M
Df e−S[f ] (1.6)
reduces to an integral over the infinite dimensional quotient space
M = Diff(S1)/SL(2,R). (1.7)
This spaceM equals the coadjoint orbit of the identity element 1 ∈ Diff(S1), which is known
to be a symplectic manifold that upon quantization gives rise to the identity representation
of the Virasoro group Diff(S1), i.e. the identity module of the Virasoro algebra [17, 18, 19].
We choose the functional measure dµ(f) to be the one derived from the symplectic form on
M, which as shown in [20, 21, 23] takes the form Df = ∏τ df/f ′.
The fact that the space M is a symplectic manifold was exploited in [23] to show that
the partition function Z is one-loop exact and given by
Z(β) =
(pi
β
)3/2
epi
2/β =
∫ ∞
0
dµ(k) e−βE(k) (1.8)
with E(k) as in (1.5) and where the integration measure is given in terms of k by
dµ(k) = dk2 sinh(2pik). (1.9)
This exact result for the spectral density
ρ(E) = sinh
(
2pi
√
E
)
(1.10)
is further indication that the Schwarzian theory is completely soluble. In this paper we will
show that this is indeed the case.
For our analysis we will make use of the more detailed property that the space M in
(1.7) is not just any phase space, but forms the quantizable coadjoint orbit space that gives
rise to the identity module of the Virasoro algebra. As we will show in section 3, this
observation implies that the correlation functions of the Schwarzian theory〈O1 ...On〉 = 1
Z
∫
M
Df e−S[f ]O1 ...On = 1
Z
Tr
(
e−βH O1 ...On
)
(1.11)
can be obtained by taking a suitable large c limit of well-studied correlation functions of an
exactly soluble 2D CFT with Virasoro symmetry. In subsequent sections, we will then use
this relation to explicitly compute the correlation functions of a natural class of SL(2,R)
invariant observables Oi. We will now first summarize our main results.
3
1.1 Overview of results
We will study the correlation functions of the following bi-local operators
O`(τ1, τ2) ≡
( √
f ′(τ1)f ′(τ2)
β
pi
sin pi
β
[f(τ1)− f(τ2)]
)2`
. (1.12)
We can think of this expression as the two-point function O`(τ1, τ2) = 〈O(τ1)O(τ2)〉CFT of
some 1D ‘matter CFT’ at finite temperature coupled to the Schwarzian theory, or equiv-
alently, as the boundary-to-boundary propagator of a bulk matter field coupled to the 2D
dilaton-gravity theory in a classical black hole background.
The bi-local operator (1.12) is invariant under the SL(2,R) transformations (1.4). This
in particular implies that O` commutes with the Hamiltonian H of the Schwarzian theory
[H,O`(τ1, τ2)] = 0. (1.13)
So the bi-local operators are diagonal between energy eigenstates. We will see that the time-
ordered correlation functions of O`(τ1, τ2) indeed only depend on the time-difference τ2− τ1.
Below we will give the explicit formulas for the correlation function with one and two
insertions of the bi-local operator O`. We will call these the two-point and four-point func-
tions, since they depend on two and four different times τi, respectively. In the holographic
dual theory they correspond to the AdS2 gravity amplitude with one and two boundary-to-
boundary propagators. Our eventual interest is to compute the out-of-time ordered (OTO)
four point function, which exhibits maximal Lyapunov behavior and contains the gravita-
tional scattering amplitudes of the bulk theory as an identifiable subfactor.
Two-point function
The two-point function at finite temperature is defined by the functional integral with
a single insertion of the bi-local operator
〈O`(τ1, τ2) 〉 = 1
Z
∫
Df e−S[f ]O`(τ1, τ2) = τ2 τ1` (1.14)
Here we introduced a diagrammatic notation that will be useful below.
The two-point function of the Schwarzian theory at zero temperature was obtained in
[21]. As we will show in section 4, the generalization of their result to finite temperature is
given by a double integral over intermediate SL(2,R) representation labels k1 and k2
〈O`(τ1, τ2)〉 = ∫ 2∏
i=1
dµ(ki) A2(ki, `, τi). (1.15)
4
We will call the integrand the ‘momentum space amplitude’. In section 4 we will obtain the
following explicit formula for A2(ki, `, τi)
A2(ki, `, τi) = e−(τ2−τ1)k21−(β−τ2+τ1)k22 Γ(`± ik1 ± ik2)
Γ(2`)
, (1.16)
where Γ(x ± y ± z) is short-hand for the product of four gamma functions with all four
choices of signs. In the following sections, we will derive the above result from the relation
between the Schwarzian theory and 2D Virasoro CFT, by taking a suitable large c limit
of known results in the latter. We will also perform a number of non-trivial checks on the
result. In particular, it reduces to the zero-temperature result of [21] in the limit β →∞.
Propagators and vertices
From the above expression for the two-point function, we can extract the following com-
binatoric algorithm, analogous to the Feynman rules, for computing time-ordered correlation
functions of bi-local operators in the Schwarzian theory. We remark that these rules are still
non-perturbative in the Schwarzian theory and merely represent a convenient packaging of
the exact amplitudes.
We represent the momentum space amplitude A2(ki, `, τi) diagrammatically as
A2(ki, `, τi) =
k1
τ2 τ1
k2
` (1.17)
The thermal circle factorizes into two propagators, one with ‘momentum’ k1 and one with
‘momentum’ k2. The Feynman rule for the propagator and vertices read
τ1τ2
k
= e− k
2 (τ2−τ1) ,
k2
k1
` = γ`(k1, k2) . (1.18)
The propagator with momentum k represents the phase factor between τ1 and τ2 of an
energy eigenstate with energy E = k2. Each vertex corresponds to a factor
γ`(k1, k2) =
√
Γ(`± ik1 ± ik2)
Γ(2`)
. (1.19)
5
This vertex factor represents the matrix element of each endpoint of the bi-local operator
between the corresponding two energy eigenstates.
Time ordered 4-point function
The time-ordered 4-point function comes in different types, depending on the ordering
of the four different times. The simplest ordering is
〈O`1(τ1, τ2)O`2(τ3, τ4)〉 =
τ3
τ2
τ4
τ1`1
`2
(1.20)
where we assume that the four times are cyclically ordered via τ1 < τ2 < τ3 < τ4. This
ordering ensures that the legs of the two bi-local operators do not cross each other. This
time-ordered 4-point function is given by a triple integral over intermediate momenta
〈O`1(τ1, τ2)O`2(τ3, τ4)〉 = ∫ 3∏
i=1
dµ(ki) A4
(
ki, `i, τi
)
. (1.21)
The momentum amplitude is represented by the diagram
A4
(
ki, `i, τi
)
= ksks
`1
`2
k1
k4
(1.22)
Here we took into account the aforementioned result (1.13) that the bi-local operators com-
mute with the Hamiltonian, so that the same energy eigenstate (labeled by the momentum
variable ks) appears on both sides of each bi-local operator.
Applying the Feynman rules formulated above, we find that the momentum amplitude
of the time-ordered four point function reads
A4
(
ki, `i, τi
)
= e−k
2
1(τ2−τ1)−k24(τ4−τ3)−k2s(β−τ2+τ3−τ4+τ1) γ`1(k1, ks)
2γ`2(ks, k4)
2. (1.23)
In section 4, we will explicitly compute the four-point function from the relationship between
the Schwarzian and 2D CFT and confirm that this is indeed the correct result.4
4Note that the amplitude (1.23) factorizes into a product of two 2-point amplitudes
A4
(
ki, `i, τi
)
= eβk
2
s A2
(
k1, ks, `1, τ21
) A2(k4, ks, `2, τ43) (1.24)
and thus indeed only depends on the two time differences τ21 = τ2 − τ1 and τ43 = τ4 − τ3, as dictated by
equation (1.13).
6
OTO 4-point function
Finally we will turn to our main interest, the out-of-time-ordered 4-point function [2].
We will diagrammatically represent the OTO 4-point function as
〈O`1(τ1, τ2)O`2(τ3, τ4)〉OTO =
τ2
τ3
`2 `1
τ4
τ1
(1.25)
where in spite of their new geometric ordering along the circle, we in fact assume that the
four time instances continue to be ordered according to τ1 < τ2 < τ3 < τ4. Operationally, we
define the OTO correlation function via analytic continuation starting from the time ordered
correlation function with the ordering τ1 < τ3 < τ2 < τ4 as indicated by the above diagram.
Since for this configuration, the legs of the bi-local operators do in fact cross, the resulting
time ordered 4-point function differs from the analytic continuation of the uncrossed 4-point
function (1.23).
In section 5, we will show that the OTO correlation function can be expressed as an
integral over four momentum variables
〈O`1(τ1, τ2)O`2(τ3, τ4)〉OTO = ∫ 4∏
i=1
dµ(ki) AOTO4
(
ki, `i, τi
)
, (1.26)
where the momentum space amplitude is represented by the following diagram (to avoid
clutter, we again suppressed the times τi labeling the end points of the bi-local operators)
AOTO4
(
ki, `i, τi
)
= kskt
`2 `1
k1
k4
(1.27)
Note that we now have four different momentum variables ki. The correlation function will
indeed depend on all four time differences τi+1 − τi.
The final answer for the momentum amplitude of the OTO 4-point function reads
AOTO4
(
ki, `i, τi
)
= e−k
2
1(τ3−τ1)−k2t (τ3−τ2)−k24(τ4−τ2)−k2s(β−τ4+τ1) (1.28)
× γ`1(k1, ks)γ`2(ks, k4)γ`1(k4, kt)γ`2(kt, k1)×Rkskt
[
k4
k1
`2
`1
]
.
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Comparing with the diagram (1.27), we recognize the same propagators and vertex fac-
tors as before. However, the momentum amplitude now also contains an additional factor
Rkskt
[
k4
k1
`2
`1
]
, which takes into account the effect of the two crossing legs in the diagram
(1.27). From the holographic dual perspective, it represents the scattering amplitude of
particles in the AdS2 black hole background [1, 44]. Computing this crossing kernel is one
of the main goals of this paper. We will describe this computation in section 5.
The crossing kernel
The crossing kernel enters as a new entry in the Feynman rules for the Schwarzian correlation
function. It relates the crossed diagram to the uncrossed diagram via
kskt
`2 `1
k1
k4
= Rkskt
[
k4
k1
`2
`1
]
kskt
`1
`2
k1
k4
(1.29)
An alternative name for the crossing kernel is the R-matrix. The matrix Rkskt in fact
depends on six numbers, k1, k4, ks, kt, `1 and `2, that all label the spin of a corresponding
sextuplet of representations of SL(2,R). It satisfies the unitarity property∫
dµ(k) RkskR
†
kkt
=
1
ρ(ks)
δ(ks − kt), ρ(k) = 2k sinh(2pik). (1.30)
The explicit form of the R-matrix can be found in several different ways. The most
convenient method uses the relation between the Schwarzian QM and 2D CFT. In section
5 we will compute Rkskt by taking a large c limit of the CFT R-matrix that expresses the
monodromy of 2D conformal blocks under analytic continuation over the lightcone. This
2D crossing kernel is explicitly known, thanks to the work of Ponsot and Teschner [24], see
also [25, 26]. As shown in [24], the 2D kernel can be expressed as a quantum 6j-symbol of
the non-compact quantum group Uq(sl(2,R)). Taking the large c limit of their formulas, we
obtain that
Rkskt
[
k4
k1
`2
`1
]
= W(ks, kt; `1 + ik4, `1 − ik4, `2 − ik1, `2 + ik1) (1.31)
×
√
Γ(`1 ± ik1 ± iks)Γ(`2 ± ik4 ± iks)Γ(`2 ± ik1 ± ikt)Γ(`1 ± ik4 ± ikt)
where W(a, b, c, d, e, f) denotes a so-called Wilson function, defined as a particular linear
combination of two generalized hypergeometric functions 4F3. The explicit formula is given
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in Appendix B. The Wilson function was introduced in [27], where it was shown that the
above expression in fact coincides with the classical 6j-symbol of the Lie group SU(1, 1).
The appearance of the 6j-symbols in OTO correlation functions should not come as a
surprise. States and operators in the Schwarzian theory are specified by a representation
label of SL(2,R). The crossing kernel relates the OTO 4-point function with the correspond-
ing time-ordered amplitude. It thus applies an isomorphism between two different orderings
of taking a triple tensor product. The 6j-symbols satisfy some remarkable identities known
as the pentagon and hexagon identities. From the point of view of the Schwarzian the-
ory, these identities are consistency requirements that follow from locality, analyticity and
associativity of the operator algebra.
In a future paper, we intend to elaborate on the relation between the R-matrix of the
Schwarzian theory and the gravitational scattering amplitudes of the 2D Jackiw-Teitelbom
model. We will make some preliminary comments on this relation in section 5.3, where we
outline how our results can be used to exhibit the expected maximal Lyapunov growth of
the OTO correlation functions.
This concludes our overview of the explicit expressions of the correlation functions of
the Schwarzian theory. In the following sections, we will explain the method by which we
obtained these results. We also present a few more details of the derivations and perform
some non-trivial checks.
2 Schro¨dinger formulation
In this section, we outline the Hamiltonian formulation of the Schwarzian theory, and how
it is related to other 1D systems with SL(2,R) symmetry. We temporarily set β = 2pi. The
reader familiar with the basic properties of Schwarzian QM can choose to skip this section.
2.1 Zero temperature
We first consider the Schwarzian theory at zero temperature. In this limit, the f˙ 2-term is
dropped in the action (1.1), reducing it to the pure Schwarzian action S =
∫
dτ {f, τ}.5 To
transit to a Hamiltonian description, it is useful to recast the Lagrangian into a first order
form as
L = piφφ˙+ pif f˙ − (pi2φ + pifeφ). (2.1)
This first-order form makes clear that the Schwarzian theory has a four dimensional phase
space, labeled by two pairs of canonical variables (φ, piφ) and (f, pif ). Alternatively, we may
5Here, in this section only, we will write f˙(τ) instead of f ′(τ).
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Figure 1: Overview of different models with underlying SL(2,R) symmetry. Red lines
indicate one-way lines: they are projections that reduce the dimension of the phase space.
view the quantity pif as a Lagrange multiplier, enforcing the constraint f˙ = e
φ. Setting
φ = log f˙ and integrating out piφ, it is readily seen that the above first-order Lagrangian
indeed reduces to the Schwarzian theory. Upon quantization, the variables satisfy canonical
commutation relations [f, pif ] = i and [φ, piφ] = i.
The invariance of the Schwarzian action under Mo¨bius transformations
f → af + b
cf + d
(2.2)
implies the presence of a set of conserved charges
`−1 = pif , `0 = fpif + piφ, `1 = f 2pif + 2fpiφ + eφ,
that satisfy an sl(2,R) algebra. The Hamiltonian H is equal to the quadratic Casimir
H = pi2φ + pife
φ = `20 − 12{`−1, `1} (2.3)
and thus manifestly commutes with the SL(2,R) symmetry generators. In particular, we
can define a mutual eigenbasis of H and pif = `−1
pif
∣∣λ, k〉 = λ∣∣λ, k〉, H∣∣λ, k〉 = E(k)∣∣λ, k〉, E(k) ≡ 1
4
+ k2, (2.4)
which spans the complete Hilbert space of the theory.
The 1D Schwarzian theory is closely related to the free particle on the 3D Euclidean AdS
space H+3 with coordinates (φ, f, f¯) and metric ds
2 = dφ2 + 2e−φdfdf¯ , and to 1D Liouville
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theory. The different 1D models and their connections are summarized in Figure 1. The
H3+ model has SL(2,R) × SL(2,R) symmetry, which is broken to SL(2,R) by setting the
momentum variable p¯if equal to a constant. Similarly, the reduction to the 1D Liouville
theory proceeds by setting pif = µ, which breaks all symmetry.
2.2 Finite temperature
Putting the theory at finite temperature (we continue to set β = 2pi for convenience) rein-
troduces the extra f˙ 2-term in the action (1.1). The effect of this term in the first order
formulation is taken into account by changing the Hamiltonian to
H = pi2φ + pife
φ + e2φ. (2.5)
Upon solving the constraint f˙ = eφ, the added term reduces to e2φ = f˙ 2. This Hamiltonian
still has SL(2,R) symmetry generated by the charges
`−1= cos2(f)pif − sin(2f)piφ + cos(2f)eφ,
`0=
1
2
sin(2f) pif + cos(2f)piφ + sin(2f)e
φ, (2.6)
`1= sin
2(f) pif + sin(2f)piφ − cos(2f)eφ.
These charges satisfy [`0, `±1] = ∓`±1 and [`1, `−1] = 2`0 and all commute with the Hamilto-
nian, which can again be identified with the quadratic Casimir operator H = `20− 12{`1, `−1}.
The SL(2,R) symmetry generated by these charges acts via broken linear transformations
on the uniformizing variable F
F → aF + b
cF + d
, F = tan(f/2), ad− bc = 1. (2.7)
Since pif = `1 +`−1 commutes with H, we can again define a mutual eigenbasis (2.4) that
span the full Hilbert space of the model. The Schro¨dinger wavefunctions of the eigenstates
take the form Ψλ,k(f, φ) = e
iλfψλ,k(φ) where ψλ,k(φ) solves the Schro¨dinger equation(−∂2φ + λeφ + e2φ)ψλ,k(φ) = k2ψλ,k(φ), (2.8)
given by a 1D particle in a Morse potential V (φ) = λeφ + e2φ. The solutions are given
in terms of Whittaker W -functions. The full eigenmode functions normalized in the flat
measure df dφ are given by
Ψλ,k(f, φ) =
√
k sinh(2pik)
4pi3
∣∣Γ(ik + λ/2 + 1/2)∣∣ eiλfe−φ/2W−λ/2,ik (2eφ) . (2.9)
11
2.3 Particle in a magnetic field
There exists an interesting and useful connection between the Schwarzian model and a
particle on the hyperbolic plane H+2 in a constant magnetic field [28]. The Landau problem
on H+2 was first analyzed by A. Comtet and P. J. Houston in [29]. A main result of [29],
which also turns out to be useful for our problem, is an explicit formula for the spectral
density of states.
Writing the H2+ metric as ds
2 = dφ2 + e−2φdf 2, the Lagrangian of the particle is given
by
S =
∫
dt
(1
4
φ˙2 +
1
4
e−2φ f˙ 2 +Bf˙e−φ
)
, (2.10)
which identifies the magnetic vector potential as qAf = Be
−φ with q the charge of the
particle. The Hamiltonian of this system, for fixed constant B, is
HB = p
2
φ +
(
pfe
φ −B)2 , (2.11)
where we denoted the canonical conjugate variables by pφ and pf . The model is again
invariant under Mo¨bius transformations (2.2) and possesses a corresponding set of SL(2,R)
symmetry generators
`−1 = pf , `0 = fpf + pφ , `1 = f 2pf + 2fpφ − pfe2φ + 2Beφ. (2.12)
Once again, the Hamiltonian is equal to the quadratic Casimir. The normalized simulta-
neous eigenmodes of pf (with eigenvalue ν) and HB (with eigenvalue E(k) =
1
4
+ k2 + B2)
take the form [29]
Ψν,k(f, φ) =
√
k sinh(2pik)
4pi3|ν|
∣∣Γ(ik −B + 1/2)∣∣ eiνf e−φ/2WB,ik (2|ν|eφ) . (2.13)
This should be compared with formula (2.9) for the eigenmodes of the Schwarzian model.
Using the above formula for the eigenmodes, it is straightforward to compute the density
of states for the Landau problem on H2+. The result for spectral measure reads
dµB(k) = ρB(k)dk = dk
2 sinh(2pik)
cosh(2pik) + cos(2piB)
. (2.14)
We can use this result to compute the spectral measure of the Schwarzian theory via the
following observation [28]. Upon shifting φ→ φ− log(−2B) with B → i∞, the Hamiltonian
HB reduces to
HB = p
2
φ + pfe
φ +B2, (2.15)
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which, up to the irrelevant constant B2-contribution, coincides with the Hamiltonian (2.3)
for the Schwarzian model at zero temperature. We can use this correspondence to derive
the exact formula for the spectral measure (1.10) of the Schwarzian theory quoted in the
introduction. Starting from Comtet’s result (2.14) and using that cos(2piB) diverges as
B → i∞, we deduce that (up to an irrelevant overall normalization)
dµ(k) = dk2 sinh(2pik). (2.16)
3 Partition function: a 2D Perspective
In this section we will study the path integral formulation of the Schwarzian theory at finite
temperature. In particular, we will use its relationship to the group Diff(S1) to reformulate
1D Schwarzian QM as a suitable large c limit of 2D Virasoro CFT.6
The partition function of the Schwarzian theory (1.1) is defined as the integral
Z(β) =
∫ Df
SL(2,R)
e−S[f ] (3.1)
over invertible functions f , satisfying the periodicity and monotonicity constraints f(τ+β) =
f(τ) + β and f ′(τ) > 0. The space of functions with these properties specifies the group
Diff(S1) of diffeomorphisms of the circle, also known as the Virasoro group.
The SL(2,R) quotient in (3.1) indicates that the functional integral runs over the infinite
dimensional quotient space
M = Diff(S1)/SL(2,R) (3.2)
of diffeomorphisms modulo the group of Mo¨bius transformations (2.7) acting on F =tan(pif
β
).
This space M is called the coadjoint orbit of the identity element 1 ∈ Diff(S1), which is
known to be a symplectic manifold [17, 18]. Its symplectic form takes the following form
ω =
∫ 2pi
0
dx
[
df ′ ∧ df ′′
f ′2
− df ∧ df ′
]
. (3.3)
This observation was used by Stanford and Witten [23] to evaluate the functional integral
with the help of the Duistermaat-Heckman (DH) formula [30].
The DH formula applies to any integral over a symplectic manifold of the schematic form
I =
∫
dpdq e−H(p,q) (3.4)
6Related ideas are formulated in [22].
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where H(p,q) generates, via the Poisson bracket {q, p} = 1, a U(1) symmetry of the manifold.
In this paper we will apply a somewhat different argument: instead of the DH theorem, we
will use the general fact that the phase space integral of the form (3.4) is equal to the
~ → 0 limit of the trace of the quantum operator e−H(p,q) over the Hilbert space obtained
by quantizing the phase space:
I = lim
~→0
Tr
(
e−H(p,q)
)
. (3.5)
The physical intuition that underlies this equality is that for small ~, the Hilbert space
admits an orthogonal basis of states each localized within a Planck cell in phase space. The
trace then takes the form of a sum over all Planck cells, which in the ~ → 0 limit reduces
to the phase space integral defined via the symplectic measure.
The strategy that we plan to follow is to exploit the fact that, if there exists a precise
way to quantize the phase space M and construct the corresponding Hilbert space, then
the formula (3.5) provides an exact and efficient way of computing the integral I.
3.1 Spectral density from modular bootstrap
In our problem, the phase space (M, ω) specified by equations (3.2) and (3.3) can be quan-
tized through the standard methods of co-adjoint orbit quantization. The details of this
quantization step are explained in detail in [17, 18, 19, 20]. It is customary to label the
quantization parameter ~ via
~ =
24pi
c
(3.6)
and introduce the following basis of SL(2,R) invariant functions on M
Ln =
βc
48pi2
∫ β
0
dτ e2piinτ/β
{
F, τ
}
. (3.7)
The main statement that we will need for our purpose is that in the quantum theory, these
functions Ln become identified with the generators of the Virasoro algebra
[Ln, Lm] = (n−m)Ln+m + c
12
(n3 − n)δn+m (3.8)
at central charge c. The classical limit ~ → 0 corresponds to the large central charge limit
c → ∞. The Hilbert space of the quantum theory is given by the identity module of the
Virasoro algebra, i.e the linear space spanned by all states obtained by acting with L−n’s
with n > 2 on the SL(2,R) invariant vacuum state |0〉.
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The Schwarzian action
S[f ] = −1
2
∫ β
0
dτ {F, τ} = −24pi
2
βc
L0 (3.9)
is the generator of a U(1) symmetry f(τ)→ f(τ + δ). This fact was used in [23] to invoke
the DH formula and conclude that the partition function Z(β) is one-loop exact.
For our purpose, the relevant observation is that the exponential of the Schwarzian action
can be expressed as an evolution operator
e−S[f ] = qL0 , q ≡ e− 24pi
2
βc (3.10)
in the quantum theory. We are now ready to apply the above argument, that relates the
phase space integral (3.4) and the ~→ 0 limit of the trace (3.5), to the Schwarzian partition
function (3.1). We obtain the following identity
Z(β) = lim
c→∞
q→1
Tr
(
qL0
)
, q
c
24 = e−
pi2
β = fixed. (3.11)
where the trace is over the identity module of the Virasoro algebra. The quantity χ0(q) =
Tr(qL0) is the identity character of the Virasoro algebra. Geometrically, it represents the
torus partition function of a chiral identity sector of a 2D CFT. Taking the limit q → 1
amounts to sending the modular parameter τ → 0. In this limit, the torus degenerates into
an infinitesimally thin circular tube. The long direction of the circular tube is the original
thermal circle of the Schwarzian theory. The short direction is a fiducial circle that we added
in order to write the integral over M as a trace.
The identity character of a c > 1 CFT takes the form
Tr
(
qL0
) ≡ χ0(q) = q 1−c24 (1− q)
η(τ)
, (3.12)
where η(τ) denotes the Dedekind eta function η(τ) = q
1
24
∏∞
n=1(1− qn) with q = e2piiτ .7 The
factor (1 − q) in the above formula for the identity character accounts for the presence of
the null state L−1|0〉 = 0.
7We apologize to the reader for temporarily also using the symbol τ for the modular parameter q = e2piiτ
of the torus. Using equation (3.11), we can express the modular parameter τ in terms of the temperature
β of the Schwarzian and the central charge c of the auxiliary 2D CFT via
τ =
12pii
βc
. (3.13)
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It is now straightforward to combine equations (3.11)-(3.12) and extract an exact ex-
pression for the Schwarzian partition function. This can be done in two ways. First, from
the identity η(− 1
τ
) =
√
τ2η(τ) we derive that for q ∼ 1, we can replace η(τ) ∼ (τ2)−1/2eipiτ/6.
Using this result, we can directly take the large c limit of equation (3.11) and deduce that
Z(β) takes the following form
Z(β) = eS0+βE0
(
pi
β
)3/2
exp
( pi2
β
)
. (3.14)
Here we absorbed a (divergent) zero-point entropy S0 and a zero-point energy E0 contribu-
tion in the prefactor. This formula matches with the exact result found in [23, 31].
Alternatively, we can apply the modular transformation τ → −1/τ directly to the iden-
tity character χ0(q) as a whole, and use the known formula for the modular S-matrix for
c > 1 Virasoro CFT to decompose the result in terms of Virasoro characters in the dual
channel. For this it is convenient to parametrize the highest weights ∆ of the Virasoro
representations and the central charge c as follows8
∆(P ) =
Q2
4
+ P 2, c = 1 + 6Q2 = 1 + 6
(
b+ b−1
)2
. (3.15)
The modular transformation rule of the Virasoro characters then reads
χ0 (q) =
∫ ∞
0
dP SP0 χP (q˜), q˜ = e
−βc
6 , χP (q˜) =
q˜P
2
η(τ˜)
, (3.16)
where the modular S-matrix is given by
SP0 = 4
√
2 sinh
(
2pibP
)
sinh
(
2piP
b
)
. (3.17)
We now set
k =
P
b
, E =
∆− c−1
24
b2
= k2 (3.18)
and take the limit b→ 0 (which sends c→∞) while keeping k, E fixed. In this limit
SP0 ∼ 2k sinh(2pik), χP (q˜) ∼ e−βk
2
. (3.19)
8This parametrization is familiar from Liouville CFT. We emphasize, however, that in this section we
are using completely general properties of genus one Virasoro characters.
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Figure 2: The spectrum of states in the Schwarzian theory arises from the CFT spectrum of states
with conformal dimension ∆ = c−124 + b
2E, in the limit b → 0. The operators in the Schwarzian
are all light CFT operators with conformal dimension ∆ = `.
The second formula has a clear physical significance. The large c limit sends q˜ → 0, which
turns the operator q˜L0 into a projection operator on the lowest energy state in the given
channel. Combining (3.11), (3.16) and (3.19) we obtain that
Z(β) =
∫ ∞
0
dµ(k) e−βE(k), dµ(k) = dk2 sinh(2pik), (3.20)
reproducing the result obtained in [23].
While the explicit formula (3.20) for the spectral density is not a new result, our deriva-
tion provides a new and useful perspective on the Schwarzian theory. Specifically, it indicates
that the 1D model arises as a special c → ∞ limit of 2D Virasoro CFT, in which we only
keep the states with conformal dimensions ∆ close to the threshold ∆c =
c
24
(Figure 2).
The above modular bootstrap argument identifies a natural spectral density on the space
of Virasoro representations, given by the modular S-matrix element SP0 [32]. This spectral
density is not a specific property of a particular 2D CFT, but a universal measure analogous
to the Plancherel measure on the space of continuous series representations of SL(2,R). This
measure is defined for any value of the central charge c. We have shown that, after taking
the large c limit while zooming in close to ∆c =
c−1
24
, it coincides with the exact spectral
density of the Schwarzian theory. In the following sections we will generalize this observation
with the aim of studying correlation functions.
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Figure 3: The identity character can be represented as the annulus partition sum of the Virasoro
CFT, or by using channel duality, as the transition amplitude between two ZZ boundary states.
3.2 Spectral density from ZZ branes
As further preparation for the study correlation functions, it is useful to derive the formula
for the spectral density from yet another slightly different perspective. As mentioned above,
the identity character χ0(q) represents the chiral genus one partition function of the identity
sector of the Virasoro CFT. Alternatively, we can identify χ0(q) with the partition function
of the Virasoro CFT on the annulus. This annulus partition function is equal a trace over
an open string sector of the Virasoro CFT, or by using channel duality, as the transition
amplitude between two ZZ boundary states [33, 34].
χ0(q) = 〈ZZ|q˜L0 |ZZ〉. (3.21)
The Schwarzian theory arises in the limit q → 1, which in the dual closed string channel
corresponds to the limit q˜ → 0, as shown in Figure 3. Note that the insertion of the ZZ
branes cuts the thermal circle of the Schwarzian theory into two halves.9
The ZZ boundary state is given as an integral over Ishibashi boundary states [34]10
|ZZ〉 =
∫ ∞
0
dP ΨZZ(P ) ||P 〉〉, ΨZZ(P ) = 2piiP
Γ(1− 2ibP )Γ(1 + 2iP
b
)
. (3.22)
In the limit we are considering the boundary states are associated to a circle with a radius
that goes to zero (if we map the cylinder to the complex plane) and this allows us to
approximate ||P 〉〉 → |P 〉. This is the main feature that will allow us later to compute
correlation functions since it can be used to turn a correlation function between ZZ-branes
9This approach to the geometric quantization of the Virasoro group seems related to the one put forward
in [35] for compact groups, but using a topological theory instead of a CFT.
10Here and in the following, we drop irrelevant overall constant factors.
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into an integral of a correlation function on the sphere. Using this and taking q˜ = e−β/b
2
,
where β is the temperature of the Schwarzian theory, the partition function becomes
Z =
∫ ∞
0
dP |ΨZZ(P )|2 e−β
P2
b2 , |ΨZZ(P )|2 = sinh
(
2pibP
)
sinh
(
2piP
b
)
. (3.23)
For small b this integral is dominated by states with P of order b. Therefore we define
P = kb and take the b→ 0 limit; we recover the result (3.20).
4 Schwarzian correlators from ZZ branes
In this section we will exploit the relationship between the Schwarzian theory and Virasoro
CFT to compute finite temperature correlation functions of SL(2,R) invariant operators in
the Schwarzian theory. The simplest such operator is the Schwarzian itself. Its correlation
functions are completely fixed by symmetries and are described in Appendix A.
A more interesting class of correlation functions are those involving the bi-local operators
O`(τ1, τ2) ≡
( √
f ′(τ1)f ′(τ2)
β
pi
sin pi
β
[f(τ1)− f(τ2)]
)2`
. (4.1)
These operators naturally live on the 2D space K parametrized by pairs of points (τ1, τ2) on
the thermal circle. We will call K kinematic space, since it plays an analogous geometrical
role as the kinematic space associated with 2D holographic CFTs [36, 37].
To exhibit the geometry of kinematic space K, let us – motivated by the form (4.1) of
the bi-local operators – associate to any point (u, v) ∈ K a classical field φcl(u, v) via
eφcl(u,v) =
√
f ′(u)f ′(v)
β
pi
sin pi
β
[f(u)− f(v)] . (4.2)
This field satisfies the Liouville equation
∂u∂vφcl(u, v) = e
2φcl(u,v). (4.3)
Hence kinematic spaceK naturally comes with a constant curvature metric ds2 = e2φ(u,v)dudv,
and looks like a hyperbolic cylinder with an asymptotic boundary located at u = v. Note,
however, that the metric on kinematic space is now a dynamical quantity that depends on
the dynamical diffeomorphism f(τ).
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Figure 4: Geometry of the classical Liouville background between two ZZ branes.
4.1 ZZ branes and kinematic space
Given the similarity between the two geometric structures, it is tempting to look for a direct
identification between the kinematic space K and the geometry of Liouville CFT bounded
by two ZZ-branes. To make this idea more explicit, let us consider Liouville CFT with ZZ
branes placed at the spatial positions σ = 0 and σ = pi. The time direction is parametrized
by τ . The action describing this system is
S =
c
192pi
∫
dτ
∫ pi
0
dσ
[
(∂φ)2 + 4µe2φ
]
(4.4)
For our application, the only role of the Liouville CFT is to provide a convenient geometrical
description of the Virasoro partition function and conformal blocks. Indeed, Liouville theory
is known to be equivalent to the geometric Lagrangian associated with the symplectic form
ω on Diff(S1) quoted in the previous section.11
We introduce the light-cone coordinates u = τ + σ and v = τ − σ. We are interested
in the limit c → ∞. In this limit, the functional integral localizes on the space of classical
solutions to the Liouville equation of motion. The boundary conditions of φ are that the
regions near σ = 0 and σ = pi corresponds to the asymptotic regions of a hyperbolic cylinder.
It is shown in [38] that the lowest energy solution is 4µ4e2φ = sin−2 σ. Written in the form
ds2 = e2φdudv this describes a hyperbolic geometry of the form shown in Figure 4.
As explained e.g. in [39], the most general classical solution of Liouville theory can
be obtained by starting with a representative φ(u, v) for a given conformal class and then
apply a general conformal transformation e2φ(u,v) → f ′(u)f ′(v)e2φ(f(u),f(v)). The most general
solution thus takes the form given in equation (4.2), after performing a rescaling that maps
the distance between the ZZ-branes from pi to β/2. These solutions are all isomorphic to
the geometry shown in Figure 5. We can interpret this 2d space as a kinematic space of the
Schwarzian theory. Note, however, that in our case, the kinematic space is in fact dynamical.
11The parameters Q = b + b−1 and P used in the expressions (3.15) of the central charge c and the
conformal dimension ∆ are naturally identified with the background charge of the Liouville CFT and the
‘Liouville momenta’ of the vertex operators VP with conformal dimension ∆.
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Figure 5: The kinematic space of the Schwarzian theory. The bi-local operator (4.1) in the 1D
QM is represented by a local Liouville CFT vertex operator in the 2D bulk. The boundary of
the kinematic space corresponds to the limit where the two end-points of the bi-local operator
coincide.
Finally, we remark that the equivalence between the Schwarzian and the large c limit of
Liouville CFT is of course not surprising. It is well-known that the Liouville stress tensor
T = 1
2
(φ′)2 + φ′′ reduces to the Schwarzian derivative when evaluated on a general classical
solution of the form (4.2). This observation can be used to show that the Liouville lagrangian
in a combined large c and DLCQ limit reduces to the Schwarzian action.
4.2 Two-point function
In this section we will study the correlation function of a single bi-local operator
G`(τ1, τ2) = 〈O`(τ1, τ2)〉. (4.5)
It is here that our method really gets extra mileage compared to other approaches. From the
saddle-point solution (4.2) for the field φ we see that the Liouville vertex operators e2`φ(u,v)
and the bi-local operators O`(τ1, τ2) placed between two ZZ branes become identical, if we
identify u = τ1 and v = τ2. Motivated by this, we will propose the following identification
between the correlation functions of both theories
Insertion of O`(τ1, τ2) in Schwarzian ↔ Insertion of V` = e2`φ(τ1,τ2) in Liouville CFT
In the rest of this section we will present detailed evidence in support of this proposal.
Now we will compute the one-point function of the operator V` = e
2`φ(τ1,τ2) between
ZZ-branes. Via the method of images, we can map this one-point function to the chiral
two-point function on a torus. There is no known closed expression for this two-point
function for finite c. Nevertheless we will be able to compute it in the limit relevant for
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the comparison with the Schwarzian theory. Using the known wavefunction (3.22) of the
ZZ-branes and approximating the Ishibashi states by primary states we can write (dropping
overall constant prefactors)
〈ZZ|V`(z, z¯)|ZZ〉 =
∫
dPdQ Ψ†ZZ(P )ΨZZ(Q)〈P |V`(z = e
τ1
b2 , z¯ = e−
τ2
b2 )|Q〉. (4.6)
We are taking the limit b → 0 in which the spatial circle in the closed string channel is
going to zero. This enables us to use the minisuperspace approximation for the Liouville
CFT wavefunctions, which in effect amounts to a truncation of the full Liouville CFT to the
Liouville zero-mode. Thus we can compute the correlation function in the following way
〈ZZ|V`|ZZ〉 =
∫
dPdQ Ψ†ZZ(P )ΨZZ(Q)〈P |e−(β−τ)He2`φe−τH |Q〉, (4.7)
where the external states are associated to a wavefunction of the Liouville zero mode
ΨP (φ) = 〈φ|P 〉 = 2
Γ
(−2iP
b
) K2iP/b (eφ) . (4.8)
This state has energy E = P 2/b2. If we call P = bk2 and Q = bk1, the integral that gives the
amplitude between states |P 〉 and |Q〉 matches exactly with the b → 0 limit of the DOZZ
formula [40]
〈P = bk2|e2`φ|Q = bk1〉 =
∫
dφ Ψ†P (φ)ΨQ(φ)e
2`φ =
Γ(`± i(k1 ± k2))
Γ(2ik2)Γ(2ik1)Γ(2`)
. (4.9)
Combining this result with the known exact form (3.22) of the wavefunction of the
ZZ-branes and dividing by the partition function, we obtain the following formula for the
Euclidean two-point function of the Schwarzian theory
Gβ` (τ1, τ2) =
( β
pi2
)3/2
2
√
pie
pi2
β
∫
dµ(k1)dµ(k2)e
−|τ |k21−(β−|τ |)k22 Γ
(
`± i(k1 ± k2)
)
Γ(2`)
(4.10)
where τ = τ12, dµ(k) = dk
2 sinh(2pik) and the ± signs mean that one multiplies the Γ-
functions with all combinations of signs.12 This is valid for −β < τ < β and needs to be
periodically continued beyond this interval. This was done for Euclidean time, to obtain the
Lorenzian two-point function we need to Wick rotate τ to imaginary values which will be
discussed shortly. If the Schwarzian is thought of as a low energy limit of the SYK model
12Γ
(
`± i(k1 ± k2)
)
= Γ
(
`+ i(k1 + k2)
)
Γ
(
`+ i(k1 − k2)
)
Γ
(
`− i(k1 + k2)
)
Γ
(
`− i(k1 − k2)
)
.
22
0 10 20 30 40 50 60
0
1
2
3
β
6(
G
β 2
−
G
∞ 2
)∣ ∣ τ→0
0 0.2 0.4 0.6 0.8 1
1
2
3
4
5
τ/β
G
β `
(τ
)
g−2 = 0.06
g−2 = 0.3
g−2 = 4
saddle-point
Figure 6: Left: On the y-axis we plot the numerical evaluation of the τ → 0 limit of 6(Gβ(τ) −
G∞(τ)) (blue dots), which coincides with the expectation value of the Schwarzian (full black line).
Right: Exact two-point function for ` = 1/4, and different values of β. We indicate the parameter
g−2 = 2piβ . The dashed black line indicates the saddle-point result (4.16).
then ` = 1/q is the conformal dimension of the fermions in the theory, if the interaction
involves q fermions.
The formula (4.10) is the result quoted in the introduction.13 As explained in section 1.1,
one can decompose the integrand in (4.10) into elementary factors analogous to propagators
and vertices in the Feynman rules of QFT. We will not repeat these rules here.
In the remainder of this subsection we will check this result in special limiting regimes.
First we can check that (4.10) behaves for τ12 → 0 as Gβ` (τ1, τ2) = τ−2`12 + ... This is the
expected behavior. We can also take the zero-temperature limit β →∞. In this limit, our
two-point function reduces to
G∞` (τ1, τ2) =
∫
dk2 sinh (2pik) e−|τ |k
2 Γ2(`+ ik)Γ2(`− ik)
2pi2 Γ(2`)
, (4.11)
which coincides with the result found in [21].14
For the case ` = 1 we can go further, since we know that the next-to-leading order term
13There and in the following we omit the overall constant in front of the integral expression (4.10).
14 In particular this implies that in the zero-temperature limit the two-point function at large times
τ →∞ behaves as a power-law independently of ` as
G∞` (τ1, τ2) =
Γ(`)4
22`Γ(2`)
1
τ
3/2
12
+ . . . , τ →∞. (4.12)
This behavior matches with the numerical computation done in [21] using the SYK model.
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for τ12 → 0 is given by the Schwarzian itself:(
pi
√
f ′(τ1)f ′(τ2)
β sin pi
β
[f(τ1)− f(τ2)]
)2
=
1
τ 212
+
1
6
{
tan
pif(τ)
β
, τ
}
+ . . . (4.13)
This will give us a non-trivial check on the temperature dependence of the exact two-point
function. We can obtain the expectation value of the Schwarzian by taking derivatives of
the partition function
〈{
tan
pif(τ)
β
, τ
}〉
=
2pi2
β2
+
3
β
+ const. (4.14)
The constant factor depends in part on the zero-point energy. We can eliminate this factor
by substracting the zero-temperature limit of the correlation function
Gβ1 (τ)−G∞1 (τ)
1/6
∣∣∣∣
τ→0
=
2pi2
β2
+
3
β
. (4.15)
We checked numerically that our formula matches this expectation, as shown in Figure 6.
We can also take the weakly coupled (large C) limit. In our conventions, since we are
keeping C fixed, this limit is equivalent to taking β → 0 with τ/β fixed. In this regime,
quantum corrections are suppressed and correlation functions should be well-approximated
by replacing the saddle-point solution
Ocl` (τ1, τ2) =
( pi
β sin pi
β
τ
)2`
. (4.16)
We have checked that our exact result (4.10) indeed has this property, see Figure 6.
Real-time two-point function and the thermofield double
To conclude this section, we will make some remarks on the real-time continuation and
physical application of these results.
The two-point function (4.10) has a branch point at τ = 0 and two branch cuts running
on both sides along the real axis. This is because no spacelike separated points exist in
0+1D. This can then be periodically continued along the entire τ -axis (Figure 7), with
periodic branch cuts.
In real time, two possible continuations exist by setting iτ → t±i, where the + sign is for
τ > 0 and the − sign for τ < 0. These correspond to Lorentzian time-ordered G+` (t1, t2) and
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Figure 7: Left: Analytic structure of the two-point function. The green line represents
the Euclidean regime. Time-ordered and anti-time-ordered Lorentzian two-point functions
can be found by analytically continuing these expressions to respectively t± i (blue lines).
Right: Relevant analytic continuation for the thermofield double two-point function.
anti-time-ordered two-point functions G−` (t1, t2) respectively, for t1 > t2 given as expectation
values of the following bilocal operators:
O+` (t1, t2) = 〈O`(t1)O`(t2)〉CFT ,
(4.17)
O−` (t1, t2) = 〈O`(t2)O`(t1)〉CFT ,
where O±` (t1, t2) ≡
( √
f ′(t1) f ′(t2)
β
pi
sinh pi
β
[f(t1)−f(t2)]±i
)2`
. The explicit expression for G±` (t) reads (ignor-
ing the constant prefactor, and with γ`(k1, k2) as given in equation (1.19) )
G±` (t) =
∫
dµ(k1)dµ(k2) e
±itk21−(β±it)k22e−k
2
1−k22 γ`(k1, k2)2 (4.18)
with Gaussian damping introduced by . The  → 0+ limit is well-defined for both cases,
but in general different. This means the commutator of time-separated operators:
O+` (t1, t2)−O−` (t1, t2) = 〈[O`(t1),O`(t2)]〉CFT , (4.19)
does not vanish in expectation values:
G+` (t12)−G−` (t12) =
〈O+` (t1, t2)−O−` (t1, t2)〉 6= 0. (4.20)
This is as expected since all points are timelike separated on the 1D line. Likewise, one
can consider other real-time two-point functions of interest, such as the retarded correlator:
Gret` (t1, t2) =
(
G+` (t1, t2) +G
−
` (t1, t2)
)
θ(t12).
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The long-time behavior of these correlators is easy to determine due to destructive
oscillations of the ki-integrals, and gives (ignoring irrelevant prefactors)
G±` (t)→
1
t3/2
1
(β ± it)3/2β
3/2. (4.21)
At intermediate times (or zero temperature) for which 1  t  β, G±` (t) ∼ 1/t3/2 and at
long times t  β, G±` (t) ∼ 1/t3. In either case, the correlator decreases monotonically to
zero. Hence no Poincare´ recurrences occur at very long times. The Schwarzian theory is
rather peculiar from this perspective, as it has a continuum of states, thereby foiling the
standard argument for recurrences, but its density of states or entropy do not exhibit a
volume-divergence. Instead the divergence in the entropy arises due to an infinite S0 (which
was irrelevant for our entire discussion), signaling that one needs to go back to its UV
completion (e.g. SYK) to understand the very long time behavior of the theory.
Replacing τ → τ + β
2
has the effect of moving one operator insertion to the thermal
copy of the thermofield double, which in the small coupling (small C) limit is just the
eternal AdS2 black hole (Figure 8) [41]. We note that our discussion here does not assume a
holographic bulk; in a sense we will see what can be deduced of the alleged bulk dual purely
from the Schwarzian system. In real time:15
〈TFD| OL` (t1)OR` (t2) |TFD〉 =
〈O` ( iβ2 − t1)O`(t2)〉CFT = O`( iβ2 − t1, t2) (4.22)
where the thermofield double state is
|TFD〉 = 1√
Z
∑
i
e−
βEi
2 |∗i〉L ⊗ |i〉R . (4.23)
When performing the Lorentzian real-time continuation, no branch cuts are encountered and
G+ and G− coincide (see figure 7). In particular the commutator vanishes, confirming that
all points on opposite sides of the thermofield double are spacelike separated. This indicates
that the bulk spacetime has a horizon, and that looks identical to the eternal black hole
space-time [41]. It is interesting that the causal structure of the dual bulk can be decoded
from these correlation functions. Quantum fluctuations of the time reparametrization f(τ)
in themselves are not sufficient to allow communication between both sides. This is of course
expected, as to make the wormhole traversable, one would need to add an explicit interaction
connecting the two copies of the thermofield double [42][43]. Ignoring the prefactors, the
real-time thermodouble correlator can immediately be written down:
GLR` (t) =
∫
dµ(k1)dµ(k2) e
−(β2 +it)k21−(β2−it)k22 Γ
(
`± i(k1 ± k2)
)
Γ(2`)
. (4.24)
15The minus sign in front of t1 on the right hand side corresponds to time running oppositely in the
double, but can be ignored in this discussion.
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tFigure 8: Two-point correlator in a thermodouble system. The saddle is the black hole
solution, whose Penrose diagram is drawn. One can readily compute correlators on opposite
sides of the wormhole. The Schwarzian path integral contains time reparametrizations of
the boundary lines that are constrained to start and end at the same points as the eternal
black hole time coordinate. A sample clock-ticking configuration is drawn.
Taking the small temperature limit, one obtains
GLR` (t) →
β3/2(
β
2
− it)3/2 (β
2
+ it
)3/2 → 0. (4.25)
This behavior corresponds to the disappearance of left-right correlation in the extremal
black hole limit, generalizing this statement from just the classical saddle point to the full
quantum gravity regime.
4.3 Four-point function
Next we consider the time-ordered four point function, given by the two-point function of
two bi-local operators.
G`1`2(τ1, τ2, τ3, τ4) =
〈O`1(τ1, τ2)O`2(τ3, τ4)〉. (4.26)
There are different choices for how to order the four different times. Here we will assume
that the time instances are cyclically ordered via τ1 < τ2 < τ3 < τ4. In the diagrammatic
representation of the amplitudes, this ordering ensures that the legs of the two bi-local
operators do not cross each other, as indicated in the left-hand side diagram of Figure 10.
We will compute this four-point function by applying the dictionary between the Schwarzian
and 2D Liouville CFT. This leads us to consider the following two-point function of primary
operators between two ZZ-branes
G`1`2 = 〈ZZ|V`1(z1, z¯1)V`2(z2, z¯2)|ZZ〉. (4.27)
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As explained above, this can be interpreted as a four point function (4.26) in the Schwarzian
theory if we identify z1 → τ2, z¯1 → τ1, z2 → τ3 and z¯2 → τ4. For the time-ordered operator,
the locations (z1, z¯1) and (z2, z¯2) are chosen to be timelike separated, as indicated on the
left-hand side in Figure 9, so that their past lightcones do not intersect.
τ1 τ2τ4 τ3 τ1 τ4τ3 τ2
Figure 9: The four-point function in the Schwarzian theory corresponds to a two-point function
of two bulk Liouville vertex operators. If the two bulk operators are timelike separated (left), the
correlation function and the end-points of the two bi-local operators are time ordered. If the two
bulk operators are spacelike separated (right), the legs of the bi-local operators (which follow 2D
light-cone directions starting from each vertex) cross each other. Time-ordered and out-of-time
ordered correlation functions are thus related by the CFT monodromy matrix that relates the
timelike separated and spacelike separated two-point functions.
ksks
`1
`2
k1
k4
τ3
τ2
τ4
τ1
kskt
`2 `1
k1
k4
τ2
τ3
τ4
τ1
Figure 10: The diagrammatic representation of the two types of four-point functions. The left
diagram depicts the time-ordered four-point function (4.26) with τ1 < τ2 < τ3 < τ4. The diagram
on the right represents the out-of-time ordered four point function: in contrast with the geometric
ordering, we assume that the four time instances are still ordered as τ1 < τ2 < τ3 < τ4. The OTO
correlation function is defined via analytic continuation from the time-ordered correlation function.
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As before, we can go to the closed string channel and write the four point function as
G`1`2 =
∫
dPdQ Ψ†ZZ(P )ΨZZ(Q) 〈P |V`1(z1, z¯1)V`2(z2, z¯2)|Q〉. (4.28)
In the Schwarzian limit we are allowed to replace the Ishibashi states ||P 〉〉 by the corre-
sponding primary states |P 〉. The correlation function on the right-hand side is computed
on the sphere and can be expanded in conformal blocks in the V`2VQ → V`1VP channel.
We thus arrive at the following representation for the time-ordered four point function
in terms of 2D CFT data
〈P |V`1(z1, z¯1)V`2(z2, z¯2)|Q〉 = (4.29)∫
dPs C(−P, `1, Ps)C(−Ps, `2, Q) FPs
[
`1
P
`2
Q
]
(z1, z2) FPs
[
`1
P
`2
Q
]
(z¯1, z¯2)
where C(1, 2, 3) is the DOZZ OPE coefficient. The cross-ratios in these formulae are given
by z = z1/z2 and z¯ = z¯1/z¯2. The conformal blocks are defined by the following normalization
FPs
[
`1
P
`2
Q
]
(z1, z2) = z
∆P−∆s
1 z
∆s−∆Q
2
(
1 + . . .
)
(4.30)
where the . . . denote higher order terms in z and z¯. To take the Schwarzian limit, we set
P = bk1, Q = bk4 and send b → 0, while simultaneously sending z → 0. In this limit the
conformal block becomes trivial.16 Using the same notation as in the previous section, we
obtain17
Gβ`1`2 =
∫
dk21dk
2
4dk
2
s sinh 2pik1 sinh 2pik4 sinh 2piks (4.31)
× e−k21(τ2−τ1)−k24(τ4−τ3)−k2s(β−τ2+τ3−τ4+τ1) Γ(`2 ± ik4 ± iks) Γ(`1 ± ik1 ± iks)
Γ(2`1) Γ(2`2)
.
This integral expression is only valid in the regime τ4 > τ3 > τ2 > τ1.
The formula (4.31) is identical to the result (1.23) quoted in the Introduction. Again,
it is possible to disentangle the full expression (4.31) into propagators and vertices. Or
conversely, applying the Feynman rules outlined in section 1.1 to the diagram on the left in
Figure 10, we directly obtained the full result (4.31) for the time-ordered four-point function.
16As we will see in the next section, the 2D conformal blocks exhibit non-trivial monodromy properties
under analytic continuation. These will turn out to be an essential ingredient in the computation of out-of-
time-ordered correlation functions.
17The zero-temperature limit factorizes as G∞`1`2 = G
∞
`1
G∞`2 . This could have been deduced immediately
due to (1.13) and cluster decomposition. This zero-temperature result is in agreement with [21]. This fac-
torization would not have happened had we computed the time-ordered correlator
〈O`1(τ1, τ4)O`2(τ2, τ3)〉.
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For later reference, we summarize the above calculation of the four point function by
means of the following diagram:
G`1`2 =
∫
dP dQdPs Ψ
†
ZZ(P )ΨZZ(Q) ×
P
Q
Ps
`1
`2
×
P
Q
Ps
`1
`2
(4.32)
As indicated, the insertion of the ZZ states splits the thermal circle into two halves, each
given by a chiral conformal block of the 2D Virasoro CFT. Each half has the same interme-
diate momentum Ps, and all momenta are integrated over. In the figure, we have absorbed
the OPE coefficients into the definition of the conformal blocks.
5 OTO four point function
In this section we consider the out-of time ordered four-point function
GOTO`1`2 (τ1, τ2, τ3, τ4) =
〈O`1(τ1, τ2)O`2(τ3, τ4)〉OTO (5.1)
The OTO prescription can be implemented in different ways. One convenient choice is to
complexify the time coordinates, and choose the real and imaginary parts as follows
τ1 = −β
4
+ it1, τ2 =
β
4
+ it1, τ3 = −β
4
+ it2 τ4 =
β
4
+ it2, (5.2)
and consider a time contour prescription as indicated in Figure 11.
To compute the OTO correlation functions, one could try to explicitly perform the
three integrals in equation (4.31) for the time-ordered correlation function, write G`1`2 as an
analytic function of the four times τi and then perform the appropriate analytic continuation.
However, at present we do not know how to perform the integrals explicitly, so this direct
approach is not practical. Luckily, the 2d perspective of the Schwarzian theory as a limit
of 2D Virasoro CFT theory gives another way to solve the problem. In this section we will
combine the calculation presented above with the ideas of [44] to compute the exact OTO
four-point function. Technical details are delegated to Appendix B.2.
Most recent studies of OTO correlation functions in (putative) chaotic systems have
focussed on the time-dependence. However, as originally pointed out in [44], to exhibit
the dynamical mechanism that underlies the Lyapunov behavior, it is equally informative
to study the four-point function in Fourier space, in which one fixes the energies of the
30
−β/2
β/2
τ1
τ2
τ3
τ4
τ1 = −β4 + it1, τ3 = −β4 + it2
τ2 =
β
4
+ it1, τ4 =
β
4
+ it2
Figure 11: Time ordering prescription for the out-of-time ordered four point function at finite
inverse temperature β. Note that the time operator insertion at τ3 acts before the operator insertion
at τ2, even though in real time t1 = Im(τ2) is earlier than t2 = Im(τ3).
intermediate states. The latter approach is also more naturally incorporated into our con-
struction of the Schwarzian amplitudes in terms of the momentum space amplitudes.
Before we turn to the derivation, let us first write out the explicit form for the OTO four
point function, as follows from the application of the Feynman rules presented in section
1.1 to the diagram on the right-hand side of Figure 10:
GOTO`1`2 =
∫
dk21dk
2
4dk
2
sdk
2
t sinh 2pik1 sinh 2pik4 sinh 2piks sinh 2pikt
×
∣∣Γ(`2 + ik4 ± iks)Γ(`1 + ik1 ± iks)Γ(`2 + ik1 ± ikt)Γ(`1 + ik4 ± ikt)∣∣
Γ(2`1) Γ(2`2)
(5.3)
× Rkskt
[
k4
k1
`2
`1
] × e−k21(τ3−τ1)−k2t (τ3−τ2)−k24(τ4−τ2)−k2s(β−τ4+τ1) .
The essential new ingredient in this expression is the R-matrix Rkskt
[
k4
k1
`2
`1
]
. Its explicit form
is given in Appendix B.2. By gauge/gravity duality this quantity describes the S-matrix
corresponding to scattering of particles close to the horizon of a black hole. In other words,
the integrand is already capturing the information we need to relate the out-of-time-ordered
correlation function to gravitational properties of the event horizon. In the remainder of
this section, we will explain how the above result arises from the correspondence with 2D
CFT, how to extract the time dependence and Lyapunov behavior, and how it matches with
2→ 2 scattering via gravitational shockwaves.
5.1 The R-matrix
The OTO four-point function in the Schwarzian theory corresponds to a two-point function
of two bulk Liouville vertex operators that are spacelike separated, so that the past lightcones
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of the two operators cross each other as indicated on the right in Figure 9. From the point of
view of the 2D CFT, this means that one of the chiral conformal blocks has been analytically
continued to an OTO conformal block
GOTO`1`2 = 〈ZZ|V`1(z1, z¯1)V`2(z2, z¯2)|ZZ〉OTO, (5.4)
=
∫
dPdQ Ψ†ZZ(P )ΨZZ(Q) 〈P |V`1(z1, z¯1)V`2(z2, z¯2)|Q〉OTO.
where the integrand factorizes in terms of CFT kinematic data as
〈P |V`1(z1, z¯1)V`2(z2, z¯2)|Q〉OTO = (5.5)∫
dPs C(−P, `1, Ps)C(−Ps, `2, Q) F OTOPs
[
`1
P
`2
Q
]
(z1, z2) FPs
[
`1
P
`2
Q
]
(z¯1, z¯2)
Here the OTO label indicates that we have applied a specific monodromy transformation
to the 2D conformal block. The effect of this monodromy transformation in the Schwarzian
limit can be found in the following way.
The argument of the s-channel conformal block is z = z1/z2, which goes to zero in the
time-ordered case. Inserting the two operators in opposite order gives z′ = 1/z = z2/z1 →
∞. The 2D conformal block behaves non-trivially in the limit where the cross ratio becomes
infinite. Even though we do not know the explicit expression for the full conformal block,
we can use the R-matrix transformation of Ponsot and Teschner [24]
FPs [ 21 34 ](z′) =
∫
dPt RPsPt
[
2
1
3
4
] FPt [ 31 24 ](1/z′) (5.6)
to extract its exact behavior in the large cross-ratio regime z′ → ∞ by using the fact
that the conformal block inside the integral in (5.6) becomes trivial for z = 1/z′ → 0.
Inserting the transformed conformal block into (5.4) and (5.5), we obtain the momentum
integral representation of the out-of-time-ordered four-point function. The total calculation
procedure can be graphically represented as
GOTO`1`2 =
∫
dPdQ Ψ†ZZ(P )ΨZZ(Q) ×
∫
dPs
P
Q
Ps
`1
`2
P
Q
Ps (5.7)
=
∫
dPdQ Ψ†ZZ(P )ΨZZ(Q) ×
∫
dPsdPt RPsPt
P
Q
Ps
`1
`2
P
Q
Pt
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Our remaining task is to compute the appropriate large c limit of the crossing kernel of
2D CFT conformal blocks. This calculation is performed in Appendix B.2. The 2d crossing
kernels, i.e. the F -matrix and R-matrix, are explicitly known and expressed in terms of
Uq(sl(2,R)) 6j-symbols [24]. Perhaps unsurprisingly, we will find that in the Schwarzian
limit the Ponsot-Teschner result for the quantum 6j-symbols reduces to known expressions
for the classical 6j-symbols of SU(1, 1).
The R-matrix and fusion matrix of 2D Virasoro conformal blocks are related via
Rαsαt
[
α3
α4
α2
α1
]
= e2pii(∆2+∆4−∆s−∆t)Fαsαt
[
α3
α4
α2
α1
]
. (5.8)
The F-matrix, in turn, is expressed in terms of the quantum 6j-symbol via [26]
Fαsαt
[
α3
α4
α2
α1
]
= |Sb(2αt)Sb(2αs)|
√
C(α4, αt, α1)C(α¯t, α3, α2)
C(α4, α3, αs)C(α¯s, α2, α1)
{
α1 α2 αs
α3 α4 αt
}
b
, (5.9)
where Sb(x) denotes the double Sine function and C(α3, α2, α1) is the DOZZ three point
function [40]. In the 1D limit, we need to take two α’s to be real and proportional to αi = b`i
with `i finite and the other four of the form αj =
Q
2
+ ibkj with kj finite. Specifically, we
will choose
α1 = `1b, α2 =
Q
2
+ ibk2, αs =
Q
2
+ ibks,
α3 = `3b, α4 =
Q
2
+ ibk4, αt =
Q
2
+ ibkt.
For the application to the Schwarzian theory, we must further take the classical limit of the
quantum 6j-symbols {
`1 k2 ks
`3 k4 kt
}
≡ lim
b→0
2pib3
{
α1 α2 αs
α3 α4 αt
}
b
. (5.10)
Returning to equation (5.6) and using the above formulas, we are now obtain an explicit
expression for the large z limit of . The conformal block in the right hand side again becomes
trivial since z′ = 1/z → 0. The answer can be written as (see Appendix B.2)
FOTOPs [ 21 34 ](τ) =
∫
dPt e
−τP 2t /b2 RPsPt
[
2
1
3
4
]
(5.11)
=
∫
dk2t sinh 2pikt e
−k2t τ
∣∣∣∣Γ(`1 + ik4 ± ikt)Γ(`3 + ik2 ± ikt)Γ(`1 + ik2 ± iks)Γ(`3 + ik4 ± iks)
∣∣∣∣ { `1 k2 ks`3 k4 kt}
with the 6j-symbol as defined via (5.10). Note that in the 1D limit the dimensions of the
operators that appear in the phase factor in equation (5.8) are all equal to c
24
+O(1/c). The
phase factor thus becomes trivial.
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To obtain the out-of-time-ordered four point function we make the above substitution
inside of the integral expression (5.5). This leads to the final expression given in equation
(5.3), where we define the Schwarzian R-matrix via
Rkskt
[
k4
k1
`2
`1
]
=
{
`1 k1 ks
`2 k4 kt
}
. (5.12)
With this definition, the R-matrix is naturally a unitary operator relative to the spectral
measure dµ(k).
5.2 Schwarzian 6j-symbols
In this section we present the explicit expression for the Schwarzian limit of the 6j-symbols
of the Virasoro CFT. A general expression for this quantity at finite c, and its relation with
the monodromy of the 2D conformal blocks, was found by B. Ponsot and J. Teschner in [24].
For our purpose, we need to take the large c limit outlined above. Details of the calculation
are given in Appendix B.2. After some straightforward algebra, one arrives at the somewhat
daunting looking integral expression (B.28). The integral can be done by the method of
residues. The final result can be organized in the following symmetric expression
{
`1 k2 ks
`3 k4 kt
}
=
√
Γ(`1 ± ik2 ± iks)Γ(`3 ± ik2 ± ikt)Γ(`1 ± ik4 ± ikt)Γ(`3 ± ik4 ± iks)
× W(ks, kt; `1 + ik4, `1 − ik4, `3 − ik2, `3 + ik2), (5.13)
where we define Γ(x ± y ± z) as a shorthand for the product of the gamma function with
four combinations of signs. The function that appears in the right hand side is a rescaled
version of the Wilson function introduced by W. Groenevelt [27]. The original function
introduced in [27] is denoted by W(α, β; a, b, c, d) = φα(β; a, b, c, 1−d) and it is proportional
to a generalized hypergeometric function 7F6 evaluated at z = 1 whose coefficients depend
on α, β, a, b, c and d.
Given that the above expression was obtained as a limit of the quantum 6j-symbol,
it is natural to suspect that the result can be interpreted as a classical 6j-symbol. The
above indeed matches with the 6j-symbol associated to the Lie algebra su(1, 1) found by
W. Groenevelt [27]. The heavy operators with label ki correspond to the principal unitary
series representations of su(1, 1), while the light operators `i correspond to the discrete
series.18 The expression (5.12) enjoys tetrahedral symmetry that acts by permutations on
18Note that even though SU(1, 1) and SL(2,R) are isomorphic, their tensor categories are different and
they have different 6j-symbols.
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the six spin labels.19 In addition, the 6j-symbols satisfy the unitarity condition∫
dksρ(ks)
{
`1 k2 ks
`3 k4 kt
}†{ `1 k2 ks
`3 k4 kt′
}
=
1
ρ(kt)
δ(kt− kt′), ρ(k) = 2k sinh(2pik) (5.14)
which underscores the proposed holographic interpetation of the R-matrix (5.12) as de-
scribing a gravitational scattering amplitude in the bulk. This unitarity condition is also
responsible for the crossing symmetry of the 2D Liouville four point function [24].
Wilson functions also appeared recently as a fusion matrix of conformal blocks in a toy-
model CFT with SL(2,R) symmetry [45][46]. It would be interesting to understand how
these two approaches are related.
5.3 Gravitational Scattering and Chaos
We have shown that the characteristic behavior of the OTO correlation function is gov-
erned by an R-matrix in the form of a 6j-symbol. This R-matrix is a unitary matrix, that
incorporates the gravitational bulk scattering amplitude in momentum space. In this sec-
tion we summarize how one can extract the characteristic Lyapunov exponent from the
R-matrix. Our discussion here closely follows the derivation given in section 1 of [44] for
case of AdS3/CFT2.
The R-matrix depends on six parameters, `1, `3, k2, k4, ks and kt. Following [44], let us
label the four momenta as follows
k2 = M, ks = M + α,
(5.15)
k4 = M + ω, kt = M + β .
We will assume that we are in the regime M  α, β, ω  `1, `3. So to isolate the leading
order behavior, we will set `1 = `3 = 0. In this notation, the explicit integral formula for
the R-matrix takes the form
Rαβ =
∫
C
du
2pi
Γ(u)Γ(iα− u)Γ(i(α−ω)− u)Γ(u− i(α+ β −ω))
Γ(u− iα)Γ(u− iα+ iω) Γ(u− 2iM2α)Γ(u+ 2iMβ+ω−α)
×
√
Γ(−iα)Γ(iβ)Γ(i(ω−α))Γ(−i(ω− β))
Γ(iα)Γ(−iβ)Γ(−i(ω−α))Γ(i(ω− β))
√
Γ(2iMα)Γ(−2iMβ)Γ(2iMα+ω)Γ(−2iMβ+ω)
Γ(−2iMα)Γ(2iMβ)Γ(−2iMα+ω)Γ(2iMβ+ω)
(5.16)
where 2iMα = 2iM + iα, etc.
19The classical 6j-symbol of any Lie group can indeed be written as the expectation value of six Wilson
lines, glued together into a tetrahedron, of the corresponding 2D BF-gauge theory.
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Figure 12: The R-matrix describes the gravitational shockwave interaction between an infalling
and outgoing matter perturbation near a black hole horizon. The particle trajectories divide the
space-time into four regions.
How do we extract physical information from this expression for Rαβ? Since in the
Schwarzian QM, it represents an exchange property of the momentum space amplitude, it
is useful to label the operators by means of their momentum, or rather, by means of the
amount they shift the momentum of the state on which they act. Concretely, we can define
the action of a momentum space operator Aω via the algebraic rule
Aω |M〉 = γA(ω)
∣∣M + ω〉, (5.17)
where |M〉 denotes an energy eigenstate with SL(2,R) spin j = −1
2
+ iM, with γA(ω) =
γ`A(M,M + ω) the vertex function. This algebraic rule allows us to multiply operators
and keep track of the time dependence through the usual Schro¨dinger evolution. This
prescription works as long as the operators are time-ordered.
The R-matrix (5.16) prescribes what happens if we exchange two operators and place
them in out-of-time order. Schematically,
Bω−αAα |M〉 =
∑
β
Rαβ Aω−β Bβ |M〉. (5.18)
Here
∑
β is short-hand for
∫
dβρ(M+β) with ρ(M+β) = (M+β) sinh(2pi(M+β)) the spectral
density of the intermediate state |M + β〉.
From the bulk perspective, this exchange algebra expresses the physical effect of an
ingoing perturbation created by Bω−α (the ‘butterfly’) on an outgoing signal A, as indicated
in Figure 12. To see the associated Lyapunov behavior, we need to translate the scattering
phase to the time domain. This is done via the standard rules of geometric optics, which is
justified since in the regime of interest, the phase of the R-matrix is rapidly changing with
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frequency. Focussing on this phase factor, we write
Rαβ = e
iIαβ . (5.19)
Next, we localize the operators A and B in time by considering them as wave-packets with
a given approximate frequency. In the leading order stationary phase approximation the
exchange relation then takes the form
Bω−α(t1)Aα(t2) = eiIαβ Aω−β(t˜2)Bβ(t˜1), (5.20)
where the value of β, t˜2 and t˜1 on the right-hand side are fixed by the stationary phase
criterion. Let us introduce the time differences
tα = t2 − t1, tβ = t˜2 − t˜1. (5.21)
These time differences are linked through the frequency dependence of the scattering phase
Rαβ = e
iIαβ via the Hamilton-Jacobi (geometric optics) equations
tα = −∂Iαβ
∂Eα
= − 1
2M
∂Iαβ
∂α
, tβ =
∂Iαβ
∂Eβ
=
1
2M
∂Iαβ
∂β
, (5.22)
which follow from the fact that both sides of the exchange relation (5.20) have the same
dependence on α and β.20
The prediction from bulk gravity is that the time delay t˜2 − t2 of the outgoing signal A
due to the perturbation B grows exponentially with the time separation t2 − t1
t˜2 − t2 ∼ eλM(t2−t1), λM = 2pi
βM
, (5.23)
with βM the temperature of the black hole dual to the state |M
〉
. We have
S(M) = 2piM, E(M) = M2, βM =
pi
M
, λM =
2pi
βM
= 2M . (5.24)
Can we extract this from the exact expression (5.16) for the R-matrix?
We have thus far not been able to find a precise enough way to evaluate the integral
5.16. So we will proceed by making a plausible assumption, in the form of the following
Ansatz: in the semi-classical regime, the integral (5.16) is dominated by the residue at u = 0.
20The phase Iαβ is the generating function of the canonical transformation between the initial and final
canonical variables (Eα, tα) and (Eβ , tβ).
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The pole at u = 0 appears due to the Γ(u) factor in the integrand. The above hypothesis
is supported by several pieces of evidence. First, a naive application of Stirling and the
stationary phase approximation indeed points to the existence of a saddle point near u = 0.
Secondly, as we will see shortly, via this Ansatz we can make contact with the semi-classical
analysis of [44], which applies in the regime of large c and large conformal dimensions ∆− c−1
24
of order c. We leave the further justification of the above simplifying Ansatz for future study.
Evaluating the residue and approximating log
( Γ(i(2M+α))
Γ(−i(2M+α))
) ∼ 2iα log(2M), we find that
R
(u=0)
αβ = e
−i(α+β−ω)tM Γ(i(ω−α− β))
√
Γ(iα)Γ(iβ)Γ(−i(ω−α))Γ(−i(ω− β))
Γ(−iα)Γ(−iβ)Γ(i(ω−α))Γ(i(ω− β))
with tM ' log(2M). Now using Stirling gives
Iαβ ' α logα + β log β − (ω−α) log(ω−α)− (ω− β) log(ω− β)
− (α + β − ω) log(α + β − ω)− (α + β − ω)tR, (5.25)
which is identical to the formula for Iαβ derived in [44] from both 2+1D gravity and from
2D Virasoro CFT. Using this expression for Iαβ and the geometric optics relations (5.22)
we can now compute the time difference tβ as functions of α, ω, and the time difference tα
tα − tR = 1
λM
log
( α + β − ω
2α(ω − α)
)
, tβ − tR = 1
λM
log
( α + β − ω
2β(ω − β)
)
, (5.26)
or equivalently [1, 44]
β = ω − α + 2α(ω − α)eλM(tα−tR), (5.27)
α = ω − β + 2β(ω − β)eλM(tβ−tR). (5.28)
These two relations are identical to the ones derived for the shockwave scattering process
near a black hole in 2+1D AdS space-time [1], and also match with the expected behavior
in the AdS2 Jackiw-Teitelboim model. Equation (5.27) determines β and tβ as a function
of α and the time difference tα = t2 − t1. One finds
t˜2 − t2 = − 1
λM
log
(ω − α
β
)
' 2α
λM
eλM(t2−t1−tR), (5.29)
which exhibits the expected maximal Lyapunov growth.
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6 SUSY generalizations
In the previous sections we presented a picture where the Schwarzian theory is completely
solved in terms of known objects of 2D Liouville theory. In this section we will generalize
these arguments to the supersymmetric cases. These theories can likewise be realized as the
low energy effective theory of certain supersymmetrized SYK models [47]. For the N = 1
Schwarzian theory it is also known how it arises from a Jackiw-Teitelboim supergravity
approach [48].
6.1 N = 1 Schwarzian theory
The super-Schwarzian is defined in N = 1 (τ, θ) superspace by:
Sch(τ) ≡ Schf (τ) + θSchb(τ) = D
4θ′
Dθ
− 2D
3θ′D2θ′
(Dθ′)2
, (6.1)
with D = ∂θ + θ∂τ the superderivative and θ
′ =
√
∂τf
(
θ + η + 1
2
θη∂τη
)
as defined in
[49, 50] for the reparametrization f and its superpartner η. Via the same arguments as
for the bosonic theory, we can view the super-Schwarzian theory as the c → ∞ limit of
N = 1 super-Liouville theory between a pair of ZZ-branes. As usual, one has different
sectors depending on the fermionic boundary conditions both between the ZZ-branes (open
channel) and along the small circle (closed channel). This gives four possibilities NS, R,
N˜S or R˜, where the tilde means that we insert a (−1)F in the partition function for the
corresponding sector.
From the 2D Liouville perspective, different choices of brane configurations and different
sectors correspond to the quantization of different coadjoint orbits. The one relevant for the
application of the N = 1 Schwarzian as a low energy theory is
Diff
(
S1|1
)
/OSp(1|2). (6.2)
The path integral over this space was formulated and studied in [47] and [23]. This space
is parametrized by a bosonic mode f(τ) associated to reparametrizations and a fermionic
mode η(τ). From the 2D perspective it will turn out the relevant sector is N˜S. Following
the same procedure as in the construction of bosonic branes in Liouville one can solve
the modular bootstrap to find the exact partition function associated to ZZ-branes in this
section [51, 52]. For the N = 1 case it is still given by the identity character
ZN=1 = χN˜S0 (q) = TrNS(−1)F qL0−
c
24 = q−
c−1
24 (1 + q)
√
θ4(τ)
η(τ)3
. (6.3)
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Taking a parametrization similar to the bosonic case q = e−
48pi2
βc and the limit c → ∞ we
obtain
ZN=1 = eS
N=1
0
(
pi
β
)1/2
exp
( pi2
β
)
, (6.4)
where SN=10 denotes the zero-point entropy of the system. It is possible to see explicitly from
(6.3) that because of supersymmetry, we obtain a vanishing zero-point energy EN=10 = 0,
although the zero-point entropy is still divergent SN=10 ∼ log b. The modular transfomation
of this character automatically gives the exact density of states of the theory
χN˜S0 (q) =
∫ ∞
0
dP SP0 χ
R
P (q˜), q˜ = e
−βc
12 , χP (q˜) =
√
θ4(τ˜)
η(τ˜)
q˜P
2
η(τ˜)
, (6.5)
where the modular S-matrix corresponding to the N = 1 extension of the Virasoro algebra
is given by
SP0 = 4 cosh
(
2pibP
)
cosh
(
2piP
b
)
. (6.6)
Notice that the modular transformation turns the N˜S sector into the R-sector. Taking the
appropriate limit to recover the Schwarzian theory gives a density of states
ZN=1(β) =
∫ ∞
0
dµ(k) e−βE(k), dµ(k) = dk cosh(2pik), (6.7)
which matches the result found in [23].
The modular bootstrap of N = 1 super-Liouville also provides an expression for the ZZ-
brane wavefunction. Moreover, a generalization of the DOZZ formula which gives the OPE
coefficients of local operators is also known. Combining these two pieces of information, in
the same way as was done for the bosonic case, we can obtain correaltion functions of local
operators between the branes 21. The details and outcomes of these calculations are left
for appendix C, where we also explain the connection between primary operators in N = 1
Liouville and the natural super-Schwarzian OSp(1|2)-invariant bilocal operators.
The main observable is a N = 1 generalization of the one studied in the bosonic case,
which we denote by
O`(τ1, τ2) ≡
( √
f ′(τ1)f ′(τ2)
β
pi
sin pi
β
[f(τ1)− f(τ2)]
)2`
+ (fermion bilinears). (6.8)
21The only interesting correlator is when a NS vertex operator is inserted, as inserting one R vertex
operator yields zero, by (spacetime) fermion number conservation.
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The explicit form of the extra fermionic terms is given in appendix C. The exact expectation
value of this operator Gβ` (τ1, τ2) = 〈ON=1` (τ1, τ2)〉 is given by
Gβ` (τ1, τ2) =
2e−
pi2
β
pi5/2β−1/2
∫
dk1dk2 cosh(2pik1) cosh(2pik2) e
−τk21−(β−τ)k22
×
(
Γ
(
1
2
+ `± i(k1 − k2)
)
Γ
(
`± i(k1 + k2)
)
Γ(2`)
+ (k2 → −k2)
)
(6.9)
where τ = τ12. The two-point function of its superpartner can also be computed, and we
refer to appendix C for the result.
Additionally, stress tensor insertions in Liouville theory lead to (the bosonic piece of)
super-Schwarzian insertions that are dealt with completely analogously as in the bosonic
case, and leads to the constant energy:
〈
Schb(τ)
〉
=
1
β
+
2pi2
β2
. (6.10)
The fermionic piece of the super-Schwarzian Schf (τ) analogously arises from the Liouville
supercurrent TF (with R- boundary conditions along the circle) and has a zero one-point
function due to worldsheet fermion conservation. Its two-point function does not vanish,
and is just as the bosonic stress tensor two-point function constant up to contact terms. The
constant piece is readily seen to be the square root of the corresponding bosonic piece, due to
G20 = L0 in the parent 2d theory. Importantly, it requires the same 1/b
2 rescaling to define a
finite quantity: TF (w)→ 12b2Schf (τ), consistent with 1d supersymmetry: TF (w) + θT (w)→
Schf (τ) + θSchb(τ).
Going beyond the two-point function, one finds again a Feynman diagram decomposition
which is structurally identical to the bosonic case. The spectral measure now takes the form
dµ(k) = dk cosh(2pik), (6.11)
while the vertices for bosonic and superpartner insertions are respectively given by
γ`(k1, k2)
2 =
Γ
(
1
2
+ `± i(k1 − k2)
)
Γ
(
`± i(k1 + k2)
)
+ (k2 → −k2)
2Γ(2`)
, (6.12)
γΨ` (k1, k2)
2 =
(k1 + k2)
2Γ
(
1
2
+ `± i(k1 − k2)
)
Γ
(
`± i(k1 + k2)
)
+ (k2 → −k2)
2Γ(2`)
. (6.13)
The R-matrix should be computed by taking the Schwarzian limit of the Uq(osp(1|2)) quan-
tum group 6j-symbols for four Ramond continuous near-parabolic insertions and two light
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NS insertions. While several results are known on this object, the fusion matrix with this
specific configuration is not yet available [53, 54].
Finally, we briefly comment on the possibility of considering other fermionic bound-
ary conditions. Using either the characters or the known wavefunctions, one immediately
deduces that the spectral density for both the R- and the NS-sector is given by
ρ(E) = sinh(2pi
√
E). (6.14)
The characters and their 1d Schwarzian limit are summarized as follows.
Sector 2d 1d
NS TrNSq
L0−c/24 bosonic
N˜S TrNS(−)F qL0−c/24 Z
R TrRq
L0−c/24 bosonic
R˜ TrR(−)F qL0−c/24 = Witten index = 0 Witten index = 0
Only one interesting supersymmetric sector remains in the 1D limit, and that is the one of
the N = 1 Schwarzian theory introduced above. For NS- and R-sectors, no fermionic zero-
mode along the circle survives and these sectors then give non-supersymmetric 1D thermal
models, identical to the bosonic theory. The partition function of the R˜-sector contains
periodic zero-modes along the circle and periodic fermionic boundary conditions along the
Schwarzian thermal circle, identifying it as the Witten index both in 2D and in 1D.
6.2 N = 2 Schwarzian theory
In this section we want to identify which sector of N = 2 super-Liouville generates the path
integral over the orbit
Diff
(
S1|2
)
/OSp(2|2), (6.15)
relevant for the N = 2 super-Schwarzian theory [50, 47]. The character of the identity
representation is given by
chN˜S(q, y) = TrNS(−1)F qL0−
c
24y`0 =
epiicˆ
z2
τ q−
1
4b2 (1− q)
(1− yq 12 )(1− y−1q 12 )
θ3(q,−y)
η(τ)3
, (6.16)
where cˆ = c
3
= 1 + 2
b2
. A special feature of the N = 2 case is that this is not equal to
the partition function of a pair of ZZ-branes anymore. In [55] T. Eguchi and Y. Sugawara
solved the modular bootstrap for N = 2 super-Liouville, see also [56]. They found that, in
order to do this, one is forced to take a sum over spectral flow. Moreover, the construction
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only works for rational central charge cˆ = 1 + 2K
N
for any K,N ∈ Z. The partition function
of the pair of ZZ-brane is equal to the extended character which is defined as
ZN=2 = χN˜S0 (q, y) =
∑
n∈NZ
q
cˆ
2
n2ycˆnchN˜S(q, y). (6.17)
We will take N to be finite and K →∞ to take the c→∞ limit. Taking the limit τ → 2pi
β
b2
and z = ατ with α fixed, equation (6.17) becomes
ZN=2 =
4
pi
∑
n∈NZ
cos pi(α + n)
1− 4(α + n)2 e
pi2
β
(
1−4(α+n)2
)
. (6.18)
This expression coincides with the exact partition function found in [23] if we identify α
to be proportional to the chemical potential. The parameter N corresponds to the size of
the compact boson present in the N = 2 multiplet. From a path integral point of view (as
opposed to invoking the modular bootstrap) the same happens in N = 2 super-Liouville,
since besides the field φ we have another boson which is compact, usually denoted Y , with
a coupling similar to bosonic sine-Liouville theory. Finally, this parameter also corresponds
to the R-charge of the fermions in the SYK model.
As anticipated, we find that all divergences in this limit disappear. We find EN=20 = 0
due to supersymmetry as in the N = 1 case, but we also find a finite zero-point entropy
SN=20 = log
4
pi
. This seems to indicate that even though bosonic and N = 1 Schwarzian
theory should be interpreted as a low energy effective theory of a QM system, the N = 2
super-Schwarzian might be a well-defined theory by itself.
Following the procedure applied to the bosonic case, we can read off the density of
states of the theory from the modular properties of the identity character. The modular
transformation of the identity character in the N˜S sector is given by
chN˜S
(−1
τ
,
z
τ
)
=
∫ ∞
−∞
dω
∫ ∞
0
dp
sinh(piQp) sinh(2pi pQ)
Q∣∣ sinhpi ( pQ + i ωQ2 ) ∣∣2 chRcont(p, ω; τ, z)
+2
∑
n∈Z
∫ 1
2
− 1
2
dω cospiω chRBPS(ω, n; τ, z), (6.19)
where Q2 = 2K/N . The integral is over the continuous representation with Liouville mo-
menta p and R-charge ω in the R-sector. The second line corresponds to a sum over BPS
states in the R-sector. These can have arbitrary charge ω but the N = 2 super-Virasoro
algebra implies that they have a fixed dimension ∆RBPS =
c
24
independent of the charge. We
give some more details of these representations and their characters in Appendix C.2. A
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similar formula also exists for the modular transformation of the extended characters
χN˜S
(−1
τ
,
z
τ
)
=
1
N
∑
m∈Z2NK
∫ ∞
0
dp
sinh(piQp) sinh(2pi pQ)
Q∣∣ sinhpi ( pQ + i ωQ2 ) ∣∣2 χRcont
(
p,
m
N
; τ, z
)
+
2
N
∑
n∈Z
N−1∑
m=1
sin pi
m
N
χRBPS
(m
N
− 1
2
, n; τ, z
)
. (6.20)
At finite N the expressions look similar but now instead of having an integral over charges
we have a sum over discrete charges. This was one of the original motivation to take spectral
flow into account, since having a continuum of charges does not seem physical.
Before writing down the density of states as a function of energy and charge we will
restrict to the case α = 0 to match (6.20) with the expression found in [23]. If we take
(6.20) in the appropriate limit, and perform the integrals over ω, using some results left for
the appendix, we directly obtain
ρα=0(E) =
∑
n∈Z
2 cospin
1− 4n2
(√
1− 4n2I1
(
2pi
√
(1− 4n2)E)√
E
+ δ(E)
)
, (6.21)
where the integral over the Bessel function comes from the integral over non-BPS states and
the delta function comes from the BPS states. While this is obtained in [23] by performing an
inverse Laplace transform, in our approach both terms have a physical origin. For arbitrary
α, (6.20) gives the following density of states as a function of both energy and charge
Z(β, α) =
1
N
∑
m∈Z
∫ ∞
m2
4N2
dE
8E
sinh
(
2pi
√
E − m2
4N2
)
e−βE
(
y
m
N
+ 1
2 + y
m
N
− 1
2
)
+
2
N
N−1∑
m=1
∫ ∞
0
dE sin pi
m
N
δ(E) e−βE y
m
N
− 1
2 . (6.22)
From this expression we can obtain the density of states ρ(E,Q). If we redefine the
chemical potential such that charge is either integer or half-integer y → yN and shift m in
order to get a dependence yQ then we obtain
ρcont(E,Q) =
1
8N
sinh(2pi
√
E − E+0 (Q))
E
Θ(E − E+0 (Q)) +
(
+↔ −), (6.23)
ρdisc(E,Q) = δ(E)
2
N
cos pi
Q
N
Θ(2|Q| −N), (6.24)
where Θ(x) corresponds to the Heaviside step function and we defined the two charge-
dependent threshold energies as following E±0 (Q) ≡
(
Q
2N
± 1
4
)2
.
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The modular transformation gives us explicit expressions for these densities which would
be hard to find starting from the expression with Bessel functions. From these, we can point
out some features which agree with the DH calculation [23]. The zero energy contribution
from BPS states appear only for a finite charge range 2|Q| < N
2
. The continuous part of the
spectrum consists of two terms that start contributing at different energies. The lowest one
gives the minimum energy possible for the continuous spectrum with a fixed charge, which
is
Emin(Q) =
( |Q|
2N
− 1
4
)2
. (6.25)
Finally, depending on whether N is even or odd, the sum over charges is either over integer
Q or half-integer Q respectively.
7 Concluding Remarks
We have presented a connection between the Schwarzian theory and a 2D CFT with Virasoro
symmetry. In particular, the relevant 2D theory is Liouville between ZZ-branes. Using this
connection and the output of the conformal bootstrap of Liouville [24], we have obtained
exact correlation functions of the Schwarzian theory. The final answers are summarized in
section 1.1.
Recently, there has been considerable progress towards understanding the simplest ver-
sion of holography between quantum gravity on nearly AdS2 and a nearly conformal quan-
tum mechanics CFT1. The original motivation for studying the Schwarzian theory is to
understand this duality in more detail. In section 4.2 we described how to perform an an-
alytic continuation that takes our finite temperature two-point function to the thermofield
double state. Moreover, as explained in section 5, the OTO correlators are built up from
insertions of the R-matrix, which have a holographic interpretation in terms of gravitational
scattering. In section 5.3 we give some evidence of the Lyapunov behavior of the OTO
correlator when t & β. For even larger times t  C, starting from equation (5.3) we can
deduce a power-law decay as ∼ t−6 consistent with the results of [21]. We leave the detailed
verification of this proposed interpretation and the study of its implications to future work.
Throughout this work, we have only discussed SL(2,R) invariant observables. It is
however also possible to construct SL(2,R) covariant and local operators and only demand
invariance of the entire correlator. Correlators of such operators are heavily constrained by
the equality of the Casimir and the Hamiltonian; it is possible to construct an analogue
of the Knizhnik-Zamolodchikov equation in this context. As this is slightly orthogonal to
our main results, we present this and a related bootstrap analysis of such correlators in
Appendix D.
We can mention some connections between our calculations and black hole physics by
studying the two-point function. The exact answer was given in equation (4.18). After
45
labeling the integration variables as k22 = E and k
2
1 = E + ω the real-time two-point
function can be written in the form
G±` (t) ∼
∫
dEρ(E)e−βE
∫
dωeiωt |AE(ω, `)|2, (7.1)
where we include in the amplitude AE the density of states ρ(E + ω) and the gamma
functions coming from the OPE coefficients in equation (4.10). If we take the expression
integrated over ω, but not yet over E, we can interpret it as an amplitude in gravity involving
a black hole of fixed mass E. Then |AE(ω, `)|2 corresponds to the amplitude associated to
the process E → E + ω → E with the absorption/emission of a particle of mass ` and
energy ω. Following for example [57, 58], we can obtain the quasi-normal mode frequencies
of the black hole as the location of the poles of |AE(ω, `)|2 as a function of ω. For example,
if we take ω  E then |AE(ω, `)|2 ∼ Γ
(
` ± i ω
2
√
E
)
. Choosing the required contour for the
retarded Green function, we pick up poles in ω on the lower half plane and we recover
ωn = −i2piβ (` + n), with β = dSdE = pi√E and n ∈ N. These are the quasi-normal frequencies
of the 2D black hole or, equivalently, the dimensional reduction of BTZ. We note that
compared to that case, no angular momentum parameter nor Virasoro descendant modes
appear. Of course, we could have obtained this directly by taking the Fourier transform of
the classical answer (4.16). For arbitrary values of ω and E, the resonances in the amplitude
give a non-perturbative definition of the quasi-normal modes.
To conclude, we mention some other possible generalizations of the formalism presented
in this paper. It would be interesting to extend our analysis of correlation functions to the
supersymmetric cases beyondN = 1. TheN = 2 theory has an abelian R-symmetry making
it a non-trivial extension. N = 2 Liouville theory is also related to 2D black holes through
an FZZ-like duality. The N = 4 case would also be instructive, as it would correspond to
an SYK-like model with non-abelian symmetry. Another natural generalization is to study
the generalized Schwarzian theory that arises by taking the 1D limit of 2D Toda theory
(see for example [59]), which has an extended symmetry algebra, and to construct the
corresponding generalized SYK model and Jackiw-Teitelboim theory that would have this
extended Schwarzian model as its low energy description. Likewise, it would be interesting
to understand whether the methods of this paper can be applied to the 2D Schwarzian
theory proposed in [60].
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A Stress tensor correlators
The simplest correlation functions are those of the Schwarzian derivative itself:
Sch(f, τ) ≡ {tan pif(τ)
β
, τ
}
, (A.1)
which correspond to insertions of the Hamiltonian itself. From the 2D perspective, we can
obtain these correlation functions via the dictionary
T (w) ↔ c
12
Sch(f, τ). (A.2)
These correlation functions are fixed by Virasoro Ward identities. The case of a single
insertion corresponds to taking the derivative of the partition function in the open channel
with respect to the modulus q:
〈T (z)〉 = 1
Z
∂Z
∂ log q
. (A.3)
It is instructive to evaluate both sides via the representation of the partition function in
terms of the ZZ boundary states
〈ZZ|T |ZZ〉 = 1
Z
∫
dk2 e−βk
2
sinh(2pik) 〈k|T |k〉. (A.4)
The stress-tensor one-point function is constant on the cylinder: upon mapping the plane
to the cylinder via z = e−
w
b , using the standard anomalous transformation law for the stress
tensor and that hk =
Q2
4
+ b2k2, one finds
〈k|T (w)|k〉 = k
2
b2
− 1
24b4
→ 〈T (z)〉 = c
12
( 2pi2
β2
+
3
β
)
, (A.5)
where we dropped a constant ground state energy contribution E0. So we deduce that
〈
Sch(f, τ)
〉
=
2pi2
β2
+
3
β
, (A.6)
which reproduces the result in [23].
Correlation functions of more insertions can be deduced in the same way. The two-point
function of the stress-tensor on the cylinder reads
〈k|T (w1)T (w2) |k〉 = c
2b8
(
2 sinh w12
2b2
)4 + 2hk
b8
(
2 sinh w12
2b2
)2 + h2b4 . (A.7)
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Next we take the 1D limit. If w1 6= w2, the pole terms vanish in the b → 0 limit, only the
h2-part remains. One obtains
〈ZZ| Sch(f, τ1) Sch(f, τ2) |ZZ〉 = 4pi
4
β4
+
20pi2
β3
+
15
β2
. (A.8)
When w1 = w2, the pole terms in the above expression become genuine contact terms. Using
the standard TT OPE, and defining 〈〈AB〉〉 = 〈AB〉 − 〈A〉〈B〉, one finds that
〈〈
Sch(f, τ1) Sch(f, τ2)
〉〉
= −2δ′′(τ12)− 4
〈
Sch(f, τ1)
〉
δ(τ12) +
8pi2
β3
+
6
β2
. (A.9)
This coincides with the result of [23].
Similarly, a 1D version of the Ward identity can be derived:〈
Sch(f, τ)
∏
i
O`(τ2i−1, τ2i)
〉
− 〈Sch(f, τ)〉
〈∏
i
O`(τ2i−1, τ2i)
〉
=
=
(
2n∑
j=1
2`δ(τ − τj)− 2 sgn(τ − τj)∂τj
)〈∏
i
O`(τ2i−1, τ2i)
〉
. (A.10)
Generalizing to non-equal `’s is straightforward. It would be interesting to interpret this
formula from the point of view of AdS2 gravity as a soft-mode theorem of boundary gravi-
tons.
A similar analysis can be done for the supersymmetric extensions of the Schwarzian
theory.
B Fusion matrix in the Schwarzian limit
B.1 Special functions
In this section we will present some definitions and properties of special functions appearing
recurrently in Liouville theory, both in the DOZZ formula for the OPE coefficients and in
the fusion matrix.
All special function are built upon a deformed version of the Gamma function
Γb(x) ≡ Γ2(x|b, b
−1)
Γ2(Q/2|b, b−1) , (B.1)
where Γ2(z|1, 2) is the Barnes double gamma function. This function is uniquely defined
by the properties under a shift in b or b−1 of its argument. In this paper we are interested
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in the b→ 0 limit. In this regime one can approximate this function by
Γb(bx) → (2pib3) 12 (x− 12 )Γ(x), (B.2)
Γb(Q− bx) → (2pib)− 12(x− 12). (B.3)
In the DOZZ formula this function appears in a specific combination Υb(x) ≡ 1Γb(x)Γb(Q−x) .
Using the expressions above in the small b limit we can approximate this function by
Υb(bx)→ b
1
2
−x
Γ(x)
. (B.4)
This result was used when the Schwarzian limit of the DOZZ formula was taken.
Finally, in the integral formula for the fusion matrix the relevant combination of Γb is
called the double-sine function and defined by Sb(x) ≡ Γb(x)Γb(Q−x) . It satisfies
Sb(x+ b) = 2 sin(pibx)Sb(x), (B.5)
Sb
(
x+
1
b
)
= 2 sin
(pix
b
)
Sb(x). (B.6)
If we keep x, y fixed and take b→ 0 the following limits are
Sb(bx) → (2pib2)x− 12Γ(x) (B.7)
Sb
( 1
2b
+ bx
)
→ 2x− 12 (B.8)
Sb
( 1
2b
+ bx+
y
b
)
→
(cospiy
2
) 1
2
−x
e−
1
b2
∫∞
0
dt
t [
sinh 2yt
2t sinh t
− y
t ], |Rey| < 1
2
(B.9)
These and more results can be found in [61]. In the next section of this appendix we will
use these approximate expressions to obtain the Schwarzian limit of the fusion matrix.
B.2 Fusion matrix
A formula for the 6j-symbols of Uq(sl(2,R)), derived in [26], is given by{
α1 α2 αs
α3 α4 αt
}
b
= ∆(αs, α2, α1)∆(α4, α3, αs)∆(αt, α3, α2)∆(α4, αt, α1)
×
∫
C
du Sb(u− α12s)Sb(u− αs34)Sb(u− α23t) (B.10)
Sb(u− α1t4)Sb(α1234 − u)Sb(αst13 − u)Sb(αst24 − u)Sb(2Q− u)
49
where, following the notations of [26] we defined the following normalization factors
∆(α3, α2, α1) ≡
(
Sb(α1 + α2 + α3 −Q)
Sb(α1 + α2 − αs)Sb(α1 + αs − α2)Sb(α2 + αs − α1)
)1/2
. (B.11)
The integral is defined for the cases in which all αk ∈ Q2 + iR. The contour C approaches
2Q+ iR at infinity and passes the real axis in the interval (3Q/2, 2Q). In order to take the
Schwarzian limit we need an analytic continuation of this formula. Unfortunately, although
this representation makes the symmetries of the 6j-symbol manifest, it does not allow for a
natural evaluation in the Schwarzian limit. Instead we will start a representation that does
not have the symmetry manifest but makes the analytic continuation straightforward{
α1 α2 αs
α3 α4 αt
}
b
=
M(αs, α2, α1)M(α¯4, α3, αs)
M(αt, α3, α2)M(α¯4, αt, α1)
{
α1 α2 αs
α3 α¯4 αt
}an
b
(B.12)
with α¯4 ≡ Q− α4. The prefactors are defined as
M(α3, α2, α1) =
(
Sb(α1 + α2 − α3)Sb(α1 + α2 + α3 −Q)
Sb(α1 + α3 − α2)Sb(α2 + α3 − α1)
)1/2
, (B.13)
and following [25] we use the following integral representation of the asymmetric 6j-symbol
{
α1 α2 αs
α3 α¯4 αt
}an
b
≡ Sb(α2 + αs − α1)Sb(αt + α1 − α4)
Sb(α2 + αt − α3)Sb(αs + α3 − α4)
∫ i∞
−i∞
ds
4∏
i=1
Sb(Ui + s)
Sb(Vi + s)
(B.14)
where the Ui and Vi factors are defined as
U1 = αs + α1 − α2 V1 = 2Q+ αs − αt − α2 − α4
U2 = Q+ αs − α1 − α2 V2 = Q+ αs + αt − α2 − α4
U3 = αs + α3 − α4 V3 = 2αs
U4 = Q+ αs − α3 − α4 V4 = Q. (B.15)
In the limit we are interested in, which we refer to as the Schwarzian limit, we choose the
following set of parameters
α1 = `1b, α2 =
Q
2
+ ibk2, αs =
Q
2
+ ibks
α3 = `3b, α4 =
Q
2
+ ibk4, αt =
Q
2
+ ibkt
It is important to make this identification in this order since otherwise the b→ 0 limit will
be ill-defined. One can check that all the pre-factors have a well-defined b → 0 limit, by
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using the identities of the previous appendix involving double sine functions. Having done
this, the only non-trivial aspect of the calculation is the integral appearing in the definition,
which we denote by
I(j1, k2, j3, k4; k2, kt) ≡
∫ i∞
−i∞
ds
2pii
4pi2b3
4∏
i=1
Sb(Ui + s)
Sb(Vi + s)
. (B.16)
In the Schwarzian limit the integrand becomes
4pi2b4
4∏
i=1
Sb(Ui + s)
Sb(Vi + s)
=
Γ(s+ i[kt − ks + k2 + k4])Γ(s− i[ks + kt − k2 − k4])
Γ(s+ j1 − i(ks − k2))Γ(s+ j3 − i(ks − k4))
Γ(s− 2iks)Γ(s)Γ(j1 + i(ks − k2)− s)Γ(j3 + i(ks − k4)− s)
Before writing down the answer for this integral, let’s consider the most general case and
solve the following problem
I =
∫ +i∞
−i∞
ds
2pii
Γ(a1 + s)Γ(a2 + s)Γ(a3 + s)Γ(a4 + s)
Γ(b1 + s)Γ(b2 + s)
Γ(A− s)Γ(B − s). (B.17)
This can be computed by the method of residues. The integral is done over the imaginary
axis, and we take a contour that leaves the poles of Γ(A − s) and Γ(B − s) to the right,
and all the other poles to the left. For the integral relevant for the computation of the
6j-symbols this is the proper contour to take. If we close the contour to the right and pick
up only the poles of Γ(A− s) and Γ(B − s), this integral is given by
I =
Γ(B − A)∏4i=1 Γ(A+ ai)
Γ(A+ b1)Γ(A+ b2)
4F3
[
A+ a1 A+ a2 A+ a3 A+ a4
A+ b1 A+ b2 1 +A−B ; 1
]
+ (A↔ B), (B.18)
where the generalized hypergeometric function is defined as
4F3
[
a1 a2 a3 a4
b1 b2 b3
; z
]
≡
∞∑
n=0
(a1)n(a2)n(a3)n(a4)n
(b1)n(b2)n(b3)n
zn
n!
. (B.19)
For the particular choice of parameters that appear in the 6j-symbol integral it is instructive
to recognize this sum of hypergeometric functions as a Wilson function. This function was
introduced in [27] and is defined as
W(α, β; a, b, c, d) ≡
Γ(d− a) 4F3
[
a+ iβ a− iβ a˜+ iα a˜− iα
a+ b a+ c 1 + a− d ; 1
]
Γ(a+ b)Γ(a+ c)Γ(d± iβ)Γ(d˜± iα) + (a↔ d), (B.20)
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where d˜ = (b + c + d − a)/2 and a˜ = (a + b + c − d)/2. As seen from the definition, this
is not the most general sum of hypergeometric functions and it requires a specific relation
between its parameters. It is explained in [27] that the Wilson function can also be written
as a single 7F6 hypergeometric function evaluated at z = 1, which makes some non-trivial
symmetries of its parameters more transparent.
If we use the general integral result given in equation (B.18), and evaluate for the par-
ticular parameters of equation (B.17), to apply it to the Schwarzian limit of the 6j-symbol,
then we obtain the final answer for the integral as
I =
Γ(j3 − j1 + ik2 − ik4)Γ(j1 − ik2 ± iks)Γ(j1 + ik4 ± ikt)
Γ(2j1)Γ(j1 + j3 − ik2 + ik4)
×4F3
[
j1 + ik4 + ikt j1 + ik4 − ikt j1 − ik2 − iks j1 − ik2 + iks
2j1 j1 + j3 − ik2 + ik4 1 + j1 − j3 − ik2 + ik4 ; 1
]
+
Γ(j1 − j3 + ik4 − ik2)Γ(j3 − ik4 ± iks)Γ(j3 + ik2 ± ikt)
Γ(2j3)Γ(j1 + j3 + ik2 − ik4) (B.21)
×4F3
[
j3 + ik2 + ikt j3 + ik2 − ikt j3 − ik4 − iks j3 − ik4 + iks
2j3 j1 + j3 − ik4 + ik2 1 + j3 − j1 − ik4 + ik2 ; 1
]
It is straightforward to notice that this sum of hypergeometric functions is indeed of the
Wilson function type if we make the identification of α→ ks, β → kt and
a = j1 + ik4, b = j1 − ik4, c = j3 − ik2, (B.22)
d = j3 + ik2, a˜ = j1 − ik2, d˜ = j3 − ik4.
In terms of these parameters that appear in the definition of the Wilson function, the integral
we computed can be rewritten simply in terms of the Wilson function
I = Γ(d± iβ)Γ(d˜± iα)Γ(a± iβ)Γ(a˜± iα) W(α, β; a, b, c, d). (B.23)
After including the prefactors we can use this formula for the integral to write the final
expression of the 6j-symbols of Liouville theory in the Schwarzian limit:
{
α1 α2 αs
α3 α4 αt
}
=
√
Γ(j1 ± ik2 ± iks)Γ(j3 ± ik2 ± ikt)Γ(j1 ± ik4 ± ikt)Γ(j3 ± ik4 ± iks)
× W(ks, kt; j1 + ik4, j1 − ik4, j3 − ik2, j3 + ik2), (B.24)
where the notation Γ(x ± y ± z) means to take the product of all four sign combinations.
Using the final expression, let’s see how the symmetries of the 6j-symbols are recovered.
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• First of all, the Wilson function is symmetric in all the last four arguments. This
means there is a symmetry k4 → −k4 and k2 → −k2. This symmetry is preserved by
the prefactor.
• Another symmetry is to exchange j1 ↔ j3 together with k2 ↔ k4, which is also
preserved by the prefactor. This is equivalent to the relation
{
α1 α2 αs
α3 α4 αt
}
=
{
α3 α4 αs
α1 α2 αt
}
. (B.25)
• In [27] another relation is proven, referred to as duality of the Wilson function,
W(ks, kt; j1+ik4, j1−ik4, j3−ik2, j3+ik2) = W(k2, k4; j1+ikt, j1−ikt, j3−iks, j3+iks).
This is also preserved by the prefactor and implies
{
α1 α2 αs
α3 α4 αt
}
=
{
α1 αs α2
α3 αt α4
}
. (B.26)
• Finally, one can also exchange in both the Wilson function and the prefactor ks ↔ kt
together with k2 ↔ k4, namely
W(ks, kt; j1+ik4, j1−ik4, j3−ik2, j3+ik2) = W(kt, ks; j1+ik2, j1−ik2, j3−ik4, j3+ik4),
which implies {
α1 α2 αs
α3 α4 αt
}
=
{
α1 α4 αt
α3 α2 αs
}
. (B.27)
At the level of the Wilson function, the unitarity of the 6j-symbols has already been proven
by Groenevelt. After including the right prefactors, the 6j-symbol generates an integral
transformation equivalent to what he denotes as a Wilson transform of type 1.
To conclude this appendix, we give an integral expression of the 6j-symbol which will
be useful in the main text (here ka±b = ka ± kb, etc)
{
`1 k2 ks
`3 k4 kt
}
=
√
Γ(`1 + ik2 ± iks)Γ(`3 − ik2 ± ikt)Γ(`1 − ik4 ± ikt)Γ(`3 + ik4 ± iks)
Γ(`1 − ik2 ± iks)Γ(`3 + ik2 ± ikt)Γ(`1 + ik4 ± ikt)Γ(`3 − ik4 ± iks)
×
i∞∫
−i∞
du
2pii
Γ(u)Γ(u−2iks)Γ(u+ik2+4−s+t)Γ(u−iks+t−2−4)Γ(`1+iks−2−u)Γ(`3+iks−4−u)
Γ(u+`1−iks−2)Γ(u+`3−iks−4) .
(B.28)
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C Details on supersymmetric cases
C.1 N = 1 two-point functions
To describe correlation functions, we again propose to insert the super-Liouville primaries
Vα = e
αφ in the theory to describe Schwarzian correlators in the appropriate limit. The
resulting bilocal Schwarzian operators correspond to an arbitrary reparametrization of the
superconformal two-point function, written in superspace as:
1
τ1 − τ2 − θ1θ2 →
D1θ
′
1D2θ
′
2
τ ′1 − τ ′2 − θ′1θ′2
, (C.1)
where τ ′ = f(τ + θη(τ)) and θ′ is defined in the main text. Just as in the bosonic case,
two approaches can be followed. When using the minisuperspace limit, we need the N = 1
generalization of the relevant momentum-eigenstate wavefunction. As the circular dimension
has periodic (Ramond) boundary conditions, the fermions have zero-modes as well, and the
minisuperspace limit is modified compared to the bosonic case. The momentum-eigenstate
wavefunction is given by (z = ebφ) [62][63]
ψP+(φ) =
2
Γ
(− iP
b
+ 1
2
)√z (K iP
b
+ 1
2
(z) +K iP
b
− 1
2
(z)
)
. (C.2)
The relevant matrix element is then
〈Q|Vjb |P 〉 = 4
Γ
(
iP
b
+ 1
2
)
Γ
(− iQ
b
+ 1
2
)
×
∫
dzzj
(
K iQ
b
+ 1
2
(z) +K iQ
b
− 1
2
(z)
)(
K− iP
b
+ 1
2
(z) +K− iP
b
− 1
2
(z)
)
, (C.3)
which can be evaluated explicitly. Alternatively, one can take the limit directly in the N = 1
DOZZ formula. To derive this result, we use the expansion of the ZZ-brane state in Ishibashi
states
|ZZ〉 =
∫
dP Ψ(P )|P,R,+〉 =
∫
dP Ψ(P )
(
|Θ++Q/2+iP
〉
+
∣∣∣Θ−−Q/2+iP 〉)+ (descendants),
(C.4)
where Θ±±α = σ
±±Vα is a Ramond primary with σ±± the spin field in the R-sector. In
the Schwarzian limit, descendants in (C.4) are dropped again and two primaries remain,
requiring four different terms to compute in the 3-point function, which are two by two
equal.
Following [51], we define
C˜1 =
〈
Vα1Θ
±±
α2
Θ∓∓α3
〉
, C˜2 =
〈
Vα1Θ
±±
α2
Θ±±α3
〉
. (C.5)
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The N = 1 DOZZ formula is given by22
C˜1 =
Υ′NS(0)ΥNS(2α1)ΥR(2α2)ΥR(2α3)
ΥR(α1+2+3 −Q)ΥNS(α1+2−3)ΥR(α2+3−1)ΥNS(α3+1−2) , (C.6)
C˜2 =
Υ′NS(0)ΥNS(2α1)ΥR(2α2)ΥR(2α3)
ΥNS(α1+2+3 −Q)ΥR(α1+2−3)ΥNS(α2+3−1)ΥR(α3+1−2) . (C.7)
Setting α1 = jb, α2 = Q/2 + ibk1 and α3 = Q/2 + ibk2 and taking the small b-limit, one
obtains
C˜1 =
1
2b
∣∣Γ (1
2
(j + i(k1 − k2))
)
Γ
(
1
2
(1 + j + i(k1 + k2))
)∣∣2
Γ(j)Γ(1/2− ik1)Γ(1/2− ik2) , (C.8)
C˜2 =
1
2b
∣∣Γ (1
2
(j + i(k1 + k2))
)
Γ
(
1
2
(1 + j + i(k1 − k2))
)∣∣2
Γ(j)Γ(1/2− ik1)Γ(1/2− ik2) . (C.9)
Comparing 2(C˜1 + C˜2) to the minisuperspace computation above, one finds agreement.
Setting j = 2` and rescaling ki, the final two-point function is given by:
G`(τ) =
e−
pi2
β
pi
5
2Γ(2`)β−
1
2
∫
dk1dk2e
−τk21−(β−τ)k22 cosh (2pik1) cosh (2pik2)
× (Γ(1
2
+ `± i(k1 − k2)
)
Γ
(
`± i(k1 + k2)
)
+ (k2 → −k2)
)
. (C.10)
The normalization of these functions can be fixed/checked by noting that for ` → 0, one
has G` → 1 and that the small τ -expansion starts with G` = 1τ2` with unit prefactor.
Next we consider the two-point correlator of the superpartner Λα = −α2ψψ¯Vα of Vα,
obtained by taking the superpartner in both left- and right-moving sectors simultaneously.
Going back to the original (S)CFT, we are computing the Schwarzian correlation function
of the bilocal observable:
Ψ`(τ1, τ2) = 〈Ψ(τ1)Ψ(τ2)〉SCFT , (C.11)
with Ψ(τ) the superpartner of the bosonic operator O(τ). Using the superconformal Ward
identity (see e.g. [51]), one finds for the three-point function on the sphere:
〈
Λα1(z, z¯)Θ
±±
α2
(0)Θ±±α3 (∞)
〉
= − b
2
2 |z| (k1 − k2)
2 〈Vα1(z, z¯)Θ±±α2 (0)Θ∓∓α3 (∞)〉 , (C.12)
〈
Λα1(z, z¯)Θ
±±
α2
(0)Θ∓∓α3 (∞)
〉
= − b
2
2 |z| (k1 + k2)
2 〈Vα1(z, z¯)Θ±±α2 (0)Θ±±α3 (∞)〉 . (C.13)
22ΥNS(x) = Υ
(
x
2
)
Υ
(
x+Q
2
)
, ΥR(x) = Υ
(
x+b
2
)
Υ
(
x+b−1
2
)
.
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These are the analogues of the DOZZ formula for Λα. As α1 = jb, the factors of b in the above
expression can be cancelled by extracting them from the superpartner as Λ˜α1 = j
2ψψ¯Vα1 , a
consistency check that the b→ 0 limit gives something non-trivial.
Transforming to the cylinder z = e−w/b
2
gives an additional factor of − 1
b2
|z| (compared
to the underlying Vα) and finally leads in the Schwarzian limit to the fermionic two-point
function in the Schwarzian theory:23
GΨ` (τ) =
e−
pi2
β
pi
5
2Γ(2`)β−
1
2
∫
dk1dk2e
−τk21−(β−τ)k22 cosh (2pik1) cosh (2pik2) (C.14)
×
(
(k1 + k2)
2 Γ
(
1
2
+ `± i(k1 − k2)
)
Γ
(
`± i(k1 + k2)
)
+ (k2 → −k2)
)
.
Its small time decay starts at GΨ` =
2`
τ2`+1
, identifying it with the superpartner in the
Schwarzian theory. Numerically, the qualitative profile in time is very similar to all earlier
cases discussed.
Note that this expression cannot be combined with its counterpart (C.10) in superspace
in terms of the superdistance T = τ12 − θ1θ2, corresponding to the spontaneous breaking
of supersymmetry at finite temperature. At zero temperature, supersymmetry is restored,
and the superspace expression is written as:
G`(T )β→+∞ = 1
pi2
∫
dke−T k
2
cosh(2pik)
Γ
(
1
2
+ `± ik)Γ(`± ik)
Γ(2`)
. (C.15)
C.2 N = 2 density of states
In this section we will outline the details of the derivation of the charge-integrated density
of states obtained in [23] by starting from the character modular transformation. We will
write the partition function as a sum over spectral flow parameter n and take the modular
transformation of each individual character. Therefore we will apply equation (6.19) for
y = e2piiαn and sum over n, where αn = α + n. Lets start by considering the integral over
the non-BPS continuous spectrum∫ ∞
−∞
dω
∫ ∞
0
dp
sinh(piQp) sinh(2pi pQ)
Q∣∣ sinhpi ( pQ + i ωQ2 ) ∣∣2 chRcont(p, ω; τ, z). (C.16)
The character of the continuous representation in the Ramond sector has the limit
chRcont(p, ω; τ, z) = q
P 2+ b
2ω2
4 yω
θ10(q, y)
η(q)3
→ e−β
(
ρ2+ω
2
4
)
yω2 cospiαn. (C.17)
23A check on some relative signs is that it is invariant under {τ → β − τ, k1 ↔ k2}, and that it is manifestly
invariant under k1 → −k1 and k2 → −k2.
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where we call P = bρ, q = e−βb
−2
and take b → 0. The integrand in the modular transfor-
mation has the following b→ 0 limit
sinh(piQp) sinh(2pi pQ)
Q∣∣ sinhpi ( pQ + i ωQ2 ) ∣∣2 →
1
pib
ρ sinh 2piρ
ρ2 + ω
2
4
. (C.18)
Then the contribution from non-BPS states is given by
Znon−BPSn = 2 cos piαn
∫
dω
∫ ∞
0
ρdρ
sinh 2piρ
ρ2 + ω
2
4
e
−β
(
ρ2+ω
2
4
)
e2piiαnω. (C.19)
Now we will change variables from ρ to E ≡ ρ2 + ω2
4
and change the order of integration
such that the ω integral is done first. This gives
Znon−BPSn = 2 cos piαn
∫
dE e−βE
∫ 2√E
−2√E
dω
sinh 2pi
√
E − (ω/2)2
2piE
e2piiαnω. (C.20)
The integral over ω can be done exactly and gives
∫ 2√E
−2√E
dω
sinh 2pi
√
E − (ω/2)2
2piE
e2piiαnω =
I1
(
2pi
√
(1− 4α2n)E
)√
(1− 4α2n)E
, (C.21)
which matches the continuous part of the density found in [23]. For the BPS contribution
the story is easier. The character of the BPS in the Ramond sector is
yω
1 + y
θ2(q, y)
η(q)3
, (C.22)
and the integral over ω is easily perform. Since for BPS R-states ∆ = c/24, or Liouville
momentum P = 0, we have to introduce the integral over energy by hand with a delta
function at E = 0. This can be seen from the super-Virasoro algebra
{G+r , G−s } = 2Ls+r + (r − s)Jr+s +
c
12
(4r2 − 1)δr+s. (C.23)
If we look for BPS states in the NS-sector the fact that G−1/2 annihilates the states is
equivalent to the usual condition h = |Q|/2. If on the other hand we are in the Ramond
sector, G0 is the operator that annihilates the state. From the algebra one deduces that
this implies the unusual BPS relation ∆RBPS =
c
24
independent of the charge. Finally, since
q → 0 the spectral flowed contributions can be neglected.
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D Knizhnik-Zamolodchikov equation
It is possible to consider operators in the Schwarzian theory that depend only on a single
(Lorentzian) time variable:
φj(x, t) =
(
f˙(t)
(f(t)− x)2
)j
, x ∈ R, (D.1)
transforms under SL(2,R) in the spin j representation:24
φj(x, t)→ φj(x′, t)(Cx′ +D)2j, (D.2)
where x = Ax
′+D
Cx′+D . As they are not SL(2,R)-invariant, this goes beyond the interpretation of
SL(2,R) as a gauge symmetry. Nonetheless, it is interesting to pursue this line of thought
a bit further. We are not aware of any natural origin of such operators in either the SYK
model or in the Jackiw-Teitelboim model.
All of the realizations of the Schwarzian theory discussed in section 2 exhibit a SL(2,R)
symmetry whose Casimir equals the Hamiltonian operator. This heavily constrains correla-
tion functions.
We will now present a short bootstrap analysis of correlation functions in theories with
this property. The discussion is similar to that given by Teschner in [64] when discussing the
minisuperspace limit of the H+3 WZW model using the “baby conformal bootstrap”. Even
though the H+3 model is related to the Schwarzian at the level of the partition function (as
shown earlier), it seems less useful when considering correlation functions. In fact, we will
study the SL(2,R) version of Teschner’s SL(2,C) story, studied recently in [45].
Classifying field insertions according to irreps of this algebra, the generators act on the
quantum fields as [
`a, φ
j
]
= −t(j)a φj, (D.3)
with Casimir H itself:
[H,φj] = −2t(j)n φj`n + Cjφj = −2t(j)n `nφj − Cjφj. (D.4)
Without loss of generality, we assume we are working with an SL(2,R) invariant vac-
uum.25 SL(2,R) invariance of correlators requires
n∑
k=1
t(k)a
〈
φ1 . . . φn
〉
= 0, a = −1, 0,+1. (D.5)
24We will suppress the x and t labels of these operators from here on.
25Via the state-operator correspondence we can rewrite non-trivial in- and out-states as operator inser-
tions.
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In analogy with 2d CFT, we can write a Knizhnik-Zamolodchikov equation that links the
Hamiltonian operator with the Casimir gab`a`b = `
2
0 − 12 {`1, `−1}. Inserting a “null” field[
H − (`20 − 12 {`1, `−1}), φi] = 0 (D.6)
in the correlator, one finds
(
i∂ti + g
ab
n∑
k=1
k 6=i
sgn(i− k)t(k)a ⊗ t(k)b
)
〈φ1 . . . φn〉 = 0, i = 1, ..., n. (D.7)
Compared to 2d CFT, note the replacement of the single pole by a sign-function. Summing
this expression over i, one finds time translation invariance:
i
∑
i
∂ti 〈φ1 . . . φn〉 = 0. (D.8)
SL(2,R) invariance combined with the KZ condition then constrains the two- and three-
point function to be of the form (with the Casimir ωk = jk(jk + 1)):
26
〈
φj11 φ
j2
2
〉
= δj1,j2
e−iω1(t1−t2)
(x1 − x2)−4j1 , (D.10)〈
φj11 φ
j2
2 φ
j3
3
〉
= C123
e−iω1t1+iω3t3+i(ω1−ω3)t2
(x1 − x2)−2j1−2j2+2j3(x1 − x3)−2j1−2j3+2j2(x2 − x3)−2j2−2j3+2j1 . (D.11)
The four-point function can be solved explicitly, just like in 2d CFT. The diagram is
0
f4 f3 f2 f1
0w4 w1wj
t4 t3 t2 t1
Upon writing the SL(2,R) currents as differential operators
J−1 = ∂x, J0 = −x∂x + j, J+1 = x2∂x − 2jx, (D.12)
26E.g. for the three-point function, one finds
(i∂t1 − ω1) 〈φ1φ2φ3〉 = 0, (i∂t2 + (ω1 − ω3)) 〈φ1φ2φ3〉 = 0, (i∂t3 + ω3) 〈φ1φ2φ3〉 = 0. (D.9)
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and defining the cross-ratio x = x21x43
x31x42
and time difference t = t3 − t2, one rewrites the
four-point function in terms of a single function F (x, t):〈
φj44 φ
j3
3 φ
j2
2 φ
j1
1
〉
= xj4+j3−j2−j143 x
2j2
42 x
j4+j1−j3−j2
41 x
j3+j2+j1−j4
31 e
−iω4t43e−iω1t21F (x, t). (D.13)
For the time-dependence, this is the 1d analogue of the general conformal structure in 2d
CFT. The time difference t plays the role of the cross-ratio in this case.
The KZ equation for t1 and t4 are identically satisfied, the one for t3 + t2 is also trivial.
Finally, the sum of all four equations lead to time translation invariance (D.8). The only
remaining non-trivial equation, for t = t3 − t2, is[
i∂t + x
2(1− x)∂2x +
(
(j1 + j3 − j4 + 3j2 − 1)x2 − 2(j1 + j2)x
)
∂x
+2(j2j4 − j2j3 − j2j1 − 2j22)x+ 2j1j2 + j2 + j22 + j1 + j21
]
F (x, t) = 0. (D.14)
Projecting onto a fixed intermediate channel, we set ∂t = −iωj and find the solution:
F j(x, t) = e−iωjtxj1+j2−j
[
2F1(j1 − j2 − j, j4 − j3 − j;−2j;x)
+ λx1+2j2F1(j1 − j2 + j + 1, j4 − j3 + j + 1; 2 + 2j;x)
]
, (D.15)
in terms of the coefficient λ which can be fixed by monodromy considerations. As usual,
the second solution is just the reflected one (j → −j − 1) and can be taken care of by
incorporating this into the region of integration.
This determines the 4-point function in the form:〈
φj44 φ
j3
3 φ
j2
2 φ
j1
1
〉
= xj4+j3−j2−j143 x
2j2
42 x
j4+j1−j3−j2
41 x
j3+j2+j1−j4
31 e
−iω4t43e−iω1t21
×
∫
dje−iωjt32C(j, j3, j4)C(−j − 1, j1, j2)F sj
[
j3 j2
j4 j1
]
(x), (D.16)
with the s-channel blocks:
F sj
[
j3 j2
j4 j1
]
(x) = xj1+j2−j2F1(j1 − j2 − j, j4 − j3 − j;−2j;x). (D.17)
The OPE coefficients C(j, j3, j4) and range of integration/summation over intermediate
states cannot be fixed without additional dynamical information about the theory.
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The above discussion treats SL(2,R) as a global symmetry. Gauging it requires making
each correlator as a whole SL(2,R)-invariant. This could be achieved by a suitable inte-
gration over the x-variable, but we will not go into this here. The main message is that
gauge-invariant correlators could be constructed using gauge non-invariant operators.
When specifying to the Schwarzian theory, the Schwarzian itself is SL(2,R)-invariant
and satisfies the above equations in a trivial way. Its equation of motion dictates that
∂tSch(f, t) = 0, which means that in particular its Casimir eigenvalue vanishes. When
restricting to local gauge-invariant operators, this would be the only surviving operator (up
to trivial modifications) for which the above discussion applies.
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