We can see that the relative bias is serious only when the nonresponse rate (W2) is large and the difference in the means is great. Given this simple formula we can easily measure the magnitude of the nonresponse bias. The problem is that while we know the nonresAbstract Methods for estimating nonresponse bias are reviewed and several methods are tried on the 1980 GSS. The results indicate that various estimating procedures are inappropriate and that even the more promising techniques can provide faulty estimates of nonresponse bias. By its nature, nonresponse bias is very difficult to assess accurately and no simple, certain method exists.
NONRESPONSE can seriously bias survey estimates and distort inferences. The relationship between nonresponse and survey estimates is simple and well defined, but the actual impact is ill known. For the sample mean of a particular variable (Y) the association is y = WlYl + W2Y2
(1) where W1 and W2 are the proportion respondents and nonrespondents. The relative bias (RB) of using the response mean to equal the sample means is RB(Y1) = W2 (   -Y2) (2) y We can see that the relative bias is serious only when the nonresponse rate (W2) is large and the difference in the means is great. Given this simple formula we can easily measure the magnitude of the nonresponse bias. The problem is that while we know the nonres-sources (item unreliability, interviewer error, etc.). If one shows that differences are within sampling error, then either no noticeable nonresponse bias exists on the variable being compared or nonresponse bias is being offset by other, countervailing errors. Similarly, a large difference does not specify nonresponse as the cause. This imprecision is, of course, undesirable from the perspective of studying nonresponse per se, but since one typically wants to know primarily whether the survey is reliable and representative, such general checks often serve the ultimate purpose satisfactorily. Unfortunately, however, superior estimates are often unavailable and are at best usually limited to a few demographics. Since representativeness on one variable is not generalizable to all variables or relationships in question, the usefulness of this approach is limited.
Two related means of assessing bias are the geographic/aggregatelevel approach (Houseman, 1953; Dunkelberg and Day, 1973; Hawkins, 1975; DeMaio, 1980; House and Wolf, 1978) . Since the geographic location of the sample household is known, one can code for all cases certain aggregate-level data such as (1) region and city type, (2) figures for census tract or other units, (3) interviewer description of neighborhood, and (4) interviewer description of dwelling unit. These can be recorded for all households and they can include many contextual variables that are commonly used in survey analysis. However, they still cover only a small fraction of the variables of interest on a typical survey and suffer from the problem of the nongeneralizability of representativeness across unexamined variables. In particular, they do not apply to individual level attributes. On the other hand, since we have complete and accurate observations, we have a precise measure of nonresponse bias for the covered variables.
Going a step beyond the geographic/aggregate-level approach, interviewers can make observations and estimates about households and individual respondents (DeMaio, 1980; Moser and Kalton, 1972; Lansing et al., 1971) . The advantage is that one can expand the range of comparable variables and that one can include individual-level variables. One problem is that it is not possible to get complete information. On the 1980 GSS and the 1968 Michigan election survey no estimates were possible on race for .248 and .215 of nonrespondents, respectively, or on income for .364 and .294. In addition, interviewer estimates are usually more error-prone than directly acquired data. Finally, there is a clear limit to what variables can be checked.
To get into nonrespondents' minds, special field procedures are sometimes used: interviewing nonrespondents, intensive follow-ups on a subsample of nonrespondents, and substituting for nonrespondents. In the nonrespondent interviewing approach refusers are asked a few questions about why they refused to participate and/or a few demographics. The Bureau of Social Science Research (1981) was able in a recent study to get a noninterview interview with 53 percent of refusers, and Wilcox (1977) got some demographics for 29 percent of refusers, for example. The problem of this approach is that it applies only to refusers rather than not-at-homes and others,' information is available for only some refusers, and it is difficult to pick up much substantive information pertinent to a study in a necessarily short nonrespondent interview.
The subsampling of nonrespondents is used to get an estimate of nonrespondents by making extraordinary efforts to interview a representative sample of them (Lundberg and Larsen, 1949; Lagay, 1969-70 ). This method is often used successfully in mail surveys. After several mailings and reminders, a sample of nonrespondents is drawn and this group is approached via some more persuasive medium, such as telephone calls or personal visits (Hansen and Hurwitz, 1946; Kish, 1965:556; Ognibene, 1971) . It is difficult to use and not particularly cost-efficient in a first-rate, face-to-face full probability sample. When substantial efforts are made to get all cases, the returns from extraordinary efforts beyond the standard procedures are likely to be small.
Another field procedure that has been proposed is substitution. Under this method alternative households are added to the sample to replace nonrespondent households. While this method is useful to achieve a prescribed sample size, it tends to replace nonrespondents with people who resemble respondents rather than nonrespondents, and this approach does not appear to be widely used to deal with nonresponse bias. However, there are related techniques that do somewhat the same thing. Block quota samples require interviewers to fill a certain quota, for example, so many employed/unemployed females and so many young/old males from a given block. If no one is home, a household refuses, or no one in the household fits the remaining quota slots, then the interviewer proceeds to the next house. In effect, the block quota sampling uses a substitution procedure, passing over unavailable households and substituting available ones instead. The quotas are designed to insure that the hard-to-get groups are represented, so in effect one does not substitute easy for hard households/respondents, but merely gets those easy and hard I It might be possible to reach the not-at-homes with a similar nonresponse interview by leaving a mail-back version.
households/respondents that are available at the moment. On its face this sampling approach seems likely to increase nonresponse error, but experiments between full probability and block quota surveys show few differences (Stephenson, 1979) .
Another superficially related approach is Kish's replacement procedure (Kish and Hess, 1959; Kish, 1965 :560-62), which substitutes previous nonrespondent households (from an earlier and similar survey) for nonrespondents to the current survey, assuming that they are reasonable replacements and that it will be possible to secure interviews in a high percentage of them. Administrative problems and the difficulty of getting a high response rate from the replacement households have severely limited the actual use of this approach. The Current Population Survey does use a related technique, however. Unlike most panel surveys, the CPS does not exclude nonrespondents from subsequent waves. Not-at-homes are continued in the sample and an attempt is made to reach them on all waves despite absences on earlier waves. Refusers are approached a second month, and only after repeated refusals are households dropped from subsequent waves. Thus, each CPS cross-section includes "replacement" households that were nonrespondents on earlier surveys.
Finally, there are several methods for estimating the effects of nonresponse directly from respondents, by the Politz-Simmons approach, by extrapolation based on difficulty, and by convertibility. In the times-at-home or Politz-Simmons approach (Politz and Simmons, 1949; Kish, 1965:559-60; Moser and Kalton, 1972:178-81), respondents are asked how many times they were at home at the time of interview during the last x number of days. This is taken as representing their probability of availability. Respondents are then weighted according to the inverse of the number of days they were home. This method assumes that nonresponse is basically a function of availability (as the block quota samples do) and that weighting adequately adjusts for the probabilities of availability. In two empirical tests (Durbin and Stuart, 1954; Simmons, 1954) this was not found to perform as well as callbacks, however. The technique is still commonly employed; Gallup, for example, included a times-at-home weight as part of its surveys from 1960 to 1967 and since then has included a weight factor that apparently combines a times-at-home weight with a poststratification weight (Gaertner, 1976) .
The difficulty method uses some measure of how hard it was to get an interview from a respondent. This might be the number of mailings, visits, or telephone calls, how long it took to get a response, or some measure derived from these indicators of difficulty. While there are numerous variations, the basic approach determines whether a particular variable is related to difficulty (e.g., the proportion employed rising with the number of attempts). If a linear or some other regular relationship is found, then this association is used to impute the distribution of the variable among nonrespondents. This approach has the advantage of allowing an estimate for every variable contained in the survey and thus avoids the problem of nongeneralizability that plagues several of the methods considered above. It rests on the premise that difficulty is related to final nonresponse. If the final nonrespondents differ from the merely difficult, then this procedure will obviously misestimate the attributes of the final nonrespondents. This approach is one of the most frequently employed in estimating nonresponse and has shown some impressive results, especially in mail surveys where known attributes from a list sample could be compared to estimates from the difficulty extrapolations (e.g. , 1979) . As in-the difficulty approach, all variables can be studied and the appropriateness of the technique rests on the supposition that final refusers are like temporary refusers (in the case of the substitution approach) or at least more like temporary refusers than c-ooperative respondents (in the case of extrapolation).
2 So far this approach uses only two types of respondents, cooperators and converts. This means that there is-either no significant difference between the two groups or a linear relationship to extrapolate to final refusers. If temporary refusers were further subdivided into easy or hard to convert, or some other refinement, such as number of attempts needed to convert, then it would be possible for other relationships to emerge. Apparently no one has attempted such a refinement and the usually small number of total converts would make such refined analysis difficult.
In brief, a number of procedures have been proposed to assess the impact of nonresponse. Some methods, such as using geographic/ aggregate-level data, allow a complete assessment of nonresponse bias for a limited number of variables; other techniques, such as difficulty extrapolation, permit estimates of nonresponse bias for all variables. None of the methods permit the complete determination of nonresponse bias for all variables.
Analysis of Nonresponse on 1980 General Social Survey
To assess the impact of nonresponse on the 1980 GSS we selected four of the more promising and widely applied techniques: (1) geographic/aggregate-level analysis, (2) interviewer estimates, (3) extrapolation for difficulty, and (4) convertibility. The 1980 GSS was a multistage, full-probability sample of the contiguous United States. Households were sampled according to NORC's equal probability selection procedures and a Kish table was used to choose a respondent from the designated households (King and Richards, 1972; GSS, 1980) . Interviewers kept a record of calls, noting each attempt to contact the household or respondent by the date and time of the attempt, method of contact (personal/telephone), and the outcome (not-at-home, temporary refusal, interview, etc.). If a contact could be made, a household enumeration folder was filled out listing all household members along with their relationship to head of household, age, sex, marital status, and location (staying at household/ staying elsewhere). If an interview was secured, a questionnaire was completed. For nonrespondents a noninterview report recorded the reason for nonresponse, descriptions of why the nonresponse occurred (e.g., why a person was never found at home), and interviewer estimates of the family income, race of household, number of adults, number of adult males, presence of married couple, and age of head of household.
The 1980 GSS had a net sample of 1,931. Both city type and region exercised independent effects on response rates. When we controlled for city type, the South had a response rate 8.5 percentage points above the Northeast. With region controlled, suburbs and exurbia had a response rate 6.3 percentage points above central cities (Davis, 1975) .
Interviewer Estimates
Next, nonresponse bias was examined by having interviewers estimate the following characteristics of the nonresponding households: race, family income, number of adult males, number of adults, presence of married couple, and age of head of household. Estimates were possible in two-thirds to three-quarters of households and were more often available for refusers than for others or not-at-homes (see Table  2 ). The absence of estimates from a substantial minority of nonrespondents as well as the probable unreliability of some of the estimates necessarily hampers the use of these interviewer estimates to study nonresponse bias.
Looking first at those nonrespondents with available information, we find no significant differences between completed cases and esti- 
mated nonrespondents on race, marital status, and number of adult males (see Table 3 ). Nonrespondent households have, however, older heads of household, fewer adults, and less middle income and poor. We also discover that the profile of each type of nonrespondent is quite different. Refusers are somewhat more likely to be married, to have a middle income, and to be over 30 years old than respondents. Not-at-homes tend to be isolated individuals, less likely to be married, and more likely to live alone. The others are also isolated individuals, but in addition they are typically old and poor as well. These differences generally follow those in earlier studies.4 The proportion of nonrespondents with estimates is lowest in large central cities and their suburbs and in rural areas, with smaller central cities, their suburbs, and small towns having estimates for a significantly higher proportion of cases. Missing estimates also appear to be highest in the West and among nonwhite households. These results suggest that the estimated nonresponse households are not typical of all nonrespondents and thus do not give an unbiased estimate of them.
Difficulty
Next, we examined the association between difficulty in completing an interview, as measured by the number of attempts, and respondent characteristics. We believed that difficulty resulted from three factors: availability (essentially the probability of a respondent being home at a given time), contactability (the probability of some other responsible household member being home at a given time), and reluctance (respondent's and/or informant's willingness to cooperate). The following groups were anticipated to have high availability: nonmembers of the labor force (especially homemakers); women; members of the labor force working few hours, not traveling, and not self-employed; widowed people; older people, infirm, and physically restricted; and low socioeconomic status people. Households with high contactability were anticipated to include: married couples and households with more than one adult, young children, and a spouse not in the labor force. Reluctant households were presumed to be urban, fearful of crime, and mistrustful of people. In addition we included race because of its close association with several of the preceding variables.
We tested the relationship between these independent variables and difficulty by using one-way analysis of variance. As Table 4 tensive traveling away from home to permit analysis of this factor. Contactability, on the other hand, did not show the anticipated relationships. The presence of a spouse and/or children at home were unrelated to difficulty, and the number of adults had a weak and uninterpretable nonlinear association. Reluctance showed intermediate results. Community type (SRCBELT, XNORCSIZ) showed the expected associations between urbanness and difficulty, but neither fear of crime nor mistrust of people was related to reluctance.
A stepwise multiple regression equation further clarified these relationships. Labor force participation is the strongest correlate of difficulty. High socioeconomic status also meant more difficulty, probably because of more social and occupational activities outside the home. Some of this might result, however, from the growing proportion of people in the upper social rankings "protected" from interviewers by doormen, security systems, and other barriers. The young also proved to be more difficult to reach, probably because of more socializing outside of the home. Urban dwellers were also harder to reach. Part of this difficulty seems to result from the need for more calls to persuade reluctant respondents, but there may also be a greater tendency for urbanites to spend more time away from the homes.5 Finally, we find that people with children were easier to reach, probably because there is usually someone at home to contact (for details see Smith, 1981) .
In order to evaluate the effect of nonresponse on nondemographics we ran attempts by a wide range of attitudes, behaviors, and sociopsychological scales. Only 27.4 percent showed significant variation with number of attempts. Of the significant relationships, most were linear (67.4 percent linear, no significant deviation; 15.2 percent linear, with significant deviation; and 17.4 percent nonlinear).
The hard-to-gets appeared to have three main characteristicsliberal political views (e.g., pro-abortion, civil rights, tolerance), high socioeconomic status (e.g., members of professional groups, never received governmental aid), and active and youthful life style (having received a traffic ticket, members of youth groups, watch less television, favor legalization of marijuana). Of all of these, only the life style variables added explanatory power to the basic demographic model (hours, education, SRCBELT, age, number of children). Favoring the legalization of marijuana and having received a traffic ticket were significantly related, and drinking just missed the cutoff.6
While this means that very few nondemographics are independently related to difficulty, many variables (27 percent on the GSS) are closely enough related to the independent variables to vary notably with number of attempts. This means that not only will variables directly related to availability be affected, but many attitudinal and behavioral variables will also be affected. We also took a purposive sampling of 21 bivariate relationships and examined whether they varied by number of attempts. We found few significant differences and no clearly discernible pattern.
Although we can use respondent characteristics to predict difficulty in completing an interview, these characteristics cannot be used to estimate the attributes of nonrespondents. This is because the number of attempts measures primarily how accessible a person is, while the final nonrespondents are made up primarily of refusals, not inaccessibles. The proportion of refusals steadily rises with callbacks as the proportion of not-at-homes falls. After two calls, completed cases make up 32.5 percent, refusals 9.9 percent, not-at-homes 50.2 percent, others 6.1 percent, and miscellaneous 1.2 percent. After the final attempt, completed cases have risen to 76.0 percent and refusals to 16.3 percent, while not-at-homes fell to 3.4 percent, others to 4.0 percent, and miscellaneous to 0.2 percent. In brief, repeated callbacks nearly eliminated the not-at-home problem, while both in relative and absolute terms refusals increased. This relationship is also evident in the conversion rates. Only 35 percent of temporary refusals are converted to respondents while 91 percent of not-at-home (excluding those who were both not-at-homes and temporary refusals) were eventually "converted" to respondents. To use a difficulty measure to impute the attributes of final refusals is thus essentially to use the correlates of inaccessibility to predict the correlates of refusal. Given the differences in nonresponse motivations and known demographic profile, this is obviously an improper imputation procedure.
Of course, even if difficulty cannot be used to estimate the values of nonrespondents as a whole, it may be possible that this procedure would improve estimates of the final not-at-homes. We found that for five of seven variables-marital status, community type, region, race, number of adult males-the use of simple difficulty extrapolations did give us improved estimates of not-at-homes. In two cases-number of adults and age of head-the procedure proved inappropriate (for details see Smith, 1981) .
Temporary Refusals
Finally, temporary refusals were used as an indicator of final refusals. On the basis of our review of this technique and reasons for refusals in general, we related temporary refusals to (1) mistrust and fear, (2) apathy toward social and political issues (replying DK to questions, not voting, no party identification), (3) negative psychological feelings (unhappiness, dissatisfaction, high anomia), (4) deviant behavior (having been arrested, receiving ticket), (5) attitudes toward science, (6) illness, (7) being too busy (long hours, labor force status), (8) uncooperativeness (interviewer rating and refusal to give family income), (9) place of residence, (10) conservativism, (11) socioeconomic status (education, income, occupational prestige), and (12) standard demographics (age, sex, race).
Only urbanness had a strong relationship to temporary refusals. In the 12 largest central cities 29 percent of the cases were temporary refusals while in rural counties only 11 percent of cases were temporary refusals. Of all other items only refusing to give family income had a significant ( On one hand the lack of associations between the hypothesized variables and temporary refusals is encouraging. If we accept temporary refusals as indicators of final refusals then the lack of significant associations suggests that except for city type, final refusals are not significantly different from completed cases and therefore little bias is introduced. Yet it is somewhat surprising that temporary refusals had such consistently low correlations with variables that might be expected on theoretical grounds to show more substantial relationships. One can hypothesize variables (e.g., willingness to be interviewed) that would have large associations with refusing. In addition it is reasonable to suppose that other variables touching on privacy, misanthrophy, paranoia, and fear, and other sociopsychological attitudes that should be closely related to willingness to be interviewed would show substantial associations. The fact that we were largely unable to find these associations may simply mean that we do not have the right variables, that indicators more closely related to refusing are needed before the anticipated relationships can be detected.7 It might also be that refusing is really more of a random occurrence, -like a transitory mood, and therefore there are no other related variables, but the difficulty of converting temporary refusals and evidence from other studies (Stinchcombe et al., 1981) suggests that this is not the case. Another alternative is that temporary refusals do not adequately indicate attributes of final refusals. Perhaps many of the temporary refus-als, but not the final refusals, really represent transitory states. Unfortunately, we cannot fully test these alternatives.
We were able, however, to carry out a more general, less focused comparison between completed cases without temporary refusals (nonrefusals), temporary refusals, and final refusals on the nine variables for which we had aggregate-level data or interviewer estimates. On the three geographic variables, temporary refusals performed well. Estimates using substitution or extrapolation were closer to the true distribution than was the case when assuming no difference (i.e., completed cases equal all cases). On three of the interviewer estimates (number of males, number of adults, race) there are no significant differences between the three groups. While temporary refusals are not really needed for estimating distribution of final refusals, they correctly predict the characteristics of final refusals. For marital status the temporary refusals are in the right direction and provide a better estimate than assuming no difference between nonrefusals and final refusals. On age, however, temporary refusals point in the wrong direction for the old and in the correct direction for the young. Finally, on income temporary refusals do not differ from nonrefusals, while nonrefusals significantly differ from final refusals and temporary refusals differ from final refusals. This may result from the unreliability of the income estimates (see Smith, 1981) .
Overall, the evidence is mixed about the appropriateness of using temporary refusals as indicators of final refusals. The fact that temporary refusals perform well on the geographic variables is encouraging both because there are no complications from missing values in these cases and these variables have the strongest theoretical connection with refusals. The evidence is further mixed on whether temporary refusals can best be substituted for final refusals or used to extrapolate to them. In general, the performance of temporary refusals is satisfactory enough to merit further investigation and selective application, but it is clear that neither substitution nor extrapolation of temporary refusals can be used routinely as a sure adjustment for final refusals.
Conclusion
We come close to the conclusion that nothing works in estimating nonresponse bias. Each of the methods we examined proved to be of limited usefulness. The geographic/aggregate-level approach allows definitive measurement of nonresponse bias, but it is limited to readily observable data or data linked from other sources such as the Census. Usually only a few variables of interest are available, and results from them are not necessarily generalizable to other variables (Lagay, 1969-70) . Interviewer estimates help to expand the range of variables that can be checked, but (1) missing estimates (typically 25 to 35 percent of cases) prevent complete coverage, (2) the estimated portion of nonrespondents may not be representative of all nonrespondents, (3) some estimates probably have low reliability (e.g., income), and (4) the range of checkable variables is limited. Difficulty extrapolation was found to be inappropriate for nonresponse in general because of the high proportion of refusals among nonrespondents. While probably often useful for imputing to the not-at-homes, evidence in the case of age (and labor force participation) indicates that final not-at-homes are not always extensions of the hard-to-get. Temporary refusals also gave mixed results in estimating final refusals. Even when temporary refusals are indicative of final refusals the evidence is unclear whether substitution or extrapolation would be most appropriate. In sum, our analysis of nonresponse on the 1980 GSS suggests that there is no simple, general, accurate way of measuring nonresponse bias.
