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Abstract
This paper analyzes the robust feedback stability of a single-input-single-output stable linear time-invariant (LTI) system
against three different classes of nonlinear time-invariant systems using the Zames-Falb multipliers. The contribution is
threefold. Firstly, we identify a class of systems over which the robust feedback stability is equivalent to the existence of an
appropriate Zames-Falb multiplier. Secondly, when restricted to be static (a.k.a. memoryless), such a class of systems coincides
with the class of sloped-restricted monotone nonlinearities, and the classical result of using the Zames-Falb multipliers to ensure
feedback stability is recovered. Thirdly, when restricted to be LTI, the first class is demonstrated to be a subset of the second,
and the existence of a Zames-Falb multiplier is shown to be sufficient but not necessary for the robust feedback stability.
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Figure 1. Standard feedback configuration
1 Introduction
The robust stability analysis of the feedback intercon-
nection of a single-input-single-output stable linear
time-invariant (LTI) system G and a nonlinear system
∆ belonging to a specified class, as depicted in Figure 1,
is a fundamental object of study in the field of control
theory. It is often termed absolute stability analysis in
the nonlinear systems literature [16,20]. When the class
of ∆’s considered is static (i.e. memoryless) and sector
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bounded, a variety of multiplier-based methodologies
including the renowned circle criterion and Popov cri-
terion [8] have been proposed to establish the input-
output feedback stability. For static, time-invariant,
and monotone ∆’s, the Zames-Falb multipliers are cur-
rently the most general class of multipliers known for
the study of these feedback systems [1].
The Zames-Falb multipliers were first introduced by
O’Shea in [14,15] (see [3] for a survey), and formal-
ized later by Zames and Falb in [21]. Unfortunately,
its applicability was limited due to computational con-
straints. Motivated by the rapid development of com-
putational capability in the 80s, the multiplier-based
theory has regained the interests of researchers. Im-
portantly, the seminal work [12] demonstrates that the
Zames-Falb multipliers fit nicely to the framework of
integral quadratic constrains (IQCs). A recent research
line on numerically searching the Zames-Falb multipli-
ers satisfying a mixture of time and frequency domain
conditions can be located in ([2,17,18]). The phase limi-
tation of the Zames-Falb multipliers has been studied in
([11,7,19]), thereby providing a interesting perspective
from which to understand the Zames-Falb multipliers.
It is well known [21] that the robust feedback stability
of an LTI system G to static monotone nonlinearities
∆’s with a slope restriction b can be ensured by the ex-
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istence of an appropriate Zames-Falb multiplier M(jω)
satisfying
Re
{
M(jω)(b−1 −G(jω))} > 0,∀ω ∈ R ∪∞. (1)
In [3,19], it is conjectured that if there is no appropri-
ate Zames-Falb multiplier, then the feedback system is
not robustly stable. This conjecture remains unsolved,
i.e. it remains unclear whether condition (1) is necessary
for the robust feedback stability over the class of static
monotone ∆’s. The purpose of this work is to investi-
gate both the necessity and sufficiency of the Zames-Falb
multipliers over different classes of ∆’s, with the goal of
enhancing our understanding of the conservatism of the
Zames-Falb multipliers in the robust stability analysis
of the feedback system in Figure 1. The necessity of var-
ious robust stability conditions has been studied in con-
trol over the years, since the pioneering work on that of
the small-gain theorem for LTI systems [4,22]. Related
converse results for IQCs can be found in [10,9].
This paper is concerned with the robust stability anal-
ysis of the feedback interconnection shown in Figure 1
over three classes of ∆’s using the Zames-Falb multipli-
ers. While one might be tended to yearn for a condi-
tion that guarantees the robust feedback stability over
as large a class of ∆’s as possible, this is unwise from
the perspective of establishing the necessity of the con-
dition. In fact, there is a subtle trade-off between the size
of the class of ∆’s and the strictness of the condition on
G when it comes to robust stability, the latter of which
obviously affects its necessity. Understandably, a larger
class of ∆’s leads to a stricter condition on G in order
to ensure robust stability. This is well illustrated by our
results involving classes of ∆’s of different sizes. Firstly,
we identify a set of nonlinear time-invariant dynamic
∆’s and show that the existence of a Zames-Falb multi-
plier satisfying condition (1) is equivalent to the robust
stability against this uncertainty set. This is established
using the S-procedure lossless theorem from [13,6]. Sec-
ondly, when this set is restricted to be static, it coincides
with the class of static monotone nonlinearities, and the
existence of a Zames-Falb multiplier is sufficient for the
robust stability whereas its necessity remains unknown.
Thirdly, when the same set is restricted to consist of only
LTI dynamics, it is shown to be a subset of the class
of static monotone nonlinearities, and the existence of
a Zames-Falb multiplier is sufficient but not necessary
to establish the uniform stability. For the ease of expo-
sition, the main results centered around monotone non-
linearities ∆’s is presented in Section 2, and Section 3 is
dedicated to its extension to the general two-sided slope
restrictions.
The remainder of this section sets up the notation and
mathematical preliminaries to the rest of the paper.
Some final remarks are described in Section 4.
Notation and Preliminaries
Let R and N denote the set of real numbers and non-
negative integers, respectively. For a vector v, its Eu-
clidean norm is denoted by |v|. Given a matrix M , the
transpose and conjugate transpose are denoted respec-
tively as MT and M∗. We use Re {λ} to denote the real
part of a complex number λ.
Define L1(−∞,∞) :=
{
z : (−∞,∞) → R | ‖z‖1 :=∫∞
−∞ |z(t)|dt < ∞
}
. We use L+1 (−∞,∞) to de-
note the set of all z(t) ∈ L1(−∞,∞) satisfying
z(t) ≥ 0,∀t. Given a signal z(t) ∈ L1(−∞,∞), denote
by Z(jω) its Fourier transform and Z the convolu-
tion operator whose kernel is z(t). Let L2[0,∞) :={
x : [0,∞)→ R | ‖x‖2 := ∫∞
0
|x(t)|2dt <∞}. Given
signals x(t), y(t) ∈ L2[0,∞), their inner product
〈x, y〉 := ∫∞
0
x(t)y(t)dt. The Fourier transform of
x(t) ∈ L2[0,∞) is denoted as xˆ(jω). Define the trun-
cation operator (PTx)(t) := x(t) for t ∈ [0, T ] and
(PTx)(t) := 0 for t > T , and the extended space
L2e := {x : [0,∞)→ R | PTx ∈ L2[0,∞),∀T ∈ [0,∞)}.
An operator H : L2e[0,∞) → L2e[0,∞) is said to be
causal if PTHPT = PTH for all T > 0 and anti-causal
if (I − PT )H(I − PT ) = (I − PT )H for all T > 0.
It is said to be static (a.k.a. memoryless) if it is si-
multaneously causal and anticausal. A causal operator
H : L2e[0,∞)→ L2e[0,∞) is said to be bounded if
‖H‖ := sup
T>0;‖PTu‖6=0
‖PTHu‖
‖PTu‖ = sup06=u∈L2
‖Hu‖
‖u‖ <∞.
Denote by L∞ the set of transfer functions that are es-
sentially bounded on the imaginary axis. Denote RH∞
as the space of proper real-rational transfer functions
with no poles in the closed right half plane. Every el-
ement G ∈ RH∞ is associated with a causal bounded
LTI operator G : L2e[0,∞) → L2e[0,∞), which we do
not differentiate for notational convenience.
The main object of study in this work is the feedback in-
terconnection of aG ∈ RH∞ and a causal time-invariant
∆ : L2e 7→ L2e, as illustrated in Figure 1. Denote the
feedback system as [G,∆].
Definition 1 [G,∆] is said to be well-posed if the map[
u1
u2
]
7→
[
e1
e2
]
in Figure 1 has a causal inverse on
L2e[0,∞). It is said to be stable if it is well-posed and the
inverse is bounded, in which case [G,∆] is also used to
denote the map
[
e1
e2
]
7→
[
u1
u2
]
.
We define uniform feedback stability as follows.
2
Definition 2 The feedback system [G,∆] is said to be
uniformly stable over ∆ˆ if [G,∆] is stable for all ∆ ∈ ∆ˆ,
and there exists γ such that
sup
∆∈∆ˆ
‖[G,∆]‖ < γ.
This work is concerned with the uniform stability analy-
sis of the interconnection system shown in Figure 1 over
three classes of ∆ using Zames-Falb multipliers.
Definition 3 A pair v, w ∈ L2[0,∞) is said to satisfy
the IQC defined by Π ∈ L∞ if
∫ ∞
−∞
[
vˆ(jω)
wˆ(jω)
]∗
Π(jω)
[
vˆ(jω)
wˆ(jω)
]
dω ≥ 0. (2)
A bounded causal system ∆ is said to satisfy the IQC
defined by Π ∈ L∞, denoted by ∆ ∈ IQC(Π), if (2) holds
for all v ∈ L2[0,∞) and w = ∆v.
2 Robust stability against monotone nonlinear-
ity
Let ∆0 consist of causal, time-invariant and bounded
systems that map 0 into 0. Consider the inequality∫ ∞
0
x(t+ τ)(∆x)(t)dt ≤
∫ ∞
0
x(t)(∆x)(t)dt,
∀τ ∈ R,∀x ∈ L2[0,∞)
(3)
and define
∆ := {∆ ∈∆0 | ∆ satisfies (3)} . (4)
2.1 Nonlinear dynamic uncertainty
Denote by Z the convolution operator whose kernel is
z ∈ L1(−∞,∞). The following lemma characterizes the
input-output relations of all elements in the set ∆ by a
class of IQCs defined by the Zames-Falb multipliers.
Lemma 4 Given a ∆ ∈∆0, ∆ satisfies (3) if and only
if
〈x(·), (1− Z)(∆x)(·)〉 ≥ 0,∀x ∈ L2[0,∞) (5)
for all z ∈ L+1 (−∞,∞) such that ‖z‖1 ≤ 1.
PROOF. “⇒” Observe from (3) that ∫∞
0
x(t)(∆x)(t)dt
≥ 0 by taking τ →∞. Since x(·) is in L2[0,∞), we have
〈x(·),Z(∆x)(·)〉 =
∫ ∞
−∞
z(τ)
∫ ∞
0
x(t)(∆x)(t− τ)dtdτ.
It follows from (3) and z(t) ≥ 0 that,∫ ∞
−∞
z(τ)
∫ ∞
0
x(t)(∆x)(t− τ)dtdτ
≤
∫ ∞
−∞
z(τ)
∫ ∞
0
x(t)(∆x)(t)dtdτ.
Since ‖z‖1 ≤ 1 and
∫∞
0
x(t)(∆x)(t)dt ≥ 0, it follows that∫ ∞
−∞
z(τ)
∫ ∞
0
x(t)(∆x)(t)dtdτ ≤
∫ ∞
0
x(t)(∆x)(t)dt.
Combining the two inequalities above yields
〈x(·),Z(∆x)(·)〉 ≤ 〈x(·), (∆x)(·)〉 .
Hence, (5) is shown.
“⇐” Given  > 0 and τ¯ ∈ R, let z(t) := 1/ if t ∈
[τ¯− 2 , τ¯+ 2 ] and z(t) := 0 otherwise, whereby ‖z‖1 = 1.
Then inequality (5) gives∫ ∞
−∞
z(τ)
∫ ∞
0
x(t)(∆x)(t−τ)dtdτ ≤
∫ ∞
0
x(t)(∆x)(t)dt.
Since
∫∞
0
x(t)(∆x)(t− τ¯)dt = lim→0
∫∞
−∞ z(τ)
∫∞
0
x(t)
(∆x)(t−τ)dtdτ and τ¯ ∈ R is arbitrary, this implies that
∆ ∈∆. 2
Next, consider the inequality∣∣∣∣∫ ∞
0
x(t+ τ)(∆x)(t)dt
∣∣∣∣ ≤ ∫ ∞
0
x(t)(∆x)(t)dt,
∀τ ∈ R,∀x ∈ L2[0,∞)
(6)
and define
∆¯ := {∆ ∈∆0 | ∆ satisfies (6)} . (7)
Evidently ∆¯ is a subset of ∆. The next lemma shows that
as far as ∆¯ is concerned, a more restrictive necessary and
sufficient condition than the one presented in Lemma 4
can be provided.
Lemma 5 Given a ∆ ∈∆0, ∆ satisfies (6) if and only
if (5) holds for all z ∈ L1(−∞,∞) such that ‖z‖1 ≤ 1.
PROOF. Sufficiency can be proved by following the
same argument of the proof for Lemma 4 with ±z(t)
constructed therein.
To prove necessity, observe that for any z ∈ L1(−∞,∞),
〈x(·),Z(∆x)(·)〉 ≤
∫ ∞
−∞
|z(τ)|
∣∣∣∣∫ ∞
0
x(t)(∆x)(t− τ)dt
∣∣∣∣ dτ.
3
It then follows from (6) that
〈x(·),Z(∆x)(·)〉 ≤
∫ ∞
−∞
|z(τ)|
∫ ∞
0
x(t)(∆x)(t)dtdτ.
Since ‖z‖1 ≤ 1 and
∫∞
0
x(t)(∆x)(t)dt ≥ 0, it follows that
〈x(·),Z(∆x)(·)〉 ≤ 〈x(·), (∆x)(·)〉 .
Hence, (5) is shown. 2
The main result showing the necessary and sufficient
condition for the existence of an appropriate Zames-Falb
multiplier is presented below.
Theorem 6 Consider Figure 1 withG ∈ RH∞ and ∆ ∈
∆, and suppose [G,∆] is well-posed for all ∆ ∈∆. Then
[G,∆] is uniformly stable over ∆ if and only if there exist
z ∈ L+1 (−∞,∞) and  > 0 such that ‖z‖1 ≤ 1 and
Re {(1− Z(jω))(−G(jω))} ≥ , ∀ω ∈ R. (8)
PROOF. “⇐” Since ∆ ∈∆, it follows from Lemma 4
that for all z ∈ L+1 (−∞,∞) such that ‖z‖1 ≤ 1, we have
〈u2(·), (1− Z)y2(·)〉 ≥ 0,∀u2 ∈ L2[0,∞)
where y2 = ∆u2. Note that this is equivalent to (u2, y2)
satisfying the IQC
∫ ∞
−∞
[
uˆ2(jω)
yˆ2(jω)
]∗
Π(jω)
[
uˆ2(jω)
yˆ2(jω)
]
dω ≥ 0,∀u2 ∈ L2[0,∞)
(9)
where the Zames-Falb multiplier Π is given by
Π(jω) =
[
0 1− Z(jω)∗
1− Z(jω) 0
]
. (10)
Observe that (8) can be rewritten as[
G(jω)
1
]∗
Π(jω)
[
G(jω)
1
]
≤ −2,∀ω ∈ R. (11)
Noting that [G,∆] is well-posed for all ∆ ∈ ∆ and Π is
anti-diagonal, the robust stability of [G,∆] over ∆ ∈∆
follows from [12, Theorem 1].
To show the uniform stability, define the graphs of G
and ∆ as, respectively,
G(G) :=
{
[ y1 u1 ]
T | y1 = Gu1,∀u1 ∈ L2[0,∞)
}
and
G(∆) :=
{
[ u2 y2 ]
T | y2 = ∆u2,∀u2 ∈ L2[0,∞)
}
.
Since G ∈ RH∞, it follows that 〈ν2,Πν2〉 ≥ 0,∀ν2 ∈
G(∆) and 〈ν1,Πν1〉 ≤ −ˆ‖ν1‖2,∀ν1 ∈ G(G) for some
ˆ > 0. Summing them gives
ˆ‖ν1‖2 ≤ 〈ν2,Πν2〉 − 〈ν1,Πν1〉
= 〈ν2 − ν1,Πν2 −Πν1〉+ 〈ν1,Πν2 −Πν1〉+
〈ν2 − ν1,Πν1〉
≤ ‖Π‖ · ‖ν2 − ν1‖2 + 2‖Π‖ · ‖ν2 − ν1‖ · ‖ν1‖
≤ ‖Π‖ · ‖ν2 − ν1‖2 + 2‖Π‖
2·‖ν2−ν1‖2
ˆ +
ˆ
2‖ν1‖2.
It follows that
ˆ
2
‖ν1‖2 ≤
(
‖Π‖+ 2‖Π‖
2
ˆ
)
‖ν2 − ν1‖2.
Moreover, ‖ν2‖2 = ‖ν2−ν1+ν1‖2 ≤ (‖ν2 − ν1‖+ ‖ν1‖)2
≤ 2‖ν2−ν1‖2+2‖ν1‖2. Combining the above inequalities
yields the existence of γ > 0 such that
γ
(‖ν1‖2 + ‖ν2‖2) ≤ ‖ν2 − ν1‖2.
Since ν1 ∈ G(G), ν2 ∈ G(∆), and [G,∆] is robustly stable
over ∆ ∈∆, the above inequality leads to
γ
(‖y1‖2 + |u1‖2 + ‖u2‖2 + ‖y2‖2) ≤ ‖e1‖2 + ‖e2‖2
∀e1, e2 ∈ L2[0,∞), ∀∆ ∈∆.
Hence, it can be concluded that [G,∆] is uniformly stable
over ∆.
“⇒” First note that by defining v(t) = w(t) = 1 for
t = [0, 1] and v(t) = w(t) = 0 otherwise, we have
v, w ∈ L2[0,∞) and 〈v(·), (1− Z)w(·)〉 > 0 for all z ∈
L1(−∞,∞) satisfying ‖z‖1 ≤ 1. Let {zi}∞i=1 be a nor-
malized Schauder basis for L1(−∞,∞) space consisting
of non-negative functions [5]. That is, ‖zi‖ = 1 and for
all z ∈ L+1 (−∞,∞), there exist τi ≥ 0, i = 1, 2, . . . for
which z =
∑∞
i=1 τizi. Define
Πi(jω) :=
[
0 1− Zi(jω)∗
1− Zi(jω) 0
]
.
By Lemma 4, every element in ∆ satisfies the IQCs
defined by Πi’s for all i = 1, 2, . . .. Then, for every
N = 1, 2, . . ., the uniform feedback stability of [G,∆]
over all ∆ ∈ ∆0 satisfying the IQCs defined by Πi for
i = 1, . . . , N implies by [6, Proposition 6] that there ex-
ist τi ≥ 0, i = 1, . . . , N with at least one of them nonzero
4
such that for all ω ∈ R
N∑
i=1
τi
[
G(jω)
1
]∗
Πi(jω)
[
G(jω)
1
]/
N∑
i=1
τi ≤ −1
/
N∑
i=1
τi .
Note that zN :=
∑N
i=1 τizi
/∑N
i=1 τi satisfies zN ∈
L+1 (−∞,∞) and ‖zN‖1 ≤ 1 for all N = 1, 2, . . .. As
such, if there exist no  > 0 and z ∈ L+1 (−∞,∞)
satisfying ‖z‖1 ≤ 1 such that
[
G(jω)
1
]∗
Π(jω)
[
G(jω)
1
]
≤ − ∀ω ∈ R,
where Π is as defined in (10), then for any γ > 0, there
exists ∆ ∈ ∆0 satisfying the IQCs defined by Πi for
i = 1, 2, . . . such that ‖[G,∆]‖ > γ. In particular, for
everyN = 1, 2, . . ., there exists a pair vN , wN ∈ L2[0,∞)
satisfying ‖vN‖ ≤ 1, ‖wN‖ ≤ 1 and the IQCs defined
by Πi for all i = 1, . . . N such that any ∆ ∈ ∆0 that
satisfies ∆vN = wN would result in ‖[G,∆]‖ > γ. Taking
N → ∞ then yields a pair v, w ∈ L2[0,∞) satisfying
‖v‖ ≤ 1, ‖w‖ ≤ 1 and the IQCs defined by Πi for all
i = 1, 2, . . . such that any ∆ ∈∆0 that satisfies ∆v = w
and the IQCs defined by Πi for i = 1, 2, . . . would result
in ‖[G,∆]‖ > γ. In other words, [G,∆] is not uniformly
stable over ∆ ∈∆ by Lemma 4. 2
Theorem 7 Consider Figure 1 withG ∈ RH∞ and ∆ ∈
∆¯, and suppose [G,∆] is well-posed for all ∆ ∈ ∆¯. Then
[G,∆] is uniformly stable over ∆¯ if and only if there exist
z ∈ L1(−∞,∞) and  > 0 such that ‖z‖1 ≤ 1 and (8)
holds.
PROOF. “⇐” Sufficiency follows from Lemma 5 and
similar arguments in the sufficiency proof of Theorem 6.
“⇒” Let {zi}∞i=1 be such that ‖zi‖1 ≤ 1 and for all z ∈L1(−∞,∞), there exist τi ≥ 0 for which z =
∑∞
i=1 τizi.
This can be obtained by taking the union of a normal-
ized Schauder basis for L1(−∞,∞) consisting of non-
negative functions and the negatives of its elements, with
the functions with flipped signs ordered next to each
other. One can then readily establish necessity by ap-
plying Lemma 5 and the same arguments as those in the
necessity proof of Theorem 6. 2
Theorem 6 (respectively, Theorem 7) shows that the con-
dition that G satisfies the IQC defined by the Zames-
Falb mutiplier (10) is both necessary and sufficient for
the uniform stability of [G,∆] over ∆ (respectively, ∆¯).
2.2 Static uncertainty
Next, we consider the class of static (i.e. memoryless)
∆’s in the set ∆. The following lemma explains the links
of the set ∆ to the type of static nonlinearity that is
frequently encountered in the control literature.
Lemma 8 Given a static ∆ ∈∆0, ∆ satisfies (3) if and
only if ∆ is monotone nondecreasing.
PROOF. “⇐” Sufficiency follows [21, Lemma 8].
“⇒” We prove necessity by contraposition. Given a
static ∆ ∈ ∆0 that satisfies (3), suppose to the contra-
positive that there exist x1, x2 ∈ R such that x1 < x2
and ∆(x1) > ∆(x2), i.e. ∆ is not monotone nondecreas-
ing. It can be easily verified that
x2∆(x1) + x1∆(x2) > x1∆(x1) + x2∆(x2).
Define x(t) ∈ L2[0,∞) as
x(t) =

x1 if t ∈ [0, 1) ∪ · · · ∪ [2L, 2L+ 1)
x2 if t ∈ [1, 2) ∪ · · · ∪ [2L+ 1, 2L+ 2)
0 otherwise
(12)
for some L ∈ N. Then it follows that
x(t)∆(x(t+ 1))− x(t)∆(x(t))
=

x1∆(x2)− x1∆(x1) if t ∈ [0, 1) ∪ · · · ∪ [2L, 2L+ 1)
x2∆(x1)− x2∆(x2) if t ∈ [1, 2) ∪ · · · ∪ [2L− 1, 2L)
−x2∆(x2) if t ∈ [2L+ 1, 2L+ 2)
0 otherwise.
When L is chosen to be sufficiently large, we have that∫ ∞
0
x(t)∆(x(t+ 1))dt >
∫ ∞
0
x(t)∆(x(t))dt.
Hence, from (4) we have ∆ /∈ ∆, which completes the
proof. 2
Lemma 9 Given a static ∆ ∈∆0, ∆ satisfies (6) if and
only if ∆ is odd almost everywhere (a.e.) and monotone
nondecreasing.
PROOF. “⇐” The sufficiency can be proved by a sim-
ilar argument in [21, Lemma 8].
“⇒” Given a static ∆ ∈∆0 that satisfies (6), obviously
∆ satisfies also (3). According to Lemma 8, one has that
5
∆ is monotone nondecreasing. Moreover, since a mono-
tone function can only have countable jump discontinu-
ities, ∆ is continuous a.e.. What remains to be shown
is that when ∆ is static, ∆ ∈ ∆¯ only if it is odd a.e..
To this end, let x1, x2 be any scalars in R such that ∆
is continuous at x1 and x2 > x1 > 0. Since ∆(0) = 0,
it follows from Lemma 8 that ∆(x2) ≥ ∆(x1) ≥ 0 and
∆(−x2) ≤ ∆(−x1) ≤ 0.
Now construct a signal x(t) ∈ L2[0,∞) as
x(t) =

x1 if t ∈ [0, 1) ∪ · · · ∪ [2L, 2L+ 1)
−x2 if t ∈ [1, 2) ∪ · · · ∪ [2L+ 1, 2L+ 2)
0 otherwise
(13)
for some L ∈ N. Then it follows that
x(t)∆(x(t+ 1)) + x(t)∆(x(t)) =
x1∆(−x2) + x1∆(x1) if t ∈ [0, 1) ∪ · · · ∪ [2L, 2L+ 1)
−x2∆(x1)− x2∆(−x2) if t ∈ [1, 2) ∪ · · · ∪ [2L− 1, 2L)
−x2∆(−x2) if t ∈ [2L+ 1, 2L+ 2)
0 otherwise.
(14)
Since x(t)∆(x(t+1)) ≤ 0 for all t ≥ 0, it can be inferred
from ∆ ∈ ∆¯ that∫ ∞
0
x(t)∆(x(t+ 1))dt ≥ −
∫ ∞
0
x(t)∆(x(t))dt,
which by (14) with sufficiently large L implies that
x1∆(−x2) + x1∆(x1)− x2∆(x1)− x2∆(−x2)
= (x2 − x1)(−∆(x1)−∆(−x2)) ≥ 0.
Hence, one has ∆(−x2) ≤ −∆(x1).
If we construct the signal x(t) differently as
x(t) =

x2 if t ∈ [0, 1) ∪ · · · ∪ [2L, 2L+ 1)
−x1 if t ∈ [1, 2) ∪ · · · ∪ [2L+ 1, 2L+ 2)
0 otherwise
(15)
then by a similar deduction, it can be verified that
∆(x2) ≥ −∆(−x1). Since ∆ is continuous at x1, tak-
ing the limit x2 → x+1 yields ∆(−x2) → ∆(−x1) and
∆(x2) → ∆(x1). Together with the two inequalities
obtained, it can be concluded that ∆(x1) = −∆(−x1).
2
Now let us define
∆static :=
{∆ ∈∆0 | ∆ is a monotone nondecreasing function} .
It follows from Lemma 8 that ∆static =
{
∆ ∈ ∆ | ∆
is static
}
. Therefore, it is clear that ∆static ⊂ ∆, and
the following result follows directly from Theorem 6.
Corollary 10 Consider Figure 1 where G ∈ RH∞ and
∆ ∈∆static, and suppose [G,∆] is well-posed for all ∆ ∈
∆static. Then, [G,∆] is uniformly stable over ∆static if
there exist z ∈ L+1 (−∞,∞) and  > 0 such that ‖z‖1 ≤ 1
and (8) holds.
Analogously, define
∆¯static := {∆ ∈∆static | ∆ is odd a.e.} .
By Lemma 9, ∆¯static =
{
∆ ∈ ∆¯ | ∆ is static}. Hence,
the following result follows from Theorem 7 as ∆¯static ⊂
∆¯.
Corollary 11 Consider Figure Figure 1 where G ∈
RH∞ and ∆ ∈ ∆¯static, and suppose [G,∆] is well-posed
for all ∆ ∈ ∆¯static. Then, [G,∆] is uniformly stable
over ∆¯static if there exist z ∈ L1(−∞,∞) and  > 0
such that ‖z‖1 ≤ 1 and (8) holds.
Remark 12 The preceding corollaries derive from The-
orems 6 and 7 the classical results of applying the Zames-
Falb multipliers to establishing stability of the feedback
interconnection depicted in Figure 1 with G ∈ RH∞ and
∆ being a static time-invariant monotone nonlinearity.
As ∆static is a subset of ∆ (respectively, ∆¯static ⊂ ∆¯),
it is unknown if condition (8) is necessary for uniform
stability when the class of ∆’s is restricted to be memory-
less. It is indeed challenging to prove that the condition is
unnecessary. One possible approach is to search for an-
other class of multipliers beyond the Zames-Falb type to
better characterize ∆static. Nevertheless, this turns out
to be undoable if the multipliers are constrained to be LTI.
This can be observed from the fact that to make G satisfy
(11) ‘more easily’, one or both of the diagonal elements of
Π(jω0) may be chosen to be less than 0 for some ω0. How-
ever, with such Π(jω), one can always find ∆ ∈ ∆static
(in fact, a nonnegative constant suffices) such that (9)
is violated. Therefore, the best one can do is to keep the
diagonal elements of Π zero. On the other hand, the off-
diagonal elements of the Zames-Falb multiplier in (10)
are already of the most general form presently known [1].
In next subsection, we will show that when the set of
∆’s is further confined, condition (8) is sufficient but not
necessary.
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2.3 LTI uncertainty
We consider here the case where ∆’s are LTI systems.
Lemma 13 Given an LTI ∆ ∈ ∆0, ∆ satisfies (3) if
and only if ∆ is a nonnegative constant.
PROOF. “⇐” When ∆ is a nonnegative constant, it
is clear that ∆ is also monotone nondecreasing. Then, it
follows from Lemma 8 that ∆ satisfies (3).
“⇒” Since ∆ is a bounded causal LTI system on
L2[0,∞), it admits a transfer function representation
∆ˆ(·) that is holomorphic and uniformly bounded in the
complex right half plane and satisfies ∆ˆ(−jω) = ∆ˆ(jω)∗
for all ω ∈ R. By the Plancherel theorem, the inequality
in (3) can be expressed in the frequency domain as
Re
{∫∞
−∞ xˆ(jω)
∗ejωτ ∆ˆ(jω)xˆ(jω)dω
}
≤ Re
{∫∞
−∞ xˆ(jω)
∗∆ˆ(jω)xˆ(jω)dω
}
∀τ ∈ R,∀x ∈ L2[0,∞),
which implies
Re
{
∆ˆ(jω)(1 + ejωτ )
}
≥ 0,∀τ, ω ∈ R. (16)
Next, we show that the above condition requires ∆ˆ(jω)
to be a nonnegative constant, i.e., ∆ˆ(jω) = α ≥ 0, oth-
erwise there always exists some τ resulting in violation
of (16). When ω = 0, to ensure (16), it must hold that
∆ˆ(j0) ≥ 0. Now suppose there exists ωˆ 6= 0 such that
∆ˆ(jωˆ) = α+ jβ with α, β ∈ R.
If β = 0 and α < 0, it is obvious that (16) does not hold
for ω = ωˆ and ωˆτ = pi/2 since
Re
{
∆ˆ(jωˆ)(1 + ejωˆτ )
}
= α < 0.
If α = 0 and β 6= 0, we have that
Re
{
∆ˆ(jωˆ)(1 + ejωˆτ )
}
= −β sin(ωˆτ).
Observe that there exists τ such that β and sin(ωˆτ) have
the same signs, and hence (16) is not satisfied.
If β 6= 0, α 6= 0, it can be obtained that
Re
{
∆ˆ(jωˆ)(1 + ejωˆτ )
}
= α+ α cos(ωˆτ)− β sin(ωˆτ).
When the above quantity is evaluated at τ for which
tan(ωˆτ/2) = (α + 1)/β, it follows that cos2(ωˆτ/2) > 0,
and (16) is violated because α+α cos(ωˆτ)−β sin(ωˆτ) =
2 cos2(ωˆτ/2) (α− β tan(ωˆτ/2)) < 0.
Lastly, ifα ≥ 0, β = 0, this gives Re
{
∆ˆ(jωˆ)(1 + ejωˆτ )
}
=
α + α cos(ωˆτ) ≥ 0 for all ωˆ, τ ∈ R. In other words, ∆ˆ
is a nonnegative-real-valued holomorphic function, and
must hence be a nonnegative constant. 2
Define
∆LTI := {∆ ∈∆ | ∆ is LTI} .
By Lemma 13, ∆LTI = {∆ ∈ R | ∆ ≥ 0}.
Theorem 14 Consider Figure 1 with G ∈ RH∞ and
∆ ∈ ∆LTI, and suppose [G,∆] is well-posed for all ∆ ∈
∆LTI. Then, [G,∆] is uniformly stable over ∆LTI if there
exist z ∈ L1(−∞,∞) and  > 0 such that ‖z‖1 ≤ 1 and
(8) holds. Moreover, the converse is not true.
PROOF. The first part follows from Corollary 11
since ∆LTI ⊂ ∆¯static by Lemma 13. To prove
that the converse is not true, consider the following
O’Shea counterexample adapted from [19, (42)]. Let
H(s) := − s2(s2+2ξs+1)2 and G := H − ε ∈ RH∞, where
ξ ∈ (0, 0.25] and ε > 0 is sufficiently small. Since the
Nyquist plot of G does not intersect with the nonnega-
tive real line, it follows from the Nyquist stability theo-
rem that [G,∆] is uniformly stable over all nonnegative
constant ∆. By applying the results about the phase
limitation on the Zames-Falb multipliers in [19, Section
III.C], it follows that there exists no z ∈ L1 such that
‖z‖1 ≤ 1 and (8) holds true. 2
While a sufficient condition to guarantee input-output
stability for as large a class of ∆ as possible is desirable,
this is not the case as far as the necessity of the condition
is concerned. In fact, there is a subtle trade-off between
the size of the class of ∆’s and the strictness of the con-
dition on G under which the robust feedback stability is
guaranteed. This can be illustrated by our results so far,
considering ∆LTI ⊂ ∆static ⊂ ∆. To be specific, the
existence of z ∈ L+1 (−∞,∞) such that ‖z‖1 ≤ 1 and (8)
is satisfied is sufficient for the uniform stability over all
the three classes of ∆’s, while it is necessary when the
class of ∆’s is given as ∆, and is unnecessary when the
class of ∆’s is given as ∆LTI.
3 Extensions to Slope-Restricted Uncertainty
In this section, we continue investigating the uniform
stability of the feedback system in Figure 1 with a
smaller set of ∆’s by taking into account an additional
‘slope’ restriction. The restriction is parameterized by
the pair (a, b) with 0 ≤ a < b.
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3.1 Nonlinear dynamic uncertainty
Let y(t) = (∆x)(t) and consider the following inequality
on the operator ∆:∫ ∞
0
[
x− b−1y] (t+ τ) [−ax+ y] (t)dt
≤
∫ ∞
0
[
x− b−1y] (t) [−ax+ y] (t)dt,
∀τ ∈ R,∀x ∈ L2[0,∞)
(17)
for some constants b > a ≥ 0. Also let
∆[a,b] := {∆ ∈∆0 | ∆ satisfies (17)} . (18)
Before presenting the main theorem, we establish some
supporting lemmas.
Lemma 15 Given a ∆ ∈ ∆0, ∆ satisfies (17) if and
only if〈
x− b−1y, (1− Z)(−ax+ y)〉 ≥ 0,∀x ∈ L2[0,∞)
(19)
with y = ∆x for all z ∈ L+1 (−∞,∞) such that ‖z‖1 ≤ 1.
PROOF. This can be proved by rewriting (19) as〈
x− b−1y,Z(−ax+ y)〉 ≤ 〈x− b−1y, (−ax+ y)〉 and
by using the same arguments in the proof of Lemma 4.
2
Let M(jω) denote 1 − Z(jω). Lemma 15 shows that
given a ∆ ∈∆0, a necessary and sufficient condition for
∆ ∈ ∆[a,b] is that ∆ satisfies the class of IQCs defined
by
Π[a,b](jω)
=
[
−a (M(jω) +M(jω)∗) ab−1M(jω) +M(jω)∗
ab−1M(jω)∗ +M(jω) −b−1 (M(jω) +M(jω)∗)
]
(20)
for all z ∈ L+1 (−∞,∞) such that ‖z‖1 ≤ 1.
Lemma 16 If ∆ ∈ ∆[a,b], then for all θ ∈ [0, 1], θ∆ +
(1− θ)a ∈∆[a,b].
PROOF. Given any ∆ ∈ ∆[a,b], (17) holds by defini-
tion, and note that θ∆ + (1− θ)a ∈∆0 for all θ ∈ [0, 1].
It remains to verify that θ∆ + (1− θ)a also satisfies (17)
for any θ ∈ [0, 1]. Thus, it suffices to show that (17) with
y replaced by θy+ (1− θ)ax holds true for all θ ∈ [0, 1].
By replacing y with θy + (1 − θ)ax in (17), it can ob-
tained that the inequality is equivalent to
∫∞
0
[
(x− b−1y) + (1− θ)b−1(−ax+ y)]
(t+ τ) [θ(−ax+ y)] (t)dt
≤ ∫∞
0
[
(x− b−1y) + (1− θ)b−1(−ax+ y)] (t)
· [θ(−ax+ y)] (t)dt
∀τ ∈ R,∀x ∈ L2[0,∞).
(21)
To show that (21) holds, observe that
∫∞
0
[−ax+ y] (t+ τ) · [−ax+ y] (t)dt
≤ ∫∞
0
[−ax(t) + y(t)]2 dt
∀τ ∈ R,∀x ∈ L2[0,∞),
(22)
which follows from the fact that∫∞
−∞ e
jωτ [−axˆ(jω) + yˆ(jω)]∗ [−axˆ(jω) + yˆ(jω)] dω
≤ ∫∞−∞ [−axˆ(jω) + yˆ(jω)]∗ [−axˆ(jω) + yˆ(jω)] dω
∀τ ∈ R,∀x ∈ L2[0,∞)
and the Parseval’s theorem. Then, multiply (22) and
(17) by θ(1− θ)b−1 and θ respectively, and (21) follows
by adding up the two obtained inequalities. 2
Next, consider the inequality∣∣∣∣∫ ∞
0
[
x− b−1y] (t+ τ) [−ax+ y] (t)dt∣∣∣∣
≤
∫ ∞
0
[
x− b−1y] (t) [−ax+ y] (t)dt,
∀τ ∈ R,∀x ∈ L2[0,∞)
(23)
and define
∆¯[a,b] := {∆ ∈∆0 | ∆ satisfies (23)} . (24)
Lemma 17 Given a ∆ ∈ ∆0, ∆ satisfies (23) if and
only if (19) holds with y = ∆x for all z ∈ L1(−∞,∞)
such that ‖z‖1 ≤ 1. If ∆ ∈ ∆¯[a,b], then for all θ ∈ [0, 1],
θ∆ + (1− θ)a ∈ ∆¯[a,b].
The proof to the lemma above is omitted since it follows
the same lines of reasoning in Lemma 5 and Lemma 16.
A variant of the IQC stability theorem tailored to our
purpose is stated next.
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Proposition 18 Given Π ∈ L∞, G ∈ RH∞ and
bounded causal ∆, assume that
(i) for θ ∈ [0, 1] the interconnection [G, θ∆ + (1− θ)a]
is well-posed,
(ii) the interconnection [G, a] is stable,
(iii) for θ ∈ [0, 1], θ∆ + (1− θ)a ∈ IQC(Π),
(iv) there exists  > 0 such that[
G(jω)
1
]∗
Π(jω)
[
G(jω)
1
]
≤ −, ∀ω ∈ R.
Then the system [G,∆] is stable.
PROOF. The result can be established using the same
line of reasoning of [12, Theorem 1], 2
Theorem 19 Consider Figure 1 with G ∈ RH∞ and
∆ ∈ ∆[a,b] (respectively, ∆¯[a,b]). Suppose that [G, a] is
stable and [G,∆] is well-posed for all ∆ ∈ ∆[a,b] (re-
spectively, ∆ ∈ ∆¯[a,b]). Then, [G,∆] is uniformly stable
over ∆[a,b] (respectively, ∆¯[a,b]) if and only if there ex-
ist z ∈ L+1 (−∞,∞) (respectively, z ∈ L1(−∞,∞)) and
 > 0 such that ‖z‖1 ≤ 1 and
Re
{
(1− Z(jω))(G(jω)− b−1)·
(aG(jω)∗ − 1)} ≥ , ∀ω ∈ R.
(25)
PROOF. First consider the case where ∆ ∈∆[a,b].
“⇐” From Lemma 15 and Lemma 16 we have that for
each ∆ ∈ ∆[a,b], θ∆ + (1 − θ)a ∈ ∆[a,b] for θ ∈ [0, 1],
which implies (iii) in Proposition 18 with Π defined by
(20) holds for all ∆ ∈ ∆[a,b]. Moreover, it also implies
that (i) in Proposition 18 holds for all ∆ ∈∆[a,b]. Now
observe that condition (25) can be equivalently trans-
formed into[
G(jω)
1
]∗
Π[a,b](jω)
[
G(jω)
1
]
≤ −2,∀ω ∈ R.
By exploiting Proposition 18, it can be concluded that
[G,∆] with ∆ ∈ ∆[a,b] is robustly stable. The uniform
stability of [G,∆] can be further established using the
same arguments in the proof of Theorem 6.
“⇒” The necessity can be proved following the same line
of the necessity proof in Theorem 6.
The case of ∆ ∈ ∆¯[a,b] can be proved analogously based
on Lemma 17. 2
Remark 20 It can be easily verified that when a = 0 and
b→∞, Theorem 19 specializes to Theorems 6 and 7.
3.2 Static uncertainty
Next, we consider the class of static (i.e. memoryless)
∆’s in the set ∆[a,b] (respectively, ∆¯[a,b]). The following
lemma explains the links between these sets with cer-
tain types of slope-restricted static nonlinearity that are
widely considered.
Lemma 21 Given a static ∆ ∈∆0, then
(i) ∆ satisfies (17) if and only if
a ≤ ∆(x1)−∆(x2)
x1 − x2 ≤ b,∀x1, x2 ∈ R, x1 6= x2.
(26)
(ii) ∆ satisfies (23) if and only if ∆ is odd and satisfies
(26).
PROOF. Throughout the proof, let x¯ := x− b−1∆(x)
and y¯ := −ax+ ∆(x).
(i) Note that (17) can be rewritten as∫ ∞
0
x¯(t+ τ)y¯(t)dt ≤
∫ ∞
0
x¯(t)y¯(t)dt
∀τ ∈ R, x ∈ L2[0,∞).
(27)
“⇒” Given any x1, x2 ∈ R such that x1 < x2. If x¯1 = x¯2,
it follows that ∆(x1)−∆(x2) = b(x1−x2), which satisfies
(26). If x¯1 6= x¯2, define x(t) ∈ L2[0,∞) as in (12) for
some L ∈ N. Then it follows that
x¯(t+ 1)y¯(t)− x¯(t)y¯(t)
=

x¯2y¯1 − x¯1y¯1 if t ∈ [0, 1) ∪ · · · ∪ [2L, 2L+ 1)
x¯1y¯2 − x¯2y¯2 if t ∈ [1, 2) ∪ · · · ∪ [2L− 1, 2L)
−x¯2y¯2 if t ∈ [2L+ 1, 2L+ 2)
0 otherwise.
To satisfy (27) when τ = 1 and L is sufficiently large, it
is thus required that
x¯2y¯1 − x¯1y¯1 + x¯1y¯2 − x¯2y¯2 ≤ 0. (28)
If x¯1 > x¯2, then
∆(x1)−∆(x2)
x1−x2 > b, and (28) implies
that y¯1 ≥ y¯2, which gives ∆(x1)−∆(x2)x1−x2 ≤ a. This gives
rise to a contradiction since b > a. Hence, it must hold
that x¯1 < x¯2. In this case, it follows from (28) that
y¯1 ≤ y¯2. Together, they imply a ≤ ∆(x1)−∆(x2)x1−x2 < b.
Consequently, (26) follows.
“⇐” Suppose a ≤ ∆(x1)−∆(x2)x1−x2 < b. Then it is proved in
[21, Section 7] that the function mapping x¯ to y¯ is static,
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bounded and monotone nondecreasing. Therefore it fol-
lows from Lemma 8 that (27) holds true. Note that the
set of ∆’s satisfying (26) is the closure of the set of ∆’s
satisfying a ≤ ∆(x1)−∆(x2)x1−x2 < b. It is then straightfor-
ward to see that (17) holds for all ∆ satisfying (26) via
a limiting argument.
(ii) “⇒” Given a static ∆ ∈∆0 that satisfies (23), since
(23) implies (17), it follows from (i) that ∆ satisfies (26),
whereby ∆ is continuous. It remains to show that ∆ is
odd. First, note from (26) that both x − b−1∆(x) and
−ax+ ∆(x) are monotone nondecreasing.
If there exist x1, x2 such that 0 < x¯1 < x¯2, then one
has 0 < x1 < x2 and 0 < y¯1 ≤ y¯2. In this case, let
x¯−1 = −x1− b−1∆(−x1), x¯−2 = −x2− b−1∆(−x2) and
y¯−1 = ax1 + ∆(−x1), y¯−2 = ax2 + ∆(−x2). By defining
x(t) as in (13) and (15) respectively for a sufficiently
large L ∈ N and investigating the term x¯(t + 1)y¯(t) +
x¯(t)y¯(t), it can be shown using the same argument of
the necessity proof of Lemma 9 that y¯1 = −y¯−1. As a
result, −ax1 + ∆(x1) = −ax1 − ∆(−x1), which gives
∆(x1) = −∆(−x1). In other words, ∆ is odd.
If there exist no x1, x2 such that 0 < x¯1 < x¯2, then it
can be implied that ∆(x) = bx, and hence ∆ is odd.
“⇐” This can be shown based on the sufficiency proof
for (i) and Lemma 9. 2
Define
∆
[a,b]
static := {∆ ∈∆0 | ∆ is static and satisfies (26)}
(29)
and
∆¯
[a,b]
static :=
{
∆ ∈∆[a,b]static | and ∆ is odd
}
. (30)
By Lemma 21, ∆
[a,b]
static =
{
∆ ∈∆[a,b] | ∆ is static} and
∆¯
[a,b]
static =
{
∆ ∈ ∆¯[a,b] | ∆ is static }. Hence, ∆[a,b]static ⊂
∆[a,b] and ∆¯
[a,b]
static ⊂ ∆¯[a,b]. This together with Theo-
rem 19 enables us to provide the following result.
Corollary 22 Consider Figure 1 with G ∈ RH∞ and
∆ ∈ ∆[a,b]static (respectively, ∆¯[a,b]static). Suppose that [G, a]
is stable and [G,∆] is well-posed for all ∆ ∈ ∆[a,b]static
(respectively, ∆ ∈ ∆¯[a,b]static). Then, [G,∆] is uniformly
stable over ∆
[a,b]
static (respectively, ∆¯
[a,b]
static) if there exist
z ∈ L+1 (−∞,∞) (respectively, z ∈ L1(−∞,∞)) and
 > 0 such that ‖z‖1 ≤ 1 and (25) holds.
Remark 23 It is worth noting that weaker versions of
Corollary 22 can be found in the literature. In particular,
a slightly more conservative sufficient condition for the
robust closed-loop stability of [G,∆] is provided in [21].
By letting a = 0, the condition proposed in Corollary 22
coincides with the one provided in [12,17], which is con-
cerned with a one-sided slope restriction on ∆. In this
paper, condition (25) is first proved to be necessary and
sufficient for the uniform closed-loop stability over a set
of dynamic ∆’s described by (17) (resp. (23)), which in-
cludes the slope-restricted monotone static ∆ represented
by (29) (resp. (30)) as a subset.
In next subsection, we will show that when the set of
∆’s is further confined, condition (25) is sufficient but
not necessary.
3.3 LTI uncertainty
Lastly we consider the case where ∆’s are LTI systems.
Lemma 24 Given an LTI ∆ ∈ ∆0, ∆ satisfies (17) if
and only if ∆ is a constant in [a, b].
PROOF. The sufficiency is clear from Lemma 21 as
any constant ∆ in [a, b] satisfies (26). The necessity can
be shown following the same line of argument in the
proof of Lemma 13 with ∆ˆ(jω) in (16) replaced by (1−
b−1∆ˆ(jω))(−a+∆ˆ(jω)∗). In particular, it can be verified
that (1− b−1∆ˆ(jω))(−a+ ∆ˆ(jω)∗) is nonnegative real-
valued, from which it follows that ∆ˆ(jω) is [a, b]-valued,
which in turn implies that ∆ˆ is a constant in [a, b]. 2
Define
∆
[a,b]
LTI :=
{
∆ ∈∆[a,b] | ∆ is LTI
}
.
By Lemma 24, ∆
[a,b]
LTI = {∆ ∈ R | a ≤ ∆ ≤ b} .
Corollary 25 Consider Figure 1 with G ∈ RH∞ and
∆ ∈ ∆[a,b]LTI . Suppose that [G, a] is stable and [G,∆] is
well-posed for all ∆ ∈ ∆[a,b]LTI . Then, [G,∆] is uniformly
stable over ∆
[a,b]
LTI if there exist z ∈ L1(−∞,∞) and  > 0
such that ‖z‖1 ≤ 1 and (25) holds. Moreover, the con-
verse is not true.
PROOF. The sufficiency can be proved in a straight-
forward manner with Corollary 22 since ∆
[a,b]
LTI ⊂
∆¯
[a,b]
static. To prove the converse is not true, first observe
that condition (25) can be rewritten as
Re
{
(1− Z(jω))(G(jω)− b−1)
(aG(jω)− 1)−1} ≥ ˆ ∀ω ∈ R (31)
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for some ˆ > 0, in which the stability of [G, a] ensures
that (aG− 1)−1 ∈ RH∞.
If a = 0, let −G(s) = s2(s2+2ξs+1)2 + ε − b−1, where
ξ ∈ (0, 0.25] and ε > 0 is sufficiently small. Then we
have G ∈ RH∞ and (G(s) − b−1)(aG(s) − 1)−1 =
s2
(s2+2ξs+1)2 +ε. Since the Nyquist plot of
s2
(s2+2ξs+1)2 +ε
does not intersect with nonpositive real line, it can be
implied from the above equation that the Nyquist plot
of G does not intersect the interval [b−1, a−1]. This, to-
gether with the fact that [G, a] is stable, indicates that
[G,∆] is uniformly stable over ∆
[a,b]
LTI . Following the same
line of reasoning in the proof of Theorem 14, it can be
shown that there is no z ∈ L1 such that ‖z‖1 ≤ 1 and
(31) holds true.
If a > 0, let G(s) = (b
−1−ε)(s2+2ξs+1)2−a−1ξ2s2
(1−aε)(s2+2ξs+1)2−ξ2s2 , where
ξ ∈ (0, 0.25] and ε > 0 is sufficiently small. One can
verify that G ∈ RH∞ by, say, the Routh-Hurwitz sta-
bility criterion and that (G(s) − b−1)(aG(s) − 1)−1 =
a−1ξ2s2
(s2+2ξs+1)2 + ε. Similarly, since the Nyquist plot of
a−1ξ2s2
(s2+2ξs+1)2 + ε does not intersect with nonpositive real
line, it can be implied from the above equation that
the Nyquist plot of G does not intersect the interval
[b−1, a−1]. This and the fact that [G, a] is stable imply
that [G,∆] is uniformly stable over ∆
[a,b]
LTI . We note that
a−1ξ2s2
(s2+2ξs+1)2 differs from [19, (42)] only by a positive fac-
tor and hence they have the same phase response. By
applying the results on phase limitation in [19, Section
III.C], we can again conclude that there is no z ∈ L1
such that ‖z‖1 ≤ 1 and (31) holds true. 2
4 Conclusion
In the systems and control literature, the Zames-Falb
multipliers are widely used as a classical tool to establish
the input-output stability of a feedback interconnection
of an LTI system and a static slope-restricted nonlinear-
ity. Not much attention has been paid to investigating
the conservatism of using the Zames-Falb multipliers.
This paper identifies a class of nonlinear dynamic sys-
tems over which the uniform feedback stability is equiv-
alent to the existence of an appropriate Zames-Falb mul-
tiplier. When this class of systems is restricted to be
LTI, the existence of a Zames-Falb multiplier is shown to
be sufficient but not necessary to establish the uniform
feedback stability. When the same class is restricted to
be static, it remains unknown whether the existence of a
Zames-Falb multiplier is necessary for the uniform feed-
back stability. This gives rise to an interesting future
research direction.
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