The recent success of single-agent reinforcement learning (RL) encourages the exploration of multi-agent reinforcement learning (MARL), which is more challenging due to the interactions among different agents. In this paper, we consider a voting-based MARL problem, in which the agents vote to make group decisions and the goal is to maximize the globally averaged returns. To this end, we formulate the MARL problem based on the linear programming form of the policy optimization problem and propose a distributed primal-dual algorithm to obtain the optimal solution. We also propose a voting mechanism through which the distributed learning achieves the same sub-linear convergence rate as centralized learning. In other words, the distributed decision making does not slow down the global consensus to optimal. We also verify the convergence of our proposed algorithm with numerical simulations and conduct case studies in practical multi-agent systems.
Introduction
Reinforcement learning (RL) aims at maximizing a cumulative reward by selecting a sequence of optimal actions to interact with a stochastic unknown environment [36] , where the dynamics is usually modeled as a Markov decision process (MDP). The recent success of single-agent RL in various fields, e.g., video games [34, 35] , data analysis [27] , and system control [41, 40] , encourages the extension to multi-agent reinforcement learning (MARL), which, however, is more challenging since each agent interacts with not only the environment but also the other agents. In this paper, we focus on the collaborative MARL setting where the aim is to maximize the globally averaged return of all agents in the environment. In addition, we assume that each agent can only observe its own reward, which may differ across different agents.
For collaborative MARL, it is critical to specify a proper collaboration protocol so as to promote efficient cooperations among the agents. One tempting choice is to allow mutual communication among neighboring agents for coordination [43, 38, 26, 20, 28] . However, such communication requires the agents to be connected for information exchange. In contrast, in this paper, we analyze a different approach consisting of a voting mechanism, where the agents vote to determine the joint action with no mutual communication, such that it is topology independent. Such a voting-based architecture finds wide applications in many practical multi-agent systems, e.g., vehicle networks [3] , sensor networks [30, 17] , and social networks [16] .
Our primary interest is to develop a sample-efficient model-free distributed MARL algorithm built upon voting-based coordinations in the presence of a generative model of the MDP [10, 37, 4] . In particular, we consider the underlying MDP unknown but having access to a sampling oracle which takes an arbitrary state-action pair (i, a) as input and generates the next state j with probability p ij (a), along with an immediate reward for each individual agent. Such a simulatordefined MDP has been studied in existing literatures with a single RL agent, including the modelbased RL [10, 37, 4] and model-free RL [18, 19] . Our problem formulation is based on the saddle point formulation of policy optimization in MDPs [33] . In this context, we propose a distributed MARL algorithm to estimate the policy and value function in MARL through primal-dual iterations. Each pair of the local primal and dual variables correspond to the local value and voting policy of each agent, respectively. In this way, obtaining the optimal voting policy of each agent is equivalent to obtaining the optimal value of its dual variable. We then propose a voting mechanism to specify how local votes determine the global action to take, by which optimizing the local voting policy of each agent distributively is equivalent to optimizing the global acting policy of all the agents. The analysis and simulations in this paper will yield insights behind voting-related behaviors and motivate us to understand how voting mechanism works in a distributed, collaborative and interactive system. Related Work. Many existing works on model-free MARL is based on the framework of Markov games [32, 21, 22, 42, 2] or temporal-difference RL [43, 12, 15, 23, 31, 13] . Specifically, the study of MARL in the context of Markov game mainly adapts a stochastic game into the MARL formulation, which applies to both collaborative and competitive settings. The representatives include the cooperative games [32] , zero-sum stochastic games [21] , general-sum stochastic games [22] , decentralized Q-Learning [2] , and the recent mean-field MARL [42] . Alternatively, the study of MARL in the context of temporal-difference RL mainly origins from dynamic programming, which learns by following the Bellman's equation. For example, [12, 15, 23, 31, 13] studied deep MARL that uses deep neural networks as function approximators; more recently, [43] studied the convergence of the actor-critic algorithm with linear function approximators in a MARL system consist of networked agents. However, the above MARL approaches either focus on empirical performance without theoretical guarantees [12, 15, 23, 31, 13] or only provide asymptotic convergence without providing an explicit sample complexity analysis towards an ǫ-optimal solution [43] .
On the other hand, there are two research lines in existing literature that focus on the saddle point formulation of RL. One research line studies the saddle point formulation resulted from the fixed-point problem of policy evaluation [26, 9, 11, 38, 20] , i.e., learning the value function of a fixed policy. Among others, [20, 38] provided the sample complexity analysis of policy evaluation in the context of MARL, where the policies of all agents are fixed. In contrast, the other research line, including this paper, focuses on the saddle point formulation resulted from the policy optimization problem [8, 39, 7] , where the policy is continuously updated towards the optimal one, making the analysis substantially more challenging than that for the policy evaluation. In the single-agent setting, our work is closely related to [39] . However, to the best of our knowledge, our work is the first to consider solving a saddle-point policy optimization in the context of MARL, which considers the coordination among multiple agents. Moreover, we also provide numerical simulations and case studies for verification, while previous works mainly focus on theoretical analysis [8, 39, 7] . Finally, compared with the widely considered communication-based coordination in MARL [43, 26, 38, 20] , our proposed voting-based coordination is more promising to be applied in many voting-based applications [3, 30, 17, 16] . Moreover, it is also interesting to study the voting mechanism and the related behaviors under competitive settings in the future work.
Main Contribution. Our main contribution is three-fold: 1) we formulate the MARL problem based on the liner programming form of the policy optimization problem and propose a distributed primal-dual algorithm to obtain the optimal solution by exploiting the linear duality between the value and policy of the Bellman equation in the context of MARL; 2) we propose to coordinate the agents through voting, which is topology independent, and propose a voting mechanism through which the distributed learning achieves the same sub-linear convergence as centralized learning. In other words, the proposed distributed decision-making process does not slow down the global consensus to optimal; 3) our proposed algorithm and analysis covers the single-agent learning as a special case, which makes it more general. We also verify the convergence of our proposed algorithm through numerical simulations and demonstrate practical applications to justify the learning effectiveness.
Problem Formulation

Multi-Agent AMDP
We focus on the infinite-horizon average-reward Markov decision process (AMDP) as in [39, 7] , which aims at optimizing the average-per-time-step rewards over an infinite decision sequence. Existing literatures usually model RL as a discounted MDP, which aims at maximizing the discounted cumulative reward with a discount factor γ ∈ (0, 1). However, the discounted MDP is indeed an approximation to the infinite-horizon undiscounted MDP [39] . Hence, in this paper, we do not assume that the future rewards are discounted, but focus on the AMDP under fast mixing and stationary properties, which are defined in Sec. 4. The multi-agent AMDP can be described as
where S is the state space, A is the action space, P = {P a (s, s ′ )|s, s ′ ∈ S, a ∈ A} is the collection of state-to-state transition probabilities, and
is the collection of local reward functions with M the number of agents. Moreover, we consider the reward functions of the agents may differ from each other and are private to each corresponding agent.
The considered MARL system selects the action to take according to the votes from local agents. Each agent determines its vote individually without communicating with the others. Specifically, at each time step t, the MARL system works as follows: 1) all agents observe the state s t ∈ S; 2) each agent votes for the action a t to take under s t ; 3) the system determines the action a t to take according to the votes; 4) the system executes a t and returns the immediate rewards r m at M m=1 to each corresponding agent; 5) the system shifts to a new state s t+1 ∈ S with the probability P (s t+1 |s t , a t ) and starts the next iteration.
We denote the local voting policy of each agent as π m ∈ Ξ ⊂ R S×A , m ∈ M, which is a randomized stationary policy with Ξ consisting of non-negative matrices whose (s, a)-th entry π(s, a) denotes the probability of taking action a at state s. The global acting policy to determine the joint action to take is denoted as π g ∈ Ξ ⊂ R S×A . Indeed, the global acting policy is determined by the local voting policies jointly, which is specified by the voting mechanism discussed later.
Multi-Agent Policy Optimization
The multi-agent policy optimization aims at improving the global acting policy by maximizing the sum of local average-rewards, which can be written as
where
is the expectation over all the state-action trajectories generated by the MARL system when following the acting policy π g . According to the theory of dynamic programming [33, 5] , the valuev * is the optimal average reward to problem (2) if and only if it satisfies the following Bellman
where p ij (a) is the transition probability from state i to state j after taking the action a and v * (i) is referred to as the difference-of-value function [39, 7] . Note that there exist infinite many solutions of v * (i), e.g., by adding constant shifts, which does not affect our analysis.
Saddle Point Formulation
The multi-agent policy optimization problem (2) and the Bellman equation (3) admit linear programming forms [39, 7] , which are dual to each other and can be formulated as the following minimax problem:
where v g and µ g are the global primal and dual variables, respectively, with V and U their search spaces to be specified later, P a ∈ R |S|×|S| is the MDP transition matrix under action a with its (i, j)-th entry denoted as p ij (a), and r m a ∈ R |S| is the expected state-transition reward under action a with r m i,a = j∈S p ij (a)r m ij (a), ∀i ∈ S. It is known that the basis of the optimal dual variable µ * ∈ R |S||A| corresponds to an optimal deterministic policy [33] , which can be obtained as π * i,a = µ * i,a / µ * 1 . Therefore, obtaining the optimal acting policy π g is equivalent to obtaining its corresponding optimal dual variable µ * , which is our focus in this paper.
Voting-Based Multi-Agent Reinforcement Learning
In this section, we propose a voting mechanism to specify how local votes determine the global action. Then, we prove that the voting mechanism enables the update on the global acting policy to be equivalent to the update on the distributed voting policies, such that problem (4) can be solved in a distributed manner, which leads to our proposed distributed primal-dual learning algorithm.
Voting Mechanism
We introduce one pair of local primal and dual variables for each local agent m ∈ M, denoted as v m and µ m . The voting mechanism takes the form:
The purpose of the above voting mechanism is to combine the local dual variables µ m , m ∈ M into a global variable µ g , which will then determine the next sample, i.e., the state-action pair (i t , a t ), to query from the sampling oracle for learning. Note that the global dual variable µ g corresponds to the global acting policy, while the local dual variable µ m corresponds to the local voting policy, such that the voting mechanism also indicates the relationship between the global acting policy and the local voting policies. In other words, the agents are actually voting for the next sample to query from the sampling oracle.
Distributed Primal-Dual Learning Algorithm
We now develop a primal-dual learning algorithm to solve problem (4) in a distributed manner based on a double-sampling strategy. Specifically, we first update the local dual variables based on uniform sampling and then updates the local primal variables based on probability sampling, with the probability specified by the dual variables. The detailed procedure is provided in Algorithm 1.
Next, we present the local primal-dual update at each iteration t and prove that such a local update is equivalent to the global update with a properly specified voting mechanism.
Local Dual Update. The first state-action pair (i t , a t ) to update the local dual variables is sampled with uniform probability p dual i,a = 1 |S||A| . The MARL system then shifts to the next state j t conditioned on (i t , a t ) and returns the local rewards r m it,jt (a)
to each corresponding agent.
The local dual variable µ m,t of agent m is updated as
with β the step-size and
In fact, x t is the proportion between the locally recovered partial derivatives and the global true partial derivatives of the minimax objective in (4). It also defines the explicit form of the voting mechanism as in Lemma 1. However, note that with or without using x t in the algorithm does not affect the convergence since it does not influence the sampling in the next primal update step; we use it in the proof only for theoretical analysis purpose.
Local Primal Update. The second state-action pair (i t , a t ) to update the local primal variables is sampled with probability
The system then shifts to the next state j t conditioned on (i t , a t ), and returns the local rewards to each corresponding agent. The local primal variable v t is updated as
where α is the step-size and Π V {·} denotes the projection to the search spaces V, which is defined in Sec. 4. Note that the local primal update is identical across the agents. Hence, we use the same notation v t i in the primal update for all the agents in the sequel.
Equivalent Global Update. We next prove that the distributed primal-dual updates on the local voting policies are equivalent to the centralized primal-dual updates on the global acting policy, with the voting mechanism specified as follows.
Lemma 1 (Equivalent Global Update) By specifying the voting mechanism as
, where
, the local primal-dual updates are equivalent to the following global primal-dual updates:
Remark that the global primal-dual updates are conditionally unbiased partial derivatives of the minimax objective given in (4).
Lemma 2 (Unbiasedness) By specifying the voting mechanism as in Lemma 1, the gradient of the dual variable
is the conditionally partial derivative of the minimax objective with a constant bias, concretely,
The gradient of the primal variable d t+1 is the conditionally unbiased partial derivative of the minimax objective; concretely,
The proofs of Lemma 1 and Lemma 2 are deferred to the appendix. The system samples (i t , a t ) with probability p dual it,at .
7:
The system shifts to next state j t conditioned on (i t , a t ), and generates the local rewards r m at M m=1
.
8:
The agent m updates its local dual variable according to
otherwise 10: end for
11:
The system samples (i t , a t ) with probability p primal it,at .
12:
13:
for m = 1, 2, · · · , M do
14:
The agent m updates its local primal according to (10) and (11). , ∀i ∈ S.
Theoretical Results
In this section, we establish the convergence and sample complexity analysis for Algorithm 1. We start by making the following assumptions over the stationary distribution and the mixing time over the considered multi-agent AMDP. Similar assumptions have also been used in [7, 39] for the case with a single-agent RL.
Assumption 1 The multi-agent AMDP is ergodic under any stationary acting policy π g and there exists
where ν π g is the stationary distribution under a stationary policy π g .
The above assumption requires the multi-agent AMDP to be ergodic (aperiodic and recurrent) with the parameter τ , characterizing the variation of stationary distributions associated with the acting policy.
Assumption 2 There exists a constant t mix > 0 such that for any stationary policy π g , we have
where · T V is the total variation.
The above assumption requires the multi-agent AMDP to be sufficiently rapidly mixing with the parameter t mix , characterizing how fast the multi-agent AMDP reaches its stationary distribution from any state under any acting policy [39] . In other words, t mix actually characterizes the distance between any stationary policy and the optimal policy under the considered multi-agent AMDP. In the following analysis, we focus on the optimal difference-of-value vector that satisfies v * ∞ ≤ 2t mix , which has been proven to exist under Assumption 2 [39] .
Based on Assumption 1 and Assumption 2, we specify the search spaces for the global primal variable v and the global dual variable µ, respectively, as
Convergence Analysis
In this section, we establish the convergence result of the proposed Algorithm 1.
) be an arbitrary multiagent AMDP tuple satisfying Assumption 1 and Assumption 2. The sequence of iterates generated by Algorithm 1 satisfies
Theorem 1 establishes a sub-linear error bound of the linear complementarity corresponding to problem (4). The result also covers the single-agent RL [39] as a special case, which makes our model more general. It is noteworthy to point out that in our proof, the scalar M in Theorem 1, i.e., the number of agents, comes from the bound of the total reward of all agents m∈M r m ∈ (0, M ). As such, if we consider a normalized reward where m∈M r m ∈ (0, 1), the complexity in Theorem 1 will no longer be related to M , namely, scale-free over the number of agents. The proofs are deferred to the appendix.
Sample Complexity Analysis
In this section, we analyze the sample complexity of the proposed Algorithm 1. The aim of Algorithm 1 is to obtain the optimal acting policy π g, * which maximizes the value functionv π g defined in (2) . Denoting the optimal value function asv * and the value function of the acting policy generated by Algorithm 1 asvπ g , the gap betweenv * andvπ g can be quantified as follows. 
wherev * is the value function of the optimal acting policy.
Theorem 2 indicates that the proposed distributed primal-dual algorithm obtains an ǫ-optimal policy with samples of size O(
). Similar to Theorem 1, the scalar M also comes from the bound of the total reward of all agents. The proofs are deferred to the appendix.
Numerical Results
This section evaluates the proposed voting-based MARL algorithm with two experiments: 1) verifying the convergence of our proposed algorithm with the generated MDP instances; 2) applying the proposed algorithm to a voting-based multi-agent system in wireless communication. The experiments mainly show that: 1) the distributed decision making does not slow down the global consensus to reach the optimality; 2) the voting-based learning is more efficient than letting agents behave individually and selfishly. Moreover, we add another experiment on a multi-agent queuing system in the appendix.
Empirical Convergence
We generate the instances of multi-agent MDP using a similar setup as in White and White [1] . Specifically, given a state and an action, the multi-agent MDP shifts to the next state assigned from the entire set without replacement. The transition probabilities are generated randomly from [0, 1] and the transitions are normalized to sum as one. The optimal policy is generated with purposeful behaviors by letting the agent favor a single action in each state and assigning it with a higher expected reward in [0, 1]. In Figure 1(a) , we show the empirical convergence result over one million iterations. The error ǫ = v * −vπ 1 is averaged over 100 instances. The result shows that the empirical convergence rate well supports the result given in Theorem 2. Moreover, we also present: 1) the performance change of varying the number of local agents from M = 5 to M = 100, and 2) the performance of centralized learning, which directly uses the global primal-dual updates to learn the global policy. The result shows that the empirical convergence rates of the centralized case and the distributed case are the same over different numbers of agents M , which verifies that the distributed decision making does not slow down the global consensus to reach the optimality.
Application to Wireless Communication Systems
We now apply the proposed voting-based MARL algorithm to a multi-agent system in wireless communication. Recently, the unmanned aerial vehicles (UAV) assisted wireless communication has attracted much research attention [29, 14, 25, 6] . However, obtaining the best performance in a unmanned aerial vehicle mounted with a mobile base station (UAV-BS) assisted wireless system highly depends on the optimal placement of the UAV-BSs [29, 14, 25] . We here consider optimizing the placement of multiple UAV-BSs through our proposed voting-based MARL algorithm. More details are deferred to the appendix.
Specifically, the considered single UAV-BS assisted wireless system is shown in Figure 1 (b). The action is to move the UAV-BS to any one of the |A| = 9 candidate aerial locations, which is determined by the votes from ground-BSs. The investigated area is regularly divided into nine grids, and the system states are characterized by the load distribution of the grids, including |S| = 510 conditions. The reward function is defined to maximize the user throughput. Due to space limitation, we defer the detailed experiment settings, e.g., the wireless channel model, load and reward definitions, to the appendix. Figure 1 (c) present the rewards averaged over 20 runs. We compare the proposed voting-based scheme with two baselines: 1) the selfish-action scheme, where each agent is maximizing its own rewards and the MARL system randomly chooses one agent to determine the global action per iteration; 2) the optimal scheme, obtained by assuming the underlying MDP known. The result shows that the proposed voting-based mechanism can well coordinate the underlying agents to approach the optimal global rewards faster than letting all the agents perform selfishly, which justifies the learning effectiveness and the possibility to be applied to practical multi-agent systems.
Conclusions
In this paper, we considered a collaborative MARL problem, where the agents vote to make group decisions. Specifically, the agents are coordinated following the proposed voting mechanism without revealing their own rewards to each other. We cast the concerned MARL problem into a saddle point formulation and proposed a distributed primal-dual learning algorithm, which could achieve the same sub-linear convergence rate as centralized learning. Finally, we also provided empirical experiments to demonstrate the learning effectiveness.
