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Resumen
El objetivo de esta tesis es desarrollar una estrategia nume´rica para la solucio´n de la ecuacio´n
de Black-Scholes no local, por medio de la te´cnica de la molificacio´n discreta y el me´todo
de diferencias finitas, se realiza un ana´lisis de estabilidad y monoton´ıa del esquema nume´ri-
co propuesto, elaborando varios ejemplos nume´ricos para mostrar la eficacia del me´todo
nume´rico. Adema´s se desarrolla un software en el lenguaje de programacio´n matlab que por
medio de la te´cnica anterior solucio´n el cual solucio´n de modelo Black-Scholes para cualquier
condicio´n inicial y distribucio´n de probabilidad.
Palabras Claves: Diferencias finitas, Molificacio´n discreta, Black-scholes, estabilidad,
monoton´ıa, software.
Abstract
Models Finites Differences For No-Locals Diffusives
The objective of this thesis is to develop a numerical strategy for solving the Black-Scholes
equation nonlocal, through the technique of discrete mollification and the finite difference
method, a stability analysis of the numerical scheme and monotony is performed proposed,
developed several numerical examples to show the efficiency of the numerical method. More-
over software is developed in the programming language matlab that through the prior art
solution which solution Black-Scholes model for any initial condition and Detection proba-
bility distribution.
Keywords: Finite differences, discrete mollification, Black-scholes, stability, monotony,
software
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1 Introduccio´n
Los modelos con difusio´n no local se han desarrollo en varios campos de la ciencia como:
la f´ısica, la biolog´ıa, la qu´ımica y problemas de matema´ticas financiera. Otra de las apli-
caciones que avanzado en los u´ltimos an˜os, utilizando modelos difusivos no locales es en la
recuperacio´n de ima´genes que se hace en [23]. De las ecuaciones integro-diferenciables que
describen estos modelos, es necesario estudiar aspectos teo´ricos, pero tambie´n es importante
hallar las soluciones de estas ecuaciones ya sean anal´ıticamente o por medio de me´todos de
aproximacio´n.
Los estudios teo´ricos de la ecuacio´n con difusio´n no local con flujo en la frontera, se ha hecho
en [4], en donde se probo el principio de comparacio´n, la existencia y unicidad de la solucio´n.
Adema´s en [13] se demostro´ estos mismos teoremas, para el problema de Cauchy, el cual
es necesario en el soporte de nuestro trabajo. Las soluciones anal´ıticas de estas ecuaciones
son dif´ıciles de calcular, aunque se pueden hallar por medio de la transformada de Fourier;
el co´mputo de estas soluciones por este me´todo da como resultado integrales impropias que
pueden ser complejas o imposibles de hacer anal´ıticamente, por esto es imprescindible usar
integracio´n nume´rica, la cual no es muy apropiada de emplear por las posibles singularidades
que tienen las funciones a evaluar y los limites al infinito de la integral, que en algunos casos
genera inestabilidad en las aproximaciones.
En [22] las soluciones nume´ricas de estas ecuaciones se han hecho por el me´todo de diferen-
cias finitas para funciones suaves y no suaves, en el que se hallan las condiciones de CFL, el
orden y se estudia la convergencia del esquema nume´rico.
En matema´tica financiera uno de los modelos ma´s utilizados y estudiados es el modelo de
Black-Scholes, que durante los cuarenta an˜os de su existencia, han aparecido varios tipos de
ecuaciones al acercar el modelo a la realidad. Una de ellas es la ecuacio´n de Black-Scholes
no local, donde se hace su aproximacio´n nume´rica en [21] por diferencias finitas, en el que se
desarrollan dos esquemas nume´ricos explicito e impl´ıcitos, aplica´ndose el me´todo de multi-
grid para acelerar el tiempo de los algoritmos de los esquemas nume´ricos.
El propo´sito de este trabajo es desarrollar un aproximacio´n nume´rica de la ecuacio´n de
Black-Scholes no local por el me´todo de diferencias finitas y la molificacio´n discreta, en el
que estudiaremos la estabilidad, la regularidad y la TVD, propiedades que son necesarias
para la convergencia de la aproximacio´n a la solucio´n exacta.
3En el cap´ıtulo 2 se estudiaran los conceptos teo´ricos sobre las ecuaciones con difusio´n no local,
que se encuentra en [4] y [13]. Adema´s se explicara el esquema nume´rico que se plantea
en [21], que nos sera u´til para nuestro estudio. En el tercer cap´ıtulo planteamos nuestro
esquema nume´rico para la ecuacio´n Black-Scholes no local, donde se hara´n los estudios
teo´ricos para probar su conveniencia y eficacia, en este caso se hallaran las condiciones CFL
para determinar las estabilidad de la aproximacio´n y la variacio´n total decreciente que son
necesarias para el buen comportamiento del esquema. Para confirmar los resultados teo´ricos
obtenidos se realizaran varios ejemplos para funciones perio´dicas y no continuas en el que se
hallaran sus ordenes y errores en sus respectivas tablas.
El ultimo cap´ıtulo es un manual del software BlackDiffusion, el cual gra´fica las soluciones del
modelo Black-Scholes no local. Este software esta´ disen˜ado para cualquier condicio´n inicial
y distribucio´n de probabilidad, tiempo y intervalo [−p, p], el programa se hecho en lenguaje
Matlab y con la interfaz gra´fica Guide.
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Una de las ecuaciones ma´s conocidas en las ciencias y las ingenier´ıas es la ecuacio´n del
calor, la cual describe procesos difusivos, como el transporte de part´ıculas o la propagacio´n
de enfermedades, su aplicacio´n ha llegado hasta problemas financieros como el modelo de
Black-Scholes que analizaremos ma´s adelante.
2.1. Ecuacio´n de Difusio´n no Local
La aplicacio´n de la ecuacio´n de difusio´n no local se ha realizado en procesamiento de
ima´genes, movimiento de una poblacio´n o a´reas de la ciencia como la biolog´ıa. Ahora pre-
sentaremos los conceptos ba´sicos la ecuacio´n de difusio´n no local con condiciones de frontera
de Neumann.
Sea k : Rn −→ R no negativa, sime´trica k(z) = k(−z) con ∫Rn k(z)dz = 1. Asumiendo que k
es estrictamente positiva en B(0, d) y se desvanece en Rn \ B(0, d). La ecuacio´n de difusio´n
no local es de la forma
ut(x, t) = k ∗ u− u(x, t) =
∫
Rn
k(x− y)(u(y, t)− u(x, t))dy (2-1)
donde u es la densidad de poblacio´n en el punto x y el tiempo t, y k(x−y) es la distribucio´n
de probabilidad de salto de la localizacio´n de y a la localizacio´n x, tal que (k ∗ u)(x, t) =∫
Rn k(x − y)u(y, t)dy es la velocidad de llegada de los individuos en cualquier posicio´n y al
punto x, en tanto que −u(x, t) = − ∫Rn k(x−y)u(x, t)dy es la velocidad de salida en el punto
x a otra localizacio´n; esta ecuacio´n es llamada ecuacio´n de difusio´n no local, debido que la
densidad de poblacio´n no solamente depende u´nicamente de u en la posicio´n x y el tiempo
t, sino que tambie´n depende de los valores de la vecindad de x a trave´s de la convolucio´n
k ∗ u [4]-[13]. para condicio´n de Neumann, es decir que ∂u/∂η(x, t) = g(x, t), x ∈ ∂Ω, se
obtiene la siguiente ecuacio´n
ut(x, t) =
∫
Ω
k(x− y)(u(y, t)− u(x, t))dy +
∫
k(x− y)g(y, t)dy, (2-2)
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para x ∈ Ω, la primera integral es la difusio´n dentro de la regio´n Ω, el ultimo termino de la
ecuacio´n (2-2) describe el flujo de entrada y salida en la frontera de Ω.
Teorema 2.1.1. Para todo u0 ∈ L1(Ω) y g ∈ L∞loc((0,∞);L1(Rn Ω)) existe una u´nica solu-
cio´n u de (2-2) tal que u ∈ C([0,∞);L1(Ω)) y u0(x, 0) = u0(x).
Adema´s la solucio´n tambie´n satisface propiedad de comparacio´n:
Si u0(x) ≤ v0(x) en Ω, entonces u(x, t) ≤ v(x, t) en Ω× [0,∞).
Adicionalmente el total de masa en Ω satisface
∫
Ω
u(y, t)dy =
∫
Ω
u0(y)dy +
∫ t
0
∫
Ω
∫
Rn Ω
k(x− y)g(y, s)dydxds.
Cuando el flujo es independiente del tiempo, es decir que g(x, t) = h(x), tenemos el siguiente
resultado.
Teorema 2.1.2. Sea k ∈ L2(Rn), h ∈ L1(Rn \ Ω) tal que
0 =
∫
Ω
∫
Rn Ω
k(x− y)g(y, s)dydxds. (2-3)
Entonces existe una u´nica solucio´n ϕ del problema
0 =
∫
Ω
k(x− y)(ϕ(y)− ϕ(x))dy +
∫
Rn
k(x− y)h(y)dy
se verifica que
∫
Ω
u0 =
∫
Ω
ϕ y el comportamiento asinto´tico de la solucio´n de (2-2 se describe
de la siguiente forma: Existe β = β(k,Ω) > 0 tal que
||u(t)− ϕ||L2(Ω) ≤ e−βt||u0 − ϕ||L2(Ω).
Si (2-3) no se tiene, entonces las soluciones de (2-2) no son acotadas.
Las demostraciones de los teoremas 2.1.1 y 2.1.2, se encuentra [4], donde tambie´n se estudia
el comportamiento asinto´tico de (2-2) para g(x, t) = h(x) y k ∈ L2(Rn), adema´s se estudia
las soluciones con explosio´n, en que g(y, t) = h(y)(T−t)−α y un tiempo T < 1.. Las siguientes
observaciones que veremos resalta la dependecia continua de la soluciones (2-2) con respecto
a la condicio´n inicial y de borde.
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Observacio´n 2.1.3. Las soluciones de (2-2) depende continuamente de la condicio´n inicial
y de borde. Sea u una solucio´n de (2-2) con dato inicial u0 y v una solucio´n de (2-2) con g
reemplazandolo por h y el dato inicial v0. Entonces para cada t0 > 0 existe una constante
C = C(t0) tal que
max0≤t≤t0||u(·, t)− v(·, t)||L1(Ω) ≤ C||u(·, 0)− v(·, 0)||L1(Ω) + C||g − h||L∞((0,t0);L1(Rn Ω)
Observacio´n 2.1.4. La funcio´n u es solucio´n de (2-2) si y solo si
u(x, t) = e−A(x)tu0(x) +
∫ t
0
∫
Ω
e−A(x)(t−s)k(x− y)u(y, s)dyds
+
∫ t
0
∫
Rn Ω
e−A(x)(t−s)k(x− y)g(y, s)dyds,
donde A(x) =
∫
Ω
k(x− y)dy.
Se puede ve que A(x) ≥ α > 0 (x ∈ Ω¯) para ciertas constante α.
2.1.1. Problema de Cauchy
Trabajaremos con la ecuacio´n (2-1), donde la regio´n Ω sera la Rn y con una condicio´n inicial
u0(x), A este tipo de problemas se les llama problema de Cauchy, se puede escribir de la
siguiente forma:
{
ut(x, t) =
∫
R k(s− x)u(s, t)ds− u(x, t)
u(x, 0) = u0(x)
(2-4)
para este caso vamos ha tomar la funcio´n de probabilidad k para las mismas condiciones que
en la ecuacio´n (2-1). la prueba de la existencia y unicidad de (2-4) es necesaria la transfor-
mada de fourier, que definiremos a continuacio´n y que sera necesaria para la solucio´n exacta
de la ecuacio´n del modelo de Black-Scholes no local.
Definicio´n 2.1.5. Para f ∈ L1(Rn), la transformada de Fourier de f esta definida por
fˆ(ξ) =
∫
Rn
e−i〈x,ξ〉f(ξ)dξ
donde 〈, 〉 lo denotamos el producto escalar en Rn. Y la transformada inversa de Fourier de
esta dada por
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f˘(x) =
1
(2pi)n
∫
Rn
ei〈x,ξ〉f(ξ)dξ
Aplicando la transformada de Fourier se obtiene la prueba de existencia y unicidad de (2-4),
la cual se ve en el siguiente teorema
Teorema 2.1.6. Sea u0 ∈ L1(Rn) tal que û0 ∈ L1(Rn). Existe una u´nica solucio´n u ∈
C0([0,∞);L1(Rn)) de (2-4) y es dada por
uˆ(ξ, t) = ekˆ(ξ)−1)tû0(ξ).
2.2. Aproximacio´n no local a la ecuacio´n del calor
Veremos a continuacio´n como se aproxima la ecuacio´n vt = (x, t) = ∆v(x, t) por medio de
(2-4), utilizando el reescalamiento del kernel . Formulamos (2-4) de la siguiente manera:
{
ut(x, t) =
∫
R k(s− x)u(s, t)ds− u(x, t)
u(x, 0) = u0(x)
,
Para x ∈ Rn y t > 0, con k que satisface las mismas condiciones del problema (2-4) y tal
que
kˆ(ξ) = 1− |ξ|2 + o(|ξ|2) cuando ξ → 0. (2-5)
Teorema 2.2.1. Asumimos (2-5). Sea uε la solucio´n u´nica a
{
(uε)t(x, t) =
kε∗uε(x,t)−uε
ε2
, x ∈ Rn, t > 0,
uε(x, 0) = u0(x) x ∈ Rn ,
donde el kernel k es reajustada de acuerdo a
kε(x) = ε
−nk
(x

)
entonces, para todo T > 0 y l´ımε ||uε − v||L∞
(Rn×(0,T )) = 0, v es la solucio´n del problema local
vt(x, t) = ∆v(x, t), con las misma condicio´n inicial v(x, 0) = u0(x).
La pruebas de los teoremas 2.1.6 y 2.2.1 se encuentra en [13], en el cual se estudia el com-
portamiento asinto´tico y el problema de alto orden.
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Aproximacio´n Nume´rica
Ahora veremos el estudio de la aproximacio´n del problema (2-4) que se ve en [22], en
donde se hallan las demostraciones que vamos anunciar a continuacio´n. Para esto es nece-
sario cambiar un poco la definicio´n de la transformada de Fourier continua y discreta. Sea
hZ = {xm = mh : m ∈ Z} la malla de puntos, tenemos que
v˜(ξ) =
h√
2pi
∞∑
m=−∞
e−ihmξvm
se define como la transformada discreta de Fourier (DFT), Si vm ∈ L2(hZ). La inversa DTF
se define por
vm =
h√
2pi
∫ pi
h
−pi
h
e−ihmξv˜(ξ)dξ
donde ξ ∈ [−pi
h
, pi
h
]. Si u ∈ L2, entonces la transformada de Fourier continua (CFT) de u(x)en
el espacio es definida como
uˆ(ξ) =
1√
2pi
∫ ∞
−∞
u(x)e−ixξdx ≡ (Fu)(ξ).
Si u, uˆ ∈ L2(R), entonces la transformada inversa de Fourier se define como
u(x) =
1√
2pi
∫ ∞
−∞
u˜(x)eixξdξ ≡ (F−1uˆ(x)) .
Aplicando la aproximacio´n explicita de Euler al problema (2-4) tenemos el siguiente esquema
nume´rico
Un+1j − Unj = h∆t
∞∑
ν=−∞
k(xj − xν)(Unν − Unj )
donde Unj = U(xj, tn). Esto es equivalente a
Un+1j = U
n
j
(
1− h∆t
∞∑
ν=−∞
k(xj − xν)
)
+ h∆t
∞∑
ν=−∞
k(xj − xν)Unν . (2-6)
Multiplicando la ecuacio´n (2-6) por h√
2pi
e−ijhξ y sumamos por todo los j, tenemos que
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h√
2pi
∞∑
j=−∞
e−ijhξUn+1j =
h√
2pi
∞∑
j=−∞
e−ijhξUn+1j
(
1− h∆t
∞∑
ν=−∞
k(xj − xν)
)
+
h√
2pi
∞∑
ν=−∞
e−ijhξUn+1ν
[
h∆t
∞∑
j=−∞
k(xj − xν)e−i(j−ν)hξ
]
entonces
U˜n+1(ξ) =
{
1 + h∆t
∞∑
j=−∞
k(xj − xk)(ei(k−j)hξ − 1)
}
U˜n(ξ).
de modo que
U˜n(ξ) = (g(hξ,∆t))nU˜0(ξ)
donde
g(hξ,∆t) = 1 + ∆
(
h
∞∑
r=−∞
e−irhξk(xr)
)
−∆t
(
h
∞∑
r=−∞
e−irh0k(xr)
)
= 1 +
√
2pi∆t(k˜(ξ)− k˜(0)),
usando la definicio´n DFT.
En el Lema 2 de [22] se prueba que la estabilidad del esquema nume´rico (2-6) se cumple si
1− 2∆t ≤ g(hξ,∆t) ≤ 1.
2.2.1. Ana´lisis de Estabilidad
En esta seccio´n se va estudiar la estabilidad de (2-4) para esto utilizaremos el resultado
g(hξ,∆t) y la transformada de Fourier.
Lema 2.2.2. Asumimos que k(x) ∈ L2(R) ∩ C(R) satisface
H1 k(x) ≥ 0;
H2 k(x) es normal tal que
∫∞
−∞ k(x)dx = 1;
H3 k(x) es sime´trico, i.e., k(x) = k(−x), para todo x ∈ R;
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H4 k(x) es decreciente en (0,∞);
H5 kˆ(ξ) ≥ 0.
De H1-H4 y de la definicio´n de la DFT, tenemos que 0 ≤ k˜(0) y k˜(ξ) ≤ k˜(0) ≤
√
2
pi
+ k˜(ξ)
para todo ξ ∈ [−pi
h
, pi
h
] y de CFT se tiene que kˆ(ξ) ≤ kˆ(0) ≤ 2
pi
+ kˆ(ξ). Adema´s, si H5 se
mantiene, entonces k˜(ξ) > 0 para k ∈ Hr(R), r > 1
2
.
Lema 2.2.3. Asumimos que k(x) ∈ L2(R)∩C(R) y H1 y H3 se mantienen. Entonces existe
C > 0 tal que 1−C∆ ≤ g(hξ,∆t) ≤ 1. Si H2 y H4 tambie´n se mantienen, entonces C = 2,
en ambos casos, |g(hξ,∆)| ≤ 1 para toda 0 < ∆t ≤ ∆t∗ = 2
C
.
Recordemos la relacio´n de Parseval que sera necesaria para probar el siguiente lema. La
relacio´n:
∫ ∞
−∞
|u(x)|2dx =
∫ ∞
−∞
|uˆ(ξ)|2dξ
y
||v˜||2h =
∫ pi
h
−pi
h
|v˜(ξ)|2dξ =
∞∑
m=−∞
h|vm|2 = ||v||2h
es conocida como la formula de Parserval.
Lema 2.2.4. Si k(x) = k(−x) y k(x) ≥ 0 y k ∈ L2(R) ∩ C(R) entonces existe ∆t > 0 por
lema (2.2.3), se tiene que ||Un||h ≤ ||U0||h, para todo 0 < ∆t ≤ ∆t∗ y n ≥ 0.
En [22], se analiza la convergencia y el orden de (2-6), en donde tambie´n se realiza la semidis-
cretizacio´n de (2-4) y varios ejemplos nume´ricos con diferentes kernels y condiciones iniciales,
los cuales nos sera u´tiles para nuestros experimentos nume´ricos.
2.3. Molificacio´n Discreta
En esta seccio´n vamos a introducir los conceptos ba´sicos de la molificacio´n, como se usa para
discretizar las integrales impropias con kernel gaussiano, de manera que nos va servir para
expresar el esquema nume´rico de forma matricial, el cual se empleara en la aproximacio´n de
la ecuacio´n de difusio´n no local. En [6] y [8] se explica con ma´s profundidad los principios
ba´sicos de la molificacio´n y las matrices que se obtienen para cada condicio´n de borde, que
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son necesarias para aplicacio´n de nuestro me´todo nume´rico.
Sea δ > 0, p > 0 y
Apδ =
(∫ p/δ
−p/δ
exp(−s2)
)−1
Se trabajara´ con el kernel
kpδ =

Apδδ
−1 exp(−t2/δ2) si |t| ≤ p
0 si |t| ≥ p
Tenemos que kpδ ≥ 0; kpδ ∈ C∞(−p, p), kpδ es diferente de cero fuera del intervalo [−p, p] y∫
R kpδ = 1.
Este caso utilizaremos la molificacio´n discreta para kpδ, ma´s adelante se usara este mismo
me´todo para la discretizar cualquier kernel.
Definicio´n 2.3.1. Sea X = {xj/xj = x0 + jh, j ∈ Z} el dominio discreto con x0 un nu´mero
real y h > 0. Sea G : X → R una funcio´n definida por G(xj) = yj.
Sea
Sj = (xj−1 + xj)/2 j ∈ Z
Ij = [Sj, Sj+1] j ∈ Z
f(t) =
∞∑
j=−∞
yjχj(t) t ∈ R
con χj la funcio´n caracteristica en Ij. Entonces para δ > 0 y η un entero no negativo. Defin-
imos de G con el pδ-molificacio´n de f con p = (η + 1
2
)h.
Esto es
JδηG(x) = Jpδf(x)
nos interesa evualuar los JδηG en los puntos en χ. Sea tj = (j − 12)h, j ∈ Z.
Escribimos
JδηG(xj) = Jpδf(xj)
=
∫ p
−p
kpδ(−s)f(xj + s)ds
=
η∑
i=−η
∫ ti+1
ti
kpδ(−s)f(xj + s)ds
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de modo que
tν < s < tν+1 si y solo si Sν+j < xj + s < Sν+j+1
entonces
JδηG(xj) =
η∑
ν=−η
wνyj+ν , donde wν =
∫ tν+1
tν
kpδ(−s)ds. (2-7)
Es la molificacio´n discreta de G es la convulacio´n discreta del el vector y con w los pesos
obtenidos de el kernel kpδ, donde
∑η
ν=−η wν = 1. La igualdad (2-7) se puede escribir en forma
matricial, como se ve a continuacio´n:
JδηG(xj) = T ly l + Ty + T ryr (2-8)
donde
T l =

w−η · · · w−1
. . .
...
w−η
0

m×η
, yl =

y−η+1
y−η+2
...
y−1
y0

η×1
, T =

w0 · · · wη 0
...
. . .
. . .
w−η
. . . wη
. . .
. . .
...
0 w−η · · · w0

m×m
,
yl =

y1
y2
...
ym−1
ym

m×1
T r =

0
w−η
...
. . .
w1 · · · wη

m×η
, yr =

ym+1
ym+2
...
ym+η−1
ym+η

η×1
Si tenemos un conjunto de datos que representamos con el vector y = [y1, y2, . . . , ym], notamos
que la ecuacio´n (2-8), le faltan los vectores yl y yr, es decir que no hay los suficientes datos
para poder aplicar la convolucio´n, por esto es necesario aplicar una condicio´n de borde segu´n
el comportamiento de los datos, que veremos a continuacio´n.
Condicio´n de borde cero (Dirichlet)
Para este caso, tomamos yl = yr = 0, yδη es computada de y por la matriz Toepliz, es decir
que
yδη = Ty.
Esta condicio´n es tomada cuando los valores de y decaen ra´pidamente a cero en los bordes.
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Condicio´n de borde escalonada
Para computar yδη tomamos yl y yr nulos, y multiplicamos a y por la versio´n escalonada Tδη
de la matriz T dada por
Tδη = D
−1T
donde D = diag[d1, d2, . . . , dm] y dk es la sumatoria de la k-esima fila de T , as´ı:
yδη = Tδηy
Esta condicio´n se toma cuando no se conoce el comportamiento de los y, fuera del borde.
Condicio´n de borde perio´dica
Tomamos
yl =

y−η+1
y−η+2
...
y−1
y0

η×1
=

ym−η+1
ym−η+2
...
ym−1
ym

η×1
; yr =

ym+1
ym+2
...
ym+η−1
ym+η

η×1
=

y1
y2
...
yη−1
yη

η×1
de esto obtenemos la matriz circulante
Cδη = [0m×(m−η)|Tl] + T + [Tr|0m×(m−η)],
entonces
yδη = Cδηy
Esta condicio´n es utilizada cuando los datos tiene comportamiento perio´dico. Adema´s se
tiene que la matriz Cδη es circulante, la cual se puede diagonalizarse por la transformada de
Fourier discreta.
Condicio´n de borde por reflexio´n par
Cuando se quiere utilizar una reflexio´n sobre los datos, tomamos
yl =

y−η+1
y−η+2
...
y−1
y0

η×1
=

yη
yη−1
...
y2
y1

η×1
; yr =

ym+1
ym+2
...
ym+η−1
ym+η

η×1
=

ym
ym−1
...
ym−η−2
ym−η+1

η×1
entonces
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yδη = ([0m×(m−η)|Tl]R + T + [Tr|0m×(m−η)]R)y
donde R es la matriz
T =

1
1
1

m×m
,
En este cap´ıtulo se advierte que el estudio de los conceptos teo´ricos de la ecuacio´n de difusio´n
no local, es minucioso y bien fundamentado, en donde se probo la existencia y la unicidad
de las soluciones de esta ecuacio´n, la dependencia continua de la condicio´n inicial y de
borde, siendo estos aspectos teo´ricos relevantes para la aplicacio´n de cualquier me´todo de
nume´rico, asimismo se vio el uso del me´todo de diferencias finitas para solucio´n nume´rica de
la ecuacio´n (2-4), apoyando se en la transformada de Fourier para su ana´lisis de estabilidad
y programacio´n del algoritmo. Otro concepto importante que se expuso es la molificacio´n
discreta, el cual sera muy u´til en la discretizacio´n de la ecuacio´n de Black-Scholes no local,
debida que sus matrices de condiciones de borde son muy convenientes en la programacio´n
de nuestro esquema nume´rico en Matlab.
3 Modelo Black-Scholes No Local por
Molificacio´n Discreta
En el estudio de problemas financieros ha surgido varias ecuaciones integro-diferenciales, una
de ellas es la ecuacio´n de difusio´n no local Black-Scholes, la cual se define de la siguiente
forma
ut(x, t) = Lu(x, t) (3-1)
donde
Lu(x, t) = buxx(x, t) + cux(x, t)− ru(x, t) + d
∫
R
k(x− s)u(s, t)ds− du(x, t).
Como se explica en [21] , los valores b ≥ 0, d ≥ 0 son la volatilidad y la intensidad, respec-
tivamente, con (b, d) 6= 0, r ≥ 0 es la tasa de intere´s libre, c ∈ R es la desviacio´n de tasa, y
u(x, t) representa la opcio´n de precio (cre´dito contingente). El efecto de los vecinos cercanos
x y s que se describe por medio de k(z), donde k : R −→ R, es no negativa, sime´trica con∫
R k(z) = 1, suave y decae en los l´ımites.
En los art´ıculos [18], [19] y [22] se han propuesto varios aproximaciones nume´ricas, cuando
las constantes b, c y r son iguales a cero, por medio del me´todo de diferencias finitas y ele-
mentos finitos; el estudio anal´ıtico de este tipo de ecuaciones se encuentra en [13], probando
se su existencia y su unicidad. En [21] se discretiza la ecuacio´n (3-1), en donde se obtiene el
esquema explicito e impl´ıcito implementando el me´todo multigrid.
En [21] se presenta un esquema explicito y un impl´ıcito para la ecuacio´n (3-1). En el esquema
nume´rico que desarrollaremos se utilizara´ las te´cnicas de la molificacio´n discreta de [8] para
aproximar en la integral impropia de la ecuacio´n (3-1), donde asumimos que k es estricta-
mente positiva en (−p, p) y cero en [−∞,−p] ∪ [p,∞]. Para la dicretizacio´n de la derivadas
de u(x, t) con respecto a t y x se usara´n diferencias finitas centradas como se hace en [21].
3.1. Aproximacio´n Nume´rica
En esta seccio´n se desarrollara el esquema nume´rico con un taman˜o de malla ∆x > 0 y
∆t > 0, de modo que (xj, t
n) son los puntos en los que se evaluaran las aproximaciones del
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esquema a la solucio´n de (3-1), donde xj = j∆x y t
n = n∆t para j ∈ Z y n ≥ 1. Como en
[9] la discretizacio´n del dato inicial esta´ dado por
v0j :=
1
∆x
∫ (j+ 12)∆x
(j− 12)∆x
v0(x)dx, j ∈ Z (3-2)
Evaluamos en el punto (xj, t
n) en la ecuacio´n (3-1), de modo que
ut(xj, t
n) = Lu(xj, t
n). (3-3)
Ahora aplicando integracio´n nume´rica al penu´ltimo te´rmino de la derecha del operador
Lu(xj, t
n), donde ξ = xj − s, se tiene que∫
R
k(s− xj)u(s, tn)ds =
∫
R
k(−ξ)u(xj − ξ, tn)(−dξ) =
∫
R
k(−ξ)u(xj + ξ, tn)dξ.
Como k(−ξ) = 0, para todo ξ /∈ (−p, p), obtenemos que∫
R
k(s− xj)u(s, tn)ds =
∫ p
−p
k(−ξ)u(xj + ξ, tn)dξ. (3-4)
Sea η ∈ Z+ tal que(
η − 1
2
)
∆x < p ≤
(
η +
1
2
)
∆x ⇔ η < p
∆x
+
1
2
≤ η + 1.
Como [−p, p] ⊂ [− (η + 1
2
)
∆x,
(
η + 1
2
)
∆x
]
, entonces∫ p
−p
k(−ξ)u(xj + ξ, tn)dξ =
η∑
ν=−η
∫
Iν
k(−ξ)u(xj + ξ, tn)dξ (3-5)
De la u´ltima igualdad y por la condicio´n de Lipschitz, obtenemos la aproximacio´n de la
integral de la ecuacio´n (3-3), donde uˆ(x, tn) = u(xj, t
n), si
(
j − 1
2
)
∆x ≤ x <
(
j +
1
2
)
∆x︸ ︷︷ ︸
Ij
.
Sea j tal que x ∈ Ij
|u(x, tn)− uˆ(x, tn)| = |u(x, tn)− u(xj, tn)| = L|x− xj| = L∆x
2
Notese que ∣∣∣∣∣
∫
Ij
k(−ξ)u(xj + ξ, tn)dξ −
∫
Ij
k(−ξ)uˆ(xj + ξ, tn)dξ
∣∣∣∣∣ < L∆x2 .
De (3-5), tenemos que
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∫ p
−p
k(−ξ)u(xj + ξ, tn)dξ =
η∑
ν=−η
∫
Iν
k(−ξ)uˆ(xj + ξ, tn)dξ +O(∆x)
Sea xj + ξ ∈ Iν+j, entonces uˆ(xj + ξ, tn) = u(xν+j, tn), por lo tanto∫ p
−p
k(−ξ)u(xj + ξ, tn)dξ =
η∑
ν=−η
u(xν+j, t
n)wν +O(∆x). (3-6)
se define los pesos como
wν =
∫
Iν
k(−ξ)dξ.
Usando diferencias finitas en (3-3), obtenemos
ut(xj, t
n) =
u(xj, t
n+1)− u(xj, tn)
∆t
+O(∆t) (3-7)
uxx(xj, t
n) =
unj+1 − 2unj + unj−1
∆x2
+O(∆x2) (3-8)
ux(xj, t
n) =
uni+1 − unj−1
2∆x
+O(∆x2) (3-9)
Sustituimos (3-6), (3-7), (3-8), y (3-9) en (3-1), obtenemos.
un+1j − unj
∆t
= b
unj+1 − 2unj + unj−1
∆x2
+ c
unj+1 − unj−1
2∆x
− runj + d
η∑
ν=−η
wνu
n
j+ν − dunj
+O(∆x2) +O(∆x) +O(∆t)
Sea vnj nuestra aproximacio´n de u
n
j , entonces tenemos la siguiente igualdad
vn+1j − vnj
∆t
= b
vnj+1 − 2vnj + vnj−1
∆x2
+ c
vnj+1 − vnj−1
2∆x
− rvnj + d
η∑
ν=−η
wνv
n
j+ν − dvnj (3-10)
vn+1j =
(
bµ+ c
λ
2
)
vnj+1 + (1− r∆t− d∆t− 2bµ)vnj +
(
bµ− cλ
2
)
vnj−1
+
η∑
ν=−η
d∆twνv
n
j+ν
entonces
vn+1j =
η∑
ν=−η
w˜νv
n
j+ν (3-11)
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donde w˜ν = dwν , para ν = ±2,±3, . . . ,±η, y w˜−1 = d∆tw−1 +
(
bµ− cλ
2
)
, w˜0 = d∆tw0 +
(1− r∆t− d∆t− 2bµ) y w˜1 = d∆tw1 +
(
bµ+ cλ
2
)
.
3.2. Estabilidad
En el ana´lisis estabilidad y monoton´ıa del esquema (3-11) tomamos b ≥ 0, c ≥ 0, d ≥ 0 y
r = 0, de modo que w˜ν > 0, para ν = ±2,±3, . . . ,±η, adema´s tenemos que w˜−1, w˜0 y w˜1 es
mayor que cero, si y solo si 2∆t
(
1 + 1
∆x2
)
< 1 y c
2b
< 1
∆x
.
Tambie´n se tiene que
η∑
ν=−η
w˜ν = 1.
Del esquema nume´rico (3-10) tenemos que
vn+1j = v
n
j + bµ(v
n
j+1 − 2vnj + vnj−1) + c
λ
2
(vnj+1 − vnj−1)− d∆t
(
η∑
ν=−η
wνv
n
j+ν − vnj
)
(3-12)
Sustituimos vnj = zn exp(sxji) en (3-12), donde i =
√−1.
vn+1j =
[
1 + bµ (exp(s∆xi)− 2 + exp(−s∆xi)) + cλ
2
(exp(s∆xi)− exp(−s∆xi))
+ d∆t
(
η∑
ν=−η
wν cos(s∆xν)− 1
)]
zn exp(sxj)
entonces
g(s∆x,∆t, b, c, d) = 1 + d∆tK − 4bµ sin2 r∆x
2
+ icλ sin(s∆x)
donde K =
∑η
ν=−η wν cos(s∆xν)− 1.
De la misma forma que [22], el esquema nume´rico es estable si
|g(s∆x,∆t, b, c, d)| ≤ 1
entonces
|g|2 =
(
1 + d∆tK − 4bµ sin2 s∆x
2
)2
+ c2λ2 sin2(s∆x) ≤ 1
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como −2 ≤ K ≤ 2 y sin2(s∆x) ≤ 1, se tiene que
∆t <
4d∆x4
4d2∆x4 + (16bd+ c2)∆x2 + 16b2
(3-13)
Ahora probaremos la variacio´n total decreciente (TVD) de la misma forma que se hace en
lema 3 de [6], la cual prueba la monotonicidad del esquema nume´rico y que las soluciones
halladas son uniformemente continua [1]. Se define para una funcio´n discreta z la variacio´n
total como:
TV (z) =
∞∑
j=−∞
|zj+1 − zj|
Lema 3.2.1. La discretizacio´n (3-11) es TVD, esto es∑
j
∣∣vn+1j+1 − vn+1j ∣∣ ≤∑
j
∣∣vnj+1 − vnj ∣∣
Demostracio´n: Sea vn+1j =
∑η
ν=−η w˜νv
n
j+ν, entonces
∑
j
∣∣vn+1j+1 − vn+1j ∣∣ = ∑
j
∣∣∣∣∣
η∑
i=−η
w˜ν
(
vnj+ν+1 − vnj+ν
)∣∣∣∣∣ ≤∑
j
η∑
i=−η
w˜i
∣∣vnj+ν+1 − vnj+ν∣∣
≤
η∑
ν=−η
w˜ν
∑
j
∣∣vnj+ν+1 − vnj+ν∣∣ ≤∑
j
∣∣vnj+1 − vnj ∣∣ .
Tenemos que TV (vn+1) ≤ TV (vn) para todo n ∈ N0, adema´s TV (vn) ≤ TV (v0) para todo
N0.
Lema 3.2.2. El esquema (3-11) cumple que ||vn||1 ≤ ||v0||1.
Demostracio´n: Sea vn+1j =
∑η
ν=−η w˜νv
n
j+ν, entonces
∑
j
∣∣vn+1j ∣∣ = ∑
j
∣∣∣∣∣
η∑
ν=−η
w˜νv
n
j+ν
∣∣∣∣∣ ≤
η∑
ν=−η
w˜ν
∑
j
∣∣vnj+ν∣∣ ≤ η∑
ν=−η
w˜ν
∑
j
∣∣vnj ∣∣ .
Lema 3.2.3. El esquema (3-11) cumple que||vn||∞ ≤ ||v0||∞.
Demostracio´n: Sea vn+1j =
∑η
ν=−η w˜νv
n
ν+j, entonces
∣∣vn+1j ∣∣ =
∣∣∣∣∣
η∑
ν=−η
w˜νv
n
j+ν
∣∣∣∣∣ ≤
η∑
ν=−η
w˜ν
∣∣vnj+ν∣∣ ≤ η∑
ν=−η
w˜ν ||vnj ||∞.
Probaremos que el esquema (3-11) cumple la ley conservativa de la misma forma que se
prueba en [7].
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Lema 3.2.4. La discretizacio´n vn+1j =
∑η
ν=−η w˜νv
n
ν+j se puede escribir de la forma conser-
vativa vn+1j = v
n
j + (ϕj+1 − ϕj), con ϕj =
∑η
ν=1 w˜ν
∑ν
k=1(v
n
j+k − vnj−k+1).
Adema´s, si vnj+ν es una constante en u para ν = −η, · · · , η, entonces
ϕj+1 = ϕj = 0
Demostracio´n: Sea vn+1j =
∑η
ν=−η w˜νv
n
j+ν, entonces
vn+1j − vnj =
η∑
ν=1
w˜i
ν∑
k=1
(vnj+k − vnj−k+1)−
η∑
ν=1
w˜ν
ν∑
k=1
(vnj+k−1 − vnj−k)
= ϕj+1 − ϕj
Nota. Por la condicio´n de estabilidad (3-13), se obtiene la siguiente desigualdad
µ ≤ 4∆td2 + µ(16bd+ c2) + µ
(
b2
∆x2
)
< 4d (3-14)
Lema 3.2.5. El esquema (3-11) cumple ||vn+1 − vn||1 ≤ ∆tC1 + C2, donde ||vn+1 − vn||1 =
∆x
∑
j |vn+1j − vnj | y C1 y C2 es independiente de ∆x y ∆t.
Demostracio´n: Tenemos que
vn+1j − vnj =
η∑
ν=−η
w˜iv
n
j+ν −
η∑
ν=−η
w˜νv
n−1
j+ν =
η∑
ν=−η
w˜ν(v
n
j+ν − vn−1j+ν )
de lo anterior
∑
j
|vn+1j − vnj | ≤
∑
j
η∑
ν=−η
w˜ν |vnj+ν − vn−1j+ν | ≤
η∑
ν=−η
w˜ν
∑
j
|vnj − vn−1j | ≤
∑
j
|vnj − vn−1j |
Por induccio´n obtenemos que ∑
j
|vn+1j − vnj | ≤
∑
j
|v1j − v0j |.
Si n = 0, de (3-10) se tiene
v1j − v0j = ∆t
(
b
v0j+1 − 2v0j + v0j−1
∆x2
+ c
v0j+1 − v0j−1
2∆x j
+ d
η∑
ν=−η
wνv
0
j+ν − dv0j
)
entonces
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|v1j − v0j | ≤
(
bµ+ c
λ
2
)
|v0j+1|+
(
2bµ− cλ
2
)
|v0j−1|+ d∆t
η∑
ν=−η
wν |v0j+ν |+ (2bµ+ d∆t)|v0j |
De la desigualdad anterior y por (3-14)∑
j
|vn+1j − vnj | ≤ 16bd
∑
j
|v0j |+ 2d∆t
∑
j
|v0j |
Multiplicando la desigualdad anterior por ∆x, se tiene que
∆x
∑
j
|vn+1j − vnj | ≤ 16bd∆x
∑
j
|v0j |+ 2d∆t∆x
∑
j
|v0j | (3-15)
Reemplazando (3-2) en (3-15) se tiene que
∆x
∑
j
|vn+1j − vnj | ≤ 16bd
∫
R
|v0(x)| dx+ 2d∆t
∫
R
|v0(x)| dx
como v0 ∈ L1, entonces ∥∥vn+1 − vn∥∥
1
≤ ∆tC1 + C2
donde C1 = 2d
∫
R |v0(x)| dx y C2 = 16bd
∫
R |v0(x)| dx
Lema 3.2.6. El esquema (3-11) cumple
∣∣vn+1j+1 − vn+1j ∣∣ ≤ f(∆x), con f que satisface que
f(∆x) −→ 0 cuando ∆x −→ 0.
Demostracio´n: Tenemos que w˜i < w˜0, para todo i = ±1,±2, . . .± η, entonces
∣∣vn+1j+1 − vn+1j ∣∣ < η∑
ν=−η
w˜0
∣∣vnj+1+ν − vnj+ν∣∣
como w˜0 < 1 + w0
η∑
ν=−η
w˜0
∣∣vnj+1+ν − vnj+ν∣∣ < w0 η∑
ν=−η
∣∣vnj+1+ν − vnj+ν∣∣+ ∣∣vnj+1 − vnj ∣∣ ,
por lo tanto
∣∣vn+1j+1 − vn+1j ∣∣ < w0 η∑
ν=−η
∣∣vnj+1+ν − vnj+ν∣∣+ ∣∣vnj+1 − vnj ∣∣ , para todo n ≥ 0.
Por lema 3.2.1
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∣∣vn+1j+1 − vn+1j ∣∣ < w0TV (v0) + ∣∣vnj+1 − vnj ∣∣ , para todo n ≥ 0.
Si hacemos n = 0 tenemos que∣∣v1j+1 − v1j ∣∣ < w0TV (v0) + ∣∣v0j+1 − v0j ∣∣ .
Entonces por induccio´n llegamos a∣∣vn+1j+1 − vn+1j ∣∣ < w0nTV (v0) + ∣∣v0j+1 − v0j ∣∣
Sea TV (v0) ≤ N1 y
∣∣v0j+1 − v0j ∣∣ < ∆xN2 (Condicio´n de Lipschitz), entonces∣∣vn+1j+1 − vn+1j ∣∣ < w0nN1 + ∆xN2.
Como w0 =
∫ 1
2
∆x
− 1
2
∆x
k(−ξ)dξ, entonces w0 −→ 0 cuando ∆x −→ 0.
3.3. Experimentos Nume´ricos
La solucio´n exacta de (3-1) se halla por medio de la transformada de Fourier [21],
u(x, t) =
1√
2pi
∫ ∞
−∞
exp(ixξ) exp(qˆ(ξ)t)uˆ0(ξ)dξ (3-16)
donde
qˆ(ξ) =
√
2pi
( −r√
2pi
+ d(kˆ(ξ)− kˆ(0))− bξ
2
√
2pi
+
icξ√
2pi
)
El ca´lculo de la integral impropia de (3-16) se hace por la funcio´n quadgk de matlab para
el ejemplo 3.3.2. De la misma forma que en la molificacio´n discreta se deben obtener las
matrices, para la condiciones de borde. El procedimiento y las matrices que se emplea a
continuacio´n son esencia las mismas que se presenta en [6].
De la ecuacio´n (3-11), obtenemos las matrices T˜ , T˜ l y T˜ r, cuyos coeficientes son los pesos w˜ν .
Para nuestras aproximaciones utilizaremos las condiciones de borde cero, perio´dica y par,
las mismas se usan en [8].
Ejemplo 3.3.1. Sea u0(x) = cos(
pi
3
x) la condicio´n inicial , donde los cuadro 3-2 y 3-1
son los resultados de los errores y ordenes con las distribuciones k(x) = 1
2
exp(−|x|) y
k(x) =
√
100
pi
exp(−100x2), respectivamente, para c = 4, b = r = d = 1 y un tiempo
T = 0,1, la figura 3-1 se utilizan p = 6 y h = 2p/64.
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Figura 3-1: Ejemplo 3.3.1 con k(x) =
√
100
pi
exp(−100x2), p = 6 y h = 2p/64
n L1 error L1 orden L2 error L2 orden L∞ error L∞ orden
32 1,57E-02 - 3,23E-02 - 1,19E-01 -
64 7,08E-03 1,15 1,74E-02 0,90 7,60E-02 0,65
128 3,05E-03 1,22 8,80E-03 0,98 4,16E-02 0,87
256 1,38E-03 1,14 4,42E-03 0,99 2,17E-02 0,94
Tabla 3-1: Ejemplo 3.3.1 con k(x) =
√
100
pi
exp(−100x2) y p = 6
n L1 error L1 orden L2 error L2 orden L∞ error L∞ orden
32 1,66E-02 - 3,46E-02 - 1,26E-01 -
64 7,91E-03 1,07 1,87E-02 0,89 7,95E-02 0,66
128 3,57E-03 1,15 9,45E-03 0,98 4,33E-02 0,88
256 1,73E-03 1,05 4,73E-03 1,00 2,25E-02 0,95
Tabla 3-2: Ejemplo 3.3.1 con k(x) = 1
2
exp(−|x|) y p = 6
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Ejemplo 3.3.2. Sea k(x) =
√
100
pi
exp(−100x2) la distribucio´n que describe el efecto en-
tre vecinos cercanos, donde, los errores y ordenes con de las condiciones iniciales u1(x) =
heaviside(x) y u2(x) =
{
1 si |x| ≤ 1
0 si |x| > 1 , son representadas en el cuadro 3-3 y 3-4, para
c = 4, b = r = d = 1, y T = 0,4, del cual obtenemos la siguientes gra´ficas y tablas de errores.
La figura 3-3 se utilizan p = 6 y h = 2p/64.
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Figura 3-2: Ejemplo 3.3.2 con u1(x), p = 6 y h = 2p/64
n L1 error L1 orden L2 error L2 orden L∞ error L∞ orden
32 6,00E-03 - 8,42E-03 - 1,90E-02 -
64 1,53E-03 1,97 2,17E-03 1,96 5,24E-03 1,86
128 3,84E-04 1,99 5,52E-04 1,97 1,35E-03 1,95
256 9,62E-05 2,00 1,39E-04 1,99 3,40E-04 1,99
Tabla 3-3: Ejemplo 3.3.2 con u1(x) y p = 6
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Figura 3-3: Ejemplo 3.3.2 con u2(x), p = 6 y h = 2p/64
n L1 error L1 orden L2 error L2 orden L∞ error L∞ orden
32 3,78E-02 - 3,27E-02 - 3,20E-02 -
64 1,07E-02 1,82 9,41E-03 1,80 9,58E-03 1,74
128 2,76E-03 1,95 2,45E-03 1,94 2,56E-03 1,90
256 6,96E-04 1,99 6,15E-04 1,99 6,35E-04 2,01
Tabla 3-4: Ejemplo 3.3.2 con u2(x) y p = 6
Como se puede ver en las tablas 3-3 y 3-4, lo ordenes son cercanos a dos con funciones
con discontinuidad de salto, para divisiones 64, 128 y 256 en el intervalo de la aproximacio´n
nume´rica, lo cual es bueno para este tipos de funciones, por los problemas que presenta en
dichas discontinuidades, aunque en el ejemplo de la funcio´n perio´dica se obtuvo un orden
cercano a uno, esto se puede deber a la cantidad de mı´nimos y ma´ximos en el intervalo de
estudio. Un hecho importante son los resultados teo´ricos que se obtuvieron como el TVD,
la monoton´ıa, la ley conservativa, las condiciones de regularidad y la estabilidad que son
necesarias para el buen comportamiento y efectividad del esquema nume´rico propuesto, el
cual justifica que las aproximaciones que se realizando debe tener un buen comportamiento
como se en los ejemplos.
4 Manual del Programa
BLACKDIFFUSION
4.1. Interfaz BlackDiffusion
El programa BlackDiffusio´n es una interfaz gra´fica desarrollada en GUIDE MATLAB, que
aproxima las soluciones del modelo Black-Scholes con difusio´n no local, el cual se representa
con la siguiente ecuacio´n:
ut(x, t) = Lu(x, t) (4-1)
donde
Lu(x, t) = buxx(x, t) + cux(x, t)− ru(x, t) + d
∫
R
k(x− s)u(s, t)ds− du(x, t).
Como se explica en [21] , los valores b ≥ 0, d ≥ 0 son la volatilidad y la intensidad, respec-
tivamente, con (b, d) 6= 0, r ≥ 0 es la tasa de intere´s libre, c ∈ R es la desviacio´n de tasa, y
u(x, t) representa la opcio´n de precio (cre´dito contingente). El efecto de los vecinos cercanos
x y y que se describe por medio de k(z), donde k : R −→ R, es no negativa, sime´trica con∫
R k(z) = 1, suave y decae en los l´ımites.
La gra´fica que representa la solucio´n de la ecuacio´n (4-1), es una aproximacio´n por medio
de diferencias finitas y la molificacio´n discreta. Adema´s el ca´lculo de las soluciones se puede
dar para cualquier tiempo T .
4.2. Requerimientos del Programa
El programa esta´ dise?ado para versio´n MATLAB 8.1 R2013a, y los sistemas operativos
Wndows, Mac OS X y las distribuciones de GNU/linux.
4.2.1. Instalacio´n
El programa se puede descargar de https://mega.co.nz/#!R5k1RbDb en una carpeta con
el nombre BlackDiffusion en el formato zip, de pues descomprimir la carpeta, se debe seguir
los siguientes pasos
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Paso 1
Al abrir el programa Matlab, se elige la pestalla APPS, despue´s sea hace clik en el boto´n
Install App, que se encuentra en la esquina superior izquierda de la ventana de Matlab,
como se ı´ndica en en la figura 4-1 con un punto rojo. Al dar clik al boto´n Install App
se debe abrir una ventana, en la cual se busca el archivo BlackDiffusion.mlappinstall, en el
carpeta en se descomprimio´ el .zip y se da abrir.
Figura 4-1:
Paso 2
Al instalar el apps, debe aparecer en la ventana superior derecha de Matlab un boto´n con el
nombre BlackDiffusion, como se ve en la figura 4-2 al hacer clik en el se abre la ventana del
programa.
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Figura 4-2:
4.2.2. Interfaz Gra´fica
El programa BlackDiffusion gra´fica la solucio´n de la ecuacio´n (4-1), para cualquier constantes
b, c, d y r, y condiciones iniciales y distribuciones probabilidad. A continuacio´n vamos
explicar que significa cada componente del programa representada en la figura 4-3.
Figura 4-3:
1. Initial Condition: En esta casilla se llena con una funcio´n cualquiera ya sea perio´dica,
decaimiento en los bordes cero, o descontinua, de en R en R
2. k(x) :En la segunda casilla se coloca una distribucio´n probabilidad la cual sea sime´trica,
no negativa y decae en los l´ımites.
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3. Time: El tiempo no debe ser muy grande, ya que el programa puede fallar cuando
llega a los limites del intervalo [−p, p].
4. [−p,p] : En esta casilla se coloca el valor p, de la misma forma que el tiempo debe ser
los suficientemente grande para que no halla problemas en los limites del intervalo.
5. b: Volatilidad
6. c: Desviacio´n de tasa
7. r: Tasa de Intere´s libre
8. d: Intensidad
9. Example: Se puede elegir tres ejemplos, el primer ejemplo es una condicio´n inicial
perio´dica, en la segundo es una condicio´n inicial discontinua y por el ultimo se trabajo
con la condicio´n inicial heavisible.
10. Boundary conditions: En este panel se elige la condicio´n de borde: esta´ndar, par,
cero y perio´dica, esto depende del tipo de condicio´n inicial, si no, se tiene conocimiento
sobre el comportamiento de la condicio´n inicial se elige la opcio´n de Esta´ndar.
11. Ok: Es este boto´n se realiza el ca´lculo de la solucio´n de la ecuacio´n del modelo de la
Black-Scholes con difusio´n no local.
12. Delete: Este boto´n borrar los datos ingresados y las gra´ficas del ca´lculo anterior.
13. Save: El boto´n save guarda las gra´ficas ca´lculas ya sea en formato .fig, .eps u otros.
14. Language: Aqu´ı se puede seleccionar tipo de lenguaje en el que se quiere trabajar ya
sea es ingles o espan˜ol.
4.3. Uso y Advertencias
En las casillas de time, [−p, p], b, c, r, y b, se ingresa los valores nume´ricos en formato de
decimal, como una volatilidad de 1,3. ara las casillas Initial Condition y k(x), se ingresa
funciones de variable x, donde los signos / y ∗ son el divisio´n y producto, respectivamente.
Por ejemplo x ∗ cos(x) y x/cos(x) que es equivalente a x
cos(x)
. Si se quiere usar funciones
exponenciales se utiliza el signo ∧. En la tabla 4-1 se da el formato en el que se deben
escribir las funciones en el programa. En el boto´n Example se ve como se puede escribir las
funciones y los datos nume´ricos, ver figura 4-3.
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Funciones Formato Funciones Formato
seno sin(x) arcoseno sin(x)
coseno cos(x) arcocoseno cos(x)
Tangente tan(x) arcotangente tan(x)
Cotangente cot(x) arcocotangente cot(x)
Secante sec(x) arcosecante sec(x)
Cosecante csc(x) arcocosecante csc(x)
Logaritmo Natural log(x) ex exp(x)
Exponencial ax a ∧ x xa x ∧ a
Dirac dirac(x) Valor absoluto abs(x)
Heaviside heaviside(x) Raiz cuadrada sqrt(x)
Tabla 4-1:
Es fundamental entender los l´ımites del software como se explico en 4.2.2, porque al elegir
indiscriminadamente los valores de tiempo final T , amplitud del intervalo de la aproximacio´n
p y la desviacio´n de tasa (convencio´n) c la aproximacio´n fallara.
Como la aplicacio´n esta hecha en Matlab, goza de toda las ventajas que ofrece este lenguaje
de programacio´n; por esto el disen˜o de los algoritmos se oriento a la construccio´n de ma-
trices, para aplicar todas operaciones ba´sicas de suma, resta, multiplicacio´n y potencia, las
cuales ya esta´n predefinidas en Matlab, y se puede utilizarse fa´cilmente, ahorrando tiempo
de computo y simplificando el algoritmo.
El propo´sito fundamental de la aplicacio´n, es poder hacer todas la pruebas posibles con difer-
entes tiempos y para´metros, que visualmente se pueda entender como es el comportamiento
de las soluciones, para determinar cuales valores son viables.
5 Conclusiones y recomendaciones
Los pesos w˜ν cumplen con las propiedades que exige la molificacio´n discreta, que son nece-
sarias para la aplicacio´n de las matrices de condicio´n de borde en la aproximacio´n del prob-
lema (3-1), las cuales son bastante favorable para programacio´n en matlab, tambie´n es ven-
tajoso el uso de la molificacio´n discreta por las cualidades que presentan en la empleo de
problemas inversos y en la aceleracio´n de los algoritmos para varios esquemas nume´ricos
por diferencias finitas. Adema´s se logro probar el TVD, la ley conservativa y los lemas de
regularidad, que son indispensables para la convergencia del me´todo nume´rico (3-11).
Aunque la estabilidad obtenida es muy restrictiva, los errores y ordenes en los experimentos
nume´ricos son buenos, sobre todo para las condiciones iniciales no continuas cuyo orden en
los ejemplos ha estado alrededor de dos, pero para las condiciones iniciales perio´dicas se
obtuvo un orden aproximado de uno, debido posible a la gran cantidad ma´ximos y mı´nimos
que tiene la funcio´n en el intervalo de aproximacio´n. Si bien se puede tener la solucio´n exacta
de (2-4) por la transforma de Fourier, el ca´lculo anal´ıtico de las integrales impropias no es
posible para todas la funciones, pero adema´s las aproximaciones por integracio´n nume´rica en
algunos casos falla, como por ejemplo en el caso de la rutina quadgk de matlab que utilizamos
para nuestros ejemplos nume´ricos, donde para unas condiciones iniciales y un tiempo T la
aproximacio´n explota.
El software desarrollado para la aproximacio´n de la ecuacio´n Black-Scholes no local, se logro
plantear la solucio´n para cualquier tiempo, intervalo, condiciones iniciales y distribuciones
de probabilidad, pero hay que tener cuidado en la elecciones de estos para´metros, ya que al
tomar valores demasiados grandes o pequen˜os la aproximacio´n que hace el software puede
fallar, por esto es importante seguir las consejo que se dan en el manual.
Para trabajos futuros se puede plantear una nueva discretizacio´n de la ecuacio´n (3-1), en
donde se use diferencias finitas hacia delante o atra´s para la derivadas de tiempo y espacio,
con el objetivo de mejorar la estabilidad, los ordenes, los errores y el tiempo de computo de
la aproximacio´n, tambie´n ser´ıa importante aplicar el me´todo de la molificacio´n discreta en la
solucio´n de problemas de difusio´n no local en R2, en los que se ha hecho muy pocos estudios.
Aunque se desarrollo un software para la solucio´n de la ecuacio´n (3-1) con el esquema nume´ri-
co (3-11) para cualquier condicio´n inicial y distribucio´n de probabilidad, es vital aprovechar
el software para el uso en la prediccio´n en los movimientos de la bolsa.
32 5 Conclusiones y recomendaciones
Contribuciones
Se desarrollo un software en el lenguaje de programacio´n Matlab, para la aproximacio´n
de la ecuacio´n de Black-Scholes no local, utilizando el esquema nume´rico (3-11).
Se enviara un art´ıculo a la revista Integracio´n con los resultados obtenidos en TVD,
condiciones de Regularidad y estabilidad, con los ejemplos nume´ricos aqu´ı expuestos.
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