Abstract-Hidden Markov models (HMM's) are popular in many applications, such as automatic speech recognition, control theory, biology, communication theory over channels with bursts of errors, queueing theory, and many others. Therefore, it is important to have robust and fast methods for fitting HMM's to experimental data (training). Standard statistical methods of maximum likelihood parameter estimation (such as Newton-Raphson, conjugate gradients, etc.) are not robust and difficult to use for fitting HMM's with many parameters. On the other hand, the Baum-Welch algorithm is robust, but slow. In this paper, we present a parallel version of the Baum-Welch algorithm. We consider also unidirectional procedures which, in contrast with the well-known forward-backward algorithm, use the amount of memory that is independent of the observation sequence length.
I. INTRODUCTION
H IDDEN Markov models (HMM's) are popular in many applications. One of the reasons for their popularity is that they are capable of approximating complex stochastic processes. The other reason is the relative simplicity of their use. The Markovian property of conditional independence simplifies calculation of various probability distributions on the basis of HMM's [12] , [18] . This property is also important for applying efficient matching algorithms in speech and handwriting recognition [13] .
An HMM is a probabilistic function of a Markov chain and can be defined as , where are the Markov chain states, denotes the HMM output (observation) set, is a row vector of state initial probabilities, is a matrix of state transition probabilities , and is a diagonal matrix of the output conditional probability densities in state . If is discrete, is a matrix of probabilities . Without loss of generality, we denote states by their indices . In HMM applications, it is important to develop efficient methods for calculating probabilities of observation sequences and estimating the model parameters. It is convenient to use the notion of matrix probability for calculating probabilities of sets of HMM observation sequences [16] .
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There are many methods for fitting HMM to experimental data [2] , [13] , [16] . Some of the algorithms (such as Newton-Raphson algorithm or conjugate gradient algorithm) converge fast, but are not robust. The Baum-Welch algorithm is robust, but slow and usually requires a lot of memory. The algorithm can be accelerated [8] , [9] or it can be used together with less robust, but faster algorithms [18] .
The efficiency of the Baum-Welch algorithm can be improved by modifying equations for calculating probabilities that it uses. The main difficulty represents the so-called forward-backward algorithm, which sometimes is used as a synonym of the Baum-Welch algorithm. The speed of the forward-backward algorithm can be increased if observation sequences have repeated patterns and, in particular, long stretches of repeated observations [17] . It has been demonstrated [14] , [15] that in the case of discrete observations, there is a forward-only algorithm, which is equivalent to the forward-backward algorithm. In this paper, we generalize this approach by using matrix probabilities. In Section II we introduce matrix notation and discuss the complexity of computing the observation sequence probabilities. In Section III we analyze the Baum-Welch algorithm and demonstrate that its various applications require calculation of sums which have similar form. In Section IV, we introduce a general form of the sums and demonstrate that this sum can be obtained not only by the forward-backward algorithm, but also by the forwardonly, backward-only and parallel algorithms. In Section V we compare computational complexity of various algorithms. In Section VI, we discuss the algorithms tradeoffs in different applications. A detailed description of the algorithms for the two most widely used HMM's is given in the Appendix.
II. PROBABILITY EVALUATION
Probabilities of various events can be evaluated using the notion of matrix probability [16] . It is convenient to introduce an observation matrix probability density as (4) Using this notation, we can express the probability density of a sequence as (5) where is a column vector of ones. Note that since is a row vector, the result of the vector-matrix multiplications in this equation is just a number. If observations are discrete, this formula represents the sequence probability. We define matrix 1063-6676/98$10.00 © 1998 IEEE probability density (or probability in the discrete case) of the sequence as (6) Then (5) can be written as
A. Forward and Backward Algorithms
Denote (7) the vector whose elements are probabilities of being in state at the moment and observing : Then (5) can be written as (8) In these equations, is a row vector and according to (7) can be evaluated using the so-called forward algorithm: (9) Quite analogously, we can evaluate (5) by multiplying matrices starting from the right by the so-called backward algorithm (10) and (11) In these equations, is a column vector whose elements are the conditional probabilities of observing if the initial state at the moment was :
The number of operations to compute either or is about a factor of less than the direct matrix product evaluation in (6), because a vector-matrix multiplication requires times less operations than a matrix-matrix multiplication.
The computation can be made much more efficient in a situation where the sequence of observations has long stretches of identical observations . This is because matrix powers can be computed quite efficiently by the popular method based on sequential squaring the result [10] : (12) Algorithms (14) and (15) are faster than (13) , because a vectormatrix multiplication requires times less operations than a matrix-matrix multiplication.
B. Parallel Algorithm
Let be a partition of the interval , then matrix probabilities defined by (6) can be written as (16) Each matrix probability in this equation can be evaluated independently (possibly on parallel processors) using matrix forward or backward algorithms:
or, more generally, for (18) It is also convenient to assume that for . Fast matrix exponentiation algorithm (12) , (13) can be applied if . Using these matrix probabilities, we can write and
C. Spectral Decomposition
An alternative method of obtaining matrix powers is based on their spectral decomposition [10] , [16] . (19) where are the distinct eigenvalues of , and are obtained by decomposing into partial fractions (see [16, p. 320 
]):
This equation can be obtained by taking a -transform of (19). Equation (19) should be used if it is not difficult to perform this decomposition.
Special classes of models are sometimes considered for which it is easy to find the spectral decomposition [14] , [17] .
III. BAUM-WELCH ALGORITHM
Consider a parametric family of HMM's where matrix depends on some parameters which along with the state initial and transitional probabilities constitute the model parameter vector . The maximum likelihood estimate of the parameter maximizes the observation probability (5) or its logarithm :
The maximum can be found using standard optimization procedures (such as conjugate gradient algorithm, Newton-Raphson algorithm, etc.), but for models with large number of parameters these algorithms are not robust and difficult to apply. The Baum-Welch algorithm [2] , [13] is an iterative procedure for maximum likelihood estimation of the parameters. The algorithm is robust, but slow. It finds the maximum iteratively:
where and (20d) is the estimated mean number of transitions from state to state and observing (20e) is the probability of being in state at the moment and observing (20f) is the probability of transferring from state to state at the moment and observing . Equations (20) are similar to the equations for estimating parameters of Markov chains [3] ; the only difference is that we replace the actually observed transitions by the estimated mean number of transitions.
Equations (20a) and (20b) allow us to fit a hidden Markov chain while (20c) is used to fit state observation probability densities.
A. Discrete Observations
Suppose that observations are discrete and their conditional probabilities are independent parameters. Then it is easy to see ( [13] 
B. Mixture Densities
If the observations conditional densities are mixtures of some other densities:
where is the observation vector and are mixture coefficients. We can further apply the EM algorithm [4] , [18] for fitting these densities: The most popular in applications are mixtures of Gaussian densities (23) where denotes a transpose, and are the mixture mean vectors and covariance matrices, is the determinant of . Since Gaussian distribution belongs to the exponential family, we can solve (22c) analytically. The solution can be expressed in the following form:
After opening the parentheses in this equation and using (24a) we obtain (24c)
C. Multiple Observations
Suppose that we have several observation sequences . In this case the EM algorithm takes the form [18] (25a) (25b) (25c) Equation (25c) can be solved analytically for discrete and exponential family observation probability distributions similarly to the considered above single observation sequences.
IV. MATRIX FORM OF THE BAUM-WELCH ALGORITHM
It follows from the previous equations that the main difficulty in applying the Baum- 
These equations allow us to perform computations on parallel processors. Indeed, matrices and can be evaluated independently on parallel processors. Then we can apply (31) in the following way: Compute using any of the previously described algorithms. Then, using (31b), we obtain and (31a) gives . Applying (31) again, we have and , and so on. These equations are valid for any partition of the interval . However, since matrices and are the same for the repeated observation patterns, the partition should take advantage of this property.
In the special case in which and we have 
Note, that we performed evaluation of in the forward-only fashion. Alternatively, we can also apply the backward-only algorithm starting with and recursively computing (34a) (34b) However, it is obvious that the actual direction of evaluation is not important: we can compute part of the matrix products by forward-only algorithm and part of the products by backward-only algorithm. In the parallel implementation, the products can be evaluated at the moment when all the matrices in the right-hand side of (30) are available. In this case the evaluation direction is defined by a trie in which the value in the parent node is evaluated using the values and of its children according to (30) ; is obtained at the root of the trie. In the special case in which and , (34) becomes
B. Forward-Only Algorithms
To speed up the matrix algorithm described in the previous section and reduce computer memory requirements, we can convert matrix equations into vector equations by multiplying (31) from the left by as follows: This version of the forward-only algorithm was developed in [14] and [15] . The sum in (27) is found as We still need to calculate [using forward-only equation (33a)] for reestimating according to (20a). If we assume that the initial probability vector is fixed, there is no need to use (20a) and calculate . Since all products of probabilities tend to zero, to increase the calculation accuracy and avoid underflow, it is necessary to scale the equations [13] . Multiplying right-hand sides of (36) by the common scale factor we obtain
In principle, can be any sequence, since in reestimation, (20)- (22), and (24) numerators and denominators are multiplied by the same factor . However, it is recommended [13] Advantageously, for the selected scale factors, the observation log-likelihood can be evaluated as
and (20a) is also simplified as
In some applications, we assume that the process is stationary, in which case the initial state probability distribution satisfies the following equations:
The stationary distribution can be estimated as a by-product of the Baum-Welch algorithm (see [17] and [18] ).
C. Backward-Only Algorithm
Equation (34) The sum in (27) can be written as . Since (38) computes which is needed for reestimation of , we do not need to compute as in the forwardonly algorithm. Thus, backward-only algorithm (38) is simpler than the forward-only algorithm. The important special cases of the forward-only and backward-only algorithms for various types of state observation distributions are considered in the Appendix.
As we pointed out in the previous section, it is important to perform scaling to improve the algorithm precision. The scaled version of the algorithm has the form This selection of the scale factors allows us to calculate the observation sequence likelihood as a by-product of the Baum-Welch algorithm.
D. Series of Identical Observations
The computation of can be made more efficient if the observation sequence has long stretches of identical observations . This situation is typical in modeling error sources in communication channels [16] , [17] : there are very long intervals that do not have errors . In this case we have
In order to evaluate this sum we find its -transform
After decomposing this function into partial fractions and expanding each partial fraction into power series of powers of , we obtain
In practice, however, it is usually difficult to find eigenvalues and perform partial fraction decomposition. The necessary precision of evaluating matrices and depends on spectral structure [5] , [10] .
It is possible to develop an efficient method for calculating similar to fast matrix exponentiation. It is easy to verify that satisfies the equation and can be evaluated iteratively by the following algorithm if if where and and are obtained using (12) and (13).
V. MEMORY REQUIREMENT AND COMPLEXITY
It is difficult to estimate separately the required memory and the number of operations, because we can always trade one for the other. Therefore, in order to compare various algorithms we assume their straightforward implementation. We assume that in the forward-backward algorithm all and are saved in the memory in the forward path, which requires memory locations. In the backward direction, are recursively computed ( memory locations) and for the total of model parameters sums are needed for the model parameters reestimation. Thus, we need about memory spaces. In contrast, the backward-only algorithm in addition to memory spaces for needs also memory spaces for the sums of the -dimensional vectors; thus, it needs total of memory spaces. The forward-only algorithm needs memory locations: spaces for the and for the parameter reestimation. However, in the majority of applications it is not necessary to estimate so that the forward-only algorithm and the backward-only require the same amount of memory.
The main difference between the algorithms is that the unidirectional algorithms need the amount of memory that is independent of the number of observations , while the forward-backward algorithm needs the amount of memory that is proportional to the number of observations. If is much larger than the number of the model parameters (which it should be for their reliable estimation), the unidirectional algorithms would require less memory than the forwardbackward algorithm. The price that we pay for the memory saving is the increased computational complexity.
It is not difficult to calculate exactly the number of various operations from the algorithm equations. We, however, only Table I .
The parallel implementation of the Baum-Welch algorithm requires more memory and computations. However, if we have a computer with parallel processors, its power would be wasted if we use a sequential algorithm. Even if we have only two processors, we can divide the observation interval into two parts and and apply the forward-only algorithm to the first part and the backward-only algorithm to the second. The sum needed for the estimation can be obtained then from the following equation: which is obtained by multiplying (30) by from the left and by from the right.
The parallel algorithm is especially attractive in the network computing, because we can use the remote system's memory in addition to its processors.
VI. APPLICATIONS
The unidirectional and parallel algorithms have advantages and disadvantages when compared with the standard forwardbackward algorithm. Therefore, their utilization is application dependent. If we have a massively parallel computer, the parallel version of the algorithm should be used.
The other obvious application of the unidirectional and parallel algorithms is when the observation size is very large, and it is impossible to use the forward-backward algorithm, because of the memory limitations. Examples include modeling error sequences in communication channels, [17] modeling fading channels in wireless communications, modeling bursty traffic in queueing theory, and speech training using a very long transcribed corpus.
APPENDIX
In this appendix, we give a detailed description of the unidirectional Baum-Welch algorithm for the two most widely used types of observation probability distributions: discrete distributions and mixtures of Gaussian densities.
A. Discrete Observations
In the case of discrete observations, according to (21) we need to calculate Thus we need to calculate the sum in (26) The scaled version of the algorithm and the backward only algorithms have a similar form.
B. Mixture Densities
In the case of mixture distributions we need to calculate according to (22) . After substitutions we see that The backward-only algorithm has a similar form. Also, the equations should be scaled to avoid numerical underflow as in the case of discrete distributions considered in the previous section.
For the Gaussian mixtures, according to (24), we need to calculate and , which can be written in the coordinate form where is th coordinate of . These sums can also be evaluated using the forward-only or backward-only algorithm with for the first sum and for the second sum. The forward-only algorithm is given by the following equations:
where is the th column of matrix . The reestimation equations are given by (24), which can be written in the coordinate form as All these equations need to be scaled as in Sections IV-B and IV-C. Equations for the backward-only and parallel algorithm can be derived similarly.
