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Abstract
New nonresonant results are presented for the boundary value problem y′′ + f (t, y, y′)
= 0, 0 < t < 1 with Dirichlet boundary data. Our nonlinearity may be singular in its
dependent variable and is allowed to change sign.
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1. Introduction
In this section we discuss the singular Dirichlet boundary value problem{
y ′′ + q(t)f (t, y, y ′)= 0, 0 < t < 1,
y(0)= 0 = y(1), (1.1)
where our nonlinearity f is allowed to change sign. In addition f may not be a
Carathéodory function because of the singular behaviour of the y variable, i.e., f
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may be singular at y = 0. Problems of the form (1.1) (i.e., when f may depend
on the y ′ variable) have received only a brief mention in the literature; see [1,9]
and the references therein. In this paper we present a nonresonant theory for the
singular problem (1.1). In fact we note that the results are also new (see [3–5,7,8])
when f (t, y, z) is independent of the third variable (i.e., f (t, y, z)≡ f (t, y)). It
is worth remarking here that we could consider Sturm–Liouville boundary data
in (1.1); however since the arguments are essentially the same we will restrict our
discussion to Dirichlet boundary data.
The results in Section 2 rely on the following well known Rayleigh–Ritz
inequality [8].
Theorem 1.1. Suppose q ∈ L1[0,1] with q > 0 a.e. on (0,1). Let λ0 be the first
eigenvalue of{
y ′′ + λqy = 0, 0 < t < 1,
y(0)= 0 = y(1).
Then
λ0
1∫
0
q(t)
∣∣v(t)∣∣2 dt 
1∫
0
∣∣v′(t)∣∣2 dt
for all functions v ∈AC[0,1] with v′ ∈L2[0,1] and v(0)= v(1)= 0.
For notational purposes in this paper, for appropriate functions u we let
‖u‖ =
( 1∫
0
∣∣u(t)∣∣2 dt
)1/2
and |u|∞ = sup
[0,1]
∣∣u(t)∣∣.
Also we let Lpw[0,1] (p  1 and w a weight function) denote the space of
functions u with
∫ 1
0 w(t)|u(t)|p dt <∞.
2. Existence theory
In this section we use Theorem 1.1 to establish new results for the Dirichlet
singular boundary value problem{
y ′′ + q(t)f (t, y, y ′)= 0, 0 < t < 1,
y(0)= y(1)= 0, (2.1)
where our nonlinearity f may change sign. We begin with our main result.
Theorem 2.1. Let n0 ∈ {1,2, . . .} be fixed and suppose the following conditions
are satisfied:
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f : (0,1)× (0,∞)×R→R is continuous, (2.2)
q ∈C(0,1)∩L1[0,1] with q > 0 on (0,1), (2.3)

let n ∈ {n0, n0 + 1, . . .} and associated with each n we
have a constant ρn such that {ρn} is a nonincreasing
sequence with limn→∞ ρn = 0 and such that for
1
2n+1  t  1 we have q(t)f (t, ρn,0) 0,
(2.4)


if h : (0,1)× (0,∞)×R→R is any continuous function
with h(t, y, z) f (t, y, z), ∀(t, y, z) ∈ (0,1)× (0,∞)×R
and if y ∈ C1[0,1], y(t) > 0 for t ∈ [0,1], is any solution
of y ′′ + qh(t, y, y ′)= 0, 0 < t < 1 then there exists a
α ∈ C1[0,1], α(0)= α(1)= 0, α(t) > 0 for t ∈ (0,1),
with y(t) α(t) for t ∈ [0,1],
(2.5)


for any  > 0, ∃a, b, c, d,h with a  0, b 0,
c 0, d  0, h  0 a.e. on [0,1], and ∃γ, τ
with 1 γ < 2, 0 τ < 1, such that a, b ∈C[0,1] and
q ∈C[0,1] if b ≡ 0, c ∈ L1q [0,1], qd ∈L2/(2−τ)[0,1] and
h ∈ L1q [0,1] with uf (t, u, z) a(t)u2 + b(t)u|z| + c(t)uγ
+d(t)u|z|τ + uh(t) for t ∈ (0,1), u  and z ∈ R,
(2.6)
|a|∞
λ0
+ |b|∞|
√
q|∞√
λ0
 1, (2.7)


either (i) a(t) < |a|∞ on a subset of [0,1] of positive
measure and a
(
1/2n0+1
)
< |a|∞ or (ii) b(t) < |b|∞ on a
subset of [0,1] of positive measure and b(1/2n0+1)< |b|∞, (2.8)
and 

for any  > 0, ∃a0, b0, η with a0  0, b0  0, η  0
a.e. on [0,1], and ∃δ,β with 0 δ < 2, 0 β < 2,
such that a0 ∈ L1q [0,1], qb0 ∈ L2/(2−β)[0,1] and η ∈ L1q [0,1]
with |f (t, u, z)| a0(t)uδ + b0(t)|z|β + η(t) for t ∈ (0,1),
u  and z ∈ R.
(2.9)
Then (2.1) has a solution y ∈ C[0,1] with y(t)  α(t) for t ∈ [0,1] (here α is
given in (2.5)).
Proof. For n= n0, n0 + 1, . . . let
en =
[
1
2n+1
,1
]
and θn(t)=max
{
1
2n+1
t
}
, 0 t  1
and
fn(t, x, z)=max
{
f
(
θn(t), x, z
)
, f (t, x, z)
}
.
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Next we define inductively
gn0(t, x, z)= fn0(t, x, z)
and
gn(t, x, z)=min
{
fn0(t, x, z), . . . , fn(t, x, z)
}
, n= n0 + 1, n0 + 2, . . . .
Notice
f (t, x, z) · · · gn+1(t, x, z) gn(t, x, z) · · · gn0(t, x, z)
for (t, x, z) ∈ (0,1)× (0,∞)×R and
gn(t, x, z)= f (t, x, z) for (t, x, z) ∈ en × (0,∞)×R.
We begin with the boundary value problem{
y ′′ + q(t) g'n0(t, y, y ′)= 0, 0 < t < 1,
y(0)= y(1)= ρn0 ; (2.10)
here
g'n0(t, y, z)=
{
gn0(t, ρn0 , z)+ r(ρn0 − y), y  ρn0 ,
gn0(t, y, z), y  ρn0 ,
with r : R→[−1,1] the radial retraction defined by
r(u)=
{
u, |u| 1,
u
|u| , |u|> 1.
To show (2.1) has a solution we consider [8] the family of problems{
y ′′ + λq(t)g'n0(t, y, y ′)= 0, 0 < t < 1,
y(0)= y(1)= ρn0 , (2.11)λ
where 0 < λ < 1. Let y be any solution of (2.11)λ for some 0 < λ  1. We first
show
y(t) ρn0 , t ∈ [0,1]. (2.12)
Suppose (2.12) is not true. Then there exists a t0 ∈ (0,1) with y(t0) < ρn0 ,
y ′(t0)= 0 and y ′′(t0) 0. However note
y ′′(t0)=−λq(t0)
[
gn0
(
t0, ρn0 , y
′(t0)
)+ r(ρn0 − y(t0))]
=−λq(t0)
[
gn0(t0, ρn0 ,0)+ r
(
ρn0 − y(t0)
)]
.
We need to discuss two cases, namely t0 ∈ [1/2n0+1,1) and t0 ∈ (0,1/2n0+1).
Case (A). t0 ∈ [1/2n0+1,1). Then since gn0(t0, x, z) = f (t0, x, z) for (x, z) ∈
(0,∞)×R (note t0 ∈ en0 ) we have
y ′′(t0)=−λq(t0)
[
f (t0, ρn0,0)+ r
(
ρn0 − y(t0)
)]
< 0,
a contradiction.
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Case (B). t0 ∈ (0,1/2n0+1). Then since
gn0(t0, x, z)=max
{
f
(
1
2n0+1
, x, z
)
, f (t0, x, z)
}
we have
gn0(t0, x, z) f (t0, x, z) and gn0(t0, x, z) f
(
1
2n0+1
, x, z
)
for x ∈ (0,∞) and z ∈R. Thus
y ′′(t0)=−λq(t0)
[
gn0(t0, ρn0 ,0)+ r
(
ρn0 − y(t0)
)]
−λq(t0)
[
f
(
1
2n0+1
, ρn0 ,0
)
+ r(ρn0 − y(t0))
]
< 0,
a contradiction.
Consequently (2.12) is true. Next we show
y(t)Mn0 for t ∈ [0,1], (2.13)
where Mn0 ( ρn0 ) is a predetermined constant (see (2.23)). Notice (2.9) (with
 = ρn0 ) guarantees the existence of a0, b0, η , δ and β (as described in (2.9))
with ∣∣g'n0(t, y(t), y ′(t))∣∣ φ1(t)[y(t)]δ + φ2(t)∣∣y ′(t)∣∣β + φ3(t) (2.14)
for t ∈ (0,1); here
φ1(t)=max
{
a0(t), a0
(
θn0(t)
)}
, φ2(t)=max
{
b0(t), b0
(
θn0(t)
)}
,
and
φ3(t)=max
{
η(t), η
(
θn0(t)
)};
notice (2.14) is immediate since for t ∈ (0,1) we have
gn0
(
t, y(t), y ′(t)
)=max{f (θn0(t), y(t), y ′(t)), f (t, y(t), y ′(t))}.
Next notice (2.6) (with  = ρn0 ) guarantees the existence of a, b, c, d , h , γ and τ
(as described in (2.6)) with
y(t)g'n0
(
t, y(t), y ′(t)
)
 φ4(t)
[
y(t)
]2 + φ5(t)[y(t)]∣∣y ′(t)∣∣+ φ6(t)∣∣y(t)∣∣γ
+ φ7(t)
[
y(t)
]∣∣y ′(t)∣∣τ + y(t)φ8(t) (2.15)
for t ∈ (0,1); here
φ4(t)=max
{
a(t), a
(
θn0(t)
)}
, φ5(t)=max
{
b(t), b
(
θn0(t)
)}
,
φ6(t)=max
{
c(t), c
(
θn0(t)
)}
, φ7(t)=max
{
d(t), d
(
θn0(t)
)}
,
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and
φ8(t)=max
{
h(t), h
(
θn0(t)
)}
.
Let v = y − ρn0 so v(0)= v(1)= 0 and
−vv′′ = qyg'n0(t, y, y ′)− ρn0qg'n0(t, y, y ′) for t ∈ (0,1).
As a result we have
‖v′‖2 
1∫
0
q(t)φ4(t)
[
v(t)+ ρn0
]2
dt +
1∫
0
q(t)φ5(t)
[
v(t)+ ρn0
]∣∣v′(t)∣∣dt
+
1∫
0
q(t)φ6(t)
[
v(t)+ ρn0
]γ
dt
+
1∫
0
q(t)φ7(t)
[
v(t)+ ρn0
]∣∣v′(t)∣∣τ dt
+
1∫
0
q(t)φ8(t)
[
v(t)+ ρn0
]
dt + ρn0
1∫
0
q(t)φ1(t)
[
v(t)+ ρn0
]δ
dt
+ ρn0
1∫
0
q(t)φ2(t)
∣∣v′(t)∣∣β dt + ρn0
1∫
0
q(t)φ3(t) dt

1∫
0
q(t)φ4(t)v
2(t) dt + [2|v|∞ρn0 + ρ2n0]
1∫
0
q(t)φ4(t) dt
+
1∫
0
q(t)φ5(t)
∣∣v(t)∣∣∣∣v′(t)∣∣dt + ρn0
1∫
0
q(t)φ5(t)
∣∣v′(t)∣∣dt
+ 2γ−1|v|γ∞
1∫
0
q(t)φ6(t) dt + 2γ−1ργn0
1∫
0
q(t)φ6(t) dt
+ (|v|∞ + ρn0)
1∫
0
q(t)φ7(t)
∣∣v′(t)∣∣τ dt
+ (|v|∞ + ρn0)
1∫
0
q(t)φ8(t) dt + 2δ−1ρn0 |v|δ∞
1∫
0
q(t)φ1(t) dt
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+ 2δ−1ρδ+1n0
1∫
0
q(t)φ1(t) dt
+ ρn0
( 1∫
0
[
q(t)φ2(t)
]2/(2−β)
dt
)(2−β)/2
‖v′‖β
+ ρn0
1∫
0
q(t)φ3(t) dt.
Now v(0)= v(1) implies
|v|∞  1√
2
‖v′‖.
Thus we have
‖v′‖2 
1∫
0
q(t)φ4(t)v
2(t) dt +
1∫
0
q(t)φ5(t)
∣∣v(t)∣∣∣∣v′(t)∣∣dt
+
[
2√
2
‖v′‖ρn0 + ρ2n0
] 1∫
0
q(t)φ4(t) dt
+ ρn0
( 1∫
0
[
q(t)φ5(t)
]2
dt
)1/2
‖v′‖
+ 2γ−1
(
1√
2
)γ
‖v′‖γ
1∫
0
q(t)φ6(t) dt + 2γ−1ργn0
1∫
0
q(t)φ6(t) dt
+
(
1√
2
‖v′‖ + ρn0
)
‖v′‖τ
( 1∫
0
[
q(t)φ7(t)
]2/(2−τ)
dt
)(2−τ)/2
+
(
1√
2
‖v′‖ + ρn0
) 1∫
0
q(t)φ8(t) dt
+ 2δ−1ρn0
(
1√
2
)δ
‖v′‖δ
1∫
0
q(t)φ1(t) dt
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+ 2δ−1ρδ+1n0
1∫
0
q(t)φ1(t) dt
+ ρn0
( 1∫
0
[
q(t)φ2(t)
]2/(2−β)
dt
)(2−β)/2
‖v′‖β
+ ρn0
1∫
0
q(t)φ3(t) dt. (2.16)
Case (A). Suppose a(t) < |a|∞ on a subset of [0,1] of positive measure and
a(1/2n0+1) < |a|∞.
This of course implies φ4(t) < |φ4|∞ = |a|∞ on a subset of [0,1] of positive
measure. The argument in [2] guarantees that there exists a  > 0 with
1∫
0
q(t)φ4(t)v
2(t) dt 
( |φ4|∞
λ0
− 
)
‖v′‖2 =
( |a|∞
λ0
− 
)
‖v′‖2. (2.17)
Also
1∫
0
q(t)φ5(t)
∣∣v(t)∣∣∣∣v′(t)∣∣dt  ∣∣φ5√q ∣∣∞
( 1∫
0
q(t)v2(t) dt
)1/2
‖v′‖,
and this together with Theorem 1.1 implies (note |φ5√q|∞  |√q|∞|b|∞),
1∫
0
q(t)φ5(t)
∣∣v(t)∣∣∣∣v′(t)∣∣dt  ∣∣√q∣∣∞|b|∞‖v′‖2√λ0 . (2.18)
Now (2.7), (2.16), (2.17) and (2.18) yield
‖v′‖2 
[
2√
2
‖v′‖ρn0 + ρ2n0
] 1∫
0
q(t)φ4(t) dt
+ ρn0
( 1∫
0
[
q(t)φ5(t)
]2
dt
)1/2
‖v′‖
+ 2γ−1
(
1√
2
)γ
‖v′‖γ
1∫
0
q(t)φ6(t) dt + 2γ−1ργn0
1∫
0
q(t)φ6(t) dt
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+
(
1√
2
‖v′‖ + ρn0
)
‖v′‖τ
( 1∫
0
[
q(t)φ7(t)
]2/(2−τ)
dt
)(2−τ)/2
+
(
1√
2
‖v′‖ + ρn0
) 1∫
0
q(t)φ8(t) dt
+ 2δ−1ρn0
(
1√
2
)δ
‖v′‖δ
1∫
0
q(t)φ1(t) dt
+ 2δ−1ρδ+1n0
1∫
0
q(t)φ1(t) dt
+ ρn0
( 1∫
0
[
q(t)φ2(t)
]2/(2−β)
dt
)(2−β)/2
‖v′‖β
+ ρn0
1∫
0
q(t)φ3(t) dt.
Thus there exists Kn0 (independent of λ) with Kn0  ρn0 and
‖y ′‖ = ‖v′‖Kn0 (2.19)
holding.
Case (B). Suppose b(t) < |b|∞ on a subset of [0,1] of positive measure and
b(1/2n0+1) < |b|∞.
This of course implies φ5(t) < |φ5|∞ = |b|∞ on a subset of [0,1] of positive
measure. The argument in [2] guarantees that there exists a  > 0 with
1∫
0
q(t)φ25(t)v
2(t) dt 
( |φ5|2∞
λ0
− 
)
‖v′‖2 =
( |b|2∞
λ0
− 
)
‖v′‖2. (2.20)
Also there exists δ with( |b|2∞
λ0
− 
)1/2
 |b|∞√
λ0
− δ,
and this together with
1∫
0
q(t)φ5(t)
∣∣v(t)∣∣∣∣v′(t)∣∣dt  |√q|∞
( 1∫
0
q(t)φ25(t)v
2(t) dt
)1/2
‖v′‖,
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 |√q|∞
( |b|2∞
λ0
− 
)1/2
‖v′‖2
yields
1∫
0
q(t)φ5(t)
∣∣v(t)∣∣∣∣v′(t)∣∣dt  |√q|∞
( |b|∞√
λ0
− δ
)
‖v′‖2. (2.21)
Also Theorem 1.1 gives
1∫
0
q(t)φ4(t)v
2(t) dt  |φ4|∞
1∫
0
q(t)v2(t) dt  |a|∞
λ0
‖v′‖2. (2.22)
Now (2.7), (2.16), (2.21) and (2.22) yield
δ|√q|∞‖v′‖2 
[
2√
2
‖v′‖ρn0 + ρ2n0
] 1∫
0
q(t)φ4(t) dt
+ ρn0
( 1∫
0
[
q(t)φ5(t)
]2
dt
)1/2
‖v′‖
+ 2γ−1
(
1√
2
)γ
‖v′‖γ
1∫
0
q(t)φ6(t) dt
+ 2γ−1ργn0
1∫
0
q(t)φ6(t) dt
+
(
1√
2
‖v′‖ + ρn0
)
‖v′‖τ
×
( 1∫
0
[
q(t)φ7(t)
]2/(2−τ)
dt
)(2−τ )/2
+
(
1√
2
‖v′‖ + ρn0
) 1∫
0
q(t)φ8(t) dt
+ 2δ−1ρn0
(
1√
2
)δ
‖v′‖δ
1∫
0
q(t)φ1(t) dt
414 R.P. Agarwal et al. / J. Math. Anal. Appl. 274 (2002) 404–423
+ 2δ−1ρδ+1n0
1∫
0
q(t)φ1(t) dt
+ ρn0
( 1∫
0
[
q(t)φ2(t)
]2/(2−β)
dt
)(2−β)/2
‖v′‖β
+ ρn0
1∫
0
q(t)φ3(t) dt,
and so there exists Kn0  ρn0 (also choose Kn0 
√
2 sup[0,1]α(t)) with (2.19)
holding.
In both cases (2.19) holds, and now since
|v|∞  1√
2
‖v′‖
we have
|v|∞  1√
2
Kn0
and as a result we have
|y|∞  1√
2
Kn0 + ρn0 ≡Mn0 and ‖y ′‖Kn0 (2.23)
for any solution y to (2.11)λ. Also (2.9) (with  = ρn0 ) and (2.23) implies
1∫
0
∣∣y ′′(t)∣∣dt Mδn0
1∫
0
q(t)φ1(t) dt
+ ‖y ′‖β
( 1∫
0
[
q(t)φ2(t)
]2/(2−β)
dt
)(2−β)/2
+
1∫
0
q(t)φ3(t) dt
Mδn0
1∫
0
q(t)φ1(t) dt
+Kβn0
( 1∫
0
[
q(t)φ2(t)
]2/(2−β)
dt
)(2−β)/2
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+
1∫
0
q(t)φ3(t) dt ≡Rn0,
and so since y(0)= y(1)= ρn0 we have
|y ′|∞ 
1∫
0
∣∣y ′′(t)∣∣dt Rn0 . (2.24)
Now a standard existence principle from the literature [8] guarantees that (2.11)1
has a solution yn0 with ρn0  yn0(t)Mn0 for t ∈ [0,1] and |y ′n0|∞  Rn0 . Also
notice if we take h(t, y, z) = gn0(t, y, z) in (2.5) then since gn0  f and yn0
satisfies y ′′n0 + q gn0(t, yn0, y ′n0) = 0 on (0,1) with yn0(t)  ρn0 for t ∈ [0,1],
then
yn0(t) α(t) for t ∈ [0,1]. (2.25)
Next we consider the boundary value problem{
y ′′ + q(t)g'n0+1(t, y, y ′)= 0, 0 < t < 1,
y(0)= y(1)= ρn0+1, (2.26)
where
g'n0+1(t, y, z)
=


gn0+1(t, ρn0+1, z')+ r(ρn0+1 − y), y  ρn0+1,
gn0+1(t, y, z'), ρn0+1  y  yn0(t),
gn0+1
(
t, yn0(t), z
'
)+ r(yn0(t)− y), y  yn0(t),
with
z' =


Rn0+1, z > Rn0+1,
z, −Rn0+1  zRn0+1,
−Rn0+1, z <−Rn0+1;
here Rn0+1  Rn0 is a predetermined constant (see (2.30)). Now Schauder’s
fixed point theorem guarantees [8] that there exists a solution yn0+1 ∈ C1[0,1]
to (2.26). We first show
yn0+1(t) ρn0+1, t ∈ [0,1]. (2.27)
Suppose (2.27) is not true. Then there exists a t1 ∈ (0,1) with yn0+1(t1) < ρn0+1,
y ′n0+1(t1) = 0 and y ′′n0+1(t1)  0. We need to discuss two cases, namely t1 ∈
[1/2n0+2,1) and t1 ∈ (0,1/2n0+2).
Case (A). t1 ∈ [1/2n0+2,1). Then since gn0+1(t1, x, z)= f (t1, x, z) for (x, z) ∈
(0,∞)×R (note t1 ∈ en0+1) we have
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y ′′n0+1(t1)=−q(t1)
[
gn0+1
(
t1, ρn0+1,
(
y ′n0+1(t1)
)')
+ r(ρn0+1 − yn0+1(t1))]
=−q(t1)
[
f (t1, ρn0+1,0)+ r
(
ρn0+1 − yn0+1(t1)
)]
< 0,
a contradiction.
Case (B). t1 ∈ (0,1/2n0+2). Then since gn0+1(t1, x, z) equals
min
{
max
{
f
(
1
2n0+1
, x, z
)
, f (t1, x, z)
}
,
max
{
f
(
1
2n0+2
, x, z
)
, f (t1, x, z)
}}
we have
gn0+1(t1, x, z) f (t1, x, z)
and
gn0+1(t1, x, z)min
{
f
(
1
2n0+1
, x, z
)
, f
(
1
2n0+2
, x, z
)}
for x ∈ (0,∞) and z ∈R. Thus we have
y ′′n0+1(t1)−q(t1)
[
gn0+1
(
t1, ρn0+1,
(
y ′n0+1(t1)
)')
+ r(ρn0+1 − yn0+1(t1))]
−q(t1)
{
min
{
f
(
1
2n0+1
, ρn0+1,0
)
, f
(
1
2n0+2
, ρn0+1,0
)}
+ r(ρn0+1 − yn0+1(t1))
}
< 0,
since f (1/2n0+1, ρn0+1,0) 0 because
f (t, ρn0+1,0) 0 for t ∈
[
1
2n0+2
,1
]
and 1/2n0+1 ∈ (1/2n0+2,1).
Consequently (2.27) is true. Next we show
yn0+1(t) yn0(t) for t ∈ [0,1]. (2.28)
If (2.28) is not true then yn0+1 − yn0 would have a positive absolute maximum at
say τ0 ∈ (0,1), in which case
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(yn0+1 − yn0)′(τ0)= 0 and (yn0+1 − yn0)′′(τ0) 0.
Then yn0+1(τ0) > yn0(τ0) together with gn0(τ0, x, z) gn0+1(τ0, x, z) for (x, z) ∈
(0,∞)× R gives (note (y ′n0+1(τ0))' = (y ′n0(τ0))' = y ′n0(τ0) since Rn0+1  Rn0
and |y ′n0 |∞ Rn0 ),
(yn0+1 − yn0)′′(τ0)=−q(τ0)
[
gn0+1
(
τ0, yn0(τ0),
(
y ′n0+1(τ0)
)')
+ r(yn0(τ0)− yn0+1(τ0))]− y ′′n0(τ0)
−q(τ0)
[
gn0
(
τ0, yn0(τ0), y
′
n0(τ0)
)
+ r(yn0(τ0)− yn0+1(τ0))]− y ′′n0(τ0)
=−q(τ0)
[
r
(
yn0(τ0)− yn0+1(τ0)
)]
> 0,
a contradiction. Thus (2.28) holds. In addition since |yn0+1|∞  |yn0|∞ 
Mn0 then (2.9) (with  = ρn0+1) guarantees the existence of a0, b0, η ,
δ and β (as described in (2.9)) with (note g'n0+1(t, yn0+1(t), y ′n0+1(t)) =
gn0+1(t, yn0+1(t), (y ′n0+1(t))
')),∣∣g'n0+1(t, yn0+1(t), y ′n0+1(t))∣∣
 φ9(t)
[
yn0+1(t)
]δ + φ10(t)∣∣(y ′n0+1(t))'∣∣β + φ11(t)
 φ9(t)Mδn0 + φ10(t)
∣∣y ′n0+1(t)∣∣β + φ11(t)
for t ∈ (0,1) (note |z'| |z|); here
φ9(t)=max
{
a0(t), a0
(
θn0(t)
)
, a0
(
θn0+1(t)
)}
,
φ10(t)=max
{
b0(t), b0
(
θn0(t)
)
, b0
(
θn0+1(t)
)}
and
φ11(t)=max
{
η(t), η
(
θn0(t)
)
, η
(
θn0+1(t)
)}
.
As a result
∥∥y ′n0+1∥∥2 =
∣∣∣∣∣
1∫
0
(yn0+1(t)− ρn0+1)y ′′n0+1(t) dt
∣∣∣∣∣
Mδn0(Mn0 + ρn0+1)
1∫
0
q(t)φ9(t) dt
+ (Mn0 + ρn0+1)
∥∥y ′n0+1∥∥β
( 1∫
0
[
q(t)φ10(t)
]2/(2−β)
dt
)(2−β)/2
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+ (Mn0 + ρn0+1)
1∫
0
q(t)φ11(t) dt,
so there exists a constant Kn0+1  ρn0+1 with∥∥y ′n0+1∥∥Kn0+1. (2.29)
Also since yn0+1(0)= yn0+1(1)= ρn0+1 we have
∣∣y ′n0+1∣∣∞ 
1∫
0
∣∣y ′′n0+1(s)∣∣ds Mδn0
1∫
0
q(t)φ9(t) dt
+Kβn0+1
( 1∫
0
[
q(t)φ10(t)
]2/(2−β)
dt
)(2−β)/2
+
1∫
0
q(t)φ11(t) dt,
so there exists a constant Rn0+1 Rn0 with∣∣y ′n0+1∣∣∞ Rn0+1. (2.30)
As a result y ′′n0+1 + q gn0+1(t, yn0+1, y ′n0+1) = 0 on (0,1). If we now take
h(t, y, z)= gn0+1(t, y, z) in (2.5) then since gn0+1  f we have
yn0+1(t) α(t) for t ∈ [0,1]. (2.31)
Now proceed inductively to construct yn0+2, yn0+3, . . . as follows. Suppose we
have yk for some k ∈ {n0 + 1, n0 + 2, . . .} with α(t)  yk(t)  yk−1(t) for
t ∈ [0,1]. Then consider the boundary value problem{
y ′′ + q(t)g'k+1(t, y, y ′)= 0, 0 < t < 1,
y(0)= y(1)= ρk+1, (2.32)
where
g'k+1(t, y, z)=


gk+1(t, ρk+1, z')+ r(ρk+1 − y), y  ρk+1,
gk+1(t, y, z'), ρk+1  y  yk(t),
gk+1(t, yk(t), z')+ r(yk(t)− y), y  yk(t),
with
z' =
{
Rk+1, z > Rk+1,
z, −Rk+1  zRk+1,
−Rk+1, z <−Rk+1;
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here Rk+1 Rk is a predetermined constant. Now Schauder’s fixed point theorem
guarantees that (2.32) has a solution yk+1 ∈ C1[0,1], and essentially the same
reasoning as above yields
ρk+1  yk+1(t) yk(t) for t ∈ [0,1],
∣∣y ′k+1∣∣∞ Rk+1,
with
yk+1(t) α(t) for t ∈ [0,1],
and y ′′k+1 + q gk+1(t, yk+1, y ′k+1)= 0 on (0,1).
Now lets look at the interval [1/2n0+1,1− 1/2n0+1]. We claim{{
y
(j)
n
}∞
n=n0+1, j = 0,1, is a bounded, equicontinuous
family on
[
1/2n0+1,1− 1/2n0+1]. (2.33)
Firstly note
|yn|∞  |yn0 |∞ Mn0 for t ∈ [0,1] and n n0 + 1. (2.34)
Let
 =minα(t), when t ∈
[
1
2n0+1
,1− 1
2n0+1
]
.
Then (2.9) guarantees the existence of a0, b0, η , δ and β (as described in (2.9))
with ∣∣gn(t, yn(t), y ′n(t))∣∣= ∣∣f (t, yn(t), y ′n(t))∣∣
 a0(t)Mδn0 + b0(t)
∣∣y ′n(t)∣∣β + η(t) (2.35)
for t ∈ [a, b] ≡ [1/2n0+1,1− 1/2n0+1] ⊆ en0 and n n0 + 1. Let
rn(t)= yn(t)−
{
yn(a)+ [yn(b)− yn(a)]
b− a (t − a)
}
,
so for n n0 + 1 we have∣∣∣∣∣
b∫
a
rn(t)y
′′
n(t) dt
∣∣∣∣∣=
∣∣∣∣∣−
b∫
a
[
y ′n(t)
]2
dt + [yn(b)− yn(a)]
b− a
b∫
a
y ′n(t) dt
∣∣∣∣∣.
Now since rn(t) 2Mn0 for t ∈ [a, b] we have for any n n0 + 1 that
b∫
a
∣∣y ′n(t)∣∣2 dt  2Mn0b− a
b∫
a
∣∣y ′n(t)∣∣dt + 2Mn0
b∫
a
∣∣y ′′n(t)∣∣dt
 2Mn0√
b− a
( b∫
a
∣∣y ′n(t)∣∣2 dt
)1/2
+ 2Mδ+1n0
b∫
a
q(t)a0(t) dt
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+ 2Mn0
( b∫
a
∣∣y ′n(t)∣∣2 dt
)β/2
×
( b∫
a
[
q(t)b0(t)
]2/(2−β)
dt
)(2−β)/2
+ 2Mn0
b∫
a
q(t)η(t) dt,
so there exists Qn0 with
b∫
a
∣∣y ′n(t)∣∣2 dt Qn0 for n n0 + 1. (2.36)
Also there exists tn ∈ (a, b) with y ′n(tn) = [yn(b)− yn(a)]/(b− a), so for n 
n0 + 1 we have (using (2.36)),
sup
t∈[a,b]
∣∣y ′n(t)∣∣ 2Mn0b− a +
b∫
a
∣∣y ′′n(t)∣∣dt
 2Mn0
b− a +M
δ
n0
b∫
a
q(t)a0(t) dt
+Qβ/2n0
( b∫
a
[
q(t)b0(t)
]2/(2−β)
dt
)(2−β)/2
+
b∫
a
q(t)η(t) dt ≡ Ln0,
i.e.,
sup
t∈[a,b]
∣∣y ′n(t)∣∣ Ln0 for n n0 + 1. (2.37)
Now (2.34), (2.35) and (2.36) imply that (2.33) is true. The Arzela–Ascoli
theorem guarantees the existence of a subsequence Nn0 of integers and a function
zn0 ∈ C1[1/2n0+1,1− 1/2n0+1] with y(j)n , j = 0,1, converging uniformly to z(j)n0
on [1/2n0+1,1− 1/2n0+1] as n→∞ through Nn0 . Similarly{{
y
(j)
n
}∞
n=n0+2, j = 0,1, is a bounded, equicontinuous
family on
[
1/2n0+2,1− 1/2n0+2],
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so there is a subsequence Nn0+1 of Nn0 and a function
zn0+1 ∈ C1
[
1
2n0+2
,1− 1
2n0+2
]
,
with y(j)n , j = 0,1, converging uniformly to z(j)n0+1 on [1/2n0+2,1 − 1/2n0+2]
as n →∞ through Nn0+1. Note zn0+1 = zn0 on [1/2n0+1,1 − 1/2n0+1] since
Nn0+1 ⊆Nn0 . Proceed inductively to obtain subsequences of integers
Nn0 ⊇Nn0+1 ⊇ · · · ⊇Nk ⊇ · · ·
and functions
zk ∈C1
[
1
2k+1
,1− 1
2k+1
]
,
with
y
(j)
n , j = 0,1, converging uniformly to z(j)k on
[
1
2k+1
,1− 1
2k+1
]
as n→∞ through Nk , and
zk = zk−1 on
[
1
2k
,1− 1
2k
]
.
Define a function y : [0,1] → [0,∞) by y(x) = zk(x) on [1/2k+1,1 − 1/2k+1]
and y(0) = y(1) = 0. Notice y is well defined and α(t)  y(t)  yn0(t) for
t ∈ (0,1). Next fix t ∈ (0,1) (without loss of generality assume t = 1/2) and let
m ∈ {n0, n0 + 1, . . .} be such that 1/2m+1 < t < 1− 1/2m+1. Let N'm = {n ∈Nm:
nm}. Now yn, n ∈N'm, satisfies the integral equation
yn(x)= yn
(
1
2
)
+ y ′n
(
1
2
)(
x − 1
2
)
+
x∫
1/2
(s − x)q(s)gn
(
s, yn(s), y
′
n(s)
)
ds
= yn
(
1
2
)
+ y ′n
(
1
2
)(
x − 1
2
)
+
x∫
1/2
(s − x)q(s)f (s, yn(s), y ′n(s)) ds
for x ∈ [1/2m+1,1− 1/2m+1]. Let n→∞ through N'm to obtain
zm(x)= zm
(
1
2
)
+ z′m
(
1
2
)(
x − 1
2
)
+
x∫
1/2
(s − x)q(s)f (s, zm(s), z′m(s))ds,
so in particular
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y(t)= y
(
1
2
)
+ y ′
(
1
2
)(
t − 1
2
)
+
t∫
1/2
(s − t)q(s)f (s, y(s), y ′(s))ds.
We can do this argument for each t ∈ (0,1), so
y ′′(t)+ q(t)f (t, y(t), y ′(t))= 0 for t ∈ (0,1).
It remains to show y is continuous at 0 and 1.
Let  > 0 be given. Now since limn→∞ yn(0)= 0 there exists n1 ∈ {n0, n0 +
1, . . .} with yn1(0) < /2. Since yn1 ∈ C[0,1] there exists δn1 > 0 with
yn1(t) <

2
for t ∈ [0, δn1].
Now for n n1 we have, since {yn(t)} is nonincreasing for each t ∈ [0,1],
α(t) yn(t) yn1(t) <

2
for t ∈ [0, δn1].
Consequently
α(t) y(t) 
2
<  for t ∈ (0, δn1]
and so y is continuous at 0. Similarly y is continuous at 1. As a result y ∈
C[0,1]. ✷
Remark 2.1. In the uniform nonresonance case (i.e., a(t)= a0 and b(t)= b0 in
(2.6)) then Theorem 2.1 guarantees a solution provided (2.7) is replaced by
a0
λ0
+ b0|
√
q|∞√
λ0
< 1.
In this case the proof is easier and there is no need to quote the result in [2], since
one can apply Theorem 1.1 directly.
Remark 2.2. From the proof we see that a(t)u2+b(t)u|z| in (2.6) can be replaced
by [a(t)+ η]u2 + [b(t)+ η]u|z| provided η > 0 is chosen sufficiently small.
Remark 2.3. In (2.6) notice b(t)u|z| could be replaced by b(t)uξ |z|2−ξ , 1 ξ < 2
(of course (2.7) has to be adjusted also).
Remark 2.4. In (2.6) notice one could include a term e(t)uα1 |z|β1 , α1 > 1, β1 > 0
and α1 + β1 < 2, and in (2.9) one could include a term c0(t)uα2 |z|β2 , α2 > 0,
β2 > 0 and α2 + β2 < 2.
Remark 2.5. In (2.4) it is possible to replace 1/2n+1  t  1 with either
(i) 0 t  1− 1/2n+1,
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(ii) 1/2n+1  t  1− 1/2n+1, or
(iii) 0 t  1.
This is clear once one changes the definition of en and θn. For example, in case (ii),
take
en =
[
1
2n+1
,1− 1
2n+1
]
and θn(t)=max
{
1
2n+1
,min
{
t,1− 1
2n+1
}}
.
Finally we discuss condition (2.5). Suppose the following condition is
satisfied:

let n ∈ {n0, n0 + 1, . . .} and associated with each n we
have a constant ρn such that {ρn} is a decreasing
sequence with limn→∞ ρn = 0, such that for any r > 0
there exists a constant kr > 0 such that for 1/2n+1  t  1,
0 < y  ρn and z ∈ [−r, r] we have q(t)f (t, y, z) kr .
(2.38)
A slight modification of the argument in [6, Proposition 4] guarantees that (2.5)
is true.
Remark 2.6. In (2.38) if 1/2n+1  t  1 is replaced by (i), (ii), or (iii) in
Remark 2.5 then (2.5) is also true.
Theorem 2.2. Let n0 ∈ {1,2, . . .} be fixed and suppose (2.2), (2.3), (2.6), (2.7),
(2.8), (2.9) and (2.38) hold. Then (2.1) has a solution y ∈ C[0,1] with y(t) > 0
for t ∈ (0,1).
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