A theory of resource-bounded dimension is developed using gales, which are natural generalizations of martingales. When the resource bound ¡ (a parameter of the theory) is unrestricted, the resulting dimension is precisely the classical Hausdorff dimension (sometimes called "fractal dimension"). Other choices of the parameter ¡ yield internal dimension theories in , ¾ , ËÈ , and other complexity classes, and in the class of all decidable problems. In general, if is such a class, then every set of languages has a dimension in , which is a real number Ñ´ µ ¾ ¼ ½ . Along with the elements of this theory, two preliminary applications are presented:
«µ, consisting of all languages that asymptotically contain at most « of all strings, has dimension À´«µ -the binary entropy of « -in and in ¾ .
2. For every real number ¼ « ½, the set ËÁ ´« ¾ Ò Ò µ, consisting of all languages decidable by Boolean circuits of at most « ¾ Ò Ò gates, has dimension « in ËÈ .
Introduction
Since the development of resource-bounded measure in 1991 [10] , the investigation of the internal, measuretheoretic structure of complexity classes has produced a rapidly growing body of new insights and results. As indicated by the survey papers [1, 3, 11, 13] , this line of inquiry has shed light on a wide variety of topics in computational complexity. The ongoing fruitfulness of this research is not surprising because resource-bounded measure is a complexity-theoretic generalization of classical Lebesgue measure, which was one of the most powerful quantitative tools of twentieth-century mathematics.
In spite of this power, there are certain inherent limitations to the amount of quantitative information that resource-bounded measure can provide in computational complexity. One of these limitation arises from the resource-bounded Kolmogorov zero-one law, which was proven by Lutz [12] and has recently been strengthened by Dai [5] . For any class in which resource-bounded measure is defined, and for any set of languages that islike most sets of interest in computational complexityclosed under finite variations, the zero-one law says that the measure of in must be 0 or 1 or undefined. A second limitation arises from the simple fact that even a measure 0 subset of a complexity class may have internal structure that we would like to elucidate quantitatively. Of course both these limitations were already present in classical Lesbesgue measure theory.
In 1919, Hausdorff [8] augmented classical Lesbesgue measure theory with a theory of dimension. This theory assigns to every subset of a given metric space a real number Ñ À´ µ, which is now called the Hausdorff dimension of . In this paper, we are interested in the case where the metric space is the Cantor space , consisting of all decision problems (i.e., all languages ¼ ½ £ ).
In this case the Hausdorff dimension of a set (which is defined precisely in Section 3) is a real number Ñ À´ µ ¾ ¼ ½ . The Hausdorff dimension is monotone, with Ñ À´ µ ¼ and Ñ À´ µ ½. Moreover, if Ñ À´ µ Ñ À´ µ, then is a measure 0 subset of . Hausdorff dimension thus overcomes both of the limitations mentioned in the preceding paragraph.
In this paper we develop resource-bounded dimension, which is a complexity-theoretic generalization of classical Hausdorff dimension. We carry out this generalization in two steps. We first prove a new characterization of classical Hausdorff dimension in terms of gales, which are a natural generalization of the martingales that are the basis of resource-bounded measure. (Our characterization can be regarded as an analog of Ville's martingale characterization of the Lesbesgue measure 0 sets [15] .) We then generalize classical dimension by introducing a resource bound ¡ (a parameter of the theory) and requiring the gales to be ¡computable. We show that this induces a well-behaved notion of dimension in the corresponding class Ê´¡µ, which is defined exactly as in resource-bounded measure. We write Ñ´ Ê´¡µµ for the dimension of the set in the class Ê´¡µ. If These applications are interesting because they show that resource-bounded dimension interacts informatively with information theory and Boolean circuit-size complexity. However, they are clearly only the beginning. Classical Hausdorff dimension is a sophisticated mathematical theory that has emerged as one of the most important tools for the investigation of fractal sets. (See, for example [7] for a good introduction and overview.) Many sets of interest in computational complexity seem to have "fractal-like" structures. Resource-bounded dimension will be a useful tool for the study of such sets.
Preliminaries
A decision problem (a.k.a. language) is a set ¼ ½ £ . We identify each language with its characteris-
is the standard enumeration of ¼ ½ £ and if then ½ else ¼. We write for the string consisting of the -th through the -th bits of (the characteristic sequence of) . The Cantor space is the set of all decision problems.
If Û ¾ ¼ ½ £ and Ü ¾ ¼ ½ £ , then Û Ú Ü means that Û is a prefix of Ü. The cylinder generated by a string
A prefix set is a language such that no element of is a prefix of any other element of .
If is a language and Ò ¾ AE, then we write Ò
All logarithms in this paper are base 2.
For each ¾ AE we define a class of functions from AE into AE as follows.
We also define the functions ¾ by ¼´Ò µ ¾Ò, ·½´Ò µ ¾ ´ÐÓ Òµ . We regard the functions in these classes as growth rates. In particular, ¼ contains the linearly bounded growth rates and ½ contains the polynomially bounded growth rates. It is easy to show that each is closed under composition, that each ¾ is Ó´ ·½ µ, and that each is Ó´¾ Ò µ. Thus contains superpolynomial growth rates for all ½, but all growth rates in the -hierarchy are subexponential. We use the following classes of functions. 
For
If is a discrete domain, then a function ¼ ½µ is ¡-computable if there is a function AE ¢ É ¼ ½µ such that ´Ö Ü µ ´Üµ ¾ Ö for all Ö ¾ AE and Ü ¾ and ¾ ¡ (with Ö coded in unary and the output coded in binary). We say that is exactly ¡-computable if É ¼ ½µ and ¾ ¡.
Gales and Hausdorff Dimension
In this section we introduce gales and supergales, which are a generalization of martingales and supermartingales, and use these to give a new characterization of classical Hausdorff dimension. 
To complete the proof of the lemma, let be an arbitrary 
Definition 3.7 Let be an ×-supergale, where × ¾ ¼ ½µ.
1. We say that succeeds on a language ¾ if
We now review the classical definition of Hausdorff dimension. Since we are primarily interested in the computational complexities of decision problems, we focus on Hausdorff dimension in the Cantor space .
For each ¾ AE, we let be the collection of all prefix sets such that . For each , we then let 
Since À × ´ µ is nondecreasing in , this limit À ×´ µ exists, though it may be infinite. In fact, it is well-known that for every set , there is a real number × £ ¾ ¼ ½ with the following two properties.
As the following definition states, this number × £ is the Hausdorff dimension of .
Definition 3.9 The Hausdorff dimension of a set is
The following theorem gives a new characterization of classical Hausdorff dimension. 
It is routine to verify that the following conditions hold for all Ö ¾ AE.
To see that Ë ½ , let ¾ , and let Ö ¾ AE be arbitrary. Since the prefix set ¾Ö covers , there exists Û ¾ ¾Ö such that Û Ú . Then by (iii) above, ´Ûµ ¾ Ö ¾Ö´Û µ ¾ Ö . Since Ö ¾ AE is arbitrary, this shows that ¾ Ë ½ , confirming that
Ë ½
We have now shown that is an ×-gale such that Ë ½ , whence × ¾ ´ µ.
Conversely, assume that × ¾ ´ µ. To see that À ×´ µ ¼ , let Ö ¾ AE. It suffices to show that À ×´ µ ¾ Ö . If this is trivial, so assume that .
It is clear that is a prefix set with , so ¾ .
It is also clear that
It is clear from the proof of Theorem 3.10 that the ×dimensional Hausdorff outer measure À ×´ µ can also be characterized in terms of ×-gales, but we refrain from elaborating here.
Dimension in Complexity Classes
Motivated by the gale characterization of classical Hausdorff dimension, we now use resource-bounded gales to develop dimension in complexity classes. As with resourcebounded measure [10] , our development contains a parameter ¡ -the resource bound -which may be any one of the classes all, rec, p, pspace, Ô ¾ , Ô ¾ ×Ô , etc, defined in Then the function
Since this holds for all × ½ with ¾ × rational, it follows that Ñ ¡´ µ ½.
The fifth observation above shows that resource-bounded dimension offers a quantitative classification of sets that have resource-bounded measure 0. However, it should be emphasized that this classification is in terms of dimension, which is very different from measure. For example, Lemma 4.9 and its corollaries exhibit properties of dimension that contrast sharply with those of measure.
To proceed further, we need a little bit of technical machinery concerning the computability of gales and supergales. 
Proof: This follows immediately from Lemma 4.4 and Observation 4.5.
Note that Corollary 4.6 implies that ¡´ µ is a dense subset of the interval Ñ ¡´ µ ½µ.
The following consequence of Lemma 4.4 says that supergales can be used to establish upper bounds on dimension. Proof: Assume the hypothesis. If × ¼ , then Ë ½ and the conclusion holds trivially, so assume that × ¼.
By Lemma 4.4, it suffices to show that there is an exactly computable ×-supergale such that Ë ½ Ë ½ .
Since is ¡-computable, there is an exactly ¡- 
We now note that finite sets of languages have resourcebounded dimension 0, provided that the languages themselves do not exceed the resource bound.
Lemma 4.14 If
Ê´¡µ is finite, then Ñ´ Ê´¡µµ Ñ ¡´ µ ¼ . 
Then ¾ ¡ (because ¾ Ê´¡µ and ¾ × is rational) and it is clear that is an ×-gale that succeeds on . Thus
It is clear that if is ¡-countable, then
Ê´¡µ.
It was shown in [10] that every ¡-countable set has ¡measure 0. We now show that more is true. 
We conclude this section with an example in which we calculate the resource-bounded dimension of a simple set of languages. 
Dimension and Frequency in Exponential Time
In this section we show that for each ¼ × ½ there is a natural set that has dimension × in each of the exponential time complexity classes and ¾ . This set consists of those languages that asymptotically contain at most « of all strings, where ¼ « ½ ¾ and À´«µ ×. We now define this set more completely.
For each nonempty string
That is, Ö Õ ´Òµ is the fraction of the first Ò strings in
Our results use the binary entropy function 
We have now shown that Ñ Ô´ Ê É´ «µµ ×. Since this holds for all × À´«µ such that ¾ × is rational, it follows that Ñ Ô´ Ê É´ «µµ À«µ.
We next show that À´«µ is a lower bound on the dimension of Ê É´«µ in Ê´¡µ. In 
Ñ´ Ê É´ «µ Ê´¡µµ À«µ
The case ¡ ÐÐ of Theorem 5.3 says simply that the classical Hausdorff dimensions of Ê É´«µ and Ê É´ «µ are both À´«µ. This was proven in 1949 by Eggleston [6, 2] . The proof here is a new proof, using gales, of this classical result. However, it is complexity-theoretic results of the following kind that are of interest in this paper.
Corollary 5.4 1. For all p-computable reals
Since À´¼µ ¼, À´½ ¾ µ ½ , and À is continuous, part 2 of the corollary implies that for every × ¾ ¼ ½ there exists « ¾ ¼ ½ ¾ such that Ñ´ Ê É´ «µ µ Ñ´ Ê É´ «µ ¾ µ ×
Dimension and Circuit Size in Exponential Time
We now examine the dimensions of Boolean circuit-size complexity classes in the complexity class ESPACE. Our Boolean circuit model and terminology are standard. Details may be found in [10] , but our result is not sensitive to minor details of the model. The circuit-size complexity of a language ¼ ½ £ is the function Ë AE AE, where Ë ´Òµ is the number of gates in the smallest Ò- Shannon [14] showed (essentially) that ËÁ ´« ¾ Ò Ò µ has measure 0 in for all « ½, and Lutz [10] showed that ËÁ ´« ¾ Ò Ò µ also has measure 0 in ËÈ for all « ½.
We now use resource-bounded dimension to give a quantitative refinement of these results.
Assume that all Ò-input Boolean circuits are enumerated in a canonical order in which all circuits of size (number of gates) Ø precede all those of size Ø · ½ for all Ø ¾ · . Call a circuit in this enumeration novel if there is not previous circuit in the enumeration that decides the same subset of ¼ ½ Ò . For each Ò ¾ AE and Ø ¾ · , let AE´Ò Øµ be the number of novel Ò-input Boolean circuits with at most Ø gates. The following specific bound on AE´Ò Øµ was proven in [10] , but as noted there, the idea is essentially due to Shannon [14] . We note that for any « ½, Lutz [10] has shown that the class ËÁ ´¾ Ò Ò´½ · « ÐÓ Ò Ò µµ has measure 0 in ËÈ and in . By the above results, this class is thus a natural example of a set that, in both ËÈ and , has dimension 1 but measure 0.
