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Abstract— The W3C’s Resource Description Framework (or
RDF, in short) is a promising candidate which may deliver many
of the original semi-structured data promises: flexible structure,
optional schema, and rich, flexible URIs as a basis for information
sharing. Moreover, RDF is uniquely positioned to benefit from the
efforts of scientific communities studying databases, knowledge
representation, and Web technologies. Many RDF data collections
are being published, going from scientific data to general-purpose
ontologies to open government data, in particular in the Linked
Data movement.
Managing such large volumes of RDF data is challenging,
due to the sheer size, the heterogeneity, and the further com-
plexity brought by RDF reasoning. To tackle the size challenge,
distributed storage architectures are required. Cloud computing
is an emerging paradigm massively adopted in many applica-
tions for the scalability, fault-tolerance and elasticity features
it provides. This tutorial discusses the problems involved in
efficiently handling massive amounts of RDF data in a cloud
environment. We provide the necessary background, analyze
and classify existing solutions, and discuss open problems and
perspectives.
I. INTRODUCTION
During the past decade, many Semantic Web applications
have been using the W3C’s Resource Description Framework
(or RDF, in short) [1] as their data model. RDF data is orga-
nized in graphs consisting of triples of the form (s, p, o), stat-
ing that the subject node s has the property edge p whose value
is the object node o. A key concept for RDF is that of URIs or
Unique Resource Identifiers; these can be used in either of the
s, p and o positions to uniquely refer to some entity or concept.
Literals (constants) are also allowed in the o position. RDF
allows some limited form of incomplete information through
blank nodes, standing for unknown constants or URIs; an RDF
database may, for instance, state that the author of X is Jane
while the date of X is 4/1/2011, for a given, unknown resource
X . This contrasts with standard relational databases where all
attribute values are either constants or null.
RDF Schema (RDFS) [2] is the ontology language of
RDF used for giving meaning to resources, grouping them
into concepts and identifying the relationships between these
concepts. If an RDF Schema is available, RDF semantics
requires considering that the database consists not only of
triples explicitly present in the store, but also of a set of
implicit triples obtained through reasoning based on an RDF
Schema and the RDFS rules. For instance, assume the RDF
database contains the fact that the studentRegistrationNo of
Bob is 12345, whereas an RDF Schema states that only a
student can have a studentRegistrationNo. Then, the fact that
Bob is a student is implicitly present in the database, and a
query asking for all student instances in the database must
return Bob.
The proliferation of RDF-based applications has created the
need for systems capable of efficiently storing and querying
RDF data. Some of the first systems that appeared in the
Semantic Web community include Jena [3] and Sesame [4].
More recently, RDF-based stores have gained interest in the
database community as well, as illustrated by the works [5],
[6], [7]. However, these works focus mostly on RDF viewed as
a relational database on which to evaluate conjuctive queries,
and do not consider RDF-specific features such as those related
to implicit data. Recently, commercial database management
systems also started providing some support for RDF, e.g.,
Oracle 11g RDF [8].
One could consider RDF as yet another graph model for
semi-structured data [9], useful in certain application con-
texts [10] but too expensive to handle in the general case.
However, arguably, RDF has the potential for being the most
successful semi-structured data model ever, since it draws on a
fundamental tenet of the World Wide Web, namely, that every
resource is assigned a single URI, which everyone can use to
describe it. RDF also draws on other widely adopted W3C
specifications, such as XML for serialization and exchange,
namespaces for the interoperability of vocabularies etc. Thus,
it has good potential for supporting data sharing on the Web.
A particularly interesting class of applications comes from
the Open Data concept that “certain data should be freely
available to everyone to use and republish as they wish,
without restrictions from copyright, patents or other mecha-
nisms of control”1. Open Data federates players of many roles,
from organizations such as business and government aiming
to demonstrate transparency and good (corporate) governance,
to end users interested in consuming and producing data to
share with the others, to aggregators that may build busi-
ness models around warehousing, curating, and sharing this
data [11]. Sample governmental Open Data portals are the ones
from the US (www.data.gov), UK (www.data.gov.uk)
and France (www.etalab.fr). At the same time, if Open
Data designates a general philosophy, Linked Data refers to
1http://en.wikipedia.org/wiki/Open_data
the “recommended best practice for exposing, sharing, and
connecting pieces of data, information, and knowledge on
the Semantic Web using URIs and RDF” [12]. In practice,
Open and Linked data are frequently combined to facilitate
data sharing, interpretation, and exploitation [13]. Sample
applications of Linked Open Data are DBPedia (the Linked
Data version of Wikipedia), BBC’s platform for the World
Cup 2010 and the 2012 Olympic games [14] etc.
All these applications have led to plentiful RDF data col-
lections that are available in the Web nowadays. To exploit
such large volumes of RDF data, one could try to build a
centralized warehouse. However, large and increasing data
volumes raise the need for distributed storage architectures.
Past works on distributed RDF query processing and reasoning
have relied on peer-to-peer platforms [15], [16] or clustered
architectures [17], [18], [19].
Cloud computing is an emerging paradigm massively
adopted in many applications for the scalability to very large
data volumes and the fault-tolerance and elastic allocation that
it provides. Recently, interest in massively parallel processing
has been renewed by the MapReduce proposal [20] and many
follow-up works, which aim at solving large-volume data
management tasks based in a cloud environment. For these
reasons, cloud-based stores are an interesting avenue to explore
for handling very large volumes of RDF data.
This tutorial has two objectives.
• First, we will introduce the audience to the basics of RDF
data management, including storage, query processing,
reasoning and updating. We will achieve this based on
the well-known concepts of semistructured data and ex-
isting works on RDF processing of the data management
community.
• Second, we will present a classification of the existing
architectures and tools for handling large volumes of RDF
data in a cloud environment, compare their approaches
and algorithms and discuss the respective trade-offs.
Finally, we plan to draw a list of problems we currently
find open and outline promising avenues to answer them.
II. TUTORIAL OUTLINE
Our tutorial will be structured as follows.
A. Semistructured data and RDF
We will start by briefly recalling the main principles of
semistructured data [9], [21], a general concept pioneering
many works on complex data management in the database
community. The goal is to position RDF as one of the most
popular models for semistructured data management currently
around, while also acknowledging the contributions previously
laid out for the more general model to which it can be traced.
We will provide the necessary background on RDF pro-
cessing. This includes the basic concepts of RDF and RDFS,
including their semantics [1]. We will then focus on the
Basic Graph Pattern (BGP) queries of SPARQL [22], and in
particular on its conjunctive fragment allowing to express the
core Select-Project-Join database queries. We will introduce
the formal semantics of a BGP query, taking into account also
the data entailed in an RDF database by the presence of an
RDFS (or other flavor of) schema.
We will then consider the core data management issues
raised by RDF processing, namely: storing (in row- and
column-oriented stores), indexing, evaluating and ordering
joins, query pattern selectivity estimation, updating, and the
impact of reasoning. We will devote particular attention to
a pedagogic introduction of the issues related to reasoning,
since they are often ignored in mainstream database works.
We will illustrate with detailed examples and introduce the
various techniques proposed in the literature to handle implicit
data [15], [23] and their performance trade-offs [24], [25].
At the end of this segment, the audience will have a good
grasp of the RDF model and RDF data management issues.
We will end this part of the tutorial by noting that duplicate
elimination is an important issue for RDF, since the usage of
distinct URIs for the same conceptual resource hinders the
basic RDF triple linking mechanism (through shared URIs).
A full discussion of this issue is out of our scope, but we will
mention it and provide pointers to the relevant literature [26],
[27].
B. Cloud-based data management
Interest in massively parallel processing has been renewed
recently since the emergence of the MapReduce proposal [20]
and its open source implementation Hadoop [28]. MapReduce
has become popular in various computer science fields as
it provides a simple programming paradigm which frees the
developer from the burden of handling the issues of paralleliza-
tion, scalability, load balancing and fault-tolerance. Although
MapReduce was first mostly intended for data analysis tasks, it
has also started to be used in query processing tasks. However,
MapReduce provides simple primitives and more complex
operations such as joins are not directly supported.
In this part of the tutorial, we will recall the basics of
MapReduce and briefly outline the main existing strategies for
processing joins in a MapReduce framework [29], [30], [31],
since joins are at the heart of RDF BGP query processing.
RDFS reasoning can be assimilated to deductive databases
and therefore recursive query processing techniques are per-
tinent. Therefore, we will highlight the connections between
cloud-based RDFS reasoning and recursive query processing
on top of MapReduce [32], [33].
This part of the tutorial will have introduced the audience
to the basic primitives available in the cloud, the strong
advantages of MapReduce and the difficulties that remain to
be solved for high-level, declarative management of complex
data such as RDF.
C. State-of-the-art cloud-based RDF systems
The core part of our tutorial will be a comprehensive classi-
fication of existing architectures and systems for handling RDF
data within a cloud. We will present the main priciples used
for: (i) organizing the data store, (ii) processing conjunctive
queries and (iii) handling implicit data through reasoning.
A first classification of existing platforms can be made
according to their underlying data storage facilities:
• The first category includes systems which use existing
“NoSQL” key-value stores [34] as their back-end for
storing and indexing RDF data;
• Our second category consists of systems relying on a
distributed file system, such as HDFS, for warehousing
RDF data;
• The third category comprises systems relying on other
storage facilities, such as a set of independent single-site
RDF stores, or data storage services supplied by the cloud
providers.
Representatives of the first category include systems such
as Rya [35] which uses Apache Accumulo [36], Cumulus-
RDF [37] based on Apache Cassandra [38], Stratustore [39]
which relies on Amazon’s SimpleDB [40], and H2RDF [41]
which is built on top of HBase [42]. The second category
comprises platforms such as those described in [43], [44].
These systems are built to make the most out of the parallel
processing capacities provided by the underlying MapReduce
paradigm. However they may be seen disadvantaged from the
perspective of the data store, given that they do not have
efficient fine-grained data stores to rely on. Within the third
category, centralized RDF stores distributed among multiple
nodes are used in [45], whereas [46], [47] use a mixed
approach with data residing in Amazon’s storage service (S3)
and a full data index built in Amazon’s key-value store.
Cloud-based RDF platforms can also be analyzed according
to their strategy for processing conjunctive queries:
• systems relying on the parallel programming paradigm of
MapReduce [20];
• systems attempting to reduce or avoid alltogether MapRe-
duce steps. The reason is that while MapReduce achieves
important parallel scalability, the start-up time of a
MapReduce job is significant and it may be too high for
interactive-style queries.
Systems such as [43], [44] belong to the first class above.
In the second class we find systems relying on key-value
stores, typically implementing their own join operators, often
exploiting the key-based organization of the underlying store,
which helps identical values from different triples meet in the
same data partitions [35], [39]. Works such as [45], [46], [47]
which take advantage of existing RDF stores also belong to
this group. Finally, [41] employs a hybrid approach depending
on the nature of the query.
Having toured the issues of RDF storing and querying
through the above techniques, we will show how reasoning
is handled in these cloud-based systems. From this angle, the
options are as follows:
• pre-compute and materialize all implicit triples;
• compute the necessary implicit triples at query time;
• some hybrid approach among the two above, with some
implicit data computed statically and some at query time.
Most recent proposals on RDFS reasoning in cloud en-
vironments come from the Semantic Web community [48],
[49] but do not integrate it with the querying phase. The only
work from the above that injects RDF reasoning within query
processing is [43].
This part of the tutorial will provide a principled cate-
gorization of existing works and point out the strength and
limitations of various proposals.
D. Open issues
In the final part of the tutorial we will draw a list of
problems we currently find open and outline some promising
avenues to answer them. These range from RDF query opti-
mization and RDF updates in a cloud environment, as well as
RDF view materialization and sharing of intermediate results
in the distributed environment of the cloud.
Targeted Audience The intended audience consists of
database students and researchers with an interest in RDF
data management, cloud-based data processing, or both. We
will provide brief self-sufficient introductions to both these
areas to enable non-specialists to follow. In particular, while
RDF querying has been well explored in database-oriented
works, we will devote some time to the issues involved in RDF
reasoning, which have not been considered in these works.
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