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ABSTRACT 
Let Q? be a 9 X n polynomial matrix, 1~ 9 < n, and let f be a preassigned 
element in the ideal generated by all determinants of 9 X 9 submatrices in &. If 
suitable polynomials jr,. . , f, exist such that one can write 
where (a,.r,. . . , a,,,) is one row in JZ’, and f,, . . , f, is a unimodular row, then S’ 
can be row-bordered to an n x n polynomial matrix J with det J = f. Some 
examples are discussed. 
INTRODUCTION 
In recent years there has been an increasing interest in nD linear 
systems theory, due to the wide range of its applications (in digital filtering, 
digital picture processing, seismic data processing, etc.). Many accomplish- 
ments strongly depend on some recent results in algebraic geometry and 
computer algebra, such as the Suslin-Quillen theorem and the Griibner basis 
algorithm; see [3]. 
As outlined in 1111, “some of the most impressive accomplishments in 
circuits and systems have been obtained by an in-depth exploitation of the 
properties of elementary polynomial matrices [l, 4,7]. Algorithms for the 
construction of such matrices are, therefore, of both theoretical and practical 
importance.” 
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One of the most remarkable developments in this subject is the possibil- 
ity of row-bordering a given matrix in a suitable way. In [ll] the authors 
translate the Suslin-Quillen theorem in terms of a row-bordering problem, 
which they resolve with a clever algorithm for obtaining an invertible matrix. 
A still open problem in this area is closed loop polynomial assignment via 
linear dynamic feedback. More precisely, one wants to characterize the set of 
all closed loop polynomials that can be obtained in the feedback connection 
of a given “D system ND-’ with an arbitrary compensator Y-lx” [2]. 
Restated in terms of row-bordering a given polynomial matrix, the problem is 
to get a new matrix having an assigned polynomial as determinant. 
Actually, in this paper we shall consider a more general problem, since 
we do not confine ourselves to polynomial matrices in two variables. Indeed, 
let R be the polynomial ring R = k[ Z,, . . . , Z,], where k is a field, and let a 
9 X n matrix L%‘, 0 < 9 < n, be given. Is it possible to find a suitable 
(n - 9)~ n matrix ~3 such that 
det 
with f belonging to the ideal 3 generated in R by all the determinants of 
the 9 X 9 matrices in G?? 
Of course, this problem is trivial when @ is a row matrix (9 = n - 1, 
n >, 2). Indeed, let us denote by Mi, i = 1,. . . , n, the determinant of the 9 X 9 
submatrix of JZZ’ when we delete the ith column in G?‘. Then, if f = CAM, 
+ . * . + c,M,, we can assume ~8 = (( - l)“- ‘ci, ( - l)“-‘c,, . . . , c,), and we 
have det .L = f. 
For 1~ 9 < n - 1 the problem would be rather trivial in the linear 
algebra over a field; but not over an arbitrary ring, or even over a polynomial 
ring. Recently the solution of problems connected with the “Serre’s conjec- 
ture” (cf. [S]) “Is any projective module over a polynomial ring R = 
k[Z 1,. . . , Z,] free?’ permits one to work rather easily over more elementary 
structures as free, finitely generated R-modules. 
The goal of this paper is to solve the above problem under a weak 
condition on f, which must hold in connection with at least one row in ~2. 
Under this hypothesis a way to compute the required matrix is given: it is 
enough to use first the algorithm given in [ll] concerning the row-bordering 
of a polynomial matrix with elements in R = k[Z,, . . . , Z,]; one can then 
proceed as in the proofs of Proposition 1, Corollary 1, Proposition 2, and 
Corollary 2. Moreover, some examples where the condition is trivial, and 
examples where it is only a sufficient condition are given (see Remark 4). 
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1. MAIN RESULTS 
Let A be a commutative ring, 1 E A. Then A *, A,, n will denote respec- 
tively the sets of matrices with elements in A of type (n,n) and (9, n), 
1~ 9 < n. Let k be an arbitrary field with infinitely many elements, and 
finally let R be the polynomial ring R = k[Z,,. . .,Z,], d > 1. 
For every n-tuple (a,, . . . , a,) we denote by Z(a,, . . . , a,) the ideal in A 
generated by a, ,..., a,. If Z(u, ,..., a,)= A, we say that (a, ,..., a,) is 
unimodular, or is a unimodular row, (cf. [5, Definition 4.4, p. 261). Of course, 
if a row matrix (f,, . . . , f,> E R,,, is unimodular, then (fi, . . ,f,,> are zero- 
coprime, i.e. have no common zeros; in [lo, Theorem 2.1, p. 1071 the 
converse is also proved. 
DEFINITION 1. Let (a,, . . . , a”), ui E R, 1~ i < n, be a nonzero n-tuple. 
We say that an element f~Z(a,,..., a,) is low with respect to the ordered 
set (a,, . . . , a,) if there exist fi E R, i = 1,. . . , n, such that 
(1) f can be written in the form 
(2) ZCf,>...>f,> is unimodular, i.e., Z<fr,. . .,f,>= R. 
REMARK 1. Note that the notion given in Definition 1 is linked to the 
representation of f as f = f,u, + * . - + f, a,. For instance, let b be a 
noninvertible element in R; we can consider the pair (a,, a,), with us = bu,, 
a, # 0. Let us assume f = us E Z(u,, a,). The two representations f = Ou, + 
la, = bu, +Ou, hold for f, having 
Z(O,l)=(l)zz(b,O)-Z(b). 
Thus f is low with respect to the pair (a,, a,). In particular every ui is low 
with respect to the set in which ui appears. 
REMARK 2. Let a nonzero row matrix (a,, . . . , a,,), a, E R, 14 i Q n be 
given. If one among a,, . . . , a, belongs to the ideal generated by the 
remaining ones, then any f E I( a,, . . . , a,) is low with respect to (a,, . . . , a,). 
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Let us suppose, for example, Z(a, ,..., a,,)= Z(u, ,..., a,_,), and assume 
a, = b,ar + *. *+b,_lu,_l, ~,ER, i=l,..., n-l.Thenweget 
f=f,u,+ .** +f,u, 
=~Jf1+b,(f,-1)1+ .** + U”_l[f”_, + b,-,(L -1)l+ %A 
hence the n-tuple ([fr + b,(f, - l)], . . . , [f,_ 1 + b,_ ,(f, - l)], 1) is unimodu- 
lar. 
We note that this happens if, for example, 0 is among a,, . . . , a,. 
REMARK 3. In the case where A is a k-algebra (in particular, if A = R), 
every f, f+ 0, which is a k-linear combination of a,, . .., a, is low with 
respect to such an n-tuple: indeed, the ideal generated by those coeffkients 
is of course (1) = R. 
PROPOSITION 1. Let a nonzero row matrix d= (a,,. . ., a,), ui E R, 
i=l , . . .,n, be given. Zff E Z(u,, . . ., a,) is low with respect to d, then there 
exists a matrix 
withsuitublemijER,i=2 ,..., n, j=l,..., n, suchthut 
det&= f, 
Proof. Let us suppose that 
f =flu,+fiu,+ .** +f,u, 
and that the row (fl,..., f,,) is unimodular. By Suslin’s theorem [9] (which is 
also cited as Theorem 1.8, p. 83, leading to Proposition 4.8 and Corollary 4.9, 
p. 27, in [5]), there exists in R, an invertible matrix 6% having (f,, . . . , f,) as 
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first row. Let us denote 
’ fi *. * fn \ 
u2 ” %= ““J *-- ., , 
with det%=l. 
u n,l *.- U “,?I 
Let A? be the matrix having (a,, . . . , a,) as first row and n~,,~ as cofactor of 
ui,j in 5&, for i = 2 ,..., n, j = l,..., n. Computing the product A?%~, (t 
means transposition), we get 
/ a, -*- a, \ fi u2.1 . . * U”,l \ 
m2.1 *-* m2,n f2 u2.2 * *. f-4,.2 
m Il.1 -** mnn ’ I ,i 4, **. i,n, 
Ia,f,+ *.* +a,f, * ..* 
0 1 . . . = 
. ‘L 
\ 0 
(j . . . 
where the *‘s stand for suitable elements in R. We get finally 
det(&S’)=det..kdet%=detk=a,f,+ -** +a,f,=f. 
REMARK 4. The condition given in Proposition 1 is only sufficient, as is 
shown by the following examples. 
(1) Let k be the real field, and (Z,, Z,, Z,) a row matrix with elements 
in the polynomial ring R = k[Z,, Z,, Z,] in the three indeterminates 
Z,, Z,, Z,. We consider 
f = z; + z,z + z,z. 
It is easy to recognize that any representation of f = fi Z, + f2 Z, + f3Z3, 
with fi, f2, f, E R satisfies the condition Z<f,,f,,fJ G Z(Z,, Z2, ZJ. Hence 
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Kf,..f,.f,> # (1) and f is not low with respect to (Z,,Z,,Z3). Let us 
suppose there exists a matrix in R,, 
with 
det9=Zf+Zi+Zz and a,,b,ER, i=1,2,3. 
We specialize Z,, Z,, Z,, a,, bi on the real 2-sphere S2 z {zf + ~2” + ~3” = 11. 
In such a way we have a matrix k whose elements are continuous, 
differentiable functions on S2, and the rows in J can be regarded as three 
vector fields on S2: the first, v = (~,,t~,~s), is normal at the point P = 
(a,, z2, .a,) E S2; the second, a = (a,(P), a,(P), a,(P)), and the third, b = 
(b,(p), b,(P), b,(P)), have orthogonal projections on the tangent plane at P 
to S2, a’ and b’, such that 
vXa’*b’=vxa*b=detL=I 
(triple scalar product of real vectors). Hence a’,b’ is a nowhere vanishing 
basis of the tangent vector field on S 2. But such a basis cannot exist by 
elementary topology. 
(2) On the other hand, let k be an arbitrary field, and (Z,, Z,, Z,, Z,) a 
row matrix with elements in the polynomial ring R = k[Z,, Z,, Z,, Z,]. We 
consider 
f= (ZF + Z; + Z; + Z;)” E R. 
As before, one recognizes that f = f,Z, + f2Z2 + f3Z3 + f4Z4, with 
f,,f,,f,,f, E R, and f is not low with respect to (Z,,Z,,Z,,Z,). But we 
can consider the matrix 
and we have det k = f 
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We note that other similar examples can be set up using those discussed 
in [5, pp. 31-321 in connection with quite different problems. 
COROLLARY 1. Let a nonzero row matrix &= (al,. . ., a,), ai E R, i = 
1 ,..., n, begiven. ZfGER, isamultipleoff~Z(a, ,..., a”), andfislow 
with respect to (a,, . . . , a,), then G can be regarded as the determinant of a 
suitable matrix in R,, whose first row is just (a,, . . . , a,). 
Proof. Let G = f+; by Proposition 1 applied to (a,, . . . , a,) and f, we 
get a matrix .L in which the first row is the given one, and det A = f. We 
find a matrix satisfying the required conditions if we multiply, for example, 
the second row of JC? by 4. n 
REMARK 5. We note that if one among (f,, . . . , f,) is invertible, for 
example f, = 1, and f = a, f, + . * * + a,1 is low with respect to (a,, . . . , a”), 
then the matrix A in Proposition 1 can be written in this easier form: 
/ a, a2 **a a,_, a, 
d= 
-1 0 .*. 0 f, 
0 0 . . . 
, 
-1 f,_, 
which gives detL=a,f,+ --a +an_lfn-l+anl= f. 
REMARK 6. Any f E k&v.., Z,] can be written in the form 
f =Z;1F,(Z,,..., Z,)+z,“~F,(z,,...,z,)+ **. +w,(z,), 
where n 1,. . . , nd_1 are suitable nonnegative integers and Fi E k[Z,, . . . , Z,], 
i=l , . . ., d. We can write such an f, by Remark 5, as the determinant of a 
matrix of order d having as first row 
and in the ith row elements in k[Zi,. . . , Z,], i = 1,. . . , d. 
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LEMMA 1. Let fl,..., f, be elements in R such that Cf,, . .. , f,,> is a 
unimodular row. Then the following hold: 
(a) The set 
Z={(x,,..., xn)ER":xlfl+ *-* +x,f,=0) 
is a free R-module with rank C = n - 1. 
(b) A basis of I$ is given by the second,. . . , nth rows of the matrix A in 
Proposition 1. 
Proof. (a) follows by Corollary 4,9 of [5, p. 271, which states that the set 
C of solutions of the equation 
Xlfl+ .*. + xnf, = 0 
is a free module with rank 2 = n - 1 if only if (f 1,. . . , f,> is completable to an 
invertible matrix: this is true by the present hypothesis. 
For the nroof of(b), we follow the notation of the nroof of Pronosition 1. 
We note that the first column of the matrix JQt has 0 in all the places 
following the first one: these are precisely 
Cmj,ifi=O, j=2 ,..., 72. 
Now let us delete the first row in J and denote the remaining submatrix by 
.&‘. Computing &%V, we get first that the rows in J’ are elements in Z; 
secondly from the fact that &‘W has zeros in the first column and the 
matrix I,_ 1 as a block on the right side, we see that the rows in .& are 
really a basis of C (obtained from a basis in {Ol X R”-’ through the 
isomorphism arising from the invertible matrix 2’). n 
2. APPLICATION 
In the following we suppose that the integers 9, n satisfy 0 < 9 < n. Let 
C={j=(j,,..., jq):l<jl<j2<-** <j,<n), 
and let C, be the subset of C given by those elements (jr,. . . , j,) having an 
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index t such that j, = r. Note that 
c=c,u *.* UC,. 
Let a matrix of A,,, he given: 
for all j E c (i.e. for a choice of 9 columns in ~0, and let US set 
&gj= ; 
a . . . q,h a 4..iq 
and Mj = det Jj. 
Computing Mj along the m - th row, one gets 
Mj = a,,jlAjm,j, + . * * + a,,jqA,, j , 
’ 4 
4 
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m=l,...,q, (1) 
C a,,jtAi,jl= O Vv#m,l<v<g (2) 
t=1 
where Aj, j, denotes the cofactor of a in Aj. 
The eiuation (1) and the equatio:lf (2) are the well-known Laplace’s 
relations for the rows of the matrix Jj. 
LEMMA 2. In the previous notation, let 
F _,~=j~ fjA’,,,, 16mg9, l&r&n, 
I 
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where fj E C,~ A. For any row (a,, 1,. . . , au,+) in JXT, the relations 
ii ao.rFm,r = 0, lGv#mdq 
r=l 
hold. 
Proof. 
for v#m, 
Since C = C, U . - * U C,, from F,,, r = xjEc,fjA’,,,, one gets, 
by the relations (2). n 
PROPOSITION 2. Let a matrix LX? E R,,, and one element F belonging to 
the ideal 3 c R generated by all q x q determinants in JZ’ be given: 
Zf there exists a row (a,,, ,, . . . , a,_) in JZ’ for which 
F=t ‘h,i Fh,i 
i=l 
and the row (F,,, ,, . . . , Fh.n) is unimodular, then a matrix 
exists such that 
detJ= F. 
POLYNOMIAL MATRICES WITH GIVEN DETERMINANT 117 
Proof, Up to a change in the rows of .M’, we can suppose that h = 1. Let 
us assume 
FE C fj”j> with fjER VjEC. 
jeC 
Then it follows that 
where we have set 
FL,= c f&r, r=l ,...,n. 
_i E C, 
Because (F,, 1,. . . , F1,,) is a unimodular row, we also have 
n 
F = C a1,iFl.i. 
i=l 
By Proposition 1 a matrix A?(~) E R, exists having (u,,~, . . . , a,,,) as first row, 
and furthermore det A@ = F. Let A?(‘) be specified as 
I al.1 * *. %,?I \ 
m2.1 *-* 
&g(l) = . 
m2.n 
. . 
m . . . \ n,l m n,n, 
By Lemma 2, we have that the second,. . . , nth rows in M all satisfy the 
equation xl F, 1 + . * . + x, F,,, = 0; thus they belong to the free R-module 
whose basis is 
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according to what is stated in Lemma I(b). Let 
Then there exists a matrix g in R4_,,n_ 1 satisfying the relation 
For a fixed r, 1 G r G n, let j = (j, ,..., j,J= C, (i.e., j has an index t 
with j, = r). Let us denote by 4 and dj* respectively the submatrices of 
order 9 - 1 in &* and in &*, whose columns have indices 
(jl,jz,...,jt-l,jt+l,...,j~). 
One can say that 
4= GYdkj*, (3) 
A{,,=(-l)‘+‘detJ$ Vr, l<r=Gn, VjJjCr. (4) 
the determinants of the (9 - l)X(q - 1) submatrices in @ have 
no common zeros. (5) 
(3),(4) are elementary facts in linear algebra. Let us prove (5). Indeed, if a 
point P exists at which all the determinants of (9 - 1) X (9 - 1) submatrices 
in B vanish, the matrix g(P) (with elements now in the field k) is of rank 
< 9 - 1. Hence the matrix J$ P) = @( P)J?~*( P) is of rank < 9 - 1; hence 
det 4(P) = 0, and finally we have A{,,(P) = 0. In such a situation then we 
would have that 
F,,,(P) = C _fjAi,r( PI = 0, r=l ,...,n. 
j E C, 
This is impossible because it contradicts the hypothesis that the row 
@I,,,..., F,,,) is unimodular. There then exists, by the Quillen-Suslin theo- 
rem (see especially [ll, pp. 513-5161 for a constructive proof, which holds 
also under the present hypothesis on the field k), a unimodular matrix 
Y=(u,,~)ER,_~ havingasthefirst 9-Irowsthesecond,..., theqthrow 
in S8. 
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Now we consider the matrix Y= (w~,~) E R, such that 
w1,1= 1; wi,l=wl,i=O, i=2 ,..., n; 
wi+l,j+l = “i,jt i,j=2 ,...,?I; 
and we denote by A the product matrix 
The matrix A? satisfies the conditions imposed in Proposition 2. Indeed, its 
first q rows are exactly those in &, and we have 
det k= Idet A(‘)= F. 
If h + 1, we interchange the first row with the hth row in &; as above, we 
have a matrix with determinant equal to F. By a new interchange of the rows 
of indices 1 and h, and by multiplying the third row (for example) by - 1, 
we get finally a matrix which satisfies the conditions in Proposition 2. n 
Proposition 2 gives the following corollary, whose proof is quite similar to 
that of Corollary 1 to Proposition 1. 
COROLLARY 2. Let d be a matrix as in Proposition 2, and let a 
polynomial G E 3 c R be given, where 3 is the ideal generated by all the 
determinants of q x q submatrices in &. lf the hypothesis of Proposition 2 
holds fw a factor F of G with respect to the matrix &, then G can be 
considered as the determinant of a suitable matrix having its first q rows equal 
to those of JI?. 
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