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Exponential matrices
Ryuji Tanimoto
Abstract
In this article, we introduce a notion of an exponential matrix, which is a polynomial
matrix with exponential properties, and a notion of an equivalence relation of two expo-
nential matrices, and then we initiate to study classifying exponential matrices in positive
characteristic, up to equivalence. We classify exponential matrices of Heisenberg groups in
positive characteristic, up to equivalence. We also classify exponential matrices of size four-
by-four in positive characteristic, up to equivalence. From these classifications, we obtain
a classification of modular representations of elementary abelian p-groups into Heisenberg
groups, up to equivalence, and a classification of four-dimensional modular representations
of elementary abelian p-groups, up to equivalence.
0 Introduction
In this article, we introduce a notion of an exponential matrix, which is a polynomial matrix
with exponential properties, and a notion of an equivalence relation of two exponential matrices,
and then we initiate to study classifying exponential matrices in positive characteristic, up to
equivalence.
In characteristic zero, classifying exponential matrices up to equivalence can be rephrased as
classifying nilpotent matrices up to equivalence, and the classification of nilpotent matrices is a
beautiful result of Camille Jordan.
On the other hand, in positive characteristic, classifying exponential matrices is complicated,
even if we consider up to equivalence. In fact, classifying exponential matrices up to equivalence
is closely related to classifying representations of the additive group scheme up to equivalence.
We only have partial results concerning representations of the additive group scheme in positive
characteristic (see [6], [10], [11], [12]).
In this article, we keep in mind the following guidelines (1) and (2) toward classifying ex-
ponential matrices in positive characteristic, up to equivalence. Let k be a field of positive
characteristic p > 0, and let k[T ] be a polynomial ring in one variable over k.
(1) We do not figure out exponential matrices of a general linear group GL(n, k[T ]), at once
(since the figuring out is difficult). We take a step-by-step approach. We firstly select ap-
propriate subgroups and subsets of GL(n, k[T ]), and secondly describe exponential matrices
belonging to the subgroups and the subsets, up to equivalence.
(2) For two described exponential matrices of same size, we consider whether or not the two
exponential matrices are equivalent.
Along the above guidelines, we write this article as follows:
In Section 1, we prepare basics of exponential matrices. Any exponential matrix has an
exponential expression (see [8], and also see Lemma 1.5 in this article). Using this expression, we
Key words: Matrix theory, Modular representation theory
2010 Mathematics Subject Classification: Primary 15A21; Secondary20C20
1
can prove that any exponential matrix is triangulable (see Lemma 1.8). We then define subgroups
Un and U[d1,...,dt] of GL(n, k[T ]) (see Subsubsection 1.3.2). These subgroups are appropriate along
the above guideline (1). For considering these subgroups, we introduce the other transpose τA
of a square matrix A (see Subsubsection 1.3.1), and notations ❀ and ( )E (see Subsection
1.4). Using the other transpose, we can reduce the amount of classifying exponential matrices
by half, and using ❀ and ( )E , we express a link to a set of described exponential matrices
from a set of exponential matrices belonging to any one of appropriate subgroups and subsets of
GL(n, k[T ]). Let E(n, k[T ]) be the set of all exponential matrices of GL(n, k[T ]). The starting
point of classifying exponential matrices of GL(n, k[T ]) comes from the following expression (see
Lemma 1.12):
E(n, k[T ])❀ UEn =
⋃
[d1, . . . , dt] is an ordered partition of n
UE[d1,...,dt].
So, classifying exponential matrices of GL(n, k[T ]) reduces to classifying exponential matrices
of UEn . Based on the above expression of U
E
n , we especially study, in Subsection 1.5, equivalent
forms of exponential matrices belonging to subsets UE[n], U
E
[n,1] and U
E
[1,n], and prove
UE[n] ❀ J
E
[n], U
E
[n,1] ❀ (J
0
[n,1])
E ∪ (J1[n,1])
E , UE[1,n] ❀ (J
0
[n,1])
E ∪ (J1[1,n])
E
provided that 1 ≤ n ≤ p (see Corollaries 1.15, 1.22 and 1.26). Along the above guideline (2), we
consider equivalence relations of two exponential matrices of JE[n], (J
0
[n,1])
E , (J1[n,1])
E and (J1[1,n])
E ,
respectively (see Subsection 1.8). We introduce a notion of mutually GL(n, k)-disjoint sets, and
consider non-equivalence of two described exponential matrices of same size (see Subsection 1.7).
Section 1 implies that, for any 1 ≤ n ≤ 3, we can classify exponential matrices of GL(n, k[T ]),
up to equivalence. However, we cannot classify exponential matrices of GL(4, k[T ]), up to equiv-
alence. To get rid of the complexity, recall again the above guideline (1). We noticed that we
should select a Heisenberg subgroup of GL(4, k[T ]).
In Section 2, we consider polynomial matrices of a Heisenberg group H(m+2, k[T ]) of GL(m+
2, k[T ]). The point of classifying polynomial matrices of H(m+ 2, k[T ]) appears in the following
expression (see Theorem 2.1):
H(m+ 2, k[T ])❀ km+2 ∪
⋃
(ℓ,r1,r2)∈Ωm
ℓH
r1
r2
.
We give a classification of polynomial matrices of km+2 (see Theorem 2.5), and consider equiva-
lence relations of two polynomial matrices of ℓHr1r2 and km+2 (see Subsection 2.4).
In Section 3, we consider exponential matrices of a Heisenberg group. We can describe any
exponential matrix of (ℓHr1r2)
E (see Theorem 3.3). Then we can consider equivalence relations
of two exponential matrices of (ℓHr1r2)
E (see Theorems 3.17 and 3.23). We classify exponential
matrices of (km+2)
E up to equivalence (see Theorem 3.13), and consider equivalence relations of
two exponential matrices of (km+2)
E (see Theorem 3.24)
In Section 4, we give a classification of exponential matrices of size four-by-four, up to equiv-
alence. Then we know that the classification varies according to p = 2, p = 3 and p ≥ 5.
In Section 5, we consider modular representations of elementary abelian p-groups. We ob-
tain a classification of modular representations of elementary abelian p-groups into Heisenberg
groups, up to equivalence (see Theorem 5.7), and a classification of four-dimensional modular
representations of elementary abelian p-groups, up to equivalence (see Subsection 5.4).
It is an open problem to classify modular representations of elementary abelian p-groups,
up to equivalence. Even so, we at least know the following: There are exactly p inequivalent
indecomposable modular representations of Z/pZ (see for example [4, Page 105]). Basˇev [1]
classified indecomposable modular representations of Z/2Z × Z/2Z over an algebraically closed
field of characteristic two. The representation type of any elementary abelian p-group E ex-
cept for Z/pZ and Z/2Z × Z/2Z is wild (see [3, 9]). Campbell, Shank and Wehlau [5] describe
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parametrizations for modular representations of elementary abelian p-groups with representation
spaces in dimension two and in dimension three, respectively. For background material on the
theory of modular representations of elementary abelian p-groups, see [2].
Preliminary notations and preliminary defnitions. For a commutative ring R with unity, we
denote by Matm,n(R) the module of all m × n matrices whose entries belong to R. We denote
by OMatm,n(R) the zero matrix of Matm,n(R). We write Matn,n(R) as Mat(n,R). The module
Mat(n,R) naturally becomes a ring with unity. We denote by IMat(n,R) the identity matrix of
Mat(n,R). The zero matrix OMatm,n(R) is frequently referred as Om,n or O, and the zero matrix
OMat(n,R) is frequently referred as On or O, and the identity matrix IMat(n,R) is frequently referred
as In or I. For matrices Ai ∈ Mat(ni, R) (1 ≤ i ≤ r), we denote by
⊕r
i=1Ai denote the direct
sum of the matrices Ai (1 ≤ i ≤ r). In particular if the Ai’s are the same matrix A, we also
use the notation A⊕r in place of
⊕r
i=1A. For any square matrix A of Mat(n,R), we denote by
det(A) the determinant of A and by Tr(A) the trace of A. For a1, . . . , an ∈ R, we denote by
diag(a1, . . . , an) the diagonal matrix of Mat(n,R) whose (i, i)-th entries are ai for all 1 ≤ i ≤ n.
We say that a matrix A ∈ Mat(n,R) is regular if there exists a matrix X ∈ Mat(n,R) such
that AX = XA = In. We denote by GL(n,R) the group of all regular matrices of Mat(n,R).
We denote by SL(n,R) the subgroup of all regular matrices of GL(n,R) whose determinants are
1. We denote by B(n,R) the subgroup of all regular upper triangular matrices of GL(n,R). We
say that a matrix N of Mat(n,R) is nilpotent if N ℓ = O for some ℓ ≥ 1. For any A ∈ Mat(n,R),
we denote by det(A) the determinant of A. A nilpotent matrix N of Mat(n,R) is said to be
ℓ-nilpotent if N ℓ = O. Clearly, 1-nilpotent matrix of Nilp(n,R) is a zero matrix of Mat(n,R).
Let R[T ] be a polynomial ring in one variable over R. We say that an element A(T )
of Mat(n,R[T ]) is a polynomial matrix of size n × n over R. For all polynomial matrices
A(T ), B(T ) ∈ Mat(n,R[T ]), we say that A(T ) and B(T ) are equivalent if there exists a reg-
ular matrix P ∈ GL(n,R) such that P−1A(T )P = B(T ).
Let k be a field and let V be the column space V in dimension n over k. For all 1 ≤ i ≤ n,
we denote by ei the column vector of V whose i-th entry is 1 and the other entries are zeroes.
For any subset W of V , we denote by SpankW the subspace spanned by W .
We denote by Z the ring of all integers. We denote by Z/nZ the cyclic group of order n.
For a prime number p and an integer r ≥ 1, a finite abelian p-group (Z/pZ)r is said to be an
elementary abelian p-group of rank r. For a field k of characteristic p ≥ 0 and for a finite group
G, we say that a representation ρ : G → GL(n, k) of G is modular if p > 0 and p divides the
order of G.
1 Basics of exponential matrices
Let k be a field of characteristic p ≥ 0. For any polynomial matrix A(T ) ∈ Mat(n, k[T ]), we say
that A(T ) is an exponential matrix if A(T ) satisfies the following conditions (1) and (2):
(1) A(0) = IMat(n,k).
(2) A(T )A(T ′) = A(T + T ′), where T, T ′ are indeterminates over k.
The above conditions (1) and (2) imply that A(T ) ∈ GL(n, k[T ]) and A(T )−1 = A(−T ). We
mention here that A(T ) ∈ SL(n, k[T ]) (see Lemmas 1.8 and 1.9).
Let E(n, k[T ]) be the set of all exponential matrices of size n×n. Clearly, for all P ∈ GL(n, k)
and A(T ) ∈ E(n, k[T ]), we have P−1A(T )P ∈ E(n, k[T ]). For A(T ), B(T ) ∈ E(n, k[T ]), we
say that A(T ) and B(T ) are equivalent if there exists a regular matrix P ∈ GL(n, k) such
that P−1A(T )P = B(T ). If exponential matrices A(T ) and B(T ) are equivalent, we write
A(T ) ∼ B(T ).
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1.1 A necessary and sufficient condition for a polynomial matrix to
be an exponential matrix
We note the following necessary and sufficient condition for a given polynomial matrix to be an
exponential matrix. The proof of the following lemma is directly obtained from the definition of
an exponential matrix.
Lemma 1.1 Let A(T ) =
∑
i≥0 T
iNi ∈ Mat(n, k[T ]) be a polynomial matrix, where Ni ∈ Mat(n, k)
for all i ≥ 0. Then A(T ) is an exponential matrix if and only if A(T ) satisfies the following con-
ditions (1) and (2):
(1) N0 = In.
(2) NiNj =
(
i+ j
i
)
Ni+j for all i, j ≥ 0.
1.2 An expression of an exponential matrix
In Subsection 1.2, we give an expression of an exponential matrix (see Lemmas 1.2 if p = 0, and
see Lemma 1.5 if p > 0). The following Lemmas 1.2, 1.3 and 1.5 are obtained in more general
situation (see for instance [8]). Here, we write the lemmas and their proofs in terms of Matrix
Theory.
If p = 0, we have the following expression of an exponential matrix.
Lemma 1.2 Let k be a field of characteristic zero and let A(T ) ∈ Mat(n, k[T ]) be an exponential
matrix. Then there exists a unique nilpotent matrix N ∈ Mat(n, k) such that
A(T ) =
∑
i≥0
T i
i!
N i.
Proof. Write A(T ) =
∑
i≥0 T
iNi, where Ni ∈ Mat(n, k) for all i ≥ 0. We know from Lemma 1.1
that Ni = N
i
1/i! for all i ≥ 1, which implies A(T ) =
∑
i≥0 T
i(N i1/i!). Since A(T ) is a polynomial
matrix, the matrix N1 is a nilpotent matrix. Q.E.D.
The above Lemma 1.2 asserts that a classification of exponential matrices belonging to
Mat(n, k[T ]) up to equivalence can be given by the Jordan canonical forms of nilpotent ma-
trices belonging to Mat(n, k). So, the classification of exponential matrices up to equivalence is
settled if the characteristic of k is zero.
From now on until the end of Section 5, we assume unless otherwise specified that the char-
acteristic p of k is positive.
Lemma 1.3 Let A(T ) =
∑
i≥0 T
iNi ∈ Mat(n, k[T ]) be an exponential matrix, where Ni ∈
Mat(n, k) for all i ≥ 0. Then the following assertions (1), (2), (3) hold true:
(1) NiNj = NjNi for all i, j ≥ 0.
(2) Npi = O for all i ≥ 1.
(3) Let i be a non-negative integer and let i = i0+ i1p+ · · ·+ irpr be the p-adic expansion of i.
Then we have
Ni0+i1p+···+irpr = Ni0Ni1p · · ·Nirpr =
N i01
i0!
·
N i1p
i1!
· · ·
N irpr
ir!
.
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Proof. (1) The proof follows from Lemma 1.1.
(2) Since A(T )p = A(pT ) = A(0) = In, we have
∑
i≥0 T
ipNpi = In, which implies N
p
i = O for
all i ≥ 1.
(3) Using Lemma 1.1 and the following Lemma 1.4, we have
Ni0Ni1p · · ·Nirpr
=
(
i0 + i1p
i0
)
Ni0+i1pNi2p2 · · ·Nirpr = Ni0+i1pNi2p2 · · ·Nirpr
=
(
i0 + i1p+ i2p
2
i0 + i1p
)
Ni0+i1p+i2p2Ni3p3 · · ·Nirpr = Ni0+i1p+i2p2Ni3p3 · · ·Nirpr
= · · ·
=
(
i0 + i1p+ · · ·+ ir−1pr−1 + irpr
i0 + i1p+ · · ·+ ir−1pr−1
)
Ni0+i1p+···+ir−1pr−1+irpr = Ni0+i1p+···+irpr
for all 0 ≤ i0, i1, . . . , ir ≤ p−1. By Lemmas 1.1 and 1.4 again, we know that NpℓN(j−1)pℓ = jNjpℓ
for all 1 ≤ j ≤ p − 1 and ℓ ≥ 0, which implies Njpℓ = N
j
pℓ
/j! for all 1 ≤ j ≤ p − 1 and ℓ ≥ 0.
Thus we have
Ni0Ni1p · · ·Nirpr =
N i01
i0!
·
N i1p
i1!
· · ·
N irpr
ir!
.
Q.E.D.
The following lemma is well known and is called as Lucas’ theorem (see [7]).
Lemma 1.4 Let p be a prime number. Let i, j be integers. Let i = i0 + i1p + · · · + irp
r and
j = j0 + j1p+ · · ·+ jrpr be the p-adic expansions of i and j, respectively. Then we have(
i
j
)
≡
(
i0
j0
)(
i1
j1
)
· · ·
(
ir
jr
)
(mod p),
where we use the convention that
(
a
b
)
= 0 if a < b.
Given a polynomial matrix A(T ) ∈ Mat(n, k[T ]), we can define the truncated exponential
Exp(A(T )) of A(T ) as
Exp(A(T )) :=
p−1∑
i=0
1
i!
A(T )i.
We say that a polynomial f(T ) ∈ k[T ] is a p-polynomial if f(T ) can be written in the form
f(T ) =
∑
i≥0
aiT
pi,
where ai ∈ k for all i ≥ 0. Let P be the set of all p-polynomials. This P becomes a ring with
multiplication by the composition of functions, i.e., f(T )◦g(T ) := f(g(T )) for all f(T ), g(T ) ∈ P.
Note that T is the unity of P, i.e., 1P = T .
Clearly, for any p-polynomial f(T ) ∈ P and any matrix N ∈ Mat(n, k) satisfying Np = O,
the polynomial matrix Exp(f(T )N) becomes an exponential matrix.
Lemma 1.5 Let A(T ) =
∑
i≥0 T
iNi ∈ Mat(n, k[T ]) be an exponential matrix, where Ni ∈
Mat(n, k) for all i ≥ 0. Then we have
A(T ) =
∏
i≥0
Exp(T p
i
Npi).
5
Proof. We have
A(T ) =
p−1∑
i0=0
p−1∑
i1=0
· · · T i0+i1p+···Ni0+i1p+··· =
p−1∑
i0=0
p−1∑
i1=0
· · · T i0T i1p · · ·
N i01
i0!
·
N i1p
i1!
· · ·
=
p−1∑
i0=0
T i0
N i01
i0!
·
p−1∑
i1=0
T i1p
N i1p
i1!
· · · = Exp(TN1) · Exp(T
pNp) · · · .
Q.E.D.
1.3 Basic properties of an exponential matrix
1.3.1 Transposing exponential matrices
Let A = (ai,j) be a matrix of Mat(n,R), where R is a commutative ring with unity. We can
draw the other diagonal line l of the matrix A. We denote by τA the transposed matrix of A
with respect to the other diagonal line l, i.e., the (i, j)-th entry of τA is defined by an−j+1,n−i+1
for all 1 ≤ i, j ≤ n. We say that τA is the other transpose of A.
In the following lemma, we note basic properties of the other transpose of matrices.
Lemma 1.6 Let A,B ∈ Mat(n,R) and let c ∈ R. Then the following assertions hold true:
(1) τ (τA) = A.
(2) τ (A+B) = τA+ τB.
(3) τ (cA) = c τA.
(4) τ (AB) = τB τA.
(5) For all P ∈ GL(n,R), we have τ (P−1) = (τP )−1.
(6) For all P ∈ B(n, k), we have P−1 ∈ B(n, k).
For exponential matrices, we have the following basic lemma:
Lemma 1.7 Let A(T ) ∈ Mat(n, k[T ]) be an exponential matrix. Then the following assertions
(1) and (2) hold true:
(1) The other transpose τA(T ) of A(T ) is also an exponential matrix.
(2) The transpose tA(T ) of A(T ) is also an exponential matrix.
1.3.2 Triangulability of exponential matrices
The following lemma implies that any exponential matrix is triangulable by a regular matrix
whose entries belong to k.
Lemma 1.8 Let A(T ) ∈ Mat(n, k[T ]) be an exponential matrix. Then there exists a regular
matrix P ∈ GL(n, k) such that P−1A(T )P is an upper triangular matrix of Mat(n, k[T ]).
Proof. We can express A(T ) as A(T ) =
∑
i≥0 T
iNi, where Ni ∈ Mat(n, k) for all i ≥ 0. There
exists an integer r ≥ 2 such that Nj = O for all j ≥ r+1. Since NiNj = NjNi for all 1 ≤ i, j ≤ r
and Npi = O for all 1 ≤ i ≤ r, there exists a regular matrix P ∈ GL(n, k) such that P
−1NiP is an
upper triangular matrix for all 1 ≤ i ≤ r. So, P−1A(T )P is an upper triangular matrix. Q.E.D.
Based on the above Lemma 1.8, we are interested in the entries of an upper triangular
exponential matrix.
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Lemma 1.9 Let A(T ) = (ai,j(T )) ∈ Mat(n, k[T ]) be an upper triangular exponential matrix.
Then the following assertions (1) and (2) hold true:
(1) ai,i(T ) = 1 for all 1 ≤ i ≤ n.
(2) ai,i+1(T ) is a p-polynomial for all 1 ≤ i ≤ n− 1.
Proof. Assertion (1) follows from A(T )p = In. Assertion (2) follows from assertion (1).
Q.E.D.
So, we introduce the notation Un which is defined as the set of all upper triangular polynomial
matrices A(T ) = (ai,j(T )) of Mat(n, k[T ]) satisfying ai,i(T ) = 1 for all 1 ≤ i ≤ n. Clearly, Un is
a subgroup of GL(n, k[T ]).
Let n be a positive integer. An ordered sequence [d1, . . . , dt] of positive integers di (1 ≤ i ≤ t)
is said to be an ordered partition of n if [d1, . . . , dt] satisfies
∑t
i=1 di = n. For any A(T ) =
(ai,j(T )) ∈ Un, we say that A(T ) has an ordered partition [d1, d2, . . . , dt] if A(T ) satisfies
{i ∈ {1, . . . , n} | ai,i+1(T ) = 0} = {d1, d1 + d2, . . . , d1 + · · ·+ dt},
where we let an,n+1(T ) = 0. We denote by U[d1,...,dt] the set of all polynomial matrices of Un
having the partition [d1, . . . , dt]. Clearly, U[d1,...,dt] becomes a subgroup of Un. We have
Un =
⋃
[d1, . . . , dt] is an ordered partition of n
U[d1,...,dt].
We remark that even if two upper triangular exponential matrices A(T ) and B(T ) are equiv-
alent, the matrices A(T ), B(T ) do not necessarily have same partitions. For example, letting
P :=

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 , A(T ) :=

1 T 0 0
0 1 0 0
0 0 1 T p
0 0 0 1
 , B(T ) := P−1AP =

1 0 T 0
0 1 0 T p
0 0 1 0
0 0 0 1
 ,
we know that A(T ) has the partition [2, 2] but B(T ) has the partition [1, 1, 1, 1].
1.4 Basic properties of ❀ and ( )E
For all subsets S, S ′ of Mat(n, k[T ]), we write S ❀ S ′ if for any A(T ) ∈ S there exists a regular
matrix P ∈ GL(n, k) such that P−1A(T )P ∈ S ′. We have the following basic lemma:
Lemma 1.10 For all subsets S, S ′, S ′′, T, T ′ of Mat(n, k[T ]), the following assertions (1), (2),
(3) hold true:
(1) S ❀ S.
(2) If S ❀ S ′ and S ′ ❀ S ′′, then S ❀ S ′′.
(3) If S ❀ S ′ and T ❀ T ′, then S ∪ T ❀ S ′ ∪ T ′.
For any subset S of Mat(n, k[T ]), we denote by SE the subset of S constituting of all expo-
nential matrices belonging to S. Clearly, SE = S ∩ E(n, k[T ]). So, we have the following basic
lemma:
Lemma 1.11 For all subsets S, T of Mat(n, k[T ]), the following assertions (1), (2), (3), (4) hold
true:
(1) If S ⊂ T , then SE ⊂ TE.
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(2) (S ∪ T )E = SE ∪ TE.
(3) (S ∩ T )E = SE ∩ TE.
(4) If S ❀ T , then SE ❀ TE.
Triangulability of exponential matrices implies the following lemma:
Lemma 1.12 We have
E(n, k[T ])❀ UEn =
⋃
[d1, . . . , dt] is an ordered partition of n
UE[d1,...,dt].
1.5 UE[n], U
E
[n,1], U
E
[1,n]
In this Subsection 1.5, we consider necessary and sufficient conditions for a matrix A(T ) of UEn
to have the partition [n] (see Theorem 1.13), and for A(T ) of UEn+1 to have the partitions [n, 1]
and [1, n], respectively (see Theorems 1.21 and 1.25, respectively). And we give equivalent forms
of exponential matrices belonging to UE[n], U
E
[n,1] and U
E
[1,n], respectively (see Lemmas 1.16, 1.23
and 1.27, respectively).
1.5.1 [n]
Let νn = (εi,j) ∈ Mat(n, k) be the nilpotent matrix such that
εi,j =
{
1 if 1 ≤ i ≤ n− 1 and j = i+ 1,
0 otherwise.
Clearly, νnn = O, and νn has the partition [n]. For considering n×n exponential matrices having
the partition [n], we define a (striped) subset J[n] of GL(n, k[T ]) as
J[n] := {In + s1νn + · · ·+ sn−1ν
n−1
n ∈ Mat(n, k[T ]) | s1, . . . , sn−1 ∈ k[T ] and s1 6= 0}.
Let ν0n := In. Clearly, any A(T ) ∈ J[n] is upper triangular and has the partition [n].
In the following theorem, we give a necessary and sufficient condition for a matrix A(T ) of
UEn to have the partition [n].
Theorem 1.13 Let A(T ) ∈ UEn . Then A(T ) ∈ U
E
[n] if and only if A(T ) satisfies the following
conditions (1) and (2):
(1) The size n of A(T ) satisfies 1 ≤ n ≤ p.
(2) There exists a matrix P ∈ B(n, k) such that P−1A(T )P ∈ J[n].
Furthermore, in particular when n > p, we have UE[n] = ∅.
Proof. Assume that A(T ) satisfies the conditions (1) and (2). Since P−1A(T )P has the parti-
tion [n] and P ∈ B(n, k), we know that A(T ) has the partition [n] (cf. Lemma 1.19). Conversely,
assume that A(T ) has the partition [n]. Let m be the minimum of the set of all positive integers
ℓ such that (A(T ) − In)ℓ = O. Clearly, m = n. Since (A(T ) − In)p = O, we have 1 ≤ n ≤ p.
We shall prove assertion (2). We proceed by induction on n. The proof is clear for A(T ) of size
one-by-one. Let n ≥ 1 be an integer, and hypothesize that the implication holds true for A(T )
of size n × n. Consider any upper triangular exponential matrix A(T ) = (ai,j) of degree n + 1
having the partition [n + 1]. Let A♭(T ) = (ai,j)1≤i≤n, 1≤j≤n ∈ Mat(n, k[T ]) be the submatrix of
A(T ). Clearly, A♭(T ) is an upper triangular exponential matrix having the partition [n]. By the
8
induction hypothesis, there exists a matrix Q ∈ B(n, k) such that Q−1A♭(T )Q ∈ J[n]. So, we can
write Q−1A♭(T )Q as
Q−1A♭(T )Q = In + s1νn + · · ·+ sn−1ν
n−1
n ,
where si ∈ k[T ] (1 ≤ i ≤ n− 1). Letting
Q˜ :=
(
Q 0
0 1
)
∈ B(n+ 1, k),
we have
Q˜−1A(T )Q˜ =
 Q−1A♭(T )Q Q−1
 a1,n+1...
an,n+1

0 1
 .
Since Q−1 ∈ B(n, k), we know Q˜−1A(T )Q˜ also has the partition [n+ 1]. The polynomial matrix
Q˜−1A(T )Q˜ satisfies the hypotheses in the following Lemma 1.14. Thus, we have the desired
matrix P . Q.E.D.
Lemma 1.14 Let A(T ) = (ai,j) ∈ Mat(n+ 1, k[T ]) be an exponential matrix with the form
A(T ) =
(
A♭(T ) b
0 1
)
,
where A♭(T ) = In + s1ν1 + · · · + sn−1νn−1n ∈ J[n] (s1, . . . , sn−1 ∈ k[T ]) and b ∈ k[T ]
n. Assume
that A(T ) has the partition [n + 1]. Then there exists a matrix P ∈ B(n + 1, k) such that
P−1A(T )P ∈ J[n+1].
Proof. The proof is clear for n = 1. So, let n ≥ 2. Write
b =

bn
...
b2
b1
 (b1, b2, . . . , bn ∈ k[T ], b1 6= 0).
Since A(T ) is exponential, we have b2(T
′) + s1(T )b1(T
′) + b2(T ) = b2(T + T
′), which implies
b1(T ) = λs1(T ) for some λ ∈ k\{0}. Let
Q :=
(
In 0
0 1/λ
)
.
Thus, by regarding Q−1A(T )Q as A(T ), we may assume that b1 = s1 in the matrix A(T ). If
n = 2, we complete the proof. So, let n ≥ 3. Suppose that bi = si in A(T ) for all 1 ≤ i ≤ r
where r ≤ n− 2. Since
br+2(T
′) + s1(T )br+1(T
′) + · · ·+ sr(T )b2(T
′) + sr+1(T )b1(T
′) + br+2(T ) = br+2(T + T
′),
we know that s1(T )br+1(T
′) + sr+1(T )s1(T
′) is symmetric, which implies that
br+1 = sr+1 + µs1
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for some µ ∈ k. Let
R :=
(
In −µen−r+1
0 1
)
∈ B(n+ 1, k),
where for 1 ≤ j ≤ n, ej ∈ k[T ]n is defined, as follows: The j-th entry of ej ∈ k[T ]n is 1 and
the other entries are zeroes. Regarding R−1A(T )R as A(T ), we may assume that br+1 = sr+1 in
the matrix A(T ). By repeating the above arguments in finitely many steps, we have the desired
matrix P ∈ B(n + 1, k). Q.E.D.
The following is a corollary of Theorem 1.13:
Corollary 1.15 We have {
UE[n] ❀ J
E
[n] if 1 ≤ n ≤ p,
JE[n] = ∅ if n > p.
Based on the above corollary, we are interested in expressing any matrix belonging to JE[n].
So, for any A(T ) ∈ J[n] with the form A(T ) = In + f1νn + · · ·+ fn−1νn−1n ∈ J[n] (f1, . . . , fn−1 ∈
k[T ], f1 6= 0), we define a non-negative integer d(A(T )) as
d(A(T )) := n−min{i ∈ {1, 2, . . . , n− 1} | fi 6= 0}.
Clearly, 1 ≤ d(A(T )) ≤ n− 1.
Lemma 1.16 Let n be an integer satisfying 1 ≤ n ≤ p. For any A(T ) ∈ Mat(n, k[T ]), the
following conditions (1) and (2) are equivalent:
(1) A(T ) ∈ JE[n].
(2) A(T ) has the form
A(T ) =
n−1∏
i=1
Exp(fiν
i
n) = Exp
(
n−1∑
i=1
fiν
i
n
) (
fi (1 ≤ i ≤ n− 1) are p-polynomials,
and f1 6= 0.
)
.
Proof. We have only to prove (1) =⇒ (2) (since the implication (2) =⇒ (1) is clear). We
proceed by induction on the value d := d(A(T )) of A(T ) belonging to JE[n]. If d = 1, then A(T )
clearly has the desired form. If d ≥ 2, then the coefficient polynomial fd of the stripe fdνdn of
A(T ) is a non-zero p-polynomial. Let B(T ) := A(T ) · Exp(−fdνdn). We know that B(T ) ∈ J
E
[n]
and d(B(T )) < d. By the induction hypothesis, we can write B(T ) as B(T ) =
∏n−1
i=1 Exp(giν
i
n)
for some p-polynomials gi (1 ≤ i ≤ n− 1). Thus A(T ) has the desired form. Q.E.D.
The following lemma gives another expression of the form of A(T ) in (2) of Lemma 1.16:
Lemma 1.17 Let n be an integer satisfying 2 ≤ n ≤ p and let f1, . . . , fn−1 ∈ k[T ]. Then we
have
Exp
(
r∑
i=1
fiν
i
n
)
=
n−1∑
ℓ=0
 ∑
i1+2i2+···+rir=ℓ
i1,i2,...,ir≥0
f i11 f
i2
2 · · ·f
ir
r
i1!i2! · · · ir!
 νℓn (1 ≤ r ≤ n− 1).
Proof. The proof is straightforward (we can prove the equality by induction on r (1 ≤ r ≤
n− 1)). Q.E.D.
For any 0 ≤ ℓ ≤ n, let UT≥ℓ be the set of all upper triangular polynomial matrices A = (ai,j)
of Mat(n, k[T ]) satisfying ai,j = 0 for all 1 ≤ j ≤ i+ ℓ− 1 ≤ n.
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Lemma 1.18 Let A(T ), B(T ) ∈ U[n]. Let P (T ) be a polynomial matrix of Mat(n, k[T ]) such
that
A(T )P (T )− P (T )B(T ) ∈ UT≥1.
Then P (T ) is upper triangular.
Proof. Consider the first column of A(T )P (T ) − P (T )B(T ) = C(T ), where C(T ) ∈ UT≥1.
The first column of P (T ) = (pi,j) satisfies pi,1 = 0 for all 2 ≤ i ≤ n. Using the induction on n,
we know that P (T ) is upper triangular. Q.E.D.
Given a matrix A(T ) ∈ U[n], we shall consider a regular matrix P of GL(n, k) such that
P−1A(T )P ∈ U[n].
Lemma 1.19 Let A(T ) ∈ U[n] and let P ∈ GL(n, k). Then the following conditions (1) and (2)
are equivalent:
(1) P−1A(T )P ∈ U[n].
(2) P ∈ B(n, k).
Proof. The emplication (1) =⇒ (2) is clear from Lemma 1.18. So we shall prove (2) =⇒ (1).
Let A(T ) = (ai,j(T )), P = (pi,j), P
−1AP = (bi,j) and P
−1 = (p′i,j). We know that P
−1 ∈ B(n, k)
and p′i,i = 1/pi,i for all 1 ≤ i ≤ n. Since the (i, i+ 1)-entry of P
−1 · P is zero, we have
p′i,i+1 · pi,i + p
′
i,i+1 · pi+1,i+1 = 0.
So, the (i, i+ 1)-entry bi,i+1 of P
−1AP can be calculated as
bi,i+1 = p
′
i,i · (pi,i+1 + ai,i+1pi+1,i+1) + p
′
i,i+1pi+1,i+1 = ai,i+1 · p
′
i,i · pi+1,i+1.
Q.E.D.
1.5.2 [n, 1]
We denote by J[n,1] the set of all matrices A(T ) of GL(n+ 1, k[T ]) with the form
A(T ) =
(
U(T ) une1
0 1
) (
U(T ) = In +
n−1∑
i=1
uiν
i
n ∈ J[n], ui ∈ k[T ] (1 ≤ i ≤ n)
)
.
Clearly, we have J[n,1] ⊂ U[n,1]. We define a subset J0[n,1] of J[n,1] as the set of all matrices A(T )
of J[n,1] satisfying un = 0, and a subset J
1
[n,1] as the set of all matrices A(T ) of J[n,1] satisfying u1
and un are linearly independent over k.
For any polynomial matrix A(T ) of J[n,1], if u1 and un are linearly dependent over k, we have
un = λu1 for some λ ∈ k. Letting
P :=
(
In −λe2
0 1
)
,
we have P−1A(T )P ∈ J0[n,1]. Now, the following lemma is obtained:
Lemma 1.20 We have
J[n,1] ❀ J
0
[n,1] ∪ J
1
[n,1].
In the following theorem, we give a necessary and sufficient condition for a matrix A(T ) of
UEn+1 to have the partition [n, 1].
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Theorem 1.21 Let A(T ) ∈ UEn+1. Then A(T ) ∈ U
E
[n,1] if and only if A(T ) satisfies the following
conditions (1) and (2):
(1) 1 ≤ n ≤ p.
(2) There exists a matrix P ∈ B(n + 1, k) such that P−1A(T )P ∈ J[n,1].
Furthermore, in particular when n > p, we have UE[n,1] = ∅.
Proof. Assume A(T ) ∈ UE[n,1]. We can write A(T ) as
A(T ) =
(
A♭(T ) b
0 1
)
( A♭(T ) ∈ Un, b =
t(bn−1, . . . , b2, b1, 0) ∈ k[T ]
n ).
Note that A♭(T ) ∈ UE[n]. We know form Theorem 1.13 that 1 ≤ n ≤ p and there exists a matrix
P ∈ B(n, k) such that P−1A♭(T )P ∈ J[n]. So, let
P ′ :=
(
P 0
0 1
)
and A′(T ) := P ′−1A(T )P ′.
Clearly, we have
P ′ ∈ B(n + 1, k) and A′(T ) =
(
P−1A♭(T )P P−1b
0 1
)
.
So, let β := P−1b. Write β = t(βn−1, . . . , β2, β1, 0), where βi ∈ k for all 1 ≤ i ≤ n − 1. In the
case where βi = 0 for all 1 ≤ i ≤ n − 2, then P ′−1A(T )P ′ ∈ J[n,1] is clear. So, we consider the
case where there exists an integer 1 ≤ r ≤ n− 2 such that br 6= 0 but b1 = · · · = br−1 = 0. Write
P ′−1A(T )P ′ = (ai,j(T ))1≤i,j≤n+1. Comparing the (n− r− 2, n+1)-th entries of the both sides of
the equality A′(T )A′(T ′) = A′(T + T ′), where T, T ′ are indeterminates over k, we have
br+1(T
′) + br(T
′)ar+1,r+2(T ) + br+1(T ) = br+1(T + T
′).
So, br(T ) = λar+1,r+2(T ) for some λ ∈ k\{0}. Let
Q :=
(
In 0
0 1/λ
)
, R :=
(
In −en−r+1
0 1
)
, A′′(T ) := R−1Q−1A′(T )QR.
Clearly, QR ∈ B(n+ 1, k). We can write A′′(T ) as
A′′(T ) =
(
P−1A♭(T )P b′
0 1
)
( b′ = t(b′n−1, . . . , b
′
r+1, 0, . . . , 0) ∈ k[T ]
n ).
We can repeat the above arguments in finitely many steps until we have the desired form.
Conversely, assume that A(T ) satisfies the conditions (1) and (2). By Lemma 1.19, we have
A(T ) ∈ UE[n,1]. Q.E.D.
The following is a corollary of the above Theorem 1.21 and Lemma 1.20:
Corollary 1.22 We have{
UE[n,1] ❀ J
E
[n,1] ❀ (J
0
[n,1])
E ∪ (J1[n,1])
E if 1 ≤ n ≤ p,
JE[n,1] = ∅ if n > p.
The following lemma gives an expression of JE[n,1], and the expression follows from Lemma
1.16.
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Lemma 1.23 Let n be an integer satisfying 1 ≤ n ≤ p. For any A(T ) ∈ Mat(n + 1, k[T ]), the
following conditions (1) and (2) are equivalent:
(1) A(T ) ∈ JE[n,1].
(2) A(T ) has the form
A(T ) =
 Exp
(
n−1∑
i=1
fiν
i
n
)
fne1
0 1
 ( fi (1 ≤ i ≤ n) are p-polynomials, and f1 6= 0 ).
1.5.3 [1, n]
We denote by J[1,n] the set of all matrices A(T ) of GL(n+ 1, k[T ]) with the form
A(T ) =
(
1 un
ten
0 U(T )
) (
U(T ) = In +
n−1∑
i=1
uiν
i
n ∈ J[n], ui ∈ k[T ] (1 ≤ i ≤ n)
)
.
Clearly, we have J[1,n] ⊂ U[1,n]. We define a subset J0[1,n] of J[1,n] as the set of all matrices A(T )
of J[1,n] satisfying un = 0, and a subset J
1
[1,n] as the set of all matrices A(T ) of J[1,n] satisfying u1
and un are linearly independent over k.
Lemma 1.24 We have
J[1,n] ❀ J
0
[1,n] ∪ J
1
[1,n] and J
0
[1,n] ❀ J
0
[n,1].
Proof. We have only to prove the latter. Take any A(T ) ∈ J0[1,n]. We define a matrix P =
(pi,j) ∈ Mat(n, k), as follows:
pi,j :=
{
1 if i− j ≡ 1 (mod n),
0 otherwise.
Clearly, P ∈ GL(n, k). We can calculate P−1A(T )P and know that P−1A(T )P ∈ J0[n,1]. Q.E.D.
In the following theorem, we give a necessary and sufficient condition for a matrix A(T ) of
UEn+1 to have the partition [1, n].
Theorem 1.25 Let A(T ) ∈ UEn+1. Then A(T ) ∈ U
E
[1,n] if and only if A(T ) satisfies the following
conditions (1) and (2):
(1) 1 ≤ n ≤ p.
(2) There exists a matrix P ∈ B(n + 1, k) such that P−1A(T )P ∈ J[1,n].
Furthermore, in particular when n > p, we have UE[1,n] = ∅.
Proof. Note that A(T ) ∈ UE[1,n] if and only if
τA(T ) ∈ UE[n,1]. We know from Theorem 1.21 that
the latter condition is equivalent to the following conditions (i) and (ii):
(i) 1 ≤ n ≤ p.
(ii) There exists a regular matrix P ∈ B(n + 1, k) such that P−1 · τA(T ) · P ∈ J[n,1].
By Lemmas 1.6 and 1.7, the above condition (ii) is equivalent to the condition that there exists
a regular matrix P ′ ∈ B(n+ 1, k) such that P ′−1 ·A(T ) · P ′ ∈ J[1,n]. Q.E.D.
The following is a corollary of the above Theorem 1.25 and Lemma 1.24:
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Corollary 1.26 We have{
UE[1,n] ❀ J
E
[1,n] ❀ (J
0
[1,n])
E ∪ (J1[1,n])
E
❀ (J0[n,1])
E ∪ (J1[1,n])
E if 1 ≤ n ≤ p,
JE[1,n] = ∅ if p > n.
The following lemma gives an expression of JE[1,n], and the expression follows from Lemma
1.16.
Lemma 1.27 Let n be an integer satisfying 1 ≤ n ≤ p. For any A(T ) ∈ Mat(n + 1, k[T ]), the
following conditions (1) and (2) are equivalent:
(1) A(T ) ∈ JE[1,n].
(2) A(T ) has the form
A(T ) =
 1 fn
ten
0 Exp
(
n−1∑
i=1
fiν
i
n
)  ( fi (1 ≤ i ≤ n) are p-polynomials, and f1 6= 0 ).
1.6 A(i1, i2, i3), Ai1,i3
Let i1 ≥ 1, i2 ≥ 0, i3 ≥ 1 be integers. For any matrix α(T ) ∈ Mati1,i3(k[T ]), we define a matrix
Λ(i1, i2, i3;α(T )) of Mat(i1 + i2 + i3, k[T ]) as
Λ(i1, i2, i3;α(T )) =
 Ii1 O α(T )O Ii2 O
O O Ii3
 .
We denote by A(i1, i2, i3) the set of all polynomial matrices A(T ) of Mat(i1+i2+i3, k[T ]) with
the form A(T ) = Λ(i1, i2, i3;α(T )), where α(T ) ∈ Mati1,i3(k[T ]). Clearly, A(i1, i2, i3) becomes a
commutative subgroup of GL(i1 + i2 + i3, k[T ]). We frequently use the notation Λ(i1, i3;α(T ))
in place of Λ(i1, i2, i3;α(T ) if we can understand the value of i1 + i2 + i3 from the context, and
also use the notation A(i1, i3) in place of A(i1, i2, i3).
In the following lemma, we write equivalent conditions for a polynomial matrix A(T ) of
A(i1, i2, i3) to be exponential. Its proof is clear.
Lemma 1.28 Let A(T ) = Λ(i1, i2, i3;α(T )) ∈ A(i1, i2, i3). Then the following conditions (1),
(2), (3) are equivalent:
(1) A(T ) ∈ A(i1, i2, i3)E.
(2) α(T ) + α(T ′) = α(T + T ′), where T, T ′ are indeterminates over k.
(3) All entries of α(T ) are p-polynomials.
For any matrix M(T ) ∈ Matm,n(k[T ]), we denote by RankM(T ) the pair (i, j) of the maxi-
mum number i of k-linearly independent rows of M(T ) and the maximum number j of k-linearly
independent columns of M(T ).
We denote by A(i1, i2, i3)
◦ the set of all matrices Λ(i1, i2, i3;α(T )) of A(i1, i2, i3) satisfying
Rankα(T ) = (i1, i3).
For any A(T ) ∈ A(i1, i2, i3), where A(T ) 6= Ii1+i2+i3 , there exists a P ∈ GL(i1 + i2 + i3, k[T ])
such that P−1A(T )P = Λ(i′1, i
′
2, i
′
3; β(T )), Rank β(T ) = (i
′
1, i
′
3), i
′
1 ≤ i1, i
′
2 ≥ i2, i
′
3 ≤ i3. It follows
that the following lemma is obtained:
Lemma 1.29 The following assertions (1) and (2) hold true:
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(1) A(i1, i2, i3)❀ {Ii1+i2+i3} ∪
⋃
1≤i′
1
≤i1
i2≤i
′
2
1≤i′
3
≤i3
A(i′1, i
′
2, i
′
3)
◦.
(2) A(i1, i2, i3)
E
❀ {Ii1+i2+i3} ∪
⋃
1≤i′
1
≤i1
i2≤i′2
1≤i′3≤i3
(A(i′1, i
′
2, i
′
3)
◦)E.
1.7 Vn
A(T ) and (V ∗n )
A(T ), mutually GL(n, k)-disjoint sets
1.7.1 Vn
A(T ) and (V ∗n )
A(T )
Let A(T ) be a polynomial matrix of Mat(n, k[T ]). We denote by Vn the column space of dimension
n over k, and by V ∗n the row space of dimension n over k. We can regard the polynomial matrix
A(T ) as a k-linear map from V to k[T ]⊗k V and also a k-linear map from V
∗ to k[T ]⊗k V
∗, and
naturally regard V as a subspace of k[T ] ⊗k V , and V ∗ as a subspace of k[T ] ⊗k V ∗. We define
the subspaces Vn
A(T ) and (V ∗n )
A(T ) as
Vn
A(T ) := {v ∈ Vn | A(T )v = v} and (V
∗
n )
A(T ) := {v∗ ∈ V ∗n | v
∗A(T ) = v∗}.
If polynomial matrices A(T ) and B(T ) are equivalent, we have dimk Vn
A(T ) = dimk Vn
B(T ) and
dimk(V
∗
n )
A(T ) = dimk(V
∗
n )
B(T ).
For any polynomial matrixA(T ) belonging to the subsets J[n], J
0
[n,1], J
1
[n,1], J
1
[1,n] and A(i1, i2, i3)
◦,
we can describe both Vn
A(T ) and (V ∗n )
A(T ), as follows:
Lemma 1.30 Let n ≥ 2 and let λ, µ ≥ 1. Then the following assertions (1), (2), (3), (4), (5)
hold true:
(1) For any A(T ) ∈ J[n], we have{
Vn
A(T ) = {a1 e1 ∈ Vn | a1 ∈ k[T ]},
(V ∗n )
A(T ) = {αn ten ∈ V ∗n | αn ∈ k[T ]}.
In particular, we have dimk Vn
A(T ) = 1 and dimk(V
∗
n )
A(T ) = 1.
(2) For any A(T ) ∈ J0[n,1], we have{
Vn+1
A(T ) = {a1 e1 + an+1 en+1 ∈ Vn+1 | a1, an+1 ∈ k[T ]},
(V ∗n+1)
A(T ) = {αn ten + αn+1 ten+1 ∈ V ∗n+1 | αn, αn+1 ∈ k[T ]}.
In particular, we have dimk Vn+1
A(T ) = 2 and dimk(V
∗
n+1)
A(T ) = 2.
(3) For any A(T ) ∈ J1[n,1],{
Vn+1
A(T ) = {a1 e1 ∈ Vn+1 | a1 ∈ k[T ]},
(V ∗n+1)
A(T ) = {αn
ten + αn+1
ten+1 ∈ V
∗
n+1 | αn, αn+1 ∈ k[T ]}.
In particular, we have dimk Vn+1
A(T ) = 1 and dimk(V
∗
n+1)
A(T ) = 2.
(4) For any A(T ) ∈ J1[1,n], we have{
Vn+1
A(T ) = {a1 e1 + a2 e2 ∈ Vn+1 | a1, a2 ∈ k[T ]},
(V ∗n+1)
A(T ) = {αn+1 ten+1 ∈ V ∗n+1 | αn+1 ∈ k[T ]}.
In particular, we have dimk Vn+1
A(T ) = 2 and dimk(V
∗
n+1)
A(T ) = 1.
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(5) For any A(T ) ∈ A(i1, i2, i3)
◦, letting n := i1 + i2 + i3, we have
Vn
A(T ) =
{
i1+i2∑
ℓ=1
aℓ eℓ ∈ Vn
∣∣∣∣∣ aℓ ∈ k[T ] (1 ≤ ℓ ≤ i1 + i2)
}
,
V ∗n
A(T ) =
{
n∑
ℓ=i1+1
αℓ
teℓ ∈ V
∗
n
∣∣∣∣∣ αℓ ∈ k[T ] (i3 + 1 ≤ ℓ ≤ n)
}
.
In particular, we have dimk Vn
A(T ) = i1 + i2 = n− i3 and dimk(V ∗n )
A(T ) = i2 + i3 = n− i1.
1.7.2 Mutually GL(n, k)-disjoint sets
Let S1, . . . , SN be subsets of GL(n, k). We say that S1, . . . , SN are mutually GL(n, k)-disjoint if
(PSiP
−1) ∩ (P ′SjP ′−1) = ∅ for all 1 ≤ i, j ≤ j with i 6= j and for all P, P ′ ∈ GL(n, k).
Lemma 1.31 Let n ≥ 3, and let i1, i2, i3 be integers satisfying i1 ≥ 1, i3 ≥ 1 and i1 + i2 + i3 =
n+1. Then the five subsets J[n+1], J
0
[n,1], J
1
[n,1], J
1
[1,n], and A(i1, i2, i3) are mutually GL(n+1, k)-
disjoint.
Proof. Let J := J[n+1] ∪ J
0
[n,1] ∪ J
1
[n,1] ∪ J
1
[1,n]. By Lemma 1.30, it suffices to show that J and
A(i1, i2, i3) are mutually GL(n + 1, k)-disjoint. Choose any A(T ) ∈ J and choose any B(T ) ∈
A(i1, i2, i3). Let P ∈ GL(n, k) satisfy P−1A(T )P = B(T ). Squaring the both sides of the equality
P−1(A(T ) − In+1)P = B(T ) − In+1, we have P
−1(A(T ) − In+1)
2P = (B(T ) − In+1)
2 = On+1,
which implies (A(T )− In+1)2 = On+1. This contradicts A(T ) ∈ J. Q.E.D.
By assertion (5) of Lemma 1.30, we have the following:
Lemma 1.32 Let i1, i2, i3, j1, j2, j3 be integers satisfying i1, i3, j1, j3 ≥ 1, i2, j2 ≥ 0, and i1 +
i2 + i3 = j1 + j2 + j3. Let n := i1 + i2 + i3. Assume (i1, i2, i3) 6= (j1, j2, j3). Then two subsets
A(i1, i2, i3)
◦ and A(j1, j2, j3)
◦ are mutually GL(n, k)-disjoint.
1.8 Equivalence relations of polynomial matrices
1.8.1 J[n]
In this subsubsection, we consider an equivalence relation of two polynomial matrices of J[n] (see
Theorem 1.36), and give a necessary and sufficient condition for two exponential matrices of
JE[n] to be equivalent (see Corollary 1.38). For stating these, we prepare notations J(f1, . . . , fn),
Q[n](R) and P[n](R).
Let R be a commutative ring. For f1, . . . , fn ∈ R, let
J(f1, . . . , fn) :=
n∑
i=0
fi ν
i
n ∈ Mat(n,R).
We note the following basic lemma:
Lemma 1.33 Let f1, . . . , fn, g1, . . . , gn ∈ R, and let hℓ :=
∑ℓ
i=1 fi ·gℓ+1−i for 1 ≤ ℓ ≤ n. we have
J(f1, . . . , fn) · J(g1, . . . , gn) = J(g1, . . . , gn) · J(f1, . . . , fn) = J(h1, . . . , hn).
In particular if R is a field and f1 6= 0, J(f1, . . . , fn) is regular and its inverse matrix J(f1, . . . , fn)−1
can be expressed as J(g′1, . . . , g
′
n), where g
′
1 = 1/f1 and g
′
ℓ := (f2 · g
′
ℓ−1+ f3 · g
′
ℓ−2+ · · ·+ fℓ · g
′
1)/f1
for all 2 ≤ ℓ ≤ n.
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Given elements y1, . . . , yn ofR, we can inductively define a sequence of matricesQℓ(y1, . . . , yn) ∈
Mat(ℓ, R) (1 ≤ ℓ ≤ n) as
Q1(y1, . . . , yn) := (y1),
Qℓ(y1, . . . , yn) :=
(
1 0
0 Qℓ−1(y1, . . . , yn)
)
J(y1, . . . , yℓ) (2 ≤ ℓ ≤ n).
Clearly, each Qℓ(y1, . . . , yn) is an upper triangular matrix, the first row of Qℓ(y1, . . . , yn) is equal
to (y1, . . . , yℓ), and the diagonal (i, i)-th entry qi,i of Qℓ(y1, . . . , yn) coincides with y
i
1 for any
1 ≤ i ≤ ℓ. In particular when R is a field, Qn(y1, . . . , yn) is regular if and only if y1 6= 0.
For any n ≥ 2, we denote by Q[n](R) the set of all regular matrices Q of GL(n − 1, R) such
that Q = Qn−1(y1, . . . , yn−1) for some y1, . . . , yn−1 ∈ k. We write Q[n] in place of Q[n](k).
For a matrix A ∈ Mat(n,R) and for integers 1 ≤ i, j ≤ n, we denote by A(i,j) the submatrix
of A formed by deleting the i-th row and the j-th column of A.
Lemma 1.34 Let x1, . . . , xn, y1, . . . , yn, z1, . . . , zn ∈ R. Then the following assertions (1), (2),
(3), (4), (5), (6), (7) hold true:
(1) We have Qℓ(y1, . . . , yn)(ℓ,ℓ) = Qℓ−1(y1, . . . , yn).
(2) Let Zℓ := Qℓ(z1, . . . , zn) for 1 ≤ ℓ ≤ n. For all 2 ≤ ℓ ≤ n, we have
J(y1, . . . , yℓ) · Zℓ = Zℓ · J(y1, (y2, . . . , yℓ) · Zℓ−1).
(3) For all Q ∈ Q[n](R), we have(
1 0
0 Q
)−1
· J(x1, . . . , xn) ·
(
1 0
0 Q
)
= J
(
(x1, . . . , xn)
(
1 0
0 Q
))
.
(4) The (i, j)-th entry qi,j of Qℓ(y1, . . . , yn) can be written as
qi,j =
∑
λ1+···+λi=j
yλ1 · · · yλi.
(5) For any n ≥ 2, Q[n](R) is a subgroup of GL(n− 1, R).
(6) Let R× be the group of all invertible elements of R with respect to the multiplication. We
define a group homomorphisms π : Q[n](R) → R
× as π(Qn−1(y1, . . . , yn−1)) := y1 and let
U[n](R) := Ker(π) be the kernel of π. Then the exact sequence
e −→ U[n](R) −→ Q[n](R)
π
−→ (R×, ·) −→ e
has a right split map ι : R× → Q[n](R) defined by ι(y1) := Qn−1(y1, 0, . . . , 0). So, Q[n](R)
is the semidirect product U[n](R)⋊R
× of U[n](R) with R
×.
(7) For any y′n ∈ R, we have
Qn(y1, . . . , yn) + J(0, . . . , 0, y
′
n) = Qn(y1, . . . , yn−1, yn + y
′
n) ∈ Q[n].
Proof. (1) We proceed by induction on ℓ. The proof on the first step ℓ = 2 is clear. Let
3 ≤ ℓ ≤ n. By the induction hypothesis, we have
Qℓ(y1, . . . , yn)(ℓ,ℓ) =
(
1 0
0 Qℓ−2(y1, . . . , yn)
)
J(y1, . . . , yℓ−1) = Qℓ−1(y1, . . . , yn).
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(2) By deforming the both sides of the equality to be proven, we obtain
(the left hand side) = J(y1, . . . , yℓ) ·
(
1 0
0 Zℓ−1
)
· J(z1, . . . , zℓ)
=
(
y1 (y2, . . . , yℓ) · Zℓ−1
0 J(y1, . . . , yℓ−1) · Zℓ−1
)
· J(z1, . . . , zℓ),
(the right hand side) =
(
1 0
0 Zℓ−1
)
· J(z1, . . . , zℓ) · J(y1, (y2, . . . , yℓ)Zℓ−1)
=
(
y1 (y2, . . . , yℓ)Zℓ−1
0 Zℓ−1 · J(y1, (y2, . . . , yℓ−1) · Zℓ−2)
)
· J(z1, . . . , zℓ).
Using the induction on ℓ, we have J(y1, . . . , yℓ−1) ·Zℓ−1 = Zℓ−1 · J(y1, (y2, . . . , yℓ−1) ·Zℓ−2), which
implies the desired equality.
(3) Since
J(x1, . . . , xn) ·
(
1 0
0 Q
)
=
(
x1 (x2, . . . , xn)Q
0 J(x1, . . . , xn−1)Q
)
and (
1 0
0 Q
)
· J(x1, (x2, . . . , xn)Q) =
(
x1 (x2, . . . , xn)Q
0 Q · J(x1, (x2, . . . , xn−1)Q(n−1,n−1))
)
,
using the above assertions (2) and (1), we have the desired equality.
(4) If n = 1, the assertion is clear. Assume n ≥ 2. We proceed by induction on ℓ. The proof
for the first step ℓ = 1 is clear. For 2 ≤ ℓ ≤ n, we can write Qℓ(y1, . . . , yn) as
Qℓ(y1, . . . , yn) =
(
1 0
0 Qℓ−1(y1, . . . , yn)
)
J(y1, . . . , yℓ).
By the induction hypothesis, each (i, j)-th entry qi,j of Qℓ(y1, . . . , yn)(ℓ,ℓ)(= Qℓ−1(y1, . . . , yn), see
assertion (1) of Lemma 1.34) has the desired form. We have only to show that the (i, ℓ)-th entries
qi,ℓ (1 ≤ i ≤ ℓ) of Qℓ(y1, . . . , yn) have the desired forms. In fact,
qi,ℓ =
ℓ−1∑
j=1
qi−1,j · yℓ−j =
ℓ−1∑
j=1
 ∑
λ1+···+λi−1=j
yλ1 · · · yλi−1
 · yℓ−j = ∑
λ1+···+λi=ℓ
yλ1 · · · yλi−1 · yλi.
(5) We first prove that QI, QII ∈ Q[n](R) =⇒ QI · QII ∈ Q[n](R). We can write QI and QII
as QI = Qn−1(y1, . . . , yn−1) and QII = Qn−1(z1, . . . , zn−1) for some y1, . . . , yn−1, z1, . . . , zn−1 ∈ R.
Let Yℓ := Qℓ(y1, . . . , yn−1) and Zℓ := Qℓ(z1, . . . , zn−1) for 1 ≤ ℓ ≤ n − 1. For 2 ≤ ℓ ≤ n − 1, by
the above assertion (2) and Lemma 1.33, we have
Yℓ · Zℓ =
(
1 0
0 Yℓ−1
)
J(y1, . . . , yℓ) · Zℓ
(2)
=
(
1 0
0 Yℓ−1
)
· Zℓ · J(y1, (y2, . . . , yℓ−1)Zℓ−1)
=
(
1 0
0 Yℓ−1 · Zℓ−1
)
· J(z1, . . . , zℓ) · J(y1, (y2, . . . , yℓ−1)Zℓ−1)
=
(
1 0
0 Yℓ−1 · Zℓ−1
)
· J(y1z1, y1(z2, . . . , zℓ) + (y2, . . . , yℓ) · Zℓ−1 · J(z1, . . . , zℓ−1)).
Thus the sequence {Yℓ · Zℓ}1≤ℓ≤n−1 satisfies the recurrence formula, which implies QI · QII ∈
Q[n](R).
We next prove Q ∈ Q[n](R) =⇒ Q
−1 ∈ Q[n](R). We can write Q as Q = Qn−1(y1, . . . , yn−1)
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for some y1, . . . , yn−1 ∈ k. Let Yℓ := Qℓ(y1, . . . , yn−1) for 1 ≤ ℓ ≤ n − 1. We inductively define
y′1, y
′
2, . . . , y
′
n−1 ∈ k and Y
′
i ∈ Mat(i, k) (1 ≤ i ≤ n − 1) as follows: Let y
′
1 := 1/y1 and let
Y ′1 := (y
′
1) ∈ Mat(1, k). Given y
′
i ∈ k and Y
′
i ∈ Mat(i, k) (1 ≤ i ≤ ℓ − 1), we can choose y
′
ℓ ∈ k
such that
Yℓ ·
(
1 0
0 Yℓ−1
)
y′ℓ
...
y′2
y′1
 =

0
...
0
1
 ,
and define
Y ′ℓ :=
(
1 0
0 Y ′ℓ−1
)
· J(y′1, . . . , y
′
ℓ).
Clearly, Y ′n−1 ∈ Q[n](R). We know from the above assertion (1) that (Yℓ · Y
′
ℓ )(1,1) = (Yℓ)(1,1) ·
(Y ′ℓ )(1,1) = Yℓ−1 · Y
′
ℓ−1. By the definitions of y
′
ℓ and Y
′
ℓ , the ℓ-th column of Yℓ · Y
′
ℓ is equal to
t(0, . . . , 0, 1). Using the induction on ℓ, we can prove Yℓ · Y
′
ℓ = Iℓ for all 1 ≤ ℓ ≤ n − 1, which
implies Q · Y ′n−1 = In−1.
(6) The proof is straightforward.
(7) Note that yn does not appear in any entry of Qn−1(y1, . . . , yn) (cf. the above assertion
(4)). So, Qn−1(y1, . . . , yn) = Qn−1(y1, . . . , yn−1, yn + y
′
n) and
Qn(y1, . . . , yn) + J(0, . . . , 0, y
′
n)
=
(
1 0
0 Qn−1(y1, . . . , yn)
)
J(y1, . . . , yn) + J(0, . . . , 0, y
′
n)
=
(
1 0
0 Qn−1(y1, . . . , yn)
)
J(y1, . . . , yn−1, yn + y
′
n) = Qn(y1, . . . , yn−1, yn + y
′
n).
Q.E.D.
For any integer n ≥ 2, any matrix Q ∈ Mat(n− 1, R) and arbitrary elements x1, . . . , xn ∈ R,
let
̟(Q | x1, . . . , xn) :=
(
1 0
0 Q
)
J(x1, . . . , xn).
We note that (x1, . . . , xn) is the first row of ̟(Q | x1, . . . , xn). Clearly, Qℓ(y1, . . . , yn) =
̟(Qℓ−1(y1, . . . , yn) | y1, . . . , yℓ) for all 2 ≤ ℓ ≤ n.
For any n ≥ 2, we denote by P[n](R) the set of all matrices P of GL(n,R) with the form
P = ̟(Q | x1, . . . , xn), where Q ∈ Q[n](R) and x1, . . . , xn ∈ R. We simply write P[n] in place of
P[n](k).
Lemma 1.35 The following assertions (1) and (2) hold true:
(1) P[n](R) is a subgroup of GL(n,R).
(2) We can define a group homomorphism π : P[n](R)→ Q[n](R) as π(̟(Q | x1, . . . , xn)) := Q.
Let K[n](R) := Ker(π) be the kernel of π. Then the exact sequence
e −→ K[n](R) −→ P[n](R)
π
−→ Q[n](R) −→ e
has a right split map ι : Q[n](R) → P[n](R) defined by ι(Q) := ̟(Q | 1, 0, . . . , 0), and the
kernel K[n](R) is isomorphic to the group R× × R⊕(n−1). So, P[n](R) is isomorphic to the
semidirect product (R× × R⊕(n−1))⋊Q[n](R) of R
× ×R⊕(n−1) with Q[n](R).
Proof. (1) We first prove P, P ′ ∈ P[n](R) =⇒ P · P
′ ∈ P[n](R). We can write P, P
′ as P =
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̟(Q | x1, . . . , xn) and P
′ = ̟(Q′ | x′1, . . . , x
′
n). So, by assertion (3) of Lemma 1.34,
P · P ′ =
(
1 0
0 Q
)(
1 0
0 Q′
)
·
(
1 0
0 Q′
)−1
J(x1, . . . , xn)
(
1 0
0 Q′
)
· J(x′1, . . . , x
′
n)
=
(
1 0
0 Q ·Q′
)
· J(x1, (x2, . . . , xn)Q
′) · J(x′1, . . . , x
′
n),
which implies P · P ′ ∈ P[n] (see Lemma 1.33).
We next prove P ∈ P[n] =⇒ P
−1 ∈ P[n]. We can write P as P = ̟(Q | x1, . . . , xn) for some
x1, . . . , xn ∈ k with x1 6= 0. So,
P−1 =
(
1 0
0 Q−1
)
·
(
1 0
0 Q
)
J(x1, . . . , xn)
−1 ·
(
1 0
0 Q
)−1
,
and then by Lemma 1.33 and assertions (5) and (3) of Lemma 1.34, P−1 ∈ P[n].
(2) The calculation of P · P ′ in the proof of the above assertion (2) implies π is a group
homomorphism. Now, we can prove the assertion. Q.E.D.
Theorem 1.36 Let n ≥ 2 be an integer. Let A(T ) and B(T ) be upper triangular polynomial
matrices of Mat(n, k[T ]) with the following forms:
A(T ) =
n−1∑
i=1
aiν
i
n (a1, . . . , an−1 ∈ k[T ] are linearly independent over k),
B(T ) =
n−1∑
i=1
biν
i
n (b1, . . . , bn−1 ∈ k[T ] are linearly independent over k).
Then the following conditions (1), (2) and (3) are equivalent:
(1) A(T ) and B(T ) are equivalent.
(2) We have P−1A(T )P = B(T ) and (b1, . . . , bn−1) = (a1, . . . , an−1)Q for some P ∈ P[n] and
Q ∈ Q[n].
(3) There exists a matrix Q ∈ Q[n] such that (b1, . . . , bn−1) = (a1, . . . , an−1)Q.
Proof. The implication (2) =⇒ (1) is clear. We first prove (3) =⇒ (2). The matrix Q can be
written as Q = Qn−1(y1, . . . , yn−1), where y1, . . . , yn−1 ∈ k. Let P := ̟(Q | 1, 0, . . . , 0) ∈ P[n].
By assertion (3) of Lemma 1.34, P−1 · A(T ) · P = B(T ).
We next prove (1) =⇒ (3). We know from Lemma 1.19 that P ∈ B(n, k). Since A(T )P =
PB(T ), we have a unique matrix Q ∈ B(n−1, k) such that (b1, . . . , bn−1) = (a1, . . . , an−1)Q. We
proceed by induction on n for showing
P = ̟(Q | x1, . . . , xn) and Q ∈ Q[n],
where we let (x1, . . . , xn) be the first row of P . The proof for the first step n = 2 is straightforward.
So let n ≥ 3. Note that
P−1(n,n) · A(T )(n,n) · P(n,n) = B(T )(n,n) and (b1, . . . , bn−2) = (a1, . . . , an−2)Q(n−1,n−1).
By the induction hypothesis,
P(n,n) = ̟(Q(n−1,n−1) | x1, . . . , xn−1) and Q(n−1,n−1) ∈ Q[n−1].
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So, letting (y1, . . . , yn−1) be the first row of Q, we can write Q(n−1,n−1) as
Q(n−1,n−1) = Qn−2(y1, . . . , yn−2) = Qn−2(y1, . . . , yn−1).
Let P = (pi,j). Comparing the (1, n)-th entries of the both sides of the equality A(T )P = PB(T ),
we have  p2,n...
pn,n
 = Q
 xn−1...
x1
 .
It follows that
P =
 P(n,n) p1,n...
0 pn,n
 = ̟(Q | x1, . . . , xn).
Then calculating (A(T )P )(1,1) = (PB(T ))(1,1), we can obtain
J(0, a1, . . . , an−2) ·Q = Q · J(0, b1, . . . , bn−2).
Now we have
Q−1 · A(T )(n,n) ·Q = B(T )(n,n) and (b1, . . . , bn−2) = (a1, . . . , an−2)Q(n−1,n−1).
Again by the induction hypothesis,
Q = ̟(Q(n−1,n−1) | y1, . . . , yn−1) =
(
1 0
0 Qn−2(y1, . . . , yn−1)
)
J(y1, . . . , yn−1).
Hence Q = Qn−1(y1, . . . , yn−1) ∈ Q[n]. Q.E.D.
As a corollary of Theorem 1.36, we have a necessary and sufficient condition for two expo-
nential matrices of JE[n] to be equivalent (see Corollary 1.38). We shall use the following Lemma
1.37 on proving Corollary 1.38.
For an integer i ≥ 0, let i = d0 + d1p + d2p + · · · + drpr be the p-adic expansion of i. Let
σp(i) =
∑r
j=0 dj be the sum of digits d0, . . . , dr.
Lemma 1.37 The following assertions hold true:
(1) For any 1 ≤ d ≤ p− 1, we have σp(
∑d
λ=1 p
eλ) = d.
(2) For a monomial m = T i ∈ k[T ] (i > 0), m is a p-polynomial if and only if σp(i) = 1.
(3) Let ϕ1, . . . , ϕd (2 ≤ d ≤ p− 1) be non-zero p-polynomials of k[T ]. Then neither monomials
appearing in the product ϕ1 · · ·ϕd are p-polynomials.
Proof. Assertions (1) and (2) are clear. And assertion (3) follows from the above assertions
(1) and (2). Q.E.D.
Corollary 1.38 Let n ≥ 2 be an integer. Let A(T ) and B(T ) be exponential matrices of JE[n]
with the following forms:
A(T ) = Exp
(
n−1∑
i=1
fiν
i
n
)
( fi (1 ≤ i ≤ n− 1) are p-polynomials satisfying f1 6= 0 ),
B(T ) = Exp
(
n−1∑
i=1
giν
i
n
)
( gi (1 ≤ i ≤ n− 1) are p-polynomials satisfying g1 6= 0 ).
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Then the following conditions (1) and (2) are equivalent:
(1) A(T ) and B(T ) are equivalent.
(2) There exists a matrix Q ∈ Q[n] such that (g1, . . . , gn−1) = (f1, . . . , fn−1)Q.
Proof. For any 0 ≤ ℓ ≤ n− 1, we define polynomials aℓ and bℓ as
aℓ :=
∑
i1+2i2+···+(n−1)in−1=ℓ
i1,i2,...,in−1≥0
f i11 f
i2
2 · · · f
in−1
n−1
i1!i2! · · · in−1!
and bℓ :=
∑
i1+2i2+···+(n−1)in−1=ℓ
i1,i2,...,in−1≥0
gi11 g
i2
2 · · · g
in−1
n−1
i1!i2! · · · in−1!
.
By Lemma 1.17, we have A(T ) =
∑n−1
ℓ=0 aℓν
ℓ
n and B(T ) =
∑n−1
ℓ=0 bℓν
ℓ
n. By Theorem 1.13, we
have 1 ≤ n ≤ p. Let m = T i be a monomial appearing among a0, . . . , an−1. If m appears in
f i11 f
i2
2 · · · f
in−1
n−1 , then
σp(i) = i1 + i2 + · · ·+ in−1.
In fact, we can write i = pe1+· · ·+ped, where d = i1+i2+· · ·+in−1. Since d ≤ p−1, using assertion
(1) of Lemma 1.37, we have σp(i) = d. Thus, if m appears in f
i1
1 f
i2
2 · · ·f
in−1
n−1 , where i1+2i2+ · · ·+
(n− 1)in−1 = ℓ, then σp(i) ≤ ℓ, and the equality σp(i) = ℓ holds true if and only if m appears in
f ℓ1 . So, there is no monomial m = T
i of f ℓ1 appears in a0, . . . , aℓ−1, aℓ− f
ℓ
1 . Thus a1, . . . , an−1 are
linearly independent over k, and b1, . . . , bn−1 are also linearly independent over k. We shall prove
(1) =⇒ (2). We know from Theorem 1.36 that (a1, . . . , an−1) = (b1, . . . , bn−1)Q for some Q ∈ Q[n].
Any p-monomial appears in aℓ has to appear in fℓ (see assertion (3) of Lemma 1.37). Thus
(f1, . . . , fn−1) = (g1, . . . , gn−1)Q. Conversely, we shall prove (2) =⇒ (1). We know from Theorem
1.36 that there exists a regular matrix P of GL(n, k) such that P−1
(∑n−1
i=1 fiν
i
n
)
P =
∑n−1
i=1 giν
i
n,
which implies P−1A(T )P = B(T ). Q.E.D.
1.8.2 J0[n,1]
Theorem 1.39 Let n ≥ 2 be an integer. Let A(T ) and B(T ) be polynomial matrices of Mat(n+
1, k[T ]) with the forms
A(T ) =

n−1∑
i=1
aiν
i
n 0
0 0
 (a1, . . . , an−1 are linearly independent over k),
B(T ) =

n−1∑
i=1
biν
i
n 0
0 0
 (b1, . . . , bn−1 are linearly independent over k).
Then the following conditions (1) and (2) are equivalent:
(1) A(T ) and B(T ) are equivalent.
(2) There exists a matrix Q of Q[n] such that (b1, . . . , bn−1) = (a1, . . . , an−1)Q.
Proof. (1) ⇐⇒ there exists a regular matrix P1 of GL(n, k) such that P
−1
1 · (
∑n−1
i=1 aiν
i
n) ·P1 =∑n−1
i=1 biν
i
n ⇐⇒ (2) (see Theorem 1.36 for the latter equivalence). Q.E.D.
As a corollary of Theorem 1.39, we have the following:
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Corollary 1.40 Let n ≥ 2 be an integer. Let A(T ) and B(T ) are exponential matrices of (J0[n,1])
E
with the forms
A(T ) =
 Exp
(
n−1∑
i=1
fiν
i
n
)
0
0 1
 (f1, . . . , fn−1 are p-polynomials, and f1 6= 0),
B(T ) =
 Exp
(
n−1∑
i=1
giν
i
n
)
0
0 1
 (g1, . . . , gn−1 are p-polynomials, and g1 6= 0).
Then the following conditions (1) and (2) are equivalent:
(1) A(T ) and B(T ) are equivalent.
(2) There exists a matrix Q of Q[n] such that (g1, . . . , gn−1) = (f1, . . . , fn−1)Q.
1.8.3 J1[n,1]
In this subsubsection, we consider an equivalence relation of two polynomial matrices of J1[n,1]
(see Theorem 1.41), and give a necessary and sufficient condition for two exponential matrices
of (J1[n,1])
E to be equivalent (see Corollary 1.42).
Let n ≥ 2 be an integer and let Q[n,1] be the set of all matrices Q of Mat(n, k) with the form
Q =
(
Q♭ u · e1
v · ten−1 w
)
(Q♭ ∈ Q[n], u, v, w ∈ k, w 6= 0).
We shall show that Q[n,1] becomes a subgroup of GL(n, k). By assertions (5) and (7) of Lemma
1.34, we have Q,Q′ ∈ Q[n,1] =⇒ Q ·Q
′ ∈ Q[n,1]. For any Q ∈ Q[n,1] with the above form, defining
u′, v′ ∈ k as u′ := y−11 · u and v
′ := w−1 · v, where y1 is the (1, 1)-th entry of Q♭, we have(
In −u′ · e1
−v′ · ten−1 1
)(
(Q♭)−1 0
0 w−1
)
·Q = In+1,
which implies Q is regular and Q−1 ∈ Q[n,1].
Theorem 1.41 Let n ≥ 2 be an integer. Let A(T ) and B(T ) be polynomial matrices of Mat(n+
1, k[T ]) with the following forms:
A(T ) =

n−1∑
i=1
aiν
i
n ane1
0 0
 ( a1, . . . , an−1 are linearly independent over k,
and a1, an are also linearly independent over k
)
,
B(T ) =

n−1∑
i=1
biν
i
n bne1
0 0
 ( b1, . . . , bn−1 are linearly independent over k,
and b1, bn are also linearly independent over k
)
.
Then the following conditions (1) and (2) are equivalent:
(1) A(T ) and B(T ) are equivalent.
(2) There exists a matrix Q of Q[n,1] such that (b1, . . . , bn) = (a1, . . . , an)Q.
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Proof. Let α1 :=
∑n−1
i=1 aiν
i
n, α2 := ane1, β1 :=
∑n−1
i=1 biν
i
n, and β2 := bne1.
We first prove (1) =⇒ (2). There exists a regular matrix P of GL(n + 1, k) such that
P−1A(T )P = B(T ). We can write P as
P =
(
P1 P2
P3 P4
)
(P1 ∈ Mat(n, k), P2 ∈ Matn,1(k), P3 ∈ Mat1,n(k), P4 ∈ Mat(1, k)).
Since A(T )P = PB(T ), we have
(∗) α1P1 + α2P3 = P1β1, α1P2 + α2P4 = P1β2, O = P3β1, O = P3β2.
We shall consider the forms of P1, P2 and P3. By the third equality of (∗), we have P3 =
(0, . . . , 0, c3) for some c3 ∈ k. The fourth equality of (∗) holds true (since n ≥ 3). By the first
equality of (∗) and by Lemma 1.19, we know that P1 is an upper triangular matrix. By the
second equality of (∗), the i-th entries of α1P2 are zeroes for all 2 ≤ i ≤ n. Since a1, . . . , an−2 are
linearly independent over k, we can write P2 as
P2 =
 c21c22
0
 for some c21, c22 ∈ k.
So, by the forms of P1, P2, P3, we know that P1 is regular (since P is regular). Now, the first
equality of (∗) implies
P−11 α1P1 = β1 − P
−1
1 α2P3 = β1 −
(
0 (anc3)/c1
O 0
)
,
where c1 is the (1, 1)-th entry of P1. We know from Theorem 1.36 that
(b1, . . . , bn−2, bn−1 − (anc3)/c1) = (a1, . . . , an−1)Q for some Q ∈ Q[n].
And the second equality of (∗) implies bn = (c22/c1)a1 + (P4/c1)an. Thus, we have
(b1, . . . , bn−1, bn) = (a1, . . . , an−1, an)
(
Q (c22/c1) · e1
(c3/c1) · ten−1 P4/c1
)
.
We next prove (2) =⇒ (1). Let
P :=
(
1 0
0 Q
)
∈ GL(n + 1, k).
Write  Q =
(
Q♭ u · e1
v · ten−1 w
)
(Q♭ ∈ Q[n], u, v, w ∈ k, w 6= 0),
Q♭ = (qi,j).
Let Q♭♭ := (qi,j)1≤i,j≤n−2 be the submatrix of Q
♭ and let q be the (n− 1)-th column of Q♭. Since
(b1, . . . , bn−2, bn−1, bn) = (a1, . . . , an−2, an−1, an)Q, we have
(b1, . . . , bn−2) = (a1, . . . , an−2)Q
♭♭,
bn−1 = (a1, . . . , an−1)q + anv,
bn = a1u+ anw.
24
The first row of A(T ) · P can be calculated as
( 0, (a1, . . . , an−1)Q
♭ + (0, . . . , 0, anv), a1u+ anw )
= ( 0, (a1, . . . , an−2)Q
♭♭, (a1, . . . , an−1)q + anv, a1u+ anw )
= (0, b1, . . . , bn−2, bn−1, bn).
Consider the (1, 1)-th block of A(T ) ·P of size n× n. By assertion (2) of Lemma 1.34, the block
is equal to the (1, 1)-th block of P · B(T ) of size n× n. In fact,
α1 ·
(
1 0
0 Q♭
)
=
(
0 b1, . . . . . . , bn−2, bn−1
0 J(0, a1, . . . , an−2) ·Q♭
)
=
(
0 b1, . . . . . . , bn−2, bn−1
0 Q♭ · J(0, b1, . . . , bn−2)
)
=
(
1 0
0 Q♭
)
· β1.
The (n+1)-th columns of A(T ) ·P and P ·B(T ) are bne1. Hence A(T ) ·P = P ·B(T ). Q.E.D.
As a corollary of Theorem 1.41, we have the following (cf. the proof of Corollary 1.38):
Corollary 1.42 Let n ≥ 2 be an integer. Let A(T ) and B(T ) be exponential matrices of JE[n,1]
with the following forms:
A(T ) =
 Exp
(
n−1∑
i=1
fiν
i
n
)
fne1
0 1
 ( fi (1 ≤ i ≤ n) are p-polynomials, and
f1 and fn are linearly independent over k
)
,
B(T ) =
 Exp
(
n−1∑
i=1
giν
i
n
)
gne1
0 1
 ( gi (1 ≤ i ≤ n) are p-polynomials, and
g1 and gn are linearly independent over k
)
.
Then the following conditions (1) and (2) are equivalent:
(1) A(T ) and B(T ) are equivalent.
(2) There exists a matrix Q of Q[n,1] such that (g1, . . . , gn) = (f1, . . . , fn)Q.
1.8.4 J1[1,n]
As corollaries of Theorem 1.41 and Corollary 1.42, we have the following Corollaries 1.43 and
1.44, respectively (see Lemmas 1.6 and 1.7).
Corollary 1.43 Let n ≥ 2 be an integer. Let A(T ) and B(T ) be polynomial matrices of Mat(n+
1, k[T ]) with the following forms:
A(T ) =
 0 an
ten
0
n−1∑
i=1
aiν
i
n
 ( a1, . . . , an−1 are linearly independent over k,
and a1, an are also linearly independent over k
)
,
B(T ) =
 0 bn
ten
0
n−1∑
i=1
biν
i
n
 ( b1, . . . , bn−1 are linearly independent over k,
and b1, bn are also linearly independent over k
)
.
Then the following conditions (1) and (2) are equivalent:
(1) A(T ) and B(T ) are equivalent.
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(2) There exists a matrix Q of Q[n,1] such that (b1, . . . , bn) = (a1, . . . , an)Q.
Corollary 1.44 Let n ≥ 2 be an integer. Let A(T ) and B(T ) be exponential matrices of (J1[1,n])
E
with the following forms:
A(T ) =
 1 fn
ten
0 Exp
(
n−1∑
i=1
fiν
i
n
)  ( fi (1 ≤ i ≤ n) are p-polynomials, and
f1 and fn are linearly independent over k
)
,
B(T ) =
 1 gn
ten
0 Exp
(
n−1∑
i=1
giν
i
n
)  ( gi (1 ≤ i ≤ n) are p-polynomials, and
g1 and gn are linearly independent over k
)
.
Then the following conditions (1) and (2) are equivalent:
(1) A(T ) and B(T ) are equivalent.
(2) There exists a matrix Q of Q[n,1] such that (g1, . . . , gn) = (f1, . . . , fn)Q.
1.8.5 A(i1, i2, i3)
Lemma 1.45 Let A(T ), B(T ) ∈ A(i1, i2, i3)◦. Write A(T ) = Λ(i1, i2, i3;α(T )) and B(T ) =
Λ(i1, i2, i3; β(T )). Then the following conditions (1) and (2) are equivalent:
(1) A(T ) and B(T ) are equivalent.
(2) We have β(T ) = Qα(T )R for some Q ∈ GL(i1, k) and R ∈ GL(i3, k).
Proof. We first prove (1) =⇒ (2). There exists a regular matrix P ∈ GL(i1 + i2 + i3, k) such
that P−1A(T )P = B(T ). Using the rank conditions of α(T ) and β(T ), we can write P as
P =
 P1 P2 P3O P4 P5
O O P6
 ( P1 ∈ GL(i1, k), P4 ∈ GL(i2, k), P6 ∈ GL(i3, k) ).
Letting Q := P−11 and R := P6, we have β(T ) = Qα(T )R.
We next prove (2) =⇒ (1). Let
P :=
 Q−1 O OO Ii2 O
O O R
 ∈ GL(i1 + i2 + i3, k).
Then P satisfies P−1A(T )P = B(T ). Q.E.D.
2 Polynomial matrices belonging to Heisenberg groups
Let R be a commutative ring with unity. Let m ≥ 1 be an integer. For x1, . . . , xm, y1, . . . , ym, z ∈
R, we define an upper triangular matrix η(x1, . . . , xm, y1, . . . , ym, z) ∈ Mat(m+ 2, R) as
η(x1, . . . , xm, y1, . . . , ym, z) :=

1 x1 · · · · · · xm z
1 0 · · · 0 y1
1
. . .
...
...
. . . 0
...
1 ym
1

.
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Let H(m+2, R) be the set of all matrices of Mat(m+2, R) with the form η(x1, . . . , xm, y1, . . . , ym, z).
Clearly, H(m+2, k[T ]) is a subgroup of the general linear group GL(m+2, R). We call the sub-
group H(m+ 2, R) the Heisenberg group over R of degree m+ 2.
In this section, we study polynomial matrices of H(m+ 2, k[T ]), where k is a field of positive
characteristic p.
2.1 On H(m+ 2, k[T ])
In order to consider equivalent forms of polynomial matrices of H(m+2, k[T ]), we define subsets
ℓHr1r2 indexed by (ℓ, r1, r2) ∈ Ωm and subsets k
(i)
m+2 indexed by 1 ≤ i ≤ m+ 1 as follows:
Let
Ωm := {(ℓ, r1, r2) ∈ Z
3 | 1 ≤ ℓ ≤ m, 1 ≤ r1 ≤ ℓ, 0 ≤ r2 ≤ m− ℓ}.
For any (ℓ, r1, r2) ∈ Ωm, we denote by
ℓH
r1
r2
the set of all elements η(a1, . . . , a2m+1) of H(m+2, k[T ])
satisfying the following conditions (1), (2), (3):
(1) a1, . . . , aℓ are linearly independent over k.
(2) am+1, . . . , am+r1 , am+ℓ+1, . . . , am+ℓ+r2 are linearly independent over k.
(3) ai = 0 for all integers i within one of the following ranges:
ℓ+ 1 ≤ i ≤ m, m+ r1 + 1 ≤ i ≤ m+ ℓ, m+ ℓ+ r2 + 1 ≤ i ≤ 2m.
We can describe any element A(T ) of ℓHr1r2 as
A(T ) =

1 a1 a2 0 0 a2m+1
0 Ir1 O O O
tα1
0 O Iℓ−r1 O O 0
0 O O Ir2 O
tα2
0 O O O Im−ℓ−r2 0
0 0 0 0 0 1
 ,

a1 := (a1, . . . , ar1),
a2 := (ar1+1, . . . , aℓ),
α1 := (am+1, . . . , am+r1),
α2 := (am+ℓ+1, . . . , am+ℓ+r2)
 .
For any integer 1 ≤ i ≤ m+ 1, we denote by k(i)m+2 the set of all elements η(a1, . . . , a2m+1) of
H(m+2, k[T ]) such that the j-th entry aj is zero if j is located outside of the ranges j = i, . . . , m+
i − 1 and j = 2m + 1, i.e., if we see the sequence a1, . . . , a2m+1 in the matrix η(a1, . . . , a2m+1),
then
(a1, . . . , am | a2m+1 | am+1, . . . , a2m) = (0, . . . , 0,
m︷ ︸︸ ︷
ai, . . . , am | a2m+1 | am+1, . . . , am+i−1, 0, . . . , 0).
Let km+2 :=
⋃m+1
i=1 k
(i)
m+2.
Theorem 2.1 The following assertions (1) and (2) hold true:
(1) H(m+ 2, k[T ])❀ km+2 ∪
⋃
(ℓ,r1,r2)∈Ωm
ℓH
r1
r2
.
(2) Two sets km+2 and
⋃
(ℓ,r1,r2)∈Ωm
ℓH
r1
r2
are mutually GL(m+ 2, k)-disjoint.
In order to prove Theorem 2.1, we prepare lemmas in Subsubsection 2.1.1. Subsequently,
Subsubsection 2.1.2, we give a proof of Theorem 2.1.
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2.1.1 Lemmas
For all integers 0 ≤ ℓ, r ≤ m, we denote by Hℓ,r the set of all polynomial matrices A(T ) of
H(m+ 2, k[T ]) satisfying ℓA(T ) = ℓ and rA(T ) = r. So, H(m+ 2, k[T ]) =
⋃
0≤ℓ,r≤mHℓ,r.
Lemma 2.2 We have
H(m+ 2, k[T ]) = km+2 ∪
⋃
1≤ℓ,r≤m
Hℓ,r.
Proof. The proof follows from (
⋃
0≤r≤mH0,r) ∪ (
⋃
0≤ℓ≤mHℓ,0) ⊂ km+2. Q.E.D.
For integers 1 ≤ ℓ, r ≤ m, we define a subset ℓHr of Hℓ,r as the set consisting of all elements
η(a1, . . . , a2m+1) ∈ Hℓ,r satisfying ai = 0 for all ℓ+ 1 ≤ i ≤ m.
For A(T ) ∈ ℓHr, we define subvector spaces V+(A(T )) and V−(A(T )) of k[T ] as{
V+(A(T )) := Span{ai | m+ 1 ≤ i ≤ m+ ℓ},
V−(A(T )) := Span{ai | m+ ℓ+ 1 ≤ i ≤ 2m}.
Clearly, r ≤ V+(A(T )) + V−(A(T )) ≤ m. For integers r1, r2 satisfying 0 ≤ r1 ≤ ℓ and 0 ≤ r2 ≤
m−ℓ, we define a subset ℓHr,r1,r2 of
ℓHr as the set consisting of all elements A(T ) ∈ ℓHr satisfying
dimk V+(A(T )) = r1 and dimk V−(A(T )) = r2. So,
ℓHr =
⋃
r≤r1+r2≤m
ℓHr,r1,r2.
Lemma 2.3 For all integers 1 ≤ ℓ, r ≤ m, we have
Hℓ,r ❀ km+2 ∪
⋃
r≤r1+r2≤m
1≤r1≤ℓ
ℓHr,r1,r2,
Proof. We have Hℓ,r ❀
ℓHr =
ℓHr,0,r ∪
⋃
r≤r1+r2≤m, 1≤r1≤ℓ
ℓHr,r1,r2. Since
ℓH0,r ❀ km+2, we
obtain the desired formula. Q.E.D.
Lemma 2.4 For all integers r1, r2 satisfying 1 ≤ r1 ≤ ℓ, 0 ≤ r2 ≤ m− ℓ and r ≤ r1 + r2 ≤ m,
we have
ℓHr,r1,r2 ❀
⋃
(ℓ,r1,r2)∈Ωm
ℓHr1r2.
Proof. For any A(T ) ∈ ℓHr,r1,r2 , it is possible for some lower triangular matrix P ∈ GL(m+2, k)
that P−1A(T )P ∈ ℓHs1s2, where s1, s2 satisfy 1 ≤ s1 ≤ r1 and 0 ≤ s2 ≤ r2. Q.E.D.
2.1.2 A proof of Theorem 2.1
We shall prove assertion (1). Using Lemmas 2.2, 2.3 and 2.4, we have
H(m+ 2, k[T ])❀ km+2 ∪
⋃
1≤ℓ,r≤m
⋃
r≤r1+r2≤m
1≤r1≤ℓ
ℓHr,r1,r2 ❀ km+2 ∪
⋃
(ℓ,r1,r2)∈Ωm
ℓH
r1
r2
.
We shall prove assertion (2). Supposing A(T ) and B(T ) are equivalent, we shall find a
contradiction. There exists a regular matrix P of GL(m+2, k[T ]) such that P−1A(T )P = B(T ).
We have P−1(A(T ) − I)P = B(T ) − I. Since A(T ) ∈ km+2, we know (P−1(A(T ) − I)P ) ·
(P−1(A(T ′)−I)P ) = O, where T, T ′ are indeterminates over k. So, (B(T )−I) · (B(T ′)−I) = O.
We can express B(T ) as B(T ) = η(b1, . . . , b2m+1), where b1, . . . , b2m+1 ∈ k[T ]. So, we have∑r1
i=1 bi(T ) ·bm+i(T
′) = 0. This equality implies that b1(T ), . . . , br1(T ) are linearly dependent over
k, since there exists a non-zero polynomial among bm+1(T
′), . . . , bm+r1(T
′) (see the definition of
ℓH
r1
r2
). However, b1(T ), . . . , br1(T ) are linearly independent over k, since B(T ) ∈
ℓH
r1
r2
. We have a
contradiction.
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2.2 On km+2
For considering equivalent forms of polynomial matrices of km+2, we define several notations as
follows:
For i ≥ 1 and j ≥ 1, we denote by iLj the set of all matrices L(a1, . . . , ai | ai+1, . . . , ai+j | a)
of Matj+1,i+1(k[T ]) with the following form
L(a1, . . . , ai | ai+1, . . . , ai+j | a) =

a1 · · · ai a
ai+1
O
...
ai+j
 ,
(
a1, . . . , ai are linearly independent over k, and
ai+1, . . . , ai+j are also linearly independent over k
)
.
We denote by (1L1)
dim=d the set of all matrices L(a1 | a2 | a) of 1L1 satisfying dimk Span{a1, a2, a} =
d. So, the value of d is two or three.
For i ≥ 1 and j ≥ 1 satisfying i + j ≤ m, we denote by ikj the set of all matrices A(T ) of
km+2 with the form A(T ) = Λ(j +1, i+1;L) for some L ∈ iLj . We denote by (1k1)dim=d the set
of all matrices Λ(2, 2;L), where L ∈ (1L1)dim=d.
Let 1L01 denote the set of all matrices L ∈
1L1 with the form L = L(a1 | a2 | 0), and let 1k01
denote the set of all matrices Λ(2, 2;L), where L ∈ 1L01. So,
1k01 ⊂ (
1k1)
dim=2.
Now, let
kIm+2 := {Im+2},
k
II
m+2 :=
⋃
1≤j≤m+1
A(1, j)◦, kIIIm+2 :=
⋃
2≤i≤m+1
A(i, 1)◦,
k
IV
m+2 :=
1
k
0
1, k
V
m+2 := (
1
k1)
dim=3, kVIm+2 :=
⋃
3≤i+j≤m
i
kj .
are mutually GL(m+2, k)-disjoint union. We know kIIm+2 ⊂ A(1, m+1) and k
III
m+2 ⊂ A(m+1, 1),
and we index kIIIm+2 from i = 2 so that k
II
m+2 ∩ k
III
m+2 = ∅.
The following theorem tells us that any polynomial matrix of km+2 has an equivalent form
belonging to one of the six subsets kIm+2,k
II
m+2,k
III
m+2,k
IV
m+2,k
V
m+2,k
VI
m+2, and this belonging is
unique.
Theorem 2.5 The following assertions (1) and (2) hold true:
(1) km+2 ❀ k
I
m+2 ∪ k
II
m+2 ∪ k
III
m+2 ∪ k
IV
m+2 ∪ k
V
m+2 ∪ k
VI
m+2.
(2) The six subsets kIm+2,k
II
m+2,k
III
m+2,k
IV
m+2,k
V
m+2,k
VI
m+2 are mutually GL(m+ 2, k)-disjoint.
We shall give a proof of the above theorem after considering (1k1)
dim=2 (see the following
Subsubsections 2.2.1 and 2.2.2).
2.2.1 (1k1)
dim=2
We have the following lemma concerning equivalent forms of elements of (1k1)
dim=2.
Lemma 2.6 We have (1k1)
dim=2
❀
1k01.
Proof. The proof follows from Lemma 1.45 and the following Lemma 2.7. Q.E.D.
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Lemma 2.7 For any L = L(a1 | a2 | a) ∈
1L1, the following conditions (1) and (2) are equiva-
lent:
(1) L ∈ (1L1)dim=2.
(2) Q · L · R = L(a1 | a2 | 0) for some Q,R ∈ GL(2, k).
Proof. We first prove (1) =⇒ (2). Write a = λa1 + µa2 (λ, µ ∈ k). Letting
Q =
(
1 −λ
0 1
)
and R =
(
1 −µ
0 1
)
,
we have the desired equality. We next prove (2) =⇒ (1). Since L = Q−1 ·L(a1 | a2 | 0) ·R
−1, we
know that a is a linear combination of a1 and a2 over k. Q.E.D.
2.2.2 A proof of Theorem 2.5
We first prove assertion (1). We have km+2 ❀ k
I
m+2 ∪ k
II
m+2 ∪ k
III
m+2 ∪ (
1k1)
dim=2 ∪ kVm+2 ∪ k
VI
m+2
(cf. Lemma 1.29), and then by Lemma 2.7, we have the desired result.
We next prove assertion (2). We know from Lemma 1.32 that five sets kIm+2, k
II
m+2, k
III
m+2,
kIVm+2 ∪k
V
m+2, k
VI
m+2 are mutually GL(m+ 2, k)-disjoint. And we can obatain from Lemmas 1.45
and 2.6 that two sets kIVm+2 and k
V
m+2 are mutually GL(m+ 2, k)-disjoint. Q.E.D.
2.3 Vm+2
A(T ) and (V ∗m+2)
A(T ) for A(T ) ∈ H(m+ 2, k[T ])
Lemma 2.8 Let A(T ) be a polynomial matrix of H(m + 2, k[T ]) and regard A(T ) as k-linear
maps from Vm+2 to k[T ]⊗k Vm+2 and from V
∗
m+2 to k[T ] ⊗k V
∗. For simplicity, let V := Vm+2,
ℓ := ℓA(T ), r := rA(T ), t := tA(T ). Then we have
(dimk V
A(T ), dimk(V
∗)A(T ))
=

(m− t+ 2, m− t+ 2) if ℓ = 0 and r = 0,
(m+ 1, m− t+ 2) if ℓ = 0 and r ≥ 1,
(m− t+ 2, m+ 1) if ℓ ≥ 1 and r = 0,
(m− ℓ+ 1, m− r + 1) if ℓ ≥ 1 and r ≥ 1.
Proof. The proof is straightforward. Q.E.D.
Lemma 2.9 Let A(T ) be a polynomial matrix of H(m+ 2, k[T ]). Then the following assertions
(1), (2), (3) hold true:
(1) The following conditions (1.1) and (1.2) are equivalent:
(1.1) ℓA(T ) + rA(T ) + tA(T ) = 0.
(1.2) (dimk V
A(T ), dimk(V
∗)A(T )) = (m+ 2, m+ 2).
(2) The following conditions (2.1) and (2.2) are equivalent:
(2.1) 1 ≤ ℓA(T ) + rA(T ) + tA(T ) ≤ 2.
(2.2) (dimk V
A(T ), dimk(V
∗)A(T )) = (m+ 1, m+ 1).
(3) The following conditions (3.1) and (3.2) are equivalent:
(3.1) ℓA(T ) + rA(T ) + tA(T ) ≥ 3.
30
(3.2) max{dimk V
A(T ), dimk(V
∗)A(T )} ≤ m + 1 and min{dimk V
A(T ), dimk(V
∗)A(T )} ≤ m,
where for all integers α, β, we denote by max{α, β} the maximum of α and β, and by
min{α, β} the minimum of α and β.
Proof. We have ℓA(T )+rA(T )+tA(T ) = 0 if and only if (ℓA(T ), rA(T ), tA(T )) = (0, 0, 0). By Lemma
2.8, we have the following array:
ℓA(T ) rA(T ) tA(T ) dimk V
A(T ) dimk(V
∗)A(T )
0 0 0 m+ 2 m+ 2
We have 1 ≤ ℓA(T )+rA(T )+ tA(T ) ≤ 2 if and only if (ℓA(T ), rA(T ), tA(T )) = (0, 0, 1), (0, 1, 1), (1, 0, 1).
By Lemma 2.8, we have the following array:
ℓA(T ) rA(T ) tA(T ) dimk V
A(T ) dimk(V
∗)A(T )
0 0 1 m+ 1 m+ 1
0 1 1 m+ 1 m+ 1
1 0 1 m+ 1 m+ 1
We have ℓA(T ) + rA(T ) + tA(T ) ≥ 3 if and only if (ℓA(T ), rA(T ), tA(T )) coincides with one of the
following tuples:
(0, 1, 2), (1, 0, 2), (0, r, t) (r ≥ 2, t ≥ 2), (ℓ, 0, t) (ℓ ≥ 2, t ≥ 2),
(ℓ, r, t) (ℓ ≥ 1, r ≥ 1, t ≥ 1).
By Lemma 2.8, we have the following array:
ℓA(T ) rA(T ) tA(T ) dimk V
A(T ) dimk(V
∗)A(T )
0 1 2 m+ 1 m
1 0 2 m m+ 1
0 ≥ 2 ≥ 2 m+ 1 ≤ m
≥ 2 0 ≥ 2 ≤ m m+ 1
≥ 1 ≥ 1 ≥ 1 ≤ m ≤ m
Thus the assertions (1), (2), (3) are proved. Q.E.D.
2.4 Equivalence relations of polynomial matrices of Heisenberg groups
2.4.1 ℓH
r1
r2
Given two polynomial matrices of
⋃
(ℓ,r1,r2)∈Ωm
ℓH
r1
r2
which are equivalent, we can prove that the
two polynomial matrices are in the same ℓH
r1
r2
. This is ensured by the following lemma:
Lemma 2.10 Let A(T ) ∈ ℓH
r1
r2
and B(T ) ∈ lH
s1
s2
. Assume that A(T ) and B(T ) are equivalent.
Then we have ℓ = l, r1 = s1, and r2 = s2.
Proof. We know from Lemma 2.8 that ℓ = l and r1+r2 = s1+s2. So, we have only to show that
r1 = s1. We can write A(T ) and B(T ) as A(T ) := η(a1, . . . , a2m+1) and B(T ) = η(b1, . . . , b2m+1)
for some a1, . . . , a2m+1, b1, . . . , b2m+1 ∈ k[T ]. Let
a = (a1, . . . , aℓ),
f1 = (am+1, . . . , am+ℓ),
f2 = (am+ℓ+1, . . . , a2m),
α = a2m+1,
and

b = (b1, . . . , bℓ),
g1 = (bm+1, . . . , bm+ℓ),
g2 = (bm+ℓ+1, . . . , b2m),
β = b2m+1.
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There exists a regular matrix P ∈ GL(m+ 2, k) such that P−1A(T )P = B(T ). We can write P
as P = (Pi,j)1≤i,j≤4, where the sizes of the rows of these blocks are 1, ℓ, m − ℓ, and 1 from the
top to the bottom, and the sizes of the columns of these blocks are 1, ℓ, m − ℓ, and 1 from the
left to the right. Since (A(T )− Im+2)P = P (B(T )− Im+2), we have
0 a 0 f
0 O O tf 1
0 O O tf 2
0 0 0 0


P1,1 P1,2 P1,3 P1,4
P2,1 P2,2 P2,3 P2,4
P3,1 P3,2 P3,3 P3,4
P4,1 P4,2 P4,3 P4,4
 =

P1,1 P1,2 P1,3 P1,4
P2,1 P2,2 P2,3 P2,4
P3,1 P3,2 P3,3 P3,4
P4,1 P4,2 P4,3 P4,4


0 b 0 g
0 O O tg1
0 O O tg2
0 0 0 0
 .
So, 
a · P2,1 + f · P4,1 a · P2,2 + f · P4,2 a · P2,3 + f · P4,3 a · P2,4 + f · P4,4
tf 1 · P4,1
tf1 · P4,2
tf1 · P4,3
tf 1 · P4,4
tf 2 · P4,1
tf2 · P4,2
tf2 · P4,3
tf 2 · P4,4
0 0 0 0

=

0 P1,1 · b O P1,1 · g + P1,2 · tg1 + P1,3 ·
tg2
0 P2,1 · b O P2,1 · g + P2,2 · tg1 + P2,3 ·
tg2
0 P3,1 · b O P3,1 · g + P3,2 ·
tg1 + P3,3 ·
tg2
0 P4,1 · b O P4,1 · g + P4,2 · tg1 + P4,3 ·
tg2
 .
The (2, 3)-th entries imply P4,3 = O. The (1, 3)-th entries imply P2,3 = O. The (4, 2)-th entries
imply P4,1 = O. The (1, 1)-th entries imply P2,1 = O. The (2, 2)-th entries imply P4,2 = O.
The (3, 2)-th entries imply P3,1 = O. Since P is regular, P4,4 6= (0). The (2, 4)-th entries imply
tf1 · P4,4 = P2,2 ·
tg1. So, we have
r1 = dimSpank{am+i | 1 ≤ i ≤ r1} ≤ dim Spank{bm+i | 1 ≤ i ≤ s1} = s1.
Similarly, using (B(T ) − Im+2)P−1 = P−1(A(T ) − Im+2), we have s1 ≤ r1. Hence, we obtain
r1 = s1. Q.E.D.
Now, we are interested in equivalence relations of two polynomial matrices of ℓHr1r2. For this
study, we introduce a notation ℓVr1r2 which parametrizes
ℓHr1r2.
Let R′ be a not necessarily commutative k-algebra. A sequence (f1, . . . , fi) of R
′ is said to be
a frame of R′ if f1, . . . , fi are linearly independent over k. For any integer i ≥ 1, we denote by
F (i, R′) the set of all frames (f1, . . . , fi) of R
′, i.e.,
F (i, R′) := {(f1, . . . , fi) ∈ R
′i | f1, . . . , fi are linearly independent over k}.
For any (ℓ, r1, r2) ∈ Ωm, we define sets ℓVr1r2 and
ℓWr1r2 as{
ℓVr1r2 := F (ℓ, k[T ])× F (r1 + r2, k[T ])× k[T ],
ℓWr1r2 := k[T ]
r1 × k[T ]ℓ−r1 × k[T ]r1 × k[T ]r2 × k[T ].
Clearly, ℓVr1r2 ⊂
ℓWr1r2. We can define a map h :
ℓWr1r2 → H(m+ 2, k[T ]) as
h(a1,a2,α1,α2, ϕ) :=

1 a1 a2 0 0 ϕ
0 Ir1 O O O
tα1
0 O Iℓ−r1 O O 0
0 O O Ir2 O
tα2
0 O O O Im−ℓ−r2 0
0 0 0 0 0 1
 .
For any element (a1,a2,α1,α2, ϕ) ∈ ℓWr1r2 , we observe that h(a1,a2,α1,α2, ϕ) ∈
ℓHr1r2 if and
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only if (a1,a2,α1,α2, ϕ) ∈
ℓVr1r2 (see the definition of
ℓHr1r2). Thus, h defines a bijection from
ℓVr1r2
to ℓHr1r2 . We have the following commutative diagram, where upward arrows are inclusions:
H(m+ 2, k[T ])
ℓWr1r2
h //
h
::✈✈✈✈✈✈✈✈✈
h(ℓWr1r2)
OO
ℓVr1r2
∼= //
OO
ℓHr1r2
OO
We consider an equivalence relation of two polynomial matrices A(T ), B(T ) of h(ℓWr1r2) in
terms of two corresponding elements (a1,a2,α1,α2, ϕ), (b1, b2,β1,β2, ψ) of
ℓWr1r2 (see the follow-
ing Lemma 2.11), and then consider equivalence relations of two polynomial matrices of ℓHr1r2 in
terms of two corresponding elements of ℓVr1r2 (see the following Lemma 2.12). For the considera-
tions, we define a subgroup ℓPr1r2 of GL(m+ 2, k) and a subgroup
ℓQr1r2 of GL(ℓ+ r1 + r2 + 1, k)
as follows:
Let (ℓ, r1, r2) ∈ Ωm. We denote by ℓP
r1
r2
the set of all regular matrices P of GL(m+2, k) with
the form
P =

P1,1 P1,2 P1,3 P1,4 P1,5 P1,6
0 P2,2 P2,3 O O P2,6
0 O P3,3 O O P3,6
0 P4,2 P4,3 P4,4 P4,5 P4,6
0 O P5,3 O P5,5 P5,6
0 0 0 0 0 P6,6
 ,
where the sizes of square matrices P1,1, P2,2, P3,3, P4,4, P5,5, P6,6 are 1, r1, ℓ− r1, r2, m− ℓ− r2,
1, respectively. Clearly, ℓP
r1
r2
is a subgroup of GL(m+ 2, k) and det(P ) =
∏6
i=1 det(Pi,i).
We denote by ℓQr1r2 be the set of all matrices Q of GL(ℓ+ r1 + r2 + 1, k) with the form
Q =

Q1,1 Q1,2 0 0 Q1,5
0 Q2,2 O O Q2,5
0 O Q3,3 Q3,4 Q3,5
0 O O Q4,4 Q4,5
0 0 0 0 Q5,5
 ,
where the sizes of square matrices Q1,1, Q2,2, Q3,3, Q4,4, and Q5,5 are r1, ℓ − r1, r1, r2, and 1,
respectively, and
Q1,1 ·
tQ3,3 = Q
⊕r1
5,5 .
Clearly, ℓQr1r2 becomes a subgroup of GL(ℓ+ r1 + r2 + 1, k).
2.4.1.1 Equivalence relations of polynomial matrices of h(ℓWr1r2) and
ℓHr1r2
The following lemma gives a necessary and sufficient condition for two given polynomial
matrices of h(ℓWr1r2) to be equivalent.
Lemma 2.11 Let A(T ) = h(a1,a2,α1,α2, ϕ) ∈ h(ℓWr1r2) and let B(T ) = h(b1, b2,β1,β2, ψ) ∈
h(ℓWr1r2). Then the following conditions (1) and (2) are equivalent:
(1) There exists a regular matrix P of ℓPr1r2 such that P
−1A(T )P = B(T ).
(2) We have (b1, b2,β1,β2, ψ) = (a1,a2,α1,α2, ϕ)Q for some Q ∈
ℓQ
r1
r2
.
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Proof. We first prove (1) =⇒ (2). Since (A(T )− Im+2)P = P (B(T )− Im+2), we have
0 a1 · P2,2 a1 · P2,3 + a2 · P3,3 0 0 a1 · P2,6 + a2 · P3,6 + ϕ · P6,6
0 O O O O tα1 · P6,6
0 O O O O 0
0 O O O O tα2 · P6,6
0 O O O O 0
0 O O O O 0

=

0 P1,1 · b1 P1,1 · b2 0 0 P1,1 · ψ + P1,2 · tβ1 + P1,4 ·
tβ2
0 O O O O P2,2 · tβ1
0 O O O O 0
0 O O O O P4,2 · tβ1 + P4,4 ·
tβ2
0 O O O O 0
0 O O O O 0
 .
Thus we have
b1 = P
−1
1,1 · a1 · P2,2,
b2 = P
−1
1,1 · a1 · P2,3 + P
−1
1,1 · a2 · P3,3,
tβ1 = P
−1
2,2 ·
tα1 · P6,6,
tβ2 = −P
−1
4,4 · P4,2 · P
−1
2,2 ·
tα1 · P6,6 + P
−1
4,4 ·
tα2 · P6,6,
ψ = P−11,1 · a1 · P2,6 + P
−1
1,1 · a2 · P3,6
+P−11,1 · (−P1,2 · P
−1
2,2 + P1,4 · P
−1
4,4 · P4,2 · P
−1
2,2 ) ·
tα1 · P6,6
−P−11,1 · P1,4 · P
−1
4,4 ·
tα2 · P6,6 + P
−1
1,1 · ϕ · P6,6.
From these equalities, we have Q ∈ ℓQr1r2 such that (b1, b2,β1,β2, ψ) = (a1,a2,α1,α2, ϕ)Q.
We next prove (2) =⇒ (1). We can write the matrix Q as Q = (Qi,j)1≤i,j≤5, where the sizes
of square matrices Q1,1, Q2,2, Q3,3, Q4,4, and Q5,5 are r1, ℓ− r1, r1, r2, and 1, respectively. Let
P :=

1 t(−Q−13,3 ·Q3,5 +Q
−1
3,3 ·Q3,4 ·Q
−1
4,4 ·Q4,5) 0 −
t(Q−14,4 ·Q4,5) 0 0
0 Q1,1 Q1,2 O O Q1,5
0 O Q2,2 O O Q2,5
0 − t(Q3,4 ·Q
−1
4,4) ·Q1,1 O Q5,5 ·
t(Q−14,4) O 0
0 O O O Im−ℓ−r2 0
0 0 0 0 0 Q5,5
 .
Then we have (A(T )− Im+2) · P = P · (B(T )− Im+2), which implies (1). Q.E.D.
Given two polynomial matrices A(T ) = h(a1,a2,α1,α2, ϕ) and B(T ) = h(b1, b2,β1,β2, ψ) of
ℓH
r1
r2
which are equivalent, we shall see in the following lemma that any matrix P of GL(m+2, k)
satisfying P−1A(T )P = B(T ) has to belong to ℓPr1r2 .
Lemma 2.12 Let A(T ) = h(a1,a2,α1,α2, ϕ) ∈
ℓH
r1
r2
and B(T ) = h(b1, b2,β1,β2, ψ) ∈
ℓH
r1
r2
,
where (a1,a2,α1,α2, ϕ) ∈ ℓVr1r2 and (b1, b2,β1,β2, ψ) ∈
ℓVr1r2. Then the following conditions (1),
(2) and (3) are equivalent:
(1) A(T ) and B(T ) are equivalent.
(2) There exists a regular matrix P of ℓPr1r2 such that P
−1A(T )P = B(T ).
(3) We have (b1, b2,β1,β2, ψ) = (a1,a2,α1,α2, ϕ)Q for some Q ∈
ℓQ
r1
r2
.
Proof. By Lemma 2.11, we have only to show the implication (1) =⇒ (2). So, assume that A(T )
ane B(T ) are equivalent, and let P be a regular matrix of GL(m+ 2, k) such that P−1A(T )P =
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B(T ). Let P = (Pi,j)1≤i,j≤6 be a block matrix, where we assign the numbers of rows (and
columns) of these blocks 1, r1, ℓ− r1, r2, m− ℓ− r2, 1 from the top to the bottom (from the left
to the right). We know from the proof of Lemma 2.10 that P has the form
P =

P1,1 P1,2 P1,3 P1,4 P1,5 P1,6
0 P2,2 P2,3 O O P2,6
0 P3,2 P3,3 O O P3,6
0 P4,2 P4,3 P4,4 P4,5 P4,6
0 P5,2 P5,3 P5,4 P5,5 P5,6
0 0 0 0 0 P6,6
 .
Since (A(T )− Im+2)P = P (B(T )− Im+2), we have
0 a1 · P2,2 + a2 · P3,2 a1 · P2,3 + a2 · P3,3 0 0 a1P2,6 + a2 · P3,6 + ϕ · P6,6
0 O O O O tα1 · P6,6
0 O O O O 0
0 O O O O tα2 · P6,6
0 O O O O 0
0 0 0 0 0 0

=

0 P1,1 · b1 P1,1 · b2 0 0 P1,1 · ψ + P1,2 · tβ1 + P1,4 ·
tβ2
0 O O O O P2,2 ·
tβ1
0 O O O O P3,2 · tβ1
0 O O O O P4,2 · tβ1 + P4,4 ·
tβ2
0 O O O O P5,2 · tβ1 + P5,4 ·
tβ2
0 0 0 0 0 0
 .
The (3, 6)-th entries imply P3,2 = O. The (5, 6)-th entries imply P5,2 = O and P5,4 = O. Thus P
has the desired form. Q.E.D.
2.4.1.2 H(m+ 2, k[T ])x ℓPr1r2 and
ℓWr1r2 x
ℓQr1r2
The group ℓPr1r2 acts from right on H(m+2, k[T ]) by conjugation, i.e., H(m+2, k[T ])×
ℓPr1r2 →
H(m + 2, k[T ]), (A(T ), P ) 7→ P−1 · A(T ) · P . For all P, P ′ ∈ ℓPr1r2 and w ∈
ℓWr1r2, we have
P ′ · h(w) · P ∈ h(ℓWr1r2). So, the subset h(
ℓWr1r2) of H(m + 2, k[T ]) is
ℓPr1r2 -invariant. For any
A(T ) ∈ ℓHr1r2 and any P ∈
ℓPr1r2 , we have P
−1 ·A(T ) · P = P−1 · (A(T )− Im+2) · P + Im+2 ∈ ℓHr1r2
(see the proof (1) =⇒ (2) of Lemma 2.11 for the calculation (A(T ) − Im+2)P ). So, the subset
ℓHr1r2 of H(m+ 2, k[T ]) is also
ℓPr1r2 -invariant.
The group ℓQr1r2 acts on
ℓWr1r2 by right translation, i.e.,
ℓWr1r2 ×
ℓQr1r2 →
ℓWr1r2, (w, Q) 7→ wQ.
The subset ℓVr1r2 of
ℓWr1r2 is
ℓQr1r2-invariant (by the definitions of
ℓVr1r2 and
ℓQr1r2).
The bijection h : ℓWr1r2 → h(
ℓWr1r2) induces a bijection h :
ℓWr1r2/
ℓQr1r2 → h(
ℓWr1r2)/
ℓPr1r2 (see
Lemma 2.11), and the bijection h : ℓVr1r2 →
ℓHr1r2 induces a bijection h :
ℓVr1r2/
ℓQr1r2 →
ℓHr1r2/
ℓPr1r2
(see Lemma 2.12).
The following lemma in particular shows a parametrization of ℓHr1r2/ ∼.
Lemma 2.13 The following diagram is commutative, where the upward arrows are natural in-
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jections and the notation ։ means surjective:
H(m+ 2, k[T ])/ℓPr1r2
։ // H(m+ 2, k[T ])/ ∼
ℓWr1r2/
ℓQr1r2
h // h(ℓWr1r2)/
ℓPr1r2
OO
։ // h(ℓWr1r2)/ ∼
OO
ℓVr1r2/
ℓQr1r2
h //
OO
ℓHr1r2/
ℓPr1r2
OO
= // ℓHr1r2/ ∼
OO
2.4.2 km+2
In this susubsection, we consider an equivalence relation of two polynomial matrices belonging
to just one of the five sets kIIm+2, k
III
m+2, k
IV
m+2, k
V
m+2, k
VI
m+2 (see assertion (2) of Theorem 2.5).
2.4.2.1 kIIm+2(=
⋃
1≤j≤m+1A(1, j)
◦)
Theorem 2.14 Let A(T ) = Λ(1, j;α(T )) ∈ kIIm+2 and B(T ) = Λ(1, j
′; β(T )) ∈ kIIm+2, where
1 ≤ j, j′ ≤ m+ 1. Then the following conditions (1) and (2) are equivalent:
(1) A(T ) and B(T ) are equivalent.
(2) j = j′, and β(T ) = α(T )Q for some Q ∈ GL(j, k).
Proof. We shall prove (1) =⇒ (2). By Lemma 1.32, j = j′. By Lemma 1.45, β(T ) = α(T )Q
for some Q ∈ GL(j, k). The implication (2) =⇒ (1) follows from Lemma 1.45. Q.E.D.
2.4.2.2 kIIIm+2(=
⋃
2≤i≤m+1A(i, 1)
◦)
Theorem 2.15 Let A(T ) = Λ(i, 1;α(T )) ∈ kIIm+2 and B(T ) = Λ(i
′, 1; β(T )) ∈ kIIm+2, where
2 ≤ i, i′ ≤ m+ 1. Then the following conditions (1) and (2) are equivalent:
(1) A(T ) and B(T ) are equivalent.
(2) i = i′, and β(T ) = Q · α(T ) for some Q ∈ GL(i, k).
Proof. The proof follows from Theorem 2.14 and Lemmas 1.6 and 1.7. Q.E.D.
2.4.2.3 kIVm+2(=
1k01)
Let R be a commutative ring with unity and let n ≥ 1 be an integer. We denote by
GLDD(n,R) the set of all matrices D = (di,j) of GL(n,R) with one of the following forms
(1) and (2):
(1) D is a diagonal matrix.
(2) di,j = 0 except for all (i, j)’s satisfying i+ j = n + 1.
Clearly, GLDD(n,R) becomes a subgroup of GL(n,R).
Lemma 2.16 Let α(T ) = L(a1 | a2 | 0) ∈ 1L01 and β(T ) = L(b1 | b2 | 0) ∈
1L01. Then the
following conditions (1) and (2) are equivalent:
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(1) Q · α(T ) · R = β(T ) for some Q,R ∈ GL(2, k).
(2) (b1, b2) = (a1, a2) g for some g ∈ GLDD(2, k).
Proof. The proof is straightforward. Q.E.D.
Theorem 2.17 Let A(T ) = Λ(2, 2;α(T )) ∈ 1k01 and let B(T ) = Λ(2, 2; β(T )) ∈
1k01, where
α(T ) = L(a1 | a2 | 0) ∈
1L01 and β(T ) = L(b1 | b2 | 0) ∈
1L01. Then the following conditions (1)
and (2) are equivalent:
(1) A(T ) and B(T ) are equivalent.
(2) (b1, b2) = (a1, a2) g for some g ∈ GLDD(2, k).
Proof. The proof follows from Lemmas 1.45 and 2.16. Q.E.D.
2.4.2.4 kVm+2 ( = (
1k1)
dim=3)
Let R be a commutative ring with unity. For i1, i2, i3 ≥ 1, we denote by V (i1, i2, i3;R) the
set of all matrices g ∈ GL(i1 + i2 + i3, R) with the (V-)form
g =
 g1,1 O g1,3O g2,2 g2,3
O O g3,3
 ( g1,1 ∈ GL(i1, R), g2,2 ∈ GL(i2, R), g3,3 ∈ GL(i3, R) ).
Lemma 2.18 Let α(T ) = L(a1 | a2 | a) ∈ (1L1)dim=3 and β(T ) = L(b1 | b2 | b) ∈ (1L1)dim=3.
Then the following conditions (1) and (2) are equivalent:
(1) Q · α(T ) · R = β(T ) for some Q,R ∈ GL(2, k).
(2) (b1, b2, b) = (a1, a2, a) g for some g ∈ V (1, 1, 1; k).
Proof. Write
Q =
(
q1 q2
q3 q4
)
( q1, q2, q3, q4 ∈ k ), R =
(
r1 r2
r3 r4
)
( r1, r2, r3, r4 ∈ k ).
The implication (1) =⇒ (2) is clear by observing q3 = r3 = 0. The converse implication (2) =⇒
(1) is straightforward. Q.E.D.
Theorem 2.19 Let A(T ) = Λ(2, 2;α(T )) ∈ (1k1)
dim=3 and let B(T ) = Λ(2, 2; β(T )) ∈ (1k1)
dim=3,
where α(T ) = L(a1 | a2 | a) ∈ (1L1)dim=3 and β(T ) = L(b1 | b2 | b) ∈ (1L1)dim=3. Then the fol-
lowing conditions (1) and (2) are equivalent:
(1) A(T ) and B(T ) are equivalent.
(2) (b1, b2, b) = (a1, a2, a) g for some g ∈ V (1, 1, 1; k).
Proof. The proof follows from Lemmas 1.45 and 2.18. Q.E.D.
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2.4.2.5 kVIm+2(=
⋃
3≤i+j≤m
ikj)
We prepare the following Lemma 2.20 and 2.21 for considering an equivalence relation of two
polynomial matrices of kVIm+2 (see Theorem 2.22).
Lemma 2.20 Let i, j be positive integers. Assume that
Q · L(a1, . . . , ai | ai+1, . . . , ai+j | a) · R = L(b1, . . . , bi | bi+1, . . . , bi+j | b),
where Q ∈ GL(j + 1, k) and R ∈ GL(i+ 1, k). Write Q,R as
Q =
(
Q1 Q2
Q3 Q4
)
(Q1 ∈ Mat(1, k), Q4 ∈ Mat(j, k) ),
R =
(
R1 R2
R3 R4
)
(R1 ∈ Mat(i, k), R4 ∈ Mat(1, k) ).
Then the following assertions hold true:
(1) Q3 = O if and only if R3 = O.
(2) If i+ j ≥ 3, then Q3 = O.
Proof. (1) Since
Q · L(a1, . . . , ai | ai+1, . . . , ai+j | a) = L(b1, . . . , bi | bi+1, . . . , bi+j | b) · R
−1,
by writing R−1 as
R−1 =
(
R′1 R
′
2
R′3 R
′
4
)
(R′1 ∈ Mat(i, k), R
′
4 ∈ Mat(1, k) ),
we obtain the following four equalities:
(∗)

Q1 · (a1, . . . , ai) = (b1, . . . , bi) · R′1 + b · R
′
3,
Q1 · (a) +Q2 ·
t(ai+1, . . . , ai+j) = (b1, . . . , bi) · R
′
2 + b · R
′
4,
Q3 · (a1, . . . , ai) = t(bi+1, . . . , bi+j) · R′3,
Q3 · (a) +Q4 · t(ai+1, . . . , ai+j) = t(bi+1, . . . , bi+j) · R′4.
Note that R3 = O if and only if R
′
3 = O. The proof is clear from the third equality of (∗).
(2) We prove the assertion by contraposition. So, assume Q3 6= O. Write Q3 =
t(q1, . . . , qj),
where q1, . . . , qj ∈ k. We have qλ 6= 0 for some 1 ≤ λ ≤ j. Since qλ · (a1, . . . , ai) = bi+λ · R′3 (see
the third equality of (∗)) and a1, . . . , ai are linearly independent over k, we have i = 1. Now,
the third equality Q3 · (a1) = t(b2, . . . , b1+j) · R′3 implies j = 1 (since b2, . . . , b1+j are linearly
independent over k). Thus, we have i+ j = 2. Q.E.D.
Lemma 2.21 Let i, j be positive integers satisfying i + j ≥ 3. Let α(T ) = L(a1, . . . , ai |
ai+1, . . . , ai+j | a) ∈ iLj and β(T ) = L(b1, . . . , bi | bi+1, . . . , bi+j | b) ∈ iLj. Then the follow-
ing conditions (1) and (2) are equivalent:
(1) Q · α(T ) · R = β(T ) for some Q ∈ GL(j + 1, k) and R ∈ GL(i+ 1, k).
(2) (b1, . . . , bi, bi+1, . . . , bi+j , b) = (a1, . . . , ai, ai+1, . . . , ai+j, a) g for some g ∈ V (i, j, 1; k).
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Proof. We first prove (1) =⇒ (2). Since i + j ≥ 3, we know from Lemma 2.20 that Q and R
has the following form:
Q =
(
Q1 Q2
O Q4
)
(Q1 ∈ Mat(1, k), Q4 ∈ Mat(j, k) ),
R =
(
R1 R2
O R4
)
(R1 ∈ Mat(i, k), R4 ∈ Mat(1, k) ).
Since Q · α(T ) ·R = β(T ), we have the desired form in the condition (2).
We next prove (2) =⇒ (1). We can write g as
g =
 g1,1 O g1,3O g2,2 g2,3
O O g3,3
 ( g1,1 ∈ GL(i, k), g2,2 ∈ GL(j, k), g3,3 ∈ k\{0} ).
Let
Q :=
(
1 tg2,3
0 g−13,3 ·
tg2,2
)
∈ GL(j + 1, k) and R :=
(
g1,1 g1,3
0 g3,3
)
∈ GL(i+ 1, k).
Then we have Q · α(T ) · R = β(T ). Q.E.D.
Theorem 2.22 Let i, j be positive integers satisfying 3 ≤ i + j ≤ m. Let A(T ) = Λ(j + 1, i +
1;α(T )) ∈ kVIm+2 and let B(T ) = Λ(j
′ + 1, i′ + 1; β(T )) ∈ kVIm+2, where α(T ) = L(a1, . . . , ai |
ai+1, . . . , ai+j | a) ∈
iLj and β(T ) = L(b1, . . . , bi′ | bi′+1, . . . , bi′+j′ | b) ∈
i′Lj′. Then the following
conditions (1) and (2) are equivalent:
(1) A(T ) and B(T ) are equivalent.
(2) (i, j) = (i′, j′), and (b1, . . . , bi, bi+1, . . . , bi+j , b) = (a1, . . . , ai, ai+1, . . . , ai+j , a) g for some
g ∈ V (i, j, 1).
Proof. The proof follows from Lemmas 1.32, 1.45 and 2.21. Q.E.D.
3 Exponential matrices belonging to Heisenberg groups
We have the following theorem (see Theorem 2.1):
Theorem 3.1 The following assertions (1) and (2) hold true:
(1) H(m+ 2, k[T ])E ❀ (km+2)
E ∪
⋃
(ℓ,r1,r2)∈Ωm
(ℓH
r1
r2
)E.
(2) Two sets (km+2)
E and
⋃
(ℓ,r1,r2)∈Ωm
(ℓH
r1
r2
)E are mutually GL(m+ 2, k)-disjoint.
So, we are interested in exponential matrices of belonging to any one of sets (km+2)
E and
(ℓH
r1
r2
)E, where (ℓ, r1, r2) ∈ Ωm. We consider (ℓH
r1
r2
)E in Subsection 3.2, and consider (km+2)
E in
Subsection 3.3. Subsequently, we consider an equivalence relation of two exponential matrices
belonging to any one of sets (ℓH
r1
r2
)E and (km+2)
E in Subsection 3.4.
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3.1 A necessary and sufficient condition for a polynomial matrix
η(x1, . . . , xm, y1, . . . , ym, z) to be exponential
The following lemma gives a necessary and sufficient condition for a polynomial matrix of a
Heisenberg group to be an exponential matrix.
Lemma 3.2 Let x1, . . . , xm, y1, . . . , ym, z ∈ k[T ]. Then the following conditions are equivalent:
(1) η(x1, . . . , xm, y1, . . . , ym, z) is an exponential matrix.
(2) x1, . . . , xm, y1, . . . , ym are p-polynomials, and the equality
z(T + T ′)− z(T )− z(T ′) =
m∑
i=1
xi(T ) · yi(T
′)
holds true, where T, T ′ are indeterminates over k.
Proof. The proof follows from the definition of an exponential matrix. Q.E.D.
In the following Subsection 3.2, we shall study p-polynomials x1, . . . , xm, y1, . . . , ym and a
polynomial z satisfying the above condition (2). Since z(T + T ′)− z(T )− z(T ′) is a symmetric
polynomial of k[T, T ′], where the transposition σ = (1 2) of the symmetric group S2 of order 2
acts on k[T, T ′] as σ(T ) := T ′ and σ(T ′) := T . Therefore,
∑m
i=1 xi(T ) · yi(T
′) is also a symmetric
polynomial. Based on this symmetry, we can describe any exponential matrix of ℓHr1r2 (see the
following Theorem 3.3).
3.2 (ℓH
r1
r2
)E
Theorem 3.3 Let A(T ) = η(a1, . . . , am, am+1, . . . , a2m, a2m+1) ∈
ℓH
r1
r2
. Then A(T ) ∈ (ℓH
r1
r2
)E if
and only if the following conditions (1), (2), (3) hold true:
(1) The polynomials ai (1 ≤ i ≤ 2m) are p-polynomials.
(2) There exists a unique regular symmetric matrix S = (si,j)1≤i,j≤r1 ∈ GL(r1, k) such that
(am+1, . . . , am+r1) = (a1, . . . , ar1)S,
and furthermore if p = 2, the diagonal entires si,i (1 ≤ i ≤ r1) of S are zeroes.
(3) There exists a unique p-polynomial α(T ) ∈ k[T ] such that
a2m+1(T ) =

α(T ) +
∑
1≤i<j≤r1
si,j · ai(T ) · aj(T ) if p = 2,
α(T ) +
1
2
· a(T ) · S · ta(T ) if p ≥ 3,
where a(T ) := (a1(T ), . . . , ar1(T )) ∈ k[T ]
r1.
For proving the above theorem, we prepare Subsubsections 3.2.1, 3.2.2, 3.2.3. Subsequently,
in Subsubsection 3.2.4, we give a proof of Theorem 3.3.
3.2.1 On a symmetric polynomial
n∑
i=1
ai(T ) · bi(T
′) of k[T, T ′]
The following theorem is crucial on determining the form of an exponential matrix belonging to
Heisenberg groups:
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Theorem 3.4 Let n ≥ 1 be an integer and let a1, . . . , an, b1, . . . , bn ∈ k[T ]. Assume that
a1, . . . , an are linearly independent over k. Then the following conditions (1) and (2) are equiva-
lent:
(1)
n∑
i=1
ai(T ) · bi(T
′) is a symmetric polynomial of k[T, T ′].
(2) There exists a symmetric matrix S ∈ Mat(n, k) such that (b1, . . . , bn) = (a1, . . . , an)S.
We shall give a remark concerning Theorem 3.4. Let a1(T ) := T , a2(T ) := T
2, a3(T ) := 0,
b1(T ) := T , b2(T ) := 0, b3(T ) := T
3. Then
∑3
i=1 ai(T ) · bi(T
′) = T · T ′ is symmetric. However,
there is no symmetric matrix S ∈ Mat(3, k) such that (b1, b2, b3) = (a1, a2, a3)S. So, we cannot
delete the assumption that a1, . . . , an are linearly independent over k, from Theorem 3.4.
In order to prove the above Theorem 3.4, we prepare 3.2.1.1, 3.2.1.2, 3.2.1.3, and then prove
Theorem 3.4 in 3.2.1.4.
3.2.1.1 Lemmas
For a polynomial a(T ) ∈ k[T ], we define the order ord(a(T )) of a(T ) as
ord(a(T )) :=
{
max{d ∈ Z≥0 | a(T ) ∈ T d · k[T ]} if a(T ) 6= 0,
∞ if a(T ) = 0.
We use the symbol ∞ > d for any integer d.
Lemma 3.5 Let k[T, T ′] be a polynomial ring in two variables over k. Assume that polynomials
a1, . . . , an, b1, . . . , bn ∈ k[T ] satisfy the following conditions (i), (ii), (iii):
(i)
n∑
i=1
ai(T ) · bi(T
′) is a symmetric polynomial of k[T, T ′].
(ii) a1 6= 0.
(iii) a1 has the minimum order among a1, . . . , an, b1, . . . , bn, i.e.,
ord(a1) ≤ min{ord(a1), . . . , ord(an), ord(b1), . . . , ord(bn)}.
Then the following assertions (1), (2), (3) hold true:
(1) There exist λi ∈ k (2 ≤ i ≤ n) and µi ∈ k (1 ≤ i ≤ n) such that{
ord(ai − λi · a1) > ord(a1) (2 ≤ i ≤ n),
ord(bi − µi · a1) > ord(a1) (1 ≤ i ≤ n).
(2) Let Ai := ai−λi · a1 (2 ≤ i ≤ n) and let Bi := bi−µi · a1 (1 ≤ i ≤ n). Then the polynomial
n∑
i=2
Ai(T ) · Bi(T
′)
is a symmetric polynomial of k[T, T ′].
(3) If there exists a symmetric matrix S ∈ Mat(n−1, k) such that (B2, . . . , Bn) = (A2, . . . , An)S,
then there exists a symmetric matrix S˜ ∈ Mat(n, k) such that (b1, . . . , bn) = (a1, . . . , an)S˜.
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Proof. Assertion (1) is clear from the conditions (ii), (iii). We shall prove assertion (2). Note
that
n∑
i=1
ai(T ) · bi(T
′)
= a1(T ) · b1(T
′) +
n∑
i=2
ai(T ) · bi(T
′)
= a1(T ) · (B1(T
′) + µ1 · a1(T
′)) +
n∑
i=2
(Ai(T ) + λi · a1(T )) · (Bi(T
′) + µi · a1(T
′))
= a1(T ) ·
(
B1(T
′) +
n∑
i=2
λi ·Bi(T
′)
)
+ a1(T
′) ·
n∑
i=2
µi ·Ai(T ) +
n∑
i=2
Ai(T ) · Bi(T
′)
+
(
µ1 +
n∑
i=2
λi · µi
)
a1(T ) · a1(T
′).
By the assumption (i), we have
a1(T ) ·
(
B1(T
′) +
n∑
i=2
λi · Bi(T
′)
)
+ a1(T
′) ·
n∑
i=2
µi · Ai(T ) +
n∑
i=2
Ai(T ) · Bi(T
′)
= a1(T
′) ·
(
B1(T ) +
n∑
i=2
λi ·Bi(T )
)
+ a1(T ) ·
n∑
i=2
µi · Ai(T
′) +
n∑
i=2
Ai(T
′) · Bi(T ).
Let m(T ) be the monomial appearing in a1(T ) whose order is ord(a1(T )). Comparing the coef-
ficients of the monomial m(T ) appearing in the both sides of the above equality, we have
B1(T
′) +
n∑
i=2
λi · Bi(T
′) =
n∑
i=2
µi ·Ai(T
′),
and thereby have
n∑
i=2
Ai(T ) · Bi(T
′) =
n∑
i=2
Ai(T
′) · Bi(T ).
So, assertion (2) is proved. We shall prove assertion (3). Write S = (sα,β)2≤α,β≤n, where sα,β ∈ k
(2 ≤ α, β ≤ n). Since Bi =
∑n
j=2 sj,iAj for all 2 ≤ i ≤ n, we have
bi =
(
µi −
n∑
j=2
sj,i · λj
)
· a1 +
n∑
j=2
sj,i · aj (2 ≤ ∀i ≤ n).
Note that
B1(T ) =
n∑
i=2
µi · Ai(T )−
n∑
i=2
λi · Bi(T )
=
n∑
i=2
µi · (ai − λi · a1)−
n∑
i=2
λi · (bi − µi · a1)
=
n∑
i=2
µi · ai −
n∑
i=2
λi · bi.
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Since B1 = b1 − µ1 · a1, we have
b1 = µ1 · a1 +
n∑
i=2
µi · ai −
n∑
i=2
λi · bi
=
(
µ1 −
n∑
i=2
λi · (µi −
n∑
j=2
sj,i · λj)
)
· a1 +
n∑
i=2
(
µi −
n∑
j=2
λj · si,j
)
· ai.
Now we find a matrix S˜ = (s˜α,β)1≤α,β≤n ∈ Mat(n, k) so that (b1, . . . , bn) = (a1, . . . , an)S˜. In fact,
let
s˜α,β :=

µ1 −
n∑
i=2
λi · (µi −
n∑
j=2
sj,i · λj) if α = 1, β = 1,
µβ −
n∑
j=2
sj,β · λj if α = 1, 2 ≤ β ≤ n.
µα −
n∑
j=2
λj · sα,j if 2 ≤ α ≤ n, β = 1,
sα,β if 2 ≤ α ≤ n, 2 ≤ β ≤ n.
Since S is symmetric, S˜ is also symmetric. Q.E.D.
Lemma 3.6 Let σ be a permutation of the set {1, 2, . . . , n}. Assume that a1, . . . , an, b1, . . . , bn ∈
k[T ] satisfy (bσ(1), . . . , bσ(n)) = (aσ(1), . . . , aσ(n))S for some symmetric matrix S ∈ Mat(n, k).
Then there exists a symmetric matrix S ′ ∈ Mat(n, k) such that (b1, . . . , bn) = (a1, . . . , an)S ′.
Proof. The proof is straightforward. Q.E.D.
Lemma 3.7 Assume that a1, . . . , an, b1, . . . , bn ∈ k[T ] satisfy the following conditions (i), (ii),
(iii):
(i)
n∑
i=1
ai(T ) · bi(T
′) is a symmetric polynomial of k[T, T ′].
(ii) a1, . . . , an are linearly independent over k.
(iii) b1, . . . , bn are linearly dependent over k.
Then there exist polynomials A1, . . . , An−1, B1, . . . , Bn−1 ∈ k[T ] such that the following conditions
(1), (2), (3), (4) are satisfied:
(1)
n−1∑
i=1
Ai(T ) · Bi(T
′) is a symmetric polynomial of k[T, T ′].
(2) A1, . . . , An−1 are linearly independent over k.
(3) Spank{b1, . . . , bn} = Spank{B1, . . . , Bn−1}.
(4) If there exists a symmetric matrix S ∈ Mat(n−1, k) such that (B1, . . . , Bn−1) = (A1, . . . , An−1)S,
then there exists a symmetric matrix S˜ ∈ Mat(n, k) such that (b1, . . . , bn) = (a1, . . . , an)S˜.
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Proof. There exists an integer 1 ≤ i ≤ n such that bi ∈ Spank{b1, . . . , bi−1, bi+1, . . . , bn}. Let σ
be the permutation of {1, 2, . . . , n} defined by
σ :=
{
(i n) if i < n,
the identity permutation if i = n.
Let a′i := aσ(i) and b
′
i := bσ(i) for all 1 ≤ i ≤ n. Then we have the following:
(i)′
n∑
i=1
a′i(T ) · b
′
i(T
′) is a symmetric polynomial of k[T, T ′].
(ii)′ a′1, . . . , a
′
n are linearly independent over k.
(iii)′ b′n =
n−1∑
i=1
ci · b
′
i for some c1, . . . cn−1 ∈ k.
Let Ai := a
′
i + ci · a
′
n for 1 ≤ i ≤ n− 1, and let Bi := b
′
i for all 1 ≤ i ≤ n− 1. We shall show that
the Ai and Bi satisfy the conditions (1), (2), (3) and (4). By the definitions of Ai and Bi and
the above (iii)′, we have
n−1∑
i=1
Ai(T ) ·Bi(T
′) =
n∑
i=1
a′i(T ) · b
′
i(T
′).
So, (1) follows from (i)′. Clearly, (2) follows from (ii)′, and (3) follows from Spank{b1, . . . bn} =
Spank{b
′
1, . . . , b
′
n−1}. We shall prove (4). Write the symmetric matrix S in the assumption of
(4) as S = (sα,β)1≤α,β≤n−1, where sα,β ∈ k (1 ≤ α, β ≤ n − 1). Since Bi =
∑n−1
j=1 sj,iAj for all
1 ≤ i ≤ n− 1, we have
b′i =
n−1∑
j=1
sj,ia
′
j +
n−1∑
j=1
cjsj,ia
′
n (1 ≤ i ≤ n− 1).
Thus we have
b′n =
n−1∑
i=1
cib
′
i =
n−1∑
j=1
(
n−1∑
i=1
cisj,i
)
a′j +
(
n−1∑
i=1
n−1∑
j=1
cicjsj,i
)
a′n.
We define s′i,j ∈ k (1 ≤ α, β ≤ n) as
s′α,β :=

sα,β if 1 ≤ α ≤ n− 1, 1 ≤ β ≤ n− 1,
n−1∑
i=1
cisβ,i if 1 ≤ α ≤ n− 1, β = n,
n−1∑
j=1
cjsj,β if α = n, 1 ≤ β ≤ n− 1,
n−1∑
i=1
n−1∑
j=1
cicjsj,i if α = n, β = n.
Let S ′ := (s′i,j)1≤i,j≤n ∈ Mat(n, k). We then have (b
′
1, . . . , b
′
n−1, b
′
n) = (a
′
!, . . . , a
′
n−1, a
′
n)S
′. Since
S = (si,j) is symmetric, S
′ is also symmetric. By Lemma 3.6, we can obtain the desired symmetric
matrix S˜ appearing in (4). Q.E.D.
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3.2.1.2 The case where b1, . . . , bn are linearly independent over k
Lemma 3.8 Assume that a1, . . . , an, b1, . . . , bn ∈ k[T ] satisfy the following conditions (i), (ii),
(iii):
(i)
n∑
i=1
ai(T ) · bi(T
′) is a symmetric polynomial of k[T, T ′].
(ii) a1, . . . , an are linearly independent over k.
(iii) b1, . . . , bn are linearly independent over k.
Then there exists a regular symmetric matrix S ∈ Mat(n, k) such that (b1, . . . , bn) = (a1, . . . , an)S.
Proof. We proceed by induction on n. If n = 1, the proof is clear. So, let n ≥ 2. We know
from Lemma 3.6 that, for obtaining the symmetric matrix S in the conclusion, we may change
a1, . . . , an and b1, . . . , bn with aσ(1), . . . , aσ(n) and bσ(1), . . . , bσ(n), respectively. So, we may assume
that a1 or b1 has the minimum order among the polynomials a1, . . . , an, b1, . . . , bn. At least one
of the following cases can occur:
(a) ord(a1) ≤ min{ord(a1), . . . , ord(an), ord(b1), . . . , ord(bn)}.
(b) ord(b1) ≤ min{ord(a1), . . . , ord(an), ord(b1), . . . , ord(bn)}.
We have only to consider the case (a). Let Ai (2 ≤ i ≤ n) and Bi (1 ≤ i ≤ n) be as in assertion
(2) of Lemma 3.5. We know the following:
(i)′
n∑
i=2
Ai(T ) · Bi(T
′) =
n∑
i=2
Ai(T
′) · Bi(T ).
(ii)′ A2, . . . , An are linearly independent over k.
Clearly, (ii)′ follows from the assumption (ii). We first consider the case where B2, . . . Bn are
linearly independent over k. By the induction hypothesis, there exists a symmetric matrix
S ∈ Mat(n − 1, k) such that (B2, . . . , Bn) = (A2, . . . , An)S. By Lemma 3.5 (3), we have the
desired symmetric matrix. Now, we consider the case where B2, . . . Bn are linearly dependent over
k. If n = 2, we have B2 = 0, which implies (B2) = (A2)(0), and we have the desired symmetric
matrix by Lemma 3.5 (3). If n ≥ 3, there exists a non-zero polynomial Bi among B2, . . . , Bn,
by the condition (iii). Using Lemma 3.7 in finitely many steps, we can reduce polynomials
A2, . . . , An, B2, . . . , Bn until we have polynomials α1, . . . , αn♭, β1, . . . , βn♭ ∈ k[T ] (n
♭ < n − 1)
satisfying the following conditions (i)′′, (ii)′′, (iii)′′, (iv)′′:
(i)′′
n♭∑
i=1
αi(T ) · βi(T
′) is a symmetric polynomial of k[T, T ′].
(ii)′′ α1, . . . , αn♭ are linearly independent over k.
(iii)′′ β1, . . . , βn♭ are linearly independent over k.
(iv)′′ If there exists a symmetric matrix S ∈ Mat(n♭, k) such that (β1, . . . , βn♭) = (α1, . . . , αn♭)S,
then there exists a symmetric matrix S♯ ∈ Mat(n − 1, k) such that (B2, . . . , Bn−1) =
(A2, . . . , An−1)S
♯.
Note that α1, . . . , αn♭, β1, . . . , βn♭ satisfy the induction hypothesis (see the above conditions (i)
′′,
(ii)′′, (iii)′′). So, there exists a symmetric matrix S ∈ Mat(n♭, k) satisfying the assumption of
(iv)′′. Hence we have the symmetric matrix S♯ appearing in the conclusion of (iv)′′. By Lemma
3.5 (3), we have the desired symmetric matrix. Q.E.D.
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3.2.1.3 The case where b1, . . . , bn are linearly dependent over k
Lemma 3.9 Assume that a1, . . . , an, b1, . . . , bn ∈ k[T ] satisfy the following conditions (i), (ii),
(iii):
(i)
n∑
i=1
ai(T ) · bi(T
′) is a symmetric polynomial of k[T, T ′].
(ii) a1, . . . , an are linearly independent over k.
(iii) b1, . . . , bn are linearly dependent over k.
Then there exists a symmetric matrix S ∈ Mat(n, k) such that (b1, . . . , bn) = (a1, . . . , an)S.
Proof. We proceed by induction on n. If n = 1, the proof is clear. So, let n ≥ 2. We apply
Lemma 3.7 to the polynomials a1, . . . , an, b1, . . . , bn, and then we have A1, . . . , An−1, B1, . . . , Bn−1 ∈
k[T ] as in Lemma 3.7. If B1, . . . , Bn−1 are linearly independent over k, Lemma 3.8 and Lemma
3.5 (3) yield the desired symmetric matrix. On the ohter hand, if B1, . . . , Bn−1 are linearly de-
pendent over k, the induction hypothesis and Lemma 3.5 (3) yield the desired symmetric matrix.
Q.E.D.
3.2.1.4 A proof of Theorem 3.4
The implication (2) =⇒ (1) follows from a straightforward calculation. We shall prove the
implication (1) =⇒ (2). If b1, . . . , bn are linearly independent over k, the implication follows
from Lemma 3.8. On the other hand, if b1, . . . , bn are linearly dependent over k, the implication
follows from Lemma 3.9. Q.E.D.
3.2.2 On a symmetric matrix S in characteristic two
The proof of the following Lemma 3.10 is straightforward. Lemma 3.10 shall be used in the proof
of Lemma 3.11.
Lemma 3.10 Let α(T ), β(T ) are p-polynomials. Let γ(T ) := α(T ) · β(T ). Then we have
γ(T + T ′)− γ(T )− γ(T ′) = α(T ) · β(T ′) + α(T ′) · β(T ).
Lemma 3.11 Assume p = 2. Let a1, . . . , an ∈ k[T ] be p-polynomials such that a1, . . . , an are
linearly independent over k. Let S = (si,j)1≤i,j≤n be a symmetric matrix satisfying
a(T ) · S · ta(T ′) = c(T + T ′)− c(T )− c(T ′)
for some c(T ) ∈ k[T ], where a(T ) = (a1, . . . , an) ∈ k[T ]n. Then all diagonal entries si,i of S are
zeroes.
Proof. Note that
a(T ) · S · ta(T ′)
=
r∑
i=1
si,i · ai(T ) · ai(T
′) +
∑
1≤i<j≤n
si,j · (ai(T ) · aj(T
′) + aj(T ) · ai(T
′)).
We know from Lemma 3.10 that there exists a polynomial c∗ ∈ k[T ] such that
(∗)
n∑
i=1
si,i · ai(T ) · ai(T
′) = c∗(T + T ′)− c∗(T )− c∗(T ′).
46
We can write the p-polynomial a1(T ) appearing in the left hand side of the above equality (∗) as
a1(T ) = ξd · T
pd + ( lower order terms in T ),
where ξd ∈ k\{0}. We shall prove that si,i = 0 for all 1 ≤ i ≤ n by induction on n. Let n = 1.
Supposing s1,1 6= 0, we shall find a contradiction. The monomial s1,1 · ξ2d · T
pd · T ′p
d
appears in
the left hand side of the equality (∗), but the monomial does not appear in the right hand side of
the equality (∗), because no monomial of total degree 2pd = pd+1, where deg(T ) = deg(T ′) = 1,
appears in the right hand side of the equality (∗). This is a contradiction. So, we have s1,1 = 0.
Now, let n ≥ 2. We may assume without loss of generality that a1 has the minimum order among
a1, . . . , an, i.e., ord(a1) ≤ min{ord(ai) ∈ Z≥0 | 1 ≤ i ≤ n}. There exist λi ∈ k (2 ≤ i ≤ n) such
that ord(ai − λi · a1) > ord(a1) for all 2 ≤ i ≤ n. Let Ai := ai − λi · a1 (2 ≤ i ≤ n). Note that
(∗∗)
n∑
i=1
si,i · ai(T ) · ai(T
′) = (s1,1 +
n∑
i=2
si,i · λ
2
i ) · a1(T ) · a1(T
′)
+
n∑
i=2
si,i · Ai(T ) · Ai(T
′)
+
n∑
i=2
si,i · λi · (a1(T
′) · Ai(T ) + a1(T ) ·Ai(T
′)).
Let
µ := s1,1 +
n∑
i=2
si,i · λ
2
i ∈ k.
Supposing µ 6= 0, we shall find a contradiction. The monomial µ · ξ2d · T
pd · T ′p
d
appears in
the left hand side of the above equality (∗∗). But no monomial of total degree pd+1 appears in
c∗(T + T ′)− c∗(T )− c∗(T ′). This is a contradiction. So, µ = 0. Thus, we have
n∑
i=2
si,i · Ai(T ) · Ai(T
′) +
n∑
i=2
si,i · λi · (a1(T
′) · Ai(T ) + a1(T ) · Ai(T
′))
= c∗(T + T ′)− c∗(T )− c∗(T ′).
Let
c∗∗(T ) := c∗(T )−
n∑
i=2
si,i · λi · a1(T ) · Ai(T ).
Then we have
n∑
i=2
si,i · Ai(T ) ·Ai(T
′) = c∗∗(T + T ′)− c∗∗(T )− c∗∗(T ′).
Clearly, all Ai are p-polynomials and A2, . . . , An are linearly independent over k. By the induction
hypothesis, we have si,i = 0 for all 2 ≤ i ≤ n. Since µ = 0, we also have s1,1 = 0. Q.E.D.
3.2.3 On a polynomial matrix of ℓH
r1
r2
satisfying the conditions (1) and (2) of Theorem
3.3
Given a polynomial matrix A(T ) = η(a1, . . . , am, am+1, . . . , a2m, a2m+1) of
ℓH
r1
r2
satisfying the
conditions (1) and (2) of Theorem 3.3, we study, in the following lemma, the top right corner
a2m+1.
Lemma 3.12 Let A(T ) = η(a1, . . . , am, am+1, . . . , a2m, a2m+1) ∈ ℓH
r1
r2
be a polynomial matrix
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satisfying the conditions (1) and (2) of Theorem 3.3. We define a polynomial α(T ) ∈ k[T ] as
α(T ) :=

a2m+1(T )−
∑
1≤i<j≤r1
si,j · ai(T ) · aj(T ) if p = 2,
a2m+1(T )−
1
2
· a(T ) · S · ta(T ) if p ≥ 3,
where a(T ) := (a1(T ), . . . , ar1(T )) ∈ k[T ]
r1. Then
α(T + T ′)− α(T )− α(T ′) = a2m+1(T + T
′)− a2m+1(T )− a2m+1(T
′)−
r1∑
i=1
ai(T ) · am+i(T
′).
Proof. In the case where p = 2, we have
α(T + T ′)− α(T )− α(T ′)
= a2m+1(T + T
′)− a2m+1(T )− a2m+1(T
′)−
∑
1≤i<j≤r1
si,j · (ai(T ) · aj(T
′) + aj(T ) · ai(T
′))
= a2m+1(T + T
′)− a2m+1(T )− a2m+1(T
′)− a(T ) · S · ta(T )
= a2m+1(T + T
′)− a2m+1(T )− a2m+1(T
′)−
r1∑
i=1
ai(T ) · am+i(T
′).
In the case where p ≥ 3, we have
α(T + T ′)− α(T )− α(T ′)
= a2m+1(T + T
′)− a2m+1(T )− a2m+1(T
′)− a(T ) · S · ta(T )
= a2m+1(T + T
′)− a2m+1(T )− a2m+1(T
′)−
r1∑
i=1
ai(T ) · am+i(T
′).
Q.E.D.
3.2.4 A proof of Theorem 3.3
Now, we are ready to prove Theorem 3.3. We first prove (1) =⇒ (2). So, assume A(T ) =
η(a1, . . . , am, am+1, . . . , a2m, a2m+1) ∈ (ℓH
r1
r2
)E. We know from Lemma 3.2 that all ai (1 ≤ i ≤ 2m)
are p-polynomials and
(∗) a2m+1(T + T
′)− a2m+1(T )− a2m+1(T
′) =
r1∑
i=1
ai(T ) · am+i(T
′).
By Theorem 3.4, there exists a symmetric matrix S ∈ Mat(r1, k) such that
(am+1, . . . , am+r1) = (a1, . . . , ar1)S.
Let a(T ) := (a1(T ), . . . , ar1(T )) ∈ k[T ]
r1. So, (∗) implies
a2m+1(T + T
′)− a2m+1(T )− a2m+1(T
′) = a · S · ta.
If p = 2, all diagonal entries of S are zeroes (see Lemma 3.11). Now, the conditions (1) and (2)
of Theorem 3.3 hold true. Let α(T ) ∈ k[T ] be the polynomial defined in Lemma 3.12. Using
(∗), we then have α(T + T ′)−α(T )−α(T ) = 0, which implies α(T ) is a p-polynomial. Thus the
condition (3) of Theorem 3.3 holds true.
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We next prove (2) =⇒ (1). Since assuming the conditions (1) and (2) of Theorem 3.3 hold
true, we can use Lemma 3.12. The condition (3) of Theorem 3.3 implies the equality (∗) holds
true. Hence, we know from Lemma 3.2 that A(T ) is an exponential matrix. Q.E.D.
3.3 (km+2)
E
Given any polynomial matrix of km+2, its equivalent form can be found in just one of the six sets
kIm+2, k
II
m+2, k
III
m+2, k
IV
m+2, k
V
m+2, k
VI
m+2 (see Theorem 2.5). Thus we have the following theorem:
Theorem 3.13 The following assertion (1) and (2) hold true:
(1) (km+2)
E
❀ (kIm+2)
E ∪ (kIIm+2)
E ∪ (kIIIm+2)
E ∪ (kIVm+2)
E ∪ (kVm+2)
E ∪ (kVIm+2)
E.
(2) The six subsets (kIm+2)
E, (kIIm+2)
E , (kIIIm+2)
E , (kIVm+2)
E, (kVm+2)
E , (kVIm+2)
E are mutually GL(m+
2, k)-disjoint.
By Lemma 1.28, we can describe the six sets (kIm+2)
E (kIIm+2)
E , (kIIIm+2)
E , (kIVm+2)
E , (kVm+2)
E ,
(kVIm+2)
E as follows:
Theorem 3.14 The following assertions (1), (2), (3), (4), (5), (6) hold true:
(1) (kIm+2)
E = kIm+2 = {Im+2}.
(2) Let A(T ) = Λ(1, j;α(T )) ∈ kIIm+2, where 1 ≤ j ≤ m+1. Then A(T ) ∈ (k
II
m+2)
E if and only
if all entries of α(T ) are p-polynomials.
(3) Let A(T ) = Λ(i, 1;α(T )) ∈ kIIIm+2, where 1 ≤ i ≤ m+ 1. Then A(T ) ∈ (k
III
m+2)
E if and only
if all entries of α(T ) are p-polynomials.
(4) Let A(T ) = Λ(2, 2;α(T )) ∈ kIVm+2(= (
1k1)
dim=2)0), where α(T ) = L(a1 | a2 | 0) ∈ 1L01.
Then A(T ) ∈ (kIVm+2)
E if and only if a1, a2 are p-polynomials.
(5) Let A(T ) = Λ(2, 2;α(T )) ∈ kVm+2(= (
1k1)
dim=3), where α(T ) = L(a1 | a2 | a) ∈ (1L1)dim=3.
Then A(T ) ∈ (kVm+2)
E if and only if a1, a2, a are p-polynomials.
(6) Let A(T ) = Λ(j+1, i+1;α(T )) ∈ kVIm+2, where α(T ) = L(a1, . . . , ai | ai+1, . . . , ai+j | a) ∈
iLj
and 3 ≤ i + j ≤ m. Then A(T ) ∈ (kVIm+2)
E if and only if a1, . . . , ai, ai+1, . . . , ai+j, a are
p-polynomials.
3.4 Equivalence relations of exponential matrices of Heisenberg groups
In this subsection, we study equivalence of two exponential matrices of (ℓHr1r2)
E (see Theorems
3.17 and 3.23 in Subsubsection 3.4.1) and those of (km+2)
E (see Theorem 3.24 in Subsubsection
3.4.2).
3.4.1 (ℓHr1r2)
E
For considering equivalence of two exponential matrices of (ℓHr1r2)
E , we shall define a parametriza-
tion of (ℓHr1r2)
E . For it, we prepare several notations.
Let R be a commutative ring R with unity and let n ≥ 1 be an integer. We denote by
GLS(n,R) the set of all symmetric matrices belonging to GL(n,R), and denote by GLS(n,R)0
the set of all matrices of GLS(n,R) whose all diagonal entries are zeroes. We define a set
GLß(n,R) as
GLß(n,R) :=
{
GLS(n,R)0 if p = 2,
GLS(n,R) if p ≥ 3.
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Let R′ be a non-necessarily commutative k-algebra. For integers i ≥ 1, i′ ≥ 0, and i′′ ≥ 1, we
denote by F (i, i′, i′′;R′) denote the set of all elements (f1, . . . , fi, fi+1, . . . , fi+i′, gi+1, . . . , gi+i′′) of
R′i+i
′+i′′ such that i + i′ elements f1, . . . , fi+i′ of R
′ are linearly independent over k, and i + i′′
elements f1, . . . , fi, gi+1, . . . , gi+i′′ of R
′ are also linearly independent over k.
For any (ℓ, r1, r2) ∈ Ωm, we define sets ℓXr1r2 and
ℓYr1r2 as{
ℓXr1r2 := GLß(r1, k)× F (r1, ℓ− r1, r2;P)×P,
ℓYr1r2 := GLß(r1, k)× k[T ]
r1 × k[T ]ℓ−r1 × k[T ]r2 × k[T ],
where P is the ring consisting of all p-polynomials. Clearly, ℓXr1r2 ⊂
ℓYr1r2. We can define a map
ϑ : ℓYr1r2 →
ℓWr1r2 as
ϑ(S,a1,a2,α2, α) := (a1,a2,α1,α2, ϕ),
where
α1 := a1 S,
and by writing a1 = (a1, . . . , ar1), we let
ϕ :=

α +
∑
1≤i<j≤r1
si,j · ai · aj if p = 2,
α +
1
2
· a1 · S ·
ta1 if p ≥ 3.
We define a map ℏ : ℓYr1r2 → H(m+ 2, k[T ]) as ℏ = h ◦ ϑ.
Lemma 3.15 For any (S,a1,a2,α2, α) ∈ ℓYr1r2, the following conditions (1) and (2) are equiva-
lent:
(1) (S,a1,a2,α2, α) ∈ ℓXr1r2.
(2) ℏ(S,a1,a2,α2, α) ∈ (ℓHr1r2)
E.
Proof. The proof follows from the definition of ℓXr1r2 and Theorem 3.3. Q.E.D.
By the above Lemma 3.15, we can regard ℏ as a bijection from ℓXr1r2 to (
ℓHr1r2)
E. We have the
following commutative diagram, where upward arrows are inclusions:
H(m+ 2, k[T ])
ℓYr1r2 ϑ
//
ℏ
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥ ℓWr1r2 ∼=
//
h
::✈✈✈✈✈✈✈✈✈
h(ℓWr1r2)
OO
ℓXr1r2
→֒ //
OO
ℏ
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙
ℓVr1r2
∼= //
OO
ℓHr1r2
OO
(ℓHr1r2)
E
OO
Keeping the above commutative diagram in mind, we shall define a group ℓGr1r2 and a map
ℓYr1r2×
ℓGr1r2 →
ℓYr1r2 , which make it possible to consider an equivalence relation of two exponential
matrices A(T ) and B(T ) of (ℓHr1r2)
E in terms of two corresponding elements x and x′ of ℓXr1r2
(see Theorem 3.17). We mention here that the map ℓYr1r2 ×
ℓGr1r2 →
ℓYr1r2 becomes an action (see
Lemma 3.18).
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Let ℓGr1r2 be the set of all regular matrices g of GL(ℓ + r1 + r2 + 1, k) with the form
g =

g1,1 O O O O
O g2,2 g2,3 g2,4 g2,5
O O g3,3 O g3,5
O O O g4,4 g4,5
O O O O g5,5
 ,
where g1,1 · tg2,2 = g
⊕r1
5,5 and the sizes of the square matrices of g1,1, g2,2, g3,3, g4,4, g5,5 are r1, r1,
ℓ− r1, r2, 1, respectively.
For any matrix Σ = (σi,j) ∈ Mat(n, k), we define an upper triangular matrix Σ+ = (σ
+
i,j) and
an lower triangular matrix Σ− = (σ
−
i,j) as
σ+i,j =
{
σi,j if i < j,
0 if i ≥ j
, σ−i,j =
{
0 if i ≤ j,
σi,j if i > j
.
Clearly, if Σ is a symmetric matrix, we have tΣ+ = Σ−.
For n ≥ 1, a ∈ k[T ]n, and Q,Σ ∈ Mat(n, k), we define a polynomial ∆a,Q,Σ+ of k[T ] as
∆a,Q,Σ+ :=
{
Tr(diag(a) ·Q · Σ+ · tQ · diag(a)) if p = 2,
0 if p ≥ 3.
Clearly, if a ∈ Pn, then ∆a,Q,Σ+ ∈ P. For any c ∈ k, we have c ·∆a,Q,Σ+ = ∆a,Q,c·Σ+.
We can define a map ℓYr1r2 ×
ℓGr1r2 →
ℓYr1r2 as
(S,a1,a2,α2, α) ⋆ g
:=
 S ′, (a1,a2,α2, α)

g2,2 g2,3 g2,4 g2,5
O g3,3 O g3,5
O O g4,4 g4,5
O O O g5,5
− (0, 0, 0,∆a1, g2,2, S′+)
 ,
where
S ′ := g−12,2 · S · g1,1.
Note that S ′ ∈ GLß(r1, k). In fact, S
′ = g−15,5 ·
tg1,1 · S · g1,1 ∈ GLS(r1, k). So, assume p = 2.
Write g1,1 = (γi,j) and S = (si,j). Then the (i, i)-th entry of
tg1,1 · S · g1,1 is calculated as
r1∑
j,j′=1
γj,i · sj,j′ · γj′,i =
∑
1≤j<j′≤r1
γj,i · sj,j′ · γj′,i +
∑
1≤j≤r1
γj,i · sj,j · γj,i +
∑
1≤j′<j≤r1
γj,i · sj,j′ · γj′,i
= 2 ·
∑
1≤j<j′≤r1
γj,i · sj,j′ · γj′,i +
∑
1≤j≤r1
γj,i · 0 · γj,i = 0.
The following basic lemma shall be used in the proof of the following Theorem 3.17.
Lemma 3.16 Let S ∈ Mat(n, k) be a symmetric matrix. Let S1, S2 be matrices of Mat(n, k)
satisfying S = S1 + S2 and
tS1 = S2. Write S = (si,j) and S1 = (s
1
i,j). Then for all x1, . . . , xn ∈
k[T ], we have
∑
1≤i<j≤n
si,jxixj =
∑
1≤i,j≤n
s1i,jxixj −
n∑
i=1
s1i,ix
2
i = x · S1 ·
tx− Tr(diag(x) · S1 · diag(x)),
where x := (x1, . . . , xn).
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3.4.1.1 Equivalence relations of exponential matrices of (ℓHr1r2)
E
Theorem 3.17 Let A(T ) ∈ (ℓHr1r2)
E and let B(T ) ∈ (ℓHr1r2)
E. Write A(T ) = ℏ(x) for some
x = (S,a1,a2,α2, α) ∈ ℓXr1r2, and B(T ) = ℏ(x
′) for some x′ = (S ′, b1, b2,β2, β) ∈
ℓXr1r2. Then the
following conditions (1) and (2) are equivalent:
(1) A(T ) and B(T ) are equivalent.
(2) x′ = x ⋆ g for some g ∈ ℓGr1r2.
Proof. We first prove (1) =⇒ (2). Using the map ϑ : ℓYr1r2 →
ℓWr1r2, we let
ϑ(x) = (a1,a2,α1,α2, ϕ) and ϑ(x
′) = (b1, b2,β1,β2, ψ).
Write S = (si,j), a1 = (a1, . . . , ar1), S
′ = (s′i,j), b1 = (b1, . . . , br1). So,
α1 = a1 S, ϕ = α +
∑
1≤i<j≤r1
si,jaiaj, b1 = β1 S
′, ψ = β +
∑
1≤i<j≤r1
s′i,jbibj . (i)
We know from Lemma 2.12 that (a1,a2,α1,α2, ϕ) = (b1, b2,β1,β2, ψ)Q for some Q ∈
ℓQr1r2 .
The equality implies
b1 = a1Q1,1, (ii)
b2 = a1Q1,2 + a2Q2,2, (iii)
β1 = α1Q3,3, (iv)
β2 = α1Q3,4 +α2Q4,4, (v)
ψ = a1Q1,5 + a2Q2,5 +α1Q3,5 +α2Q4,5 + ϕQ5,5. (vi)
Thus we respectively have from (ii), (iv), (i) and from (v), (i)
S ′ = Q−11,1 S Q3,3, (vii)
β2 = a1 S Q3,4 +α2Q4,4. (viii)
We shall show that β has the following expression:
β = a1 (Q1,5 + S Q3,5) + a2Q2,5 +α2Q4,5 + αQ5,5 −∆a1,Q1,1,S′+ . (ix)
In the case where p = 2, we have
β
(i)
= ψ −
∑
1≤i<j≤r1
s′i,jbibj
(vi), (i)
= a1 (Q1,5 + S Q3,5) + a2Q2,5 +α2Q4,5 +
(
α +
∑
1≤i<j≤r1
si,jaiaj
)
Q5,5 −
∑
1≤i<j≤r1
s′i,jbibj .
By the definition of ℓQr1r2 and (vii), we have S Q
⊕r1
5,5 = S Q3,3
tQ1,1 = Q1,1 S
′ tQ1,1, which implies
q5,5 S = Q1,1 S
′
+
tQ1,1 + Q1,1 S
′
−
tQ1,1, where Q5,5 = (q5,5). Since
t(Q1,1 S
′
+
tQ1,1) = Q1,1 S
′
−
tQ1,1,
we know from Lemma 3.16 that
q5,5 ·
∑
1≤i<j≤r1
si,jaiaj = a1 ·Q1,1 S
′
+
tQ1,1 ·
ta1 − Tr(diag(a1) ·Q1,1 S
′
+
tQ1,1 · diag(a1))
(ii)
=
∑
1≤i<j≤r1
s′i,jbibj −∆a1,Q1,1,S′+.
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Thus we have the desired expression (ix) of β. In the case where p ≥ 3, (ix) follows from the
following two expressions of ψ: ψ
(i), (ii)
= β +
1
2
a1Q1,1 S
′ tQ1,1
ta1
(vii)
= β +
1
2
a1 S Q3,3
tQ1,1
ta1
Q∈ℓQ
r1
r2
, (i)
= β + (ϕ− α)Q5,5,
ψ
(vi), (i)
= a1 (Q1,5 + S Q3,5) + a2Q2,5 +α2Q4,5 + ϕQ5,5.
Now, letting g be the matrix of GL(ℓ + r1 + r2 + 1, k) defined by
g :=

Q3,3 O O O O
O Q1,1 Q1,2 S Q3,4 Q1,5 + S Q3,5
O O Q2,2 O Q2,5
O O O Q4,4 Q4,5
O O O O Q5,5
 .
we have g ∈ ℓGr1r2 and (S
′, b1, b2,β2, β) = (S,a1,a2,α2, α) ⋆ g.
We next prove (2) =⇒ (1). We let
Q :=

g2,2 g2,3 O O O
O g3,3 O O g3,5
O O g1,1 S
−1 g2,4 S
−1 g2,5
O O O g4,4 g4,5
O O O O g5,5
 .
Then Q ∈ ℓQr1r2 and (b1, b2,β1,β2, ψ) = (a1,a2,α1,α2, ϕ)Q, which implies A(T ) and B(T ) are
equivalent (see Lemma 2.12). Q.E.D.
3.4.1.2 ℓYr1r2 x
ℓGr1r2 and
ℓXr1r2 x
ℓGr1r2
Lemma 3.18 The following assertions (1) and (2) hold true:
(1) ℓGr1r2 acts on
ℓYr1r2 from right.
(2) ℓXr1r2 is
ℓGr1r2-invariant, i.e., for all x ∈
ℓXr1r2 and g ∈
ℓGr1r2, we have x ⋆ g ∈
ℓXr1r2
The above Lemma 3.18 and Theorem 3.17 enable us to describe the set of all equivalence
classes of exponential matrices of (ℓHr1r2)
E as a quotient ℓXr1r2/
ℓGr1r2 of the action
ℓXr1r2 x
ℓGr1r2 . For
proving the above Lemma 3.18, we prepare the following Lemmas 3.19, 3.20, 3.21, and 3.22.
Let n ≥ 1. We denote by Seq the totally ordered set {(λ, µ) ∈ Z2 | 1 ≤ λ < µ ≤ n} whose
ordering ≺ is defined by
(λ, µ) ≺ (λ′, µ′)⇐⇒
{
µ < µ′,
µ = µ′ and λ < λ′.
So, Seq = {(1, 2), (1, 3), (2, 3), (1, 4), . . . , (n − 1, n)}. Clearly, the number of elements of Seq is
equal to N := (n2 − n)/2.
For any matrix Q = (qi,j) ∈ Mat(n, k), any integer 1 ≤ i ≤ n, and any (λ, µ) ∈ Seq, we let
i ◦ (λ, µ) := qi,λqi,µ, and let Q[1,n]◦Seq be the matrix of Matn,N(k) whose (i, (λ, µ))-th entries are
defined by i ◦ (λ, µ). So the i-th row ri of Q[1,n]◦Seq has the following expression:
ri = (i ◦ (λ, µ))(λ,µ)∈Seq = (qi,1qi,2, qi,1q1,3, qi,2qi,3, . . . , qi,n−1qi,n).
Lemma 3.19 For all a = (a1, . . . , an) ∈ k[T ]n, and Q,Σ = (σi,j) ∈ Mat(n, k), we have
∆a,Q,Σ+ = (a
2
1, . . . , a
2
n) ·Q
[1,n]◦Seq · t(σλ,µ)(λ,µ)∈Seq.
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Proof. By the definition of ∆a,Q,Σ+, calculating the (i, i)-th entries of Q · Σ+ ·
tQ (1 ≤ i ≤ n),
we have
∆a,Q,Σ+ =
n∑
i=1
a2i ·
∑
1≤λ,µ≤n
qi,λ · σλ,µ · qi,µ =
n∑
i=1
a2i ·
∑
(λ,µ)∈Seq
qi,λqi,µ · σλ,µ.
Q.E.D.
For any R = (ri,j) ∈ Mat(n, k) and for (i, j), (λ, µ) ∈ Seq, we let (i, j) ✶ (λ, µ) := ri,λrj,µ +
ri,µrj,λ and let R
Seq✶Seq be the matrix of Mat(N, k) whose ((i, j), (λ, µ))-th entries are defined by
(i, j) ✶ (λ, µ).
Lemma 3.20 Let Σ = (σi,j) ∈ Mat(n, k) be a symmetric matrix, and let Θ = (τi,j) ∈ Mat(n, k)
be a symmetric matrix whose all diagonal entries are zeroes. Assume that R = (ri,j) ∈ Mat(n, k)
satisfies Σ = R ·Θ · tR. Then we have
t(σλ,µ)(λ,µ)∈Seq = R
Seq✶Seq · t(τλ,µ)(λ,µ)∈Seq.
Proof. For any (i, j) ∈ Seq, we have
σi,j =
∑
1≤λ,µ≤n
ri,λ · τλ,µ · rj,µ =
∑
1≤λ<µ≤n
(ri,λrj,µ + ri,µrj,λ) · τλ,µ =
∑
(λ,µ)∈Seq
(i, j) ✶ (λ, µ) · τλ,µ.
Q.E.D.
For any Q = (qi,j) ∈ Mat(n, k), we let Q be the matrix of Mat(n, k) whose (i, j)-th entries
are defined by q2i,j .
Lemma 3.21 For all Q,R ∈ Mat(n, k), we have
(Q · R)[1,n]◦Seq = Q[1,n]◦Seq ·RSeq✶Seq +Q ·R[1,n]◦Seq.
Proof. Write Q = (qi,j), R = (ri,j), and Q · R = (ci,j). We can calculate the (ξ, (λ, µ))-th
entries of (Q · R)[1,n]◦Seq as
ξ ◦ (λ, µ) = cξ,λcξ,µ =
(
n∑
i=1
qξ,iri,λ
)
·
(
n∑
j=1
qξ,jrj,µ
)
=
∑
1≤i,j≤n
qξ,iqξ,jri,λrj,µ
=
∑
1≤i<j≤n
qξ,iqξ,jri,λrj,µ +
∑
1≤i=j≤n
qξ,iqξ,jri,λrj,µ +
∑
1≤j<i≤n
qξ,iqξ,jri,λrj,µ
=
∑
(i,j)∈Seq
qξ,iqξ,jri,λrj,µ +
n∑
i=1
q2ξ,i · ri,λri,µ +
∑
(j,i)∈Seq
qξ,jqξ,irj,µri,λ. (1)
We can calculate the (ξ, (λ, µ))-th entries of Q[1,n]◦Seq ·RSeq✶Seq as∑
(i,j)∈Seq
(ξ ◦ (i, j)) · ((i, j) ✶ (λ, µ)) =
∑
(i,j)∈Seq
qξ,iqξ,j · (ri,λrj,µ + ri,µrj,λ)
=
∑
(i,j)∈Seq
qξ,iqξ,jri,λrj,µ +
∑
(i,j)∈Seq
qξ,iqξ,jri,µrj,λ. (2)
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We can calculate the (ξ, (λ, µ))-th entries of Q · R[1,n]◦Seq as
n∑
i=1
q2ξ,i · (i ◦ (λ, µ)) =
n∑
i=1
q2ξ,i · ri,λri,µ. (3)
Hence, by (1), (2), (3), we have the desired equality. Q.E.D.
Lemma 3.22 Let a = (a1, . . . , an) ∈ k[T ]
n, let Q ∈ Mat(n, k), and let b := aQ. Let Σ,Θ, R be
as in Lemma 3.20. Then we have
∆a,Q,Σ+ +∆b,R,Θ+ = ∆a,Q·R,Θ+.
Proof. Using Lemmas 3.19, 3.20, 3,21, we have
∆a,Q,Σ+ +∆b,R,Θ+
= (a21, . . . , a
2
n) ·Q
[1,n]◦Seq · t(σλ,µ)(λ,µ)∈Seq + (b
2
1, . . . , b
2
n) · R
[1,n]◦Seq · t(τλ,µ)(λ,µ)∈Seq
= (a21, . . . , a
2
n) ·Q
[1,n]◦Seq · RSeq✶Seq · t(τλ,µ)(λ,µ)∈Seq + (a
2
1, . . . , a
2
n) ·Q
 · R[1,n]◦Seq · t(τλ,µ)(λ,µ)∈Seq
= (a21, . . . , a
2
n) · (Q
[1,n]◦Seq · RSeq✶Seq +Q · R[1,n]◦Seq) · t(τλ,µ)(λ,µ)∈Seq
= (a21, . . . , a
2
n) · (Q ·R)
[1,n]◦Seq · t(τλ,µ)(λ,µ)∈Seq
= ∆a,Q·R,Θ.
Q.E.D.
For any g ∈ ℓGr1r2, let g(1,1) be the submatrix of g obtained by deleting from g the rows and
columns through g1,1, i.e.,
g(1,1) :=

g2,2 g2,3 g2,4 g2,5
O g3,3 O g3,5
O O g4,4 g4,5
O O O g5,5
 ∈ GL(ℓ+ r2 + 1, k).
Now, we prove Lemma 3.18. In order to prove that ℓGr1r2 acts from right on
ℓYr1r2, we choose an
arbitrary element y of ℓYr1r2 and arbitrary two elements g, h of
ℓGr1r2. Write y, y ⋆g, (y ⋆g)⋆h ∈
ℓYr1r2
as 
y = (S,a1,a2,α2, α),
y ⋆ g = (S ′, b1, b2,β2, β),
(y ⋆ g) ⋆ h = (S ′′, c1, c2,γ2, γ).
So, we have
(y ⋆ g) ⋆ h
= (h−12,2 g
−1
2,2 S g1,1 h1,1, (a1,a2,α2, α)g(1,1)h(1,1) − (0, 0, 0,∆a1, g2,2, S′+ · h5,5 +∆b1, h2,2, S′′+
))
and
y ⋆ (g · h) = ((g2,2 h2,2)
−1 S g1,1 h1,1, (a1,a2,α2, α)(gh)(1,1) − (0, 0, 0,∆a1, g2,2·h2,2, S′′+)).
For proving (y ⋆ g) ⋆ h = y ⋆ (g · h), we have only to show that
∆a1, g2,2, S′+ · h5,5 +∆b1, h2,2, S′′+
= ∆a1, g2,2·h2,2, S′′+ ,
where S ′ = g−12,2 S g1,1 and S
′′ = h−12,2 g
−1
2,2 S g1,1 h1,1. Note that h5,5 S
′ = h2,2 · S ′′ · th2,2. We know
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from Lemma 3.22 that
∆a1, g2,2, S′+ · h5,5 +∆b1, h2,2, S′′+
= ∆a1, g2,2, h5,5 S′+ +∆b1, h2,2, S′′+
= ∆a1, g2,2·h2,2, S′′+.
Clearly, y ⋆ Iℓ+r1+r2+1 = y. Thus, the assertion (1) is proved.
We next prove the assertion (2). Choose an arbitrary element x of ℓXr1r2 and an arbitrary
element g of ℓGr1r2 . Write x = (S,a1,a2,α2, α). Therefore, (a1,a2,α2) ∈ F (r1, ℓ − r1, r2,P).
Since
(b1, b2) = (a1,a2)
(
g2,2 g2,3
O g3,3
)
and (b1,β2) = (a1,α2)
(
g2,2 g2,4
O g4,4
)
,
we have (b1, b2,β2) ∈ F (r1, ℓ− r1, r2,P). Q.E.D.
Now, we have the following theorem:
Theorem 3.23 For all (ℓ, r1, r2) ∈ Ωm, we have
(ℓHr1r2)
E/ ∼ ∼= ℓXr1r2 /
ℓGr1r2.
3.4.2 (km+2)
E
We are interested in an equivalence relation of two exponential matrices belonging to any one of
the five sets (kIIm+2)
E , (kIIIm+2)
E , (kIVm+2)
E , (kVm+2)
E, (kVIm+2)
E.
We obtain the following theorem from Theorems 2.14, 2.15, 2.17, 2.19, 2.22.
Theorem 3.24 The following assertions (1), (2), (3), (4), (5) hold true.
(1) Let A(T ) = Λ(1, j;α(T )) ∈ (kIIm+2)
E and B(T ) = Λ(1, j′; β(T )) ∈ (kIIm+2)
E, where 1 ≤
j, j′ ≤ m+ 1. Then the following conditions (1.1) and (1.2) are equivalent:
(1.1) A(T ) and B(T ) are equivalent.
(1.2) j = j′, and β(T ) = α(T )Q for some Q ∈ GL(j, k).
(2) Let A(T ) = Λ(i, 1;α(T )) ∈ (kIIIm+2)
E and B(T ) = Λ(i′, 1; β(T )) ∈ (kIIIm+2)
E, where 2 ≤
i, i′ ≤ m+ 1. Then the following conditions (2.1) and (2.2) are equivalent:
(2.1) A(T ) and B(T ) are equivalent.
(2.2) i = i′, and β(T ) = Q · α(T ) for some Q ∈ GL(i, k).
(3) Let A(T ) = Λ(2, 2;α(T )) ∈ (kIVm+2)
E and let B(T ) = Λ(2, 2; β(T )) ∈ (kIVm+2)
E, where
α(T ) = L(a1 | a2 | 0) ∈ 1L01 and β(T ) = L(b1 | b2 | 0) ∈
1L01, where a1, a2, b1, b2 ∈ P. Then
the following conditions (3.1) and (3.2) are equivalent:
(3.1) A(T ) and B(T ) are equivalent.
(3.2) (b1, b2) = (a1, a2) g for some g ∈ GLDD(2, k).
(4) Let A(T ) = Λ(2, 2;α(T )) ∈ (kVm+2)
E and let B(T ) = Λ(2, 2; β(T )) ∈ (kVm+2)
E, where
α(T ) = L(a1 | a2 | a) ∈ (1L1)dim=3, β(T ) = L(b1 | b2 | b) ∈ (1L1)dim=3, and a1, a2, a, b1, b2, b ∈
P. Then the following conditions (4.1) and (4.2) are equivalent:
(4.1) A(T ) and B(T ) are equivalent.
(4.2) (b1, b2, b) = (a1, a2, a) g for some g ∈ V (1, 1, 1; k).
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(5) Let A(T ) = Λ(j + 1, i + 1;α(T )) ∈ (kVIm+2)
E and let B(T ) = Λ(j′ + 1, i′ + 1; β(T )) ∈
(kVIm+2)
E, where α(T ) = L(a1, . . . , ai | ai+1, . . . , ai+j | a) ∈ iLj, a1, . . . , ai+j, a ∈ P, and
β(T ) = L(b1, . . . , bi′ | bi′+1, . . . , bi′+j′ | b) ∈ i
′
Lj′, b1, . . . , bi′+j′, b ∈ P. Then the following
conditions (5.1) and (5.2) are equivalent:
(5.1) A(T ) and B(T ) are equivalent.
(5.2) (i, j) = (i′, j′), and (b1, . . . , bi, bi+1, . . . , bi+j , b) = (a1, . . . , ai, ai+1, . . . , ai+j , a) g for
some g ∈ V (i, j, 1).
4 Exponential matrices of size four-by-four
4.1 E(4, k[T ])E
Theorem 4.1 We have
E(4, k[T ])E ❀ UE[4] ∪ U
E
[3,1] ∪ U
E
[1,3] ∪ A(1, 3)
E ∪ A(2, 2)E ∪ A(3, 1)E ∪ (2H20)
E .
Proof. We know from Lemma 1.12 that
E(4, k[T ])❀ UE4 =
⋃
[d1, . . . , dt] is an ordered partition of 4
UE[d1,...,dt].
We can make a list of all ordered partitions of 4 as follows:
[4], [3, 1], [2, 2], [1, 3], [2, 1, 1], [1, 2, 1] [1, 1, 2], [1, 1, 1, 1].
Thus
E(4, k[T ])❀ UE[4] ∪ U
E
[3,1] ∪ U
E
[2,2] ∪ U
E
[1,3] ∪ U
E
[2,1,1] ∪ U
E
[1,2,1] ∪ U
E
[1,1,2] ∪ U
E
[1,1,1,1].
Note that UE[2,2]∪U
E
[2,1,1]∪U
E
[1,1,2]∪U
E
[1,1,1,1] ⊂ H(4, k[T ])
E and UE[1,2,1] ⊂ A(2, 2)
E. Recalling Theorem
3.1, we have
E(4, k[T ])
❀ UE[4] ∪ U
E
[3,1] ∪ U
E
[1,3] ∪ H(4, k[T ])
E ∪ A(2, 2)E
❀ UE[4] ∪ U
E
[3,1] ∪ U
E
[1,3] ∪
(k4)E ∪ ⋃
(ℓ,r1,r2)∈Ω2
(ℓHr1r2)
E
 ∪ A(2, 2)E.
Since k4 ⊂ A(1, 3) ∪ A(2, 2) ∪ A(3, 1), we have
(k4)
E ⊂ A(1, 3)E ∪ A(2, 2)E ∪ A(3, 1)E.
Note that Ω2 = {(1, 1, 0), (1, 1, 1), (2, 1, 0), (2, 2, 0)} and that
(1H10)
E
❀ (U[3,1])
E , (1H11)
E
❀ (U[1,3])
E, (2H10)
E
❀ (U[3,1])
E.
Hence we have
E(4, k[T ])E ❀ UE[4] ∪ U
E
[3,1] ∪ U
E
[1,3] ∪ A(1, 3)
E ∪ A(2, 2)E ∪ A(3, 1)E ∪ (2H20)
E .
Q.E.D.
The following is a corollary of the above Theorem 4.1:
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Corollary 4.2 We have
E(4, k[T ])E
❀

A(1, 3)E ∪ A(2, 2)E ∪ A(3, 1)E ∪ (2H20)
E if p = 2,
JE[3,1] ∪ J
E
[1,3] ∪ A(1, 3)
E ∪ A(2, 2)E ∪ A(3, 1)E ∪ (2H20)
E if p = 3,
JE[4] ∪ J
E
[3,1] ∪ J
E
[1,3] ∪ A(1, 3)
E ∪ A(2, 2)E ∪ A(3, 1)E ∪ (2H20)
E if p ≥ 5.
Proof. Recall Corollaries 1.15, 1.22 and 1.26. Q.E.D.
We know forms of exponential matrices belonging to any one of the sets JE[4] (see Lemma
1.16), JE[3,1] (see Lemma 1.23), J
E
[1,3] (see Lemma 1.27), A(1, 3)
E, A(2, 2)E, A(3, 1)E (see Lemma
1.28), and (2H20)
E (see Theorem 3.3).
Now we can describe the following classification of exponential matrices of size four-by-four:
4.2 A classification of exponential matrices of size four-by-four, up
to equivalence
4.2.1 p = 2
Theorem 4.3 Assume p = 2. Any exponential matrix of Mat(4, k[T ]) is equivalent to one of
the following exponential matrices (1), (2), (3), (4):
(1)

1 a b c
0 1 0 0
0 0 1 0
0 0 0 1
 ( a, b, c are p-polynomials ).
(2)

1 0 a b
0 1 c d
0 0 1 0
0 0 0 1
 ( a, b, c, d are p-polynomials ).
(3)

1 0 0 a
0 1 0 b
0 0 1 c
0 0 0 1
 ( a, b, c are p-polynomials ).
(4)

1 a b µab+ c
0 1 0 µb
0 0 1 µa
0 0 0 1

 a, b, c are p-polynomials,a, b are linearly independent over k,
µ ∈ k
 .
4.2.2 p = 3
Theorem 4.4 Assume p = 3. Any exponential matrix A(T ) of Mat(4, k[T ]) is equivalent to one
of the following exponential matrices (1), (2), (3), (4), (5), (6):
(1)

1 a 1
2
a2 + b c
0 1 a 0
0 0 1 0
0 0 0 1
 ( a, b, c are p-polynomials,a 6= 0
)
.
(2)

1 0 0 c
0 1 a 1
2
a2 + b
0 0 1 a
0 0 0 1
 ( a, b, c are p-polynomials,a 6= 0
)
.
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(3)

1 a b c
0 1 0 0
0 0 1 0
0 0 0 1
 ( a, b, c are p-polynomials ).
(4)

1 0 a b
0 1 c d
0 0 1 0
0 0 0 1
 ( a, b, c, d are p-polynomials ).
(5)

1 0 0 a
0 1 0 b
0 0 1 c
0 0 0 1
 ( a, b, c are p-polynomials ).
(6)

1 a b λ
2
a2 + µab+ ν
2
b2 + c
0 1 0 λa+ µb
0 0 1 µa+ νb
0 0 0 1

 a, b, c are p-polynomials,a, b are linearly independent over k,
λ, µ, ν ∈ k, and λν − µ2 6= 0
 .
4.2.3 p ≥ 5
Theorem 4.5 Assume p ≥ 5. Any exponential matrix A(T ) ∈ Mat(4, k[T ]) is equivalent to one
of the following exponential matrices (1), (2), (3), (4), (5), (6), (7):
(1)

1 a 1
2
a2 + b 1
6
a3 + ab+ c
0 1 a 1
2
a2 + b
0 0 1 a
0 0 0 1
 ( a, b, c are p-polynomials,a 6= 0
)
.
(2)

1 a 1
2
a2 + b c
0 1 a 0
0 0 1 0
0 0 0 1
 ( a, b, c are p-polynomials,a 6= 0
)
.
(3)

1 0 0 c
0 1 a 1
2
a2 + b
0 0 1 a
0 0 0 1
 ( a, b, c are p-polynomials,a 6= 0
)
.
(4)

1 a b c
0 1 0 0
0 0 1 0
0 0 0 1
 ( a, b, c are p-polynomials ).
(5)

1 0 a b
0 1 c d
0 0 1 0
0 0 0 1
 ( a, b, c, d are p-polynomials ).
(6)

1 0 0 a
0 1 0 b
0 0 1 c
0 0 0 1
 ( a, b, c are p-polynomials ).
59
(7)

1 a b λ
2
a2 + µab+ ν
2
b2 + c
0 1 0 λa+ µb
0 0 1 µa+ νb
0 0 0 1

 a, b, c are p-polynomials,a, b are linearly independent over k,
λ, µ, ν ∈ k, and λν − µ2 6= 0
 .
5 On modular representations of elementary abelian p-
groups
5.1 Rep(E, n), Rep(Er, n)
For any group G and any integer n ≥ 1, we denote by Rep(G, n) the set of all n-dimensional
representations ρ : G→ GL(n, k) of G.
Let
E :=
⊕
i≥0
Z/pZ
be the direct sum of a family of p-cyclic groups indexed by the set of all non-negative integers.
For any integer r ≥ 1, let Er be the group
Er :=
r−1⊕
i=0
Z/pZ.
We say that Er is an elementary abelian p-group of rank r. Defining an inclusion ir,∞ : Er →֒ E as
([i0], . . . , [ir−1]) 7→ ([i0], . . . , [ir−1], [0], [0], . . .), we can define a map πr : Rep(E, n) → Rep(Er, n)
as πr(ρ) := ρ ◦ ir,∞. The map πr has a right split map ιr : Rep(Er, n) → Rep(E, n), i.e.,
πr ◦ ιr = idRep(Er ,n). In fact, define ιr : Rep(Er, n)→ Rep(E, n) as
ιr(̺) := ρ, ρ(ei) :=
{
̺(ei) if 0 ≤ i ≤ r − 1,
In if i ≥ r,
where each ei is the element of E such that the i-th entry is [1] and the other entires are [0].
Clearly, ιr is injective. Thus we have
⋃
r≥1Rep(Er, n) ⊂ Rep(E, n), and we can define a map
f :
⋃
r≥1Rep(Er, n)→ E(n, k[T ]) as
f(ρ) :=
∏
i≥1
Exp(T p
i−1
· (ρ(ei−1)− In)).
Clearly, f is bijective.
For all integers n, r ≥ 1, we define the sets Un,r, Un, Nn,r and Nn as
Un,r :=
(Ui)i≥1 ∈∏
i≥1
Mat(n, k)
∣∣∣∣∣∣
Upi = In ( 1 ≤ ∀i ≤ r ),
UjUℓ = UℓUj ( 1 ≤ ∀j, ℓ ≤ r ),
Ui = In ( ∀i ≥ r + 1)
 ,
Un :=
⋃
r≥1
Un,r,
Nn,r :=
(Ni)i≥1 ∈∏
i≥1
Mat(n, k)
∣∣∣∣∣∣
Npi = On ( 1 ≤ ∀i ≤ r ),
NjNℓ = NℓNj ( 1 ≤ ∀j, ℓ ≤ r ),
Ni = On ( ∀i ≥ r + 1 )
 ,
Nn :=
⋃
r≥1
Nn,r.
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We can define a map g :
⋃
r≥1Rep(Er, n) → Un as g(ρ) := (ρ(ei−1))i≥1, and can also define
a map h : Un → Nn as h((Ui)i≥1) := (Ui − In)i≥1. Clearly, both g and h are bijective. Let
exp : Nn → E(n, k[T ]) be the bijection defined by exp := f ◦ g−1 ◦ h−1, i.e.,
exp(N1, N2, . . .) :=
∏
i≥1
Exp(T p
i−1
Ni).
We have the following commutative diagram:
Nn,r
⊂ // Nn
exp
∼=
❄
❄❄
❄❄
❄❄
❄❄
❄
❄❄
❄❄
❄❄
❄
❄❄
❄❄
❄
Un,r
⊂ //
h ∼=
OO
Un
h ∼=
OO
Rep(Er, n) //
g ∼=
OO
⋃
r≥1
Rep(Er, n) f
∼= //
g ∼=
OO
E(n, k[T ])
Define an equivalence relation ∼ on
∏
i≥1Mat(n, k) as follows: Two elements (Ai)i≥1 and
(Bi)i≥1 of
∏
i≥1Mat(n, k) are equivalent if there exists P ∈ GL(n, k) such that (P
−1AiP )i≥1 =
(Bi)i≥1. We similarly define equivalence relations on Un, Un,r, Nn, Nn,r. Then the following
commutative diagram is induced:
Nn,r/ ∼
⊂ // Nn/ ∼
exp
!!❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉
Un,r/ ∼
⊂ //
h ∼=
OO
Un/ ∼
h∼=
OO
Rep(Er, n)/ ∼
ιr //
g ∼=
OO
⋃
r≥1
Rep(Er, n)/ ∼
f
∼=
//
g∼=
OO
E(n, k[T ])/ ∼
5.2 j[n], j[n,1], j[1,n], a(i1, i2, i3),
ℓhr1r2(S), k
♭
m+2
For any A(T ) ∈ E(n, k[T ]), there exists (N1, . . . , Nr, On, On, . . .) ∈ Nn,r such that A(T ) =
exp(N1, . . . , Nr, On, On, . . .) (see Lemma 1.5). For any exponential matrix A(T ) belonging to
one of the five sets JE[n], J
E
[n,1], J
E
[1,n], A(i1, i2, i3)
E , (ℓHr1r2)
E , (km+2)
E, we consider the exponential
expression of A(T ) (see the following Lemmas 5.1, 5.2, 5.3, 5.4, 5.5, 5.6). For the consideration,
we introduce finite dimensional k-algebras j[n], j[n,1], j[1,n], a(i1, i2, i3),
ℓhr1r2(S), k
♭
m+2.
In this subsection, if we say that a subset g of Mat(n, k) is a subalgebra of Mat(n, k), we do
not assume g is unital. For any subalgebra g of Mat(n, k), we let g⊕r denote the direct sum of
the r-copies of g. We can regard g⊕r as a subalgebra of
∏
i≥1Mat(n, k) through the inclusion
g⊕r →
∏
i≥1Mat(n, k) defined by (g1, . . . , gr) 7→ (g1, . . . , gr, On, On, . . .).
5.2.1 j[n]
Let n ≥ 2 be an integer. We define a subset j[n] of Mat(n+ 1, k) as
j[n] :=
{
n−1∑
i=1
siν
i
n ∈ Mat(n, k)
∣∣∣∣∣ s1, . . . , sn−1 ∈ k
}
.
Clearly, j[n] becomes a commutative subalgebra of Mat(n, k). For all N ∈ j[n], we have Nn = O.
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Lemma 5.1 Assume 1 ≤ n ≤ p. Then the following assertions (1) and (2) hold true:
(1) j[n]
⊕r ⊂ Nn,r (∀r ≥ 1).
(2) JE[n] ⊂
⋃
r≥1
exp(j[n]
⊕r).
Proof. The proof of assertion (1) is straightforward. We shall prove assertion (2). Choose any
element A(T ) of JE[n]. We can express A(T ) as A(T ) = Exp(
∑n−1
i=1 fiν
i
n) for some p-polynomials
fi (1 ≤ i ≤ n − 1) (see Lemma 1.16). We can express the polynomial matrix
∑n−1
i=1 fiν
i
n as∑n−1
i=1 fiν
i
n =
∑r
i=1 T
pi−1Ni, where N1, . . . , Nr ∈ j[n]. Thus A(T ) = exp(N1, . . . , Nr, On, On, . . .) ∈
exp(j[n]
⊕r). Q.E.D.
5.2.2 j[n,1]
Let n ≥ 2 be an integer. We define a subset j[n,1] of Mat(n+ 1, k) as
j[n,1] :=


n−1∑
i=1
siν
i
n sne1
0 0
 ∈ Mat(n+ 1, k)
∣∣∣∣∣∣∣ s1, . . . , sn ∈ k
 .
Clearly, j[n,1] becomes a commutative subalgebra of Mat(n + 1, k). For all N ∈ j[n,1], we have
Nn = O.
Lemma 5.2 Assume 1 ≤ n ≤ p. Then the following assertions (1) and (2) hold true:
(1) j[n,1]
⊕r ⊂ Nn+1,r (∀r ≥ 1).
(2) JE[n,1] ⊂
⋃
r≥1
exp(j[n,1]
⊕r).
Proof. The proof of assertion (1) is straightforward. We shall prove assertion (2). By Lemma
5.1, we can write A(T ) as
A(T ) =
(
exp(N) 0
0 1
)(
In fne1
0 1
)
,
where N = (Ni)i≥1 ∈
⋃
r≥1 j[n]
⊕r(⊂ Nn) and fn is a p-polynomial. Write fn =
∑
i≥1 ciT
pi−1,
where ci ∈ k for all i ≥ 1. Letting
N̂i :=
(
Ni cie1
0 0
)
∈ j[n,1] (∀i ≥ 1),
we have A(T ) = Exp
(∑
i≥1 T
pi−1N̂i
)
. Clearly, there exists an integer r ≥ 1 such that N̂i = O
for all i ≥ r + 1. Thus A(T ) = exp(N̂1, . . . , N̂r, On+1, On+1, . . .) ∈ exp(j[n,1]
⊕r). Q.E.D.
5.2.3 j[1,n]
Let n ≥ 2 be an integer. We define a subset j[1,n] of Mat(n+ 1, k) as
j[1,n] :=

 0 sn
ten
0
n−1∑
i=1
siν
i
n
 ∈ Mat(n+ 1, k)
∣∣∣∣∣∣∣ s1, . . . , sn ∈ k
 .
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Clearly, j[1,n] becomes a commutative subalgebra of Mat(n + 1, k). For all N ∈ j[1,n], we have
Nn = O.
Lemma 5.3 Assume 1 ≤ p ≤ n. Then the following assertions (1) and (2) hold true:
(1) j[1,n]
⊕r ⊂ Nn+1,r (∀r ≥ 1).
(2) JE[1,n] ⊂
⋃
r≥1
exp(j[1,n]
⊕r).
Proof. Arguing as in the proof of Lemma 5.2, we can prove. Q.E.D.
5.2.4 a(i1, i2, i3)
For integers i1, i2, i3 with i1 ≥ 1, i2 ≥ 0 and i3 ≥ 1, we define a subset a(i1, i2, i3) of Mat(i1 +
i2 + i3, k) as
a(i1, i2, i3) :=

 Oi1 Oi1,i2 αOi2,i1 Oi2 Oi2,i3
Oi3,i1 Oi3,i2 Oi3
 ∈ Mat(i1 + i2 + i3, k)
∣∣∣∣∣∣ α ∈ Mati1,i3(k)
 .
We frequently use the notation a(i1, i3) in place of a(i1, i2, i3) if we can understand the value of
i1+ i2+ i3 from the context. Clearly, a(i1, i2, i3) becomes a commutative subalgebra of Mat(i1+
i2 + i3, k). For all N ∈ a(i1, i2, i3), we have N2 = O.
Lemma 5.4 Then the following assertions (1) and (2) hold true:
(1) a(i1, i2, i3)
⊕r ⊂ Ni1+i2+i3,r (∀r ≥ 1).
(2) A(i1, i2, i3)
E ⊂
⋃
r≥1
exp(a(i1, i2, i3)
⊕r).
Proof. The proof of assertion (1) is straightforward. We shall prove assertion (2). Choose
any element A(T ) of a(i1, i2, i3)
E . We can write A(T ) as A(T ) = Λ(i1, i2, i3;α(T )) for some
α(T ) ∈ Mati1,i3(k[T ]). Clearly, A(T ) = Exp(A(T )− Ii1+i2+i3). We know from Lemma 1.28 that
all A(T ) − Ii1+i2+i3 =
∑r
i=1 T
pi−1Ni for some matrices N1, . . . , Nr of a(i1, i2, i3). Thus we have
A(T ) = exp(N1, . . . , Nr, On, On, . . .) ∈ exp(a(i1, i2, i3)⊕r). Q.E.D.
5.2.5 ℓhr1r2(S)
Let m ≥ 1 and let (ℓ, r1, r2) ∈ Ωm. For any S ∈ GLß(r1, k), we let ℓhr1r2(S) be the set of all
matrices N of Mat(m+ 2, k) satisfying the following conditions (1), (2), (3):
(1) N = η(a1, . . . , a2m+1)− Im+2 for some a1, . . . , a2m+1 ∈ k.
(2) (am+1, . . . , am+r1) = (a1, . . . , ar1)S.
(3) ai = 0 for all integers i within one of the following ranges
ℓ+ 1 ≤ i ≤ m, m+ r1 + 1 ≤ i ≤ m+ ℓ, m+ ℓ+ r2 + 1 ≤ i ≤ 2m.
Clearly, ℓhr1r2(S) becomes a commutative subalgebra of Mat(m + 2, k), and for any N ∈
ℓhr1r2(S)
we have Im+2+N ∈ H(m+2, k). If p ≥ 3, for all N,N ′ ∈ ℓhr1r2(S), we have N
2 ·N ′ = O. If p = 2,
we have N2 = O for all N ∈ ℓhr1r2(S).
Lemma 5.5 The following assertions (1) and (2) hold true:
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(1) ℓhr1r2(S)
⊕r
⊂ Nm+2,r (∀r ≥ 1).
(2) (ℓHr1r2)
E ⊂
⋃
S∈GLß(r1,k)
exp(ℓhr1r2(S)
⊕r
) ⊂ H(m+ 2, k[T ])E.
Proof. The proof of assertion (1) is straightforward. We shall prove assertion (2). Choose any
A(T ) = η(a1, . . . , a2m+1) ∈ ℓHr1r2 . Then a1, . . . , a2m+1 satisfies the conditions (1), (2) and (3) in
Theorem 3.3. So, we can express A(T ) as
A(T ) =
 ∏
1≤i≤r1
Exp
 0 ai · tei 00 Om S · (aiei)
0 0 0
 ·
 ∏
r1+1≤i≤ℓ
Exp
 0 ai · tei 00 Om 0
0 0 0

·
 ∏
m+ℓ+1≤i≤m+ℓ+r2
Exp
 0 0 00 Om ai · ei−m
0 0 0
 ·
Exp
 0 0 α(T )0 Om 0
0 0 0
 .
Write the p-polynomials ai (1 ≤ i ≤ 2m) and α(T ) as ai =
∑
j≥0 ci,jT
pj and α(T ) =
∑
j≥0 djT
pj .
Let
Nj =
 ∑
1≤i≤r1
 0 ci,j · tei 00 Om S · (ci,jei)
0 0 0
 +
 ∑
r1+1≤i≤ℓ
 0 ci,j · tei 00 Om 0
0 0 0

+
 ∑
m+ℓ+1≤i≤m+ℓ+r2
 0 0 00 Om ci,j · ei−m
0 0 0
+
 0 0 dj0 Om 0
0 0 0
 (∀j ≥ 0).
Each Nj ∈ ℓhr1r2(S), and there exists an integer r ≥ 1 such that Nj = O for all j ≥ r. Thus
we have A(T ) = exp(N0, . . . , Nr−1, On, On, . . .) ∈ exp(
ℓhr1r2(S)
⊕r
). It is straightforward to prove⋃
S∈GLß(r1,k)
exp(ℓhr1r2(S)
⊕r
) ⊂ H(m+ 2, k[T ])E. Q.E.D.
5.2.6 k♭m+2
For any m ≥ 1, we denote by k♭m+2 the set of all matrices N of Mat(m + 2, k) satisfying the
following conditions (1) and (2):
(1) N = η(a1, . . . , a2m+1)− Im+2 for some a1, . . . , a2m+1 ∈ k.
(2) η(a1, . . . , a2m+1) ∈ km+2.
Clearly, k♭m+2 is a commutative subalgebra of Mat(m + 2, k), and for any N ∈ k
♭
m+2 we have
Im+2 +N ∈ H(m+ 2, k) and N2 = Om+2.
Lemma 5.6 The following assertions (1) and (2) hold true:
(1) (k♭m+2)
⊕r ⊂ Nm+2,r (∀r ≥ 1).
(2) (km+2)
E ⊂
⋃
r≥1
exp((k♭m+2)
⊕r) ⊂ H(m+ 2, k[T ])E.
Proof. The proof follows from Lemma 1.28 (see the proof of Lemma 5.4). Q.E.D.
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5.3 A classification of modular representations of elementary abelian
p-groups into Heisenberg groups, up to equivalence
The following theorem gives a classification of modular representations of elementary abelian
p-groups into Heisenberg groups, up to equivalence.
Theorem 5.7 Let r,m ≥ 1 be integers. Then the following assertions (1) and (2) hold true:
(1) For any N = (N1, . . . , Nr) ∈ Nm+2,r belonging to one of the following finite dimensional
algebras:
(k♭m+2)
⊕r, ℓhr1r2(S)
⊕r
(S ∈ GLß(r1, k) ),
the map ̺ : (Z/pZ)r → GL(m+ 2, k) defined by
̺([i1], . . . , [ir]) := (Im+2 +N1)
i1 · · · (Im+2 +Nr)
ir
becomes a group homomorphism, and ̺((Z/pZ)r) ⊂ H(m+ 2, k).
(2) Let ̺ : (Z/pZ)r → GL(m + 2, k) be a modular representation satisfying ̺((Z/pZ)r) ⊂
H(m + 2, k). Let N := (̺(e1) − Im+2, . . . , ̺(er) − Im+2) ∈ Nm+2,r. Then there exists
N ′ ∈ Nn,r such that N ′ is equivalent to N , and N ′ belongs to one of the following finite
dimensional algebras:
(k♭m+2)
⊕r, ℓhr1r2(S)
⊕r
(S ∈ GLß(r1, k) ),
Proof. Assertion (1) is clear from the definitions of Nn,r, k♭m+2 and
ℓhr1r2 . Assertion (2) follows
from Theorem 3.1 and Lemmas 5.6, 5.5. Q.E.D.
5.4 A classification of modular representations of elementary abelian
p-groups in dimension four, up to equivalence
In this subsection, we write down a classification of four-dimensional modular representations of
elementary abelian p-groups, up to equivalence. Let r ≥ 1 be an integer. We know in Section
5.1 that
Rep(Er, 4)/ ∼ →֒ E(4, k[T ])/ ∼
So, for any ̺ : Er → GL(4, k), we have an exponential matrix A(T ) ∈ E(4, k[T ]) such that
A(T ) = exp(N1, . . . , Nr, O4, O4, . . .), where (Ni)1≤i≤r := (̺(ei) − I4)1≤i≤r ∈ N4,r. By Corollary
4.2, there exists a regular matrix P of GL(4, k) such that
P−1A(T )P ∈

A(1, 3)E ∪ A(2, 2)E ∪ A(3, 1)E ∪ (2H20)
E if p = 2,
JE[3,1] ∪ J
E
[1,3] ∪ A(1, 3)
E ∪ A(2, 2)E ∪ A(3, 1)E ∪ (2H20)
E if p = 3,
JE[4] ∪ J
E
[3,1] ∪ J
E
[1,3] ∪ A(1, 3)
E ∪ A(2, 2)E ∪ A(3, 1)E ∪ (2H20)
E if p ≥ 5.
Note that P−1A(T )P = exp(P−1N1P, . . . , P
−1NrP,O4, O4, . . .). We know from Subsection 5.2
that N ′ := (P−1N1P, . . . , P
−1NrP ) satisfies
N ′ ∈

a(3, 1)⊕r ∪ a(2, 2)⊕r ∪ a(1, 3)⊕r ∪
⋃
S∈GLß(2,k)
2h02(S)
⊕r
if p = 2,
j[3,1]
⊕r ∪ j[1,3]
⊕r ∪ a(3, 1)⊕r ∪ a(2, 2)⊕r ∪ a(1, 3)⊕r ∪
⋃
S∈GLß(2,k)
2h02(S)
⊕r
if p = 3,
j[4]
⊕r ∪ j[3,1]
⊕r ∪ j[1,3]
⊕r ∪ a(3, 1)⊕r ∪ a(2, 2)⊕r ∪ a(1, 3)⊕r ∪
⋃
S∈GLß(2,k)
2h02(S)
⊕r
if p ≥ 5.
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Now, we are ready to write down the classification of modular representations ̺ : (Z/pZ)r →
GL(4, k), up to equivalence.
5.4.1 p = 2
Theorem 5.8 Assume p = 2. Let r ≥ 1 be an integer and let ̺ : (Z/pZ)r → GL(4, k) be a
modular representation. Then ̺ is equivalent to a representation ̺′ : (Z/pZ)r → GL(4, k) such
that ̺′(ei) (1 ≤ i ≤ r) have one of the following forms (1), (2), (3), (4):
(1)

1 αi βi γi
0 1 0 0
0 0 1 0
0 0 0 1
 (1 ≤ i ≤ r).
(2)

1 0 αi βi
0 1 γi δi
0 0 1 0
0 0 0 1
 (1 ≤ i ≤ r).
(3)

1 0 0 αi
0 1 0 βi
0 0 1 γi
0 0 0 1
 (1 ≤ i ≤ r).
(4)

1 αi βi γi
0 1 0 µβi
0 0 1 µαi
0 0 0 1
 (1 ≤ i ≤ r) having a constant µ ∈ k with µ 6= 0.
5.4.2 p = 3
Theorem 5.9 Assume p = 3. Let r ≥ 1 be an integer and let ̺ : (Z/pZ)r → GL(4, k) be a
modular representation. Then ̺ is equivalent to a representation ̺′ : (Z/pZ)r → GL(4, k) such
that ̺′(ei) (1 ≤ i ≤ r) have one of the following forms (1), (2), (3), (4), (5), (6):
(1)

1 αi βi γi
0 1 αi 0
0 0 1 0
0 0 0 1
 (1 ≤ i ≤ r).
(2)

1 0 0 γi
0 1 αi βi
0 0 1 αi
0 0 0 1
 (1 ≤ i ≤ r).
(3)

1 αi βi γi
0 1 0 0
0 0 1 0
0 0 0 1
 (1 ≤ i ≤ r).
(4)

1 0 αi βi
0 1 γi δi
0 0 1 0
0 0 0 1
 (1 ≤ i ≤ r).
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(5)

1 0 0 αi
0 1 0 βi
0 0 1 γi
0 0 0 1
 (1 ≤ i ≤ r).
(6)

1 αi βi γi
0 1 0 λαi + µβi
0 0 1 µαi + νβi
0 0 0 1
 (1 ≤ i ≤ r) having constants λ, µ, ν ∈ k with λν − µ2 6= 0.
5.4.3 p ≥ 5
Theorem 5.10 Assume p = 5. Let r ≥ 1 be an integer and let ̺ : (Z/pZ)r → GL(4, k) be a
modular representation. Then ̺ is equivalent to a representation ̺′ : (Z/pZ)r → GL(4, k) such
that ̺′(ei) (1 ≤ i ≤ r) have one of the following forms (1), (2), (3), (4), (5), (6), (7):
(1)

1 αi βi γi
0 1 αi βi
0 0 1 αi
0 0 0 1
 (1 ≤ i ≤ r).
(2)

1 αi βi γi
0 1 αi 0
0 0 1 0
0 0 0 1
 (1 ≤ i ≤ r).
(3)

1 0 0 γi
0 1 αi βi
0 0 1 αi
0 0 0 1
 (1 ≤ i ≤ r).
(4)

1 αi βi γi
0 1 0 0
0 0 1 0
0 0 0 1
 (1 ≤ i ≤ r).
(5)

1 0 αi βi
0 1 γi δi
0 0 1 0
0 0 0 1
 (1 ≤ i ≤ r).
(6)

1 0 0 αi
0 1 0 βi
0 0 1 γi
0 0 0 1
 (1 ≤ i ≤ r).
(7)

1 αi βi γi
0 1 0 λαi + µβi
0 0 1 µαi + νβi
0 0 0 1
 (1 ≤ i ≤ r) having constants λ, µ, ν ∈ k with λν − µ2 6= 0.
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