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1. INTRODUCTION 
In the study of repairable systems, which is an important topic in reliability, there is extensive 
literature on availability characteristics of repairable systems with two or three components under 
various assumptions on the failures and repairs; see [l-9] and the references therein. In most 
of these articles, exponential distributions are assumed for some system variables and only one 
repair facility is considered for mathematical convenience. Methods used in the existing literature 
dealing with non-Markov systems involving many general random variables include the regener- 
ative point technique (RPT) [1,9,10] and the supplementary variables method (SVM) [3-81. In 
order to use the RPT, one has to correctly formulate and solve a system of Markov renewal equa- 
tions, usually using an analytical method which is difficult for a non-Markov repairable system 
with only a few renewal points. On the other hand, by using the SVM, one can readily obtain 
all differential equations in terms of the state transition diagram of the model. However, it is 
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still not easy to solve these differential equations because they usually involve some functions to 
be determined if there are at least two hazard rate parameters in one of the equations. In [7], 
Shi and Li theoretically analyzed a two-unit series reliability system with shut-off rule. They 
developed a nonlocal hyperbolic model and then reduced it to a system of integral equations. 
Recently, under certain conditions on the hazard rate parameters, we established the existence 
and uniqueness results for the system of integral equations [ll]. In the present paper, we want to 
construct a numerical approximation to the solution of the model developed in [7] and use this 
numerical algorithm to examine the behavior of the model solution. 
The paper is organized as follows. In Section 2, we present the model. In Section 3, we develop 
the numerical approximation and prove its convergence to the unique solution. In Section 4, we 
numerically study the behavior of the solution. 
2. THE MODEL 
In their modeling efforts, Shi and Li [7] imposed the following assumptions on the system. 
(Al) The system consists of two units in series. The system operates if and only if both units 
operate. 
(A2) Unit 1 upon failure shuts off unit 2, but not vice versa. 
(A3) All random variables of the lifetime and the repair time for each unit are mutually inde- 
pendent. 
(A4) The lifetime distribution F,(t) and the repair time distribution Gi(t) of unit i (i = 1,2) 
are arbitrary, and they are denoted by 
s 
t 
Fi(t) = 
0 
fi(s)ds = 1 -exp (-l&(s)&) = 1 -Pi(t), 
s 
t 
G(t) = 
0 
g,(s)ds=l-exp(-lp%(s)ds) =l-Gi(t), 
(2.1) 
which implies that for unit i, fi(t) is the density function of the lifetime, xi(t) is the hazard 
rate (a measure of failure rate at time t) of the lifetime, gi(t) is the density function of 
the repair time, and pi(t) is the hazard rate of the repair time. 
(AS) The repaired unit is as good as a new unit. There is only one repair facility, and the repair 
discipline for the two units is “first-fail, first-repaired”. 
Define the system’s states as follows. 
State 0: two units are operating, and the ages of the two units are equal; 
State 01: two units are operating, and the age of unit 1 is greater than that of unit 2; 
State 02: two units are operating, and the age of unit 2 is greater than that of unit 1; 
State 1: unit 1 is being repaired, and unit 2 is shut off; 
State 2: unit 2 is being repaired, and unit 1 is still operating; 
State 3: unit 2 is still being repaired, and unit 1 is waiting for repair; 
State 4: unit 1 is being repaired, and new unit 2 is in “suspended animation”; 
and introduce the following notations: 
l S(t) is the system state at time t; 
l X(t) is the age of unit 1 at time t when S(t) = O,Ol, 02,2; 
l Y(t) is the age of unit 2 at time t when S(t) = O,Ol, 02,l; 
l Z,(t) is the elapsed repair time of unit 1 at time t when S(t) = 1,4; 
l 22(t) is the elapsed repair time of unit 2 at time t when S(t) = 2,3. 
Then Shi and Li [7] obtained a Markov process {S(t), X(t), Y(t), Z,(t), Zz@)} which takes values 
on the set 
J* = {(O,~), (01, z, Y), (02, x7 Y), (1, Y, z), (2, Xl z), (3,Z)i (4, z) I 0 L 2, Y, z < 001, 
where 2, y refer to ages and z refers to the elapsed repair time. 
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Defining the following state probabilities: 
Po(t, x) dx = P{S(t) = 0, x I x(t) = Y(t) < x + dx}; 
Po,(t,x, y) dxdy = P{S(t) = 0, x I X(t) < x + dx, y L Y(t) < y + dy}, x > Y; 
Po2(t, x, y) dxdy = P{S(t) = 0, x 5 X(t) < x + dx, y 5 Y(t) < y + dy}, x < Y; 
Pl(t, y, z) dz = P{S(t) = 1, z 5 Z,(t) < z + dz, Y(t) = y}; 
Pz(t, x, z) dxdz = P{S(t) = 2, x I X(t) < x + dx, z 5 22(t) < z + dz}, 5 > z; 
P3(t, z) dz = P{S(t) = 3, z 5 Z,(t) < z + dz}; 
P4(t,z)dz = P{S(t) = 4, z 5 Z,(t) < z + dz}, 
with 
PO(X) = tlimm P0(t, x:), 
J?(Y,Z) = ,l;f”_P,(t.Y>z)> 
POI(X,Y) = ,limmPOl(t,x,y), POZ(T Y) = >& P02(t, x, y), 
P2(x, 2) = tlimm P2(4 5, z), P3(z) = )imm P3(tr z), 
P4(z) = )& P4(4 z), 
and using Markov properties, probability considerations, and continuity arguments, they derived 
the following differential equations governing the behavior of the system: 
[ _ 
g + h(x) + b(x) PO(X) = 0, 
I 
[ 
g + g + h(x) + h(Y) 1 Po1(q Y) = 0, 
[ g + $ + X,(x) + X,(y) 1 Po2(x,y) = 0, 
[$ +iLdz)] Pl(Y,Z) = 0, 
[ 
g + ; + Xl(X) + PLz(Z) I 6.(x, 2) = 0, 
(2.2) 
[g +m] P4(z) =o> 
the boundary conditions 
PO(O) = J* PEPS dz, 0 
POl(X,O) = 
J 
z pz(x:, z)clz(z) dz, 
0 
POZ(O,Y) = 
J 
m pl(y, zh(z) dz, 
0 
Pl(Y, 0) = 
J 
oYPn2(whWx+ m 
J 
Pol(x, Y)~(x) dx + POT, (2.3) 
Y 
Pz(x,O) = 
J 
5 
pol(x, y)h(yM/ + 
P3(0) = 0: 
J 
zm Poz(x,y)W)dy + J’o(~h(x)~ 
cc 
p4c-7 = 
J 
p3(z)p2(z) dz, 
0 
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and the regular condition 
s 
O3 PO(X) dx + 
m I 
0 ss 
00 Y POI (5,Y) &/ da: + 
0 0 IS ~oz(xc, Y) dx dy 0, 0 
co 00 + 
s/ 
m z 9 (Y, z) dz dy +JJ Pz(x, z) dzdx + s m [P3(z) + I’d(z)] dz = 1. 
(2.4) 
0 0 0 0 0 
Under the assumptions that A,(t) and pi(t) are bounded measurable functions, the nonlocal 
hyperbolic problem (2.2)-(2.4) was reduced to the following system of integral equations: 
s 
z 
h(x) = h3 (th (x - t) dt, 
0 
J 
5 
h2(Z) = hz(t)fl(a: - t) dt + 
s 
O” hl(qfl(X + t)dt + fib), (2.5) 
0 0 
s 
32 M h3(2) = h(t)fi(x - t) dt + hz(t).h(x + t) dt + .f2(2). 
0 J 0 
Here the functions hi, h2, and h3 are related to the solution of problem (2.2)-(2.4) in the following 
manner: - - 
PO(X) = CJi(x)&(z), 
- - 
Pol(x,y) = %(a: -YF'~@)F~(Y), - - 
P~~(z,Y) = CM/-x)~l(x)G(yL 
P~(Y, z) = CGL@'ddMd~ 
- - 
P2(2, z) = Cha(x - z)Fi(z)Gz(z), 
CW 
P3(z) = CG2(z) 
- r 
hs(t) [F,(t) - p~(z + t)] dt, 
0 - 
P4(z) = C&(z), 
where in view of (2.4) the constant C is determined by 
c-l = 
s 
O” F&+72(x) dx + Z hl(x - y)Fl(x)&(y)dydx 
0 c=a Y IS 
cc a3 + hz(y -@1(@'2(y)da:dy+ ss- - Gl(z)Wyh(y) dzdy 0 0 0 0 03 I 
+ SJ 
(2.7) - - 
h3(x - z)F~(x)Gz(z) dzdx + Gl(z) dz 
0 0 r- 0 co 00 + IS &.(z)hg(t) [Fl(t) - ~I(Z + t,] dt dz. 0 0 
It is worth noting that C-l is the mean renewal period of the system. Moreover, the limiting 
availability of the system, denoted by A, is given by 
A = C ~l(x)i32(x) dx + hl(x - y)&(x)&(y)dydx 
My -@1(@'2i2(~)dxdy 1 , 
system, denoted by W, is given by 
- Y) [flbC)F2(~) +j%)f2(~)] dydx 
My-x) [fd@2(~) +~lb).f2(~)] dxdy 
(23) 
(2.9) 
In [ll], we proved that if there exist positive constants o and Q such that 
o F ~~(~),X&),PZ(X) 5 rl, 20 > rl, and (20 - 7d2W7 + 11) > v3, 
then system (2.5) has a unique solution. 
(2.10) 
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3. NUMERICAL APPROXIMATION 
Throughout this section we assume that Xi and pz are continuous functions satisfying (2.10). 
Hence, (2.5) has a unique continuously differentiable solution [ll]. Our numerical approximation 
consists of two steps. The first step is to develop a sequence of functions that monotonically 
converges to the solution of (2.5). The second step involves the discretization of this sequence of 
functions. 
3.1. Monotone Sequence 
Consider the following sequence of approximating functions {h?, h;, &},“=a which is analogous 
to the Gauss-Seidel iterative scheme for solving a system of linear equations. Let 
h?(x) = 0, f&G) =.f1@), h;(x) = 
J 
mfl(t)fi(x +t)dt + f2(x), 
0 
andforn=1,2,...,let 
’ h;(x) = 
J 
h;-‘(t)gz(x - t) dt, 
0 
O" h;(x) = J ’ h;-‘(t)fl(x - t) dt + hY(t).fl(x + t) dt + fl(x), 0 J 0 (3.1) 
’ h;(x) = J hy(t)fi(x - t) dt + 0 J mh~(t)fi(x+t)dt+fi(x) 0 
We now prove the following convergence theorem concerning the above approximation sequence. 
THEOREM 3.1. Let (hl, h2, h3) be the unique solution of (2.5). Then s~p,e[~,~) epozlh%(x) - 
h,(x)1 --i 0 as 72 + co, for i = 1,2,3. 
PROOF, We first show that the sequence is monotonically increasing. For n = 1, we can see 
h;(x) = 2 J (s oll f (E)fi(E + t) 4 + h(t) gz(x - t) dt 2 h:(x), 0 > 
z h;(x) = J fl (t).fl (x -t) dt + J co h:(t)fl(x + t) dt +.fl(x) 2 h;(x), 0 0 
z h;(x) = J h:(t)fi(x - t) dt + J mh:W-& +t)dt + .fi(x) 2 h%4. 0 0 
Assuming that for some n > 1, hy > h:-’ (i = 1,2,3), we have 
h;+‘(x) -h;(x) = J ox [W) - h;-‘(t)] gz(x - t) dt 2 0, 
h;+‘(x) -h;(x) = J oz [h;(t) - h;-‘(t)] f~(x - t)dt + lm [h;+‘(t) - h;(t)] fl(x + t)dt 2 0, 
h;+‘(x) -h;(x) = J oi [h:+'(t) - h;(t)] .fi(x - t) dt + lrn [h;+‘(t) - h;(t)] fi(x + t) dt 2 o. 
We then show that ha(x) are bounded from above. To this end, we recall that existence and 
uniqueness of solutions to the following system of integral equations were established in [ll] under 
the condition (2.10): 
kl(x) = J z qk3(t)e-u(z-t) dt, 0 32 00 
kz(x) = J vWt)e -0(-t) dt + J vh (t)e -dz+t) dt + 77e-QZ, (3.2) 0 0 z M b(x) = J rlh (t)e- u(z-t) dt + J h(t)e- u(z+t) dt  77e-gZ, 0 0 
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Furthermore, it was shown in [ll] that for i = 1,2,3, ki(lc)ePbz is integrable on (O,oo). Now we 
prove that h:(z) 5 ki(s) (i = 1,2,3). By (2.1) and (2.10) h!(z) L ki(s) (i = 1,2,3). Assuming 
that h:(x) I ki(x) (i = 1,2,3), we find 
[ h;“+‘(t) - h(t)] fz(x - t) dt + J om [h;+'(t) - h(t)] j-2(x + t) dt 5 0. 
Therefore, (hy, h;, h;) converges pointwise to (hl, ha, h3) as n + 00. Furthermore, I/z:(s) - 
hi(z)“” is integrable on (0,~). 
Letting wl(zc) = (ha(s) - hi(z)\ (i = 1,2,3), then (WY, w,“, ws) satisfies the following: 
e -w~+~(x) 5 Jz 77w;(t)e-+~-t) dt 5 irn r]w;(t)e+ dt, 
0 
e -azwz+l(x) 5 J’rp~(t)e-u(2z-t) dt + e-2Uz Jm vw;+l(t)e-ot dt 
0 0 
J 
03 
J 
M I v%)e -Ot&+ e-2UX r]w;l+‘(t)evut dt, 
e -Oswy+l (x) 6 jz qwy+’ (t)emot dt + em2ux)w qwt+l (t)eeut dt 
0 0 
L Jrn qw;“+‘(t)eTut dt + ee20x O3 qwF+‘(t)emut dt. 0 J 0 
Since wr(z)e-02 is integrable on (0, co) and w,T-(x) + 0 pointwise as n --) 03, by the dominated 
convergence theorem, we obtain that as n + co, 
sup e-axw;L+l 
S[O,M) 
(x) 5 lrn qw;(t)e-bt dt + 0, 
sup e-Oxw~+l 
ZE[O@) 
qwF(t)e-ut dt + Jam qw;“T1(t)e-ut dt --+ 0, 
sup emox wT+l qwy+l(t)e-ut dt + O” VW;+’ (t)emut dt -+ 0. 
~EW,~) J 0 
This establishes the desired result. I 
REMARK 3.2. The above result indicates that the sequence converges uniformly on any compact 
set [0, b]. 
We now show additional properties of the solution to (2.5). The first one is concerned with 
the boundedness of the solution. 
THEOREM 3.3. The solution (hl, h2, h3) of (2.5) b 1s ounded on [0, co). Furthermore, the sequence 
{h?, h;, h;}?!, is bounded on [0, co) uniformly in n. 
PROOF. Define 
J 
+ 
Hl@) = h3(t)&(x - t) dt, 
0 
H&c:)‘= 
J 
I 
h2(t)&(a: - t) dt + 
J 
O5 hl(t)F& + t)dt + PI@), (3.3) 
0 0 
J 
2 
H3@) = hl(t)p2(x - t) dt + J m h2(t)F2(x + t) dt + p22(2). 0 0 
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By (2.1) and (2.5), we find 
&7(x) = hz(x) - sz h2(t)f1(x - t) da: - JW hl(t)fl(z + t) a - fl(X) 
0 0 
= hz(x) - h2(5) = 0. 
Thus, Hz(z) = Hz(O) = loo0 hi(t)Fi(t) dt + 1. Using this fact and (2.5), we obtain the following 
inequality: 
hz(x) I $72(z) = $72(O). 
This establishes the boundedness of h2 on [0, co). To show that hl and h3 are bounded, we add 
the first and third equations of (3.3) and differentiate to get 
& (&(x) + B3(5)) = ha(x) - lz h(t)gdx - t) dx 
0 
+ h(x) - 
s 
5 hl(t)f2(x - t) dx - 
0 s 
Co 
hz(t)fz(x + t) dt - .fi(x) 
0 
= h3(x) - h,(x) + hi(x) - h3(x) = 0. 
Hence, HI(x) + Rz(x) = I?3(0) = so” h2(t)F2(t) dt + 1. Proceeding analogously, we find that 
hl + h3 is bounded on [0, co). Since hl and h3 both are nonnegative, each of them must be 
bounded. 
To show that the sequence {h;“, h?j, h?j},M=, is uniformly bounded, we employ an argument as 
above. In particular, define a sequence {@, &?, @}Fzo by 
/ 
I 
H?(x) = h;-‘(t)Gl(x - t) dt, 
0 
z 
R;(x) = 
J 
h;-‘(t)Fl(x - t) dt + 
0 J’ 
cc 
h;(t)Fl(x + t) dt + 5$(x), 
0 
s 
5 
q(x) = hy(t)&(x - t) dt + 
0 s 
C-2 
h;(t)Fz(x + t) dt + Fz(x). 
0 
It is not difficult to show that 
-&&(x) = h;-l(x) - h;(x) 5 0 
by monotonicity of hz. Hence, i?;(x) < n; (0) 2 sooo h;(x)e-“” dx + 1 5 Ci Since h;(x) 5 
r#~(x), we can see that h;(x) is uniformly bounded in n. Similarly, we have 
& (A;(x) + g;(x)) = h;-‘(x) - h;(x) 5 0 
by monotonicity of hy . Hence, arguing as before we find that h;L and h? are bounded on [0, co), 
uniformly in 71. I 
We then establish the following asymptotic property for the solution. 
THEOREM 3.4. If lim,,, h3(x) exists, then lim,,, hi(x) exists and lim,,, hi(x) = lim,,, 
h(x). 
PROOF. Let Xi(s) be the Laplace transform of hi(x). Taking the Laplace transform on both 
sides in the first equation of (2.5) and using the convolution property of the Laplace transform, 
we get 
Xl(S) = &.(s)X3(S), 
where Dz(s) is the Laplace transform of 92(x). Applying the final-value theorem (e.g., [12, p. 831) 
we obtain 
lim hi(x) = liiosXi(s) = A$o~D2(~)X3(~) = liioD2(~)~~o~X3(~) = lim h3(x). 
z-+00 2’03 
This establishes the desired result. I 
Finally, we prove that the solution is positive for all positive x. Our numerical results presented 
in the next section clearly demonstrate these three properties. 
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THEOREM 3.5. Let (hl,hz, hs) be the solution of (2.5). Then for any z E [O,co), hi(z) 2 
02xe-, hp.(x) _ > 0, and hs(z) 2 oe- ox Moreover, hi(s) + /Q(X) > o for all x E [0, co), and if 
lim,,, ha(~) exists, then lim,,, hs(~) = lim,,, hi(s) 2 o/2. 
PROOF. In view of (2.5) and (3.3), we have that hs(~) 2 aBz(z) = aHz(O) > 0. Meanwhile, by 
the nonnegativity of all integrands in (2.5), we get from the third equation of (2.5) 
J 
z 
h3(5) = h(t).fi(s - t) dt + 
J 
m hz(t)fz(x + t) dt + f2(;) 1 f2(z) > oepVz. 
0 0 
Then the result for hi follows from the first equation of (2.5), since 
hl(X:) L 
J 
I 
oevqt gz(x - t) dt 2 
J 
+ a2e-‘lte-‘d”-t) & = c2xe-q”. 
0 0 
Furthermore, we find that 
l&l(X) + h3(2) > 0 (Rl(X) + l73(x)) = aR3(0) 2 0. 
If lim,,, h3(x) exists, then from the previous theorem and the above inequality, we have 
lim,,, hi(x) = lim,,, h3(2) 2 C/2. I 
3.2. Discretization of the Monotone Sequence 
In this section, we develop a discretization of the monotone sequence presented in the previous 
section. Note that all the integrals involved in the construction of the monotone sequence are 
convergent. Let SA5(a, b, I) denote a standard numerical method for integrating a function I(t) 
on the interval (a, b) with mesh size Ax. To integrate a function I on the infinite domain (0, oo), 
we use the following algorithm. Let B, AB > 0 be constants and TOLi > 0 be sufficiently small. 
Divide [0, B] into m subdivisions with mesh size Ax (i.e., m = B/Ax). Compute SAz(O, B,I) 
and SAZ(O, B + AB, I). If the relative error satisfies 
SAz(O, B + AB, I) - SAz(O, B, I) 
SAr(O, B, I) 
< TOL 
- 1, 
then the integration over the domain (0, B] is considered a good approximation to the integral 
of I over (0, co). Otherwise, replace B by B + AB and repeat the procedure. Thus, during a 
simulation our domain of integration might change when computing each element of the monotone 
sequence hr. Such an algorithm works well for the integrals involved in the system (2.5) due to 
the fact that all the integrands are positive functions for positive 2 (by Theorem 3.5). In what 
follows, we assume that at every iteration such a constant, for convenience we always denote it 
by B, has been found by the above algorithm. 
Now we turn our attention to the numerical method for approximating the solution (hi, hz, h3). 
Choose a sufficiently small positive number TOLz, and for j = 1,2, . , m, let h”’ be the numer- 
ical approximation of hl(sj), i = 1,2,3. Let fj = fi(zj) and gi = gz(zj), i = 1,2. Denote by 
P(hl) the cubic interpolant of the vector hp = [hy’l, hy12,. . . , hy’“] (e.g., [13, p. 143]), and for 
any function 4, denote by @j+(t) = $(~j + t) and by $j-(t) = $(~j - t). Compute 
h;‘j = 0 I h;‘j = fi(zj), h$j = SAX (0, B, hf$+) + f2(q). 
For n = 1,2, , compute 
h”vj _ SAX 
1 - (O,xj,J'(h;-')g;-), 
hn" = SAX 
2 (O,xj,P(h~-‘)ff-)+S*~ (o,B,P(h;)f{+) +j{, 
h;)j - SAX - (O&,P(h;)f,3-) +S*” (O,B,P(h;)f;+) +f& 
If SUP~,~ ] h’” - hn-lYjl 5 TOL2, then h%‘j is taken to be the approximation of the solution of (2.5). 
Note that in the computations presented here, Simpson’s method is used for integration, with 
the starting values obtained from the trapezoidal rule. 
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4. NUMERICAL RESULTS 
This section is devoted to using the algorithm described previously to study the behavior of 
the system (2.5). In our first example, we test the accuracy of the numerical method. 
4.1. Testing the Method 
Assume that all parameters X,(z) = c and pi(z) = c (i.e., they are constants). Then differen- 
tiating (2.5) we obtain the following system of differential equations: 
h’, = chg - chl, h(O) = 0, 
h; =O, b(O) = 
r 
hl(t)cepct dt + c, 
0 
M 
h’3 = chl - chg, h(O) = 
s 
h2(t)cepct + c. 
0 
A routine calculation shows that the solution of this system is given by 
hl = ic (1 - ePzcz) , 
hz = 2c, 
h3 = ic (1 + epzcs) 
In Table 1, we present the difference between the computational and exact solutions, which is 
given by 
ei = sup Ihi - hy,j/, i = 1,2,3. 
%J 
In this simulation, c = 4 and TOLi = TOL2 = 10d5. 
Table 1. Computational error for the constant parameter case 
Ax 1.00 x 10-l 
el 7.43 x 10-4 
e2 7.34 x 10-d 
e3 3.71 x 10-d 
4.2. An Example Satisfying Condition (2.10) 
In this example, we choose the functions X r = 2 + 0.1 sin(lOz), X2 = 3 + 0.2cos(15s), p1 = 
3 + 0.2/(1 + z), and ~2 = 2 + 0.4x/(1 + x”). It is not too difficult to verify that these functions 
satisfy condition (2.10). The numerical solution of (2.5) for this choice of functions is presented 
in Figure 1. 
4.3. Study of the Failure Frequency and Availability Relation 
By straightforward calculations, it can be shown that for the constant parameter case discussed 
in Section 4.1, the stationary failure frequency of the system is related to the limiting availability 
of the system as follows: 
W = A(al + u2), 
where al -’ = Jr pi(z) dx and ai1 = sr Fz(x)dx. Th e a b ove relation is equivalent to the 
following equation: 
s 
O3 &(x)E1 (x)Fl (x) dx = 0, (4.1) 
0 
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Figure 1. Numerical solution of system (2.5) 
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Figure 2. Numerical solution for system (2.5). 
z i&(x) = s 
cm h&)Fgx - t)dt + s 
- 
hz(t)Fz(a:+t)dt+Fz(z), El(X)ZALl. 
0 0 Fib) 
Our next result indicates that (4.1) may not always hold. Choosing the parameters Xi(z) = 0.62, 
As(x) = 4 + 2x, ~1 = 0.5x, ps(2) = 0.1x, we present the numerical solution in Figure 2. For this 
computation, so” fis(z)Ei(z!)pi(;(z) dx = -0.1048. 
4.4. Oscillatory Behavior of Solutions 
Next we show numerically that the solution of (2.5) can exhibit oscillatory behavior even when 
the parameters Xi and pi are nonoscillatory. In this example, we let Xi(z) = 0.6x5, As(s) = 2x3, 
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Figure 3. Oscillatory behavior of the numerical solution of (2.5) 
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Figure 4. The numerical solution hi, i = 1,2,3, for the Erlang and hyperexponential 
distributions. 
/Q(x) = 0.524 , 112(z) = O.ls, and we present the numerical results in Figure 3. We remark that 
for this choice (4.1) is not valid ss well, since &O” Hs(zr)Ei(s)Fi(z) dx = -0.5451. 
4.5. Example Arising in Applications 
Erlang and hyperexponential random variables are two important variables in the reliability 
problems. In fact, the models with Erlang uptime and hyperexponential repair time seem to 
be as general as those being realistically considered. The Erlang random uptime means that 
the machines will eventually fail after certain phases of the lifetime, and the hyperexponential 
random repair time means that the machines could be repaired by certain different methods with 
different time periods. These two variables are also considered in (141 for an unreliable machine 
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schedule problem. Specifically, we assume here that the uptime of the machines is of Erlang 
distribution, i.e., 
where 7% (i = 1,2) are constants. We assume that the repair time of the machines is of hyperex- 
ponential distribution, i.e., 
WI; 
Gi(t) = 2 ai,k (1 - e-4i’kt) , 
k=l 
where for i = 1,2, 0 < &,I < &,z < . .. < pi,mi, 0 < &,k, and ~~~roi,k = 1. From (2.1), 
one can see that Ai = Fl(t)/(l - F,(t)) and pi(t) = G:(t)/(l - G,(t)) for i = 1.2. Standard 
J 
e 
Figure 5. The numerical solutions for the functions PO, Ps, and P4 
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Figure 6. The numerical solutions for Pal , Po2, PI, and P2. 
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computations then give the following forms for Xi and /.L%, i = 1,2: 
k=l 
For our numerical results, we let ni = 3 and m, = 3, i = 1,2. We choose y1 = 1, yz = 2, ,&J = 1, 
,&,2 = 2, ,&,s = 3, and &,k = l/3, k = 1,2,3. Hence, for this choice of parameters we have 
Xl(t) = 
t2 
X,(t) = 8t2 
e2t + 2et + 3 
2 + 2t + t2’ 2 + 4t + 4t2’ Pi(t) = p2(t) = e2t + ,t + 1 
The numerical solution of system (2.5) is presented in Figure 4. Furthermore, making use of (2.6), 
the numerical solution of system (2.2)-(2.4) 1s computed and presented in Figures 5 and 6. 
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