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Abstract
Cross-domain recommendation has been proposed to
transfer user behavior pattern by pooling together the
rating data from multiple domains to alleviate the spar-
sity problem appearing in single rating domains. How-
ever, previous models only assume that multiple do-
mains share a latent common rating pattern based on the
user-item co-clustering. To capture diversities among
different domains, we propose a novel Probabilistic
Cluster-level Latent Factor (PCLF) model to improve
the cross-domain recommendation performance. Ex-
periments on several real world datasets demonstrate
that our proposed model outperforms the state-of-the-
art methods for the cross-domain recommendation task.
1 Introduction
Traditional recommender systems based on collaborative fil-
tering (CF) aim to provide recommendations for users on a
set of items belonging to only a single domain (e.g., mu-
sic or movie) based on the historical user-item preference
records. However, CF recommender systems often suffer
from the sparsity problem, because in many cases, users rate
only a limited number of items, even the item space is of-
ten very large. And the sparse rating matrix results in low-
quality predictions. With the increasing of user-generated
content, there exists a considerable number of publicly avail-
able user-item ratings from different domains, thus, instead
of treating items from each single domain independently,
knowledge acquired in a single domain could be transferred
and shared in other related domains, which has been referred
to as Cross-Domain Recommendation. (Gao et al. 2013)
Cross-domain recommendation models have shown that
knowledge transfer and sharing among the related domains
can be beneficial to alleviate the data sparsity problem in
single-domain recommendations. CBT (Li, Yang, and Xue
2009a) is an early transfer learning algorithm, which stud-
ies knowledge transferability between two distinct data. A
cluster-level rating pattern (a.k.a., codebook) is constructed
from the auxiliary data via some user-item co-clustering al-
gorithm. Then the codebook is transferred to the target data
via codebook expansion. A later extension called RMGM
(Li, Yang, and Xue 2009b) combines codebook construction
and codebook expansion in CBT into one single step with
soft membership indicator matrices. Considering the exis-
tence of more than one auxiliary data, TALMUD (Moreno
et al. 2012) extends the codebook in CBT to multiple code-
books with different relatedness weight. These models all
assume that multiple domains share the common latent rat-
ing pattern.
However, related domains do not necessarily share such a
common rating pattern. The diversity among the related do-
mains might outweigh the advantages of the common rating
pattern, which may result in performance degradations. That
is, the existing models cannot consider the domain-specific
knowledge about the rating patterns to improve the mutual
strengths in cross-domain recommendation.
To learn the shared knowledge and not-shared effect of
each domain simultaneously, we propose a novel Probabilis-
tic Cluster-level Latent Factor (PCLF) model to enhance the
cross-domain recommendation, which can learn the com-
mon rating pattern shared across domains with the flexibility
of controlling the optimal level of sharing, as well as capture
the domain-specific rating patterns of users and clustering
of items in each domain. Meanwhile, in order to alleviate
the sparsity problem in rating datasets, we also construct the
priors on users and items by incorporating the user-specific
clusters and item-specific clusters. Experiments on several
real world datasets show that our proposed model outper-
forms the state-of-the-art methods for the cross-domain rec-
ommendation task. With experiments we offer evidence that
our model can do better on alleviating the sparsity problem.
2 Problem Setting
Suppose that we are given Z rating matrices from re-
lated domains for personalized item recommendation. In
the z-th domain rating matrix there are a set of users
Uz = {u(z)1 , . . . , u(z)Mz} to rate a set of items Vz =
{v(z)1 , . . . , v(z)Nz}, where Mz and Nz represent the numbers
of rows (users) and columns (items) respectively. Here the
set of users and items across multiple domains may over-
lap or be isolated with each other. In this work we con-
sider the more difficult case that neither the users or the
items in the multiple rating matrices are overlapping. The
rating data in the z-th rating matrix is a set of triplets
Dz = {(u(z)1 , v(z)1 , r(z)1 ), . . . , (u(z)Sz , v
(z)
Sz
, r
(z)
Sz
)} ,where Sz is
the number of available ratings in the z-th rating matrix.The
ratings in D1,. . . ,DZ should be in the same rating scales R
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(e.g.,1-5).
In our cross-domain collaborative filtering setting, we
consider how to predict the missing ratings in all domains
of interest by transferring correlated knowledge across do-
mains.
3 Our Proposed Model
3.1 Model Specification
Our Proposed Model is motivated by the following observa-
tions. In real-world scenarios, for items, we see the domain-
specific clusters and the common clusters exist simultane-
ously. For example, movies and music can be both classi-
fied by regions, but a movie category (e.g., science fiction)
may not be able to describe music. Also regions (the com-
mon clusters) and the movie category (the domain-specific
clusters) affect the rating results of movies in a certain pro-
portion. So items among multiple domains may not always
be able to be grouped into high quality clusters, and includ-
ing a domain-specific rating pattern (user clusters rating on
domain-specific item clusters) may be more accurate than
sharing the common knowledge only.
3.2 Cluster-Level Latent Factor
We assume that the hidden cluster-level structures across do-
mains can be extracted to learn the rating-pattern of user
groups on the item clusters for knowledge transfer and shar-
ing, and to clearly demonstrate the co-clusters of users and
items.
User Clusters In real world, users may have multiple per-
sonalities, so a user can simultaneously belong to multiple
user clusters. Suppose there are K user clusters among all Z
domains, {C(1)u , C(2)u , . . . , C(K)u }. The probability of a user
u belonging to an exact user cluster k can be described as
P (C
(k)
u
∣∣u). Thus, we can define user cluster membership
vector for a user u as
pu =
[
P (C(1)u
∣∣u), P (C(2)u ∣∣u), . . . , P (C(K)u ∣∣u)] (1)
s.t. pu1 = 1
Item Clusters According to the example in the previous
section, we define two types of item clusters:
– common item clusters: which may represent the mutual
features of items in all Z domains. Suppose there are
T common item clusters, {C(1)vcom, C(2)vcom, . . . , C(T )vcom}.
Similar to user clusters, we can define common item clus-
ter membership vector for an item v as
pvcom =
[
P (C(1)vcom
∣∣v), . . . , P (C(T )vcom∣∣v)] (2)
s.t. pvcom1 = 1
– domain-specific item clusters: which may describe the
properties of items in each domain. Suppose there are
Lz domain-specific item clusters for the z-th domain,
{C(1)vspez, C(2)vspez, . . . , C(Lz)vspez}. Also, we define domain-
specific item cluster membership vector for an item v in
the z-th domain as
pvspez =
[
P (C(1)vspez
∣∣v), . . . , P (C(Lz)vspez∣∣v)] (3)
s.t. pvspez1 = 1
Cluster-Level Rating Matrix Furthermore, a user-item
co-cluster can also have multiple ratings with different prob-
abilities. For user cluster i rating common item cluster
j, that is P (r
∣∣C(i)u , C(j)vcom). And for user cluster i rating
domain-specific item cluster j in the z-th domain, that is
P (r
∣∣C(i)u , C(j)vspez).
Then we can construct cluster-level rating matrix S.
Common cluster-level rating matrix Scom ∈ RK×T defined
as
Scom =
∑
r rP (r
∣∣C(1)u , C(1)vcom) · · · ∑r rP (r∣∣C(1)u , C(T )vcom)∑
r rP (r
∣∣C(2)u , C(1)vcom) · · · ∑r rP (r∣∣C(2)u , C(T )vcom)
...
. . .
...∑
r rP (r
∣∣C(K)u , C(1)vcom) · · · ∑r rP (r∣∣C(K)u , C(T )vcom)

Each element Scom(i, j) denotes the expectation of rating
given by user cluster i to common item cluster j.
Similarly, we obtain the definition of domain-specific
cluster-level rating matrix Sspez ∈ RK×Lz
Sspez =
∑
r rP (r
∣∣C(1)u , C(1)vspez) · · · ∑r rP (r∣∣C(1)u , C(Lz)vspez)∑
r rP (r
∣∣C(2)u , C(1)vspez) · · · ∑r rP (r∣∣C(2)u , C(Lz)vspez)
...
. . .
...∑
r rP (r
∣∣C(K)u , C(1)vspez) · · · ∑r rP (r∣∣C(K)u , C(Lz)vspez)

Here, each element Sspez(i, j) denotes the expectation of
rating given by user cluster i to domain-specific item cluster
j in the z-th domain.
Probabilistic Cluster-level Latent Factor Model Based
on the assumption that random variables u and v are inde-
pendent (Li, Yang, and Xue 2009b), we can define the rat-
ing function fR(u, v) for a user u on an item v, which can
be defined by the two combined rating function: the cross-
domain rating function fRc(u, v) and the domain-specific
rating function f (z)Rs (u, v). For that, the cross-domain rating
function fRc(u, v) in terms of the two latent cluster variables
C
(k)
u and C
(t)
vcom can be defined as follows:
fRc(u, v) = puScomp
T
vcom (4)
=
∑
r
r
∑
k,t
P (r
∣∣C(k)u , C(t)vcom)P (C(k)u ∣∣u)P (C(t)vcom∣∣v)
=
∑
r
r
∑
k,t
P (r
∣∣C(k)u , C(t)vcom)P (C(k)u , C(t)vcom∣∣u, v)
=
∑
r
rP (r
∣∣u, v) (5)
Then the domain-specific rating function f (z)Rs (u, v) in terms
of the two latent cluster variablesC(k)u andC
(lz)
vspez in the z-th
domain can be written as follows:
f
(z)
Rs
(u, v) = puSspezp
T
vspez (6)
=
∑
r
r
∑
k,lz
P (r
∣∣C(k)u , C(lz)vspez)P (C(k)u ∣∣u)P (C(lz)vspe∣∣v)
=
∑
r
r
∑
k,lz
P (r
∣∣C(k)u , C(lz)vspez)P (C(k)u , C(lz)vspez∣∣u, v)
=
∑
r
rP (r
∣∣u, v) (7)
Equations above implies that fRc(u, v) gives ratings from
the perspective of cross-domain recommendation. While,
f
(z)
Rs
(u, v) gives ratings from the perspective of single-
domain recommendation. Based on the idea that our
model combines cross-domain recommendation with single-
domain recommendation, we introduce a set of variables to
balance the effect between them. For the z-th domain, set
W
(z)
1 to be the weight of cross-domain recommendation,
and W (z)2 to be the weight of single-domain recommenda-
tion. s.t. W (z)1 +W
(z)
2 = 1.
Thus, we can define the rating function fR(u, v) for the
z-th domain as
fR(u, v) = W
(z)
1 fRc(u, v) +W
(z)
2 f
(z)
Rs
(u, v) (8)
= W
(z)
1 (puScomp
T
vcom) +W
(z)
2 (puSspezp
T
vspez)
The illustration of our proposed PCLF model can be found
in Figure 1.
4 Model Learning
In this section, we introduce how to train our model on the
pooled rating data
⋃
zDz . The Expectation and Maximiza-
tion (EM) (Dempster, Laird, and Rubin 1977) algorithm is
a well-known optimization algorithm, which alternates be-
tween two steps: the expectation step and the maximization
step. Here we adopt EM algorithm for model training.
For ease of understanding and without loss of gen-
erality, we set Z=2, i.e., two domains for recommen-
dation. We need to learn eleven sets of model param-
eters, i.e., P (C(k)u ), P (C
(t)
vcom), P (C
(l1)
vspe1), P (C
(l2)
vspe2),
P (u
∣∣C(k)u ), P (v∣∣C(t)vcom), P (v(1)∣∣C(l1)vspe1), P (v(2)∣∣C(l2)vspe2),
P (r
∣∣C(k)u , C(t)vcom), P (r∣∣C(k)u , C(l1)vspe1), P (r∣∣C(k)u , C(l2)vspe2).
For k = 1, . . . ,K; l1 = 1, . . . , L1; l2 = 1, . . . , L2; t =
1, . . . , T ; u ∈ ⋃z Uz; v ∈ ⋃z Vz and r ∈ R.
Expectation step The joint posterior probabilities are
computed as:
P (C(k)u , C
(t)
vcom
∣∣ui, vi, ri) =
P (ui, C
(k)
u )P (vi, C
(t)
vcom)P (ri
∣∣C(k)u , C(t)vcom)∑
p,q P (ui, C
(p)
u )P (vi, C
(q)
vcom)P (ri
∣∣C(p)u , C(q)vcom) (9)
P (C(k)u , C
(l1)
vspe1
∣∣u(1)i , v(1)i , r(1)i ) =
P (u
(1)
i , C
(k)
u )P (v
(1)
i , C
(l1)
vspe1)P (r
(1)
i
∣∣C(k)u , C(l1)vspe1)∑
p,q P (u
(1)
i , C
(p)
u )P (v
(1)
i , C
(q)
vspe1)P (r
(1)
i
∣∣C(p)u , C(q)vspe1)
(10)
P (C(k)u , C
(l2)
vspe2
∣∣u(2)i , v(2)i , r(2)i ) =
P (u
(2)
i , C
(k)
u )P (v
(2)
i , C
(l2)
vspe2)P (r
(2)
i
∣∣C(k)u , C(l2)vspe1)∑
p,q P (u
(2)
i , C
(p)
u )P (v
(2)
i , C
(q)
vspe2)P (r
(2)
i
∣∣C(p)u , C(q)vspe1)
(11)
Where Equation (9) is computed using the pooled rating
data
⋃
zDz . Equation (10) is computed using the rating data
in the first rating matrix D1, and Equation (11) is computed
using the rating data in the second rating matrix D2.
And P (u(z)i , C
(k)
u ) = P (C
(k)
u )P (u
(z)
i
∣∣C(k)u ) for z = 1, 2
P (vi, C
(t)
vcom) = P (C
(t)
vcom)P (vi
∣∣C(t)vcom)
P (v
(1)
i , C
(l1)
vspe1) = P (C
(l1)
vspe1)P (v
(1)
i
∣∣C(l1)vspe1)
P (v
(2)
i , C
(l2)
vspe2) = P (C
(l2)
vspe2)P (v
(2)
i
∣∣C(l2)vspe2)
Maximization step For simplicity, let P0(k, t|j),
P1(k, l1|j), P2(k, l2|j) as shorthands for
P (C
(k)
u , C
(t)
vcom
∣∣ui, vi, ri), P (C(k)u , C(l1)vspe1∣∣u(1)i , v(1)i , r(1)i )
and P (C(k)u , C
(l2)
vspe2
∣∣u(2)i , v(2)i , r(2)i ), respectively. Then the
model parameters are updated as:
P (C(k)u ) =
∑
t
∑
j P0(k, t|j) +
∑
z
∑
l
∑
j Pz(k, l|j)
2×∑z Sz
(12)
P (C(t)vcom) =
∑
k
∑
j P0(k, t|j)∑
z Sz
(13)
P (C
(l1)
vspe1) =
∑
k
∑
j P1(k, l1|j)
S1
(14)
P (C
(l2)
vspe2) =
∑
k
∑
j P2(k, l2|j)
S2
(15)
P (u
∣∣C(k)u ) = (16)
[
∑
t
∑
j:uj=u
P0(k, t|j) +
∑
l1
∑
j:u
(1)
j =u
P1(k, l1|j)
+
∑
l2
∑
j:u
(2)
j =u
P2(k, l2|j)]
/
[P (C(k)u )(2×
∑
z
Sz)]
P (v
∣∣C(t)vcom) =
∑
k
∑
j:vj=v
P0(k, t|j)
P (C
(t)
vcom)
∑
z Sz
(17)
P (v(1)
∣∣C(l1)vspe1) =
∑
k
∑
j:v
(1)
j =v
(1) P1(k, l1|j)
P (C
(l1)
vspe1)× S1
(18)
Figure 1: Illustration of our proposed PCLF model in the context of two related domains. The rating prediction result fR(u, v) of
a user u on an item v in movie domain is the combination of cross-domain recommendation result fRc(u, v) and single-domain
recommendation result f (1)Rs (u, v) with specific weight W
(1)
1 and W
(1)
2 .
P (v(2)
∣∣C(l2)vspe2) =
∑
k
∑
j:v
(2)
j =v
(2) P2(k, l2|j)
P (C
(l2)
vspe2)× S2
(19)
P (r
∣∣C(k)u , C(t)vcom) =
∑
j:rj=r
P0(k, t|j)∑
j P0(k, t|j)
(20)
P (r
∣∣C(k)u , C(l1)vspe1) =
∑
j:r
(1)
j =r
P1(k, l1|j)∑
j P1(k, l1|j)
(21)
P (r
∣∣C(k)u , C(l2)vspe2) =
∑
j:r
(2)
j =r
P2(k, l2|j)∑
j P2(k, l2|j)
(22)
To avoid the local maximum problems, we use a general
form of the EM algorithm named annealed EM algorithm
(AEM) (Hofmann and Puzicha 1998), which is an EM algo-
rithm with regularization. We adopt the same method used
in FMM (Si and Jin 2003) for applying AEM to training
procedure.
Model Inference After training the model, we get those
sets of model parameters. Hence, the following cluster-level
rating matrix can be obtained:
Scom(i, j) =
∑
r
rP (r
∣∣C(i)u , C(j)vcom) (23)
for i = 1, . . . ,K; j = 1, . . . , T
Sspe1(i, j) =
∑
r
rP (r
∣∣C(i)u , C(j)vspe1) (24)
for i = 1, . . . ,K; j = 1, . . . , L1
Sspe2(i, j) =
∑
r
rP (r
∣∣C(i)u , C(j)vspe1) (25)
for i = 1, . . . ,K; j = 1, . . . , L2
Also, the following parameters can be computed using the
learned parameters based on the Bayes rule:
P (C(k)u
∣∣u) = P (u∣∣C(k)u )P (C(k)u )∑
k P (u
∣∣C(k)u )P (C(k)u ) (26)
P (C(t)vcom
∣∣v) = P (v∣∣C(t)vcom)P (C(t)vcom)∑
t P (v
∣∣C(t)vcom)P (C(t)vcom) (27)
P (C
(l1)
vspe1
∣∣v(1)) = P (v(1)∣∣C(l1)vspe1)P (C(l1)vspe1)∑
l1
P (v(1)
∣∣C(l1)vspe1)P (C(l1)vspe1) (28)
P (C
(l2)
vspe2
∣∣v(2)) = P (v(2)∣∣C(l2)vspe2)P (C(l2)vspe2)∑
l2
P (v(2)
∣∣C(l2)vspe2)P (C(l2)vspe2) (29)
According to Equation (8), missing values in the first rat-
ing matrix can be generated by
fR(u, v) = W
(1)
1 (puScomp
T
vcom)+W
(1)
2 (puSspe1p
T
vspe1)
And missing values in the second rating matrix can be gen-
erated by
fR(u, v) = W
(2)
1 (puScomp
T
vcom)+W
(2)
2 (puSspe2p
T
vspe2)
Moreover, our model can also predict the ratings on an
item in one domain for a user in another domain.
5 Experiments
In this section, we examine how our proposed model be-
haves on real-world rating datasets and compare it with sev-
eral state-of-the-art single-domain recommendation models
and cross-domain recommendation models:
– NMF (Nonnegative Matrix Factorization) (Seung and Lee
2001): a single-domain model which employs nonnega-
tive matrix factorization method to learn the latent factors
in each domain and provide the prediction performance
separately.
– FMM (Flexible Mixture Model) (Si and Jin 2003): a
single-domain model which uses probabilistic mixture
model to learn latent cluster structure in each single do-
main and then provide the single domain performance
separately.
– RMGM (Rating-Matrix Generative Model) (Li, Yang, and
Xue 2009b): a cross-domain model which can only trans-
fer and share the common rating pattern by the cluster-
level rating matrix across multiple domains.
– PCLF model: our proposed model.
5.1 Datasets
For the experiments we have used the following benchmark
real-world datasets for performance evaluation:
– MovieLens dataset1 : contains more than 100,000 movie
ratings with the scales from 1 to 5 provided by 943 users
on 1,682 movies. We randomly choose 500 users with
more than 16 ratings and 1000 movies for experiments.
– EachMovie dataset2 : contains 2.8 million movie ratings
with the scales from 1 to 6 provided by 72,916 users on
1,628 movies. We also randomly choose 500 users with
more than 20 ratings and 1000 movies for experiments.
Here, we map 6 to 5 to normalize the rating scales from 1
to 5.
– Book-Crossing dataset3 : contains more than 1.1 million
ratings with the scales from 0 to 9 provided by 278,858
users on 271,379 books. We still randomly select 500
users and 1000 books with more than 16 ratings for each
item in the experiments. We also normalize the rating
scales from 1 to 5 for fair comparison.
5.2 Evaluation Protocol
We examine the compared models on different datasets un-
der different configurations. The first 300 users in this three
datasets are used for training, respectively, and the last 200
users for testing. For each test user, we consider to keep dif-
ferent sizes of the observed ratings as the initialization of
each user in the experiments, i.e., 5, 10 or 15 ratings of each
test user are given to avoid cold-start problem and the re-
maining ratings are used for evaluation. For example, each
test user keeps 10 observed ratings in the MovieLens training
set is expressed as ML-Given10.
We choose Book-Crossing vs EachMovie and Book-
Crossing vs MovieLens and MovieLens vs EachMovie as
three kinds of related domains to discover the relatedness
among different domains. In the experiments we conduct the
methods by repeating the process 10 times and report the av-
erage results.
1http://www.grouplens.org/node/73
2http://www.cs.cmu.edu/∼lebanon/IR-lab.htm
3http://www.informatik.uni-freiburg.de/∼cziegler/BX/
To check the performances of different methods, we use
MAE (Mean Absolute Error) as the evaluation metric. MAE
is computed as MAE =
∑
i∈O |ri − r∗i |/|O|, where |O|
denotes the number of test ratings, ri is the true value and r∗i
is the predicted rating. The smaller the value of MAE is, the
better the model performs.
5.3 Experiment Results
Since we use EM algorithm for model training, and the
performances of EM algorithm is sensitive to initialization.
So, the influence of a good initialization to our model per-
formances is significant. After testing different initializa-
tion methods, we finally use random values for initializing
P (C
(k)
u , C
(t)
vcom
∣∣ui, vi, ri), P (C(k)u , C(l1)vspe1∣∣u(1)i , v(1)i , r(1)i )
and P (C(k)u , C
(l2)
vspe2
∣∣u(2)i , v(2)i , r(2)i ). Note that they should
also be respectively normalized. Then we can obtain the
eleven sets of initialized parameters according to Equation
(12)-(22).
The parameters of different models have been manually
tuned and we report here the best results obtained based
on the optimal combination of many parameter settings. For
our model, we observed that the performance is rather stable
when K, L1, L2 and T are in the range of [10,50].
Table 1 shows the MAE performances of the compared
models on Book-Crossing vs EachMovie domains under dif-
ferent configurations, where we set the number of users and
item clusters to K=20, L1=15, L2=15 and T=10 respec-
tively. Figure 2 provides the performances of our proposed
model under different weight configurations, which clearly
shows the tradeoff between cross-domain recommendation
and domain-specific recommendation. Thus, in the experi-
ments we choose W (1)1 = W
(2)
1 = 0.35, W
(1)
2 = W
(2)
2 =
0.65.
In the experiments, we have 5, 10 and 15 ratings of each
test user in the Book-Crossing and EachMovie datasets that
are given for training while the remaining ratings are used
for test, and the compared models are evaluated on the dif-
ferent combined settings as BC-Given5 vs EM-Given5, BC-
Given10 vs EM-Given10 and BC-Given15 vs EM-Given15.
And we conduct the same combined settings on Book-
Crossing vs MovieLens and MovieLens vs EachMovie. The
experiment results are reported in Table 1,2,3. Best results
are in bold.
From the results we can see that the best performing
method among all the models is our proposed model. We
also observed that the cross-domain based models clearly
outperforms the single domain based models, which shows
that the latent cross-domain common rating pattern can in-
deed aggregate more useful information than the single-
domain methods do individually. Moreover, our proposed
PCLF model provides even better results than the state-
of-the-art cross-domain recommendation model RMGM,
which indicates the benefits of combining the cross-domain
information with the domain-specific knowledge to enhance
the cross-domain recommendation accuracy.
Furthermore, from Table 2 and Table 3 we can also dis-
cover that the performances for the item recommendation in
the MovieLens dataset are not identical even in terms of the
Dataset Model Given 5 Given 10 Given 15
NMF 0.6575 0.6375 0.6301
BC FMM 0.6451 0.6196 0.6125
RMGM 0.6378 0.6115 0.6092
PCLF 0.6252 0.5994 0.5969
NMF 0.9345 0.8861 0.8799
EM FMM 0.9132 0.8831 0.8771
RMGM 0.9021 0.8743 0.8637
PCLF 0.8838 0.8677 0.8533
Table 1: MAE performances of the compared models on
Book-Crossing vs EachMovie related domains under dif-
ferent configurations. The combined settings BC-Given5 vs
EM-Given5, BC-Given10 vs EM-Given10 and BC-Given15
vs EM-Given15 are conducted. Best results are in bold.
Figure 2: The performances of model under different weight
Dataset Model Given 5 Given 10 Given 15
NMF 0.6575 0.6375 0.6301
BC FMM 0.6451 0.6196 0.6125
RMGM 0.6364 0.6054 0.5994
PCLF 0.6284 0.5990 0.5950
NMF 0.8365 0.8016 0.7933
ML FMM 0.8052 0.7838 0.7721
RMGM 0.8039 0.7769 0.7692
PCLF 0.7922 0.7729 0.7653
Table 2: MAE performances of the compared models on
Book-Crossing vs MovieLens related domains under differ-
ent configurations. The combined settings BC-Given5 vs
ML-Given5, BC-Given10 vs ML-Given10 and BC-Given15
vs ML-Given15 are conducted.
Dataset Model Given 5 Given 10 Given 15
NMF 0.8365 0.8016 0.7933
ML FMM 0.8052 0.7838 0.7721
RMGM 0.7985 0.7736 0.7677
PCLF 0.7878 0.7724 0.7639
NMF 0.9345 0.8861 0.8799
EM FMM 0.9132 0.8831 0.8771
RMGM 0.9017 0.8733 0.8601
PCLF 0.8820 0.8658 0.8498
Table 3: MAE performances of the compared models on
MovieLens vs EachMovie related domains under different
configurations. The combined settings ML-Given5 vs EM-
Given5, ML-Given10 vs EM-Given10 and ML-Given15 vs
EM-Given15 are conducted.
same users and items when combined with different related
domains in the experiments. The results show that differ-
ent domains may have various levels of shared information,
which are underlying across domains.
6 Conclusion
In this work, we proposed a novel cross-domain collabora-
tive filtering method, named probabilistic cluster-level latent
factor (PCLF) model. The PCLF model has taken into ac-
count both the useful knowledge across multiple related do-
mains and the structures in each domain. On the one hand,
the PCLF model is able to learn shared common rating pat-
tern across multiple rating matrices to alleviate the spar-
sity problems in individual domain. On the other hand, our
model can also draw the discriminative information from
each domain to construct a set of latent space to represent the
domain-specific rating patterns of user groups on the item
clusters from each domain, which is propitious to the im-
provement of recommendation accuracy. The experimental
results show that our proposed PCLF model indeed can ben-
efit from the combination of two types of cluster-level rating
patterns (i.e., common & domain-specific) and outperforms
the state-of-the-art methods for cross-domain recommenda-
tion task.
There are still several extensions to improve our work. At
present, we only conduct experiments on datasets with ex-
plicit rating (e.g., from 1 to 5). We plan to explore the ability
to handle the implicit preferences of users (e.g., visit, click
or comment) of our model. Also, most recommendation sys-
tems are expected to handle enormous amounts of data (“Big
Data”) at a reasonable time. So we will evaluate the scala-
bility of our model.
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