We present a deconvolution estimator for the density function of a random variable from a set of independent replicate measurements. We assume that measurements are made with normally distributed errors having unknown and possibly heterogeneous variances. The estimator generalizes well-known deconvoluting kernel density estimators, with error variances estimated from the replicate observations. We derive expressions for the integrated mean squared error and examine its rate of convergence as n → ∞ and the number of replicates is fixed. We investigate the finitesample performance of the estimator through a simulation study and an application to real data.
Introduction
We consider estimating the density function of an unobservable random variable from a set of replicate measurements. Let X have unknown density function f x . Suppose that X 1 , . . . , X n are measured independently and repeatedly as {W r, j } n, m r r =1, j=1 , where W r, j = X r +U r, j and m r ≥ 2. Then the density of the observed W r, j is related to f x by the convolution, f W r, j = f x * f U r, j . We present an estimator for f x under the assumption that U r, j ∼ N (0, σ 2 r ), independent of X r , r = 1, . . . , n and j = 1, . . . , m r .
We do not model the error variances σ 2 r , and thus our methods are completely general. We note that in applications where reliable models for variances (say, as functions of the means) can be specified, more efficient estimators can likely be obtained.
Several authors have studied estimation of f x when measurement errors are identically distributed with a known density function. The approach we take is closely related to that of Stefanski and Carroll (1990) , who presented deconvoluting kernel density estimators appropriate for a wide class of error distributions. The properties of deconvoluting estimators have been studied in detail (see, for example, Carroll and Hall 1988; Devroye 1989; Stefanski 1990; Fan 1991a Fan ,b, 1992 Wand et al. 1998) . Recently, authors have studied deconvolution under less restrictive assumptions. Estimating f x when errors are identically distributed with an unknown density function has been addressed by Diggle and Hall (1993), Patil (1996) , Li and Vuong (1998), Meister (2006) , Neumann (2007) and Delaigle et al. (2007 Delaigle et al. ( , 2008 , among others.
Fewer authors have addressed deconvolution in the presence of heteroscedastic measurement error. Staudenmayer et al. (2008) assume the availability of replicate measurements and model measurement error variances as functions of the unobserved data. The density function f x is modeled as a convex mixture of B-spline densities. Delaigle and Meister (2007, 2008 ) present a generalization to the deconvoluting kernel estimator for the case where measurement errors are heteroscedastic and have known distributions. The characteristic function for the measurement error density is described by a weighted average of characteristic functions. Additionally they discuss estimation when error densities are imperfectly known but estimable, for example, from replicate measurements. Under certain conditions, the known error densities may be replaced with their estimates without affecting convergence properties.
We assume a fixed number of replicate measurements and approach the problem via the conditional distributions of the sample means and variances of these measurements. A natural estimator arises from the results of Stefanski et al. (2005) , and generalizes the deconvoluting estimator of Stefanski and Carroll (1990) . Measurement errors are assumed normal, but not identically distributed. The estimator accommodates heteroscedastic and homoscedastic measurement errors. However as the main focus of this paper is estimation in the presence of heteroscedastic error, a detailed examination of our estimator's properties is restricted to this case.
We start with a brief review of the results of Stefanski et al. (2005) . In Sect. 2, we define our estimator and show its connection to the Stefanski and Carroll (1990) estimator. We derive and examine the asymptotic mean integrated squared error in Sect. 3, and in Sect. 4 we investigate finite-sample properties via simulation. We address bandwidth estimation in Sect. 5, describing a bootstrap bandwidth selection procedures. In Sect. 6 we present an application to real data.
Background
Our estimator of f x uses results of Stefanski et al. (2005) , who presented a method for constructing unbiased estimators of g(μ) where μ is the mean of a normally distributed random variable and g() is an entire function over the complex plane. For reference, we present the following theorem, without proof, from Stefanski et al. (2005) .
