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Introduction
In his well-known book on asset pricing, Cochrane (2001, p. 16) 
writes:
Investors do not like uncertainty about consumption. If you buy an asset whose payoff covaries positively with consumption, one that pays off well when you are already feeling wealthy, and pays off badly when you are already feeling poor, that asset will make your consumption stream more volatile. You will require a low price to induce you to buy such an asset. If you buy an asset whose payoff covaries negatively with consumption, it helps to smooth consumption and so is more valuable than its expected payoff might indicate.
The intuition conveyed by this statement is ubiquitous in asset pricing theory. Risk averse investors should be willing to pay a premium for assets which transfer wealth from good states of the world to bad states of the world. Naturally, a state that is good for one agent may be bad for another, and difficulties arise when trying to draw conclusions about market prices from claims about the individual behavior of heterogeneous agents. Nevertheless, many well-known asset pricing models predict that securities which covary positively with a broad market portfolio tend to be less valuable than those which covary negatively. When the prices of contingent claims written on a market portfolio satisfy this principle, we expect the pricing kernel, defined here as the ratio of the risk neutral and physical densities associated with the market portfolio, to be a monotonically decreasing function of the market return.
The widespread consensus on pricing kernel monotonicity was first drawn into question by three empirical studies published in the early 21 st century: Aït-Sahalia and Lo (2000), Jackwerth (2000) and Rosenberg and Engle (2002) . Each of these studies produced a flexible empirical estimate of the pricing kernel for the S&P 500 index at one or more dates between 1988 and 1995. All three studies obtained estimated pricing kernels that were monotonically decreasing at high and low levels of markets returns, but increasing over an intermediate range of returns. 1 Jackwerth (2000) drew particular attention to the curious shape of the estimated pricing kernel, emphasizing that it was inconsistent with the existence of a risk averse representative agent. Even without a representative agent, pricing kernel nonmonotonicity remains puzzling, as there cannot exist even a single individual agent who rationally chooses to invest all their wealth in the market portfolio, or in any security or combination of securities whose payoff is a monotonically increasing function of the market return (Constantinides et al., 2009; Beare, 2011) . Brown and Jackwerth (2012) coined the term pricing kernel puzzle in reference to the apparent nonmonotonicity of pricing kernel estimates.
2 Some other authors (see e.g. Chabi-Yo et al., 2008) use the term risk aversion puzzle to refer to the same phenomenon.
A number of authors have put forward theoretical explanations for the pricing kernel puzzle. Some (Detlefsen et al., 2007; Ziegler, 2007; Bakshi and Madan, 2008; Härdle et al., 2009 ) have pointed out that models in which agents have heterogeneous beliefs about the physical return distribution may generate nonmonotone pricing kernels. Others (Chabi-Yo et al., 2008; Christoffersen et al., 2011; Chabi-Yo, 2012) have emphasized that neglecting to condition on relevant state variables -in particular, the level of market volatility -when constructing the physical return density may cause the implied pricing kernel to be nonmonotone. Gollier (2011) explained how ambiguity aversion may lead to pricing kernel nonmonotonicity. Hens and Reichlin (2012) argued that pricing kernel monotonicity is a consequence of three key modeling assumptions -complete markets, risk aversion, and correct beliefs -and explained how relaxing any of these conditions may potentially lead to pricing kernel nonmonotonicity. Hens and Reichlin also provided a general review of the literature on the pricing kernel puzzle, and we refer the reader to their paper for additional discussion and references.
Many papers discussing the pricing kernel puzzle take the nonmonotonicity of empirical pricing kernel estimates at face value, and seek an economic explanation for why monotonicity need not hold. One might also consider a purely statistical explanation. Are the observed departures from monotonicity in empirical pricing kernel estimates statistically significant, or can they be plausibly attributed to statistical uncertainty? The pricing kernel estimates appearing in Aït-Sahalia and Lo (2000) , Jackwerth (2000) and Rosenberg and Engle (2002) are not accompanied by uniform confidence bands, so it is not clear whether there is a statistically significant departure from monotonicity. The same is true for more recent pricing kernel estimates appearing in Barone-Adesi et al. (2008) and Barone-Adesi and Dall'O (2010) . In these two papers, the estimated pricing kernels are not in fact monotone, yet the authors argue that they provide evidence in favor of pricing kernel monotonicity because their general shape appears to be roughly monotone.
A formal statistical test of monotonicity should be able to provide a rigorous basis for statements of this kind. Indirect evidence in favor of pricing kernel nonmonotonicity has been documented by Bakshi et al. (2010) , who found that the average returns on call options written on the S&P 500 index tend to be decreasing in the strike price. This pattern is suggestive of a U-shaped pricing kernel. On the other hand, Chaudhuri and Schroder (2010) found that options written on individual stocks exhibited average returns consistent with a monotone pricing kernel.
The contribution of this paper is a statistical test of pricing kernel monotonicity that can account for uncertainty about the risk neutral and physical densities associated with the market portfolio. Our test is a extension of a procedure developed by Carolan and Tebbs (2005) and Beare and Moon (2012) . It relies on the insight that a ratio of densities is monotone if and only if the corresponding ordinal dominance curve is concave. In our context, the ordinal dominance curve is the mapping from physical quantiles to risk neutral quantiles obtained by composing the risk neutral distribution function with the physical quantile function. We consider two test statistics based on the L 1 and L 2 distances between the estimated ordinal dominance curve and its least concave majorant. Asymptotic approximations to the statistical behavior of the estimated risk neutral and physical distributions are used to derive suitable critical values. We apply our testing procedure using data on 128 cross sections of European put and call options written on the S&P 500 index between 1997 and 2009. Using the L 1 (L 2 ) test statistic, we reject the null hypothesis of monotonicity 42% (53%) of the time at the 5% significance level, and 17% (34%) of the time at the 1% significance level.
Our paper is similar in spirit to two working papers by Golubev et al. (2008) and Härdle et al. (2010) . In both of these papers, an attempt is made to conduct formal statistical inference about the shape of the pricing kernel. Golubev et al. (2008) Härdle et al. (2010) provide a method for constructing uniform confidence bands for the pricing kernel, allowing for uncertainty about both the risk neutral and physical distributions. They report 95% confidence bands for the pricing kernel for DAX returns in 2006 at a variety of time horizons and specific dates. In four of the six cases considered, one can see that a decreasing pricing kernel is consistent with the reported confidence bands. In the other two cases, the confidence bands imply that the pricing kernel must be increasing in a range of negative returns.
A key difference between this paper and the two empirical studies just cited is the way in which we deal with time variation in the volatility of the physical distribution. Golubev et al. (2008) and Härdle et al. (2010) do not account for time variation in volatility, instead treating the historical market returns as independent draws from a time invariant physical distribution. This changes the interpretation of their results -we must interpret the pricing kernel as the ratio of the risk neutral density and the unconditional physical return density. In fact, it is the ratio of the risk neutral density to the physical density conditional on current information which classical theory posits to be monotone. In particular, we should condition on the present level of volatility. Estimates of the risk neutral distribution reflect information about the present level of volatility because they are extracted from the prices of options. If the estimated physical distribution does not also reflect information about the level of volatility, there may be a mismatch between the scales of the two estimated distributions, leading to spurious rejections of pricing kernel monotonicity. To address this difficulty, we rescale our estimated physical distribution using volatilities extracted from historical return data. For dates between 1975 and 1996, we obtain volatilities using the MiDaS estimator of Ghysels et al. (2005 Ghysels et al. ( , 2006 . For dates between 1997 and 2009, when high-frequency intraday data are available, we obtain volatilities using the Real-GARCH model of Hansen et al. (2012) .
The remainder of this paper is structured as follows. Section 2 provides a relatively nontechnical discussion of the statistical framework we adopt, showing how the approach of Carolan and Tebbs (2005) and Beare and Moon (2012) may be applied in the present context. Details of how we estimate the risk neutral and physical distributions, and compute critical values for our test statistics, are given in Section 3. Section 4 contains our empirical results. Detailed results are provided for the most recent date at which our tests are implemented, and a summary of the results obtained at all 128 dates in the sample period. We also subject our results to a number of robustness checks. In Section 5 we give some final thoughts and conclude. Technical results concerning the asymptotic properties of our statistical procedure are stated and proved in the Mathematical Appendix.
Statistical framework
In this section we provide a basic outline of the statistical framework used to obtain our empirical results. Details are given in the Mathematical Appendix, and we refer to results given there when appropriate. A reader who is primarily concerned with our empirical results should be able to skip the Mathematical Appendix and understand the gist of our approach from the discussion in this section and the following section.
The pricing kernel puzzle concerns the shape of the ratio of the risk neutral and physical densities governing the payoff of some base asset -typically, a market index -at a given future date. Let Q and P be two cumulative distribution functions (cdfs) on the real line with P (x) = Q(x) = 0 for all x ≤ 0. The cdf P , referred to as the physical distribution, describes the value after one period of a $1 investment in the base asset. It should be interpreted as being conditional on all information available at the time of investment. The cdf Q, referred to as the risk neutral distribution, determines the price of derivative contracts delivering a payoff after one period determined by the value of the base asset at that time. Such contracts have price equal to their discounted expected payoff under Q.
We assume that the cdfs Q and P admit continuous probability density functions (pdfs) q and p, with common support. The pricing kernel is the density ratio π(x) = q(x)/p(x), defined over the common support of q and p. We wish to test whether π is nonincreasing. Patton and Timmermann (2010) discuss a variety of ways to set up the null and alternative hypotheses in statistical tests of monotonicity. We shall adopt the following formulation.
H 0 : π is nonincreasing; H 1 : π is not nonincreasing.
The null hypothesis H 0 is composite, meaning that it admits multiple pricing kernels π. Consistent with Carolan and Tebbs (2005) , Golubev et al. (2008) and Beare and Moon (2012) , we shall choose critical values for our test statistics that deliver the correct asymptotic size at a particular choice of nonincreasing pricing kernel: π = 1. This is the only choice of π that is constant, since q and p must integrate to one. When π is constant it is, in an intuitive sense, as close to violating H 0 as possible.
The approach to monotonicity testing proposed by Carolan and Tebbs (2005) is based on an equivalence between the monotonicity of π and the concavity of a function called the ordinal dominance curve. Given our cdfs Q and P , the corresponding ordinal dominance curve is the map φ :
Here, P −1 (u) = inf{x : P (x) ≥ u}, the quantile function for P . When q and p have common support, φ is continuous and nondecreasing with φ(0) = 0 and φ(1) = 1. It turns out that π is nonincreasing if and only if φ is concave. To see this, differentiate both sides of the equality Q(x) = φ(P (x))) to obtain π(x) = φ (P (x)). Since P is nondecreasing and continuous, we find that π is nonincreasing if and only if φ is nonincreasing. One may therefore consider testing H 0 against H 1 by constructing a test statistic that is in some sense an empirical measure of the nonconcavity of φ.
In Figure 2 .1 we provide three examples of pairs of pdfs, their ratios, and the corresponding ordinal dominance curves. It may be helpful to think of the light pdfs as risk neutral densities and the dark pdfs as physical densities. In the first row, the two pdfs are normal with different means and the same variance, with the physical density shifted to the right of the risk neutral density. In this case, the pricing kernel is monotone decreasing, and the ordinal dominance curve is concave. In the second row the two pdfs are normal with equal means, but the variance of the risk neutral density is greater than the variance of the physical density. In this case the pricing kernel is U-shaped, broadly consistent with the empirical findings of Bakshi et al. (2010) , and the ordinal dominance curve is not concave. In the third row the two pdfs are the risk neutral and physical pdfs estimated by Jackwerth (2000) for monthly S&P 500 returns on April 15, 1992. In this case the pricing kernel is decreasing at the extremes but nondecreasing around the center of the return distribution, and the ordinal dominance curve again fails to be concave. The densities used in the first row are Gaussian with different means and equal variances. The densities used in the second row are Gaussian with equal means and different variances. The densities used in the third row are the estimated risk neutral and physical densities reported by Jackwerth (2000) for monthly S&P 500 returns on April 15, 1992.
In our empirical application we shall estimate Q using a cross-section of current option prices, and P using a time series of market returns, interest rates and volatilities. Let m denote the number of observed option prices, let n denote the length of the time series, and let Q m and P n denote our estimates of Q and P . Carolan and Tebbs (2005) and Beare and Moon (2012) take Q m and P n to be the empirical distribution functions of independent samples of size m and n drawn from Q and P . Here we employ more complicated estimators. Details about the estimators of Q and P used in our application are provided in Section 3. For the purposes of developing an asymptotic approximation to the statistical behavior of Q m and P n , and of the test statistics defined below, we will assume that m → ∞ and n → ∞ simultaneously, with n/(m+n) → λ for some λ ∈ (0, 1).
Given our estimated cdfs Q m and P n , we construct an estimated ordinal dominance curve φ m,n : [0, 1] → [0, 1] as follows:
The least concave majorant of φ m,n , denoted Mφ m,n , is the smallest concave function on [0, 1] that is everywhere equal to or greater than φ m,n . Figure 2 .2 provides an example of an estimated ordinal dominance curve φ m,n and its least concave majorant Mφ m,n .
We will use the following statistics M 
and Mφ m,n , while M 2 m,n is proportional to the L 2 -distance between φ m,n and Mφ m,n . The statistic M 1 m,n was proposed by Carolan and Tebbs (2005) for testing whether φ is concave. Those authors also proposed a second statistic based on the maximum distance between φ m,n and Mφ m,n . Beare and Moon (2012) showed that this second statistic is poorly behaved and instead recommended that suitable statistics should be formed by considering the L ν -distance between φ m,n and Mφ m,n , with 1 ≤ ν ≤ 2. In this paper we confine ourselves to the cases ν = 1 and ν = 2.
The asymptotic statistical properties of M 1 m,n and M 2 m,n depend on the behavior of Q m and P n , viewed as sequences of random cdfs on the real line. Naturally, the behavior of Q m and P n depends on how they are constructed from the observed data, and details of The estimated ordinal dominance curve φ m,n displayed here was constructed using the empirical distribution functions of two independent samples from the standard normal distribution, each with 50 observations. In this case the true ordinal dominance curve is φ(u) = u, and the implied density ratio is π(x) = 1.
this construction are deferred to Section 3. For now, it suffices for us to assume that, as m, n → ∞ with n/(m + n) → λ, the normalized estimation errors √ m(Q m (x) − Q(x)) and √ n(P n (x)−P (x)) converge weakly to continuous random functions of x. More specifically, we assume that
where denotes weak convergence, and ξ and ζ are independent continuous random functions on [0, 1] . A more formal statement of this condition is given in Theorem A.1 in the Mathematical Appendix. If Q m and P n are the empirical distribution functions of independent samples of size m and n drawn from Q and P , as they are in the case considered by Carolan and Tebbs (2005) and Beare and Moon (2012) , then Donsker's theorem ensures that (2.3) holds with ξ and ζ independent standard Brownian bridges on [0, 1]. Other choices of ξ and ζ may accommodate other estimators of Q and P . The assumed independence of ξ and ζ means that estimation uncertainty about Q is asymptotically independent of estimation uncertainty about P . This condition appears reasonable in our application, because uncertainty about Q derives from random pricing errors present in current option price data, whereas uncertainty about P derives from random variation in historical asset returns, the bulk of which become increasingly distant as the time series length n increases.
3
We reject H 0 in favor of H 1 when our test statistic M 1 m,n or M 2 m,n exceeds a suitably chosen critical value. Theorem A.1 in the Mathematical Appendix establishes that, when π is constant and m, n → ∞ with n/(m + n) → λ, we have
where
values for our test statistics may be extracted from the (1 − α)-quantiles of the limit distributions given in (2.4) and (2.5). This will deliver an asymptotic rejection rate of α when π is constant. If the random behavior of G is not known, it may still be possible to obtain asymptotically valid critical values for our test statistics by consistently estimating the (1 − α)-quantiles of the limit distributions in (2.4) and (2.5). We discuss this further in Section 3.3, after our estimators Q m and P n have been introduced.
Construction of test statistics and critical values
In Section 2 we outlined the statistical framework we shall use for testing pricing kernel monotonicity. We assumed that our risk neutral and physical estimators Q m and P n satisfied the weak convergence condition (2.3), but did not explain precisely how they are computed in our application. In Section 3.1 we provide details about the risk neutral estimator used in our application, and in Section 3.2 we provide details about our physical estimator. We identify continuous random functions ξ and ζ such that, under suitable conditions, our estimators satisfy (2.3). In Section 3.3 we explain how critical values are calculated for our test statistics.
Risk neutral distribution estimation
Nonparametric methods for estimating the risk neutral density were first introduced by Jackwerth and Rubinstein (1996) and Aït-Sahalia and Lo (1998) . A large number of alternative estimators have been proposed in subsequent literature. In our application we employ the estimator of Monteiro et al. (2008) , which involves approximating the risk neutral density with a cubic spline. Two properties of this estimator make it ideally suited to our statistical framework: it is flexible, but parametric. Flexibility is crucial because, to identify potential departures from pricing kernel monotonicity, we need an estimator that is sufficiently flexible to accommodate irregularities in the shape of the risk neutral distribution. We can achieve flexibility with the cubic spline by employing a modest number of spline knots. At the same time, the parametric nature of the cubic spline makes it possible for us to obtain regularity conditions under which the weak convergence postulated in (2.3) is satisfied. This is typically not possible with fully nonparametric estimators of the risk neutral distribution. For instance, the estimator proposed by Aït-Sahalia and Lo (1998) delivers an asymptotically normal estimate of the risk neutral cdf at any given point in its support, but we do not have weak convergence in the functional sense, as required in (2.3). Technically, the sequence of risk neutral cdf estimates fails to satisfy a tightness condition, ruling out weak convergence. The parametric nature of the cubic spline allows us to circumvent this difficulty.
The data used for estimating the risk neutral distribution at a given date consist of m quadruplets (d i , s i , w i , v i ), i = 1, . . . , m, describing the observed characteristics of European put and call options written on our base asset, expiring after one period. d i is equal to zero if the ith option is a call and one if the ith option is a put, s i is the strike at which the ith option is written, w i is the price of the ith option, and v i is the trading volume of options with strike s i and of type d i on the date in question. We also observe the one period risk-free interest rate r that applies at the present date. Further details about how our data are constructed are provided in Section 4.1.
Following Monteiro et al. (2008) , we assume that the risk neutral density q is a cubic spline (i.e., a smooth piecewise cubic polynomial) with fixed knots x 0 < · · · < x k . The choice of knots is arbitrary; in our application we employ an ad hoc data dependent method to choose the knot locations. Given the knots, q is specified up to a vector of parameters θ ∈ R 4k :
The parameter vector θ is restricted in such a way that q integrates to one, is twice continuously differentiable on (x 0 , x k ), and is continuous and equal to zero at x 0 and x k . These requirements amount to 3k linear equality restrictions on θ, which we write as Rθ = γ using a suitably chosen 3k × 4k matrix R and 3k × 1 vector γ. In addition to these linear equality restrictions, we require that q is nonnegative. This condition imposes a family of linear inequality restrictions on θ. We require
for all x ∈ (x j−1 , x j ] and all j = 1, . . . , k. Let Θ denote the collection of θ ∈ R 4k satisfying Rθ = γ and the inequality restrictions in (3.2). Monteiro et al. (2008) propose choosing θ ∈ Θ to minimize a weighted sum of squared differences between the observed prices w i and the prices implied by q(·; θ). The trading volumes v i are used to weight the different squared pricing errors. This approach is consistent with the idea that highly traded assets are more likely to be accurately priced. The estimator for the "true" value of θ, which we denote θ * , can be written as
Note that, in view of the spline model (3.1), h(d, s; θ) is a linear function of θ for each (d, s).
For each i, we may therefore write h(d i , s i ; θ) = z i θ for all θ, with z i an element of R 4k determined by s i , d i , r, and the spline knots x 0 , . . . , x k . Estimation of θ * thus amounts to weighted linear regression subject to linear equality and inequality restrictions. Monteiro et al. (2008) provide a fast algorithm to compute θ m based on the method of semidefinite programming. We shall not repeat the details here.
Given the estimated risk neutral density q(·; θ m ), our estimate for the risk neutral distribution Q(·) = Q(·; θ * ) is given by
To implement our test for pricing kernel monotonicity, we need to characterize the asymptotic statistical behavior of Q m . Specifically, we need to identify a continuous random function
, consistent with (2.3). Theorem A.2 in the Mathematical Appendix establishes that, under suitable conditions, we may take 4) where N is a vector of 4k independent standard normal random variables, and Ψ is a symmetric positive semidefinite 4k × 4k matrix defined in (A.9).
Physical distribution estimation
We seek to estimate P , the conditional distribution of the payoff at time τ + 1 of a $1 investment in the S&P 500 index at time τ . Here, τ represents one of the 128 dates during 1997-2009 for which we apply our test. The option prices used to estimate Q are quoted at time τ , with the options expiring at time τ + 1. To estimate P we employ a historical time series of n triples (X t , r t , σ t ), t = 1, . . . , n, covering the span 1975-2009. An equal number of trading days fall between any consecutive dates t and t + 1. Depending on the specific date at which we apply our test, this is between 18 and 22 trading days. X t is the rate of return on an investment in the S&P 500 index from time t to time t + 1. It is calculated as the natural logarithm of the price ratio between the two dates. r t is the riskfree rate of interest from time t to time t + 1. σ 2 t is a measure of the conditional volatility of excess returns on the base asset from time t to time t + 1, given information available at time t. It is constructed from daily or high frequency intraday (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) historical return data. Additional details about the construction of volatilities, and our data more generally, are provided in Section 4.1.
For a given date τ , P is the conditional cdf of exp(X τ ) given r τ and σ τ . Our estimator of P is given by
. This is the empirical cdf of exp(X * t ), where X * t = (σ τ /σ t )(X t − r t ) + r τ is a recentered, rescaled version of the rate of return X t . To implement our test we must identify a continuous random function ζ on [0, 1] such that √ n(P n (x) − P (x)) ζ(P (x)), consistent with (2.3). In Theorem A.3 in the Mathematical Appendix, we identify conditions under which this weak convergence holds with ζ a standard Brownian bridge on [0, 1]. The main requirement is that volatility adjusted excess returns are iid over time. Though an imperfect approximation to reality, this condition compares favorably to the recent empirical studies of pricing kernel monotonicity by Golubev et al. (2008) and Härdle et al. (2010) , in which raw market returns are assumed to be iid. We impose no structure on the shape of P beyond continuity.
Calculating critical values
In (2.4) and (2.5) we stated the limit distributions of our test statistics M 1 m,n and M 2 m,n when π = 1 in terms of the random process
For the estimators Q m and P n defined in Sections 3.1 and 3.2, ξ is a finite dimensional Gaussian process given by (3.4), and ζ is a standard Brownian bridge. As discussed in Section 2, the two processes are assumed independent. To obtain critical values c 1 and c 2 for M 1 m,n and M 2 m,n yielding a test with asymptotic size α we employ the following procedure.
1. Randomly generate ζ, a standard Brownian bridge.
2. Randomly generate ξ in accordance with (3.4). Since the distribution of ξ depends on unknown parameters θ * and Ψ, we substitute these with consistent estimators θ m and Ψ m . The former is defined in (3.3) and the latter in (A.9).
3. Calculate G = λ 1/2 ξ − (1 − λ) 1/2 ζ. The parameter λ is set equal to its finite sample analogue n/(m + n).
Evaluate
. 5. Repeat steps 1 through 4 a large number of times, so as to obtain a large number of independent realizations of M 1 and M 2 . Set c 1 and c 2 equal to the (1 − α) quantiles of the simulated distributions of M 1 and M 2 .
Empirical results
The presentation of our empirical results is divided into four subsections. In Section 4.1 we describe our data set. In Section 4.2 we provide a detailed description of our results for December 16, 2009 -the most recent date at which we apply our test. In Section 4.3 we summarize our results for the full set of 128 dates. In Section 4.4 we report the outcome of a number of robustness checks used to confirm the validity of our results.
Data
Our primary dataset consists of prices for European call and put options written on the S&P 500 from January 1997 to December 2009. Daily option prices were obtained from the data provider DeltaNeutral 5 , which collects prices for options reported by the Options Price Reporting Authority 6 (OPRA). OPRA compiles information from a number of different exchanges in order to find a national option price. Our dataset consists of bid-ask averages of OPRA's reported prices for different options at the close of the market on each trading day, along with the corresponding trading volumes.
We exclude all options that do not have between 18 and 22 trading days to maturity, and nonzero trading volume. Tables 4.1 and 4.2 summarize some key features of the remaining prices. In Table 4 .1 we report the maximum, minimum and average number of put and call option prices observed in the different months of each year. The average number of option prices increased from 64 in 1997 to 169 in 2009. In Table 4 .2 we report average implied volatilities by option moneyness, computed using the Black-Scholes formula. Implied volatilities were moderately high during the the late 1990s and early 2000s, at their lowest in the mid-2000s, and reached their highest levels during the financial crisis years at the end of our sample. They exhibit the familiar volatility smile, where at-the-money options tend to have lower implied volatilities than their far in-the-money or (to a lesser extent) out-of-the-money counterparts.
For the benchmark results reported in Sections 4.2 and 4.3, we exclude options with moneyness outside ±15% from the risk neutral estimation procedure. In the robustness checks reported in Section 4.4, we also examine the impact of excluding calls with moneyness less than -3% and puts with moneyness greater than 3%. The effect is minimal because of the volume weighting used in our estimation procedure.
For dates between 1997-2009, our physical volatility measure is derived from a daily series of realized volatilities kindly provided by Peter R. Hansen. These realized volatilities were constructed using high frequency intraday data on the SPY, an exchange traded fund which tracks the S&P 500 index, using the realized kernel method described by Barndorff-Nielsen et al. (2008 
Representative example
In this subsection we present detailed results for the date December 16, 2009. This is the most recent date at which we apply our tests. In Figure 4 .2 we graph the estimated risk neutral and physical densities for this date, as well as the implied pricing kernel and ordinal dominance curve. We can see that the physical density has a sharper peak than the risk neutral density, while the risk neutral density is more disperse than the physical density. This results in a broadly U-shaped pricing kernel, similar to the findings of Bakshi et al. (2010) , though it is decreasing at extremely high return levels. Care should be exercised when judging the shape of the pricing kernel, as sampling uncertainty may Forward looking realized volatilities are calculated from intraday data using the log-linear RealGARCH(1,1) model of Hansen et al. (2012) . Risk neutral volatilities are extracted from our cubic spline estimates of the risk neutral density at each of the 128 dates at which we apply our monotonicity tests.
be large in the tails of either distribution. The corresponding ordinal dominance curve fails to be concave, and appears roughly convex to the right of the center of the physical distribution, consistent with a U-shaped pricing kernel. This shape for the odc was fairly common in the months where we rejected the null hypothesis.
We used k = 11 spline knots in the risk neutral estimation procedure. Their locations are indicated with solid dots in Figure 4 .2; 3 of the 11 knots lie outside the range of the horizontal axis. The knot locations were chosen using an automated data dependent ad hoc procedure. 9 The same procedure was used for all 128 dates in our full sample. The top panel displays the estimated physical and risk-neutral density functions for 12/16/09. Knot locations for the cubic spline used to estimate the risk neutral density are indicated by solid dots. We used a standard kernel smoother to obtain the physical density from our estimated physical cdf, which is not differentiable. This smoothing plays no role in the construction of our test statistics. The center panel displays the estimated pricing kernel, which is the ratio of the two densities in the top panel. The bottom panel shows the corresponding ordinal dominance curve and its least concave majorant. . These are the approximate sampling distributions of our test statistics when the pricing kernel is constant, constructed as described in Section 3.3. Our two test statistics, which are based on the L 1 -and L 2 -distances between the ordinal dominance curve and least concave majorant in the bottom panel of Figure 4 .2, are equal to 0.483 and 0.577 respectively. The associated p-values, rounded to three decimal places, are both equal to 0.000. We conclude that there is strong evidence against the null hypothesis of a nonincreasing pricing kernel at this date.
Full sample results
For each month in the sample period, we select the date with the largest number of option prices with a single time-to-maturity, and test the monotonicity of the pricing kernel at that date, with that time-to-maturity. Recall that we only include options with time-tomaturity between 18 and 22 days in our sample. We exclude 24 months in which there are no days with prices for at least 40 options with a common time-to-maturity, and the last four months of 2008 due to the extremely high realized volatility levels associated with the financial crisis. This leaves us with 128 dates at which we apply our tests. Table 4 .3 presents summary statistics for the moments of the estimated risk neutral densities by year. The mean of the estimated risk neutral distribution, discounted by the risk-free rate, acts as a simple specification check on our cubic spline model. It should equal one if a direct investment in the S&P 500 index is correctly priced. We can see This table presents summary statistics for the (standardized) moments of the estimated risk neutral densities by year. If the estimated risk neutral distribution prices the market portfolio perfectly, the normalized mean should be equal to one.
that the discounted mean is in all cases very close to one. Table 4 .3 also summarizes the annualized volatilities associated with our estimated risk neutral distributions. These risk neutral volatilities were plotted against forward looking realized volatilities in Figure 4 .1. Table 4 .4 and Figure 4 .4 present the results of our monotonicity tests. In Table 4 .4 we report the rejection frequencies obtained with our two test statistics in each year, with 5% and 1% nominal significance levels. We find that, in nearly all years in our sample period, our test statistics exceed their critical values at a substantially higher rate than we would expect under the null hypothesis of pricing kernel monotonicity. Overall, our L 1 test rejects monotonicity 42% of the time at the 5% level, and 17% of the time at the 1% level. Our L 2 test rejects monotonicity 53% of the time at the 5% level, and 34% of the p-values indicate the smallest nominal significance level at which we would reject the null hypothesis of pricing kernel monotonicity at a given date.
the smallest nominal significance level at which we would reject the null hypothesis of pricing kernel monotonicity at a given date. Some p-values are extremely close to zero, indicating that we may confidently reject pricing kernel monotonicity at certain dates.
Robustness checks
In Table 4 .5 we report the overall rejection rates obtained with our two test statistics using a number of variations on our baseline testing procedure.
First, we explore the robustness of our results to variations in the procedure used to estimate the physical distribution. As discussed earlier, the volatilities used in our baseline results were constructed using a MiDaS estimator for dates between 1975-1996, and a RealGARCH estimator for dates between 1997-2009. In row 2 of Table 4 .5 we report the outcome of our tests when all volatilities are constructed using the MiDaS estimator. This table presents the rejection rates for our tests of pricing kernel monotonicity under a variety of alternative specifications. The first row corresponds to the baseline results given in the final row of Table 4 .4. The model variations used to produce the results given in the other rows are discussed in the main text.
There is virtually no change. We also vary the length of the time series of rescaled excess returns used to estimate the physical distribution. In our baseline results we used the full 1975-2009 sample period to maximize statistical efficiency. In row 3 of Table 4 .5 we report results obtained when the physical distribution is estimated using only those rescaled excess returns occurring at or prior to the date at which option prices are quoted.
There is a mild reduction in the frequency of rejections. In row 4 we report results obtained when rescaled excess returns from before 1988 are excluded from our sample. This change is motivated by the discussion in Jackwerth (2000), where it is suggested that the crash of October 1987 may have fundamentally changed investor's beliefs about the physical distribution, potentially inducing pricing kernel nonmonotonicity. We find that there is a substantial drop in the frequency of rejections when pre-1988 data are excluded from our sample. Of course, it is natural that our tests have lower power when the sample size is reduced. The rejection rates remain well above nominal size.
We also consider the sensitivity of our results to modeling choices associated with the risk neutral distribution. In order to include as many months as possible, we included inthe-money options in our baseline estimation procedure. In-the-money option prices can sometimes be unreliable. In line 5 of Table 4 .5 we report results obtained after excluding calls with moneyness less than -3% and puts with moneyness greater than 3% from our sample. With fewer option prices, we are forced to eliminate 28 months from our sample, leaving us with 100 months. However, the rejection frequency remains about the same with either test statistic or significance level.
As discussed in Section 3.1, we estimate the parameters of our cubic spline by minimizing a weighted sum of squared pricing errors, with the weights given by observed trading volumes. In line 6 of Table 4 .5 we report results obtained using bid-ask spreads in place of trading volumes, and in line 7 we report results obtained using equal weights for the pricing errors. Both variations lead to a moderate increase in the rejection frequency.
In lines 8 and 9 we vary the number of knots used in the cubic spline.
10 Increasing the number of knots from 11 to 13 has little effect. Reducing the number of knots from 11 to 9 leads to a moderate reduction in the rejection frequency, but the rejection rates remain well above nominal size.
Pricing kernel estimates can be highly unreliable in the tails of the physical density. To check that our rejections are not driven by nonmonotone behavior in this region, we modified our test statistics so that the integrals in (2.1) and (2.2) are over the interval [0.02, 0.98] , rather than the entire unit interval. A corresponding adjustment was made to critical values. Our results, displayed in line 10 of Table 4 .5, differed little from the baseline results.
The risk neutral estimator proposed by Monteiro et al. (2008) is well-suited for our purposes because we are able to establish weak convergence of the normalized estimation error to a finite dimensional Gaussian process. This is Theorem A.2 in the Mathematical Appendix. To check the robustness of our results to the choice of risk neutral estimator, we redid our analysis using an alternative estimator. First, we used Black-Scholes inver-sion to transform our option prices to implied volatilities, and fit a quartic polynomial to the transformed data by weighted least squares, using bid-ask spreads of implied volatility as weights. We then transformed our fitted implied volatilities back to fitted prices using the Black-Scholes formula, and twice differentiated to obtain an estimate of the risk neutral densityà la Breeden and Litzenberger (1978) . Finally, we modified the tails of the estimated risk neutral density, imposing a log-normal functional form in a manner similar to Figlewski (2008) . This has the effect of eliminating perverse tail behavior associated with extrapolating a fitted quartic polynomial beyond the range of the data, and ensures that the density integrates to one.
We do not have an analogue to Theorem A.2 that applies to the smoothed implied volatility estimator just described. Therefore, when using this estimator, we are unable to account for uncertainty about the shape of the risk neutral distribution when computing our critical values. We may compute critical values under the assumption that the risk neutral distribution is known by setting ξ = 0 in the algorithm given in Section 3.3. Proceeding in this way, we obtain the results given in line 11 of Table 4 .5.
11 We see that the rejection rates using the smoothed implied volatility estimator are similar to the baseline results. For the purposes of comparison, in line 12 we provide results obtained using the cubic spline estimator under the assumption that the risk neutral distribution is known, so that critical values are computed with ξ = 0. We see that the rejection rates are only modestly higher than our baseline results. This suggests that the sampling distributions of our test statistics are dominated by uncertainty about the physical distribution, with uncertainty about the risk neutral distribution playing a smaller role in determining critical values.
Final remarks
We have proposed a formal statistical test of pricing kernel monotonicity, and applied it using a sample of thirteen years of options market data for the S&P 500 index. Statistically significant violations of monotonicity are detected in a substantial proportion of the dates considered. Our results provide empirical support for the growing literature on the pricing kernel puzzle, indicating that well documented nonmonotonicities in estimated pricing kernels cannot always be attributed to sampling uncertainty. This finding is inconsistent with a broad class of theoretical asset pricing models, suggesting that economic mechanisms which generate pricing kernel nonmonotonicities play an important role in explaining observed data. It is interesting to note that our tests generated a higher frequency of rejections of monotonicity in the years 2005-2007, a period of unusually low realized and risk neutral volatility. Future research on the pricing kernel puzzle may perhaps help to explain this phenomenon.
A Mathematical appendix
Here we provide a formal statement and justification of claims made in Sections 2 and 3 about the asymptotic behavior of our test statistics M 
A.1 Limit distribution of test statistics
In Section 2 we asserted that M 1 m,n and M 2 m,n have limit distributions given by (2.4) and (2.5) under the weak convergence postulated in (2.3). The following result formalizes our claim.
Theorem A.1. Suppose there exist independent continuous random elements ξ, ζ ∈ ∞ ([0, 1]) such that the sequences of random cdfs Q m and P n satisfy the following weak convergence condition in the product metric space
If π is constant, then we must also have
Proof of Theorem A.1. We begin by establishing that the following weak convergence holds in
Let I denote the identity function on [0, 1] . Observe that
Focusing first on the second term on the right-hand side of (A.2), and noting that P •P −1 = I by virtue of the continuity of P , we use the fact that P = Q when π is constant to obtain mn m + n
In view of the continuity of the transformation
Using the Hadamard differentiability of the inverse operator at I tangentially to C([0, 1]) (van der Vaart and Wellner, 1996, Lemma 3.9.23 (ii)) we may apply the functional delta method (van der Vaart and Wellner, 1996, Theorem 3.9.4 ) to obtain
Since m/(m + n) → 1 − λ, we deduce from (A.3) and (A.4) that
This takes care of the second term on the right-hand side of (A.2). The first term on the right-hand side of (A.2) may be written as
Applying the continuous mapping theorem again, we find that
applying the continuous mapping theorem to the operation of composition -which is justified by the uniform continuity of ξ -we find that
Since n/(m + n) → λ, we deduce from (A.6) and (A.7) that
The weak convergence posited in the statement of Theorem A.1 holds in the product metric space ∞ (R) × ∞ (R). It follows that the weak convergences in (A.5) and (A.8) hold jointly in the product metric space
In view of (A.2), this establishes the validity of (A.1).
We complete the proof with another application of the continuous mapping theorem. One may show without difficulty that the lcm operator M : affine; see Carolan and Tebbs (2005, p. 168 ). Since φ is affine when π is constant, we may therefore write
In view of (A.2) and the continuity of the L 1 and L 2 norms, our desired result now follows from the continuous mapping theorem if we can show that D is continuous. In fact, continuity follows immediately from Marshall's Lemma (Robertson et al., 1988, ch. 7) which states that sup
A.2 Weak convergence of risk neutral estimator
In Section 3.1 we discussed an estimator for the risk neutral distribution proposed by Monteiro et al. (2008) . We asserted that the normalized estimation error √ m(Q m − Q) converges weakly to a finite dimensional Gaussian process. Here we provide a formal statement and justification of this claim. We employ the following technical conditions. Assumption A.1. The following statements are true.
(a) q is a cubic spline q(·; θ * ), with θ * ∈ Θ. (f) sup i∈N E|v i z i,j e i | 2+δ < ∞ for each j = 1, . . . , 4k and some δ > 0.
(g) q is strictly positive on (x 0 , x k ), with strictly positive right-derivative at x 0 and strictly negative left-derivative at x k .
Part (a) of Assumption A.1 ensures that our model for q is well specified. Parts (b)-(f) are standard regularity conditions for weighted linear regression with fixed regressors. Part (g) ensures that the inequality restrictions in (3.2) have an asymptotically negligible impact upon the distribution of √ m(θ m − θ * ).
Under Assumption A.1 we obtain the following result, which describes the limiting behavior of √ m(θ m − θ * ) and √ m(Q m − Q). Let I denote the 4k × 4k identity matrix, and let M = I − Ξ −1 R (RΞ −1 R ) −1 R. The matrices Σ and Ξ are defined in Assumption A.1.
We define the following sample analogues to Σ, Ξ and M : Proof of Theorem A.2. First we prove part (a). The main inconvenience here is the presence of the inequality restrictions (3.2), which we temporarily dispose of. LetΘ be the collection of θ ∈ R 4k for which Rθ = γ, and let
θ m is simply a weighted least squares estimator subject to linear equality restrictions.
With some elementary algebra we may show that If the probability of the inequality restrictions (3.2) binding vanishes in the limit, so that Prob(θ m = θ m ) → 1, then the proof of (a) will be complete. Under Assumption A.1(a,g) we may choose > 0 and δ > 0 such that q (·; θ * ) ≥ δ on (x 0 , x 0 + ), q(·; θ * ) ≥ δ on q (x;θ m ) < 0 will all converge to one as m → ∞. But then we must also have q(·;θ m ) ≥ 0 on (x 0 , x k ) with probability approaching one, so that Prob(θ m = θ m ) → 1. To prove uniform convergence in probability of q(·;θ m ) to q(·; θ * ) and of q (·;θ m ) to q (·; θ * ), we note that q(x; θ) and q (x; θ) are linear in θ for each x ∈ R. Thus we may write q(x;θ m ) = q(x; θ * ) + for each x ∈ R and m ∈ N. Our desired result now follows from part (a) and the fact that ∂ ∂θ Q(x; θ)| θ=θ * is uniformly bounded in x.
A.3 Weak convergence of physical estimator
Here we provide a formal statement of the weak convergence of √ n(P n − P ) asserted in Section 3.2. We treat {(r t , σ t ) : t ∈ N} as a nonrandom sequence in (0, 1) × (0, ∞), and {X t : t ∈ N} as a sequence of real valued random variables. Theorem A.3. Suppose {(X t − r t )/σ t : t ∈ N} is an iid sequence of random variables, and let P be the cdf of exp(X τ ). Then, as n → ∞, we have √ n (P n − P ) ζ • P in ∞ (R), where ζ is a standard Brownian bridge.
