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In the peaks approach, the formation sites of observable structures in the Universe are identified as peaks
in the matter density field. The statistical properties of the clustering of peaks are particularly important in
this respect. In this paper, we investigate the large-separation expansion of the correlation function of peaks
in Gaussian random fields. The analytic formula up to third order is derived, and the resultant expression can
be evaluated by a combination of one-dimensional fast Fourier transforms, which are evaluated very fast. The
analytic formula obtained perturbatively in the large-separation limit is compared with a method of Monte-Carlo
integrations, and a complementarity between the two methods is demonstrated.
I. INTRODUCTION
All the cosmological structures in the Universe emerge
from initial density fluctuations in the early Universe [1].
The formation of astronomical objects is a complicated pro-
cess, including nonlinear dynamics, baryonic physics, radia-
tive transfer, etc., and the relation between the formation sites
of astronomical objects and the spatial distribution of matter
is also complicated in general, the astronomical objects being
biased tracers of the total matter distribution in the Universe
(for a review, see Ref. [2]). Modelling this bias relation is one
of the key problems in the context of large-scale structure of
the Universe, especially with the advent of high precision cos-
mological surveys such as Euclid, LSST, WFIRST to name a
few, which require a detailed modelling of galaxy bias, flexi-
ble and accurate enough not to bias the resulting cosmological
constraints [3] – notably on dark energy, the ultimate goal of
these experiments.
In the peak approach, the formation of dark matter halos is
assumed to take place at the density peaks of the initial density
field in Lagrangian space [4–7]. Although this assumption is
oversimplified, there are empirical evidences that massive ha-
los corresponds to the high-density peaks in Lagrangian space
[8–10].
The peak approach can explain the clustering amplitude of
rich clusters, which is much higher than that of galaxies. In-
deed, it was shown that the high-density rare peaks in the
Gaussian random field are more strongly clustered than the
underlying (mass) density field [5], an effect known as peak
bias. Since then, the clustering properties of peaks in Gaus-
sian random fields have attracted much attention [7, 11–18].
The biasing by peaks has interesting properties which are not
present in a simple model of local bias. The higher-derivatives
of the underlying density field in the peak formalism affect the
scale of baryon acoustic oscillations [19, 20], and predict in-
terplay between bias and gravitational evolution [21]. A com-
bination of the peak approach and the excursion-set approach
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was also proposed [22–25] to improve the modelling of the
mass function of dark matter halos.
The evaluation of the correlation function of peaks in the
Gaussian random fields is one of the essential problems in
the peak approach. One can write down an analytic expres-
sion for the peak correlation function in the Gaussian random
field, which is represented by 14-dimensional integrals [17]. It
is possible to adopt Monte-Carlo integrations to numerically
evaluate such integrals at the price of a large computational
cost, as was done in [26] for peaks in 1D and in [27] in 3D
to predict the connectivity of the cosmic web. Instead, the
correlation function of peaks on large scales can be evaluated
by applying an orthogonal expansion of peaks [18, 28–31].
The orthogonal expansion method of the Lagrangian bias in
Refs. [18, 30] is closely related to the formalism of integrated
Perturbation Theory (iPT) [32–35]. In fact, the functional
coefficients of the orthogonal expansion are the same as the
renormalized bias functions in terms of iPT for Gaussian ini-
tial conditions. These expansion methods correspond to the
large-separation expansion, because the expansion series are
accurate when the correlation function of the underlying den-
sity field is small enough.
In this paper, we explicitly derive analytic formulas for the
large-separation expansion up to third order. While primary
expressions are given with multi-dimensional integrals in
Fourier space, they reduce to combination of one-dimensional
Fast Fourier Transforms (FFTs) in configuration space, apply-
ing a technique developed by Refs. [36–39]. The results are
compared with a Monte-Carlo integration of the full expres-
sion of the peak correlation function.
The paper is organized as follows. We briefly review the
peak approach in Sec. II. In Sec. III, a detailed method to
derive the formula for the large-separation expansion is de-
scribed, and the formula up to third order is explicitly given.
In the course of the derivation, useful equations to evaluate
the bias coefficients of peaks are presented. In Sec. IV, a sim-
ple calculation with a cosmological density field is given, and
the result is comparedwith aMonte-Carlo integrationmethod.
Finally, conclusions are given in Sec. V.
2II. BASICS OF PEAK THEORY
A. Field variables and Gaussian statistics
In this section, we review some basic results of peak theory.
For a given density contrast δ(x), a smoothed density contrast
is given by
δs(x) =
∫
d3x′WR(|x − x′|) δ(x′), (1)
where WR(x) is a smoothing kernel, and R is a smoothing ra-
dius. The Fourier transform of the above equation is given
by
δ˜s(k) = W(kR) δ˜(k), (2)
where δ˜s(k) and W(kR) are (3-dimensional) Fourier trans-
forms of δs(x) and WR(x) respectively. A common choice for
the smoothing kernel is a Gaussian window,W(kR) = e−k
2R2/2.
However, we do not assume any specific form for the ker-
nel function in this paper, as long as it filters high-frequency
modes.
The power spectrum P(k) of the underlying density field is
given by 〈
δ˜(k) δ˜(k′)
〉
= (2π)3δ3D(k + k
′) P(k), (3)
and the power spectrum of the smoothed density field is given
by Ps(k) = W
2(kR) P(k). The spectral moments σn(R) of the
smoothed density field are defined by
σn
2
=
∫
k2dk
2π2
k2nW2(kR)P(k). (4)
With the above notations, the normalized field variables,
ν(x) ≡ δs(x)
σ0
, ηi(x) ≡ ∂iδs(x)
σ1
, ζi j(x) ≡
∂i∂ jδs(x)
σ2
, (5)
are commonly introduced to characterize density peaks. In
this paper, we assume Gaussian statistics for the underly-
ing density field δ. Because the field variables defined by
Eq. (5) linearly depend on δ, these variables also obey Gaus-
sian statistics, i.e., their joint distribution is a multivariate
Gaussian. For a set of variables at a single position, the co-
variances among the field variables are given by [7]
〈ν2〉 = 1, 〈νηi〉 = 0, 〈νζi j〉 = −γ
3
δi j, 〈ηiη j〉 = 1
3
δi j,
〈ηiζ jk〉 = 0, 〈ζi jζkl〉 = 1
15
(δi jδkl + δikδ jl + δilδ jk), (6)
where
γ ≡ σ1
2
σ0σ2
(7)
characterizes the broadband shape of the smoothed power
spectrum of the underlying density field.
Because the matrix of (rescaled) second derivatives, ζi j, is a
symmetric tensor, only six componentswith i ≥ j are indepen-
dent. Therefore, we have ten independent variables defined in
Eq. (5) at each position x. We denote this 10-dimensional set
of variables as y at each position, i.e.,
y ≡ (ν, η1, η2, η3, ζ11, ζ22, ζ33, ζ12, ζ23, ζ13) . (8)
The probability distribution function at a single point is thus
given by
P(y) = 1√
(2π)10 det M
exp
(
−1
2
yTM−1y
)
∝ exp
[
−ν
2
+ J1
2 − 2γνJ1
2(1 − γ2) −
3
2
η2 − 5
2
J2
]
, (9)
where M is the covariance matrix of y, whose components are
given by Mαβ = 〈yαyβ〉. In the last expression, we have also
used rotationally invariant quantities [4, 40, 41]
η2 ≡ η · η, J1 ≡ −ζii, J2 ≡ 3
2
ζ˜i jζ˜ ji, J3 ≡ 9
2
ζ˜i jζ˜ jkζ˜ki,
(10)
where repeated indices are summed over, and
ζ˜i j ≡ ζi j + 1
3
δi jJ1, (11)
is the traceless part of ζi j. It is a consequence of the rotational
symmetry of the statistics that the distribution function should
only depend on rotationally invariant quantities. One should
note that the probability distribution function of Eq. (9) is for
the linear variable y even in the last expression, and that η2,
J2, J3 are nonlinear functions of the field derivatives ηi and ζi j.
B. The number density of peaks
The number density of peaks with height between νc and
νc + dνc is denoted by npkdνc, where npk(νc, x) is the differ-
ential number density of peaks at a given position x. This
quantity is itself a random variable and can be expressed in
terms of the density field and its derivatives. The expression
is derived by Taylor expanding the density field close to a local
extremum where ηi = 0 [42, 43]. As a result, the differential
number density npk at position x is given by [7]
npk(νc, x) =
33/2
R∗3
δD(ν − νc)δ3D(η)Θ(λ3)| det ζ |, (12)
where R∗ ≡
√
3σ1/σ2 is the characteristic radius of a peak,
and λ3 is the smallest eigenvalue of the 3 × 3 matrix (−ζi j).
Eq. (12) imposes the height of the peak, a zero gradient and
all eigenvalues to be positive with a Jacobian | det ζ | that cor-
responds to the typical volume associated with a peak.
Relying on ergodicity, the (spatial) average of the differen-
tial number density is calculated by taking the ensemble av-
erage of Eq. (12) with the probability distribution function of
Eq. (9), which yields [7]
n¯pk(νc) =
1
(2π)3/2R∗3
∫ ∞
0
dx f (x)N(ν, x), (13)
3where
N(ν, J1) = 1
2π
√
1 − γ2
exp
[
−ν
2
+ J1
2 − 2γνJ1
2(1 − γ2)
]
(14)
is the joint distribution function of ν and J1, and
f (x) =
x
2
(
x2 − 3
) erf
12
√
5
2
x
 + erf

√
5
2
x


+
√
2
5π
[(
x2
2
− 8
5
)
e−5x
2/2
+
(
31
4
x2 +
8
5
)
e−5x
2/8
]
. (15)
The number density Npk of peaks above a height νc can be
derived by replacing the delta function δD(ν − νc) by the step
function Θ(ν − νc) in Eq. (12). Equivalently, we have
Npk(νc, x) =
∫ ∞
νc
dν′c npk(ν
′
c, x). (16)
Taking the average of the above equation, and using Eq. (13),
we get
N¯pk(νc) =
1
2(2π)2R∗3
∫ ∞
0
dx f (x) e−x
2/2 erfc
 νc − γx√
2(1 − γ2)
 .
(17)
However, a physical selection criterion for peaks which would
form a given class of objects is unlikely to be so sharp [7].
Instead of the step function, one may generally consider an
increasing function Ξ(ν, νc) which satisfies Ξ(−∞, νc) = 0,
Ξ(+∞, νc) = 1, and the transition from zero to one occurs
around the threshold value νc. The function Ξ(ν, νc) cor-
responds to the function t(ν/νc) in Ref. [7]. In this case,
Eqs. (16) and (17) are replaced by
Npk(νc, x) =
∫ ∞
−∞
dν′c Ξ(ν
′
c, νc) npk(ν
′
c, x)
=
33/2
R∗3
Ξ(ν, νc)δD
3(η)Θ(λ3)| det ζ |, (18)
and
N¯pk(νc) =
1
(2π)2R∗3
√
2π(1 − γ2)
∫ ∞
0
dx f (x) e−x
2/2
×
∫ ∞
−∞
dν′c Ξ(ν
′
c, νc) exp
[
− (ν
′
c − γx)2
2(1 − γ2)
]
. (19)
III. CLUSTERING OF PEAKS
A. Clustering of peaks and the renormalized bias functions
The clustering of peaks can be characterized by their corre-
lation functions. In particular, the two-point correlation func-
tion ξpk(r) of density peaks above a threshold νc is defined by
1 + ξpk (|x1 − x2|) =
〈
Npk(νc, x1)Npk(νc, x2)
〉
N¯2
pk
(νc)
. (20)
Similarly, one can consider N-point correlation functions in
general. For simplicity, we calculate only the two-point corre-
lation function in this paper, while higher-order functions can
be evaluated using a similar technique as developed below.
The three-dimensional Fourier transform of the correlation
function is the power spectrum, Ppk(k). For statistically ho-
mogeneous and isotropic field, they are related by
Ppk(k) = 4π
∫
r2dr j0(kr)ξpk(r), (21)
ξpk(r) =
∫
k2dk
2π2
j0(kr)Ppk(k). (22)
The clustering of peaks are fully determined by the statis-
tics of the underlying density field and its derivatives up to
second order. The statistics of a Gaussian density field is
uniquely determined by its power spectrum. In our case, the
power spectrum of the underlying density field is given by
Ps(k) = W
2(kR)P(k). Thus, the power spectrum of peaks,
Ppk(k), is considered as a functional of Ps(k). The number
density of peaks is a specific example of a biased field. There
is a systematic way of expanding the biased power spectrum
in terms of the underlying power spectrum [18, 32, 35]. In the
absence of dynamical evolution, the power spectrum of peaks
has a form,
Ppk(k) =
∞∑
n=1
1
n!
∫
k1···n=k
[cn (k1, . . . , kn)]
2 Ps(k1) · · · Ps(kn),
(23)
where we adopt the notation∫
k1···n=k
· · · ≡
∫
d3k1
(2π)3
· · · d
3kn
(2π)3
(2π)3δ3D(k1···n − k) · · · (24)
and k1···n ≡ k1+ · · ·+ kn. The appearance of the delta function
in the integral is a consequence of the translational invariance
of space.
The functions cn(k1, . . . , kn) are called “the renormalized
bias functions” in the formalism of iPT [32], and are defined
as 〈
δnN˜pk(νc, k)
δδs(k1) · · · δδs(kn)
〉
=
N¯pk(νc)
(2π)3n
(2π)3δ3D(k1···n − k)cn(k1, . . . , kn), (25)
in the case of peaks, where N˜pk(νc, k) is the Fourier transform
of Npk(νc, x), and δ/δδs(k) denotes the functional derivative
with respect to δs(k). The renormalized bias functions can
also be considered as the coefficients of a generalizedWiener-
Hermite expansion [18], and are akin to the multipoint propa-
gators [44] in the context of cosmological perturbation theory.
Note that Eq. (23) holds only for Gaussian density field.
B. Renormalized bias functions and bias coefficients for peaks
The renormalized bias functions of peaks up to third order
are first inferred by an analogy with the so-called local bias
4approach [30, 45]. The same results are shown to be directly
derived from the original definition of the renormalized bias
function, Eq. (25), up to second order [35]. In Appendix A,
we show the third-order renormalized bias functions can also
be directly derived from the definition. The results are given
by
c1(k) = b10 + b01k
2 (26)
c2(k1, k2) = b20 + b11
(
k1
2
+ k2
2
)
+ b02k1
2k2
2
− 2χ1(k1 · k2) + ω10
[
3(k1 · k2)2 − k12k22
]
(27)
c3(k1, k2, k3) = b30 + b21
(
k1
2
+ k2
2
+ k3
2
)
+ b12
(
k1
2k2
2
+ cyc.
)
+ b03k1
2k2
2k3
2
− 2b10χ1(k1 · k2 + cyc.) − 2b01χ1
[
(k1 · k2)k32 + cyc.
]
+ c10010
{[
3(k1 · k2)2 − k12k22
]
+ cyc.
}
+ 3c01010
[
(k1 · k2)2k32 + cyc. − k12k22k32
]
− 3̟01
[
(k1 · k2)(k2 · k3)(k3 · k1)
− 1
3
(k1 · k2)2k32 + cyc. + 2
9
k1
2k2
2k3
2
]
, (28)
where “+ cyc.” indicates additions of cyclic permutations of
the previous term. The coefficients are defined by
bi j = ci j000, χq = c00q00, ωlm = c000lm, ̟01 =
45√
7
ω01,
(29)
and ci jqlm are generic bias coefficients which were introduced
by Ref. [30] in the context of an orthonormal expansion of the
biased field based on rotationally invariant polynomials. They
are defined by
ci jqlm(νc) = (−1)q
×
〈
Npk(νc) Hi j(ν, J1) L
(1/2)
q
(
3η2/2
)
Flm (5J2, J3)
〉
σ0 i σ12q σ2 j+2l+3m N¯pk(νc)
, (30)
where 〈· · · 〉 =
∫
d10y · · · P(y) is the ensemble average of the
field variables. The functions Hi j and L
(1/2)
q are multivariate
Hermite polynomials and generalized Laguerre polynomials,
respectively, and Flm are orthogonal polynomials. The def-
initions and orthogonality relations of these polynomials are
given in Appendix B.
Since we have Npk ∝ δ3D(η), the generalized Laguerre poly-
nomials L
(1/2)
q (3η
2/2) in Eq. (30) can be replaced by L
(1/2)
q (0)
and the factor χq is always factored out as
ci jqlm = ci j0lmχq. (31)
However, in general, ci jqlm , bi jχqωlm. Because L
(α)
q (0) =
Γ(q+α+ 1)/[Γ(q+ 1)Γ(α+ 1)], the coefficient χq is explicitly
given by
χq =
(−1)q Γ(q + 3/2)
q! Γ(3/2)σ12q
=
(−1)q (2q + 1)!!
2q q!σ12q
. (32)
Although the expression in the right-hand side of Eq. (30)
is an explicit ten-dimensional integral, it can be evaluated
by simple combinations of one-dimensional integrals. The
derivation is given in Appendix C, and the results are
ci jqlm(νc) =
χq
σ0iσ2 j+2l+3m
∫ ∞
0
dxMi j(νc, x) flm(x)∫ ∞
0
dxM00(νc, x) f00(x)
, (33)
where
Mi j(νc, x) ≡
∫
dνΞ(ν, νc)N(ν, x) Hi j(ν, x), (34)
flm(x) ≡
3255/2√
2π
(∫ x/4
0
dy
∫ y
−y
dz +
∫ x/2
x/4
dy
∫ y
3y−x
dz
)
× e−5(3y2+z2)/2G(x, y, z) Flm
(
15y2 + 5z2, z3 − 9y2z
)
, (35)
and
G(x, y, z) ≡ (x − 2z)
[
(x + z)2 − (3y)2
]
y(y2 − z2). (36)
When the function Ξ is a simple function, such as a step
function, the integration of Mi j may be analytically per-
formed. Otherwise, for a fixed value of the threshold νc, the
functions Mi j can be evaluated by one-dimensional integra-
tions, and tabulated for further integrations of Eq. (33).
The last function G(x, y, z) is denoted as F(x, y, z) in
Ref. [7]. The integral of flm can be analytically performed
for each integers l and m. The function f00(x) is the same as
f (x) of Eq. (15) and of Ref. [7]. We also need f10 and f01 in
the following calculations. They are given by
f10(x) = −3x
2
erf
12
√
5
2
x
 + erf

√
5
2
x


− 12
√
2
5
√
5π
[
e−5x
2/2−
(
1+
15x2
8
) (
1+
15x2
16
)
e−5x
2/8
]
, (37)
f01(x) = −
√
7
5
erf
12
√
5
2
x
 + erf

√
5
2
x


+
9x√
70π
[
2
15
e−5x
2/2
+
(
11
5
+
x2
4
+
5x4
16
)
e−5x
2/8
]
. (38)
Hence, the integrals of Eq. (33) can be reduced to combina-
tions of one-dimensional integrals.
C. Evaluation of peak clustering with 1D FFTs
We have concrete expressions for the renormalized bias
functions cn of peaks up to third order. Substituting Eqs. (26)–
(28) into Eq. (23), we obtained an analytic expression for the
power spectrum of peaks. However, the expression contains
high-dimensional integrations which is computationally ex-
pensive. For the third-order term, naively we need to evaluate
a nine-dimensional integrations, while statistical isotropy re-
duces the integral down to seven dimensions, which is still
computationally expensive.
5Recently, this type of integrations was found to be express-
ible in terms of combinations of one-dimensional integrals in
configuration space [36–39]. The key technique is to expand
the Dirac delta function in Eq. (24) into plane waves and then
expand them as a sum of spherical waves using spherical Har-
monics. The scalar products of the integrands, [cn]
2 are also
expanded in spherical Harmonics, and finally, we can perform
all the angular integrals of Eq. (23).
For n = 2, we have a formula [36]
∫
k12=k
k1
n1k2
n2
(
kˆ1 · kˆ2
)l
Ps(k1)Ps(k2) = 4π
∫ ∞
0
r2dr j0(kr)
×
l∑
L=0
(−1)L(2L + 1)αlL ξ(n1)L (r) ξ(n2)L (r), (39)
where
ξ
(n)
L
(r) ≡
∫
k2dk
2π2
kn jL(kr)P(k)W
2(kR) (40)
are generalized correlation functions of the smoothed density
field, and
αlL ≡
1
2
∫ 1
−1
dµ µlPL(µ)
=

l!
2(l−L)/2[(l − L)/2]! (l + L + 1)!!
 l ≥ L,
l + L = even
 ,
0 (otherwise),
(41)
with Legendre polynomialsPL(µ) = (2
nn!)−1(d/dx)n[(x2−1)].
For n = 3, we have a formula [37]
∫
k123=k
k1
n1k2
n2k3
n3
(
kˆ2 · kˆ3
)l1 (
kˆ3 · kˆ1
)l2 (
kˆ1 · kˆ2
)l3
Ps(k1)Ps(k2)Ps(k3)
= 4π
∫ ∞
0
r2dr j0(kr)
l2+l3∑
L1=0
l3+l1∑
L2=0
l1+l2∑
L3=0
ML1L2L3
l1l2l3
ξ
(n1)
L1
(r) ξ
(n2)
L2
(r) ξ
(n3)
L3
(r),
(42)
where
ML1L2L3
l1l2l3
≡
l1∑
l′
1
=0
l2∑
l′
2
=0
l3∑
l′
3
=0
αl1 l′1αl2l
′
2
αl3 l′3
[
L1 L2 L3
l′
1
l′
2
l′
3
]
, (43)
and
[
L1 L2 L3
l1 l2 l3
]
≡ iL1+L2+L3 (−1)l1+l2+l3(2L1+1)(2L2+1)
× (2L3+1)(2l1+1)(2l2+1)(2l3+1)
(
L1 L2 L3
0 0 0
)
×
(
L1 l2 l3
0 0 0
) (
L2 l1 l3
0 0 0
) (
L3 l1 l2
0 0 0
) {
L1 L2 L3
l1 l2 l3
}
is a rescaled 6 j-symbol.
Applying the above formulas to Eq. (23) up to third order
yields a large number of terms, which is conveniently ma-
nipulated by a software package such as Mathematica. The
sign convention of 6 j-symbols in this paper agrees with that
ofMathematica. The results are given in a form
Ppk(k) = 4π
∫ ∞
0
r2dr j0(kr)ξpk(r), (44)
where
ξpk(r) =
∞∑
N=1
ξ
(N)
pk
(r)
N!
(45)
is the correlation function of peaks, and ξ
(N)
pk
(r) is given by
a sum of N products of generalized correlation functions,
ξ
(n)
L
(r). Explicit expressions of ξ
(N)
pk
(r) for N = 1, 2, 3 are given
in Appendix D.
The integrals of generalized correlation functions are one-
dimensional Hankel transforms, which can be efficiently eval-
uated with a fast Fourier transform (FFT) using FFTLog [46].
Once the correlation function of peaks is evaluated, the power
spectrum can be obtained by a Hankel transform again. This
procedure is very efficient and robust.
D. Effects of non-Gaussianity
In this subsection, we briefly consider the effect of non-
Gaussianities in the underlying field. The effect of non-
Gaussianities can be evaluated within the iPT formalism
[32, 34]. Since we are interested in the initial conditions,
we ignore the components of gravitational evolution in the
iPT formalism. The non-Gaussian contributions to the power
spectrum is given by (see, e.g., Eq. [13] of Ref. [33] with sub-
stitutions Γ
(n)
X
= cn)
PNGpk (k) = c1(k)
∫
k12=k
c2(k1, k2)Bs(k, k1, k2), (46)
where Bs(k1, k2, k3) ≡ B(k1, k2, k3)W(k1R)W(k2R)W(k3R) is
the bispectrum of the smoothed density field, and the bispec-
trum of the underlying field is defined by〈
δ˜(k1)δ˜(k2)δ˜(k3)
〉
= (2π)3δ3D(k1+ k2+ k3)B(k1, k2, k3). (47)
The angular integrations in Eq. (46) can be analytically per-
formed along the same line of calculations as in Sec. III C.
Specifically, one can derive the formula
∫
k12=k
k1
n1k2
n2
(
kˆ1 · kˆ2
)l
Bs(k, k1, k2)
= 4π
∫ ∞
0
r2dr j0(kr)
l∑
L=0
(−1)L(2L + 1)αlL
×
∫
k1
2dk1
2π2
k2
2dk2
2π2
k1
n1k2
n2 jL(k1r) jL(k2r)Bs(k, k1, k2). (48)
6The last two integrals over k1 and k2 are separated when the
bispectrum is given by a sum of factorized products of func-
tions with arguments k1 and k2.
For example, the initial bispectrum of curvature perturba-
tions ζ in the presence of local-type non-Gaussianities is given
by
Bζ(k1, k2, k3) =
6
5
fNL
[
Pζ(k1)Pζ(k2) + cyc.
]
, (49)
where Pζ(k) is the power spectrum of the initial curvature per-
turbations, and fNL is a non-Gaussianity parameter. In this
case, the bispectrum Bs(k1, k2, k3) is also given by a sum of
products of the power spectrum Ps(k) with k-dependent coef-
ficients. Here, the last two-dimensional integral in Eq. (48) is
separated as a product of one-dimensional integrals which can
be evaluated using FFTLog. In Appendix E, Eq. (46) for the
local-type non-Gaussianity is explicitly derived.
E. Summary of the obtained predictions for peak clustering
We have derived all the necessary formulas to calculate the
correlation function and the power spectrum of peaks up to
third order in the generalized correlation functions ξ
(n)
l
(r) or
the power spectrum Ps(k) of the underlying (Gaussian) density
field. The correlation function of peaks is given by Eq. (45),
where ξ
(N)
pk
(r) is given by Eqs. (D1)–(D3) for N = 1, 2, 3.
The bias coefficients in the last equations are calculated us-
ing Eq. (33) and (29) with Eqs. (34), (B1), (14), (15), (37)
and (38). In practice, all the necessary integrations can be
reduced to combinations of one-dimensional integrals as de-
scribed above. The formula for N = 3 is too tedious to be
manually handled. Practically, we use the software package
Mathematica to derive, manipulate and numerically evaluate
those tedious terms. The Mathematica code of the FFTLog
package by Hamilton1 makes it easy to calculate everything
in a Mathematica notebook. The power spectrum of peaks,
Ppk(k), is eventually given by Eq. (44).
IV. A SAMPLE CALCULATION
The main purpose of this paper is to provide analytic ex-
pressions for the correlation function and power spectrum of
peaks. Below, some numerical calculations are presented as
an example of applications. We consider the underlying power
spectrum after the decoupling epoch with cold dark matter
plus baryons. The motivation for this example is the applica-
tion to the biasing problem in the context of structure forma-
tion, as the derived correlation function and power spectrum
provides us with the clustering of peaks in Lagrangian space.
1 http://jila.colorado.edu/˜ajsh/FFTLog/
A. A MCMC estimate of the full peak correlation function
In order to assess the validity of our bias expansion ap-
proach, we compare to a full numerical integration of the peak
correlation function obtained by an MCMC method imple-
mented in Mathematica. This strategy was already used to
compute the correlation function of peaks in 1D in [26] and in
3D in [27]. In practice, random numbers of dimension 14 are
drawn from the conditional probability that (ν, ζi j) at position
x1 and (ν, ζi j) at position x2 satisfy the Gaussian distribution
given that ηi = 0. For each draw
(k), we keep the sample only if
heights are above the threshold νc and curvatures (eigenvalues
of ζ) are negative and we evaluate det[ζ
(k)
i j
(x1)]det[ζ
(k)
i j
(x2)].
〈
Npk(νc, x1)Npk(νc, x2)
〉
≈ P[η(x1)=η(x2)=0]
N
∑
k∈S
det
[
ζ
(k)
i j
(x1)
]
det
[
ζ
(k)
i j
(x2)
]
,
where N is the total number of draws, and S is the subset of
the indices of draws satisfying the constraints on the eigen-
values and heights. The same procedure can be applied to
evaluate the denominator appearing in the expression of the
peak correlation function. In practice, the constraint on the
peak height and the dimensionality of the problem makes this
calculation very expensive. However, because the algorithm
is embarrassingly parallel, we use a local cluster to perform
the calculation in a reasonable amount of human time.
In this paper, for each separation, we performed 7 estimates
of the correlation function (in order to get an estimate of the
error bars by measuring the error on the mean from those 7
estimates). For each of them, we drew 5 billions times 12
random numbers to perform the MCMC, an evaluation that
we parallelised on 64 cores. On our cluster, each of the 7
estimates took on average 30 hours (with some variability).
B. Comparison between MCMC integrations and bias
expansion
In the following calculations, the power spectrum of the
underlying density field is calculated by a Boltzmann code
CLASS [47, 48] with a flat ΛCDM model and cosmological
parameters h = 0.6732, Ωb0h
2
= 0.02238, Ωcdmh
2
= 0.1201,
ns = 0.9660, σ8 = 0.8120 (Planck 2018 [49]). We apply a
smoothing radius of R = 5 h−1Mpc for the underlying mass
density field, and apply a peak threshold of νc = 2.5. Fig. 1
shows the correlation function of peaks given by Eq. (45),
with approximations up to 1st, 2nd and 3rd orders. The cor-
relation function of the underlying mass density field is also
plotted. The points with error bars are the results of a 14-
dimensional Monte-Carlo integration of the full expression of
the peak correlation function as described in Sec. IVA .
In the left figure, the correlation functions are multiplied
by r2. The three approximations are almost identical on large
scales r & 40 h−1Mpc, which means that the 1st-order approx-
imation is already accurate enough to describe the correlation
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FIG. 1: Correlation functions for matter and peaks of height νc = 2.5 with a flat ΛCDM model. Left panel: Correlation functions of matter
(blue) and of peaks with 1st-order (orange), 2nd-order (green), and 3rd-order (red) approximations. The points with error bars represent the
results of numerical integrations of peak correlation function. Right panel: The scale-dependent bias of peaks with corresponding approxima-
tions.
function on these scales. The three approximations then devi-
ate from each other on smaller scales, r . 40 h−1Mpc. A re-
markable structure of the higher-order approximations is the
decrease of the correlation function on small scales which is
seen around r ∼ 20 h−1Mpc. This structure is explained by
the exclusion effect of peaks [26, 27]: the peaks cannot be
too close to each other in the smoothed density field in par-
ticular because of the constraint on the sign of the curvatures.
Hence, the correlation function of peaks should be negative
around the scales of the smoothing radius. In the Monte-
Carlo integration, this exclusion effect is accurately seen as
expected. In the perturbative approximations, the exclusion
effect is not sufficiently seen in the first-order approximation.
In the third-order approximation, the correlation function ac-
tually becomes negative on small scales. However, higher-
order contributions becomes more important on sufficiently
small scales, and behaviors on small scales in our approxi-
mations do not correspond to the true correlation function of
peaks, highlighting the rather poor convergence of the pertur-
bative bias expansion on small scales which can not capture
the non-perturbative exclusion zone.
However, the perturbative method and the Monte-Carlo
approach are complementary. The small-scale behaviors,
including the exclusion effect, are accurately captured by
a Monte-Carlo method, while the large-scale behaviors are
more accurately and efficiently evaluated by perturbative
methods. The computational time of the perturbative method
is of the order of a few seconds for this figure, while that of
the Monte-Carlo method is of the order of a couple of days on
7 nodes with 64 cores each. The perturbative method is suited
for evaluating large-scale correlations, while the Monte-Carlo
method is better suited for evaluating small-scale correlations
and exclusion effects.
To precisely see differences among approximations of vari-
ous orders, the scale-dependent bias, [ξpk(r)/ξs(r)]
1/2, is plot-
ted in the right-hand panel of Fig. 1, where ξs(r) = ξ
(0)
0
(r) is the
correlation function of the underlying mass density field. This
figure shows percent-level differences among the different ap-
proximations. The differences between first-order and higher-
order approximations are within a percent for r & 40 h−1Mpc.
The difference between second-order and third-order approx-
imations are within a percent for r & 30 h−1Mpc. Therefore,
we can reliably apply second-order approximation in the last
range of scales. Comparing with the results of Monte-Carlo
integration, the third-order approximation looks accurate at
the percent-level for r & 25 h−1Mpc.
Next we consider the power spectrum of peaks by Fourier
transforming the correlation function obtained above. The be-
havior of the correlation function below the scales of the ex-
clusion zone (. 20 h−1Mpc) non-trivially affects the power
spectrum even on large scales (k → 0), engendering a sub-
Poissonian behavior of peaks that was already discussed in
Refs. [26, 50] in 1D. This effect of exclusion zone has highly
non-perturbative nature and cannot be captured by the large-
separation expansions. In this paper, we just remove the ef-
fect of exclusion zone by subtracting off the zero-lag value
P(k → 0) from the power spectra, and the results are given in
Fig. 2.
In this figure, we also plot the power spectrum from the
“hybrid” correlation function, which is a composition of the
interpolated MCMC results for r < 30 h−1Mpc and 3rd-order
approximation for r > 30 h−1Mpc. Neglecting the constant
components from the effect of exclusion zone, the power spec-
trum of the large-separation expansion gives a good prediction
for k . 0.1–0.2 hMpc−1. However, the large-separation ex-
pansions gives positive value of P(k → 0) while the hybrid
data including the exclusion effects gives a negative value of
the same quantity (which is why removing this negative con-
stant to get the red dot-dashed line gives a positive plateau
on small scales). A more detailed investigation of the effect
of the exclusion zone in 3D is beyond the scope of this pa-
per which focuses on large-separation expansions, and will be
investigated thoroughly in a dedicated paper.
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FIG. 2: Power spectra in the linear density field with a flatΛCDMmodel. The zero-lag value P(k → 0) is subtracted from each power spectrum.
Left panel: Power spectra of matter (violet) and of peaks with 1st-order (blue), 2nd-order (orange), 3rd-order (green) approximations, and
the “hybrid” data (red) are plotted. Right panel: The scale-dependent bias of the power spectra (with zero-lag values subtracted off) with
corresponding approximations.
V. CONCLUSIONS
In this paper, we revisit the problem of estimating peak
clustering within a large-separation expansion. We derive a
set of formulas to evaluate the correlation function of peaks
in Gaussian random fields in general. The renormalized bias
functions of peaks are derived from the definition up to third
order, and the resultant correlation function of peaks are rep-
resented by an analytic form which can be evaluated with 1D
FFT only. Thus the numerical evaluations of the formula is
very fast.
The result of the derived formula are compared with a
Monte-Carlo 14D integrations of the exact expression of the
peak correlation function. The results are consistent with each
other on large scales, where the large-separation expansion
is sufficiently accurate (r & 25 h−1Mpc). On small scales,
the Monte-Carlo method is able to provide an accurate esti-
mate including the exclusion effect which is essentially non-
perturbative and cannot be captured by our bias expansion.
Therefore, both methods are quite complementary to each
other.
In connection to the structure formation, the correlation of
peaks in this paper are evaluated in Lagrangian space. Dy-
namical evolutions of the peak positions should be taken into
account for the predictions in Eulerian space. The iPT [32–
35] offers a systematic method to perturbatively evaluate the
clustering in Eulerian space. Including the dynamical evolu-
tions by iPT, the results of higher-order perturbation theory
should also be reduced to expressions with 1D FFT, using the
technique of Ref. [36–39]. Deriving the concrete expressions
in Eulerian space using the iPT up to third order will be ad-
dressed in future work.
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Appendix A: A direct derivation of the renormalized bias functions of peaks
In this Appendix, the explicit form of renormalized bias functions of peaks up to third order, Eqs. (26)–(28), are derived from
the original definition of the functions. The first and second order results are already given in Ref. [35]. This Appendix is a
straightforward generalization of the last work to the third order. In this paper, the window function W(kR) is included in the
power spectrum Ps(k) in Eq. (23), while it is included in the renormalized bias functions cn in Ref. [35].
The distribution function P(y) is given by Eq. (9). The Fourier transform of the variables yα(x) has a form,
y˜α(k) = Uα(k)δ˜s(k) (A1)
where the functions Uα(k) are given by
[Uα(k)] =
(
1
σ0
,
ik1
σ1
,
ik2
σ1
,
ik3
σ1
,
−k12
σ2
,
−k22
σ2
,
−k32
σ2
,
−k1k2
σ2
,
−k2k3
σ2
,
−k1k3
σ2
)
. (A2)
9We define a differential operator
D(k) ≡
∑
α
Uα(k)
∂
∂yα
=
1
σ0
∂
∂ν
+
i
σ1
k · ∂
∂η
− 1
σ2
∑
i≤ j
kik j
∂
∂ζi j
. (A3)
With this operator, the renormalized bias functions of Eq. (25) are given by
cn(k1, . . . , kn) =
1
N¯pk
〈
D(k1) · · ·D(kn)Npk
〉
=
(−1)n
N¯pk
∫
d10y Npk(y)D(k1) · · ·D(kn)P(y). (A4)
The first equality in the above equation can be derived by Fourier transforming Eq. (25) with respect to k, and partial integrations
are applied in the second equality.
Although independent set of variables ζi j are given for i ≤ j, it is useful to introduce a set of symmetric tensor
ξi j ≡
ζi j (i ≤ j),ζ ji (i > j). (A5)
Any function of ζi j (i ≤ j) can be considered as a function of ξi j. The differentiation with respect to variables ζi j is given by
∂
∂ζi j
=

∂
∂ξi j
(i = j),
∂
∂ξi j
+
∂
∂ξ ji
(i < j).
(A6)
With these new variables, the differential operatorD(k) of Eq. (A3) reduces to
D(k) ≡
∑
α
Uα(k)
∂
∂yα
=
1
σ0
∂
∂ν
+
i
σ1
ki
∂
∂ηi
− 1
σ2
kik j
∂
∂ξi j
, (A7)
where repeated indices i, j are summed over. Rotationally invariant quantities η2, J1, J2, J3 are just given by Eqs. (10) and (11)
with replacements ζi j → ξi j:
η2 ≡ η · η, J1 ≡ −ξii, J2 ≡ 3
2
ξ˜i jξ˜ ji, J3 ≡ 9
2
ξ˜i jξ˜ jkξ˜ki, (A8)
with
ξ˜i j ≡ ξi j + 1
3
δi jJ1. (A9)
To calculate the differentiations of the last expression of Eq. (A4), the relations
∂(η2)
∂ηi
= 2ηi,
∂J1
∂ξi j
= −δi j, ∂J2
∂ξi j
= 3ξ˜ ji,
∂ξ˜kl
∂ξi j
= δikδ jl − 1
3
δi jδkl (A10)
are useful. The distribution function P(y) depends only on four rotationally invariant variables ν, η2, J1 and J2 as given in Eq. (9).
Using the above relations, the first-order derivatives are given by
∂
∂ηi
P = 2ηi ∂
∂(η2)
P, ∂
∂ξi j
P =
[
−δi j ∂
∂J1
+ 3ξ˜ ji
∂
∂J2
]
P, (A11)
the second-order derivatives are given by
∂2
∂ηi∂η j
P = 2
[
δi j
∂
∂(η2)
+ 2ηiη j
∂2
∂(η2)2
]
P, (A12)
∂2
∂ξi j∂ξkl
P =
[
δi jδkl
∂2
∂J1
2
− 3
(
δi jξ˜lk + δklξ˜ ji
) ∂2
∂J1∂J2
+ 9ξ˜ jiξ˜lk
∂2
∂J2
2
+
(
3δilδ jk − δi jδkl
) ∂
∂J2
]
P, (A13)
and the third-order derivatives are given by
∂3
∂ηi∂η j∂ηk
P = 4
[(
δi jηk + δ jkηi + δkiη j
) ∂2
∂(η2)2
+ 2ηiη jηk
∂3
∂(η2)3
]
P, (A14)
∂3
∂ξi j∂ξkl∂ξmn
P =
[
−δi jδklδmn
∂3
∂J1
3
+ 3
(
δi jδklξ˜nm + δi jδmnξ˜lk + δklδmnξ˜ ji
) ∂3
∂J1
2∂J2
− 9
(
δi jξ˜lkξ˜nm + δklξ˜ jiξ˜nm + δmnξ˜ jiξ˜lk
) ∂3
∂J1∂J2
2
+ 27ξ˜ jiξ˜lkξ˜nm
∂3
∂J2
3
+ 3
(
δi jδklδmn − δi jδknδlm − δklδinδ jm − δilδ jkδmn
) ∂2
∂J1∂J2
+ 3
(
3δinδ jmξ˜lk + 3δknδlmξ˜ ji + 3δilδ jkξ˜nm − δi jδklξ˜nm − δi jδmnξ˜lk − δklδmnξ˜ ji
) ∂2
∂J2
2
]
P. (A15)
10
In calculating Eq. (A4), one notices that the number density Npk and the distribution functionP(y) only depend on rotationally
invariant variables. Thus we can first average over the angular dependence in the product of operatorsD(k), which appears only
in the coefficients of Eqs. (A11)–(A15). Denoting the angular average by 〈· · · 〉Ω, we have
〈ηi〉Ω = 0,
〈
ηiη j
〉
Ω
=
1
3
δi jη
2,
〈
ξ˜i j
〉
Ω
= 0,
〈
ξ˜i jξ˜kl
〉
Ω
=
1
15
(
δikδ jl + δilδ jk −
2
3
δi jδkl
)
J2, (A16)
〈
ξ˜i jξ˜klξ˜mn
〉
Ω
=
1
315
[
16
3
δi jδklδmn − 4
(
δi jδkmδln + δi jδknδlm + δklδimδ jn + δklδinδ jm + δmnδikδ jl + δmnδilδ jk
)
+ 3
(
δikδlmδ jn + δ jkδlmδin + δilδkmδ jn + δikδlnδ jm + δ jlδkmδin + δilδknδ jm + δ jkδlnδim + δ jlδknδim
)]
J3. (A17)
The angular averages can be taken for the operators in the integrand of Eq. (A4):
cn(k1, . . . , kn) =
(−1)n
N¯pk
∫
d10y Npk(y)〈D(k1) · · ·D(kn)〉ΩP(y). (A18)
Using the above equations, the results up to third order are given by
〈D(k)〉Ω P =
(
1
σ0
∂
∂ν
+
k2
σ2
∂
∂J1
)
P, (A19)
〈D(k1)D(k2)〉Ω P =
{(
1
σ0
∂
∂ν
+
k1
2
σ2
∂
∂J1
) (
1
σ0
∂
∂ν
+
k2
2
σ2
∂
∂J1
)
−2(k1 · k2)
σ12
[
1 +
2
3
η2
∂
∂(η2)
]
∂
∂(η2)
+
3(k1 · k2)2 − k12k22
σ22
[
1 +
2
5
J2
2 ∂
∂J2
]
∂
∂J2
}
P, (A20)
〈D(k1)D(k2)D(k3)〉Ω P =
{(
1
σ0
∂
∂ν
+
k1
2
σ2
∂
∂J1
) (
1
σ0
∂
∂ν
+
k2
2
σ2
∂
∂J1
) (
1
σ0
∂
∂ν
+
k3
2
σ2
∂
∂J1
)
− 2(k1 · k2)
σ12
(
1
σ0
∂
∂ν
+
k3
2
σ2
∂
∂J1
) [
1 +
2
3
η2
∂
∂(η2)
]
∂
∂(η2)
+ cyc.
+
3(k1 · k2)2 − k12k22
σ22
(
1
σ0
∂
∂ν
+
k3
2
σ2
∂
∂J1
) [
1 +
2
5
J2
2 ∂
∂J2
]
∂
∂J2
+ cyc.
+
72
35
[
(k1 · k2)(k2 · k3)(k3 · k1) − 1
3
k1
2(k2 · k3) + cyc. + 2
9
k1
2k2
2k3
2
]
J3
∂3
∂J2
3
}
P. (A21)
Substituting identities [
1 +
2
3
η2
∂
∂(η2)
]
∂
∂(η2)
e−3η
2/2
= −L(1/2)
1
(
3
2
η2
)
e−3η
2/2, (A22)[
1 +
2
5
J2
∂
∂J2
]
∂
∂J2
e−5J2/2 = −L(3/2)
1
(
5
2
J2
)
e−5J2/2, (A23)
J3
∂3
∂J2
3
e−5J2/2 =
75
√
7
8
F01(5J2, J3)e
−5J2/2 (A24)
into Eqs. (A19)–(A21) and (A18), the final results for the renormalized bias functions, Eqs. (26)–(28) are obtained.
Appendix B: Orthogonal polynomials
In this Appendix, we give the definitions of the orthogonal polynomials of field variables to define the bias coefficients ci jqlm
in Eq. (30). We closely follow the notation of Refs. [30, 31, 41] in this paper.
The first polynomials are the multivariate Hermite polynomials,
Hi j(ν, J1) =
1
N(ν, J1)
(
− ∂
∂ν
)i (
− ∂
∂J1
) j
N(ν, J1), (B1)
where N(ν, J1) is the joint distribution function of ν and J1 which is given by Eq. (14). The multivariate Hermite polynomials
satisfy the orthonormality condition, ∫ ∞
−∞
dν dJ1N(ν, J1) Hi j(ν, J1) Hkl(ν, J1) = i! j! δikδ jl. (B2)
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The second polynomials are the generalized Laguerre polynomials,
L(α)q (x) =
x−αex
q!
dq
dxq
(
xq+αe−x
)
. (B3)
The Laguerre polynomials also satisfy an orthonormality condition,
∫ ∞
0
dx e−xxαL(α)n (x)L
(α)
m (x) =
Γ(n + α + 1)
n!
δnm. (B4)
From this equation, we have
∫ ∞
0
d(3η2) χ23(3η
2)L(α)q
(
3
2
η2
)
L(α)r
(
3
2
η2
)
=
Γ(q + 3/2)
q! Γ(3/2)
δqr, (B5)
where
χ2k(x) ≡
xk/2−1e−x/2
2k/2Γ(k/2)
(B6)
is a chi-square distribution with k degrees of freedom, and χ2
3
(3η2) corresponds to the distribution function of the variable 3η2.
The third polynomials are defined by2,
Flm(5J2, J3) = (−1)l
√
Γ(l + 5/2)
Γ (l + 3m + 5/2)
(
5
2
J2
)3m/2
L
(3m+3/2)
l
(
5
2
J2
)
Pm
(
J3
J2
3/2
)
, (B7)
where
Pm(x) =
1
2mm!
dm
dxm
(x2 − 1)m (B8)
are the Legendre polynomials, and satisfy the orthonormality condition,
∫ 1
−1
dx e−xPn(x)Pm(x) =
2
2n + 1
δnm. (B9)
The polynomials Flm satisfy orthonormality relations
∫ ∞
0
d(5J2)
∫ J23/2
−J23/2
dJ3 p(5J2, J3) Flm(5J2, J3) Fl′m′(5J2, J3) =
Γ(l + 5/2)
Γ(5/2) l! (2m+ 1)
δll′δmm′ , (B10)
where
p(5J2, J3) =
χ2
5
(5J2)
2J2
3/2
Θ
(
1 − J32/J23
)
=
53/2
6
√
2π
e−5J2/2Θ
(
1 − J32/J23
)
(B11)
is the joint probability distribution function of the variables 5J2 and J3. The above orthonormality relations and Eq. (30) show
that the bias coefficients ci jqlm is the expansion coefficients of Npk by orthogonal polynomials,
Npk(νc, x) = N¯pk(νc)
∑
i, j,q,l,m
(−1)q q! l! Γ(3/2) Γ(5/2) (2m+ 1)
i! j! Γ(q + 3/2) Γ(l + 5/2)
σ0
i σ1
2q σ2
j+2l+3m ci jqlm(νc) Hi j(ν, J1) L
(1/2)
q
(
3η2/2
)
Flm (5J2, J3) .
(B12)
See Refs. [30, 41] for the original motivation behind the introduction of these polynomials.
2 The function Flm here and the function F˜lm defined in Ref. [30] are related by F˜lm =
√
l!Γ(5/2)(2m + 1)/Γ(l + 5/2) Flm.
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Appendix C: Proof of Eq. (33)
In this Appendix, we derive the formula of Eq. (33) from the original definition of Eq. (30). The calculation is quite similar to
those of Ref. [7].
Taking into account the property of Eq. (31), the definition of the bias coefficients, Eq. (30), reduces to
ci jqlm(νc) =
χq
σ0 i σ2 j+2l+3m
∫
d10yP(y) Npk(νc) Hi j(ν, J1) Flm (5J2, J3)∫
d10yP(y) Npk(νc)
. (C1)
Because the integrands in the rhs are rotationally invariant, the angular degrees of freedom do not contribute to the integrals. We
define invariant variables,
x ≡ λ1 + λ2 + λ3, y ≡ 1
2
(λ1 − λ3), z ≡ 1
2
(λ1 − 2λ2 + λ3), (C2)
where λ1, λ2, λ3 are eigenvalues of − ζi j with a descending order (λ1 ≥ λ2 ≥ λ3). With these variables, we have
J1 = x, J2 = 3y
2
+ z2, J3 = z
3 − 9y2z. (C3)
The peak number density of Eq. (18) reduces to
Npk(νc) =
2√
3R∗3
Ξ(ν, νc) δ
3
D(η) (x − 2z)
[
(x + z)2 − (3y)2
]
Θ(y − z)Θ(y + z)Θ(x − 3y + z). (C4)
The probability distribution function of the variables ν, x, y, z are given by [7]
P(y)d10y ∝ N(ν, x)
∣∣∣∣y (y2 − z2)∣∣∣∣ e−5(3y2+z2)/2 dν dx dy dz, (C5)
besides distributions of η and angular degrees of freedom. Multiplying Eqs. (C4) and (C5), and substituting the resulting
expression into Eq. (C1), the Eq. (33) is proven.
Appendix D: Analytic expression of perturbed correlation function of peaks
In this Appendix, the functions ξ
(N)
pk
(r) in Eq. (45) for N = 1, 2, 3 are explicitly given in terms of the generalized correlation
function, ξ
(n)
l
(r). The derivation is straightforward: Eqs. (26)–(28) are squared and substituted into Eq. (23), and formulas of
Eqs. (39) and (42) are applied. The result of N = 3 is derived by a use of the software package,Mathematica.
For N = 1, we have
ξ
(1)
pk
(r) = b10
2ξ
(0)
0
(r) + 2b10b01ξ
(2)
0
(r) + b01
2ξ
(4)
0
(r). (D1)
For N = 2, we have
ξ
(2)
pk
= b20
2
(
ξ
(0)
0
)2
+ 4b20b11ξ
(0)
0
ξ
(2)
0
+ 2b11
2ξ
(0)
0
ξ
(4)
0
+ 2
(
b20b02 + b11
2
+
2
3
χ1
2
) (
ξ
(2)
0
)2
+ 4b11b02ξ
(2)
0
ξ
(4)
0
+ 4b20χ1
(
ξ
(1)
1
)2
+ 8b11χ1ξ
(1)
1
ξ
(3)
1
+
(
b02
2
+
4
5
ω10
2
) (
ξ
(4)
0
)2
+ 4
(
b02 +
4
5
ω10
)
χ1
(
ξ
(3)
1
)2
+ 4
(
b20ω10 +
2
3
χ1
2
) (
ξ
(2)
2
)2
+ 8b11ω10ξ
(2)
2
ξ
(4)
2
+ 4
(
b02 +
2
7
ω10
)
ω10
(
ξ
(4)
2
)2
+
24
5
χ1ω10
(
ξ
(3)
3
)2
+
72
35
ω10
2
(
ξ
(4)
4
)2
. (D2)
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Finally, for N = 3, we have
ξ
(3)
pk
= b30
2
(
ξ
(0)
0
)3
+ 6b21b30ξ
(2)
0
(
ξ
(0)
0
)2
+ 3b21
2ξ
(4)
0
(
ξ
(0)
0
)2
+ 12b10b30χ1
(
ξ
(1)
1
)2
ξ
(0)
0
+ 2
(
3b21
2
+ 2b10
2χ1
2
+ 3b12b30
) (
ξ
(2)
0
)2
ξ
(0)
0
+ 4
(
2b10
2χ1
2
+ 3b30c10010
) (
ξ
(2)
2
)2
ξ
(0)
0
+ 12χ1
(
b10b12 +
4
5
b10c10010
) (
ξ
(3)
1
)2
ξ
(0)
0
+
72
5
b10χ1c10010
(
ξ
(3)
3
)2
ξ
(0)
0
+ 3
(
b12
2
+
4
5
c10010
2
) (
ξ
(4)
0
)2
ξ
(0)
0
+ 12
(
2
7
c10010 + b12
)
c10010
(
ξ
(4)
2
)2
ξ
(0)
0
+
216
35
c10010
2
(
ξ
(4)
4
)2
ξ
(0)
0
+ 24b10b21χ1ξ
(1)
1
ξ
(3)
1
ξ
(0)
0
+ 12b12b21ξ
(2)
0
ξ
(4)
0
ξ
(0)
0
+ 24b21c10010ξ
(2)
2
ξ
(4)
2
ξ
(0)
0
+ 2
(
4b01b10χ1
2
+ 3b12b21 + b03b30
) (
ξ
(2)
0
)3
+
4
3
b30̟01
(
ξ
(2)
2
)3
+
(
b03
2
+
12
5
c01010
2
+
14
225
̟01
2
) (
ξ
(4)
0
)3 − 4 (12
7
c01010
2
+
41
3087
̟01
2 − 1
3
b03̟01 +
6
49
c01010̟01
) (
ξ
(4)
2
)3
+
1296
8575
̟01
2
(
ξ
(4)
4
)3
+ 4
(
4b01b10χ1
2
+ 3b30c01010 + 3b21c10010
)
ξ
(2)
0
(
ξ
(2)
2
)2
+ 4χ1
(
3b03b10 + 3b01b12 − 2b012χ1
)
ξ
(2)
0
(
ξ
(3)
1
)2
+
48
5
χ1 (b10c01010 + b01c10010) ξ
(2)
0
(
ξ
(3)
1
)2
+ 8χ1
(
2b01
2χ1 − 12
5
b10c01010 +
7
25
b10̟01
)
ξ
(2)
2
(
ξ
(3)
1
)2
+
72
5
χ1 (b10c01010 + b01c10010) ξ
(2)
0
(
ξ
(3)
3
)2
+
96
25
b10χ1̟01ξ
(2)
2
(
ξ
(3)
3
)2
+ 6
(
b03b12 +
4
5
c01010c10010
)
ξ
(2)
0
(
ξ
(4)
0
)2
+ 12
(
b12c01010 + b03c10010 +
4
7
c01010c10010
)
ξ
(2)
0
(
ξ
(4)
2
)2
+ 4
(
b12̟01 − 24
7
c01010c10010 − 6
49
c10010̟01
)
ξ
(2)
2
(
ξ
(4)
2
)2
+ 2
(
6b03c01010 +
144
35
c01010
2 − 1
35
̟01
2 − 8
5
c01010̟01
)
ξ
(4)
0
(
ξ
(4)
2
)2
+
432
35
c01010c10010ξ
(2)
0
(
ξ
(4)
4
)2
+
144
49
c10010̟01ξ
(2)
2
(
ξ
(4)
4
)2
+
8
35
(
27c01010
2
+
3
5
̟01
2
)
ξ
(4)
0
(
ξ
(4)
4
)2
+
48
49
̟01
(
1
7
̟01 + 3c01010
)
ξ
(4)
2
(
ξ
(4)
4
)2
+ 4χ1
(
3b10b21 + 4b01b30 − 2b102χ1
) (
ξ
(1)
1
)2
ξ
(2)
0
+ 16b10
2χ1
2
(
ξ
(1)
1
)2
ξ
(2)
2
+ 8χ1 (3b10b12 + 3b01b21 − 2b01b10χ1) ξ(1)1 ξ(2)0 ξ(3)1
+ 32χ1
(
b01b10χ1 − 3
5
b10c10010
)
ξ
(1)
1
ξ
(2)
2
ξ
(3)
1
+
144
5
b10χ1c10010ξ
(1)
1
ξ
(2)
2
ξ
(3)
3
+
144
5
b10χ1c01010ξ
(2)
2
ξ
(3)
1
ξ
(3)
3
− 48
25
b10χ1̟01ξ
(2)
2
ξ
(3)
1
ξ
(3)
3
+ 12b01χ1b21
(
ξ
(1)
1
)2
ξ
(4)
0
+ 2
(
3b12
2
+ 2b01
2χ1
2
+ 3b03b21
) (
ξ
(2)
0
)2
ξ
(4)
0
+ 4
(
6
5
c10010
2
+ 2b01
2χ1
2
+ 3b21c01010
) (
ξ
(2)
2
)2
ξ
(4)
0
+ 12b01χ1
(
b03 +
4
5
c01010
) (
ξ
(3)
1
)2
ξ
(4)
0
+
72
5
b01χ1c01010
(
ξ
(3)
3
)2
ξ
(4)
0
+ 24b01b12χ1ξ
(1)
1
ξ
(3)
1
ξ
(4)
0
+ 4
(
b21̟01 −
12
7
c10010
2
) (
ξ
(2)
2
)2
ξ
(4)
2
+
8
5
b01χ1
(
7
5
̟01 − 12c01010
) (
ξ
(3)
1
)2
ξ
(4)
2
+
96
25
b01χ1̟01
(
ξ
(3)
3
)2
ξ
(4)
2
+ 24 (b21c01010 + b12c10010) ξ
(2)
0
ξ
(2)
2
ξ
(4)
2
− 96
5
b01χ1c10010ξ
(1)
1
ξ
(3)
1
ξ
(4)
2
+
144
5
b01χ1c10010ξ
(1)
1
ξ
(3)
3
ξ
(4)
2
+
48
5
b01χ1
(
3c01010 − 1
5
̟01
)
ξ
(3)
1
ξ
(3)
3
ξ
(4)
2
+ 8
(
3b12c01010 +
6
5
c01010c10010 − 2
5
c10010̟01
)
ξ
(2)
2
ξ
(4)
0
ξ
(4)
2
+
432
35
c10010
2
(
ξ
(2)
2
)2
ξ
(4)
4
+
24
35
(
18c01010
2
+
17
49
̟01
2 − 24
7
c01010̟01
) (
ξ
(4)
2
)2
ξ
(4)
4
+
288
35
c10010
(
3c01010 − 2
7
̟01
)
ξ
(2)
2
ξ
(4)
2
ξ
(4)
4
. (D3)
Appendix E: Contributions of local-type non-Gaussianity to the peak clustering
In this Appendix, we outline an example of evaluating the non-Gaussian contribution of Eq. (46) to the peak clustering.
The local-type non-Gaussianity is considered to illustrate the calculation of this term. In the local-type non-Gaussianity, the
bispectrum Bζ(k1, k2, k3) of initial curvature perturbations ζ is given by
Bζ(k1, k2, k3) =
6
5
fNL
[
Pζ(k1)Pζ(k2) + cyc.
]
, (E1)
where Pζ(k) is the power spectrum of ζ. In Fourier space, δ˜(k) and ζ˜(k) are related by
δ˜(k, t) =M(k, t)ζ˜(k, t), (E2)
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where
M(k, t) = 2(1 + w)
5 + 3w
k2T (k, t)
a2H2Ω
g(t). (E3)
In the above equation, w = 1/3 in the radiation dominated (RD) era and w = 0 in the matter dominated (MD) and the post MD
eras. T (k, t) is the transfer function which is non-unity on sub-horizon scales. The function g(t) is the suppression factor of the
potential in the post-MD epoch, i.e., g(t) = D+(t)/a(t) with a normalization of growth factor D+(t) → a(t) in MD epoch. In the
RD, MD, and after the MD epochs, we have
M(k, t) =

4
9
(
k
aH
)2
Tr(k, t), (RD),
2
5
(
k
aH
)2
Tm(k, t), (MD),
2
5
D+(t)
k2Tm(k, t)
H0
2
Ωm0
, (post MD),
(E4)
where Tr(k, t) = 3
3/2(aH/k) j1(k/(
√
3aH)) is the transfer function in RD epoch, and Tm(k, t) is the transfer function in MD and
post-MD epochs. We omit the time-dependence from the argument of functions and denoteM(k), T (k), etc. in the following,
although all these functions depends on time, as well as the power spectrum P(k) and the bispectrum B(k1, k2, k3) etc.
From Eqs. (E1), (E2), the bispectrum of the smoothed density field Bs(k1, k2, k3) is given by
Bs(k1, k2, k3) =
6
5
fNL
[Ms(k3)Ps(k1)Ps(k2)
Ms(k1)Ms(k2)
+ cyc.
]
, (E5)
whereMs(k) ≡ M(k)W(kR). Substituting Eqs. (26), (27) and (E5) into Eq. (46), we have an analytic expression of the PNGpk (k).
The same technique of subsection IIIC can also be applied, and the resulting expression reduces to the form which can be
calculated very fast by using FFTLog. The result is given by
PNGpk (k) = c1(k)
∫
k12=k
c2(k1, k2)Bs(k, k1, k2)
=
6
5
fNLc1(k)
{
Ms(k)
∫ ∞
0
4πr2dr j0(kr)
[
b20
(
A
(0)
0
)2
+ 2b11A
(0)
0
A
(2)
0
+ b02
(
A
(2)
0
)2
+ 2χ1
(
A
(1)
1
)2
+ 2ω10
(
A
(2)
2
)2]
+
2Ps(k)
Ms(k)
∫ ∞
0
4πr2dr j0(kr)
[
b20A
(0)
0
B
(0)
0
+ b11
(
A
(0)
0
B
(2)
0
+ A
(2)
0
B
(0)
0
)
+b02A
(2)
0
B
(2)
0
+ 2χ1A
(1)
1
B
(1)
1
+ 2ω10A
(2)
2
B
(2)
2
]}
, (E6)
where
A
(n)
l
(r) ≡
∫
k2dk
2π2
kn jl(kr)
Ps(k)
Ms(k)
, (E7)
B
(n)
l
(r) ≡
∫
k2dk
2π2
kn jl(kr)Ms(k). (E8)
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