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Abstract
In this paper, we propose an algorithm to classify a set of digital photographs by location of frequently photographed
objects. The location is estimated by collective intelligence approach based on a collection of intersections of camera
vectors of the metadata which a photograph records. In emergency, a rescue team needs information about the road to its
disaster area as quick as possible. One of the best solutions for this purpose is an information sharing system between
the refugees and the rescue team who share images taken by the refugees. For building this system, the following 2
diﬃculties are known. Firstly, this system should not inhibit refugee’s evacuation behavior while it engages in this
sharing system. Secondly, the huge amount of disorganized images received is useless for the rescue team who has not
enough time and other resources. The images should be categorized quick and adequately. In this paper, we propose
a new classiﬁcation method of images by geographic location of objects taken by them by collective intelligence. We
only use metadata of digital image for this quick classiﬁcation, namely, time to shoot, the latitude, the longitude and the
bearing of its camera. Our method can accept consumer’s digital camera and smartphone which has a low end GPS unit
and digital compass. Also, refugees need not to input any more information about objects taken than the photograph
while name or location of objects taken have to be inputed in traditional works. In our method, the location of objects
taken is estimated by an algorithm based on intersections of camera vectors automatically. The algorithm is conﬁrmed
by a series of experiments which use actual photographs taken by a broadly using smartphone.
c© 2011 Published by Elsevier Ltd.
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1. Introduction
In this study, we propose a method to estimate the geographic location of frequently photographed
objects in a given set of photographs without any human support. This collective intelligence approach uses
the distribution of the intersections of the camera vectors, calculated by using only the metadata of digital
photographs.
We are interested in Photo sharing services between the refugees and the rescue team. A refugee up-
loads photographs to the rescue team for help. For this system, automatic photographed object recognition
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technology is very useful because the both of them have not enough time to explain a shared photograph in
detail. In such case, we prefer the members of the rescue team to understand what they should gaze as quick
as possible. If a software can identify such objects without any human support, it has beneﬁts to both side.
There are a few problems for current automatically photographed-object-recognition technology. [10]
proposed a method estimates where a photograph is taken by mean-shift clustering based on the geographical
tag of digital image. This impressive work has 2 problems. Firstly, they did not provide a reasonable
explanation about why the center of cluster is equal to the location. Secondly, they do not estimate where
an photographed object is. They estimate where the camera is.
[11] precisely reconstructs architectural structures in Rome using photographs. This method can, with
good accuracy, recognize photographed objects in each photograph. However, the calculation cost is high
because of the burden of the image processing based on the pixel data.
In this paper, we propose a method for classifying a given photograph from the location of frequently
photographed objects. The location is estimated only by the metadata of the digital photograph, which in-
cludes the time for photography, and the latitude and the longitude of the camera. No additional human
support is required. The metadata is additional information about the photo shoot. The metadata is auto-
matically recorded when a photograph is taken. For example, EXchangeable Image File format (EXIF) [1]
is well known. This format can record the date and time when the photograph was taken, the name of the
device, the aperture, the status of the ﬂash, and other technical information about the shoot. These text data
are useful for classiﬁcation because of the low computational cost. Flickr [6] provides a search capability
using these tags.
The geographic information of photographed objects is required for the classiﬁcation method. However,
we only know the location of the camera from the metadata.
A photographed object should be within a region that fans out from the location from where the pho-
tograph was taken, i.e., the shooting region which is explained later. Therefore, if there is more than one
photograph of the same object, the fan-shaped regions that contain the location of the object in each pho-
tograph overlap, and the possibilities of where the object is really located become more restricted. Even if
the speciﬁcation of each shooting region includes some errors, the variance among the possibilities where
the object might be located could be getting smaller. Therefore, more frequently photographed an object is,
more precisely the location can be estimated.
In this paper, we introduce a Bayesian approach. We suppose that an photographed object is located
where there are many intersections of shooting regions. All the locations obtained by our algorithm were
not always the locations of objects which a photographer has photographed intentionally. However, the
rescue team accesses a huge number of photographs eﬃciently. Moreover, based on this assumption, we
automatically obtained the photographs of popular objects from a set of metadata. Therefore, no additional
input by a user was required, for example, the location of an object or the name of the photographed object.
As we described, the current image recognition technology that relies on pixel data also can perform such
an automatic object-detection and categorization of photographs of the same object, but the calculation cost
of our proposed method is signiﬁcantly lesser than such a method.
In addition, we also expect that the low accuracy of the GPS and bearing information of digital devices
which a refugee uses can be solved by this collective viewpoint.If the information has no errors, all camera
vectors, which are the center of the shooting region of the photographs, of photographs which take the same
object should cross within a very small region.The low accuracy of the sensors makes the distribution of
intersections unclear. However, if the number of intersections increases, it becomes easier to estimate the
peak of the distribution using a Gaussian function.
There are several related studies about a collective intelligence approach using GPS and other consumer-
oriented sensors. Sakaki et al. [7] estimated the location of an earthquake and a typhoon by analyzing the
GPS information from a Twitter tag using a Kalman ﬁlter and a particle ﬁlter.
The remainder of this paper is organized as follows. First, we explain the metadata of a digital photo-
graph. Next, the problems of the current methods of retrieving geographic information from photographs
are discussed. Then we explain our method. First, we deduce the likelihood of an intersection of two camera
vectors with reasonable errors. Next, we propose a collective discovery of a set of frequently photographed
locations using a given set of photographs. Finally, we verify our method using the actual data.
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Fig. 1. Subject region of a photograph Fig. 2. Distribution of an intersection of two camera vectors of two
given photographs.
2. The proposed method
In this section, we propose an algorithm that deduces a collection of locations of objects and is used as
the foundation for searching by the geographic location of objects. A user inputs the latitude and longitude
of the location of the target object. The proposed algorithm obtains a set of locations of objects that have
been photographed many times.
In this algorithm, we assume that the point at which many camera vectors intersect is the location of
the object. Each intersection is deduced from the noisy metadata of the device, but the eﬀect of errors is
considered and compensated for. Therefore, this algorithm can be applied to the metadata of photographs
taken by an inexpensive digital device. In this section, we ﬁrst show a distribution of the intersection of two
camera vectors then an algorithm is proposed using this distribution.
2.1. Distribution of the intersection of two camera vectors
In this section, we deduce a distribution of the intersection between the metadata of two given pho-
tographs. The metadata used in this paper are shown by Fig. 1. The latitude and longitude of the shooting
location of photograph Pi are xi and yi, respectively. The camera vector is Oi and the angle from a meridian
line to the projection of a horizontal plane of Oi is θi. In addition, the subject region that is the area pho-
tographed in photograph Pi is SRi. This model can be extended into a three-dimensional model; however,
in this paper, we ﬁrst adopt the simpler model.
In Fig. 2, we assume that two photographs were clicked at P1 and P2, respectively, and these photographs
were of the same subject region. The measurement values of latitude and longitude of P1 and P2 are
(x1+Δx1, y1+Δy1) and (x2+Δx2, y2+Δy2), respectively. x1, y1, x2, and y2 are true locations and Δx1,Δy1,Δx2,
and Δy2 are measurement errors. In addition, θ1+Δθ1 and θ2+Δθ2 are the measurement values of the bearing
of P1 and P2, respectively. We assume that there is an intersection P3 between the two camera vectors.
P3 =
[
x3
y3
]
(1)
is satisﬁed by the following conditions.
x3 = x1 + Δx1 + r1 sin(θ1 + Δθ1) (2)
= x2 + Δx2 + r2 sin(θ2 + Δx2)
y3 = y1 + Δy1 + r1 cos(θ1 + Δθ1)
= y2 + Δy2 + r2 cos(θ2 + Δθ2)
628   Masao Kubo et al. /  Procedia Computer Science  10 ( 2012 )  625 – 633 
Fig. 3. Examples of the distribution of the intersection
where r1, r2 > 0. We get the following equation by using a Taylor expansion of eq. 2 [8].
P3 = L3 + K3Δ1,2 (3)
where
L3 = [L3,xL3,y]T = (4)⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1 + (sin(θ1)(x1 cos(θ2) − x2 cos(θ2) − y1 sin(θ2)
+y2 sin(θ2)))/(− cos(θ2) sin(θ1) + cos(θ1) sin(θ2))
y1 + (cos(θ1)(x1 cos(θ2) − x2 cos(θ2) − y1 sin(θ2)
+y2 sin(θ2)))/(− cos(θ2) sin(θ1) + cos(θ1) sin(θ2))
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where Δ1,2 = [Δx1Δy1Δθ1Δx2Δy2Δθ2]T . K3 is a 2 × 6 matrix. L3 is the location of the intersection without
measurement errors. K3Δ1,2 is the eﬀect of the errors. We assume that the errors of these two points follow
the same error model ΣΔ = diag(σ2x, σ
2
y , σ
2
θ , σ
2
x, σ
2
y , σ
2
θ).
By using this matrix, the error matrix of P3, ΣP3 is represented as follows.
ΣP3 = K3ΣΔK
T
3 (5)
and
ΣP3 =
[
σP3,x,xσP3,x,x ρσP3,x,yσP3,y,x
ρσP3,x,yσP3,y,x σP3,y,yσP3,y,y
]
(6)
Figure 3 illustrates two contour maps of the distribution of P3 by eq. 6. The distribution of Eq. 6 creates
a circular shape when these camera vectors cross orthogonally. On the other hand, the distribution creates
an oval shape when these camera vectors intersect diagonally. These results are intuitively reasonable.
2.2. Discovery of the location of photographed objects by the intersections of camera vectors. Step 1: A
weighted map
In this section, we develop an algorithm that discovers a set of locations that were photographed many
times using a given set of intersections. For this algorithm, we assumed that each camera vector and the
error distribution of ΣΔ are known.
First, a set of locations RG = {rgi} ⊂ D was prepared. We used a 10m× 10m lattice for RG in this study.
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Fig. 4. The problem when there is more than one often-photographed object in a given set of photographs
Next, rgi was weighted for all intersections by eq. 6. The weight of rgi is
wC,i =
∑
c j∈C
∫
x,y
f (rgi,x, rgi,y, c j) (7)
f (rgi,x, rgi,y, c j) =
1
2πσc j,xσc j,y
√
1 − ρ2c j
(8)
exp[− 1
2(1 − ρ2c j)
(
(x − Lcj,3,x)2
σ2c j,x
+
(y − Lcj,3,y)2
σ2c j,y
− 2ρc j(x − Lcj,3,x)(y − Lcj,3,y)
σc j,xσc j,y
)]
where C is the set of all intersections and c j is j-th intersection.
wC,i is an expectation of the number of objects that are at rgi when there is no correlation among these
intersections. Therefore, the larger wC,i is, the higher an object is at rgi.
2.3. Discovery of the location of photographed objects using the intersections of camera vectors. Step 2:
Object assignment
Next, we explain a method that detects a location that has been photographed many times. As mentioned
in the last subsection, it is reasonable to ﬁnd locations with a high weight of wC,i.
If all the given photographs contain the object, the location with the largest weight of Fig.7 is the most
reasonable location. However, this is not the best approach when there is more than one photographed object,
as shown in Fig. 4. In this example, there are three objects, namely, PA, PB, andPC . The weight of these
locations might be proportional to the number of pictures that were taken of each object if the characteristics
of these objects are similar. In this example, nine pictures of PA were clicked and only two pictures were
taken of PC . Therefore, the weight of PC is smaller than that of PA. This approach of determining a location
using the largest weight is not useful.
Then we adopted a method that selects such a location iteratively. This method selects the location with
the largest weight. After the weighting step is ﬁnished, the location with the largest weight is selected as the
location of the object photographed in the given photographs. Next, we assigned the weight again but only
by using other intersections that were far from the selected location. The weighting procedure continued
until there were no intersections.
The algorithm is shown by Algorithm 1 and Algorithm 2. cs0 includes all of the intersections.
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Algorithm 1 Subject discover algorithm
Require: set of intersections cs0, set of subjects S=φ,i=0,search region D ⊂ R2
weight map wi|D→ R
while |csi| > 0 ∧ csi  csi−1 do
si ⇐ {(px, py)|wi(px, py) ≥ wi(x, y),∀(x, y) ∈ D}
S ⇐ S ∪ si
csi+1 ⇐ ∅, psi+1 ⇐ ∅
for all q ∈ csi do
if evaluationsi(q) ≤ threshold Tq then
csi+1 ⇐ csi+1 ∪ q
else
psi+1 ⇐ psi+1 ∪ q
end if
end for
weight map wi+1 ⇐ cal weight map(csi+1)
end while
return S
Algorithm 2 cal weight map(csi+1)
Require: set of cross points, csi, set of subjects, S .
wi+1 ⇐ ∅
for all p = (px, py) ∈ D do
wi+1 ⇐ wi+1 ∪ {p, rgcsi+1,p}
end for
return wi+1
First, we let the largest weight location be si. This location was added into the object location set S .
Next, we selected intersections from csi by using evaluationsi(p), which is far from si. evaluationsx (p)
represents the probability by which photograph p includes the location sx. If evaluationsx (p) is less than a
constant Tp, sx is added into the intersection set for the next step csi+1. In this paper, we adopted a two-
dimensional normal distribution with a variance of σx, σy and ρ = 0. If csi+1 is empty or unchanged as the
last, the algorithm is terminated.
This method is convenient because (1) all the procedures require only metadata and, (2) the locations
that are more often photographed are detected faster than those that are less often photographed. In the next
section, we verify our algorithm using several actual photograph datasets.
Table 1. Detected subject points of the tower set
Order LAT LNG # XPT #IMG F-measure
1 35.25885 139.72194 4854 113 0.991
2 35.25804 139.72131 209 73 0.463
3 35.25894 139.72203 45 43 0.548
4 * * 394 remains * *
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Fig. 5. All images of the tower data set
Fig. 6. A photograph of the tower data set
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Fig. 7. Detected locations of objects for the tower dataset
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3. Experiments
3.1. The “Tower” data set
In this experiment, we wanted to verify basic performance, i.e., whether this proposed algorithm can
discover locations of objects using photographs that include the same object. We asked a university student
to take photographs of a tower that is 26 meters high. The student took 114 photographs using his personal
smartphone, which included a camera. No modiﬁcations were applied to the metadata of the photographs.
The all photographs are shown in Fig. 5. Fig.6 shows an example.
We applied the proposed algorithm to this dataset. σx, σy = 20m, σθ=10 degree.
Figures 7 illustrate the four points discovered by this algorithm. Each tag in the graphic from Google
Maps indicates the shooting location of a photograph. The line represents the camera vector. If there are
no errors from the corresponding sensors and the student photographed the tower using the same particular
composition, all these camera vectors should intersect at a point. However, there are actually 5502 intersec-
tions. The number on each tag indicates the iteration when it was detected. These numbers also correspond
to “order” of Table 1. The third raw data #XPT indicates the number of intersections |csi|. The ﬁrst largest
weight is located at a latitude and longitude of “(35.25885, 139.72194)” in this table, which is almost the
exact position of this tower.
4. Conclusion
In this paper, we proposed an algorithm to detect a set of locations of frequently photographed objects
using the metadata of digital photographs. We adopted a distribution of intersections of two camera vectors
to automatically specify the locations of objects that each photograph contains. This collective-intelligence-
based approach can improve the low accuracy of GPS devices and digital compasses installed on consumer-
oriented digital cameras and smartphones. Our method is light-weight because the pixel data of photographs
is not used. The proposed method was veriﬁed using the dataset composed of actual digital photographs.
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