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Adaptive In-Network Processing for Bandwidth
and Energy Constrained Mission-Oriented
Multihop Wireless Networks
Sharanya Eswaran, Member, IEEE Computer Society, James Edwards, Member, IEEE,
Archan Misra, and Thomas F. La Porta
Abstract—In-network Processing, involving operations such as filtering, compression, and fusion is a technique widely used in
wireless sensor and ad hoc networks for reducing the communication overhead. In many tactical stream-oriented applications,
especially in military scenarios, both link bandwidth and node energy are critically constrained resources. For such applications, in-
network processing itself imposes nonnegligible computing cost. In this work, we have developed a unified, utility-based closed-loop
control framework that permits distributed convergence to both 1) the optimal level of compression performed by a forwarding node on
streams, and 2) the best set of nodes where the operators of the stream processing graph should be deployed. We also show how the
generalized model can be adapted to more realistic cases, where the in-network operator may be varied only in discrete steps, and
where a fusion operation cannot be fractionally distributed across multiple nodes. Finally, we provide a real-time implementation of the
protocol on an 802.11b network with a video application and show that the performance of the network is improved significantly in
terms of the packet loss, node lifetime, and quality of video received.
Index Terms—Utility optimization, in-network compression, fusion, bandwidth and energy constrained networks.
Ç
1 INTRODUCTION
MANY uses of wireless ad hoc and sensor networksfocus on long-running applications, operating over
relatively low rates of discrete-event data. For such
scenarios, the wireless network is principally energy
constrained. Given that communication costs dominate
computing costs [20] for relatively simple event-processing
operations (such as averaging or finding the maximum of
periodic temperature readings), in-network processing
(e.g., [21]) has been proposed as a means to increase the
network operational lifetime by reducing the volume of
data transmitted to the sink. In this approach, an
application is modeled as a graph of stream operators,
overlaid on the physical network topology.
Our focus is on stream-oriented applications, where
several of the implicit assumptions above do not hold. In
particular, many military scenarios utilize wireless ad hoc
and sensor networks for relatively shorter duration tactical
missions, with the data coming from a set of relatively high-
data rate streaming sources, such as video sensors, acoustic
arrays, and short-range radar feeds. For such environments,
bandwidth is a critical shared resource, and congestion
control algorithms (e.g., [7]) must be employed to effec-
tively share the wireless link bandwidth among the
competing missions. Moreover, the in-network operators
for such stream-oriented data typically comprise more
sophisticated DSP-based operations (e.g., MPEG compres-
sion or wavelet coefficient computation); it has been
demonstrated [27] that the computational energy footprint
for such stream-oriented operations cannot be ignored.
Accordingly, the application of in-network processing to
such applications must consider both the network’s
bandwidth and energy constraints and that the energy cost
consists of both communication and computing overheads.
In this paper, we develop a distributed, utility-based,
closed-loop control framework that computes the optimal
level of compression performed by a forwarding node on
sensor streams, taking into account both energy and
bandwidth constraints. Furthermore, we also provide a
real-time implementation of the framework which demon-
strates the practical feasibility and attractiveness of our
utility-based optimization approach. In our generalized
model, in-network processing may be viewed as a tuning
knob, with higher levels of in-network processing (e.g.,
higher compression or coarser quantization) resulting in
higher information loss for (or lower utility to) the applica-
tion, but providing the benefit of reduced network band-
width consumption. This introduces a nonlinear tradeoff in
the energy costs—in general, higher levels of processing
(e.g., more sophisticated compression techniques) lead to
reduced transmission energy overheads, but a not-necessa-
rily proportional increase [3] in the computational energy.
Initially, the physical location of the stream operators is
assumed to be prespecified. The variable energy costs of
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communication and computation are represented as con-
straints in the Network Utility Maximization framework
[15], [16], [17], which is then used to find the joint optimal
allocation of sensor rates and the level of in-network
compression that maximizes the overall system utility.
Subsequently, we generalize the problem further to make
the physical location of the operator graph components as
another decision variable, i.e., we use NUM-based optimi-
zation to additionally determine the nodes where various in-
network operations are performed. An important aspect of our
work is that we develop the distributed optimization
algorithm, and also work out the intricate details of the
corresponding distributed protocol and demonstrate its
ability to efficiently improve system utility in practical
wireless environments.
For mathematical tractability, the distributed optimiza-
tion problem is initially developed using an idealized
model, where 1) the quality level of in-network compression
is assumed to be a continuously valued variable and 2) an
individual operator is allowed to be fractionally instantiated
at multiple nodes. The idealized model can be viewed as a
continuous approximation of real-life scenarios, which are
characterized by mixed-integral constraints. We then show
how the above two idealized assumptions can be relaxed,
generalizing our NUM technique to scenarios where the
quality of in-network processing may be varied only in
discrete steps, and where an operator may be instantiated
only on a single node. Simulation-based studies, using a
packet level protocol implementation of the generalized
NUM framework, are then used to demonstrate how
“adaptive operator placement” and “variable-quality in-
network compression” can together result in a significant
improvement (as much as 39 percent) in overall mission
utilities.1 We demonstrate the practical feasibility, and
performance gains of the protocol with an implementation
of the protocol on an 802.11b network with a video
streaming application.
The rest of this paper is organized as follows: In Section 2,
we discuss the motivation for variable-quality in-network
processing and dynamic operator placement and some
related work. Section 3 presents the mathematical models
and corresponding distributed solution and protocol details
for the case where the locations of the stream operators are
specified a-priori. Subsequently, Section 4 extends the
solution to consider the problem of optimal operator
placement. Section 5 describes how the base algorithms
are modified to incorporate the real-life constraints such as
availability of only discrete transcoding options. In Section 6,
we present the details and results of protocol simulation
and implementation using a video application. Finally,
Section 7 concludes the paper.
2 MOTIVATION AND RELATED WORK
To understand the various conflicting objectives and issues
with in-network processing of data streams, consider the
scenario depicted in Fig. 1, which involves the use of three
sources/sensors (two video and a radar) and three different
missions. The surveillance mission has high utility and is
quite intolerant to loss in the raw sensor data; the detection
mission requires only correlation information from the
various sensor feeds to detect an event; the feature
extraction mission requires the video images as input;
however, it can successfully extract features even if they are
of relatively low resolution. In this scenario, each mission
may be associated with a different operator graph, with the
data rates to the “sink” of each mission ultimately affecting
the mission’s utility. The sink data rate depends on two
separate variables—1) the source data rate from its relevant
sensors, and 2) the fractional reduction in data due to the
application of individual in-network operators. To general-
ize this concept, we classify in-network operators into two
logical types:
Compression. The downstream transmission rate of most
stream-oriented data can be reduced by the application of
appropriate compression algorithms, both lossless and
lossy. For example, an MPEG-4 (or higher standards, such
as MPEG-21) video stream can be compressed to varying
data rates. From a logical standpoint, compression may be
viewed as a special class of in-network operators that can be
performed independently at every forwarding node; more-
over, compression changes the quality (rate) of the output
data, but not the data type.
Fusion. In contrast to compression, fusion may be viewed
as a process of either combining or correlating data from
multiple separate streams and/or altering the “type” of a
single data stream. An example of “type” alteration
involves the processing of a single audio stream to extract
only the “talk spurts” from the signal. We note here that
even a sink can perform fusion of streams.
While limited past work has considered the joint
optimization of computing and communication costs (both
bandwidth and energy) [24], [27], the behavior of each
individual operator is assumed to be immutable, and there is
no consideration of the possibility of variable-quality
compression at intermediate nodes. Zhang et al. [27]
considered the computation cost in addition to commu-
nication cost, but with respect to sampling rate of the
source, and not in-network processing. Under these models
of fixed processing behavior, the problem of utility-based
rate control reduces to the “traditional” problem of source
rate control with capacity constraints on individual links/
nodes, with the added complexity due to the nonconserva-
tion of flow rates at the nodes performing in-network
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Fig. 1. An example network with in-network processing. The corre-
sponding operator graph is also shown along with the network nodes
that are mapped to the fusion task in the operator graph.
1. Preliminary work on these can be found in [10].
processing. In [26], Yu et al. develop an algorithm for
constructing a data-gathering tree, which employs tunable
compression for energy efficiency. While we share the same
motivation, unlike [26], our utility-based model incorpo-
rates rate control and accounts for bandwidth constraints
and impact on utilities of multiple competing missions.
A natural extension of this concept is to allow the
placement of the fusion processing operators to be a
decision variable as well. Prior work on fusion operator
placement [25], [22], [4], [2], [21], [18], [1] treats it as a stand-
alone problem, and does not consider the interaction with
variable data compression performed at intermediate
nodes. For example, in [25], the operators are placed on a
minimum-cost path determined by a distributed process
similar to Djikstra’s algorithm. However, using only local
neighbor-level information is not sufficient when variable
quality compression is introduced, because a mission’s
utility ultimately depends on the data rate that it receives,
and this is affected by any rate modification performed at
intermediate nodes. As we shall see, the incorporation of
variable quality compression at intermediate nodes com-
plicates the process of fusion operator placement, as the
placement and compression decisions become coupled. Our
work is the first to study the consequences of such variable
quality compression. In particular, compression allows a
degree of variability that is usually absent in a fusion
operator; based on the energy constraints of individual
nodes, it may be better to perform fusion at a downstream
node and only perform “moderate” compression at an
upstream node (to satisfy the upstream node’s energy or
capacity constraint).
Prior work (such as [27]) also assumes a relatively simple
tradeoff between computational and communication energy
overheads, with both being essentially a scalar multiple of
the incoming stream data rate. Variable compression,
however, introduces a more complex, nonlinear tradeoff
between the computational and communication costs, that
is a function of the incoming data rate and the “quality” of
compression that is performed. In particular, many com-
pression algorithms (both lossy and lossless) are character-
ized by a nonlinear energy-versus-compressibility curve,
with the energy required for compression increasingly
dramatically when the ratio of output to input data rates
falls below a certain threshold [26]. Accordingly, our
optimization problem must not only consider the impact
of variable quality compression on the operator placement
problem, but also on the energy constraints at each node.
Based on the above discussion, the key new aspects of
our problem formulation can be summarized as follows:
1. We consider the impact of variable quality compres-
sion of sensor streams, potentially performed by all
forwarding nodes, on the capacity constraints and
factor in the nonlinear relationship between compu-
tational and communication energy overheads.
2. We also explicitly factor in the effect of such variable
quality compression on the operator placement
problem, and develop a solution that jointly selects
both the location of fusion operators and the degree
of compression at forwarding nodes that maximize
cumulative system utility.
To solve this problem, we shall develop a WSN-NUM-
based optimization framework and a fully distributed
protocol that seeks to jointly optimize the following free
variables: 1) Source Rate, x: the rate at which each sensor
source transmits data, 2) Compression Factor, l: the level of
compression, i.e., ratio of output rate to incoming rate,
taking place at each forwarding node, and 3) Operator
placement: the optimal node locations at which fusion
operations take place.
3 THE NETWORK AND OPTIMIZATION MODELS
Our NUM-based formulation and solution makes the
following assumptions:
. The routes of the various sensor flows are fixed and
provided a priori. Each sensor’s data flows over a
multicast tree to its set of subscribing missions.
. A fused stream cannot be subsequently disaggre-
gated; accordingly, fusion of two streams at a node
is possible only if all downstream subscribers (for
each of the two sensors) require the same fused
information.
. Except at the nodes where fusion is performed, no
other nodes can distinguish between a “raw” or
fused data stream.
. Each sensor’s flow is completely elastic, i.e., each
node can adjust its transmission rate xs by any
arbitrary amount, as long as xs > 0. However, we
relax this constraint in Section 5 to consider
scenarios where the quality of in-network processing
may be varied only in discrete steps.
. The computational power required for compression
increases with an increase in the compression factor
(i.e., a decrease in the Output rateInput rate ratio).
3.1 The Model
Each mission’s utility is modeled as a joint concave function
of the rates that it receives from multiple sensors. This is
denoted as Umðfxrecs gs2ssetðmÞÞ, where, for any mission m,
ssetðmÞ is the set of flows that are received by m. The
incoming rate of a flow s atm is expressed as xrecs and this is
a function of the source rate and the series of in-network
processing performed by the forwarding nodes. Table 1 lists
the commonly used mathematical symbols in this paper.
The key feature of our WSN operational model is to
permit each intermediate node to perform a “variable level of
compression,” denoted as lk;s (where 0 < lk;s  1), that
effectively alters the rate of a flow s at node k. Specifically,
lk;s determines the ratio of the outgoing flow rate to the
incoming flow rate for sensor s at node k, i.e., lk;s ¼ xoutðs;kÞxinðs;kÞ .
For example, if a flow is compressed at the nodes between
source s and sink m, then the rate received at the sink is
given as xrecs ¼ xs 
Q
8k2pathðs;mÞ lk;s, where pathðs;mÞ de-
notes the set of nodes in the route from s tom. Similarly, if a
flow s is derived by fusing flows s1 and s2, at node k
according to operation f , then xoutðs; kÞ ¼ lk;sfðxs1 ; xs2Þ.
Although we focus here on compression, the model can
be easily generalized to include decompression, by allowing
lk;s to lie between ð0;1. The variable compression ratio, l,
effectively acts as a “tuning knob,” allowing an intermediate
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forwarding node to modify the outgoing data rate in a
manner that balances its competing computational and
communication energy budgets, and satisfies the capacity
constraints. Intuitively, a congested network (with many
high rate flows) benefits frommore aggressive compression,
as the reduction in the link utilization permits other
competing flows to transport a larger volume of sensor
traffic. Conversely, a network operating at low link
utilization should have little need for compression (unless
its transmission energy cost is too high), as higher in-
network compression always increases the computational
expense at an intermediate node, although underutilization
of link capacity will lower the flows’ utility to the receiving
mission (as will compression).
The centralized model for this problem of utility
maximization with adaptive in-network processing can be
written as
NUM-INP(U,C,P):
maximize
X
m2M
Um

xrecs

s2ssetðmÞ
  X
8nodes;k
P ktot; ð1Þ
subject to
iÞ Capacity Constraint:X
8ðk;iÞ2q
xoutði; kÞ
cki
 1; 8q 2 set of cliques;Q;
ð2Þ
iiÞ Energy Constraint: Pktot  Pkmax; 8nodes; k
where Pktot ¼ Pkrec þ Pktrans þ Pkcomp;
0    1 and xi; xoutði; kÞ  0 8i; k:
ð3Þ
The objective is to maximize the total utility of all
missions, subject to an “energy” penalty 
P
8nodes;k P
k
tot,
which reflects a secondary objective of minimizing energy.
This ensures a unique solution when different inputs yield
the same utility, favoring the solution with least energy
consumption ( determines the weightage given to power
consumption versus utility). In general, the penalty term
can be the sum of any convex functions of Pktot. The capacity
and energy constraints are explained as follows:
. Capacity constraint. This constraint, as shown in (2), is
the same as in the basic WSN-NUM model [7], [8],
which ensures that the total air-time fractions of all
interfering transmissions (i.e., all transmissions in a
maximal clique of the conflict graph) does not
exceed unity.
. Energy constraint. The energy constraint in (3) states
that the total power consumed at a node k due to
data reception (Pkrecv), transmission (P
k
trans) and
computation including both compression and fusion
(if k is a fusion point) (Pkcomp) must not exceed the
maximum power budget at node k (Pkmax). These
power terms can be modeled as any valid functions
that relate rate with power consumed. As is common
in literature [27], [14], [11] we assume a linear model,
where the power consumed at a node during
reception and transmission are proportional to the
incoming rate and outgoing rate, respectively.
Similarly, the power consumed during compression
depends on the incoming rate and the compression
ratio. These are expressed as follows:
Pkrecv ¼ kr
X
8inflows s at k
xinðs; kÞ; ð4Þ
Pktrans ¼ kt
X
8outflows s at k
xoutðs; kÞ; ð5Þ
If k is not a fusion point :
Pkcomp ¼ kc
X
8outflows s at k
xinðs; kÞ 1
lk;s
 1
 
:
ð6Þ
If k is a fusion point :
Pkcomp ¼ kc
X
8outflows s at k
xinðs; kÞ 1
lk;s
 1
  
þ
X
8flows;ffused at k
xoutðf; kÞ
lk;f
!
;
where 0  lk;s; lk;f  1;
ð7Þ
where, kr , 
k
t , and 
k
c are the energy consumed per bit
during reception, transmission, and computation, respec-
tively. We can see from (7) that if k is a fusion point, then
there is an additional computational cost incurred by the
fusion process. Without loss of generality, we assume that
this cost is proportional to the outgoing rate of the fused
flow, and that the energy consumed per bit is the same for
compression and fusion.
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TABLE 1
Most Common Mathematical Symbols
3.2 Distributed Solution to the Optimization
Problem
In order to solve this optimization problem in a distributed
manner, we derive an iterative, gradient-based, distributed
solution for the model shown in (1)-(3). We first make the
problem unconstrained by using Lagrangian multipliers as
maximize
X
m2M
Um

xrecs

s2ssetðmÞ
  X
8nodes;k
P ktot

X
8cliques q
q
X
8ðk;sÞ2q
xoutðs; kÞ
cks
 1
0
@
1
A X
8nodes;k
k

Pktot  Pkmax

;
where q and k are the Lagrangian multipliers (shadow
costs) corresponding to the capacity and energy constraints,
respectively. Using the first-order necessary conditions for
the gradients with respect to xs and lk;s, we get the
following equations:
d
dt
xsðtÞ ¼ xs
X
m2msetðsÞ
@Um
@xs
 
X
8nodes;k
@Pktot
@xs
0
@

X
8q2cliqueðsÞ
q
X
8ðk;sÞ2q
@xoutðs; kÞ
@xsCks
0
@
1
A

X
8k2pathðsÞ
k
@Pktot
@xs
1
A;
ð8Þ
d
dt
lk;iðtÞ ¼ ^lk;i
X
m2msetðiÞ
@Um
@lk;i
 
X
8nodes;v
@Pvtot
@lk;i
0
@

X
8q2cliqueðiÞ
q
X
8ðv;iÞ2q
@xoutði; vÞ
@lk;iCvi
0
@
1
A

X
8v2pathðiÞ
v
@Pvtot
@lk;i
1
A;
ð9Þ
where pathðsÞ is the set of nodes in the multicast route of
flow s;  and ^ are the step size for rate and compression
ratio adjustments, respectively. q reflects the congestion
penalty and is defined, as in [16], as
qðtÞ ¼
X
8ðk;sÞ2q
xoutðs; kÞ
ck;s
 1þ 
0
@
1
A
þ,
: ð10Þ
Similarly, k is the shadow cost of energy charged at each
node k and is given by
kðtÞ ¼ P
k
totðtÞ
PkmaxðtÞ
 1þ ^
 þ
^^ ; ð11Þ
where  and ^ are constants greater than 0 and 0  , ^  1.
Equation (8) provides the algorithm by which the source
sensors adjust their rates at each iteration; (9) shows how at
each node, the degree of compression for each flow that the
node forwards is varied in each iteration. We observe the
following:
. Source rate xs depends on the rates at which the
downstream nodes forward either this source’s flow
directly (when there is no fusion), or any flowderived
from this source’s flow (when there is fusion).
Similarly, it also depends on the power consumed
at all downstream nodes that forward either the
source’s direct flow or a flow derived (via fusion)
from this source, in addition to the mission utilities.
. The compression levels at the forwarding nodes
depend on the forwarding rates and power con-
sumption at all downstream nodes that receive this
flow (either raw or fused), and the mission utilities.
We can show [9] that when the source and forwarding rates
are independently adjusted according to (8) and (9), the
network converges at the optimal global utility, with
penalties paid for congestion and power consumption.
3.3 Protocol Details of NUM-INP
The biggest challenge in building a fully distributed and
localized protocol for this model arises from the presence of
fusion operators at specific intermediate WSN nodes. The
stream that a sink receives is now obtained by fusing one or
more flows from ssetðmÞ according to a series of operators,
as defined by the operator graph. An individual fusion
operator f can be viewed as a function that takes as input
the rates of the flows to be fused, and gives as output the
rate of the resulting fused flow.
Hence, the utility of a mission m is a joint function of all
xreci , where i 2 set of flows received at m, with some of
these flows being “raw” flows (potentially compressed)
from the corresponding sensor, with other flows being
“derived” at intermediate nodes (which act as the “source”
for the derived flow) through the application of a fusion
operator. While (8) referred only to rate adjustment at the
“raw” sources (i.e., sensors), the flow i in (9) may refer to
either a raw or derived flow. Accordingly, msetðiÞ now
refers to the set of missions (sinks) that received data flow of
type i (raw or derived); pathðiÞ similarly is the multicast
forwarding path of data from node i (which may be a source
or a fusion point). With these semantics, the distributed
formulations in (8) and (9) are capable of deriving the
optimal rates for both “raw” and “derived” flows.
From a protocol perspective, however, the end-to-end
feedback mechanism used in [7], whereby the sinks simply
convey their willingness to pay to the source sensors, is no
longer adequate. The difficulty lies in the inability of a sink
to directly compute its “willingness to pay” for a source
that has passed through intermediate fusion points. For
example, if a stream from source s is transformed twice by
operators f and g before reaching a sink m, the mission is
unable to compute the term @Um@xs , because all it knows is the
rate of the stream of type “g  f ,” which contributes to its
utility; it is unaware of the source rate of s as well as the
details of the fusion operations f and g (and the subsequent
compression operations). Here, g  f refers to the composi-
tion function of the form gðfðxs; . . .ÞÞ. The solution in this
case is to use the “chain rule” for partial derivatives
and compute @Um@xs as
@Um
@gðfðxs;...ÞÞrec 
@gðfðxs;...ÞÞ
@fðxs;...Þ 
@fðxs;...Þ
@xs
, where
the fusion points for g and f provide the second and
third terms, respectively.
Accordingly, in our NUM-INP protocol, the forward
path carries only the data, but no metadata (such as energy
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and congestion cost information). Nodes propagate the
marginal utility, congestion cost and energy cost as
metadata in signaling messages carried on the reverse
forwarding path; each node uses the feedback messages to
compute the compression levels and the source rates for the
next iteration, in addition to updating and propagating
them upstream.
For each stream r that a sink m receives, it sends a
feedback (periodically) to the node that forwarded this
stream. The feedback message consists of
1. A marginal utility MU field, where the mission
enters its marginal utility with respect to the
received flow rate ( @U@xrecs
); this is used for computing
the “willingness-to-pay” according to the chain rule.
2. A 4-tuple consisting of the following fields:
a. Flow name: the ID of the “flow,”
b. Rate information (RI): the rate at which the sink
receives the flow,
c. Power information (PI): the energy cost attributed
to this flow, and
d. Congestion information (CI): the normalized con-
gestion cost at all the cliques that this node
belongs to, attributed to this flow.
If an intermediate node was a branching point on the
multicast forwarding tree, it collects the feedback from all
its child nodes and combines them into a single feedback
message.
Each node in the reverse path updates the cost fields
before forwarding the feedback message upstream, in order
to compute the cumulative cost along the path. The fusion
points make additional modifications to capture the effect
of fusion operation (according to the chain rule). For
example, when a forwarding node A receives a feedback
message for flow f from a downstream node, it adds its
own energy cost for f (i.e., the cost corresponding to the
energy expended by A in receiving, forwarding and process
this flow f) to the PI field (i.e., PI ¼ PI þ ðA þ ÞPAtotðfÞ)
and its own congestion cost for f (i.e., the cost correspond-
ing to the congestion caused at node A as a result of
receiving and transmitting flow f) to the CI field (i.e., CI ¼
CI þP8q:ðA;fÞ2q q xoutðf;AÞCA;f ) before passing the feedback
message to its upstream neighbor. If A is also the fusion
point where the fused flow f is generated from s1 and s2,
then all the fields in the tuple are further multiplied by the
term2
lA;f
xoutðf;AÞ  xinðsj:j2f1;2g; AÞ 
@f
@xinðsj:j2f1;2g;AÞ , before propa-
gating the feedback upstream (messages corresponding to
s1 and s2 are sent to the nodes that forwarded the respective
flows). Using the fields in the feedback message, the
forwarding nodes and source nodes compute the compres-
sion levels and source rates for the next iteration, according
to (8) and (9). Figs. 2a, 2b, and 2c illustrate the propagation
of feedback and computation of compression level for a
simple example.
4 ADAPTIVE OPERATOR PLACEMENT
In this section, we describe how the NUM-INP framework
can be enhanced to additionally determine the optimal
placement of the fusion operators. In other words, we
integrate dynamic operator placement into the NUM-INP
protocol in parallel with source rate adaptation and
adaptive compression quality (although this can possibly
occur at a slower timescale). Ideally, the communication
cost is lowest if a fusion operation takes place as close to the
sources as possible. However, due to energy constraints,
nodes closer to the source may not be able to perform the
fusion operation; in such situations, higher utility may be
obtained by pushing the operator to a node downstream.
With the help of an operator graph, the forwarding trees
and the mission subscription information, the nodes in a
network can determine if they are candidate locations for a
fusion operator. For example, for the simplistic network
shown in Fig. 3, where mission M requires the fused flow,
fðxs1 ; xs2Þ, the fusion can take place at node A or B or C. We
assume that each node runs a preliminary protocol (details
of which are beyond the scope of this work) to determine
which fusion operations can potentially be performed at
that node. We also assume, as before, that the fusion
operations can be expressed as functions of the rates of their
input flows.
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Fig. 2. (a) Node A fuses input flows r; s and transmits fused flow f. (b) Feedback messages received and propagated by A. (c) Computation of lA;f at
node A according to (9).
2. The term is derived by systematically breaking down the terms in (8)
and (9) into per-node chain-rule (and compression factor) factors, such that
the value computed at each node for updating the feedback message can be
computed either locally or using the existing metadata in the feedback
message. This makes the protocol fully distributed.
4.1 Model
Our approach to modeling this problem is to allow all
candidate locations to perform fusion on an arbitrary fraction
of the input streams, and transmit the rest as raw streams.
This fraction is a decision variable and is adjusted
iteratively in a NUM-INP-based control loop, such that it
converges at the optimal value. Allowing the nodes to
perform such partial fusion makes the problem tractable (it
is shown in Section 5 that it is NP-hard otherwise), and also
permits the joint optimization of source rates, compression
ratio and operator placement within the NUM-INP model.
Let k be a representative candidate node for the fusion
operation fðxs1 ; xs2 ; xs3 ; . . .xsnÞ that fuses flows F ¼ fs1; s2;
s3; . . . ; sng. Let 	kf;si (where si 2 F ) be the fraction of the
input flow si that is fused at node k. The rest of the input
flow is passed on downstream as is (or possibly com-
pressed), where the next candidate node fuses all or a
fraction of it, and so on. The sink is always a candidate for
all fusion operators, and can absorb any residual “unfused”
stream data.
For the example shown in Fig. 3, node A fuses according
to the function fð	Af;s1xs1 ; 	Af;s2xs2Þ and forwards input flows
s1, s2 and the fused flow, f
A at rates lA;s1ð1 	Af;s1Þxs1 ,
lA;s2ð1 	Af;s2Þxs2 and lA;ffð	Af;s1xs1 ; 	Af;s2xs2Þ, respectively,
where lk;s refers to the compression factor for flow s at
node k. Subsequently, node B forwards the raw flows at rate
lB;si lA;sð1 	Af;siÞð1 	Bf;siÞxsi , where i 2 f1; 2g, along with
flow fA (i.e., flow fused at A) compressed at lB;f . It
also forwards the new “subflow” fB fused at B at rate
lB;ffðlA;s1ð1 	Af;s1Þ	Bf;s1xs1 ; lA;s2ð1 	Af;s2Þ	Bf;s2xs2Þ; (in order to
reduce the number of variables, we assume that node B uses
the same compression ratio lB;f for all flows of type f ,
regardless of where it was fused). If the optimal value of 	
after convergence is 1 at a node, then that node is the
unique optimal location for fusion. It is also possible that
the optimal strategy is for multiple nodes to share the
responsibility of fusion (i.e., two or more of the candidate
nodes will have 0 < 	 < 1). Such “fractional fusion” can be
interpreted as a process of “time-sharing” the responsibility
of fusion across the candidate nodes.
The generic model in (1-3) holds for this problem too; the
source rates and compression factors continue to be
adjusted according to (8) and (9), respectively. By taking
the Lagrangian of the “	-enhanced” NUM objective, we
derive the 	-adjustment algorithm for a fusion operation op
to be
d
dt
	kop;s ¼ 	kop;s
X
m2msetðsÞ
@Um
@	kop;s

X
8q2cliqueðsÞ
q
0
@
X
8ðv;sÞ2q
@xoutðs; vÞ
@	kop;sCvs

X
8v2pathðsÞ
ðv þ Þ @P
v
tot
@	kop;s
1
A:
ð12Þ
We observe from (12) that the 	’s at candidate fusion
points depend on the forwarding rates and power con-
sumption at all downstream nodes that receive the flows
from this node either directly or after fusion, and also on the
mission utilities. It must be noted that in this problem, the
values of xin, xout, as well as the nodes in the sets pathðiÞ
must now be computed depending on the values of 	 ’s. The
numerical verification of this formulation for the sample
network in Fig. 3 is shown in Figs. 4a and 4b to help
understand it better. When the processing cost at all the
three candidate nodes (A, B, and C) are the same, the
optimal fusion location is node A, since we can see in Fig. 4a
that f	Af;sigi2f1;2g converges to 1. If the processing cost at A
is higher than B or C, the optimal location moves to B,
as shown in Fig. 4b. With a proof similar to that in [9], we
can prove that this distributed joint optimization formula-
tion converges at the optimal solution.
4.2 Protocol Details
The introduction of adaptive operator placement requires
modifications to the signaling mechanism along the reverse
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Fig. 4. Evolution of fusion fraction at nodes A, B, and C: (a) Processing cost at A, B, and C are equal (Ac ¼ Bc ¼ Cc ¼ 0:54). (b) Processing cost at A
is higher (Ac ¼ 2:0, Bc ¼ Cc ¼ 0:54).
Fig. 3. Example network for data fusion.
forwarding path. This is because, a mission subscribing to a
fused flow may now receive multiple “subflows,” each
fused at a different candidate location, and also the original
flows (to be fused directly at the sink). Hence, the feedback
message now consists of a table of 4-tuples, called the
Feedback Information Table (FIT), instead of a single 4-
tuple. The fields in the 4-tuple remain the same as described
in Section 3.3 and there is an entry (row) in FIT
corresponding to each subflow received at the sink. The
nodes along the reverse-forwarding path update the cost
information for each of the subflows, and the fusion-point
for each subflow is responsible for augmenting the
metadata with the chain-rule information. In order to
reduce the signaling overhead, we maintain a special row
in FIT, called the cumulative entry (referred to as cum) for
each original flow (i.e., each input to the fusion operation);
at each candidate fusion point, the metadata in the row
corresponding to its subflow is added to the cumulative
entries and the row is removed. Thus, the FIT initially has a
number of entries corresponding to the number of
candidate fusion points for this operation, and as the
feedback message propagates upwards, the FIT reduces in
size, with all its entries eventually collapsing to the
cumulative rows, corresponding to this operation, saving
significant signaling overhead. This is made possible by the
systematic factoring and distribution of terms in (8-12).
For example, in the network in Fig. 3, sinkm receives flows
fused at A, B, C and also the raw streams s1 and s2 (if the
fusion points do not fuse all the data). Subsequently,m sends
feedback to C with marginal utility as @Um@ðx
fA
þxfBþxfCþfðxs1;xs2ÞÞ
(where xfk refers to the rate of flow of type f that is fused
at node k), and an empty FIT. When C receives this message,
it updates the FIT as follows before sending it to B, as
shown in Table 2:
1. Update the RI field with the rates corresponding to
flows fA, fB, fC , s1, and s2,
2. Update the CI field with congestion cost corre-
sponding to the transmissions of fA, fB, fC , s1, and
s2 from C,
3. Update the PI field energy cost at C corresponding to
flows fA, fB, fC , s1, and s2,
4. Add the RI, PI, and CI fields for row fC to the
corresponding fields in the cumulative entry and
remove row fC (since C is the fusion point for
flow fC).
Subsequently, nodes B and A update the message in a
similar fashion, such that the feedback that arrives at
source s1 consists of only two rows in FIT: s1 and cum
s1 (and
similarly for s2), as shown in Tables 3 and 4. In Tables 2, 3,
and 4, PktotðsÞ denotes the total power consumed from
receiving, transmitting, and processing a flow s; RIkðrÞ
refers to the RI field in the message from node k
corresponding to flow (row) r (the same definition holds
for PI and CI as well).
At branch points of the forwarding tree, a node simply
adds the corresponding values from its child entries and
propagates a single feedback message to its upstream
parent. The forwarding nodes use the feedback message to
compute the 	 and compression values for the next
iteration, and the source nodes compute the new flow
rates. The pseudocode for the computation of fusion
fractions, compression ratios and source rates is given in
the Appendix, which can be found on the Computer Society
Digital Library at http://doi.ieeecomputersociety.org/
10.1109/TMC.2011.169. We note that the distributed algo-
rithms have been devised such that (8), (9), (12) can be
computed precisely from the transmitted metadata and
locally available information.
5 ADDRESSING PRACTICAL CONSTRAINTS
For mathematical tractability, the NUM-INP model for
adaptive compression and operator placement requires
both these processes to be represented as continuous
variables. However, these assumptions that a flow may be
compressed to any ratio, or fused partially for a given
fraction, are likely to be violated in practice. We now
describe how the NUM-INP can be modified to address
both these practical limitations.
Discrete compression levels. Most of the commonly used
compression techniques provide for multiple, but discrete,
compression levels (with higher compression factors re-
quiring higher computational complexity). For instance,
gzip provides nine levels of compression and JPEG allows a
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TABLE 2
Feedback Information Table in the Message from C to B
range of 0 to 100 levels. The discontinuity arising from such
integral choices prevents the direct application of NUM’s
gradient search techniques; in fact, we show the problem of
determining the optimal choice of compression levels from
a discrete set to be NP-hard in [10]. A simple heuristic
handle this scenario is to run the protocols using a
continuous compression model, but simply map the
computed lk;s values to a valid discrete compression level
at each iteration for data transmission. This mapping can be
based on different policies, for example, the continuous
value can be mapped to the nearest valid discrete value, or
the next lower valid value (conservative scheme), or to the
next higher valid value (greedy scheme), etc.
Solitary operator location. Our model assumes that a
particular fusion operator may be “split” (in different
fractions) across multiple nodes. In practice, many opera-
tors may not be conducive to such fractional splitting (e.g.,
intelligent mixing of audio signals may require each of the
audio streams to be mixed at a common node). However,
interpreting “fractional fusion” as a process of “time
sharing” the responsibility of fusion across multiple nodes,
on a longer time scale, makes it applicable to a very large
set of operators. For example, if the optimal solution
indicates 80 percent data fusion at node 1 and 20 percent at
node 2, a logically equivalent workload partitioning may be
achieved by having nodes 1 and 2 perform fusion for 80
and 20 percent of the time, respectively.
If fractional fusion is nevertheless prohibited (for
whatever reason), one simple heuristic is to assign the
responsibility for fusion to the node with the “largest 	.”
The selection of this single fusion point may be performed
at each iteration of the NUM 	-loop (12). To achieve this, the
highest 	 value of downstream nodes is also propagated
up the reverse forwarding path; the most upstream node
among the fusion candidates can then designate the node
with the largest 	 as the fusion point. However, to ensure
rapid convergence, the other terms (in the Feedback
Information Table) carried in the signaling messages are
based on the use of the “virtual” continuous-	 values.
A heuristic-based approach is necessary because the
problem of determining the best single location for a fusion
operator is an NP-hard combinatorial problem as well, as
shown by Theorem (1).
Theorem 1. The Solitary Operator Location problem is NP-hard
to solve optimally.
Proof. Let us consider the simple network topology shown
in Fig. 3, where the single mission receives data flow
fused from two streams from sensors s1 and s2. The
number of candidate nodes for placement of the fusion
operation f (i.e., the number of nodes in the chain) is n
(let these candidate nodes be labeled 1; 2; . . . ; n where
node 1 is closest to the sources and n is closest to the
sink). Let the mth node in the chain be the optimal
fusion location. Determining this node m such that
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TABLE 4
Feedback Information Table in the Message from A to sn (n ¼ 1; 2) (A Sends a Feedback Each to s1 and s2)
TABLE 3
Feedback Information Table in the Message from B to A
the utility is maximized is equivalent to solving the
following problem:
maximize Um
Yn
i¼mþ1
li;f
 !
f
Ym
i¼1
li;s1
 !
xs1;
Ym
i¼1
li;s2
 !
xs2
 ! 
subject to Energy and Capacity constraints:
But this belongs to the mixed-integer nonlinear pro-
gramming (MINLP) family of optimization problems,
which is well known to be NP-hard. tu
6 EVALUATION
In this section, we first evaluate the performance of the
NUM-INP protocol based on a packet-level protocol
simulation, in Section 6.1. Subsequently, we discuss the
details of the implementation of the protocol using a video
application in Section 6.2.
6.1 Simulation Results
The protocol was simulated using the discrete-event
simulator Qualnet on an 802.11-based multihop wireless
network. The values of kr , 
k
t , and 
k
c are taken as 0.75, 0.6,
and 0:54 J=bit, based on the data from [3].
6.1.1 Utility Gain Due to In-Network Processing
Fig. 5 compares the utilities of a network under three cases:
1) with only source rate adaptation (according to WSN-
NUM) but no in-network compression, 2) optimal variable
quality compression (according to NUM-INP) with pre-
specified fusion locations and 3) with joint optimization of
compression and operator placement. The simulated net-
work consists of 100 nodes of random topology in a
1;500 m 1;500 m field. There are 25 missions (sinks) and
25 sources and 15 fusion operations, whose initial locations
are picked randomly from the sets of candidate locations
(given by operator task graph). We can see that with NUM-
INP, the global utility of the network is higher (by about
30 percent); the joint optimization of the operator locations
results in a further 15 percent gain in system utility.
Fig. 6 uses a sample simulated topology to illustrate the
utility gains obtained from adaptive in-network compres-
sion. The compression factor and transmitted rate for each
node are shown in the figure. The utility of a mission is of
the form lnð1þ xrecÞ. For sinks A and B,  ¼ 100; for
sinks C and D,  ¼ 20; for sinks E and F,  ¼ 1; for sinks G
and H,  ¼ 0:25. The rate at which each sink receives data is
also shown in the figure. As illustrated, in our model,
missions that have higher utility receive higher data rate.
On the contrary, if there is no in-network compression, then
all the missions receive at a uniform rate of 11.57 kbps.
6.1.2 Performance Scalability
Fig. 7 shows the percentage gain in utility achieved by
NUM-INP protocol, compared to simple source rate
adaptation (WSN-NUM), when the number of missions
and sources in the network are varied. We see that the gain
increases with an increase in the number of sources, and
even more so with the number of missions, because there
are a higher number of subscribers, making more potential
nodes available for optimal compression and fusion. On the
other hand, the utility gain increases with the number of
sources (at a slower rate) because of congestion control. A
higher number of sources results in higher congestion in the
network, but the optimal compression helps alleviate
congestion to a certain extent. We experimented with
different topologies (such as tree, random, etc.) and
observed similar trend in all cases. We also tested the
signaling overhead for different numbers of candidate
nodes and fusion operations and the overhead was very
low, in the order of tens of bytes per second.
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Fig. 5. Comparison of utility with and without adaptive in-network
processing.
Fig. 6. Illustration of adaptive in-network compression with continuous
and discrete levels. Nodes 1 and 2 are the sources; 3-17 are the fusion
points; A-H are the sinks. Utility of a mission is given as lnð1þ raterecÞ,
where  ¼ 100 for A and B,  ¼ 20 for C and D,  ¼ 1 for E and F,
 ¼ 0:25 for G and H. The compression factors are shown in black and
italics; the data rates are shown in red and boldface. The values within
parentheses are used when only four discrete compression levels are
allowed. When there is no compression, all missions received at rate
11:57 kbps.
Fig. 7. Utility gain when the numbers of missions and sources are varied.
6.1.3 NUM-INP under “Realistic Constraints”
Next, we studied the effect of discrete compression levels
and solitary fusion operators with the network simulated in
Section 6.1.1.
To study the impact of discrete compression levels, we
compare the resulting degradation in utility as a function of
the number of discrete compression levels permitted. We
map a compression factor value to a particular level,
depending on how many levels are available. For example,
when 10 levels of compression are allowed, we let level 1 ¼
0:1, level 2 ¼ 0:2, and so on. Fig. 8 plots the system utility
(normalized over the optimal utility with continuous
compressibility). We see that the utility is close to and
above 95 percent of the optimal for 10 or more number of
discrete levels, but drops rapidly when the number of
distinct compression levels is very small. Fig. 6 further
illustrates this aspect. The values shown within parantheses
are the compression factors and rates when only four
discrete compression levels (0.25, 0.5, 0.75, and 1.0) are
allowed. We observe that the rates achieved in this case,
while lower than the continuous-case optimal, are still
higher than that achieved without in-network adaptive
compression.
Fig. 9 shows the normalized utility, as a function of the
number of fusion operators, when partial fusion is
prohibited and fusion is performed at the candidate node
with the highest 	 value. (For each fusion operator, the
number of candidate nodes was randomly chosen to be
between 2 and 10.) We see that the utility remains close to
the optimal utility even as the number of fusion operations
in the network is increased, with only at most 5 percent loss
in system utility. By comparing this result to Fig. 5, where
adaptive operator placement offers an additional 20 percent
gain in utility, we see that joint optimization of compression
and operator placement is beneficial, even when fractional
operator placement is not permitted. We note here that
since this work is built atop [8], in which we investigate
convergence speed and network dynamics, we do not
repeat these discussions here.
6.2 NUM-INP Implementation
In this section, we present the details and results of the
implementation of the NUM-INP protocol for adaptive
compression.
6.2.1 Implementation Details
We implemented the NUM-INP protocol for a video
streaming application on an 802.11b network. The network
consisted of a six-node topology as shown in Fig. 10, where
each link had 2 Mbps transmission capacity. The network
consisted of one source (node 1) which streamed a video to
three missions (sink nodes 5, 6, and 7). Of these three
missions, node 5 (M1) is a high utility mission with utility
function 20 logð1þ xÞ; node 6 (M2) is a medium utility
mission with utility function 10 logð1þ xÞ; node 7 (M3) is a
low utility mission with utility function 5 logð1þ xÞ.
The implementation consists of six Laptops with internal
wireless network adapters and one Desktop with a USB
wireless network adapter. Each node runs Linux, either
Fedora 11 or 12, with the NetworkManager (network
connection manager) and iptables (firewall) services
stopped. Each computer’s network interface is configured
to operate in ad hoc mode through the use of a shell script.
We chose a simple, nonconflicting SSID for our network on
the “quietest” wireless channel out of the nonoverlapping
channels 1, 6, and 11.
The implementation architecture, as illustrated in
Fig. 11, can be viewed as being composed of two distinct
planes: a control plane, used to pass end-to-end control
messages, and a data plane, which carries the video
transmission. The control plane consists of two types of
control messages: 1) the Forward Control Message (FCM)
which originates at the sensor and is sent downstream to
the sink, and 2) the Backward Control Message (BCM)
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Fig. 8. Impact of discrete compression levels on optimal utility.
Fig. 9. Impact of solitary node fusion on optimal utility.
Fig. 10. Topology of implemented network. Node 1 is the source; Nodes
5, 6, and 7 correspond to missions M1 (high priority), M2 (medium
priority), and M3 (low priority), respectively.
Fig. 11. System architecture of the implementation.
which originates at the sink and is sent upstream to the
sensor. In general, the FCM informs the downstream nodes
of the data rate that they are receiving while the BCM
provides feedback to the sensor of the condition of the flow
and of its constituent nodes. The control messages were
source routed and sent using TCP, and the video was
streamed via RTP over UDP, using the VideoLan player
VLC as streaming server and client. The bitrate of the video
streamed at the source was determined based on the
current source rate according to NUM-INP. Similarly, the
compression ratios at nodes 2, 3, and 4 were determined by
the NUM-INP protocol. Assuming discrete compression
levels, the bit rate of the video was restricted to three
values: 500, 300, and 100 kbps. The video was of AVI
format, and used DIVX 50 codec.
The adjusting of bit rate of video was limited to every
10 seconds, i.e., each node transmits a 10-second clip of
the video at a constant rate, after which the compression
ratio is consulted and the video is transcoded for the next
10-second duration. Since the bitrates are restricted to
three specific values, the transmitted rate is approximated
to the nearest lower valid value (the conservative scheme),
as discussed in Section 5.
6.2.2 Comparison with Simulation
Fig. 12 shows the convergence of the compression ratios at
forwarding nodes 2, 3, and 4. The figure also shows the
optimal ratios computed by the centralized solver GAMS
and the corresponding evolution obtained from Qualnet
simulation. We see that the implementation and simulation
values are more or less equal, and close to the optimum (for
L2;1, all the three values are equal to 1). However, there is a
difference in the convergence times of implementation and
simulation. This may be attributed to the higher packet
losses in the implementation due to cross traffic, and the
corresponding retransmission delays incurred on the
control plane. We also observe that, as expected, the
NUM-INP protocol adapted the compression ratios such
that the high utility mission incurs least compression, and
the low utility mission incurs the highest level of compres-
sion. Table 5 shows the average rates received after
convergence by the three missions, and the corresponding
utilities according to the implementation, simulation, and
optimum computed by the centralized solver (GAMS).
6.2.3 Implementation Overhead
The signaling overhead of NUM-INP was 88 bytes/
(node.iteration), and the feedback messages were sent
every 3 seconds, implying an overhead of 29.13 bytes/
(node.s). It may be noted that the signaling overhead may
be further reduced by piggybacking the control message
with the data, rather than sending control messages
separately. Because we conduct a full, obligatory TCP
handshake before each message, this increases our total
network overhead to 1,008 bytes/iteration per active link.
We could eliminate much of the TCP overhead by switch-
ing to more lightweight UDP datagrams, the tradeoff being
that the decreased reliability of control message transmis-
sion would be detrimental to convergence rate. However,
considering that even with TCP, our control messages
represented roughly one quarter of one percent of the link
rate, we decided on accepting the overhead.
We instrumented the implementation to measure the
processor usage for each iteration of the source as it
generates and transmits a control message. The results of
this instrumentation are summarized in Table 6. As shown
in the table, 2.84 percent of the time that the node is active
is spent computing, which includes calculating the
updated values for  (10) and  (11) as well as the
updated rate, x (8). As also shown in the table, 0.62 percent
of the time active is spent building the message while the
last 96.55 percent of the active time is spent during the
actual transmission. From this, we see that the activity of
the node is dominated by the actual transmission of the
message. Also of note is the total time required for each
iteration, roughly 8 milliseconds, which is likely to make
up only a small fraction of the iteration period (e.g., with a
3 second iteration length, this active time represents only
0.27 percent of the full iteration).
6.2.4 Network Performance Evaluation
It can be observed from Table 7 that the NUM-INP
protocol resulted in significant and tangible improvements
ESWARAN ET AL.: ADAPTIVE IN-NETWORK PROCESSING FOR BANDWIDTH AND ENERGY CONSTRAINED MISSION-ORIENTED MULTIHOP... 1495
Fig. 12. Evolution of compression ratios at forwarding nodes 2, 3, and 4
during the implementation, in comparison with simulation and optimal
values.
TABLE 5
Rates Received at the Missions,
and the Corresponding Total Utilities
The theoretical rates are used by the NUM-INP algorithm in the control
plane, while the actual rates are obtained by approximating the
theoretical value to the nearest lower valid rate, and are used by the
data plane.
TABLE 6
Characterization of Node Activity
in the overall performance of the network with respect to
1) Packet loss, 2) Energy efficiency and 3) Quality of video
received.
Without any adaptation, with all missions receiving at
highest rate (500 kbps), the average packet delivery ratio
was 81.83 percent. This was also reflected in the quality of
the video received, as shown by the peak signal-to-noise
ratio (PSNR) values in Table 7. In fact, the VLC client at M3
was unable to play the video stream because of too many
lost frames, resulting in 0 PSNR, and effectively nil utility at
the mission. Figs. 13a, 13c, and 13e show a snapshot in time
of the videos received at M1, M2, and M3, respectively.
Although the video received by all three missions are
encoded at the same rate, the quality received varies among
them due to differences in the link characteristics such as
loss and jitter, and the fact that different frames are lost at
the three missions. After the adaptation converged, the
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Fig. 13. Snapshot of videos received at the mission M1 [(a), (b)], M2 [(c), (d)], and M3 [(e), (f)].
TABLE 7
Network Performance in Terms of Packet Delivery Ratio,
Power Consumption, and Received Video Quality
packet delivery improved to 93.36 percent, and the VLC
clients were able to play the video streams properly.
Figs. 13b, 13d, and 13f show the corresponding snapshot
of the video streams received at M1, M2, and M3,
respectively, after adaptation. We observe that the distor-
tions present before adaptation are now eliminated.
Furthermore, the difference in the qualities is now propor-
tional to the utility of the missions, with the high utility
mission receiving the best quality. The PSNR values were
computed using the MSU Video Quality Measurement Tool
[23]. Interestingly, there are several works that develop
models (both mathematical and empirical) for PSNR and
distortion as functions of network parameters such as
bitrate and packet loss, which are shown to be concave (e.g.,
[12], [13], [6]) and hence are suitable utility functions for
our model. This implies that we can use the NUM-INP
model to directly optimize the quality of the received
videos, in terms of PSNR or distortion. We also observed
that the average energy usage without adaptation, and
missions receiving at 500 kbps was at the rate of 38.38 W,
and with adaptation according to NUM-INP, it dropped to
32.45 W, yielding an improvement of over 18 percent in the
average node lifetime.
7 CONCLUSION
In this work, we developed a utility-based protocol (NUM-
INP) for adaptive in-network processing in WSNs which
maximizes the total utility of missions by jointly optimizing
the source data rate, the degree of stream compression, and
the location of fusion operators. Experiments demonstrate
our protocol’s robustness and show that it can achieve up
to 39 percent higher utility than pure source-rate adapta-
tion, with only modest signaling overhead. Moreover,
simple heuristical modifications to the NUM algorithm
enable it to provide close-to-optimal utility, even under
more practical constraints on compression levels or
operator placement. We also implemented the NUM-INP
protocol on a real network with a video application and
demonstrated that the adaptive compression of streams
resulted in improvement in the overall network perfor-
mance in terms of reduction in packet loss, improved
network lifetime and received video.
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