Abstract-I study a dyadic linking model in which agents form directed links that exhibit homophily and reciprocity. A fixed-effect approach accounts for unobserved sources of degree heterogeneity. I consider specification testing and inference with respect to the homophily and reciprocity parameters. The specification test compares observed transitivity to predicted transitivity. All test statistics account for the presence of an incidental parameter by using formulas based on an asymptotic approximation. In an application to favor networks in Indian villages, the specification test detects that the dyadic linking model underestimates the true transitivity of the network.
I. Introduction
A SUBSTANTIAL amount of economic activity takes place outside centralized markets, within networks of interpersonal relationships. The importance of interpersonal relationships has been documented for information dissemination (Banerjee et al., 2013) and informal insurance (Fafchamps & Lund, 2003) , for example. Social network data encode interpersonal relationships as links in a network and make them amendable to empirical investigation.
In models of dyadic link formation, linking decisions are a binary choice that depends only on the characteristics of the two agents connected by the link. Models of dyadic link formation are straightforward to implement and often applied in practice (Mayer & Puller, 2008; Fafchamps & Gubert, 2007) . Although dyadic linking models ignore the strategic dimension of link formation, they can still replicate important stylized features of social networks (Jochmans, 2018) . Some of the agent characteristics entering the linking decisions may be unobserved to econometricians but can be accounted for using a fixed-effects approach. Controlling for a high-dimensional vector of fixed effects complicates inference because of the incidental parameter problem (Neyman & Scott, 1948) . For dyadic linking models, the incidental parameter problem has been discussed in Charbonneau (2017) , Graham (2017) , and Jochmans (2018) . This paper studies inference in a dyadic linking model with fixed effects. I consider significance testing for the parameters that describe homophily preferences and the propensity of agents to reciprocate links, as well as a test of model specification based on the transitive structure of the network. 1 Robustness to the incidental parameter problem is ensured by using new test statistics that are based on analytical formulas that approximate the effect of fixed-effect estimation on the bias and variance of a naive t-test. The approximation is theoretically justified for large networks.
In my linking model, agents form directed links if the link surplus exceeds a random threshold. The model is related to Holland and Leinhardt (1981) and accounts for all three drivers of linking behavior that they identify: homophily, degree heterogeneity, and reciprocity. Homophily in linking decisions is the clustering of agents who share similar observed characteristics (McPherson, Smith-Lovin, & Cook, 2001) . Degree heterogeneity means that the number of linking partners varies a lot between agents. Link reciprocity refers to the fact that, conditional on agent characteristics, observing a link from one agent to another agent renders observing the link in the opposite direction more likely.
My linking network targets the linking behavior within dyads (groups of two). A test of model specification can be based on the predictive power of the linking model for network statistics that are not pinned down completely by pairwise interactions. My specification test looks at transitive relationships in triads (groups of three). A transitive relationship arises if two agents who are connected indirectly via a third agent form a link that connects them directly. The test statistic of the specification test compares the number of observed transitive relationships to the number of transitive relationships predicted by the dyadic linking model. The dyadic model is rejected if the test detects that it significantly under-or overestimates transitivity.
The idea of using network statistics to elicit the plausibility of dyadic linking was first suggested in Holland and Leinhardt (1978) and subsequently developed in Karlberg (1997 Karlberg ( , 1999 . More recently, Chandrasekhar and Jackson (2016) use simulated network statistics to evaluate a dyadic linking model. They find that a dyadic model without fixed effects predicts too little transitivity.
2 Using a different approach, I replicate their finding. By using a dyadic model with fixed effects, I show that the conclusion in Chandrasekhar and Jackson (2016) is robust to allowing some determinants of the linking decisions to be unobserved.
My transitivity test can be interpreted as testing the dyadic model against models that target the formation of transitive relationships. This includes models of strategic network 764 THE REVIEW OF ECONOMICS AND STATISTICS formation with agents who value transitive closure (Leung, 2015; Mele, 2017; Menzel, 2017; Sheng, 2016) , as well as models in which transitivity is generated by an exogenous mechanism (Wasserman & Pattison, 1996; Snijders et al., 2006; Chandrasekhar & Jackson, 2016) . Most of the models from this list are challenging to implement and computationally hard, and they make restrictive assumptions about unobserved heterogeneity. 3 The transitivity test can be used to detect networks in which the dyadic linking model, along with its ease of implementation and permissive assumptions about unobserved characteristics, provides a reasonable approximation of the true linking process. Even if the specification test rejects, the dyadic linking model can still serve as a tool to generate useful descriptive statistics such as a measure of link reciprocity that projects out homophily effects and degree heterogeneity.
A. Related Literature
Graham (2017) studies a directed version of the model discussed in this paper. He focuses on inference about the homophily component and considers maximum likelihood estimation with analytic bias correction, as well as an alternative approach that conditions out the incidental parameter. The latter approach has the advantage of producing reliable estimates in sparse networks, that is, in settings where agent degrees grow only slowly as the number of linking opportunities increases. I justify my approach under the assumption that the network is not sparse. The identification strategy for the conditioning approach in Graham (2017) relies on the assumption of logistic errors. Candelaria (2017) , Toth (2017) , and Gao (2017) study identification of homophily preferences under nonparametric distributional assumptions. Shi and Chen (2016) study a linking model in which undirected links between two agents are observed if the agents reciprocate links in a latent directed network. Similar to my analysis, they assume that the linking rule generates a network that is not too sparse. Yan et al. (2019) study analytical bias correction for an estimator of homophily preferences in a directed dyadic linking model with logistic errors. They also characterize the joint asymptotic distribution of finite collections of estimated fixed effects. Such a result is useful, for example, to test the hypothesis of no structural degree heterogeneity for subsets of agents. Charbonneau (2017) identifies homophily preferences in the model with logistic errors using a conditioning approach. Jochmans (2018) demonstrates theoretically and in Monte Carlo simulations that the approach in Charbonneau (2017) is robust to sparsity of the network. His simulations also indicate that analytic bias correction of the type that is proposed in this paper and in Yan et al. (2019) , may not work well in sparse settings. The conditioning approach is specific to the homophily parameter in the model with logistic errors and does not extend readily to the inference problems that I consider.
The asymptotic analysis of my linking model benefits from arguments originally developed in the context of nonlinear large-T panel models with fixed effects (Hahn & Newey, 2004; Hahn & Kuersteiner, 2011; Dhaene & Jochmans, 2015) . For my proofs, I adapt arguments from Fernández-Val and Weidner (2016) , who study nonlinear panel models in the context of a broad class of ML models with fixed effects. Their implicit key assumption is equivalent to assuming that certain derivatives of functionals of the fixed effects satisfy a sparsity assumption. For the dyadic linking model, I verify that this condition is satisfied for the functionals related to my parameters of interest.
B. Organization of the Paper
Section II defines the dyadic linking model and discusses two-step maximum likelihood estimation. Section III introduces the asymptotic framework. Section IV discusses t-tests for structural parameters, and section V discusses the specification test. Section VI reports simulation evidence on the finite sample behavior of my procedures, and section VII applies the specification test to Indian favored networks.
C. Notation for Networks
Let V = V (N ) = {1, . . . , N} denote a set of agents (vertices). The set of all ordered tuples from V represents directed links (edges) between agents and is denoted by E = E (N ) = {(i, j) : i, j ∈ V (N ), i = j}. For a given link (i, j), i is the sender and j the receiver of the link. To conserve notation, I frequently shorten (i, j) to i j. For A ⊂ V and i ∈ V , I write V −A = V \ A and V −i = V −{i} .
II. The Dyadic Linking Model

A. Definition of Model
We observe agents V (N ) = {1, . . . , N} and their linking decisions. For every potential link i j ∈ E (N ), the dummy variable Y i j takes the value 1 if agent i links to agent j and the value 0 otherwise. Linking decisions are described by a version of the linking model in Holland and Leinhardt (1981) that models linking decisions as a binary choice. Other versions of this model have recently been studied in Jochmans (2018) and Yan et al. (2019) . Each agent i is endowed with characteristics (X i , γ 
The link surplus is given by
where X i j is a known transformation of (X i , X j ) that takes values in R dim(θ) and θ 0 ∈ ⊂ R dim(θ) is an unknown model parameter that parameterizes homophily preferences. We interpret X i j θ 0 as a measure of social distance between agents i and j that drives homophily of linking decisions. 4 The sender or productivity effect γ S,0 i of sender i summarizes the effect of all of her characteristics that make her efficient at establishing outbound links. The receiver or popularity effect γ R,0 j of receiver j summarizes the effect of all of her characteristics that make her efficient at attracting inbound links. The vector of unobserved agent effects γ 0 = (γ
2N can be interpreted as a structural driver of degree heterogeneity (Graham, 2017; Jochmans, 2018) . I take a fixed-effect approach and treat γ 0 as a parameter that has to be estimated. The identification of this fixed effect is achieved by the normalization
The shocks (U i j , U ji ) are drawn independently across dyads {i, j} from a bivariate normal distribution with covariance ρ 0 and marginal variances equal to 1. If ρ 0 is positive, then agents will tend to reciprocate links. This is why I refer to ρ 0 as the reciprocity parameter.
5
The flavor of reciprocity modeled here can be interpreted as the effect of a shock at the dyad level. For positive ρ 0 , suppose that U i j and U ji can be decomposed as
where U d i j , U l i j , and U l ji are independent draws from the standard normal distribution. Here, U d i j represents a shock that affects both linking decisions within the dyad and U l i j represents an idiosyncratic link-specific shock. Economically, the dyad-specific shock can be interpreted as modeling the effect of a meeting process that randomly introduces people to each other, reducing the cost of establishing links for both parties. 6 The parameter ρ 0 weighs the relative importance of the dyad-specific and link-specific components of U i j .
In Holland and Leinhardt (1981) , reciprocity is modeled in a different way, by letting the surplus Z i j depend on the link 4 For a discussion of homophily in dyadic linking models, see Graham (2017) and Jochmans (2018) . Toth (2017) discusses specification of X i j . 5 In models of dyadic link formation with random effects, reciprocity is modeled in a similar way (Hoff, 2005 (Hoff, , 2015 . 6 As an example, social media (e.g., Tinder) are recommender systems that encourage people to connect to each other.
indicator Y ji . This can be interpreted as modeling agents that derive utility from reciprocated links. Such a specification renders the linking decision endogenous and introduces a strategic element to each linking decision with the possibility of multiple equilibria. Leung (2015) , Mele (2017) , and Ridder and Sheng (2017) study identifying assumptions for models in which agents make strategic decisions about whether to reciprocate links.
B. Two-Stage Estimation of Model Parameters
The model is fitted in two stages. The first stage is a pseudolikelihood approach that ignores the within-dyad correlations and yields estimates of the homophily parameter θ 0 and the incidental parameter γ 0 from the marginal link distribution. In the second stage, ρ 0 is estimated by estimated maximum likelihood, substituting the first-stage estimates for the unknown population parameters in the likelihood of the reciprocity parameter.
An alternative to the two-stage procedure is to estimate all parameters simultaneously by maximizing the full information likelihood. This approach yields more efficient estimators but is computationally challenging. In contrast, the two-stage procedure is easy to implement in standard statistical software and numerically stable. The two-stage estimation proceeds as follows. 
, where is the cumulative distribution function of a standard normal random variable. The first-stage estimator (θ ,γ ) solves the constrained maximum likelihood program:
In practice, the constraint can be eliminated by plugging it into the objective function. Elimination of the constraint yields a probit program with a dim(θ) + 2N − 1-dimensional parameter. The unconstrained program can be solved by standard methods such as the probit command in Stata, the glm command in R, or the glmfit command in Matlab.
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Stage 2. Let r(·, ·, ρ) denote the distribution function of a bivariate normal random variable with marginal variances equal to 1 and covariance ρ, that is,
where φ 2 (·, ·, ρ) is the bivariate density:
For each dyad {i, j}, the indicator Y i j Y ji takes the value 1 if both links within the dyad are observed and the value 0 otherwise. For i j ∈ E (N ), define
This function can be used to compute the conditional probability of observing a reciprocated link. LetĒ denote the conditional expectation operator that integrates out the ran-
For a known constant κ ∈ (0, 1/2) and
the second-stage estimatorρ solves the maximization problem:
III. Asymptotic Framework
My approach is justified by an asymptotic approximation of the network that sends the number of agents to infinity ("large network asymptotics"). The proofs for the asymptotic results presented below can be found in supplemental appendix B.
For functions of θ and γ, we adopt the convention that omitted function arguments indicate evaluation at the true parameter values θ 0 and γ 0 . For example, we write p i j = p i j (θ 0 , γ 0 ). We often consider functions (z 1 , z 2 , ρ) → g(z 1 , z 2 , ρ) that are evaluated at z 1 = Z i j and z 2 = Z ji . To indicate the point of evaluation, we write g i j (ρ) = g(Z i j , Z ji , ρ). We proceed similarly for partial derivatives and write, for example,
The formulas presented below depend on appropriately projected link characteristics. 10 To define the projections, let P denote the projection operator that orthogonally projects vectors v = (v i j ) i j∈E (N ) onto the space spanned by the agent effects under an inner product weighted by the diagonal matrix with diagonal entries (ω i j ) i j∈E (N ) . In particular, (Pv
LetX k denote the residual of the projection of the kth component of the link-specific covariate. Formally, let
The asymptotic results reported below hold under the following set of assumptions:
is contained in the interior of × , and and are bounded in the · max -norm. The linkspecific regressors X i j take values in a bounded set X ⊂ R dim(θ) .
There is an event E N with P(E N ) → 1 such that on E N .
iv. There exists a constant c H such that
Assumption 1ii rules out perfectly correlated within-dyad shocks. This implies that the errors U i j are not fully explained by a dyad-level shock, bounding the model away from models of undirected link formation such as Graham (2017) .
Assumption 1iii implies that for all permissible parameter values, linking probabilities p i j (θ, γ) are bounded away from 0 and 1. Therefore, networks generated by the model will be 9 These quantities are linked to the score and the Hessian of the unconstrained first-stage maximum likelihood problem. In particular,
10 See Yan et al. (2019) for an approach that does not use projection arguments.
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11 For some social networks, this assumption is too restrictive (Graham, 2017; Jochmans, 2018) . For a related dyadic linking model with logistic errors, Yan et al. (2019) show that analytic bias correction of the homophily parameter can be justified even with vanishing linking probabilities.
12
In my Monte Carlo simulations, I investigate the robustness of my procedures in sparse designs.
Assumption 1iv states that the link-specific regressors are not collinear with each other or the fixed effect.
13 This ensures that there is enough within variation to estimate the homophily parameter. Under this condition, the rank deficit of the Hessian of an unconstrained version of the ML program, equation (2), is explained entirely by the inherent nonidentification of the location of the agent effects. Imposing the normalization of equation (1) by an appropriate penalization then yields an ML program that is strictly concave.
Assumption 1v bounds the variance ofθ away from singularity.
IV. Inference with Respect to the Model Parameters
A. A t-Test for the Homophily Parameter
The dyadic linking model bears some similarity to panel models with individual and time fixed effects. In the dyadic model, agent i faces (N − 1) linking choices that each depends on i's own sender effect and the receiver effect of the potential linking partner. In a panel model, agent i makes choices in T time periods, each depending on her own individual effect and the time effect of the respective time period. Fernández-Val and Weidner (2016) study incidental parameter bias in the panel model with two-sided fixed effects. The following theorem establishes a companion result to theorem 4.1 in Fernández-Val and Weidner (2016) for networks.
11 A network that is not sparse is called dense. 12 Their result requires that linking probabilities vanish sufficiently slowly to allow us to observe an infinite number of connections for all agents in the limit network. This is an intuitive requirement for a procedure that relies on point identification of all fixed effects. 13 This particular way of writing the condition is adopted from Chernozhukov, Fernandez-Val, and Weidner (2018) .
14 My proof builds on the results for general ML models with additive fixed effects in Fernández-Val and Weidner (2016) . Checking that the linking model satisfies all assumptions of the general result is similar, but not completely congruent, to checking the assumptions for the panel setting.
and let
To converge to a normal distribution, the difference between the estimatorθ and the true value θ 0 has to be bias corrected and inflated proportionally to the number of agents N. In the dense network setting considered here, θ 0 is estimated based on the observed linking decisions about N (N − 1) potential links. Therefore, the rate of convergence N is the conventional parametric rate corresponding to the square root of the sample size (see Graham, 2017) . LetB 
, whereX i j ,Ĥ i j , andp i j are the plug-in estimators ofX i j , H i j , and p i j . This variance estimator clusters errors at the dyad level.
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B. A t-Test for the Reciprocity Parameter
With J i j = ∂ ρ r i j /r 1,i j , the score of the ML program, equation (3), evaluated at the true parameters is given by 768 THE REVIEW OF ECONOMICS AND STATISTICS 1 N i∈V j∈V −i measures the correlation of all ∂ z i j in the neighborhood of agent i. 17 The following result characterizes the asymptotic behavior ofρ.
Theorem 2 (distribution ofρ). Let
Under assumption 1,
Theorem 2 implieŝ
The term on the left-hand side of the equality is a biascorrected t-statistic forρ. It can be used to test hypotheses about the true reciprocity parameter. The proof of theorem 2 exploits results in Fernández-Val and Weidner (2016), who study functionals of the incidental parameter in a class of ML models with additive fixed effects. They apply their results to panel models with individual and time fixed effects and derive an asymptotic bias that exhibits a factoring property: the bias in the model with both individual and time fixed effects can be recovered as the sum of the bias terms in the two models with only individual or only time fixed effects. Because of the "cross term" B ρ,SR N , the asymptotic bias in theorem 2 does not factor. This behavior is caused by the within-dyad correlation of linking decisions.
18
However, as exemplified by theorem 1, even in scenarios with correlated within-dyad shocks, the asymptotic bias term may factor. The relevant difference between theorem 1 and theorem 2 is that they study functionals of the incidental parameter that exhibit differently structured Hessians. The appropriate Hessian for theorem 1 has strong diagonal and weak off-diagonal elements.
19 In a Taylor expansion around the true incidental parameter, the interaction of ∂ z i j and ∂ z ji is weighed by a weak element and is not of first order. The corresponding Hessian for theorem 2 has a two-by-two block structure where each block has strong diagonal and weak offdiagonal elements. In a Taylor expansion around the true incidental parameter, the interaction of ∂ z i j and ∂ z ji is weighed by a strong element and cannot be ignored in the limit. 
V. Specification Testing
A. Motivation of Testing Approach Based on Transitive Relationships
The dyadic linking model induces a theoretical probability distribution of the random graph {Y i j } i j∈E (N ) . We can construct tests of model specification by comparing the observed behavior of a particular network feature to the behavior that is expected under the dyadic model. The linking model targets the linking behavior within pairs of agents and will therefore always fit the network relationships within dyads (groups of two agents) fairly well. To test the model, we can check how well the dyadic linking model replicates the behavior within groups of three or larger. In particular, I consider a test of model specification based on transitive relationships within triads (groups of three).
To introduce the notion of transitive relationships, consider a network where agent i has linked to agent j and j has linked to agent k (see panel 1 in figure 1 ). Agents i and k are already indirectly connected and can "close" the open triangle by adding a link that connects them directly. In a directed network, there are two ways of closing the triangle: i can link to k to form a transitive triangle (panel 2 in figure 1), or k can link to i to form a cyclic triangle (panel 3 in figure 1 ).
20
Whether it is more salient to test for closure in a transitive or cyclic sense depends on the economics of the network. For ease of exposition, I focus on a test based on transitive triangles. In supplemental appendix F, I adapt my results to a test based on cyclic triangles.
For distinct i, j, k ∈ V (N ), the transitive triangle β = {i j, jk, ik} is observed if β ⊂ {i j ∈ E (N ) : Y i j = 1}. 21 The set of all possible transitive triangles is given by 20 The terms transitive triangle and cyclic triangle are adapted from the notion of transitive and cyclic triads in Holland and Leinhardt (1971) . 21 There may be other interactions within the triad {i, j, k}, such as a link from k to j. These do not play a role in determining the presence of β. In contrast to triadic configurations (Holland & Leinhardt, 1971) , triangles are defined by the presence but not the absence of links.
For β ∈ B, A β = e∈β Y e takes the value 1 if β is observed and the value 0 otherwise. The number of observed transitive triangles is given by
My test of model specification compares the observed transitivity S N to the transitivity predicted by the dyadic linking model. For given agent characteristics (X i , γ
i ) i∈V , the best prediction of the observed number of transitive triangles is given byĒ S N . The discrepancy between the observed and the predicted level of transitivity can be summarized by a measure of excess transitivity defined as
where the denominator normalizes by the number of transitive triangles in the complete graph, |B(N )| = N 3 . 22 Positive values of this statistic indicate that we observe more transitive relationships than expected; negative values of the statistic indicate that we observe fewer transitive relationships than expected. Under the dyadic linking model, the variance of T oracle N vanishes as the size of the network grows. Therefore, we can interpret "large" values of T oracle N as evidence against the validity of the dyadic model. This kind of specification test can be interpreted in the tradition of transitivity tests in the sociometric literature (Holland & Leinhardt, 1978; Karlberg, 1997 Karlberg, , 1999 . Transitivity tests assess the explanatory power of the transitive structure of a network. Holland and Leinhardt (1978) argue that it is important to compute the expected transitivity under a reference distribution that replicates key features of the dyadic interactions such as degree heterogeneity and reciprocity. 23 Failure to account for dyadic sources of transitivity may lead a researcher to erroneously ascribe explanatory power to the 770 THE REVIEW OF ECONOMICS AND STATISTICS FIGURE 2.-THE EFFECT OF A REDISTRIBUTION OF AGENT POPULARITY transitive structure of the network (spurious transitivity). My reference distribution fulfills this requirement, since it is derived from a model of dyadic link formation that accounts for structural sources of reciprocity (correlation of within dyad shocks) and degree heterogeneity (productivity and popularity fixed effects). = 0 for i ∈ V −1 . This scenario is depicted in the second panel of figure 2. The redistribution of popularity increases the expected number of transitive triangles. Intuitively, concentrated popularity serves as a kind of coordination device that makes the occurrence of transitive relationships more likely. Holland and Leinhardt (1978) and Karlberg (1999) do not explicitly model dyadic link formation. Instead, they condition on observed network characteristics that they assume to be driven by dyadic interactions. It is not clear how to compute critical values that appropriately account for the effect of conditioning on observed network features.
24 Karlberg (1999) computes critical values using a simulation approach but does not justify this procedure theoretically. My approach is amenable to large sample arguments, and I show that critical values can be computed from a normal approximation.
B. The Test Statistic for the Transitivity Test
Under the dyadic linking model, the conditional probability of observing a transitive triangle β ∈ B(N ) is given by 24 By conditioning on the observed degree sequence, Karlberg (1999) . A feasible test statistic is given by
where we replacedĒ S N by the naive plug-in estimator:
A theoretical analysis of T N can be based on the decomposition
Both terms on the right-hand side are of the same stochastic order and contribute to the asymptotic distribution. The first term is the appropriately scaled oracle statistic. Under the dyadic linking model, it is centered at 0. The second term represents the effect of estimating linking probabilities. Because of the incidental parameter problem, this term is not centered at 0. Consequently, the sign of T N cannot be interpreted in the same way as the sign of T oracle N . In particular, values of T N that are close to 0 do not indicate that the observed level of transitivity is consistent with the true dyadic linking model.
In preparation for a formal analysis of T N , let
where for i j ∈ E (N ) and β ∈ B(N ), 
If linking probabilities are sufficiently small, p i j ≤ 1/2 for all i j ∈ E (N ), and positively correlated within dyads, that is, ρ 0 ≥ 0, then the bias term B T N is positive. In particular, if the link surplus does not contain a homophily component, then T N will be centered at a negative value if the dyadic linking model is the true model. In more general specifications, the sign of the bias depends on the numerical values of the structural parameters and can be positive or negative.
In the case of uncorrelated within-dyad shocks and no covariates, the asymptotic variance of NT N is given by . 25 Intuitively, T N compares the observed transitivity against the transitivity predicted by the dyadic model that provides the best fit. Therefore, my test looks only at the variation in transitivity that cannot be explained by degree distributions that are spanned by the sender and receiver effects. For the oracle test, the sampling error of the degree distribution under the true dyadic linking model provides an additional source of uncertainty.
In the general setting with covariates and possibly correlated within-dyad shocks, it is not clear how v 
follows approximately a standard normal distribution. A feasible transitivity test can be based on the test statisticT 
and if corr i is estimated by
VI. Monte Carlo Simulations
In this section, I investigate the finite sample performance of my procedures in Monte Carlo simulations.
26 Agent i ∈ V (N ) is characterized by an observed scalar covariate X i ,
and agent fixed effects,
i , where C N ∈ {log log N, log 1/2 N, 2 log 1/2 N, log N} is a sparsity parameter.
This parameterized family of fixed-effect specifications was proposed in Yan, Leng, and Zhu (2016) and also been used in Jochmans (2018) and Yan et al. (2019) . Let the density of a network be defined as the fraction of possible links that are observed, that is, density = i∈V j∈V −i Y i j / (N (N −  1) ). The larger C N is, the denser the generated networks tend to be. For C N = log N, only about 3% of all possible links are realized in my simulation designs.
As in Graham (2017) , the link-specific covariate is given by X i j = X i X j . The homophily parameter is fixed at θ 0 = 1. With this specification, agents with an even index prefer links to agents with an even index over links to agents with an odd index, and vice versa for agents with an odd index. The reciprocity parameter is set to ρ 0 = 0, 0.5. I simulate networks with N = 50, 70 agents.
27 Network statistics for the simulated networks are given in table E.1 in the supplemental appendix. Unless stated otherwise, the simulation results are 26 The simulations were carried out on computational resources at Chalmers Center for Computational Science and Engineering provided by the Swedish National Infrastructure for Computing. 27 Since the relevant sample size is the number of potential links N (N − 1), passing from N = 50 to N = 70 can be interpreted as approximately doubling the sample size. (4) and (5). Missing results ("-") are reported if simulation runs are aborted due to numerical instability. based on 500 replications. All rejection probabilities are calculated based on a nominal level of α = 0.1.
t-tests for θ
0 and ρ 0 . Table 1 summarizes simulation results for the homophily and the reciprocity parameter.
The maximum likelihood estimatorθ exhibits a bias of up to more than than 1 standard deviation. The quality of the analytical bias correction decreases the sparser the design is. In the sparsest case, slightly less than half of the bias is eliminated. The empirical size of a t-test based on equation (4) that testsθ against the truth concentrates around the nominal level. The observed size distortions slightly exceed those expected under the random Monte Carlo design.
28
Without link reciprocity (ρ 0 = 0), the maximum likelihood estimatorρ of the reciprocity is approximately unbiased, and analytical bias correction is not beneficial. With link reciprocity (ρ 0 = 0.5),ρ exhibits a positive bias that is detected by the analytical bias correction. In all but the sparsest designs, the empirical size of a t-test based on equation (5) that testsρ against the truth is close to the nominal level. In the designs with extreme sparsity (C N = log N), the t-test exhibits a size distortion. For one design with extreme sparsity, ML estimation becomes numerically unstable.
Specification test. The simulation results for the specification test suggest that the test statisticT stud N converges only slowly to its limit distribution. This can render the specification test based on analytical critical values oversized. As an alternative, I study bootstrap critical values based on a percentile bootstrap of the test statistic. This bootstrap procedure can be interpreted as a version of the double bootstrap 28 The theoretical MC standard deviation for the rejection probabilities is ≈ 0.013. Bias is reported in terms of standard deviations of estimated excess transitivity. "T N bc" gives the empirical bias for the bias-corrected excess transitivity estimator
For the empirical rejection probabilities ("Rej Prob"), "Analy," and "Boot" give results for the test based on equation (8) in Kim and Sun (2016) , where the inner loop is replaced by an analytical bias calculation. The bootstrap protocol is given in supplemental appendix D.
As a benchmark, I consider a naive implementation of a feasible test that ignores the effect of estimating the structural parameters. Lemma A.6 suggests that the variance of the oracle excess transitivity T The simulation results are summarized in table 2. The estimated excess transitivity exhibits a negative bias of between −3.8 and −5.4 standard deviations. Although the analytical correction removes a large portion of the bias, the magnitude of the remaining bias is still large, in particular in the sparser designs. As predicted by the asymptotic theory, increasing the sample size increases the quality of the bias correction. However, the rate at which the analytical correction improves is slow.
For the test using critical values calculated from the normal distribution, the type-1 error exceeds the nominal level by more than 10 percentage points. The size distortion is caused by unaccounted bias and the fact thatv T N underestimates the true variability of T N . Again, increasing the sample size increases the quality of the asymptotic approximation, albeit not by a sufficiently large degree to appropriately control the size of the test. In contrast, the empirical size of the test with bootstrapped critical value is close to the nominal level, suggesting that the bootstrap distribution may replicate higher-order terms that are ignored by the analytical approximation.
The naive tests with and without bias correction are severely undersized. This is becausev . The reported ratios indicate that estimating the structural parameters substantially decreases the variability of excess transitivity. A theoretical argument for why this happens is given in section VB.
Specification test under a dynamic alternative. To study the power properties of the specification test, I simulate an alternative model in which agents work endogenously toward transitive closure. The alternative model is a dynamic process with two stages. At stage k = 1, 2, the network is given by
The link covariate X i j and the agent fixed effects are defined as above. In the network {Y 30 The model specification test based onT stud N detects the alternative reliably, with rejection probabilities ranging from .86 for the sparser designs to 1 for the denser designs. The difference between using analytical and bootstrap critical values is small, with bootstrap critical values yielding a slightly more powerful test.
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As predicted by the theory, the test based on the infeasible statistic T oracle N is substantially less powerful than the test based onT stud N . The naive tests have barely any power. Only the naive approach with bias correction leads to rejections, albeit with very small probability. The naive test without bias correction is unable to detect any excess transitivity since the increase in the measured transitivity is not large enough to offset the negative bias in T N .
VII. Empirical Application
I study excess transitivity in favor of networks using the Indian village data from Banerjee et al. (2013) and Jackson, Rodriguez-Barraquer, and Tan (2012) . This data set contains survey data from 75 Indian villages. In each village, about 30% to 40% of the adult population were handed out detailed questionnaires that elicit network relationships to other people in the same village, as well as a wide range of socioeconomic characteristics. 29 Manipulating the network by both adding and removing links ensures that the second stage does not substantially change the network density. 30 Under the dynamic alternative, the simulated parameters give rise to slightly sparser networks than under the simulated null model, rendering the maximum likelihood estimator nonexistent for a wider range of designs.
For each village, I define a directed network based on the survey questions, "If you suddenly needed to borrow 50 rupees for a day, whom would you ask?" and, "If you needed to borrow kerosene or rice, to whom would you go?" To set up the network, I let every surveyed individual send directed links to each of the individuals nominated in one of the two questions, provided that the nominee was also included in the survey.
31
Economists and sociologists have long argued that transitive closure plays an important role in favor networks, where agents have to trust each other to repay favors in the future (see, e.g., Coleman, 1988) . Jackson, Rodriguez-Barraquer, and Tan (2012) study a game-theoretic model of favor exchange in which agents are punished by their network neighbors for reneging on reciprocating a favor. They show that networks with a large degree of transitive closure facilitate favor exchange, while satisfying certain optimality criteria.
The theoretical appeal of transitivity motivates the empirical study of excess transitivity in favor networks. Leung (2015) estimates a model in which agents endogenously form favor networks and finds that agents derive utility from being included in a transitive relationship. Chandrasekhar and Jackson (2016) use data on favor networks to test whether a dyadic linking model can explain the observed level of transitivity.
32 They find that the dyadic model generates an insufficient amount of transitivity. Using my model specification test, I replicate their finding.
My empirical finding complements the result in Chandrasekhar and Jackson (2016) by showing that it is robust against more sophisticated dyadic linking models. While the linking probabilities in Chandrasekhar and Jackson (2016) are only a function of observables, my linking model can 31 The observed networks are defined to be the network of interest, sidestepping identification issues that arise when using a partial sample of the network (see Chandrasekhar & Lewis, 2016) . 32 They refer to a model with dyadic linking as a block model and report a clustering coefficient that can be interpreted as measuring transitivity.
also capture unobserved components of agent productivity and popularity using the fixed-effect approach. As illustrated in example 1, it is important to account for all dyadic sources of degree heterogeneity when testing transitivity. Moreover, my test does not rely on across-network variation and can be computed from one network observation. Therefore, it can be applied even if agents in different networks follow different linking rules.
For my transitivity test, I estimate dyadic linking models for each of the 75 village networks. The link-specific covariates for the homophily component are given in table G.1 and test results are given in table G.2 in the supplemental appendix. At level α = 0.1, the test with the analytical critical value detects excess transitivity in all networks, and the test with the bootstrap critical value detects excess transitivity in all but one village. Bootstrap critical values are computed from B = 500 bootstrap iterations.
The results for the naive tests from section VI are instructive about the empirical relevance of accounting for the estimation of the dyadic model in the context of specification testing. The naive approach with bias correction consistently detects excess transitivity, albeit with larger p-values than the preferred approach. This indicates that for the data used in this application, my transitivity test is more powerful than the infeasible oracle test that uses the true linking probabilities. Without bias correction, the naive test does not reject at level α = 0.1 for 8 of the 75 villages. As discussed in section VI, failure to correct for a negative bias makes it harder to detect excess transitivity. Indeed, for all villages, the bias is estimated to be negative and large in absolute value. For the median village, the bias accounts for about half of the estimated and bias-corrected excess transitivity.
