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Abstract
In this paper, we consider the 1D compressible Euler equation with the damping
coefficient λ/(1 + t)µ. Under the assumption that 0 ≤ µ < 1 and λ > 0 or µ = 1
and λ > 2, we prove that solutions exist globally in time, if initial data are small
C1 perturbation near constant states. In particular, we remove the conditions on the
limit lim|x|→∞(u(0, x), v(0, x)), assumed in previous results.
1 Introduction
In this paper, we consider the following Cauchy problem of the compressible Euler equation
with time-dependent damping

ut − vx = 0,
vt + p(u)x = − λ
(1 + t)µ
v,
(u(0, x), v(0, x)) = (1 + εφ(x), εψ(x)).
(1.1)
Here x ∈ R is the Lagrangian spatial variable and t ∈ R+ is time. u = u(t, x) and
v = v(t, x) are the real valued unknown functions, which stand for the specific volume
and the fluid velocity. ε is a small positive constant. Throughout this paper, we assume
that λ ≥ 0 and µ ≥ 0. In the case with λ ≡ 0, the equations in (1.1) are the compressible
Euler, which is a fundamental model for the compressible inviscid fluids. In the case with
µ = 0 and λ > 0 (constant damping), this system describes the flow of fluids in porous
media. We assume that the flow is barotropic ideal gases. Namely the pressure p satisfies
that
p(u) =
u−γ
γ
for γ > 1. (1.2)
For initial data, in order to avoid the singularity of p′, we assume that there exists constant
δ0 > 0 such that for all x ∈ R
u(0, x) ≥ δ0. (1.3)
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The local existence and the uniqueness theorem for (1.1) with C1b initial data is proved by
Douglis [3] and Hartman and Winter [4] (see also Majda [11] and Courant and Lax [2]) as
follows.
Proposition 1.1. If u(0, ·), v(0, ·) ∈ C1b (R) and (1.3) is assumed for some δ0 > 0, then
(1.1) has a local and unique solution (u, v) satisfying
(u, v) ∈ C1b ([0, T ] × R)× C1b ([0, T ] × R)
and
u(t, x) ≥ δ0/2 on [0, T ]× R
for some T = T (‖u(0, ·)‖C1
b
(R), ‖v(0, ·)‖C1
b
(R), δ0).
In [3, 4], the local existence and uniqueness theorem is proved in a trapezoid domain.
Joining the solutions, one can construct the unique solution on [0, T ] × R as pointed out
in Majda [11]. We note that the assumption (1.3) is satisfied if ε is sufficiently small for
fixed φ ∈ C1b (R). Before recalling known results, we give notations. We set c =
√
−p′(u)
and η =
∫
∞
u c(ξ)dξ =
2
γ−1u
−(γ−1)/2 and define Riemann invariants as follows:
r = v − η + 2γ−1 ,
s = v + η − 2γ−1 .
(1.4)
For the solution constructed by Proposition 1.1, we define its lifespan by
T ∗ =sup{T > 0 | sup
t∈[0,T )
‖(u, v)(t)‖L∞ + ‖(ut, vt)(t)‖L∞ (1.5)
+ ‖(ux, vx)(t)‖L∞ + ‖p′(u(t))‖L∞ <∞}.
We note that the boundedness of p′(u) means the positivity of u. From the definition of
T ∗, one may consider that there are several types of the breakdown of solutions such as the
divergence of u, v, p′ and time or space derivative of the solution. However the divergence
of u, v and p′ does not occur in the small data regime, since we can show that solutions are
small if initial data are small (see Lemma 2.1). Hence, for the classical solution of (1.1)
with small data, ”blow-up” means always the divergence of the time or space derivative
of the solution.
In the case with λ ≡ 0 (no damping case), for more general 2×2 strictly hyperbolic sys-
tem including the 1D Euler equation, sufficient conditions for the blow-up (the formation
singularity) has been studied by many mathematicians (e.g. Lax [10], Zabusky [20] and
Klainerman and Majda [9]). Applying these blow-up results, we can show that if rx or sx
is negative at some point, then the derivative blow-up occurs under suitable assumptions
on r(0, x) and s(0, x). Namely there are blow-up solutions even if initial data are small
perturbations near constant states. While if rx(0, x), sx(0, x) ≥ 0 and ε is suitably small,
the global solution exists (see Remark 3.1).
In the case with µ = 0 and λ > 0 (constant damping case), Hsiao and Liu [6] has proved
that classical solutions exist globally in time, if initial data are small perturbations near
constant states and that small solutions asymptotically behave like that to the following
porous media system as t→∞: {
u¯t = −p(u¯)xx,
v¯ = −p(u¯)x.
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After Hsiao and Liu’s work, many improvements and generalizations of this work have
been investigated (see Hsiao and Liu [7], Nishihara [15], Hsiao and Serre [8], Marcati and
Nishihara [14] and Mei [12]). We note that, in the above papers for the 1D Euler equation
with constant damping, they assume the existence of the limit limx→±∞(u0(x), v0(x))
and that the convergence rate of the limit is sufficiently fast in order to show the global
existence of solutions via L2 energy estimates.
In [16, 17, 18], Pan has found thresholds of µ and λ separating the existence and the
nonexistence of global solution of (1.1) in small data regime. Namely, in the case with
0 ≤ µ < 1 and λ > 0 or µ = 1 and λ > 2, Pan [17] has proved that solutions of (1.1) exist
globally in time, if initial data are small and compact perturbations of constant states.
While, in the case with µ > 1 and λ > 0 or µ = 1 and 0 ≤ λ ≤ 2, Pan has proved that
solutions of (1.1) can blow up under some conditions on initial data in [16, 18]. In [1],
Cui, Yin, Zhang and Zhu have proved that the global solution of (1.1) with 0 ≤ µ < 1 and
λ > 0 asymptotically behaves like that to the corresponding porous media system having
a time-dependent coefficient, if ε > 0 is small. In [16, 17, 18, 1], they also assume that the
convergence rate of the limit limx→±∞(u0(x), v0(x)) is sufficiently fast, since their method
is based on the L2 energy method. In [19], the author has shown the global existence
with small ε > 0, assuming the existence of the one side limit limx→−∞(u0(x), v0(x)).
In this paper, we show the global existence without any assumption on the behavior of
initial data at spacial infinity, only assuming that initial data are small perturbation near
constant states. The difference between the proofs of the main theorem of this paper and
[19] is the definition of the Riemann invariant. The Riemann invariant used in [19] can
not be small, when (u, v) is close to (0, 1). The proof of the main theorem of this paper is
somewhat simpler than that in [19].
Now we state the main theorem of this paper.
Theorem 1.2. Let γ > 1, (φ,ψ) ∈ C1b (R). Suppose that 0 ≤ µ < 1 and λ > 0 or µ = 1
and λ > 2. There exists a number ε0 > 0 such that if 0 < ε ≤ ε0, then the Cauchy
problem (1.1) has a global unique solution satisfying the following decay estimate:
‖(rt(t), st(t))‖L∞ + ‖(rx(t), sx(t))‖L∞ ≤ Cε(1 + t)−µ. (1.6)
As we discuss in Remark 3.1, the time decay rate of L∞-norm of the time and space
derivatives of the global solution of (1.1) with λ = 0 is −1. Therefore, one can say that
the time decay rate (1.6) is close to that with no damping case, when the decay in the
damping coefficient becomes fast. However, in the case that the convergence rate of the
limit limx→±∞(u0(x), v0(x)) is sufficiently fast, the diffusion phenomena implies that the
slower the coefficient in the damping term decays, the faster the solution does. One may
expect that if initial data do not converge sufficiently fast to a constant state at spatial
infinity, the solution behaves like that of the equation of hyperbolic-type, not parabolic.
Remark 1.3. Let γ > 1 and (φ,ψ) ∈ C1b (R). Suppose that µ > 1 and λ > 0 or µ = 1
and 0 ≤ λ ≤ 2. In the same way as in the proof of Theorem 1.2, we can shown that there
exists a number ε0 > 0 such that if 0 < ε ≤ ε0, then
T ∗ ≥ Cε−1 for µ > 1 and λ ≥ 0, (1.7)
T ∗Cε−
2
2−λ for µ = 1 and 0 ≤ λ < 2, (1.8)
T ∗ ≥ eCε for µ = 1 and λ = 2. (1.9)
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The sharp upper and lower estimates of the lifespan are given in the author’s paper [19].
Notations
For Ω ⊂ Rn, C1b (Ω) is the set of bounded and continuous functions whose first par-
tial derivatives are also bounded on Ω. The norm of C1b (Ω) is ‖f‖C1b (Ω) = ‖f‖L∞(Ω) +‖(∂x1f, . . . , ∂xnf)‖L∞(Ω). When Ω = R, for abbreviation, we denote ‖ · ‖L∞(Ω) by ‖ · ‖L∞ .
2 Preliminary
First, we introduce some useful identities for the Riemann invariant, which are based on
Lax’s formulas in [10]. For c =
√
−p′(u), the plus and minus characteristic curves are
solutions to the following deferential equations:
dx±
dt
(t) = ±c(u(t, x±(t))).
For the solution (u, v) constructed in Proposition 1.1, c(u(t, x)) is continuous on [0, T ∗)×R.
Furthermore, for arbitrarily fixed T ′ ∈ (0, T ∗), c(u(t, x)) is Lipschitz continuous with x for
all t ∈ [0, T ′], since ux and c′(u) are uniformly bounded on R × [0, T ′] from the definition
of the lifespan T ∗. Therefore, if we take initial data x±(t
∗) = x∗ ∈ R with t∗ ∈ [0, T ∗), the
solution x±(t) uniquely exists on [0, T
∗) from a standard theorem for the existence and
uniqueness for ordinary differential equations.
We can easily check that Riemann invariants r and s (see (1.4) for their definitions)
are solutions to the following 1st order hyperbolic system

∂−r = − λ
2(1 + t)µ
(r + s),
∂+s = − λ
2(1 + t)µ
(r + s),
(2.1)
where ∂± = ∂t ± c∂x. We put A(t) = exp(
∫ t
0
λ
2(1+τ)µ dτ). These equations can be written
as 

∂−(A(t)r) = − λA(t)
2(1 + t)µ
s,
∂+(A(t)s) = − λA(t)
2(1 + t)µ
r.
(2.2)
While, differentiating the equations in (2.1) with x, from the identity sx − rx = 2ηx =
−2cux, we have 

∂−rx =
c′
2c
rx(sx − rx)− λ
2(1 + t)µ
(rx + sx)
∂+sx =
c′
2c
rx(rx − sx)− λ
2(1 + t)µ
(rx + sx).
(2.3)
Multiplying the both side of the equations in (2.3) by A(t)
√
c, since
∂−
√
c =
c′
2
√
c
sx and ∂+
√
c =
c′
2
√
c
rx,
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we have 

∂−y = −A(t)−1γ + 1
4
u
γ−3
4 y2 − λq
2(1 + t)µ
,
∂+q = −A(t)−1γ + 1
4
u
γ−3
4 q2 − λy
2(1 + t)µ
,
(2.4)
where y = A(t)
√
crx and q = A(t)
√
csx. Now we rewrite (2.4) as integral equalities. We
define θγ(u) as follows:
θγ(u) =
{
4
3−γu
3−γ
4 − 43−γ for γ 6= 3,
log u for γ = 3.
Since it holds that
√
csx(t, x−(t)) =
d
dt
θγ(u(t, x−(t))), (2.5)
from integration by parts, we have∫ t
0
q(t, x−(τ))
(1 + τ)µ
dτ
=
∫ t
0
A(τ)
(1 + τ)µ
(
µ
(1 + τ)
− λ
2(1 + τ)µ
)
θγ(τ, x−(τ))dτ
+
(
A(t)θγ(t, x−(t))
(1 + t)µ
− θγ(0, x−(0))
)
. (2.6)
From the first equation in (2.4) and (2.6), y can be written on the minus characteristic
curve through (t, x) as follows:
y(t, x) =y(0, x−(0)) (2.7)
−
∫ t
0
λA(τ)
2(1 + τ)µ
(
µ
(1 + τ)
− λ
2(1 + τ)µ
)
θγ(τ, x−(τ))dτ
− λ
2
(
A(t)θγ(t, x−(t))
(1 + τ)µ
− θγ(0, x−(0))
)
−
∫ t
0
A(τ)−1
γ + 1
4
u
γ−3
4 y2(τ, x−(τ))dτ. (2.8)
In the same way as above, we can obtain the similar identity for q. Next, we introduce
key inequalities which control u and v.
Lemma 2.1. Let γ > 1, µ ≥ 0 and λ ≥ 0. The following estimate holds for C1 solution
of (1.1) constructed by Proposition 1.1
‖r(t)‖L∞ + ‖s(t)‖L∞ ≤ ‖r(0)‖L∞ + ‖s(0)‖L∞
for t ∈ [0, T ∗).
5
Proof. The proof of this lemma is almost same as in Lemma 7 in [19]. We consider the
characteristic curves x−(·) and x+(·) through (t, x). Namely, we solve the characteristic
equations with initial data x±(t) = x. As mentioned above, the characteristic curves exist
on [0, t], since it holds that u, v ∈ C1b ([0, T ∗)× R) and that p′(u) is bounded on [0, t] × R
from Proposition 1.1. From (2.2), r and s can be written by
A(t)r(t, x) =r(0, x−(0)) −
∫ t
0
λA(τ)s(τ, x−(τ))
2(1 + τ)µ
dτ
A(t)s(t, x) =s(0, x+(0)) −
∫ t
0
λA(τ)r(τ, x+(τ))
2(1 + τ)µ
dτ.
We put Φ(t) = ‖r(t)‖L∞ + ‖s(t)‖L∞ . Summing up the above equations and taking L∞-
norm, we have that
A(t)Φ(t) ≤Φ(0) +
∫ t
0
λA(τ)Φ(τ)
2(1 + τ)µ
dτ. (2.9)
By the Gronwall inequality, we have
Φ(t) ≤ Φ(0).
Then we have the desired estimate.
The following fundamental inequality plays an important role in the proof of the decay
estimate (1.6).
Lemma 2.2. Suppose that 0 ≤ µ < 1 and λ > 0 or µ = 1 and λ > 2. Then it holds that
A−1(t)
∫ t
0
A(s)
(1 + s)2µ
ds ≤ C(1 + t)−µ.
Proof. In the case that µ = 1, A(t) = (1+ t)λ/2, from which, straightforward computation
yields the desired estimate. In the case that µ < 1, since
2(1 + t)µ
λ
d
dt
A(t) = A(t),
from the integration by parts, we have that
A−1(t)
∫ t
0
A(s)
(1 + s)2µ
ds =
2
λ
(
1
(1 + t)µ
−A−1(t)
)
+
2µ
λ
A−1(t)
∫ t
0
A(s)
(1 + s)µ+1
ds.
For the third term in the right hand side of the above equality, we see that
A−1(t)
∫ t
0
A(s)
(1 + s)µ+1
ds =A−1(t)
(∫ t
2
0
+
∫ t
t
2
)
A(s)
(1 + s)µ+1
ds
≤C
(
A−1(t)A
(
t
2
)
+
1
(1 + t)µ
)
.
≤C1
(
exp(−C2(1 + t)1−µ) + 1
(1 + t)µ
)
.
Hence we have the desired estimate.
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3 Proof of Theorem 1.2
From Lemma 2.1, we have that
‖v(t)‖L∞ + ‖u−(γ−1)/2(t)− 1‖L∞ ≤ Cε.
Hence we see that
(1 + Cε)
−
2
γ−1 ≤ u(t, x) ≤ (1− Cε)− 2γ−1 ,
which implies ‖u(t) − 1‖L∞ ≤ Cε, if ε > 0 is sufficiently small. Applying the above
estimates to (2.8), we have that
|y(t, x)| ≤C
(
ε+
∫ t
0
εA(s)
(1 + s)2µ
ds
+
εA(t)
(1 + t)µ
+
∫ t
0
A−1(s)y2(t, x−(s))ds
)
Multiplying the both side of the above inequality by (1 + t)µ/A(t) and putting Y (T ) =
sup[0,T ](1 + t)
µ‖rx(t)‖L∞ , from the definition of y and Lemma 2.2, we see that
Y (T ) ≤ C1ε+ C2Y 2(T ).
Since Y (0) ≤ C3ε, we have the uniform estimate Y (T ) ≤ 2(C1 + C3)ε for T ∈ [0, T ∗), if
ε is sufficiently small. Similarly we can obtain the same uniform estimate of sx as for rx,
which implies the global existence (T ∗ =∞) and the decay estimate
‖(rx, sx)(t)‖L∞ ≤ Cε(1 + t)−µ.
The decay estimate for (rt, st) can be shown by (2.3) and Lemma 2.1.
Remark 3.1. Here we discuss the global existence and a decay estimate of solutions of
(1.1) with λ = 0. In order to consider them, we review some formula of rx and sx in the
case that λ = 0 (cf. [10]). Now we note that A(t) ≡ 1 if λ = 0. Solving the differential
equation (2.4), we have that
y(t, x−(t)) =
1
1
y(0, x−(0))
+
∫ t
0
γ + 1
4
u
γ−3
4 (τ, x−(τ))dτ
.
Therefore we have that if rx(0, x), sx(0, x) ≥ 0 and ε is suitably small, then the (1.1) has
a global C1b solution such that
‖(rt, st)(t)‖L∞ + ‖(sx, rx)(t)‖L∞ ≤ C(1 + t)−1.
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