We develop a general technique, based on the Bakry-Emery approach, to estimate spectral gaps of a class of Markov operator. We apply this technique to various interacting particle systems. In particular, we give a simple and short proof of the diffusive scaling of the spectral gap of the Kawasaki model at high temperature. Similar results are derived for Kawasaki-type dynamics in the lattice without exclusion, and in the continuum. New estimates for Glauber-type dynamics are also obtained.
Introduction
Consider a Markov process (X t ) t 0 , with values on a measurable space (S, S), having an invariant measure ν and whose equilibrium dynamics are time-homogeneous and timereversible in law. The family of operators
form a semigroup of self-adjoint, positivity preserving, contractions on L 2 (ν). Note that (T t ) t 0 is well defined, and contractive, in L ∞ (ν) as well, and therefore, by interpolation, on all L p (ν) with 2 p + ∞. One aim of ergodic theory for Markov process is to understand whether T t f converges, and in which sense, to the equilibrium average ν[f ] := f dν and, if this is the case, to give quantitative estimates on the rate of convergence. One of the main tools in this context is provided by functional inequalities, in particular Poincaré inequality, logarithmic-Sobolev inequality and modified logarithmic-Sobolev inequality. In order to illustrate the use of these inequalities, assume the semigroup (T t ) t 0 has a selfadjoint generator L with domain D(L), as would follow from assuming strong right-continuity. The associated Dirichlet form is defined on D(L) × D(L) and is given by
be the covariance of f and g. The inequality
is called Poincaré inequality. The largest k 0 for which (1.1) holds is the spectral gap of L in L 2 (ν), and we denote it by gap(L). Indeed, if gap(L) > 0, then (1.1) is equivalent to the fact that 0 is a simple eigenvalue for L (with the constants as eigenvectors), while the remaining part of the spectrum is contained in (−∞, −k]. A straightforward consequence of (1.1) is, therefore,
for all f ∈ L 2 (ν), i.e. T t f converges to ν[f ] in L 2 (ν) with exponential rate gap(L).
Now, let f ∈ L 1 (ν), f 0, and define the entropy
with the conventions 0 log 0 = 0 and Ent ν (f ) = +∞ if f log f ∈ L 1 (ν). By Jensen's inequality, it is easily checked that Ent ν (f ) 0, and Ent ν (f ) = 0 if and only if f = const. ν-a.s.. The inequality s Ent(f ) E( f, f ) for every f such that f ∈ D(L)
( 1.2) is called logarithmic-Sobolev inequality, while α Ent(f ) E(f, log f ) for every f such that f, log f ∈ D(L) (
is called modified logarithmic-Sobolev inequality. These three inequalities are hierarchically ordered in the following sense: if (1.2) holds with s > 0, then (1.3) holds with α s/4; if (1.3) holds with α > 0, then (1.1) holds with k α/2. Various consequences of (1.2) and (1.3) in terms of ergodicity of the semigroup T t can be obtained (see e.g. [6] ). For instance, under some additional conditions on the domain D(L), the modified logarithmic-Sobolev inequality is equivalent to the statement Ent ν (T t f ) e −αt Ent ν (f )
for each f with finite entropy. For diffusion processes, the logarithmic-Sobolev inequality and its modified version coincide, while for Markov processes with discontinuous trajectories the two inequalities are, in general, non equivalent. The study of functional inequalities for interacting particle systems ( [11] ) has been motivated by both theoretical and computational purposes, and has led to the development of a rather sophisticated mathematical technology ( [15, 16, 12, 13, 4] ). The main aim of this paper is to adapt to a class of Markov processes with discontinuous trajectories, including many interesting interacting particle systems, an approach to functional inequalities that goes back to Bakry & Emery in [1] and that has been widely exploited for diffusion operators [7, 8, 10] . In the case of Poincaré inequality, this approach leads to the following proposition. is equivalent to (1.1) .
The equivalence between (1.1) and (1.5) is based on a simple argument, that we illustrate here. Let f ∈ L 2 (ν) be such that ν[f ; f ] > 0. By differentiating along the semigroup one obtains
Assume (1.5) holds. It follows from (1.6) that
In particular, letting ϕ(
, and therefore ϕ(t) e −2kt ϕ(0). Thus
Now, let g := f / ν[f ; f ], and observe that
If we had E(T t g, T t g) = 0 for all t > 0, then, by (1.4) we would have
Obviously, the Dirichlet form of this semigroup is identically zero, that contradicts (1.4). It follows that the limit lim t→+∞ ν[T t g; T t g] := c exists and 0 c < 1. This can be rewritten as
Now we integrate from time 0 to time t inequality (1.7), obtaining
Letting t → +∞ in (1.9), we obtain
We are left to show that c = 0. Since we have shown that (1.10) holds for every f ∈ D(L),
e. c = 0, which completes the proof that (1.5) implies (1.1) with the same constant k. For the converse, it is enough to observe that, using first Cauchy-Schwartz inequality and then (1.1), we get
from which (1.5) follows. In Section 2 of this paper we develop, partly by collecting existing ideas, a general approach to inequality (1.5) for a very wide class of Markov processes with discontinuous trajectories, including interacting particle systems with a reversible probability measure. We then apply these tools to several models. In Section 3 we prove the diffusive scaling of the spectral gap of the Kawasaki model at sufficiently high temperature. This result goes back to Lu and Yau in [12] ; their extremely difficult proof has been made more accessible in [3] , even though it still required a long and technical inductive argument. The statement proved in [12] and [3] is that diffusive scaling of the spectral gap follows from the so-called strong mixing condition on the associated Gibbs measure, which in turn holds true at sufficiently high temperature (but at any temperature in dimension d = 1). In this paper we prove the weaker result that diffusive scaling holds at sufficiently high temperature, with no direct connection with mixing properties of the Gibbs measure; although the result is weaker, the proof is quite short and simple. Our approach proves to be very flexible, and has allowed to give estimates on the spectral gap of other models with conservation of particle number, in particular lattice models with unbounded number of particles (Section 4) and Kawasakitype dynamics in the continuum (Section 5). For these models spectral gap estimates are not available in the literature. The remaining sections are dedicated to non-conservative models, in particular Glauber dynamics in the lattice with unbounded spin (Section 6), and Glauber dynamics in the continuum (Section 7). For the models in Section 6, estimates on both spectral gap and the constant in the modified logarithmic-Sobolev inequality were obtained in [6] , in the case of uniformly bounded interaction. The method in this paper allows unbounded interaction too. For the models in Section 7, estimates on the spectral gap were obtained first in [2] , via an inductive argument, and then in [9] via the same Bakry-Emery-type computation we use here; our point here is to show that this argument is a special case of a general, and rather powerful, method.
General scheme
In this section we give the formal basis of our method for estimating spectral gaps of a class of Markov dynamics. Suppose (S, S, ν) is a probability space. Here S will be interpreted as the state space for the dynamics, and ν a corresponding invariant probability measure. Let G be a set of measurable transformations from S to S, and G be a σ-field of subsets of G. To each η ∈ S we associate a positive σ-finite measure c(η, dγ) on (G, G) in such a way that for every ϕ : G → [0, +∞] measurable, the map η → ϕ(γ)c(η, dγ) is measurable. In this paper we deal with Markovian dynamics on S whose infinitesimal generator L is a well defined linear (possibly unbounded, with dense domain
where
This class of operator includes generators of Markov chains with finite or countable state space, as well as interacting particle systems, as defined in Chapter 1 of [11] . In addition we make the following assumption; here and in the sequel ν c is the positive measure on S × G given by ν c (dη, dγ) := ν(dη)c(η, dγ).
(Rev) For every γ ∈ G there is a unique γ −1 ∈ G such that the equality γ −1 (γ(η)) = η holds ν c -a.s.. Moreover, for every Ψ ∈ L 1 (ν c ),
Thus, (Rev) is a reversibility condition, and (2.2) is the usual detailed balance condition written in this general context.
The method we present in this section is based on the possibility of constructing a positive measure R on S × G × G having the following properties.
holds R-almost everywhere.
The basic computation is given in the following Lemma.
We now write
We show that each one of the four summands in the r.h.s. of (2.5) is in L 1 (R), and its integral with respect to R equals
From this fact the conclusion follows. By assumption (A1), for the fourth summand there is nothing to prove. Moreover, using assumption (A4) in the first equality,
that takes care of the second summand in (2.5). The integral of the third summand equals the one of the second by assumption (A3). Finally, using first (A4), then (A3), (A4) again and (A2),
For a easier reading of the consequences of Lemma 2.1, we make the following further assumption.
(A5) The measure R is absolutely continuous with respect to the measure ν(dη)c(η, dγ)c(η, dδ).
We denote by r(η, γ, δ) the corresponding Radon-Nikodym derivative.
Proof. It is enough to observe that
and apply Lemma 2.1.
Therefore, by Proposition 1.1, we get the following result.
The idea is now to compare, pointwise in η, the quadratic forms in ∇f
A "good" choice for r(η, γ, δ) should be such that 1 − r(η, γ, δ) is concentrated near the "diagonal" γ = δ. The following choice works in many examples, including those in Sections 3, 6 and 7 of this paper. In Sections 4 and 5 the r(η, γ, δ) given in the Proposition 2.4 below will need a slight adaptation to the dynamics. The following additional assumption is needed.
(A6) For ν-almost every η ∈ S and for all γ ∈ G, the measure c(γ(η), dδ) is absolutely continuous with respect to the measure c(η, dδ). 
Proposition 2.4 Let us write G in the form
G = J ∪ J −1 ,r(η, γ, δ) =              1 2 1 + dc(γ(η),·) dc(η,·) (δ) if γ • δ = δ • γ, γ, δ ∈ J ∩ J −1 dc(γ(η),·) dc(η,·) (δ) if γ • δ = δ • γ, γ, δ ∈ J \ J −1 or γ, δ ∈ J −1 \ J 1 if γ • δ = δ • γ, γ ∈ J \ J −1 , δ ∈ J −1 \ J or γ ∈ J −1 \ J, δ ∈ J \ J −1 0 otherwise.
Then condition (A2) and (A4) are satisfied.
Proof. Note that r(η, γ, δ) is supported on the set {(η, γ, δ) : γ • δ = δ • γ}, so that (A2) holds easily. To check condition (A4), let G(η, γ, δ) be a nonnegative, measurable function. The key fact is given in the following two computations.
where we have applied (Rev) to the function Ψ(η, γ) := c(η, dδ)G(η, γ, δ), and
where (Rev) has been applied to Ψ(η, γ) := c(γ(η), dδ)G(η, γ, δ). Now, let F (η, γ, δ) be a nonnegative, measurable function. We have, by (2.8) and (2.9),
Similarly:
All other cases are obvious modifications of (2.10) and (2.11).
The integrability assumption (A1) is usually not harmful, the symmetry condition (A3) with the r(η, γ, δ) above, depends on the actual choice of the rates c(η, dγ).
Remark 2.5
In some cases a modification of the r(η, γ, δ) given in Proposition 2.4 is convenient. Consider the set
Note that both D and D c are stable for the maps Θ and T. Therefore we can force r(η, γ, δ) ≡ 0 for (η, γ, δ) ∈ D without modifying the validity of properties (A1)-(A4).
Remark 2.6 In the setting above, if J ∩ J −1 = ∅, useful expressions for the Dirichlet form (2.4) are
as is easily checked using (2.2).
The Kawasaki model
For a given finite Λ ⊂ Z d , we consider a model with the finite state space S := {0, 1} Λ . Therefore η ∈ S is of the form (η x ) x∈Λ , where η x ∈ {0, 1} is the occupation number at x ∈ Λ. The only allowed transitions are the exchanges of the occupation numbers in two distinct sites x, z ∈ Λ. If γ is such exchange map, we write γ = xz and γ(η) = η xz . So we let
A → R, and Φ := sup
In this section we impose the following stronger summability condition
Note that we are not assuming the potential to be translation invariant or of finite range. Now let η ∈ S and τ ∈ {0, 1} Λ c . The element ητ ∈ {0, 1} Z d is then defined by (ητ ) x = η x for x ∈ Λ, and (ητ ) x = τ x for x ∈ Λ c . The energy of η ∈ S is defined by
In the sequel, the boundary condition τ will be omitted: indeed, all estimates will be uniform in the boundary conditions. In this section we consider the Kawasaki model in the complete graph, i.e. exchanges in the occupation numbers may occur in any pair of sites x, z ∈ Λ. We study the dynamics determined by the following infinitesimal generator:
where the sum ranges over all pairs x, z ∈ Λ, and with
where β > 0 is the inverse temperature. This dynamics conserve the number of occupied sites. For every 0 N |Λ| we consider the set S N of configurations with N particles, i.e.
and the probability measure
where Z N Λ is a normalization factor. All ν N Λ are invariant for the dynamics, and the detailed balance condition c(η, xz)ν
is satisfied. We state the main result of this section. 
Remark 3.2 For β = 0 the model reduces to simple exclusion in the complete graph, whose gap is known to be equal to 1. Thus the lower bound in Theorem 3.1 becomes optimal in the limit β → 0.
Usually, rather than the generator in (3.2), one considers dynamics where only exchanges between nearest neighbors are allowed:
where the sum x∼z ranges over pairs x, z ∈ Λ with |x − z| = 1. In the case the potential Φ is of finite range, i.e. Φ A ≡ 0 up to a finite number of sets A, Lemma 4.3 in [17] can be used in a standard way to connect the gap of L n.n. with that of L, getting the following result.
x, z ∈ Λ}, and assume Φ is a finite range potential. There existsβ > 0 and a constant C > 0, both independent of Λ, τ, N, such that for every
In order to prove Theorem 3.1, we use Corollary 2.3 with the choice of R as in Proposition 2.4, with the modification given in Remark 2.5. Note that, in this model, each γ ∈ G coincides with its inverse. So we are forced to choose J = J −1 = G. Note that two exchanges xz and yu commute if and only if either xz = yu or {x, z} ∩ {y, u} = ∅. Thus we get
Lemma 3.4 For the measure R given in (3.5), properties (A1)-(A4) are satisfied.
Proof. Property (A1) is trivial, since both S and G are finite sets. The reversibility condition (Rev) (see (2.2) ) is a simple consequence of (3.4). Properties (A2) and (A4) are guaranteed by Proposition 2.4. The symmetry property (A3) follows from the fact that the quantity c(η, xz)c(η xz , yu) is symmetric in xz, yu, as one checks using (3.3).
Proof of Theorem 3.1. By Corollary 2.3 it is enough to check that
as β → 0. We first note that
It is useful to keep in mind that in (3.7) we are summing over elements of G, so that, for instance, xz and zx are equal. In particular, the sum xz,zu runs over pairs in G × G whose corresponding exchanges involve at least one common point. We estimate the two summands in the r.h.s. of (3.7) separately. We begin by showing the following identity:
The second equality in (3.8) is obvious. For the first, observe that
By (Rev) we have
where we have used the fact that in the set {η
holds. Now note that in the sum xz =zu ν [c(η, zu)∇ xu f (η)∇ zu f (η)] the condition xz = zu, i.e. x = u does not play any role since, if x = u, then ∇ xu f (η) ≡ 0. However, in the same sum, xz is an element of G, which means x = z or, equivalently, that xu and zu have exactly one common point. It follows that
Moreover, by (Rev),
so that
where we have used the fact that, for a fixed zu ∈ G, the number of elements of G with exactly one point in common with zu is 2(|Λ| − 2). Thus, inserting (3.12) and (3.11) in (3.10) we get
that, inserted in (3.9) yields (3.8). Now, let ε := β Φ . Since
(3.14)
Thus, by (3.8), (3.14) and Schwartz inequality,
This takes care of the first summand in the r.h.s. of (3.7). We now deal with the second summand in the r.h.s. of (3.7). First we note that
Thus, using the inequality |e x − 1| |x|e |x| , we get
On the other hand 
Finally, by (3.7), (3.15) and (3.18), we get
from which (3.6) follows.
Random walks on the complete graph
Random walks on the complete graph interacting via a zero-range potential were considered in [5] . It was shown that the spectral gap of the process is positive as soon as a uniform logconcavity assumption is satisfied. Here we consider the case where we add a non-zero-range interaction to the system. It turns out that the general method described in the previous sections gives interesting conclusions for a wide class of models. The reference model is the zero-range process obtained as follows. We denote by V n the the set of n labeled vertices and consider N random walks on the complete graph over V n , i.e. a process of N particles taking jumps between any pair of vertices of V n . The state space is
with η x representing the number of particles at vertex x. At each vertex x ∈ V n we associate a rate function g x : N → R such that g x (0) = 0, and
The choice in (4.1) is purely conventional and any positive constant instead of 1 can be accepted (this amounts to a trivial time rescaling). A particle is moved from x to a uniformly chosen vertex z ∈ V n with rate g x (η) := g x (η x ) and the Markov generator can be written as
with the sum extending over all x, z ∈ V n . Here ∇ xz f stands for the gradient f xz − f , with f xz (η) = f (η xz ), η xz being the configuration in which a particle has been moved from x to z, i.e. In this way η xy = η if η x = 0. We also agree that η xz = η when x = z. When N = 1 we have a random walk on the (weighted) complete graph. For N 2, if the functions g x were all linear, i.e. g x (n) = δ x n for some constants δ x > 0, the resulting N random walks would be independent. Under the only assumption (4.1), however, in general there is non-trivial interaction. The process is reversible w.r.t. the probability measureν For every x we shall use the notation η x− to denote the configuration where a particle (if there) is removed from x:
defines a reversible dynamics for ν N Vn . Indeed, setting
it is easily verified that the detailed balance condition holds:
The following identity, valid for every x, z ∈ V n with x = z and every function ϕ : S N → R, is also easily verified
Note that c x (η) = 0 iff η x = 0. In the dynamics defined by (4.4) particles are removed from x with rate g x e −∇ − x H and they instantaneously reappear at a uniformly chosen vertex z ∈ V n .
Main estimate
We observe that the process defined by (4.4) can be written in the general frame of expression (2.1) with G = {xz : x, z ∈ V n }, and the rates given by c(η, xz) = c x (η) for every x, z ∈ V n . To exploit the general computations of the previous sections we are going to verify the following facts. 
Property (A3) holds because of the symmetry R(η, xz, yv) = R(η, yv, xz). This is obvious when x = y. For x = y it follows from 
Proof. By Lemma 4.1, Corollary 2.2 and Corollary 2.3 we have
where we use the notation (u, Mu) = x,y∈Vn u x M x,y u y , with the vectors
By the assumption M δ we then have
To prove gap(L) δ, all we have to show is that ν
This can be proved as in [5] Lemma 2.5. Namely, we rewrite
The second term in the last line equals n ν N Vn [f (−Lf )], while the first is 0. In fact
and by (4.7)
We turn to the proof of (4.9). For any vector w = {w x } we have
We then estimate √ c x c y |w x w y | 1 2 c x w 2 x + c y w 2 y . Summing over x and y = x we see that, pointwise in η:
which implies the conclusion.
Examples
The first observation is that when H = 0 Theorem 4.2 allows to recover exactly the result of [5] on the spectral gap of the zero-range process under the assumption of uniformly increasing rates. Indeed, if H = 0 we have r x,y = 1 unless x = y, so that M is diagonal with entries given by g x (η x ) − g x (η x − 1) which gives M δ as soon as
We now turn to applications of Theorem 4.2 to non-zero-range models. A class of examples is obtained by taking the function H of the form
where J x,y = J y,x is a symmetric, constant, n × n matrix. Here ∇
Example 4.3 The above applies in particular to the following situation. Assume J x,y 0 for all x, y ∈ V n . Assume also that there exists K ∈ N such that for all x ∈ V n we have J x,y = 0 for at most K vertices y = x. Set
Then ε x K(1 − e −b ). Assume also that we have non-decreasing rates:
Since g x (η x ) 1 and z J x,z η z a for any η such that η x 1, (4.13) gives
For every given a > 0 we may take b sufficiently small to obtain a positive gap. .15) proves that the addition of a small mass (a > 0) is sufficient to give a density-independent lower bound on the gap (for b small).
Example 4.5
Here is a special case of the class of models included in Example 4.3. In particular, we assume non-decreasing rates as in (4.14) . Consider a box of linear size L in Z d , some d 1, with periodic boundary conditions, i.e. we look at the quotient graph
We have n = L d vertices and particles jump from x ∈ Λ to an arbitrary z ∈ Λ with rate c x as in (4.5) with the energy H defined by
where β, λ > 0 and the first sum runs over all pairs of adjacent vertices of Λ. In this case we have the expression (4.12) with
For every fixed λ > 0 we can make the last expression positive by taking β sufficiently small. When λ = 0, on the other hand, (4.13) gives useful bounds only if we have increasing rates. Namely, set
This is bounded below by e.g. ε(N)/2 as soon as β c ε(N) for a sufficiently small constant c > 0. In the Poisson case g x (k) = k, ε(N) = 1/N so that β has to be taken as small as O(1/N). Clearly, if the rates grow exponentially, e.g. g x (k) = e k we have ε(N) bounded away from zero independently of N (this is like having a mass again).
Kawasaki-type dynamics in the continuum
In this section we consider a system of particles jumping about a bounded subset of R d . In many respects the model described below may be considered as the continuous version of the random walk models of Section 3 and Section 4.
Let Ω be the set of locally finite subsets of R d . We provide Ω with the weakest topology that, for every continuous f : R d → R with compact support, makes the maps η → x∈η f (x) continuous. Measurability on Ω is provided by the corresponding Borel σ-field. Now let Λ be a bounded Borel subset of R d of nonzero Lebesgue measure, and set
Consider a nonnegative measurable and even function ϕ : R d → [0, +∞) (everything works with minor modifications for ϕ : R d → [0, +∞] allowing "hardcore repulsion"). We fix a boundary condition τ ∈ Ω Λ c := {η ∈ Ω : η ⊆ Λ c }, and define the Hamiltonian H
The dependence of H τ Λ on Λ and τ is omitted in the sequel. For N ∈ N we let S N = {η ∈ S : |η| = N} denote the subset of S consisting of all possible configurations of N particles in Λ. Note that a measurable function f : S N → R may be identified with a symmetric function from Λ N → R. With this identification, we assume that the boundary condition τ is such that H(η) < +∞ in a subset of Λ N having positive Lebesgue measure. Now, for β > 0, we define the canonical Gibbs measure in the finite volume Λ with inverse temperature β as the probability ν
for any bounded function f : S N → R, where Z N Λ is a normalization factor. For x, z ∈ Λ define the map on S:
Define the map γ
. As usual we set G := {γ xz : x, z ∈ Λ}. In the sequel we will write η xz for γ xz (η), η . Furthermore, for any function f on S we define
Consider the following Markov generator
In words, this corresponds to moving particles x ∈ η to a point z ∈ Λ with infinitesimal rate
Observe that
It can be shown that L has a domain of self-adjointness in L 2 (ν N Λ ), and that generates a Markov semigroup. The core C can be taken as the set of bounded functions f :
This generator is of the form (2.1) if we define c(η, dγ) by
In particular, it is easy to show that the reversibility condition (2.2) holds. The Dirichlet form associated with L is
Proof. Property (A1) is a consequence of the fact that R is bounded (recall that ϕ 0). Therefore any bounded function is in L 1 (R). (A2) comes from the fact that if
(A3) holds because r(η, xz, yv) = r(η, yv, xz). Property (A4) can be checked as follows: 
the above implies (A4).
We define two parameters 
in terms of the Dirichlet form E(f, f ). The above can be written as A + B where
We next show that
In fact, using a change of variables as in Lemma 5.1 we see that 
We now estimate the absolute value of B in (5.7) from above. Using
and e
1 we easily obtain
Together with (5.9) this completes the proof of the theorem.
Similarly to what will be seen in the non-conservative case treated in section 7 an application of the above results shows that a positive gap is obtained under high-temperature/smalldensity assumptions.
We first observe that for fixed Λ and N we have ε 1 , ε 2 → 0 as β → 0, so that gap(L) → 1 by Theorem 5.2. To obtain quantitative estimates involving the density of particles N/|Λ| we may use the following criterium. 
Then, for every bounded Borel set
Proof. Let ε 1 , ε 2 be as in Theorem 5.2. Clearly,
Moreover, using the elementary inequality
we see that
6 Glauber dynamics with unbounded, discrete spin
In this section we consider a multidimensional birth and death process. Given a finite set Λ (no geometrical structure is required for the moment), we let S := N Λ . Thus, for η = (η x ) x∈Λ , η x denotes the number of particles at the site x ∈ Λ. We consider the creation an annihilation maps on S:
We let G := {γ . We consider a birth and death process with generator of the form
where c(η, γ + x ) is the rate of creation of a particle at x, and c(η, γ − x ) is the rate of annihilation of a particle at x. Let ν be a probability on S such that ν(η) > 0 for every η ∈ S. We set
With these rates we have that (γ 
As a core C for L we take Proof. For the above choice of C, for f ∈ C the map (η, γ, δ) → ∇ γ f (η)∇ δ f (η) has a bounded support, so (A1) is easily satisfied. Properties (A2) and (A4) follow from Proposition 2.4. Property (A3) comes from the fact that r(η, γ, δ) = r(η, δ, γ) for every (η, γ, δ) ∈ S × G × G, as is easily checked from (6.2), (6.3) and (6.4).
Example: pair interaction in a Poissonian field
We assume here ν is of the following form:
where Λ is a finite subset of Z d , β > 0 and
is a pair potential, such that ϕ(x, y, m, n) = ϕ(y, x, n, m) for every x, y ∈ Z d , n, m ∈ N, and ϕ(x, x, n, m) ≡ 0. The measure ν on S depend on the boundary condition η Λ c , that is supposed to be equal to a given fixed τ ∈ N Λ c ; this dependence is omitted in the notation. For the above measure to be well defined for every choice of boundary condition we require that, for every x ∈ Λ, η ∈ N Z d , the infinite sum
is well defined and takes value in (−∞, +∞]. For example, this holds true in either one of the following cases:
• ϕ is nonnegative;
• ϕ is of finite range, i.e. there exists k > 0 such that ϕ(x, y, η x , η y ) ≡ 0 for |x − y| > k.
With this choice of ν the rates become
Note that this bound is independent of Λ and of the boundary condition.
Proof. We first observe that, since r(η, γ, δ)
By (6.4)
where we have used (2.12). On the other hand In particular, it is easy to show that the reversibility condition (2.2) holds. Similarly to Section 6, the measure R is chosen according to Proposition 2.4, with J := {γ Proof. For property (A1), note that the function r(η, γ, δ) in (7.5) is bounded. Therefore it is enough to prove that, for f ∈ C, the function (η, γ, δ) → ∇ γ f (η)∇ δ f (η) is in L 1 (ν Λ (dη)c(η, dγ)c(η, dδ). But 1. This completes the proof for property (A1). Properties (A2) and (A4) follow from Proposition 2.4, while (A3) comes from the symmetry property r(η, γ, δ) = r(η, δ, γ). Note that this bound is independent of Λ and the boundary condition τ .
Proof. The proof is quite close to the one of Theorem 6.2. We begin observing that 1. The conclusion now follows readily as in Theorem 6.2.
