A mathematical framework for the convergence analysis of the well known Quickprop method is described. The convergence of this method is analyzed. Furthermore, we present modifications of the algorithm that exhibit improved convergence speed and stability and at the same time, alleviate the use of heuristic learning parameters. Simulations are conducted to compare and evaluate the performance of a proposed modified Quickprop algorithms with various popular training algorithms. The results of the experiments indicate that the increased convergence rates, achieved by the proposed algorithm, affect by no means its generalization capability and stability.
Introduction
The Quickprop (Qprop) method, introduced by Fahlman in 1988 [SI is a very popular batch training algorithm for Feedforward Neural Networks (FNNs). It is well known that far from the neighborhood of a minimizer the morphology of the error surface, in certain cases, causes the Qprop algorithm to create inappre priate learning rates and the algorithm exhibits stabdity problems. Application-dependent heuristic learning parameters are used to alleviate this problem [SI.
In this paper we analyze the Qprop method as a multivariable generalization of the secant method for nonlinear equations applied to the gradient of the batch error function. Furthermore, we present a modification of this algorithm that exhibit improved convergence speed and stability and at the same time, alleviate the use of heuristic learning parameters. Also, we prove a t h m rem for the convergence of the modified scheme. 
(1)
The best known method for approximating x* numeri c d y is Newton's method. Given an initial guess zo, this method computes a sequence of points {zk}&, obtained by solving the following Newton's equation:
F'(zk) ( z k + l -2 ) = -F(z".
(2)
If xo is sdciently close to x*, F is continuously differentiable in a neighborhood of x* and the Jacobian F'(x*) is nonsingular, the iterates {zk} of Newton's method converge quadratically to z*. Furthermore, un- der the same assumptions any sequence {yk} which converges t o z* superlinearly is closely related to Newton's method by the fact that the relative difference between yk+l -y k and the Newton correction -F'(yk)-'F(yk) will tend to zero [3].
The quadratic convergence of Newton's method is attractive. However, the method depends on a good initial approximation and it requires in general n2 + n function evaluations per iteration besides the solution of an n x n linear system. Quasi-Newton methods were developed to save computational effort of individual iterations while maintaining some convergence properties of Newton's method.
They maintain approximations of z* and the Jacobian at the solution F'(x*) its the iteration progresses. If xk and Bk are the current approximate solution and Jacobian, then after the computation of xk+', Bk is updated to form Bk+l. The construction of determines the quasi-Newton method. Given an initial guess zo, this method computes a sequence of points { z k }~o , obtained by solving the following quasi-Newton or secant equation [4] :
The advantages of quasi-Newton methods is that they require only n function evaluations for each iteration. Hence, if a good preconditioner (initial approximation to F'(z*) ) can be found, these methods have an advantage in terms of function evaluation cost over Newton's method. In most quasi-Newton methods derivatives are not computed at every iteration and it is not necessary to solve completely a linear system like (2). On the other hand, the local rate of convergence turns to be superlinear instead of quadratic for most of these methods.
The most used approximation to the Jacobian proposed by Broyden [2] and his method is locally superlinear convergent, and hence is a very powerful alternative to Newton's method. Broyden's algorithm for solving (1) has the following general form (cf. [4] ). Given an initial guess zo and a matrix Bo, this method computes a sequence of steps Sk obtained as follows:
for IC = 0,1,. . . until convergence do:
Broyden's method is very popular in practice, for two main reasons. First, it generally requires fewer function evaluations than a finite diflerence Newton's method. Second, it can be implemented in ways that require only O(n2) arithmetic operations per iteration [5, pp.27-291.
The Quickprop method
In this section, we show that the Qprop method belongs to the family of secant methods. Of course Qprop is related to the minimization of the error function. It is well known that in minimization problems all the local minima W * of a continuously differentiable error function E satisfy the necessary conditions:
where V E denotes the gradient of E. &. (4) represents a set of n nonlinear equations which must be solved to obtain w*. Therefore, one approach to the minimization of E is t o seek the solutions of the set of Eq. (4) by including a provision to ensure that the solution found does indeed correspond to a local minimizer. This is equivalent t o solving the following system of equations:
anE(Wl,w2, * 7 wn) = 0, where &E denotes the ith coordinate of V E .
The classical iterative scheme of the Qprop method for the ith weight is given by:
Using matrix formulation the above scheme can by written as:
where the matrix Bk is the diagonal matrix with ele-
It is obvious that the matrix Bk satisfies the following secant equation: (6) and thus the Qprop method belongs to the class of quasi-Newton methods.
Using the above framework a straightforward modification of the Quickprop method is the following:
where vi are arbitrary nonzero real numbers. This is so because the new qibti satisfy the corresponding secant equation.
Based on the above analysis it is obvious that the Qprop as well as the above modification follows the convergence properties of the secant methods [4, 14, 161. In general, the matrix Bk may contain non positive entries. This fact results in a non positive definite matrix, which in practice means that the method may take uphill or zero steps in the corresponding directions. To alleviate this problem in [SI a heuristic parameter, called "the maximum growth factor" has been introduced.
A modified algorithm
To avoid tuning the problem dependent heuristics of the Qprop method and to guarantee the desirable property of positive definiteness of Bk we propose the following modification:
where the coefficient q can be properly tuned. To this end the following conditions due t o Wolfe are used:
where 0 < 01 < a2 < 1. 
. , X;}VE(wk).
If IIVE(wk)>ll 5 e go to Step 8; otherwise go to
Step 3. Output {wk; E(wk); V E ( w k ) } .
If k 2 1 and A: = l&E(wk) -8;E(wk-')l/lw? -Assume now that the tuning subprocedure of Step 5 of Algorithm 1 consists of the pair of relations (7)-(8). The following theorem states that if E is bounded below, then the sequence { w k } g o generated by Algcrithm 1 converges to a point w* for which VE(w*) = 0.
Theorem 2 Suppose that the e m r function E :
R" + R is continuously differentiable and bounded below on R" and assume that V E is Lipschitz continuous on R". Then, given any point W O E R", for any sequence { w k } g o , genemted by Algorithm 1, satisfying the Wolfe ' s conditions (7)-(8) implies that h k + m VE(Wk) 0.
Proof. The sequence { w k } g 0 follows the direction pk(wk) = -diag{l/A;k,. . . , l/A:}VE(wk), which is a descent direction since (VE(wk),pk(wk)) < 0.
Moreover, the restriction on the angle t)k is fulfdled since, as it can be easily justified utilizing Relation (9), coset > 0. Thus A well known initialization heuristic for FNNs is to select the points with uniform probability from an incommon choice is the interval (-1, +l) sification of the four XOR patterns in two classes is an interesting problem because it is sensitive to initial points as well as to stepsize variations, and presents a multitude of local minima. The patterns are classSed using an 2-2-1 FNN with 9 variables.
The termination condition for all algorithms tested is t o find a local minimizer with batch error function value E 5 0.04. The results are summarized in following Detailed results regarding the training performance of the algorithms are presented in Table 2 . The termination condition is a classification error CE < 3% [12] ; that is the network classifies correctly 117 out of the 120 patterns.
The successfully trained FNNs axe tested for their generalization capability, [9, 1 1 , using test patterns from 20 subimages of the same size randomly selected from each image. To evaluate the generalization performance of the FNN the max rule is used, i.e. a test pattern is considered to be correctly classified if the corresponding output neuron has the greatest value among the output neurons. The average percentage of success in classification for each algorithm is: BP=90.0%; SDLS=90.0%; BPM=90.0%; ABP=93.5%; FR=92.0%; PR=92.6%; PR-FR=93.5%; MQprop=94.0%. The termination condition is to locate a minimizer with function value less than or equal to 0.001. The results are summarized in Table 3 . It is clear that MQprop achieves faster training than all other methods.
Conclusions
In this contribution the convergence of the Qprop method has been considered. Some modifications of the classical Qprop algorithm have been presented and a strategy for alleviating the use of highly problemdependent heuristic learning parameters that are necessary in order to secure the stability of this algorithm have been proposed. A new theorem that guarantees the convergence of the proposed modified Qprop has been proved. This modified Qprop scheme exhibits rapid convergence and provides stable learning and therefore, a greater possibility of good performance.
