ABSTRACT Assessing cognitive load during a learning phase is important, as it assists to understand the complexity of the learning task. It can help in balancing the cognitive load of postlearning and during the actual task. Here, we used electroencephalography (EEG) to assess cognitive load in multimedia learning task. EEG data were collected from 34 human participants at baseline and a multimedia learning state. The analysis was based on feature extraction and partial directed coherence (PDC). Results revealed that the EEG frequency bands and activated brain regions that contribute to cognitive load differed depending on the learning state. We concluded that cognitive load during multimedia learning can be assessed using feature extraction and measures of effective connectivity (PDC).
I. INTRODUCTION
Because of the limited capacity of the human cognitive system for processing and holding information [1] , acquiring information about user cognitive-processing capacity, memory workload, and task engagement [2] is important for researchers who study brain-computer interfaces (BCI), cognitive science, psychology, and human-computer interaction (HCI). Therefore, if cognitive activity exceeds the capacity of human working memory, performance might break down, resulting in failure to accomplish a cognitive task due to cognitive overload [3] .
In the field of education, cognitive load assessment is often used to assess the productivity of learning materials, environment, and design, as a means to improve student learning. Measurement of cognitive load is based on Cognitive Load Theory (CLT), which analyzes both cognitive load assessment techniques and its methods and tools. Assessing cognitive load in this context helps users to maintain the optimal amount of cognitive load in different environments and high task demands [4] . CLT seeks to explain how and why some material is more difficult to learn than others. It is based on the proposition that the human brain uses two types of memory: short-term (working) and long-term (storage) memory.
Short-term memory is seen as having a limited capacity, perhaps for as few as four ''chunks'' of information [5] , and long-term memory is seen as having almost unlimited capacity [6] . Working memory is commonly defined as ''a brain system that provides temporary storage and manipulation of the information necessary for such complex cognitive tasks as language comprehension, learning, and reasoning''. Cognitive load refers to the load on working memory that a task demands. In recent years, researchers have increased focus on maintaining the best level of cognitive load during cognitive tasks [7] . Because the capacity and duration of cognitive processing is limited in the brain [5] , any underloading or overloading of cognitive processing results in undesirable consequences such as degraded performance or failure to learn complex cognitive tasks or perform them correctly. Therefore, these situations must be avoided as much as possible, especially in critical decision-making applications, such as in air traffic control or military operations, in which the load requirements might be excessive and there is no room for error. Therefore, working memory architecture and its limitations should be a major consideration when considering cognitive-processing tasks [1] . Thus, the need to monitor and measure cognitive load is clear. In prior studies, researchers have used analytical and empirical methods to measure cognitive load [1] , [8] . Analytical methods use techniques that rely on an expert's opinion, mathematical models, task analysis, and task specifications. Empirical methods gather the behavioral responses [9] , [10] or physiological signals [10] of potential learners. Physiological techniques are justified by the assumption that changes in cognitive functioning are reflected by physiological variables such as heart rate variability [3] , task-evoked brain activity [11] , and skin conductance [12] . Changes to behavioral signals may be effected either through the changes in physiology or through different mental processing strategies. These measures can be used to visualize the detailed trends and patterns of cognitive loads such as instantaneous, peak, and accumulated load [13] . Because the brain is the seat of cognitive activity, cognition can be monitored with tools such as electroencephalography (EEG), which has been successfully used to monitor and measure different types of mental activities and workloads in cognitive science (e.g., relaxation, attention, and fatigue) and psychology (e.g., sleep, arousal, and anesthesia) [13] .
EEG has also been shown to be an effective nonintrusive method for monitoring memory load, and it is highly sensitive to different cognitive states [14] . Analysis of EEG signals is used to diagnosis several brain disorders and cognitive processes. The EEG signal is a mixture of the desired information, which is related to the experimental conditions, and unwanted information (noise signal), which is generated by background brain processes. Analyzing EEG signals to assess cognitive load in learning is difficult when relying only on visual inspection or simple statistical parameters. Thus, adopting advanced computational techniques for processing EEG signals is necessary to extract the relevant information from raw EEG data in terms of cognitive load during learning. The basic steps required for extracting the desired information are preprocessing of raw EEG data, feature extraction, classification [15] , and application of partial directed coherence.
Several feature extraction schemes exist, including time domain, frequency domain, and wavelet-transform. Among these feature extraction methods, wavelet transform works better for non-stationary EEG signals, making it highly effective. The wavelet features that are used for EEG analysis and clinical applications include (1) spectral features in which the commonly extracted features are wavelet coefficients [16] and wavelet entropy [17] and (2) statistical features in which the mean, median, and standard deviation are extracted. Past studies using EEG have shown good discrimination of cognitive tasks based on different workloads [18] . However, consistent discrimination for a given participant in a particular task with a constant amount of cognitive load remains lacking. Consequently, our study is based on wavelet-feature extraction with machine learning-classification techniques and partial directed coherence, using an EEG-based cognitive task with a persistent amount of workload. We focused on feature extraction using wavelet transform, and used the classification of the extracted features to categorize the EEG signals of learning and baseline mental states. Subsequently, we confirmed the findings with a coherence method based on EEG channels that uses partial directed coherence (PDC).
The objective of this paper was to analyze cognitive load by comparing baseline (eye closed and an eye opened states) and multimedia-learning EEG data using feature extraction and coherence analysis. Coherence measures the connectivity among different brain regions. We calculated the coherence of neighboring channels in the prefrontal, frontal, and parietal regions of the brain as a means to measure the effects of cognitive load during the given learning states.
Therefore, we performed experiments in which the learning state was repeated three times. The extracted features capable of discriminating cognitive load levels were empirically compared across different participants. We found that the descriptive statistics of different EEG-based features reflect the level of working load in the frontal regions of the brain. PDC results also depict the same response-like feature-extraction method. Further, this indicates that EEG is a promising real-time tool for measuring fairly rapid changes in cognitive load based on different learning states.
II. RELATED WORK
In educational psychology, EEG can be used to measure the neuronal response of changing levels of cognitive stimuli, making it is the most suitable measure for cognitive load assessment. EEG has been used for measuring the cognitive load of tasks and data analysis for over a decade. EEG signals comprise several frequency bands. The lowest frequency band is the delta band, ranging from 0.5 Hz to 4 Hz. It is followed by the theta band, ranging from 4 Hz to 7 Hz, and the alpha band, ranging from 7.5 Hz to 13.5 Hz. Alpha waves are the most prominent and dominant waves in the human EEG signal. Frequency ranges greater than 13 Hz are termed gamma and beta waves. Each range of EEG frequencies plays a different role in mental assessment.
Previously [19] , have discussed how the power spectral density (PSD) of alpha waves remain synchronized during the resting state and become increasingly desynchronized with task difficulty. Another study has investigated cognitive load measurements, showing that alpha and theta waves play a great role in measuring cognitive load. Delta wave properties can be used to discriminate cognitive states [19] . Other researchers have proposed different feature-extraction methods for measuring cognitive load and for studying brain waves during cognitive tasks [20] , [21] . The PSD of alpha waves is a widely used EEG feature that discriminates cognitive load in different brain states. Here, we hypothesized that low frequency waves (especially alpha waves) in the brain would be the primary signal to reflect cognitive processing (Karkare, Saha, & Bhattacharya, 2009 ). Classification techniques based on time, frequency, and wavelet-domain feature-extraction techniques have been reported in the literature for the last two decades [22] , [23] . The techniques based on time, frequency, or a combination of both domains are used in different classification models. They provide an optimal set of features for further assessing the performance of different classifiers that attempt to deliver the highest classification performance. The features that are based on the time domain include permutation entropy and approximate entropy [24] , as well as non-linear features such as the Hurst component [25] , Hjorth parameters, Lyapunov exponent [26] , and fractal dimension. The frequency-domain features are based on power or energy of the signal. Power features include absolute power, relative power, and the ratio between relative and absolute power [27] . Another class of features combines frequency and time features [28] , includes the well-known Stockwell transform proposed by Hariharan et al. [29] , which can be used to extract features from EEG signals and classify different cognitive tasks. They reported that the accuracy of their classification algorithm was between 84.72% and 98.95%. Noshadi et al. [30] reported empirical mode decomposition and implemented this model for time-and frequencydomain features in assessing cognitive tasks. They used linear classifiers (nearest neighbor and linear discriminant analysis) and reported 97.78% accuracy. Guo et al. (2013) implemented weighted Support Vector Machine (SVM) with safe features and reported 85.4%-97.5% accuracy in classifying cognitive tasks. Zhang et al. (2010) reported 72.4%-76.4% classification accuracy using power frequency features and a classifier (Fischer's discriminant) for EEG classification of cognitive tasks. Hosni et al. [31] introduced the radial basis function (RBF) as an SVM kernel, which provided an accuracy of 70%. Xue et al. [32] also proposed an RBF classification technique and reported 85.3% accuracy using cognitive tasks. Zhiwei and Minfen [33] reported 87.5%-93% accuracy with wavelet-based entropy as a feature and SVM as a classification technique. Lin and Hsieh [34] have used EEG-power features for cognitive tasks and reported 78.31% accuracy using a neural network classification technique. Rodrıguez-Bermudez et al. [35] applied wavelet-based features with 67.96%-80.71% accuracy using an SVM classification method. They used a linear kernel in an SVM classification experiment that included four participants. Karkare et al. [36] presented cognitive task-based classification with an artificial neural network (ANN) using a scaling exponent as a feature and reported a classification accuracy greater than 80%. Amin et al. [37] recorded eyesopened and learning EEG states and used the discrete-wavelet transform-based feature extraction technique for classification of complex cognitive tasks. The relative wavelet energy was calculated as a feature from the EEG signals after applying the discrete wavelet transform. Four classifiers were used for the classification. The authors concluded that among all classifiers, SVM provided 98% accuracy. According to our knowledge, few studies have investigated learning-based cognitive tasks, and in those that have, the duration intervals for EEG recordings were short.
Here, the connectivity of different nodes within neuronal networks were measured and analyzed. There are many methods to measure the connectivity of brain regions based on EEG signals. Interpretation of connectivity measures from sensor-level recordings is not straightforward, as these recordings suffer from a low spatial resolution and are severely corrupted by the effects of field spread. To overcome these difficulties, several methods for connectivity analysis have been reported using the temporal dynamics of brain sources that were reconstructed from scalp EEG/MEG signals [38] . Two types of brain connectivity are explained in the literature: functional and effective. Functional connectivity is based on different time and frequency domain methods. These methods have their advantages and disadvantages [39] . Recently, partial directed coherence (PDC) has been generalized to time-varying and vector-based multivariate analyses [40] . Based on the methods of connectivity studies, PDC provides suitable explanation for EEG channels related to baseline activity as well as those related to learning.
III. MATERIALS AND METHODS

A. DESCRIPTION OF THE EEG DATASET
The dataset has been used previously [41] . The participant details, experimental tasks, experimental procedure, and ethics approval are briefly described here. Thirty-four healthy individuals (aged 20-30 years) participated in this study. None of the participants had no prior knowledge of the experimental tasks and all were instructed during the experiment to focus on the learning material. All participants had normal or corrected-to-normal vision. Ethical approval was obtained from UTP management, and all participants provided their informed consent before performing the experiment.
B. DESCRIPTION OF EEG RECORDINGS
EEG signals were recorded from a 128-channel EEG device (HydroCel Geodesic Sensor Net (Electrical Geodesic Inc., Eugene, OR, USA). The sampling frequency was 250 Hz and the impedance was kept below 50 K . A bandpass filter was used to extract the frequencies between 0 and 100 Hz. ECG signal was recorded using EGI Polygraph input box (PIB) and EOG signal recorded using the specified electrodes in the 128 channels montage of EGI. The purpose of recordings EOG and ECG signals was to detect artifacts (eye blinks, eye movements, and heart beats) for preprocessing EEG data.
1) EYES-CLOSED TASK
This task was performed at the start of the experiment. EEG recordings were measured for 5 minutes for each participant. During this task, participants were asked to keep their eyes closed and try to relax. The eyes-closed (EC) recording was used as the baseline state.
2) LEARNING TASK
This task was performed after the EC recordings. During this task, multimedia animations based on plant anatomy were shown to each participant using Eureka Software (https://www.designmate.com/Product.aspx). All recordings VOLUME 5, 2017 were made in a controlled environment for 10 minutes. There were three learning-task recordings, termed L1, L2, and L3 (for details about the learning task, see [37] . L1 was the period when participants tried to learn the material in the multimedia animations for the first time, while L2 and L3 were the periods during which the same learning content was repeated a second and third time, respectively. These periods constituted the learning states.
3) MEMORY RECALL TASK
A memory recall test was used consisting of twenty multiple-choice questions (MCQs) covering the newly learned material in the learning task. Each MCQ comprised of a brief question statement with four options as possible correct answers. Participants were given thirty seconds to answer each MCQ within a maximum limit of 10 min total. They were asked to press a numeric key on the keyboard, serially numbered #1 to #4 corresponding to each possible answer.
C. METHODS
We used three types of classifiers (Naïve Bayes, Linear Kernel, and RBF Kernel) and three spectral features based on entropy for classification. PDC was applied to determine the connectivity patterns among the selected channels of the brain. Four distinct frequency bands were used to extract the spectral features: delta (0-3.5 Hz), theta (3.5-7.5 Hz), alpha (7.5-13.5 Hz), and beta (13.5-26 Hz). Raw EEG data has multiple artifacts that distort the signal information. Thus, pre-processing was performed on the raw EEG data to remove these artifacts. The complete analysis was based on the frontal region channels (9, 11, 22, 24, 33, 122 , and 124), which were selected on the basis of the standard 10-20 system [42] .
1) DWT (DISCRETE WAVELET TRANSFORM)
The discrete wavelet transform (DWT) is a stable and suitable method for signal transformation in signal processing applications. In past studies, Fast Fourier transform (FFT) was frequently used to extract features from EEG signals. EEG signals are stochastic in nature and have time-varying properties that make them non-stationary even over short durations. Unlike FFT, the DWT is suitable for non-stationary signals as it decomposes the signal into time and frequency simultaneously. Therefore, DWT is the better technique when one wants to decompose a signal into many frequency components [2] . DWT also acts as a band-pass filter and can be used to divide EEG signals into different frequency bands. The DWT can segregate (decimate) the data using the dilation and scaling factors from any mother wavelet function. The level of decimation depends upon the sampling frequency of the given signal. In this experiment, the decimation number was set to the fifth level.
2) FEATURE EXTRACTION USING DWT
The multimedia animations that we used were categorized as class two, meaning that they were associated with learning states related to working memory. Because working memory resides in the frontal and parietal region of the brain, we only analyzed the data from frontal and parietal channels.
A mathematical description for channel selection is given below.
EEG
After channel selection, DWT was applied to the EEG signals for spectral feature extraction. The following three entropy-based features were extracted: spectral entropy, approximate entropy, and sample entropy.
3) SPECTRAL ENTROPY
Spectral entropy is a measure of EEG signal complexity and can be used to detect the strength of the cognitive activity in the signal. The EEG spectral entropy (S E (F)) [43] was calculated for baseline and learning states using Equation (2), which was then normalized to the range 0-1.
P u (F) is the probability density function, which was estimated using the EEG signal F. The PSD is calculated with respect to total power and has a frequency range between 0.5-48 Hz for each epoch. N u represents the total number of frequencies. P h (F) is Shannon's channel entropy and an estimation of the Shannon entropy (S SH (F)) is given in Equation (3). Applying a histogram estimate of the probability density function,
Spectral entropy is especially important for analyzing biological time series, which comprise complex dynamics. It has a great prominence in the area of non-linear analysis [44] . The numerous features of the approaches have been suggested to be useful for detecting hidden yet significant dynamic properties of physiological phenomenon.
4) APPROXIMATE ENTROPY
Approximate entropy (ApEn) was proposed as an estimator that quantifies the regularity of a time series signal, and has been successfully applied to relatively short and noisy data [45] . A large value of ApEn reflects a high degree of complexity in the time series. ApEn measures the difference in the time series between the probabilities of templates of length m, which are close to each other, and templates of length m+1, which are close to each other. Hence, ApEn indicates the probability of creating a new pattern while the dimension of templates increases. The larger the probability is, the more complex the time series. The details of the algorithm are presented in [46] . Given N data points from a time series {x(n)} = x(1), x(2), . . . . , x(N ), the level of ApEn can be calculated by the following steps:
Step 1: In t-dimensional vectors, each vector is viewed as a template. The number of templates in a vector is shown in Equation (4):
Step 2: The distance between each template and the other templates (including itself), is denoted as d[x t (j), x t (k)], and is computed as the maximum absolute difference between their scalar components:
Step 3: For a given template x t (j), the number of template matches are counted, and denoted as φ t i such that the number of j(1 ≤ j ≤ N − t + 1) satisfies the distance. Then φ t i (w), the probability of any template X t (j) is given as:
Step 4: Then the probability of the time series φ t (w) is calculated as:
Step 5: Increase the dimension to t + 1 and follow the steps 1-4 to compute φ t+1 (w)
Step 6: Then the approximate entropy is calculated as:
Setting the parameters should insure a high discrimination between baseline and learning states. In this paper t is set to be 2 and w is set to 20 percent of the standard deviation of the amplitude of the time series N , which is set to 1024.
For a finite length of data point N, the approximate entropy is estimated as
5) SAMPLE ENTROPY
The ApEn usually determines the number of counts for matching sequences and does not include instances in which ln(0) is matched. This is one bias of the of ApEn method [47] . The sample entropy (SampEn) is a technique proposed to overcome this drawback by reducing the bias. The SampEn does not include the count of self-matching. A second advantage is that it does not provide template-wise matching when using conditional probabilities. It uses the template that requires the match length m+1 and it computes the probability associated with the whole time series signals [46] . The mathematical expression for Sample entropy (SampEn) can be calculated using Eq (11) and is used to reduce the self-matching bias. All steps are the same as those for measuring the ApEn. Note that the self-matched templates are not computed in Step 3.
In this paper t is set to 2 and w is set to 20 percent of the standard deviation of the amplitude of the time series (the same settings as those of ApEn).
6) CLASSIFICATION METHOD
Classification methods are used to classify features that are extracted using different methods. There are many popular algorithms such as LDA (Linear Discriminative Algorithm), ANN (Artificial Neural Network), and SVM (Support Vector Machine) [48] (Furdea et al., 2012) [49] , which were developed for implementation in certain signal processing applications. Fig. 1 shows the proposed feature extraction and classification method using baseline and learning data. Compared with the others, SVM is the most powerful and well-studied algorithm, especially for nonlinear problems, as it reduces high dimensional data to lower dimensions. SVM has provided better results in brain-modality dynamic applications and achieved good results in cognitive and mental task applications. It is based on statistical methodology and has been used to map input data into high dimensional feature-vector space, in which spatial data may be linearly separable. 
7) CONNECTIVITY ANALYSIS USING PARTIAL DIRECTED COHERENCE
Connectivity is used to find interactions between two channels or two states to measure the strength between them. For example, consider two signals (or stochastic processes) X and Y with discrete time observations x(t) and y(t) VOLUME 5, 2017 FIGURE 2. Classification based on alpha-wave data. Classification accuracies for the L3 state were greater than those for the L1 and L2 states. t = 1, 2, . . . . . . , N . Jointly, the interactions of these two signals can be described with bivariate autoregressive (ARX) models.
The linear ARX models (14) and (15) can be rewritten in matrix form and mapped to the frequency domain by Fourier transformation.
π X →Y describes the relative coupling strength of the interaction from a signal source such as X to some signal such as Y , as compared (or normalized) to all the connections of the source to other signals. For a bivariate system, the directed interaction is described by A 21 , and it is normalized by all the X -related terms in the ARX models (such as A 11 and A 21 ). The magnitude of PDC then lies between zero and one.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
Raw EEG is generally contaminated by artifacts such as eye blinking, muscle movement, heart rate variation, and impedance fluctuations. Brain Electrical Source Analysis (BESA) (6) software was used to remove any artifacts, and provided a clean signal for the specific tasks. After preprocessing, three entropy based features (spectral, approximate, and sample) were extracted for the baseline (EC) and learning states (L1, L2, L3). A statistical p-test was applied on the designed feature extraction technique using MANOVA software, and yielded a p < 0.05 for the comparison between EC and. L1-based features. Similar results were obtained when comparing the L2 and L3 states against baseline. P-tests were also used to compare the learning states with each other (L1 vs. L2, L2 vs. L3, and L3 vs. L1). The p-values show that significant differences existed between the features of the EC and learning states, indicating that they can be used to discriminate learning states from each other, and the accuracy of machine-learning algorithms. Linear kernel, RBF kernel, and Naive Bayes classifiers were applied to classify the extracted features and determine which frequencies of the EEG signal were best for discriminating between different mental states. The classisification was performed for each learing state and baseline. In the second approach, coherence values were extracted from the clean EEG signals of the learning states to assess the cognitive load and the ability to discriminate. A connectivity density factor was calculated for all learning states using all brain waves. Fig. 2 shows the classification of the entropy features using alpha brain waves, based on the three classifiers for the three learning states L1, L2, and L3. The results show that for each classifier and for each entropy feature, accuracy was greatest in the L3 state, followed by the L2 and L1 states. Alpha waves have been shown to synchronize at rest and during less alert states, but become desynchronized in mental states characterized by greater alertness and higher mental effort [50] . This can explain why discrimination accuracies are higher between the L3 state and baseline than between the L2 and L1 states and baseline, where alpha waves were much synchronized. Results obtained using the combination SVM with the RBF kernel classifier produced the highest level of classification accuracy of alpha brain waves. Fig. 3 shows the classification results for theta waves. For spectral entropy, classification accuracy did not increase sequentially for any classifier. For approximate entropy, classification accuracy increased with learning state for the Naïve-bias kernel and SVM (linear kernel). Unlike alpha waves, theta waves became less accurate in each successive learning state. This finding agrees with past research showing that theta waves are desynchronized at rest and during less alert states, but become synchronized in mental states characterized by greater alertness and higher mental effort [50] . During L1, participants were more alert and focused so theta waves synchronized more than during the L3 state in which participants required less effort to understand the learning content. Compared with the baseline state in which theta waves are desynchronized, the classifiers were thus more accurate at discriminating the L1 state than the L3 state. Similarly, Fig. 4 shows the accuracies for beta waves. Beta waves did not yield classification accuracies that increased with learning state. Fig. 5 shows that for delta waves, no significant relationship was found between entropy features or classifiers with classification accuracy.
These overall results identify alpha waves as the best measure of cognitive load for learning-based cognitive tasks, but to some extent, theta waves also proved to be a good measure. The proposed method efficiently classifies the learning states using the extracted features. The best classification accuracies were obtained using alpha waves. Additionally, accuracy increased with learning such that the third repetition of learning material resulted in the best accuracy. Thus, the sequential accuracies differentiate the mental states during L1, L2, and L3. In the second approach, The Partial directed coherence (PDC) is calculated based on the learning-state data. PDC was calculated for the frontal and parietal channels of the 34 subjects using a sampling time of 1 s and a 250 Hz sampling frequency. The thresholding for this experiment was ≥ 0.5. L1 had PDC values (π 24→9 , π 11→9 , π 11→22 ) for threshold 0.5 or greater. The L2 has PDC values (π 11→9 , π 11→33 , π 11→24 , π 33→122 , π 24→122 , π 11→122 , π 124→122 ) for threshold 0.5 or greater. The L3 has PDC values (π 24→22 , π 11→22 , π 22→9 , π 24→9 , π 11→9 , π 124→9 , π 24→122 , π 11→122 , π 124→122 ) for threshold 0.5 or greater. Fig. 6 shows the methodology of second method coherence to assess the cognitive load during learning task. Fig. 7 shows the flow of connectivity using partial directed coherence of the three learning states for alpha waves. The connectivity among the frontal and parietal EEG channels was calculated using PDC. Based on the PDC values for alpha waves, L3 had more connections than the other learning states. Table 1 shows the density factor of each learning state for each brain wave provided by the PDC results. For alpha waves the density factor for L3 was 150, for L2 it was 120, and for L1 it was 114. These findings imply that L3 requires less mental effort as much information has already been stored in long-term memory after the L2 and L1 stages. In PDC analysis, greater numbers of connections mean more brain areas are interconnected. Comparison with the L1 state, L2 had more connections, indicating that some of the information regarding the learning material had already been stored during L1. This is the reason why more areas of the brain are interconnected during L2 than during L1. L1 shows the fewest connections, indicating that very little information was placed in long-term memory.
V. DISCUSSION
This study assessed cognitive load measurement in multimedia learning. EEG data were collected during eye closed state and three mental states as participants viewed multimedia learning material. We extracted four frequency bands from the data using DWT (alpha, beta, theta, and delta). The spectral features (i) spectral entropy, (ii) approximate entropy and (iii) sample entropy have been extracted for the classification. Three types of classifiers (Naïve Bayes, RBF, and Linear kernel) were used to classify the cognitive states among baseline and three learning states. We analyzed the performance of each classifier for each spectral feature and each learning state.
The results showed that alpha waves had the highest classification accuracy for each of the three spectral features. These results suggest that alpha waves are the best brain waves for discriminating different learning states. The results also showed that L3 required more cognitive load than L2 or L1, while L2 had more cognitive load than L1 [51] . These findings also revealed that mental states during multimedia learning can be classified efficiently using machine learning techniques (classifiers). Hence the proposed method can be used to analyze the mental states during learning for any cognitive based task. This scheme can also be used to optimize the level of mental effort during learning-based tasks so as to better understand concepts and learning. The second part of the analysis focused on determining the effective connectivity for each of the three learning states using PDC. We found more connections during L3 than during L2 or L1, while L2 had greater number of connections than L1 for all mentioned brain waves. A greater number of connections has been shown to indicate less cognitive load [52] , [53] . These findings show that by repeatedly learning the same material, participants required less cognitive load/mental effort for understanding the content. These findings indicate that this method successfully analyzed the cognitive load and different mental states during learning. Thus, both analyses show that L3 requires less cognitive load or mental effort, which indicates that proposed method is a promising way for assessing cognitive load.
VI. LIMITATIONS
In this research, two cognitive load assessment methods feature extraction and PDC are implemented. The widely used method for assessing the cognitive load in EEG is the feature extraction and classification techniques. There are limitations of this method, it gives the separate information regarding each EEG electrode. These methods are not very effective as they can only assess the cognitive load, but they do not provide the flow of information among the different brain areas during cognitive load assessment because there is no association between the feature values of the EEG electrodes. However, the human brain is functionally interconnected during any cognitive process (learning) so, a method that deals with the brain connections can provide a better overview of the information flow. Our proposed method using PDC can provide feasible solutions for cognitive load assessment. Some other limitations of the research are: it does not discriminate the different types of cognitive load like germane, intrinsic and extraneous and there is no information is presented regarding the outcomes of the learning as the stimuli based on a multimedia learning task.
VII. CONCLUSION
An EEG-based direct assessment of cognitive load in multimedia learning has been discussed in this work. The work demonstrated which EEG frequency bands, and which methods were best for assessing the cognitive load. We also validated the framework. The results showed that alpha waves can be used to estimate the cognitive load imposed by multimedia learning, and that repeated exposure to the material leads to less cognitive load. These findings indicate that entropy-based feature extraction methods and PDC are able to analyze different cognitive states during learning. Future work will explore the methods used in this work using greater numbers of channels over different brain regions to assess cognitive loads for a constant workload.
