We consider the impingement of a droplet onto a wall with high impact speed. To model this process we favour a di use-interface concept. Precisely, we suggest a compressible Navier-Stokes-Allen-Cahn model following [5] . Basic properties of the model are discussed. To cope with the fluid-wall interaction, we derive thermodynamically consistent boundary conditions that account for dynamic contact angles. We briefly discuss an discontinuous Galerkin scheme which approximates the energy dissipation of the system exactly and illustrate the results with a series of numerical simulations. Currently, these simulations are restricted to static contact angle boundary conditions.
Introduction
In many fluid dynamic scenarios the compressibility of a liquid is negligible. This allows for simplifications such that direct numerical simulations can rely on simpler incompressible models. In the context of droplet impingement incompressibility is only justified for small impact speeds. High impact speeds trigger compressibility e ects of the liquid droplet which can determine the flow dynamics significantly. Examples for high speed droplet impact scenarios can be found in many industrial applications such as liquid-fueled engines, spray cooling or spray cleaning. In [9] it has been shown that incompressible models are not adequate to describe high speed impacts, especially due to the fact that the je ing dynamics are influenced by a developing shock wave in the liquid phase [8] . The time a er the impact of the droplet until je ing occurs is actually smaller than the predicted time of incompressible models due to the shock wave pa ern. In [9] a compressible sharp-interface model is used for the simulations. However, sharp-interface models become intricate in the presence of changes in droplet topology and contact line motion. For this reason, we introduce a di use-interface model in this contribution, namely a compressible Navier-Stokes-Allen-Cahn phase field model which allows for complex interface morphologies and dynamic contact angles.
Phase Field Models
Phase field models form a special class of di use-interface models. In contrast to sharpinterface models, the interface has a (small) finite thickness and in the interfacial region the di erent fluids are allowed to mix. An additional variable, the phase field, is introduced which allows to distinguish the di erent phases. This concept has the advantage that only one system of partial di erential equations on the entire considered domain needs to be solved, whereas for sharp-interface models bulk systems need to be solved which are coupled across the interface by possibly complex conditions. Based on energy principles phase field models can be derived in a thermodynamic framework, see [2, 6] for an overview. They fulfill the second law of thermodynamics meaning that the Clausius-Duhem inequality [18] is fulfilled. In the case of isothermal models this is equivalent to an energy inequality. There are several (quasi-)incompressible [12, 1] , compressible [3, 5, 19] and recently even incompressible-compressible phase field models [17, 13] . In this section we introduce a compressible Navier-Stokes-Allen-Cahn model.
A Compressible Navier-Stokes-Allen-Cahn system
We consider a viscous fluid at constant temperature. The fluid is assumed to exist in two phases, a liquid phase denoted by subscript L and a vapor phase denoted by subscript V.
In each phase the fluid is thermodynamically described by the corresponding Helmholtz free energy density f L/V ( ). The fluid occupies a domain Ω ⊂ d , d ∈ . Let > 0 be the density of the fluid, v ∈ d the velocity and ϕ ∈ [0, 1] the phase field. Following [5] we assume that the dynamics of the fluid is described by the isothermal compressible Navier-Stokes-Allen-Cahn system.
(2.
3)
The Helmholtz free energy density f is defined as
(2.5)
It consists of the interpolated free energy densities f L/V of the pure liquid and vapor phases with the nonlinear interpolation function
and a mixing energy [4] using the double well potential W (ϕ) = ϕ 2 (1 − ϕ) 2 . The hydrodynamic pressure p is determined through the Helmholtz free energy f by the thermodynamic relation
(2.7)
We define the generalized chemical potential
which steers the phase field variable into equilibrium. Additionally, we denote by η > 0 the (artificial) mobility. The dissipative viscous part of the stress tensor reads as S = S(ϕ, ∇v) = ν(ϕ)(∇v + ∇v − div(v)I) with an interpolation of the viscosities ν L/V of the pure phases ν(ϕ) =
The total energy of the system (2.1)-(2.3) at time t is defined as
(2.9)
Remark 2.1.
1. The phase field ϕ is in general an artificial variable, however in this case it can be viewed as a mass fraction ϕ = m V m , with the mass m V of the vapor constituent and the total mass m of the fluid. Assuming an impermeable wall, the velocity must satisfy the boundary condition v · n = 0 on ∂ Ω.
(2.10) Additionally, the system is endowed with initial conditions
However, in order to close the system (2.10) does not su ice. In the following section we derive a complete set of boundary conditions that allow for moving contact lines (MCL).
Boundary Conditions
The system (2.1)-(2.3) needs to be complemented with initial and boundary conditions. We are interested in MCL problems. With a sharp interface point of view, the contact line is the intersection of the liquid-vapor interface with the solid wall. The requirement of a contact line moving along the wall renders the derivation of boundary conditions nontrivial. Figure 1 depicts a sketch of a compressible droplet impact scenario with the rebound shock wave dynamics and a moving contact line. We derive appropriate boundary conditions to handle MCL problems with the phase field system (2.1)-(2.3) in this section.
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Gas Ω Figure 1 : Sketch of a compressible droplet impingement on a flat wall with moving contact line.
For the incompressible case so called general Navier boundary conditions (GNBC) have been derived [15, 16] . Motivated by these works we extend GNBC to the compressible case. Because phase field modelling goes well with energy principles we add a wall free energy term ∂ Ω g (ϕ) ds to the total energy E from (2.9) and obtain
(2.12)
Here g (ϕ) is the interfacial free energy per unit area at the fluid-solid boundary depending only on the local composition [16] . The specific choice for g is motivated by Young's equation. With a sharp interface point of view we have
with the surface free energy σ of the liquid, the static contact angle θ s , surface free energy σ S of the solid, and interfacial free energy σ LS between liquid and solid, see Figure  2 . We prescribe the di erence in energy for g , i.e.
.
Then, we choose a smooth interpolation between the values ± ∆g
. However, it was shown in [15] that the choice of the kind interpolation has no large impact. Hence, for reasons of consistency we use h as interpolation function. With (2.13) we obtain
A variation δϕ of ϕ leads to a variation δE tot of the total energy (2.12), that is
Here,
can be interpreted as uncompensated Young stress [15] . The boundary tangential vector is denoted by τ and n denotes the outer normal. Thus, L (ϕ) = 0 is the Euler-Lagrange equation at the fluid-solid boundary for minimizing the total energy (2.12) with respect to the phase field variable. We assume a boundary relaxation dynamics for ϕ given by
∂ τ , and finally we obtain
In order to complete the derivation of the GNBC we incorporate a slip velocity boundary condition. In single phase models the slip velocity is o en taken proportional to the tangential viscous stress. However, in our case we also have to take the uncompensated Young stress into account. In [15] it is shown from molecular dynamic simulations that the slip velocity should be taken proportional to the sum of the tangential viscous stress and the uncompensated Young stress. Hence, with the slip length β > 0 we prescribe the boundary condition
Away from the interface the last term in (2.18) drops out and we have the classical Navier-slip condition but in the interface region the additional term acts and allows for correct contact line movement.
In summary we obtain the following GNBC for the MCL problem v · n = 0,
The GNBC (2.19), (2.20), (2.21) contain certain subcases. For α → ∞ we obtain the static contact angle boundary condition and with β → ∞ we end up with no-slip boundray conditions.
Energy Inequality
For isothermal models thermodynamical consistency means to verify that solutions of the problem at hand admit an energy inequality. Precisely, we have for the system (2.1)-(2.3) the following result.
Then for all t ∈ (0, T ) the following energy inequality holds:
As expected the energy inequality renders phase transition, viscosity, wall slip, and composition relaxation at the solid interface to be drivers of energy with respect to entropy dissipation.
Proof. In a straightforward way we compute:
Now we use (2.1)-(2.3) to replace the time derivatives in the volume integrals. Using (2.7) we obtain a er basic algebraic manipulations
We integrate by parts and have
With the boundary conditions (2.19)-(2.21) we finally obtain
This concludes the proof.
Surface Tension
There are di erent interpretations of surface tension. It can be either viewed as a force acting in tangential direction of the interface or as excess energy stored in the interface [10] . In line with our energy-based derivation we consider a planar equilibrium profile and integrate the excess free energy density over this profile. We assume that static equilibrium conditions hold, i.e. v = 0. The planar profile is assumed to be parallel to the x -axis and density, velocity and phase field are independent from t , y , and z . Then the equilibrium is governed by the solution of the following boundary value problem on the real line. (2.28)
As mentioned before, surface tension can be defined by means of excess free energy. Roughly speaking an excess quantity is the di erence of the quanity in the considered system and in a (sharp interface) reference system where the bulk values are maintained up to a dividing interface. The interface position x 0 is determined by vanishing excess density.
In summary we define surface tension σ via the relationship
where ( , ϕ) is a solution of (2.23)-(2.25). Using (2.27) we have
(2.30)
(2.31)
In the last step we used the transformation from x to ϕ integration. This is possible since can be wri en in dependence on ϕ: Assuming convex free energies f L/V in (2.4), we have convex ψ in and from (2.26) follows with the implicit function theorem = (ϕ).
One can see that the surface tension is mainly dictated by the double well potential W (ϕ).
There is a contribution due to the equations of state of the di erent phases, however in the sharp interface limit, i.e. γ → 0 this contribution vanishes. This is a di erence to (quasi-)incompressible models like [12] . There is no contribution due to the equation of states and the surface tension is purely determined by the double well function. Of course surface tension is a material parameter and given by physics dependening on the fluids and walls considered. Therefore, in simulations the double well should be scaled accordingly to yield the correct surface tension.
Numerical Experiments
The phase field system (2.1)-(2.3) is of mixed hyperbolic-parabolic type. This complicates the derivation of discretization methods. An appropriate choice are discretizations based on discontinuous Galerkin methods. In fact even versions which reproduce the energy dissipation precisely are available [7, 17, 11] . The key idea behind those schemes is to achieve stabilization through the exact approximation of the energy, that means the energy inequality (2.22) should be fullfilled exactly on the discrete level without introducing numerical dissipation. This helps to prevent increase of energy and possibly associated spurious currents. Additionally, the schemes are designed such that they preserve the total mass. Motivated by [7, 11] we derived such a scheme for the system (2.1)-(2.3), for details we refer to [14] . In the following we present three numerical simulations using this scheme.
Choice of Parameters
For the equations of state in the bulk phases, we choose sti ened gas equations
In order to avoid prefering on of the phases, we choose the minima of the two free energies to be at the same height. Due to surface tension the density inside a liquid droplet is slightly higher than the value which minimizes f L . The value of the surrounding vapor is slightly lower than the minimizer of f V . We choose the initial density profile accordingly. For the bulk viscosities we set ν L = 0.0125 and ν V = 0.00125. If not stated otherwise, the capillary parameter is taken γ = 5 · 10 −4 and the mobility η = 10. The polynomial order of the DG polynomials is 2.
Merging Droplets
In order to illustrate that phase field models are able to handle topological changes, we consider the example of two merging droplets. Initially we have no velocity field, v 0 = 0 and look at two kissing droplets. The computational domain is We can observe that the model handles topological changes easily. However, the dynamics of the phase field relaxation are determined by the mobility η which needs to be chosen according to the problem. This is illustrated in Figure 4 , where the total energy over time for di erent values of the mobility η is plo ed. The numerical scheme is designed to mimic the energy inequality (2.22) on the discrete level. The discrete energy decreases, as expected from (2.22) the higher the value of η, the higher the energy dissipation.
Contact Angle
In this example we adress droplet wall interactions. We consider the case of static contact angle. This means we let the relaxation parameter α in (2.17) tend to infinity. In the limit we obtain the static contact angle boundary conditions: We set the static contact angle θ s = 0.1π ≈ 18 • . The computational domain, density values and EOS parameters are like in Section 3.2. As initial condition we use a droplet si ing on a flat surface with a contact angle of 90 • . The droplet position is (0.5, 0) with radius 0.2. Since the initial condition is far away from equilibrium we have dynamics on the wall-boundary towards the equilibrium configuration. Thus, we can observe a we ing dynamic, see Figure 5 . The wall contribution leads to a large force on the boundary, which renders the system sti . Although we have an implicit scheme we increased the interface width to be able to handle the boundary terms. Hence, we chose in this simulation γ = 10 −2 .
Droplet Impingement
With this example we consider droplet impingement. The computational domain is the same as in Section 3.2. As initial condition we use a droplet at (0.5, 0.2) with radius 0.1.
The parameters for the equations of states are α L = 5, β L = −0.8, γ L = 5.5, α V = 1.5, β V = 1.8, γ V = 0.084. The inital density profile is smeared out with value L = 1.2 inside and V = 0.3 outside the droplet. In contrast to sharp interface models based on the Navier-Stokes equations, phase field models can still have contact line movement even if no-slip conditions are used. This is due to the fact that the contact line is regularized and the dynamics are driven by evolution in the phase field variable rather than advective transport. This can be seen in Figure 6 where a droplet impact with noslip conditions is simulated. This is a special case of the GNBC, with α → ∞ and β → ∞. It can be seen that the generalized chemical potential µ is low at the contact line which leads to fast dynamics in the phase field. This leads to a moving contact line. Additionally, we can see the (smeared out) shock waves in the vapor phase and also in the liquid phase where the shocks move faster due to a higher speed of sound in the liquid phase.
Summary and Conclusions
In this work we presented a phase field approach to model and simulate compressible droplet impingement scenarios. To be precise, we introduced a compressible Navier-Stokes-Allen-Cahn model in Section 2.1. We discussed modelling aspects, with emphasis on the energy-based derivation. We highlighted the connection of thermodynamic consistency with an energy inequality. Further, we proved in Theorem 2.2 that solutions to the system fulfill this inequality. Surface tension can be interpreted as excess free energy. We quantified the amount of surface tension present in the model in Section 2.4. Moving contact line problems need special a ention with respect to boundary conditions. Hence, physical relevant boundary conditions were derived as Generalized Navier Boundary Conditions in Section 2.2. In Section 3 numerical examples were given. In future work we implement the general, dynamic version of the GNBC to obtain je ing phenomena in the impact case.
