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2012Abstract
Antigenic variation processes play a central role in parasite invasion and
chronic infectious disease, and are likely to respond to host immune mech-
anisms and epidemiological characteristics. Whether changes in antigenic
variation strategies lead to net positive or negative effects for parasite ﬁt-
ness is unclear. To improve our understanding of pathogen evolution, it
is important to investigate the mechanisms by which pathogens regulate
antigenic variant expression. This involves consideration of the complex
interactions that occur between parasites and their hosts, and top-down
and bottom-up factors that might drive changes in the genetic architecture
of their antigenic archives.
Increasing availability of pathogen genomic data offers new opportuni-
ties to understand the fundamental mechanisms of immune evasion and
pathogen population dynamics during chronic infection. Motivated by the
growing knowledge on the antigenic variation system of the sleeping sick-
ness parasite, the African trypanosome, in this thesis, we present different
models that analyze antigenic variation of this parasite at different biolog-
ical scales, ranging from the within-host level, to between-host transmis-
sion, and ﬁnally the parasite genetics level.
First, wedescribemechanisticallyhowthestructureoftheantigenicarchive
impacts the parasite population dynamics within a single host, and how
it interplays with other within-host processes, such as parasite density-
dependent differentiation into transmission life-stages and speciﬁc host
immune responses. Our analysis focuses ﬁrst on a single parasitemia
peak and then on the dynamics of multiple peaks that rely on stochas-
tic switching between groups of parasite variants. We show that the in-
terplay between the two types of parasite control within the host: spe-ciﬁc and general, depends on the modular structure of the parasite anti-
genic archive. Our modelling reveals that the degree of synchronization
in stochastic variant emergence (antigenic block size) determines the rel-
ative dominance of general over speciﬁc control within a single peak, and
can divide infection scenarios into stationary and oscillatory regimes. A
requirement for multiple-peak dynamics is a critical switch rate between
blocks of antigenic variants, which depends on host characteristics, such
as the immune delay, and implies constraints on variant surface glycopro-
tein (VSG) archive genetic diversiﬁcation.
Secondly, we study the interactions between the structure and function of
the antigenic archive at the transmission level. By using nested modelling,
we show that the genetic architecture of the archive has important con-
sequences for pathogen ﬁtness within and between hosts. We ﬁnd host-
dependent optimality criteria for the antigenic archive that arise as a re-
sult of typical trade-offs between parasite transmission and virulence. Our
analysis suggests that different traits of the host population can select for
different aspects of the antigenic archive, reinforcing the importance of
host heterogeneity in the evolutionary dynamics of parasites.
Variant-speciﬁc host immune competence is likely to select for larger anti-
genic block sizes. Parasite tolerance and host life-span are likely to select
for whole archive expansion as more archive blocks provide the parasite
with a ﬁtness advantage. Within-host carrying capacity, resulting from
density-dependent parasite regulation, is likely to impact the evolution
of between-block switch rates in the antigenic archive. Our study illus-
trates the importance of quantifying the links between parasite genetics
and within-host dynamics, and suggests that host body size might play a
signiﬁcant role in the evolution of trypanosomes.
In Chapters 4 and 5 we consider the genetics behind trypanosome anti-
genic variation. Antigen switch rates are thought to depend on a range of
genetic features, among which, the genetic identity between the switch-
off and switch-on gene. The subfamily structure of the VSG archive is
important in providing the conditions for this type of switching to occur.We develop a hidden Markov model to describe and estimate evolutionary
processes generating clustered patterns of genetic identity between closely
related gene sequences. Analysis of alignment data from high-identity
VSG genes in the silent antigen gene archive of the African trypanosome
identiﬁes two scales of subfamily diversiﬁcation: local clustering of se-
quence mismatches, a putative indicator of gene conversion events with
other lower-identity donor genes in the archive, and the sparse scale of
isolated mismatches, likely to arise from independent point mutations. In
addition to quantifying the respective rates of these two processes, our
method yields estimates for the gene conversion tract length distribution
and the average diversity contributed locally by conversion events. Model
ﬁtting is conducted for a range of models using a Bayesian framework. We
ﬁnd that gene conversion events with lower-identity partners are at least 5
times less common than point mutations for VSG pairs, and the average
imported conversion tract is short. However, due to the high frequency of
mismatches in converted segments, the two processes have almost equal
impact on the rate of sequence diversiﬁcation between VSG sub-family
members. We are able to disentangle the most likely locations of point
mutations vs. conversions on each aligned gene pair.
FinallywemodelVSGarchivediversiﬁcationattheglobalscale, asaresult
of opposing evolutionary forces: point mutation, which induces diversiﬁ-
cation, and gene conversion, which promotes global homogenization. By
adopting stochastic simulation and theoretical approaches such as popula-
tion genetics and the diffusion approximation, we ﬁnd how the stationary
identity conﬁguration of the archive depends on mutation and conversion
parameters. By ﬁtting the theoretical form of the distribution to the current
VSGarchiveconﬁguration, weestimatetheglobalratesofgeneconversion
and point mutation. The relative dominanceof mutation as an evolutionary
force quantiﬁes the high divergence propensity of VSG genes in response
to host immune pressures.
The success of our models in describing realistic infection patterns and
making predictions about the ﬁtness consequences of the parasite anti-genic archive illustrates the advantage of using integrative approaches that
bridge between different biological scales. Even though quantifying the
genetic signatures of antigenic variation remains a challenging task, cross-
disciplinary analyses and mechanistic modelling of parasite genomic data
can help in this direction, to better understand parasite evolution.Contents
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xxixChapter 1
Background
1.1 Introduction
Pathogensinteractwiththeirhostsincomplexways, usingsubtlestrategiesforimmune
evasion and for establishing chronic infection (Frank, 2002; Schimd-Hempel, 2008).
Current research in immunology and microbiology shows that parasite evasion of host
immunity occurs in a wide range of pathogens, employs a wide range of molecular
mechanisms and generates a variety of pathogenic outcomes.
Among the most sophisticated parasite survival strategies is antigenic variation
(Barbour et al., 2006), where individuals within the proliferating parasite population
change their surface molecules and so present different antigens to the host. This phe-
notypic variation is achieved in different ways: by mutation, recombination or by the
expression of archived genetic variants.
At the within-host level, antigenic variation allows the parasite to avoid impending
antibody responses and characteristically yields an oscillating parasite load over long
periods (Barbour & Restrepo, 2000; Barry, 1997). By affecting infection duration, host
infectiousness and immune history, antigenic variation over the course of individual
infections, has also signiﬁcant epidemiological implications at the population level,
often contributing to the persistence of infectious diseases like malaria and sleeping
sickness in many countries. More generally, the amount of new variation and the types
of new variants generated have an impact on antigenic polymorphism and the pace of
evolutionary change (Frank, 2002).
11.1 Introduction
The phenomenon of immune evasion was discovered more than 100 years ago by
Paul Ehrlich, who in 1908reported for theﬁrst time onthe ‘disappearance ofreceptors’
in African trypanosomes, a mechanism now known as antigenic variation. Since then,
different aspects of antigenic variation have been studied at various levels of detail
and in different systems, including the major parasite groups such as bacteria (E.coli,
Borrelia hermsii), viruses (HIV) and protozoa (Plasmodium falciparum, Trypanosoma
brucei).
One of the most intensively studied systems of antigenic variation is that of the
parasite African trypanosome (see Barry & McCulloch (2001) for a review). Try-
panosoma brucei is a protozoan, transmitted by the tsetse ﬂy, found in Equatorial and
sub-Saharan Africa, able to infect a wide range of host species, including humans,
livestock and wild mammals. It generally causes the chronic disease, human sleeping
sickness, very difﬁcult to treat, and poses a heavy economic burden to the communities
affected. Given the devastating effects of this disease, there is a real need for further
studies, better control programmes and drug development.
With increasing availability of genomic data (Berriman et al., 2005), recent ad-
vances in our understanding of trypanosome within-host processes and mechanisms of
antigenic variation (Lythgoe et al., 2007; Marcello & Barry, 2007b; Turner, 1999) are
calling for an integrated framework, where parasite genetics and within-host parasite
dynamics can ﬁnally be linked. This integration has the potential to deepen our un-
derstanding of the population dynamics of trypanosomes and similar pathogens within
hosts, reveal their intrinsic dependence on parasite genetic processes, and ultimately
highlight their consequences for between-host transmission and disease epidemiology.
Such cross-scale understanding is becoming essential for controlling infectious dis-
ease (Haydon & Mathews, 2007). Within-host population ecology of antigen switch-
ing pathogens is not a new topic but increasing access to genetic data provides us with
a rapidly widening opportunity to understand the evolutionary ecology of antigenic
variation.
The main focus of this thesis are African trypanosomes and their antigenic diver-
sity. Our aim is to investigate the role and consequences of trypanosome antigenic
variation at different biological levels, starting from the within-host level, then moving
towards between-host population dynamics and ﬁnally addressing some of the genetic
processes that might be responsible for shaping the parasite diversity at the molecular
21.2 African Trypanosomes
level. The generation and maintenance of the antigenic variation machinery is perhaps
the most important life-history trait of this pathogen. Addressing the interplay of both
top-down and bottom-up factors involved in this parasite trait remains a key challenge
for understanding trypanosome evolution.
1.2 African Trypanosomes
1.2.1 Medical and economic signiﬁcance
African trypanosomes pose a severe problem in much of sub-Saharan Africa because
of the pathogenic effects of their infections and the huge socio-economic losses re-
sulting from the disease. Disease in livestock is caused primarily by the three tsetse-
transmitted trypanosome species: T.congolense, T. vivax and T.brucei. Possibly as a
result of their co-evolution, trypanosomes are often non-pathogenic in many wild ani-
mals, and some breeds of cattle, such as N’Dama (Taylor, 1998).
There are three main subspecies of Trypanosoma brucei: T.b. brucei, T.b. gambi-
ense and T.b rhodesiense. Although the three subspecies can infect wildlife and live-
stock, only T.b. gambiense and T.b. rhodesiense can infect humans, with signiﬁcant
differences in their epidemiology and hence prospects for control. The epidemiology
of human African trypanosomiasis (HAT) has been comprehensively covered by Wel-
burn et al. (2004) and an epidemiological update is available from the WHO (WHO,
2006). For a review on trypanosome molecular epidemiology see (Hide & Tait, 2004).
T.b. gambiense infection causes a chronic, slow wasting disease which can be
asymptomatic for months or even years, and ultimately causes death if untreated. This
is known as sleeping sickness and occurs in West and central Africa (Welburn et al.,
2001) and is transmitted by tsetse ﬂies of the Palpalis group (see Figure 1.1). The
term ‘sleeping sickness’ comes from the symptoms of the neurological phase of infec-
tion, which include confusion, reduced coordination, and disruption of the sleep cycle,
fatigue punctuated with manic periods leading to daytime slumber and night-time in-
somnia. Humans are the principal reservoir of T.b. gambiense. For the infected human
the disease develops ﬁrst from a hemolymphatic stage with mild symptoms, includ-
ing fever, headaches, joint pains and itching, into a second stage, where the parasites
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Figure 1.1: Geographical distribution of Trypanosomiasis in Africa showing the epidemiologi-
cal status of countries considered endemic for the disease. Map obtained from Simarro et al.
(2008). doi:info:doi/10.1371/journal.pmed.0050055.g003.
cross the blood brain barrier and establish a cerebral infection. However, there is un-
certainty about the actual duration of both stage 1 and stage 2 infection, particularly
with respect to how long a patient remains infectious (Checchi et al., 2008). These
differences can be exploited for disease control. A review of published evidence on
the natural progression of gambiense HAT in the absence of treatment emphasizes the
need for further studies of chronic carriage and human trypano-tolerance.
The evolution of a well-tuned system of immune evasion enables these parasites,
similar to other vector-borne pathogens (Barbour & Restrepo, 2000), to establish infec-
tions that can persist within the human host for considerable periods of time. Antigenic
variation allows the parasite to be one step in front of the hosts’ immune defence mech-
anisms, therefore, all efforts to develop a vaccine against trypanosomiasis have been
ineffective. Acquired immunity is rarely fully protective against reinfection and its ef-
ﬁcacy seems to depend on the duration and intensity of past exposure to infection. In
many instances, the mechanisms that facilitate parasite persistence and repeated host
infection are not sufﬁciently understood.
T.b. rhodesiense is zoonotic, it causes a much more acute form of the disease
which is fatal within weeks if untreated. T.b. rhodesiense occurs east of the Rift Valley
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and its vectors are ﬂies from the Morsitans group. Its predominant reservoir is cattle.
Uganda is the only country where both forms of HAT are known to occur. Despite
having separate foci, there has been concern that the two subspecies will soon overlap
because of the transport of infected cattle to Western Uganda (Picozzi et al., 2005).
Lastly, the subspecies T.b. brucei occurs throughout sub-Saharan Africa. It is not
infective to humans because it is rapidly lysed in the human serum, but it infects most
animal agriculture. Trypanosomiasis in domestic animals is termed ‘nagana’. Nagana
is of much economic importance because where it is prevalent, meat, milk, dung and
draft power production are greatly reduced or lost altogether.
Current chemotherapy treatment for HAT is complex, since special drugs have to
beusedforthedifferentdevelopmentstagesofthedisease, aswellasforthesubspecies
of parasite concerned (Brun et al., 2010). Pentamidin is a drug efﬁcient only against
T.b. gambiense and applied only in the ﬁrst stage of the disease. Its action against
the parasite is mainly to inhibit the uptake of critical nutrients such as cholesterol and
phospholipids. Melarsoprol is the only approved drug for effectively treating both
subspecies of human African trypanosomiasis in its advanced stage. Its uptake by
the trypanosome is highly toxic and leads to rapid lysis of the parasite. However,
the drug’s potency is constrained due to a severe side effect: encephalopathy, a series
of permanent brain injuries which develop in 5% of treated patients. In addition to
the deleterious treatment with Melarsoprol, the number of drug-resistant strains of T.
brucei seems to be increasing. Mechanisms of drug resistance have been elucidated
and the need for promising strategies for research into new anti-parasite compounds
is urgent. However, the optimal ways in which to devise HAT control policies in
light of the differing biology and epidemiology of the parasites depend on the wider
aspectsofcontrolpolicy, includingtheresponsibilitiesofindividuals, governmentsand
international organisations in control programmes (Fevre et al., 2006).
1.2.2 Antigenic variation and the VSG archive
Trypanosomes have a coat composed of around 5:5106 molecules of variant sur-
face glycoprotein (VSG) covering their whole surface. The gene encoding this protein
undergoes variation, through the sequential switching of different archived copies into
expression sites (Berriman et al., 2005). VSG genes are parasite antigens that stimulate
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a speciﬁc immune response because each molecule contains one or more epitopes rec-
ognized by host antibodies. The parasites expressing a particular VSG gene represent a
particular antigenic variant. Immune evasion occurs when a speciﬁc immune response
against one antigenic molecule fails to recognize a variant antigenic molecule. The
antigenic variants usually differ at one or more epitopes, the sites recognized by spe-
ciﬁc immunity. The sequential replacement of different variants through the course of
an infection leads to an oscillating parasite load (Figure 1.2), characteristic of many
antigenically-varying pathogens.
Figure 1.2: A typical trypanosome infection in a cow develops as a series of parasitaemia peaks.
Each relapse corresponds to a new group of antigenic variants being expressed by the parasite.
Image found in (Barry, 1986), where the particular host depicted eventually self-cured and
cleared the infection. Longitudinal parasitaemia proﬁles such as this one are scarce in the
literature, astheyarehardtoobtainexperimentally. Themajorityofstudiestypicallyfocuseson
laboratory mice infected with T.b. brucei and analyzes only the ﬁrst few weeks of an infection.
Different VSG genes are selected through a switching process from an archive of
2000 silent VSG genes encoding different forms of this protein. In contrast to viral
antigenic variation obtained through continuous mutation, the antigenic variation of
trypanosomes and other protozoa relies on expression of genes stored in the parasite
genome. Switches in expression occur at a rate of up to 10 2 per cell division (Turner,
1997). The switch mechanism is mainly gene conversion of archival copies into a
transcriptionally active bloodstream expression site (BES). Gene conversion is a type
of intragenomic recombination that converts all or part of the target sequence without
altering the donor sequence. Only one out of around 20 possible BES is active at any
time. Thus, the parasite can also change expression by switching between different
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expression sites. However, the mechanisms leading to switching between transcription
sites is not fully understood (Morrison et al., 2009).
Typical of antigenic variation, trypanosome infections show hierarchical variant
expression, in which some variants appear early in infections and others appear pro-
gressively later (Barry, 1986; Capbern et al., 1977; Gray, 1965; Morrison et al., 2005).
This hierarchical expression has been suggested to be mediated by genetic properties
of different VSG genes, such as their location in the parasite genome (Barry, 1997;
Marcello & Barry, 2007a; Morrison et al., 2005; Turner, 1999). Generally during an
infection, intact VSG genes, located in telomeric regions of minichromosomes are ac-
tivated ﬁrst, subsequently followed by expression of subtelomeric array VSG genes,
and ﬁnally ‘mosaic’ VSG genes assembled from pseudogenes start to be expressed
and dominate in the chronic phase Morrison et al. (2009); Thon et al. (1990).
Figure 1.3: The structure and composition of the genomic reservoir of VSGs was determined as
part of the genome project (Berriman et al., 2005). There are between 1000 and 2000 potential
VSG sequences, however among them, only 5% encode functional VSG open reading frames
(ORFs) and of the remainder 9% encode an ORF for a VSG with atypical primary structure.
The rest,  65 % consist mainly of disrupted VSG ORFs (pseudogenes) containing frame shifts
and/or stop codons and the remainder are fragmentary genes (Marcello & Barry, 2007a).
In fact, most archive VSG genes ( 95%) are pseudogenes (Fig.1.3), i.e. nonfunc-
tional genes unable to code for protein, typically with omitted sections or premature
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stop codons, and they can be expressed only after recombining multiple times with
other members of the archive to produce an intact, mosaic gene, a set of events that
occur with low probability. ‘Mosaic’ VSGs genes can be formed by replacing part
of the expressed VSG with a structurally homologous region from the archive. The
combinatorial nature of mosaic formation together with the vast silent VSG archive
provides the parasite with a theoretically limitless antigenic variation potential, and is
the primary barrier to vaccine development.
As shown by Marcello & Barry (2007a), about 60% of VSG genes are unique,
distantly related to other VSGs, the rest occur in subfamilies of two to four close ho-
mologs (> 50% peptide identity). This small subfamily structure of the archive seems
to be fundamental in providing the interacting donors for mosaic formation (Marcello
& Barry, 2007a), and thus for the maintenance of chronic infection.
Within each locus type, there appear to be ﬁner degrees of ordering, and recent
studies by Frank (1999) and Lythgoe et al. (2007) have shown that antigen switch rates
can range widely, in particular over discontinuous orders of magnitude. However, what
exactly controls switch rates at the genetic level remains only partly understood. The
general consensus seems to point so far towards intrinsic properties of the gene that is
currently expressed, such as locus type, properties of the gene that is being activated
such as number of repeats in the ﬂanking regions, and/or mutual properties of the gene
pair, such as pairwise homology of their two sequences.
1.2.3 The importance of VSG N-terminal domains
VSG genes of African trypanosomes consist of a hypervariable N-terminal domain of
350-400 residues and a more conserved C-terminal domain of 40-80 residues - encod-
ing the portion of the VSG protein that is anchored to the plasma membrane (Carring-
ton et al., 1991). The N-terminal domains encode for the portion of the VSG protein
that contain exposed surface loops thought to bear the variable epitopes (Hsia et al.,
1996; Miller et al., 1984) and determine antigenicity. These domains can adopt a very
similar alpha-helical coiled-coil higher order structure (Blum et al., 1993), and have
been categorized into three types A, B, and C, according to features of the primary
structure: the location of the conserved cysteine residues and the presence of a hep-
tad repeat in the region underlying the coiled coil (Figure 1.4(a)). As the two VSG
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Figure 1.4: a) N-terminal VSG domains. Image from (Marcello & Barry, 2007b). Neighbor-
joining tree based on ClustalX-generated multiple sequence alignment of predicted peptide
sequences of 725 sequences. The three domain types A, B, and C, are colored individually (by
HyperTree) as shown in the key. b) Empirical histograms of nucleotide pairwise identity across
genes in the two major VSG N-terminal types, nA and nB domains, reﬂect a high variability
among genes in this region.
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domains differ in structure, function, and evolution and are subject to independent re-
combination, they are usually considered separately.
The VSG gene family is large and complex, displaying diversity in both domains
(Carrington et al., 1991). Genomic sequence determination of T. brucei strain TREU
927 has now greatly expanded the VSG sequence data set, allowing for more global
analyses of sequence variability, which might shed light on the balance between struc-
tural constraints, the processes of epitope diversiﬁcation and the antigenic variation
potential of this parasite. It is thought that telomere-proximal genes such as those
located on minichromosomes are activated ﬁrst during the course of antigenic varia-
tion in African trypanosome infections, and that later, subtelomeric genes and mosaic
genes assembled from pseudo-VSG genes are expressed. Amongst N- terminal do-
main types, only about one in three is theoretically “functional” (Marcello & Barry,
2007a), suggesting that the basis for a high proportion of the archive being degenerate
is defective C termini, through presence of stop codon(s), frameshift(s), or disruption
of cysteine pattern.
As a result, one third of N-terminal domains possibly can be utilized directly, by
combining with a functional C-terminal domain from, for example, the VSG already
present in the expression site and give rise to a mosaic gene. The genetic identity
among VSG genes underlies the formation of expressed mosaic genes. High identity
between the coding sequences of donor and recipient genes is believed to increase
the chances of homologous recombination. This process is crucial during the chronic
stages of African trypanosome infections, when the parasite has already expressed all
functional antigens stored in its genome, and starts to express new mosaic genes. It
is thus likely that the pairwise genetic identity conﬁguration in the VSG archive (see
Figure 1.4(b)) is subject to constant modulation by evolutionary forces that tend to
optimize it, in order to facilitate mosaic gene formation, so important for the survival
of this parasite within its vertebrate host. Despite the importance of processes such
as point mutation and gene conversion on the general diversiﬁcation of multi-gene
families, their role on the evolutionary dynamics of VSG archive diversiﬁcation in
African trypanosomes has not yet been quantiﬁed.
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Figure 1.5: Trypanosoma brucei live extracellularly in the blood of the vertebrate host. Image
from http://www.pnas.org/content/100/3/F1.medium.gif.
1.2.4 Growth, differentiation and host immunity
This seemingly simple genetic basis for variation interacts at the within-host popula-
tion level, however, with a number of parasite processes, including growth, death and
differentiation, and host processes, most notably acquired immune responses against
the antigens that are subject to antigenic variation. A considerable amount is known
about parasite and host factors inﬂuencing antigenic variation in trypanosomes. In the
mammalian host, the parasite lives extracellularly in the bloodstream (see Figure 1.5).
There are two morphological forms of the parasite: the dividing “slender” form and
the non-dividing “stumpy” form. It is only the stumpy form that can effectively infect
the tsetse (Dean et al., 2009), because it is pre-adapted to the vector environment and
thus is able grow in the tsetse salivary glands.
In the mammalian host, slender cells differentiate to stumpy cells in a density-
dependent manner (Reuner et al., 1997). In addition to the parasite’s ability to sense
and respond to its local environment, another general feature of protozoan parasites is
such a capacity to arrest their development. Frequently, protozoan parasites stop pro-
liferation before undergoing differentiation that generates transmissible forms. This
strategy is similar to the quiescence manifested in other eukaryotic cells, used to tol-
erate harsh environmental changes. Developmental arrest is thought to have the ad-
vantage of limiting the risk of lethal DNA replication errors that can occur during cell
division (Mathews, 2011). Crucially, for parasites, it can also prevent uncontrolled
proliferation in the host, which if unregulated could lead to host damage or death and
so limit transmission potential. Consequently, the total parasite population reaches a
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maximum carrying capacity. In trypanosomes, this has been measured in immunosup-
pressed hosts, and has been shown to equal the maximum height of infection peaks in
normal infections (Balber, 1972; Hajduk & Vickerman, 1981; Luckins, 1972).
There is also symmetry in growth across different variants. Thus, there is maxi-
mally only a 10% variance in the growth rates of trypanosome clones isolated from
the same infection, and any differences do not correlate with the VSG expressed (Seed,
1978). In addition, the kinetics of induction of immunity (Gray, 1965) and variant
clearance (Hajduk & Vickerman, 1981) are common between variants. The general
picture, at least for variants that appear early in infection, is that variant-speciﬁc re-
sponses arise rapidly and persist for prolonged periods (Gray, 1965; Morrison et al.,
2005), and that cross-protection among variants does not occur. Recently, however it
has been shown that the capacity of a host to control an infection may be limited: in in-
bred mice, the supply of naive B-cells can decrease dramatically during a trypanosome
infection, with the subsequent decrease in the rate of production of speciﬁc antibodies
(Radwanska et al., 2008).
Antibody (IgM and IgG) seems to be the most important part of the immune re-
sponse against trypanosomes, which live in the bloodstream. Antibodies can damage
parasitesdirectly, enhancetheirclearancebyphagocytosis, activatecomplement, block
their entry into host cells and possibly neutralise parasite products. However, antibod-
ies produced during infection have potentially pathogenic consequences if they bind to
‘self’ antigens, are of low speciﬁcity, block binding of protective antibodies or mediate
complement depletion. Comparative studies of trypanotolerant and trypanosensitive
breeds of cattle have revealed that there are signiﬁcant differences in their antibody
responses against trypanosomes and pathogenic effects experienced (Taylor, 1998).
So far, most of the empirical studies of trypanosomes have been based on labo-
ratory experiments performed on mice and have considered only the ﬁrst weeks of
infection. Due to their low survival of trypanosome infections, mice may not be ideal
hosts for studying the full scale and characteristics of antigenic variation. Experimen-
tation on more natural hosts such as cattle or sheep might yield better insight into the
true mechanisms involved.
A deﬁnitive analysis of the variant-speciﬁc antibody response developing through-
out the chronic phase has however not yet been achieved. As argued by Taylor (1998),
this would require the quantitative identiﬁcation of all the variants expressed and the
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associated variant-speciﬁc antibodies. Because antibodies are absorbed and cleared
from circulation, serum antibody titres do not accurately reﬂect antibodies produced
at the cellular level. Perhaps, antibody production rather than titres needs to be de-
termined. Another difﬁculty comes from the observation that due to their capacity to
attach to endothelial cells lining blood vessels, or to invade tissues, trypanosomes cir-
culating in the blood may not be representative of the entire population. This means
more accurate methods for sampling parasite populations are required. Thus, key in
extracting all the necessary parameters for within-host dynamics of trypanosomes will
be experiments that : 1) look far into the chronic infection stages; 2) analyze anti-
genic variation in more natural hosts, such as cattle; 3) measure the right quantities
in terms of parasite numbers, antibody titres and antibody production; and 4) quantify
pathogenesis and immunosuppression caused by trypanosome infections.
1.3 Models of antigenic variation
Several theoretical approaches have been used to investigate the within-host popula-
tion dynamics of antigenically-varying pathogens. These can be broadly categorized
as those which: (1) postulate that novel antigen types arise in a continuous manner
(Antia et al., 1996; Nowak et al., 1990; Sasaki, 1994); (2) explicitly take into account
the switch pathways between distinct antigen variants (Agur et al., 1989; Frank, 1999;
Kosinski, 1980; Lythgoe et al., 2007). The ﬁrst group of models are perhaps more ap-
propriatetomodelantigenicdriftinviruses, wherenewantigenicvariantsareproduced
by point mutations at various sites within the pathogen genome, such as in human im-
munodeﬁciency virus (HIV) infections, whereas the second group of models could be
viewed as representing the situation of a ﬁxed antigenic archive, where new variants
appear through the sequential activation of existing silent genes. The latter models are
more appropriate for protozoan pathogens such as Trypanosoma brucei, the causative
agent of sleeping sickness, and Plasmodium falciparum, the malaria parasite, and bac-
teria. No single model or class of models is likely to explain entirely a phenomenon
as complex as antigenic variation; however each of these types of model has improved
our understanding of several important aspects of this process.
Additionally, there are models which neglect antigenic variation altogether, but fo-
cus rather on speciﬁc aspects of the kinetics of host-parasite interaction. These models
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or ‘sub-models’ have attempted to isolate parasite growth and differentiation (Savill &
Seed, 2004; Tyler et al., 2001) or immune response activation and have explored these
features of the dynamics generally over shorter time-scales, for example by modelling
only the early stage of infection, in which antigenic variation plays only a minor part.
These models have been largely motivated by empirical data, and thus have provided
the foundations for the more complex modelling work by yielding concrete estimates
ofkeyparameters. Belowwedescribebrieﬂysomeresultsofafewmodelsonantigenic
variation from the last 30 years, grouping them by their main motivating questions.
1.3.1 Variant order
One of the earliest attempts to model antigenic variation of African trypanosomes is
the study by Kosinski (1980), who was interested in explaining the ordered sequential
emergence of variants through an infection. The model simulated a trypanosome clone
with 90 possible variants, with widely differing variant-speciﬁc growth rates, random
variant origin and variant eradication by a persisting host immune response. Among
the parameters varied were maximum parasitaemia and the growth rate differential
between ‘fast’ and ‘slow’ variants. The study concluded that random generation and
selection by growth rate alone could not produce the degree of variant orderliness
reported in the literature.
In a subsequent study, Agur et al. (1989) modelled within-host antigenic varia-
tion dynamics of trypanosomes. Again, the focus of the model was to explain the
order in the appearance of different variants. They considered the existence of switch-
intermediates as a possible important factor, assuming that there were variants which
could express simultaneously two VSGs in the process of switching from one major
type to another. Hence, in an archive of N variants, their model allowed for N2 possible
variants to arise. The dynamics of each ‘pure’ variant n, on the diagonal, eliciting only
one variant-speciﬁc immune response, were given by:
dvn
dt
= vn

rn

1 
V
K

 uan

; (1.1)
where u denoted the mortality coefﬁcient from immune response an, r the intrinsic
growth rate, and K the total carrying capacity. On the other hand, for the switch-
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intermediates, off-diagonal, experiencing also cross-reactivity, the dynamics were:
dvn;m
dt
= vn;m

rn;m

1 
V
K

 (u0
n;man+u00
n;mam

; (1.2)
where u0
n;m and u00
n;m were the mortality coefﬁcients due to anti-n and anti-m antibodies.
The equations for the immune responses were given by:
dan
dt
= c1bn

vn
vn+C

 c2an; (1.3)
where c1 was the antibody secretion coefﬁcient, and c2 the antibody removal coefﬁ-
cient. Agur et al. (1989) varied the switch probabilities from single expressor variants
to double expressor variants and vice-versa, but the total product of the two resulting
in the switch probability between two major variants was kept ﬁxed. Their study con-
cluded that it was not possible to explain the ordered appearance of variants by affect-
ing the growth coefﬁcients of single expressors or double expressors, or by affecting
the antigen switch probabilities. Rather, a realistic parasitaemia could be obtained if
the majority of switches had a double expressor switch-intermediate phase and if the
double expressors had a differential susceptibility to the immune control.
In malaria, Recker et al. (2004) proposed a theoretical framework to account for
antigenic variation among the variant surface antigens of Plasmodium falciparum, that
relies entirely on suppression by transient partially cross-reactive immune responses.
The dynamics of each variant i were given by:
dyi
dt
= fyi aziyi a
0
wiyi; (1.4)
where each variant has net growth rate f and is cleared at a rate a by the speciﬁc
long-lasting immune response zi, and at a rate a
0
by the transient immune responses
wi against minor shared epitopes. The dynamics of the speciﬁc immune response zi
against strain i was given by:
dzi
dt
= byi µzi; (1.5)
where the parameter b denoted the per capita stimulation rate by antigen, and µ is the
rate of decay of the immune response. The dynamics of the transient cross-reactive
immune response against the minor shared epitopes was given by:
dwi
dt
= b
0
å
j
yj µ
0
wi; (1.6)
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where j refers to all variants that share these epitopes with i. This framework inten-
tionally excludes switching between variants as a means of structuring the appearance
of antigenic variants. The model by Recker et al. (2004) showed that within a ho-
mogeneous host environment, variant-speciﬁc immunity alone is unable to promote
immune evasion, but in combination with partially cross-reactive responses can give
rise to sequential dominance of different antigenic variants. In particular, they showed
that the relative efﬁcacy of transient immune responses increased linearly the peak
parasitaemia within the host and led to a decrease in the duration of infection.
After the early modelling work on the antigenic variation of African trypanosomes,
the study by Lythgoe et al. (2007) was the ﬁrst to consider explicitly the connection
betweenthestructureoftheantigenicswitchmatrixandthegeneticmechanismsgiving
rise to this structure. Their model was given by:
dvi
dt
= rtvi

1 e (V+M)=K

 daivi+å
j
(sjivj sijvi); (1.7)
dmi
dt
= rtvie (V+M)=K  daimi; (1.8)
dai
dt
= ci(1 ai)

vi(t  t)+mi(t  t)
C
x
; (1.9)
where besides growth at rate rt = re t=r and antigen switching at rate sij from i to j,
the dynamics of each variant i was affected also by density-dependent differentiation to
the stumpy non-dividing stage (mi). Both parasite forms experience immune-mediated
clearance at speciﬁc rates d and d. The immune response, given by ai was assumed
to grow in a saturating manner from 0 to 1, following stimulation by antigen above
a threshold C, with a characteristic delay t, and general sensitivity x. By consider-
ing four different types of switch matrices: uniform, inter-dependent, differential and
homology-dependent, Lythgoe et al. (2007) ruled out certain switching patterns and
obtained realistic parasitaemias only for the differential and homology-based switch
matrices, explaining variant order on the basis of a large variation, by orders of mag-
nitude, in the variant differential switch rates.
1.3.2 Diversity threshold and immunity
Focusing on a different pathogen, in a model of HIV dynamics, Nowak et al. (1990)
proposed the existence of a pathogen diversity threshold to be critical in antigenic
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variation dynamics. Their model consisted of the following equations:
dvi
dt
= fi(vi;y) vi(siz+ pixi) i = 1;2;::;n (1.10)
dy
dt
= K dy uvy (1.11)
dxi
dt
= kviy uvxi; i = 1;2;::::n (1.12)
dz
dt
= k
0
vy uvz; (1.13)
where vi denoted the virus population of strain i, y denoted the total CD4+ cell count, xi
denoted the strain-speciﬁc CD4+ cells, and z the cross-reactive immune response. The
reproductive per capita rate of each virus strain was deﬁned as fi(vi;y) = (r
0
i +riy)vi.
In particular, one special case was also considered where the virus strains had the same
characteristics ri = r;pi = p;si = s:
Nowak et al. (1990) showed, that when the number of antigenically distinct virus
strains is below a diversity threshold in the host, given by nc = px=(r sz), the immune
system is able to regulate viral population growth, but when the diversity is above
this threshold, the virus population induces the collapse of CD4+ lymphocyte cells.
This model was the ﬁrst to suggest that antigenic diversity was the cause and not the
consequence of immunodeﬁciency disease.
The later theoretical study by Antia et al. (1996) showed that the interplay be-
tween antigen-speciﬁc and cross-reactive immune responses and pathogen diversity is
crucial for the within-host control of the antigenically-varying pathogen. Their model
consistedofequationsforthedynamicsofeachvariant, pi, thevariant-speciﬁcimmune
response, xi, and the general immune response z:
dpi
dt
= rpi(1 P=c) kpixi k0piz; (1.14)
dxi
dt
= rxi

pi
pi+f

 µxi; (1.15)
dz
dt
= r0z

P
P+f0

 µ0z: (1.16)
The number of parasite variants changed over time as new antigenic types were pro-
duced at a constant rate m. Antia et al. (1996) argued that early in infection, when
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pathogen diversity is low, variant-speciﬁc immune responses are responsible for con-
trolling the pathogen. Later on in infection, after the number of variants surpasses a
certain threshold nc =

µ0f0
r0 µ0

=

µf
r µ

, cross-reactive immune control dominates and
variant-speciﬁc immunity tends to zero. When the rate of production of novel antigenic
variants is sufﬁciently small, the parasite population reaches within-host equilibrium
before the next variant has appeared, yielding a parasitemia that increases in a stepwise
manner, and since the rate of production of new variants in this case is proportional to
the steady-state parasite density P, successive variants appear more and more rapidly.
When the critical number of variants is reached, then the total parasitemia remains con-
stant. In contrast, when the rate of new variant generation is high, Antia et al. (1996)
argue that there will not be sufﬁcient time for the equilibrium to be attained before a
new variant is generated. In this case there is a high but ﬂuctuating parasitemia, for
example, as observed in trypanosome infections. If there is only variant-speciﬁc im-
munity, then with the passage of time the total parasitemia saturates at the carrying
capacity; but when cross-reactive immunity is present, the total parasitemia is con-
trolled at a much lower level by the cross-reactive immune response.
1.3.3 Evolution of antigenic variation
A new theoretical perspective on antigenic variation was brought by Sasaki (1994),
who studied the evolution of antigen drift/switching, based on within-host interactions
between the pathogen and the host immune system. In Sasaki’s study, the evolution-
arily stable mutation or switching rate is the value that maximizes the total number of
transmissions from the infected host to other hosts, i.e. the total reproductive value
of the pathogen (stationary pathogen density in a host). He considered three cases:
(i) the case where the antigen types could be indexed on a one-dimensional lattice
(stepping-stone model) and an antigen could mutate to either one of its two immediate
neighbours with equal rate; (ii) the case of an inﬁnite-allele model, assuming that any
mutation at the antigen-determining sites of the pathogen genome produces a novel
antigen type; (iii) the case of a ﬁnite antigen repertoire, where each antigen type could
switch to one of the other types with equal probability.
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The dynamics for the simplest (stepping-stone) model were given by:
dNk(t)
dt
= [r bBk(t)]Nk(t)+µ

p

Nk+1(t)+Nk 1(t)
2

 Nk(t)

(1.17)
dBk(t)
dt
= aNk(t)Bk(t) (1.18)
where Nk denoted each population of antigen variants, and Bk the corresponding im-
mune response in the host. The parameter µ represented the mutation rate per unit of
time and p the fraction of mutations that contribute to the alteration of antigen. The
parameters a and b represent the efﬁciency of the immune response. The infection
started with just one pathogen type, which was allowed to mutate to neighbouring
types with equal probability as the infection progressed. Approximating the space of
antigenic types fkg by a continuous variable, a partial differential equation was derived
and analyzed.
Among their important ﬁndings, the models by Sasaki (1994) showed that in order
to establish a persistent infection, where the growth rate of each new antigenic variant
is positive, the pathogen should evolve an intermediate mutation rate, because of the
inherent trade-off that the pathogen faces between immune evasion on one hand, and
loss of progeny by lethal mutations on the other. There exists a critical level for the
fraction of deleterious mutations, above which the pathogen cannot maintain itself in
the host, whatever the mutation rate. In the ﬁnite repertoire model, Sasaki showed that
there is a critical size of the repertoire below which the pathogen cannot succeed in
giving rise to a persistent infection.
In another important paper, Frank (1999) was the ﬁrst to use a within-host dy-
namics model to analyze the switch pathways between different antigens through an
evolutionary approach. His antigenic variation model, comprising n variants (i=1;::n)
was given by:
dpi
dt
= rpi(1 P=c) kpiai+å
j
vijpj  piå
j
vji; (1.19)
dai
dt
= raimi

pi
pi+f

 µai+pmi; (1.20)
dmi
dt
= gm2
i (1 mi=d)+bmi

pi
pi+f

 dmi+e; (1.21)
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where pi denoted the level of parasite variant i, ai the variant-speciﬁc immune response
elicited in the host, and mi the variant-speciﬁc immune memory. Key features of this
model were the logistic growth of the parasite up to carrying capacity c, the switching
dynamicsgivenbythe vij terms, thesaturatingnatureofantibodyproductionasaresult
of antigen stimulation, and the contribution of immune memory to faster clearance for
secondary appearances of the same variant over infection.
The analysis and simulations performed by Frank (1999), varying the switch ma-
trix S through evolutionary steps, whereby each entry was randomly determined by
M10 E, suggested that wide variations in the magnitudes of switch rates could be
favoured by natural selection on the basis of their beneﬁcial effect to the parasite, as
they prolonged infections and maximized total parasitaemia within host.
As discussed above, each modelling approach is different and motivated by differ-
ent theoretical questions, often suited to a particular pathogen. The challenge remains
to exploit existing ﬁndings and reﬁne antigenic variation models to consider pathogen
and immune dynamics in greater levels of detail and biological realism, informed and
validated by new empirical ﬁndings. In particular, the wealth of genetic data coming
from the sequencing of pathogen genomes must be exploited to achieve a higher reso-
lution of immune evasion at the molecular level and use this knowledge to make more
quantitative and predictive models.
Furthermore, availability of longitudinal trypanosome infection data and a better
quantiﬁcation of host immune responses could bring substantial improvements to the
study of dynamical processes occurring between this pathogen and its host. The ﬁnal
aim is to reach a thoroughunderstanding, both qualitative and quantitative, ofall mech-
anisms involved in host-parasite interaction and use this understanding to predict infec-
tion outcomes, and work towards concrete control measures against the antigenically-
varying pathogen.
1.4 Trypanosome epidemiology
At the population level, the persistence of a disease as complex as human trypanoso-
miasis depends on the interplay between many factors, among which are the vertebrate
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host, the parasite and the vector responsible for transmission (Figure 1.6). Epidemiol-
ogy tries to study the entire complex, by modelling the interactions between these pop-
ulations and their consequences for disease prevalence, especially in humans (Simarro
et al., 2008). Of the three interactions, probably the greatest importance for explain-
ing epidemiological ﬁndings has been attributed to the understanding of host-vector
relations, and more recently to social, political and economic factors (WHO, 2006).
Figure 1.6: The triangle of epidemiological interactions mediating persistence of Human Try-
panosomiasis in Africa. Successful control of this infectious disease at the human population
level depends on the integration of measures targeting the human and non-human hosts, the
tsetse population and the parasite interactions with them.
In the early part of the twentieth century, human African trypanosomiasis (HAT),
also known as sleeping sickness, decimated the population in many parts of sub-
Saharan Africa. As a result, in the 1930s, the colonial administrations, aware of
the negative impact of the disease on its territories, established disease control pro-
grammes. Systematic screening, treatment, and follow-up of millions of individuals in
the whole continent led to transmission coming to a near halt by the 1960s.
However, with the advent of independence in most HAT-endemic countries, the
newly independent authorities had other priorities to consider. The rarity of HAT
cases, and a decline in awareness of how the disease might rebounce, led to a lack
of interest in disease surveillance. Over time the disease slowly returned (Figure 1.7),
and some thirty years later, ﬂare-ups were observed throughout past endemic areas
(Simarro et al., 2008). This led to the WHO beginning intensive control measures
from 1995 onwards. Between 1997 and 2006, the gambiense form responded well to
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intensive control activities mainly focused on the human reservoir (the animal reser-
voir was considered to play only a minor role in transmission). The number of people
under active surveillance increased, and the number of new cases decreased (WHO,
2006), as illustrated in Figure 1.8. However, control activities focusing on the human
T. b. rhodesiense reservoir were found insufﬁcient to control the disease, probably due
to the impact of the animal reservoir on transmission. Thus, T. b. rhodesiense showed
only a small decrease in the number of cases.
Figure 1.7: The number of new cases of human African trypanosomiasis in Africa in the period
1927-1997. Intensiﬁed control efforts resulted in a sharp decrease in the 1960s, but failure to
maintain them over longer periods led to a disease rebounce in the 1990s. Image from (Simarro
et al., 2008).
1.4.1 Host-vector interaction
Trypanosomes can infect a wide range of host species, but often only one or a few
species act as a reservoir (Rogers, 1988). For T.b. gambiense, which consists of the
90% of HAT reported cases, the human population is thought to serve as the main
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Figure 1.8: A steady decrease in the number of new cases of human African trypanosomiasis
occurred in Africa after the 1990s, when new control and surveillance measures were imple-
mented by the WHO. T.b. gambiense remains the prevalent parasite species causing disease in
95% of the cases. Image from (Simarro et al., 2011).
reservoir, whereas for T.b rhodesiense, representing about 10% of the reported cases,
the reservoir is thought to consist of natural wild populations. African trypanosomi-
asis is essentially a disease affecting agrarian populations and its incidence is greatly
inﬂuenced by the level or type of human activities, through their effect on the degree
of contact with the ﬂy. The proximity of humans to vector habitat, sustained human-ﬂy
contact, the feeding habits and frequency of vectors, their relative abundance, seasonal
and climatic effects, etc. are probably all important determinants of human-ﬂy-human
transmission. On the one hand, human infections reduce labour resources, while on
the other, livestock infections limit availability of meat and milk and deprive African
farmersofdraughtanimalpower, substantiallyminimisingcropproduction. Thus, both
human and animal trypanosomiasis contribute to the underdevelopment of the African
continent, and are considered a major obstacle in the establishment of a ﬂourishing
agriculture to provide food security and to lead to sustainable economic growth and
healthy populations.
At high human population densities, if the land is cleared for agricultural use to
such an extent that the tsetse habitat is substantially reduced, the disease is inevitably
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eliminated. At lower population densities, however, the type, rather than the extent of
human activities and their relation to the ecology of the ﬂy, seems to largely determine
disease incidence. For example, activities such as collecting water and ﬁrewood, wash-
ing, ﬁshing, hunting, and cultivation, when practiced near tsetse habitat, especially in
more severe climatic conditions such as draught, are thought to greatly enhance the
chance of disease transmission (Willett, 1963).
Currentinterventionsaimedatvectorcontrolinvolvetheuseofinsecticides(through
thesequentialaerosolsprayingtechnique, insecticide-treatedtargets(Valeetal.,1988),
or insecticide-treated insects (Bauer et al., 1995;Hargrove et al., 2000); theuse oftraps
(Brigtwell et al., 1991); and the sterile insect technique (SIT) (Vreysen et al., 2000).
The sequential aerosol technique uses extremely low concentration of insecticide
through several consecutive aerial sprayings and can effectively clear large areas of
tsetse ﬂies in a relatively short time, but it is expensive and requires substantial eco-
nomic and infrastructure support. Selective spraying application of insecticides to ani-
mals on which tsetse feed are another effective means of vector control. Odour-baited
targets or traps have been used in many countries to effectively suppress tsetse popula-
tions. The relative low cost and simplicity of this approach recommends it for use by
local communities, but its scale of application is so small that control efforts are bound
to be challenged by re-invasion. While effective baits have been developed for savan-
nah tsetse, to date no such baits exist for riverine tsetse, which are major vectors of
HAT, promoting continued research efforts in this direction. The SIT, which involves
the release of laboratory-reared and sterilised males to compete with wild males so
that females inseminated by them produce no offspring, has been effectively used for
eradication of tsetse (G. austeni), for example, in Unguja Island in Zanzibar (Vreysen
et al., 2000). However, due to the exorbitant cost of SIT, the feasibility of this approach
in areas where multiple species are present remains doubtful. Despite the considerable
progress made in controlling the vector, an ideal methodology easily accessible to the
population at risk is still missing.
1.4.2 Host-parasite interaction
One of the main ways in which the characteristics of trypanosome strains may in-
ﬂuence the epidemiology of sleeping-sickness and the efﬁcacy of control measures is
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throughtheeffectofthemildnessorseverityoftheinfectionproducedontransmission.
If the infection is mild, the chance of human-ﬂy-human transmission is enhanced, both
because of the prolonged infectiousness period and because infected hosts are com-
monly not so incapacitated as to be conﬁned to their huts and thus out of contact with
ﬂies (Simarro et al., 2008). If the trypanosome strain is more similar to T.b. rhode-
siense instead, producing a much more acute infection, the infectious period is shorter,
and any infected host is more likely to be conﬁned inside and out of contact with the
vector for much of that time.
However, even if under these assumptions one would expect the human reservoir to
remain unchanged in the presence of mild strains and decrease in the presence of more
virulent strains, the existence of animal reservoirs is likely to favour the maintenance
of more virulent strains in the population. Virulent strains are likely to be capable of
infecting and being transmitted from many hosts- for example wild animals, with their
greater resistance to trypanosomiasis, or domestic animals such as cattle, pigs, goats
and sheep, which are also likely to display low susceptibility to infection by any but the
more virulent strains of the T. brucei group. Indeed, recent surveys of trypanosomes in
cattle, have revealed a high prevalence of infections, suggesting that domestic animals
are potentially far more probable to act as pathogen reservoirs than previously thought
(Taylor, 1998).
A fuller understanding of within-host parasite dynamics for each important host
will be crucial in quantifying its relative contribution to global disease transmission.
Integrating health systemsbased approaches across different countries will be crucial in
areas affected by T. b. gambiense, while in areas affected by T. b. rhodesiense, disease
control cannot rely exclusively on human health services and will probably have to
involve veterinary and entomological interventions as well.
The human disease takes two forms, chronic and acute, depending on the para-
site involved. A person infected with Trypanosoma brucei gambiense can be infected
for months or even years without major signs or symptoms of the disease. When
symptoms do emerge - such as severe headaches, sustained fever, sleep disturbances,
alteration of mental state, and neurological disorders - the patient is often already in
an advanced disease stage where the central nervous system is affected. Trypanosoma
brucei rhodesiense, found in eastern and southern Africa (<10% of reported cases),
causes an acute infection. The ﬁrst signs and symptoms- such as chancre, occasional
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headaches, irregular fevers, pruritus, and the development of adenopathies - are ob-
served after a few weeks or months. Following this ﬁrst stage, when the parasite has
invaded the blood and lymph subsequent to the infective bite from the ﬂy, the dis-
ease develops rapidly into a second stage when parasites cross the blood-brain barrier,
invading the central nervous system.
Betterdiagnostictoolsareneededtoestablishmoreaccuratelytheprevalenceofthe
disease in populations at risk and its different stages. Attempts to identify new antigens
should result in more speciﬁc and sensitive tests for serodiagnosis of the disease, while
changes in test format (i.e., the development of non-invasive saliva tests) should result
in more user-friendly tests (Simarro et al., 2008). Much progress has been made in
the development of molecular tools. Speciﬁc genes for both T. b. gambiense and T.
b. rhodesiense have been identiﬁed for PCR-based detection of infection, however
further research in this direction to improve accuracy is needed.
1.4.3 Vector-parasite interaction
Being a vector-transmitted parasite, the chance of trypanosome transmission depends
on the ability of tsetse ﬂies to transmit and the insect life-cycle and behaviour. Be-
sides genetic differences across potential vectors, factors such as temperature, humid-
ity, habitat type (bush, riverine, forest, savannah, etc.) can play an important role in
vector survival, reproduction, feeding habits, movement and dispersal, which in turn
affect the host-vector contact rate, vector abundance and vector spatial distribution
(Krafsur, 2009; Rogers & Randolph, 1991; Willett, 1963).
So far, data characterizing vector-parasite interactions for trypanosomes are scarce,
because large ﬁeld studies are intrinsically very complex and expensive, but obviously,
collecting such data, at different spatial scales remains key for understanding disease
dynamics and for envisioning control strategies which reduce prevalence, such as suc-
cessful targeting of the vector, or protection of the environment (e.g. avoid habitat
fragmentation, degradation), crucial for maintaining the vector population at a bal-
ance. One promising prospect has come from the suggestion that data from meteo-
rological satellites could be used to predict both the mortality rate and the abundance
(key determinants of disease transmission potential) of tsetse over very large areas of
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the African continent, and to produce maps of high risk zones of disease transmis-
sion for the African trypanosomiases and, by implication, for many other vector-borne
diseases (Rogers & Randolph, 1991).
For appropriate sustainable control, it is desirable to quantify more subtle parasite-
tsetse interactions characteristics (Aksoy et al., 2003), such as infection prevalence in
the vectors, its age distribution proﬁles (Woolhouse et al., 1993), feeding preferences
of tsetse (Farikou et al., 2010; Kohagne et al., 2010), and the diversity of the parasite
strains harboured by insects, inﬂuencing typanosome recombination (Peacock et al.,
2011) and strain repertoire divergence (Hutchison et al., 2007). Important areas of re-
cent interest are the management of insect resistance to insecticides (Hargrove et al.,
2000), the manipulation of vector behaviour such as host choice, and the investiga-
tion of vector symbionts that could interfere with trypanosome infection and onward
transmission to new hosts (Aksoy et al., 2005).
1.4.4 Mathematical models and perspectives
Models of transmission of trypanosomes by tsetse ﬂies have been derived to some
extent from models for malaria transmission by mosquitoes. Many of the principles
and applications are relevant to descriptions of transmission of general vector-borne
parasitic diseases. In general, there are important mechanisms through which the de-
mography of the host population(s) inﬂuences the persistence of the infective agent,
and vice-versa, mechanisms through which the parasite affects host population growth
and persistence.
Several ordinary differential equation models (ODEs) have been developed for
analysing the dynamics of trypanosome transmission between cattle and tsetse pop-
ulations (Baker, 1992; Milligan & Baker, 1988; Rogers, 1988), the economic impact
of trypanosomiasis (Habetemariam et al., 1983), and the effects of vaccination (Mc-
Dermott & Coleman, 2001). They are based on sets of inter-related classes of the host
(S-I-R) and the vector (S-I). Numerical simulations as well as analytical frameworks
have been used. In particular, the basic reproduction number of the pathogen (Diek-
mann et al., 1990), deﬁned as the expected number of secondary cases per primary
case in a totally susceptible population, has been calculated for such models and used
as an index of the capacity of the parasite to cause an epidemic. Within the idealized
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deterministic description, when R0 > 1, the newly introduced parasite starts to spread
exponentially in the host population, while going extinct when R0 < 1. Different types
of intervention can be conceived, aimed at reducing R0 below 1. These can range from
insecticide spraying (increase tsetse mortality) to host vaccination (reduce host sus-
ceptibility) or administration of drugs, and the models can indicate which one among
potential strategies has the highest impact on R0.
Although the mathematical approaches used in these models on trypanosomes are
standard and not new in epidemiology, the challenge remains to correctly parametrize
them, and develop the appropriate functional forms that determine the qualitative na-
ture of the links between the different subpopulations in consideration. Often, at this
level of modelling, the biological details of host-parasite interaction are overlooked,
and one deals with average characteristics such as average infection duration, aver-
age parasite virulence, average host susceptibility and so on. Depending on the type
of question one is interested in answering, and the time scale of consideration, these
details become more or less important and the models have to be reﬁned accordingly.
As emphasized in the book by Diekmann & Heesterbeek (2000), the distinction
between different host types can have a profound inﬂuence on epidemiological char-
acteristics such as R0, especially when it involves a correlation between infectivity and
susceptibility. In that case, to model host heterogeneity, a structured population ap-
proach is more appropriate, and the analysis within such framework is far from trivial.
Additionally, a promising modelling approach to deal with the intrinsic depen-
dences between the within-host and the between-host level is the nested modelling
approach, as illustrated by Gilchrist & Sasaki (2002), which can go beyond the demo-
graphic time scale and make evolutionary considerations about host-parasite interac-
tions, e.g. the evolution of virulence. In fact, starting with the early work by Anderson
& May (1982); Ewald (1983); Levin & Pimental (1981), the whole theory of adap-
tive dynamics (or, evolutionary dynamics, when genetics is taken into account) aims
to understand how evolution by natural selection has shaped the various ways in which
pathogens exploit their hosts and are transmitted (Diekmann et al., 1996).
Despite the strong and robust mathematical theory that has been developed to an-
alyze various aspects of pathogen adaptive dynamics, these results have not yet been
translated to the speciﬁc case of trypanosomes, and their signiﬁcance has not yet had
an impact on our understanding of trypanosome dynamics as a whole. As usual, the
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modelling approaches undertaken so far reﬂect the questions that have motivated re-
searchers in their study of trypanosome infections, and when focused on a particular
timescale (e.g. demographic) the insights obtained can be limited. However, with in-
creasing availability of theoretical frameworks that can incorporate pathogen and host
evolution, a much deeper understanding of infectious disease dynamics and its ecolog-
ical repercussions can be achieved. The growing body of genetic data, coming from
recent advances in throughput technologies and genome sequencing, can serve as a
major frontline for the validation and testing of theoretical evolutionary predictions.
1.5 Diversity at the genetic level
While ecological theory can tell us why certain pathogen life-history traits should
evolve in certain directions that optimize transmission or pathogen persistence in the
ﬁeld, the answer to how these optima are achieved, lies in the genetics. It is by in-
vestigating genetic processes at the level of the parasite genome, that we can begin to
map the structure at the micro scale to function at the macro scale, and unveil the long
evolutionary trajectories that brought each particular pathogen to the present day. It is
an enormous challenge, but the potential beneﬁts are also high.
As illustrated by Grenfell et al. (2004), the phylodynamic framework provides
one such potentially promising template for integrating the comparative population
dynamics, population genetics and phylogenetics of microparasites. Phylogenies of
pathogens are determined by a combination of immune selection, changes in pathogen
population size and spatial dynamics. By studying phylogenetic data, one can inves-
tigate the inﬂuence of selective and nonselective processes acting on parasite popula-
tions through time. Pathogen population dynamics and genetics inﬂuence each other
in a variety of ways, and integrated frameworks that mechanistically bridge between
the two are needed to quantify these interdependencies. While some progress has been
made in this direction for some viruses such as intra-host HIV and human inﬂuenza A,
availability of data showing long-term intra-host phylogenies of protozoan infections
are scarcer or missing altogether.
One of the yet unsolved puzzles for trypanosomes is understanding the sophisti-
cated antigenic variation system, whose molecular basis is increasingly being exposed
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by genome sequencing (Morrison et al., 2009). The functional links between the vari-
ous interactingcomponents atthe VSGgene level, such asgenetic recombination, gene
duplication and gene diversiﬁcation, which mediate antigenic variation, have only par-
tially been understood (Marcello & Barry, 2007a). The large number of genes involved
in T.brucei antigenic variation provides a unique opportunity for studies which can dis-
entagle the role of genetic processes such as gene conversion and point mutation in the
diversiﬁcation of the silent VSG archive (Morrison et al., 2005), and for understanding
the modular structure of antigenic switch rates (Frank & Barbour, 2006; Lythgoe et al.,
2007).
However, sequence diversity does not necessarily imply antigenic dissimilarity. A
key priority remains determining the genotype-phenotype relation (Marcello & Barry,
2007b), and the extent of antigenic overlap between different VSGs. The relative
speciﬁcity versus cross-reactivity between different variants is very important both
for within-host dynamics, - as high levels of cross-reactivity generally induce larger
competition among parasite subpopulations, - and between-host dynamics, with impli-
cations on the selective pressure on parasite diversity. VSG genetic data could shed
light on the precise interference among trypanosome antigenic variants, which could
informvaccine design. It wouldbe interesting tolearn whetherthere arevariantswhich
display interference or facilitation. Particular variants could potentially induce a mem-
ory response that interferes with the host’s ability to generate a speciﬁc response to
other variants, or could stimulate a very general response which would be detrimental
to many other variants. Thus, the antigenic archive may be shaped both by the require-
ment to avoid cross-reaction and by the degree to which variants suppress the immune
response to other variants (Frank, 2002; Turner, 1999).
Furthermore, parasite surface antigens often play a role in attachment and entry
into host cells or attachment to certain types of host tissue, as it has been shown for
the malaria parasite (Reeder & Brown, 1996). Varying these attachment properties
allows attack of different cell types or adhesion to different tissues. Such variability, in
addition to antigenic variability can provide the parasite with additional resources or
protection from host defences, thus increasing the beneﬁts of antigenic variation. Do
such phenotypic correlations occur also in trypanosomes? At present, the answer is
not clear.
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Concerning the antigenic switch rates, Frank (1999) has hypothesized that wide
variation in switch rates between antigenic variants confers a ﬁtness advantage to the
parasite, and that for this reason it might be selected as an optimal conﬁguration. The
rate at which switches occur is likely to affect the ability of the parasite to extend an
infection. Switching too quickly might lead to archive exhaustion, whereas switch-
ing too slowly might lead to parasite clearance before the novel antigenic types are
expressed. Thus, natural selection can strongly inﬂuence the molecular machinery of
antigenic variation, in order to adjust for the appropriate rate of switching between
archival variants.
With regards to molecular ﬁndings, two main types of switching have been ob-
served in trypanosome antigenic variation: hierarchical switching of intact genes (
10% of the VSG archive), mediated by the 70bp repeats in their ﬂanking regions, and
homology-based switching for pseudogenes ( 90% of the archive), when expressed
as mosaics (Morrison et al., 2009).
Short repeated nucleotide sequences often lead to high error rates during replica-
tion. Short repeats have recurring units typically 1-5 bases per unit. Errors seem to
arise when a DNA polymerase either skips forward a repeat unit, causing a deletion
of one unit, or slips back one unit, producing a one-unit insertion. These insertions
or deletions can turn on and off gene expression, by causing frameshift mutations that
hamper translation and production of a full protein (Frank, 2002). As yet, this switch
mechanism has not yet been quantiﬁed for trypanosomes, although the prevailing view
is that certain repeats in the ﬂanking regions lead to higher baseline activation rates of
VSG genes, and that hierarchical expression may be due to hierarchical differences in
repeat length and homology across intact genes (McCulloch & Barry, 1999).
The mosaic VSG gene switches instead apparently rely on pairwise nucleotide se-
quence identity: the more similar two genes, the higher their chances of interacting
via gene conversion to form a mosaic (Marcello & Barry, 2007a). Again, the precise
quantiﬁcation of this process is lacking, due to the highly stochastic and complex na-
ture of mosaicism, but one could potentially envision a situation whereby capturing
the sequence identity-gene conversion interplay could lead to a crucial understand-
ing of the process that ‘fuels’ the chronic stage of infection. If one could somehow
block or limit the mosaic formation capacity of the parasite, the parasite load could be
controlled in the host, and the severe neurological phase of chronic infection perhaps
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avoided. Furthermore, the requirement that the VSG archive should harbour a good
number of high-identity potential interacting donors, and maintain a suitable global
identity conﬁguration that favours mosaic formation can be translated to the genetic
processes responsible for shaping identity between genes.
All together, a series of open questions remain in the ﬁeld of VSG diversity at the
genetic level, especially with regards to the molecular mechanisms determining the
switch rates and the extent to which they are adaptable. How is the repeat number
in the ﬂanking regions of intact VSG genes kept at an optimum via contraction and
expansion processes? How is the pairwise genetic identity conﬁguration in the VSG
archive kept at an optimum for mosaic gene formation, through the opposing forces
of mutation and gene conversion? A crucial challenge remains to determine the extent
to which switch rates can evolve to enhance parasite ﬁtness and the factors that might
shape this evolution at the molecular level (Frank, 2002). Modelling approaches run in
parallel with experiments can help in this. Switch rate evolution can be tested both by
selecting in vitro for faster or slower switch rates, and in vivo, comparing scenarios that
imposed different immune pressures on rates of switching, and on particular variant
expression orders. Such studies would allow one to link the molecular mechanisms of
switching to the adaptive signiﬁcance of switching.
Finally, zooming out to the large ecological context, and investigating trypanosome
diversity across geographical areas and different host species in the ﬁeld should bring
additional insight into the evolutionary dynamics of this pathogen. An illustration
comes from ﬁeld isolates collected from Uganda revealing many differences both in
the size and composition of their antigenic repertoires (Hutchison et al., 2007). A
natural question is: does the history of variation within and between strains reﬂect host
bias, geographical barriers or simply neutral evolution? Modern genetics can shed
light on the precise signatures discernible from cross-species genetic comparison, of
parasite-host adaptation and the mechanisms that enable successful infection of a wide
host range.
1.6 Outline of this thesis
In this thesis, we use a series of mathematical and computational models to investi-
gate ﬁrst the links between within-host antigenic variation processes and trypanosome
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transmission between hosts, and secondly the impact of genetic processes on the evo-
lutionary dynamics of trypanosome VSG archive diversiﬁcation. One goal is to move
towards a deeper and more quantitative understanding of the central role played by
antigenic variation in parasite ﬁtness across biological scales.
We start in Chapter 2 with a model describing the within-host dynamics of try-
panosomes, and analyze the various ways in which the antigenic archive structure,
mirrored in the switch rates impacts on infection outcome. The novelty of our ap-
proach lies in the stochasticity of new variant generation and the modular structure of
the VSG archive captured by three parameters: the number of variants in one block, the
numberofblocksandthebetween-blockswitchrate, whoseeffectsonthedynamicswe
analyze. The results of this chapter have appeared in (Gjini et al., 2010). To assess the
implications of within-host dynamics on ﬁeld transmission, we use a nested modelling
approach in Chapter 3, where we show how the interplay between antigenic archive
structure and host ecological characteristics modulates parasite within-host ﬁtness and
further the basic reproduction number R0. Our modelling reveals that different host
traits can act as evolutionary drivers for different aspects of the antigenic archive. In
Chapter 4 we focus on the genetic identity within VSG gene subfamilies, a crucial
factor in mosaic gene expression in chronic infections. We describe a hidden Markov
model approach to estimate the evolutionary processes generating clustered patterns of
geneticdiversitybetweensubfamilymembers. Inadditiontoquantifyingtherespective
local rates of gene conversion and point mutation, our approach yields estimates for
the gene conversion tract length distribution and the average diversity contributed by
conversion events. In Chapter 5 we derive a general diffusion approximation equation
to model the evolutionary dynamics of pairwise identity in the VSG archive. Here, the
balance between diversiﬁcation and homogenization processes leads to a theoretical
global stationary identity distribution. We ﬁt empirical VSG gene identity data to this
theoretical distribution to obtain global estimates for mutation and gene conversion
rates.
In Chapter 6, we bring the results of the different chapters together and discuss
our ﬁndings on quantitative aspects of the antigenic variation dynamics of African try-
panosomes and the impact of various genetic factors shaping their successful immune
evasion machinery. With the emerging knowledge of the structure of their antigenic
archive, we argue that the development of cross-scale syntheses, as the one attempted
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in this thesis, should enable us to generate fresh insights about their function, and the
deeper evolutionary ecology of pathogens in general. The potential to control infec-
tious disease by reducing the extent to which pathogens access antigenic diversity is
discussed as a promising prospect for the future.
34Chapter 2
Modelling within-host trypanosome
dynamics
2.1 Introduction
Basic parasite dynamics models have been essential in understanding quantitative is-
sues of pathogen replication within hosts in the study of infectious diseases, including
malaria, HIV infections, inﬂuenza, hepatitis, African trypanosomes, etc. (Anderson &
May, 1991). Since the 1980s, pathogen dynamics modelling has developed following
the initial population dynamics framework proposed in the 1920s by Volterra (1926)
and Kermack & McKendrick (1927), and it has proven crucial for studying several
aspects of infectious disease. Together with the advanced understanding of the ver-
tebrate immune system in the late 1970s, the ﬁrst conceptual models of the immune
system were developed (Bell et al., 1978), describing the production, proliferation and
differentiation of cellular compartments of the immune system such as T-cells, CD8+
cells and antibodies in response to stimulation by foreign antigen. The ﬁeld of immune
system modelling has progressed substantially in the last decade, owing also to the de-
velopment of computational and visualization tools that have helped to capture even
the subtlest features of immune activation (Rapin et al., 2006).
Such developments have increasingly enabled the theoretical study of pathogen dy-
namics within hosts. The temporal parasite turnover in infected patients, the dynamics
during drug therapy, the depletion of host resources, the evolution of drug-resistant
variants, the immune-suppression mechanisms employed by infectious agents etc. are
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but a few among the many infectious disease characteristics modeled in the literature
(Antia & Lipsitch, 1997; De Boer & Perelson, 1994; Ganusov et al., 2002; Nowak
et al., 1990). More recently, within-host models have begun to provide insights into
stochastic and population genetic effects, addressing questions about the role of re-
combination and mutation in pathogens (Althaus & Bonhoeffer, 2005), and their evo-
lutionary dynamics (Luciani & Alizon, 2009).
Connecting the dynamics of pathogen replication at the level of single cells, to par-
asite population level processes and the interaction with the immune system of the host
remains challenging. Despite the progress made, crucial questions are still open, even
for very intensely studied infectious diseases such as HIV/AIDS. The factors deter-
mining clearance or control of infections are not completely understood. Similarly, the
factors mediating pathogen immune evasion and chronic infection are still a matter of
debate as to what extent host or parasite-intrinsic factors are involved. It is necessary
to integrate new ﬁndings on the molecular and cellular processes of the life cycles of
pathogens and immune response kinetics within modelling frameworks that mechanis-
tically capture their mutual interactions.
Theinterestinmodellingwithin-hosttrypanosomedynamicsoriginatesinthe1980s.
The majority of antigenic variation studies on trypanosomes (Agur et al., 1989; Antia
et al., 1996; Frank, 1999; Kosinski, 1980; Lythgoe et al., 2007; Seed, 1978; Turner &
Barry, 1989) have so far focused on isolated aspects of the within-host parasite dynam-
ics, such as variant order, switching pathways or host immunity. In this chapter, we
aim to combine ideas from previous models and formulate a more general framework
to investigate chronic infection dynamics in more detail. Our aim is to dissect mech-
anisms operating at two important temporal scales: within a single parasitaemia peak
and across many peaks. We expect different processes to be critical at each scale.
We propose a mathematical model to study the mechanisms driving trypanosome
antigenic variation over the course of an infection, and those maintaining chronicity.
In particular, we focus on the interplay between the structure of the antigenic archive,
mirrored in the switch rates between antigenic variants, and within-host processes,
such as parasite differentiation to a non-dividing form and the speciﬁc immune re-
sponses. A better understanding of the interplay between antigenic archive structure
and within-host processes could be instrumental in the design of control strategies and
further experimental research.
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Our goal is to address the potential and limitations of antigenic variation as a mech-
anism for sustaining chronic infection. The balance between general control of the
infection mediated by parasite differentiation, and variant-speciﬁc control mediated by
host immunity is ﬁrst studied, and two crucial infection characteristics are examined:
infection duration and peak parasite load, which have direct implications for parasite
transmission and host survival.
Westudy otheraspects ofchronic infectiondynamicsand severalpossible infection
scenarios, such as oscillating parasite loads and the antigenic composition of each
peak. Our analysis of model outcomes is divided in two parts: ﬁrst focusing on the
expression and dynamics of blocks of variants, and then on the switching between
subsequent blocks. By looking at a range of feasible parameter combinations, and
further considering two simple model modiﬁcations that include immune suppression
andcross-reactiveimmunity, westresstheroleofthebalancebetweenhostandparasite
factors. Our aim is to offer additional insight into and improve understanding of the
features driving trypanosome infections, but also to highlight more general aspects of
host–pathogen interaction.
2.2 Model
Our model is formulated to capture the primary features of within-host trypanosome
dynamics and advances the one proposed by Lythgoe et al. (2007). The model is
composed of a deterministic and a stochastic part, the deterministic being responsible
for the dynamics of variant growth and clearance, the stochastic part representing the
randomness in ﬁrst arrival times for each variant.
2.2.1 Variant dynamics
We distinguish two within-host forms of the parasite: slender (dividing) and stumpy
(non-dividing, transmissible to the tsetse ﬂy, a vector for the parasite). We denote the
parasite number in the i-th variant subpopulation i = 1;:::;N, by vi and mi, for slender
and stumpy cells respectively, and the speciﬁc antibody response by ai for variant i. N
is the size of the parasite antigen gene archive.
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Figure 2.1: Diagram illustrating the deterministic dynamics of an arbitrary variant, described
by Eqs. 2.1-2.3. The arrows indicate the kinetic interactions between the different parasite
subpopulations and speciﬁc antibody responses. The red arrows indicate clearance, the green
arrows indicate growth or stimulation, and the dashed arrow indicates the slender-to-stumpy
differentiation.
The dynamics for each variant and antibody response (see Figure 2.1) are given by:
dvi
dt
= rvi

1 
V +M
K

 daivi; (2.1)
dmi
dt
= rvi
V +M
K
 daimi dMmi; (2.2)
dai
dt
= c

vi(t  t)+mi(t  t)
C
x
(1 ai); (2.3)
whereV =åivi andM =åimi denotethetotalnumberofslenderandstumpyparasites.
Eachslendercell divideswithanintrinsic percapitadivisionrate, r, whichis aconstant
throughout the infection. Unlike the Lythgoe model (Lythgoe et al., 2007), r does
not decay exponentially. An exponentially decaying r as a function of time gradually
blocks parasite replication independently of the immune response. Besides there being
no clear biological motivation for this assumption, its inclusion in the model would
confound the mechanisms responsible for long-term clearance of the parasite.
A key feature of parasite dynamics is the density-dependent differentiation of each
slender cell to the stumpy form, where K is the total within-host parasite carrying ca-
pacity. Our choice of the differentiation rate rvi(V +M)=K describes the linear way
in which the total parasite population size inﬂuences the rate of production of stumpy
forms. This linear differentiation function differs from the exponential function used
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by Lythgoe et al. (2007), because it allows the slender cell population to decrease
as a result of differentiation, thus inducing oscillations in the intrinsic (immune-free)
slender-stumpy dynamics and it gives rise to a clear stable parasite persistence equi-
librium, not found in the previous model. While other more complicated functions of
density-dependence are possible, there is not yet a clear biological basis for one form
over another in the differentiation literature. The simpler linear form has the advan-
tages of correctly mimicking infection dynamics in the absence of immune control,
both in terms of an oscillatory approach to a clear carrying capacity (Hajduk & Vick-
erman, 1981), where slender replication fully stops and there is a balance between the
two forms of the parasite, and the beneﬁt of being more amenable to analytic treatment.
Each stumpy cell has a natural mortality dM. This parameter was absent in the
model by Lythgoe et al. (2007), and as a consequence the total parasite population, due
to the persistence of stumpy cells, continued to increase exponentially in the absence
of immune control, while the replication of the slender cells tended to zero. We ﬁnd
the inclusion of stumpy cell death is very important for controlling parasite population
growth and is supported by experimental evidence (McLintock et al., 1993; Tyler et al.,
2001). There is not an explicit death rate of the slender cells in the model because it can
be implicitly combined in the parameters r and K. Notice that the density-dependent
differentiation process and the natural mortality of the stumpy cells together act as a
form of general control of the parasite within the host, directed against all variants
indiscriminately.
For the kinetics of the immune response we follow the same approach of Lyth-
goe et al. (2007). Due to lack of a detailed empirical quantitative resolution of anti-
trypanosome immune responses in the host, we adopt a more phenomenological ap-
proach for modelling the immune response dynamics. Thus, we assume there is only
variant-speciﬁc immunity and the i th variant is removed by a speciﬁc antibody re-
sponse ai at a rate d for slender cells, and d for stumpy cells. Given the evidence
that slender cells are killed more rapidly by the immune response, we assume d > d
(McLintock et al., 1993). Variant speciﬁc antibody responses grow as a result of anti-
gen stimulation, up to a maximum of 1, starting initially from 0. The maximum rate at
which the immune response can increase against any variant i is given by c, meaning
that all variants are equally immunogenic as supported by observations in vivo (Gray,
1965). The time that it takes for a variant to stimulate the speciﬁc immune response
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in the host (Tyler et al., 2001), gives the delay t in Eq. (2.3), which is typically of the
order of 100 h, a value consistent with the general literature on the build-up of speciﬁc
immunity (Janeway et al., 2005).
The sensitivity of the speciﬁc immune response to low antigen stimulation is de-
noted by x, which slows down the saturation of ai when the i th parasite variant sub-
populaton is below the threshold C, and accelerates it when the variant population
exceeds C. This baseline formulation assumes that high and prolonged parasitaemias
or antigenic diversity do not signiﬁcantly impair the anti-VSG immune response, as ob-
served in infections (Capbern et al., 1977; Gray, 1965; Morrison et al., 2005; Robin-
son et al., 1999). Lastly, under the generality that speciﬁc memory B-cells develop
in parallel with the primary immune response in trypanosome infections, we factor
that speciﬁc immune responses persist, as observed empirically (Morrison et al., 2005;
Robinson et al., 1999). This irreversibility of the immune response prohibits second or
further outbreaks by the same antigen variant in the same infection, making chronic-
ity an exclusive consequence of parasite antigenic variation. Model parameters are
summarized in Table 2.1.
2.2.2 Variant emergence
Our main departure from the approach of Lythgoe et al. (2007) is in how we describe
the emergence of new antigenic variants. While in their model, the switching was in-
cluded through two additional terms in the dynamic equations: a source and a sink
term for each variant, counting the contributions of all incoming switches and outgo-
ing switches, in our formulation, switching is stochastic. When a new parasite variant
arises during infection, its number is very small and may be prone to extinction. For
thisreason, theemergenceofnewvariantsismoreappropriatelymodelledasastochas-
tic process. The stochastic component in the model consists of the random ﬁrst arrival
times for each variant,ti. Under this new framework, the slender variant dynamics (Eq.
2.1) becomes:
dvi
dt
=

rvi

1 
V +M
K

 daivi

H(t  ti)+D(t  ti); (2.4)
where H(t  ti) and D(t  ti) are the Heaviside and Dirac-delta functions respectively.
H(t  ti) is zero for t < ti and 1 for t  ti, whereas D(t  ti) is zero everywhere except
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at t = ti, where it takes the value of 1. The stochastic arrival times ti are determined
through a Markov process, similar to the approach of Kepler & Perelson (1995). First,
we denote by sij the rate of antigenic switching from variant i to variant j. The prob-
ability of an antigenic switch per parasite division is ﬁxed and is equal to s (Turner
& Barry, 1989). Considering that one division time equals ln(2)=r, the total switch
rate per unit of time is given by rs=ln(2). This implies that the switch rates between
antigenic variants, S = (sij)NN satisfy:
å
j
sij =
rs
ln(2)
; (2.5)
placing a constraint on the row sums of the switch matrix. Then, to compute ﬁrst
arrival times, we consider Pi(t), the probability that variant i has not yet emerged by
time t. Consider a very small time interval Dt. By the Markov assumption, we have:
P(t +Dt) = P(t)

1 å
j6=i
sjivj(t)Dt

: (2.6)
Subtracting P(t) from both sides and dividing by Dt we get:
P(t +Dt) P(t)
Dt
=  å
j6=i
sjivj(t)P(t): (2.7)
Taking the limit Dt ! 0, the dynamics of Pi(t) are governed by:
dPi
dt
=  Piå
j6=i
sjivj; (2.8)
collecting the switching contributions from all other variants into variant i. Note that
Pi(0) = 1 for all variants i, except the inoculating variant. To calculate ti, a random
number is drawn from the uniform distribution [0;1]. At t = ti, Pi reaches this ran-
dom number, and vi(ti) = 1. From this point onwards vi;mi;ai, so far inactive, begin
the deterministic dynamics given by Eqs.2.1-2.3. Thus the switching process in this
formulation matters only as a mechanism for generating previously absent antigenic
variants and its contribution to parasite growth is negligible. Finally, the full model is
given by Eqs.2.2-2.4 and 2.8, with parameters listed in Table 2.1. The delay differential
equations are solved numerically in Matlab, using solver dde23. The initial conditions
are: v1(0) =V0, vi6=1(0) = 0, mi(0) = 0, and ai(t) = 0, for t 2 [ t;0] and for all i. We
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use the Events option of dde23 to pause and resume integration at the ﬁrst arrival times
of new variants. An illustration of the infection dynamics obtained with the model is
given in Figure 2.2.
0 500 1000 1500
10
5
10
6
10
7
10
8
10
9
Time (h)
P
a
r
a
s
i
t
e
 
l
o
a
d
0 500 1000 1500
0
0.5
1
Time (h)
I
m
m
u
n
e
 
r
e
s
p
o
n
s
e
Figure 2.2: Example of full model dynamics with N = 120, h = 12, x = 2, K = 108, C = 107
and other parameters as in Table 2.1. The solid black line shows the total parasite load V +M,
the coloured lines indicate individual variants vi+mi, coloured arbitrarily using an automatic
colormap in the order 1 to N.
2.2.3 The switch matrix
Motivated by the subfamily structure of the trypanosome antigen gene archive (Mar-
cello & Barry, 2007a; Morrison et al., 2005), we assume the switch matrix, S, is char-
acterized by a block structure (Figure 2.3). Antigenic variants are organized in blocks
of h variants each, denoted by B1;B2;:::, where switching happens fast. Between-
block switch rates are of lower orders of magnitudes, which represent the difﬁculty in
accessing diversity from distant antigenic clusters. The ratio of between-block switch
rates (off-diagonal blocks) and within-block switching (blocks on the diagonal) is de-
noted by e  1. A full description of the algorithm used to build the switch matrix
based on 3 parameters ( h;Nblocks;e) is given in section 2.2.4. There are two main
types of switching: 1) the non-hierarchical mode, which assumes only the distance
between blocks determines their between-block switch rate (power law distribution);
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Table 2.1: Within-host model parameters and interpretation
Parameter Interpretation (units) Value Reference/Comment
r Intrinsic growth rate of slender
cells (hour 1)
0:1
Turner et al. (1995)
d Maximal killing efﬁciency of
slender cells by the immune re-
sponse (hour 1)
0:5
McLintock et al. (1993)
d Maximal killing efﬁciency of
stumpy cells by the immune re-
sponse (hour 1)
0:1
McLintock et al. (1993)
c Rate of growth of speciﬁc im-
mune response (hour 1)
100
Lythgoe et al. (2007)
K Within-host carrying capacity
for the total parasite population
1108 
11012 Reuner et al. (1997), varied
C Threshold variant population
level leading to maximal growth
of speciﬁc immune response
1108 
11012 Lythgoe et al. (2007), varied
x Sensitivity of immune responses
to small parasite concentration
1-3
Lythgoe et al. (2007), varied
t Delay in the stimulation of spe-
ciﬁc immunity (hours)
100
Tyler et al. (2001), varied
dM Stumpy cell mortality rate
(hour 1)
0:025
Tyler et al. (2001), Savill &
Seed (2004)
s Switch probability per division 0:01
Turner & Barry (1989)
sji Switch rate from j to i (hour 1) varied åjsij = sr
ln2 (Appendix 2.2.4)
N Total number of variants O(103)
Berriman et al. (2005)
h Number of variants in one block 1 100 varied
B Number of blocks in S B = N=h varied
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Figure 2.3: Schematic representation of two types of switch matrices S, which describe the rates
of switching between parasite antigenic variants (see section 2.2.4 for full details).
and 2) the hierarchical mode, which assumes each block has an intrinsic activation rate
governing their order of appearance, with later blocks being harder to switch to. In the
simulations we mainly use the non-hierarchical switch matrix, but most results, unless
otherwise stated, apply to both types. Ultimately, the real trypanosome archive may
contain a combination of both hierarchical and non-hierarchical variant organization.
Crucially, in the limit of very small between-block switch rates, variants of different
blocks grow independently.
2.2.4 Switch matrix construction
For simplicity we assume that all antigenic blocks are of the same size. Input param-
eters: h, N, e, and s. The switch matrix S has N variants, distributed in B = N=h
blocks, each consisting of h variants. Blocks lie on the diagonal of the matrix. The
off-diagonal blocks contain between-block switch rates. The non-hierarchical switch
matrix is constructed as follows:
1. For each block, both on and off the diagonal, we generate hh random uniform
numbers in [0;1].
2. Then we normalize them so that each row sums up to 1. We compute the within-
block average switch rate for blocks on the diagonal from the constraint q+eq+
e2q+:::eBq = rs=ln(2), giving: q = rs(e 1)=(ln(2)(eN=h 1).
442.2 Model
3. We then apply the magnitude structure according to Fig. 2.1 (non-hierarchical).
The en indicates that the between-block switch rate is en times the average
within-block switch rate q.
4. Finally S is normalized globally so that each row sums up to rs=ln(2), so that S
entries become rates.
The hierarchical switch matrix is constructed in an analogous manner.
2.2.5 Data to support the modelling
Longitudinal infection data with antigen variant characterization for trypanosomes are
very scarce in the literature, despite extensive experimental studies in the last decades.
An important early study by Capbern et al. (1977) has shown that more than 100
variants can be expressed sequentially over the same infection. Although the times
of variant detection across different chronic infections in rabbits varied more or less
continuously, it is likely that the slow build-up of the immune response masks any
ﬁne differences in intrinsic variant arrival times due to switching. A later study by
Barry(1986)analyzedchronictrypanosomeinfectionsinasetofdifferenthostspecies,
and found that the predominant group, comprising VATs which apparently developed
within the ﬁrst 3 weeks, varied in size according to the total number of trypanosomes
in the bloodstream within that period, suggesting a clear link between parasite switch
rate on one hand, and the total parasite load that a host can support on the other. If
one assumes that parasite intrinsic switch rates remain constant across hosts, than any
variation in appearance times should be due to the coupling of switching with growth
factors in the host’s bloodstream.
There has been converging evidence on the order of variant appearance within a
host, ranking the telomeric intact VSG on minichromosomes as the genes most prone
to be activated ﬁrst, followed by subtelomeric array VSGs, and ﬁnally subtelomeric
pseudogenes, which may have undergone multiple gene conversion events to create
mosaics (Morrison et al., 2005, 2009). Although these deﬁne just three broad VSG
groupings in the archive, it is conceivable that within such groupings, ﬁner degrees
of ordering and structuring occur. For example, a mosaic generated from 2 donors
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may appear earlier than a more complex mosaic, generated from 3 donors, or a mo-
saic formed by VSG within the same subfamily may precede mosaics generated from
VSG belonging to different subfamilies (Marcello & Barry, 2007b). Similarly, intact
genes depend for switching on the ﬂanking sequence homologies with the expression
site. Similar levels of such homologies could lead to subgroups of intact genes being
activated at the same time and growing simultaneously as a block.
To really capture these ﬁner degrees of structuring in switching, it is necessary to
consider not only the presence (yes/no) of a particular variant at a given point in time,
but its abundance, relative to the total parasite population. Unfortunately, such com-
prehensive data and analysis is still lacking, with majority of studies having focused
on single relapses. More recently Hall et al. (pers. comm.) have conducted a series of
antigenic variation experiments on mice, following infections for more than 30 days,
where there is direct evidence for varying levels of antigen diversity over an infec-
tion with a limited number of variants in each parasitaemia peak, and for mosaic gene
expression already within the ﬁrst few relapses.
These ﬁndings, taken together suggest that there may be deﬁned genetic factors
governingswitchratesofdifferentVSG,despitetheintrinsicstochasticityintheswitch-
ing process. Considering thus a block structure for the antigen switch matrix, where
switches within variants of the same block/group, facilitated by similar genetic features
(identity, number of repeats, switching mechanism, genome location etc.), are more
frequent than across blocks seems a natural step for exploring the antigenic variation
potential of the parasite and understanding its function in terms of infection character-
istics sensitive to it. Moreover, a block structure of the antigen repertoire is likely to be
relevant for other pathogens, including bacteria such as Anaplasma (Foley et al., 2009;
Futse et al., 2008), or other protozoa, a prominent example being the malaria parasite
(Bull et al., 2008; Recker et al., 2011).
2.3 Model behaviour
Once a new antigenic block of variants arises stochastically, its dynamics follow de-
terministic dynamics, making it easy to calculate the asymptotic steady states for one
variant. To summarize the main results of the asymptotic analysis, there are two types
of steady states for each variant in a block, namely, a continuum of parasite clearance
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states: v
i = 0; m
i = 0; 0  a
i  1; which are stable for a
i > r=d, and an infec-
tion persistence state: v
i =
K(r d)(d+dM)
hr(r d+d+dM); m
i =
K(d r)2
hr(r d+d+dM); a
i =1; which exists
only for r > d and is always stable, as shown below.
2.3.1 Asymptotic behaviour
In one block variants undergo identical dynamics, thus it is sufﬁcient to analyze the
asymptotic behaviour of a single variant in a block, e.g. variant i, and the result applies
to all other variants j = 1;:::;h. Besides the trivial steady-state (v
i ;m
i ;a
i ) = (0;0;0),
which is unstable, system (1) has: a continuum of semi-trivial steady states where
infection is cleared: v
i = 0;m
i = 0;a
i 6= 0; 0 < a
i  1, and a disease persistence
steady-state: v
i =
K(r d)(d+dM)
hr(r d+d+dM);m
i =
K(d r)2
hr(r d+d+dM);a
i = 1, which is biologically re-
alistic only for r > d. The Jacobian Matrix of the linearized system evaluated at
(v
i ;m
i ;a
i ) is
J0 =
0
B B
@
 a
i d 
hrv
i
K +r(1 
h(v
i +m
i )
K )  
hrv
i
K  dv
i
rv
i
K +
r(v
i +m
i )
K
rv
i
K  da
i  dM  dm
i
0 0  c(
v
i (t t)+m
i (t t)
C )x
1
C C
A;
(2.9)
and the matrix associated with the delay is
J1 =
0
B
@
0 0 0
0 0 0
x
c(1 a
i )
C (
v
i +m
i
C )x 1 x
c(1 a
i )
C (
v
i +m
i
C )x 1 0
1
C
A: (2.10)
Deﬁning the matrix D by D = lI  J0j(v
i ;m
i ;a
i )  e ltJ1j(v
i ;m
i ;a
i ); the characteristic
equation determining stability is given by det(D(l)) = 0.
At the infection–persistence steady-state (v
i ;m
i ;1) the matrix J1 vanishes, and we
have the eigenvalues:
l1 =  c(
v
i +m
i
C
)x; (2.11)
l2;3 =
1
2

 d dM 
q
(d+dM)2 4(r d)(d+dM)

:
All of these eigenvalues have negative real part, and this implies that when the steady-
state is biologically realistic, it is always stable.
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Concerning the infection clearance steady state, in the case of x = 1, the matrix D
at steady state (0;0;a
i ) is:
D =
0
B
@
l+a
i d r 0 0
0 l+dai+dM 0
c
C(1 a
i )e lt c
C(1 a
i )e lt l
1
C
A; (2.12)
whose determinant has solutions independent of the delay t: l1 =r a
i d, l2 = dM 
da
i and l3 = 0. Notice that if a
i < r=d the infection clearance steady state is unstable.
If a
i  r=d, l1 and l2 are both negative, or l1 = 0 and l2 < 0. Given that we ﬁnd at
least one zero eigenvalue (l3), the stability of the infection clearance steady state has
to be determined via the centre manifold.
Similarly, when x > 1, J1 vanishes at (0;0;a
i ). We ﬁnd that the disease-clearance
steady-states (0;0;a
i ) are degenerate, forming a line of steady states. Linearization
near such a steady state has again the eigenvalues: l1 = r da
i , l2 =  dM  da
i and
l3 = 0. As long as a
i < r=d, the corresponding steady-state is unstable. If a
i > r=d,
both l1 and l2 are negative and calculation of the centre manifold is necessary to
determine stability.
Center manifold reduction
To calculate the centre manifold, we linearise the system around the disease-clearance
steady state (0;0;a). We drop the index i for simplicity. Thus, we can write a(t) =
w(t)+a. The system corresponding to a single variant can then be rewritten as:
dv
dt
= rv(1 h
v+m
K
) d(w+a)v; (2.13)
dm
dt
= rvh
v+m
K
 dMm d(w+a)m; (2.14)
dw
dt
= c(1 w a)(
v+m
C
)x; (2.15)
whose (0;0;0) steady state corresponds to the (0;0;a) steady state of the original
system. We look for a solution of the type
w = h(v;m) = a1v+a2m+b1v2+b2m2+c1vm+H:O:T: (2.16)
Then we have:
dw
dt
=
dh
dv
dv
dt
+
dh
dm
dm
dt
; (2.17)
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and dh=dv = a1 +2b1v+c1m; and similarly for dh=dm. In this way, we have trans-
formed the original differential equation for w (Eq. 2.15) into a polynomial in v and
m. The degree of this polynomial will depend on x. Notice that for the centre manifold
calculation, we need x to be an integer, i.e. x = 1;2;3::: Furthermore, depending on
the value of x, we need to adjust the centre manifold expansion. Usually, in h(v;m) we
must retain terms up to order x+1.
Then we substitute the expression w = h(v;m) into the three differential equations
for v; m, and w. Thus we obtain another polynomial expression for dw=dt which has
to equate to the expression obtained previously in Eq.2.17. By equating powers of v
and m across the two equations, we can get the precise values of the coefﬁcients in the
center manifold h(v;m). After h(v;m) is made explicit, we consider the reduced system
dv=dt;dm=dt, which consists of polynomials in v and m only. The stability of the
(0;0) state in the reduced system is the same as the stability of the (0;0;0) state in the
3-dimensional system, and consequently as the (0;0;a) state in the original system.
The two eigenvalues of the reduced system are: l1 =  dM  da, and l2 =  da+r.
We ﬁnd that for any value of x, if a > r=d, both eigenvalues are negative and thus the
center manifold calculation gives that the infection clearance equilibrium is stable. If
a =r=d, one of the eigenvalues of the Jacobian of the reduced system, evaluated at the
(0;0) steady state, namely, l2 is again zero, thus the stability of this steady state has to
be studied in the context of a further reduced 1-dimensional system. Substituting a =
r=d, and expressing m = g(v) = a0 +a1v+a2v2 +H:O:T:, after some calculations,
we get that the dynamics of the reduced system is given by dv=dt =  rh=K v2  
dr2h2=K(ddM+dKr)v3+O(v4): For this last equation, v=0 is stable. We conclude
that (0;0;a) is asymptotically stable when a  r=d:
2.3.2 Transient dynamics
Since we always assume r < d, the only steady state seen in the model simulations is
the parasite clearance state for each variant. Thus the long term asymptotic behaviour
of the system is infection clearance. However, what is interesting is the time it takes
for clearance to be established and the features of the infection proﬁles before clear-
ance. These are part of the transient dynamics of host-parasite interaction, whose main
characteristics we brieﬂy summarize below:
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i) Within-host dynamics are characterized by oscillating total parasite load (Figure
2.2), where each peak is composed of different antigenic variants (Barry & McCulloch,
2001). Although infection may be initiated by a single variant, stochastic antigenic
variation quickly gives rise to new variants thus prolonging the infection;
ii) Consistent with empirical observations (Miller & Turner, 1981; Robinson et al.,
1999), an infection peak can be composed of one or more variants, depending on the
switch matrix;
iii) Independently of the switch matrix, the dynamics of each variant are domi-
nated by slender cells in the growth phase and then by stumpy cells at the peak and
throughout the decline phase (Figure 2.4);
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Figure 2.4: Antigenic variation dynamics and the consequences of differentiation. The top
panel shows an example of typical dynamics of individual variants during an infection, given
in different colors. The bottom panel shows the composition of the total parasitaemia in terms
of slender and stumpy cells. As the total parasite population grows, slender cell dominance
(solid black line) is gradually replaced by dominance of stumpy cells (dotted line), crucial for
parasite transmission to the vector.
iv) Numerical simulations conﬁrm that variant ﬁrst arrival times highly correlate
with variant mean activation rates from the switch matrix. The higher the variant ac-
tivation rate, the earlier a particular variant appears during infection, as reported also
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in (Marcello & Barry, 2007a). Early variants are also associated with a smaller vari-
ability in ﬁrst arrival times across stochastic simulations (Figure 2.11), consistent with
empirical ﬁndings (Marcello & Barry, 2007a; Morrison et al., 2005). Since the switch
rates within a block are larger than between blocks, all the variants in a block emerge
at similar times.
v) When the switch matrix follows the non-hierarchical mode (Figure 2.3) consec-
utive parasite peaks have generally equal spacing, and the order of variant appearance
is determined by the position of the inoculating variant in the matrix and the sequence
of its neighbouring blocks. Whereas if the switch matrix is hierarchical, consecutive
parasite peaks occur at increasingly greater temporal distances and the order of variant
appearance is independent of the inoculating variant.
The behaviour of the model is complex, resulting from the interplay of many pa-
rameters. The results we present here are robust even when dropping the perfect sym-
metry across variants in the model, i.e. allowing variability within the same order
of magnitude, in growth rates, rates of differentiation, immunogenicity and delay in
immune stimulation. These changes do not change the qualitative and, to a large ex-
tent, quantitative behaviour of the model. To understand the mechanisms behind try-
panosome within-host dynamics, it is helpful to begin by ﬁrst examining what governs
a single infection peak and then what drives the full infection proﬁle within a host.
2.4 Single block dynamics
The variants in an infection peak, usually correspond to variants of the same block in
the switch matrix S, and we notice that their ﬁrst arrival times are clustered (see Figure
2.2). Thus, to study a single infection peak we can study a single block of variants, by
assuming the variants of a block emerge around the same time: ti tj, for each variant
i and j within a block.
2.4.1 Block size, h = 1
The simplest case is to assume a block is composed of only one variant. The dynamics
of a single variant can be broken down into 3 phases: I) the growth, II) non-growth
and III) decline phase, as illustrated in Figure 2.5. These 3 phases also appear in the
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full infection proﬁle. In Phase I the variant grows at an exponential rate, mediated by
fast proliferation of slender cells, vi. As the total parasite population increases, cells
begin to transform to the stumpy form, mi, in a density-dependent manner, thus the
effective growth rate of the parasite population is reduced. However, speciﬁc antibody
responses continue to increase as vi +mi > 0. Once V +M  K, we enter Phase II,
where V +M  K. Throughout Phase II, the total parasite load is maintained at a
balance due to general control by parasite differentiation and the natural mortality of
the stumpy cells. Phase II lasts until ai = r=d, for any i, signalling the start of speciﬁc
control of the parasite mediated by host immune responses. Asymptotic analysis of the
model reveals that a necessary requirement for the stability of the infection clearance
equilibrium is ai >r=d. If ai =r=d beforeV +M K, then Phase II is not initiated. In
fact, as soon as ai surpasses this threshold, Phase III of the dynamics begins, leading
to the decline of each variant.
log(v
i+m
i)
 
 
Time
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I II III
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r/d
Figure 2.5: Schematic of individual variant infection dynamics illustrating the speciﬁc immune
response (bottom) and variant growth (top) with three phases: I) growth, II) non–growth and
III) decline. The total duration of these three phases deﬁnes a block wave.
Notice that in general Phase I and III always happen because there is no prior
immunityagainstanyvariant, permittinggrowth, andhencethebuild-upoftheimmune
responseduetoantigenstimulation, whichleadstoeventualdecline. PhaseIIinsteadis
more complex and it is key in determining the dynamics. Depending on whether Phase
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II is long or short, a variant may take longer or shorter to be cleared. The duration of
Phase II is inextricably linked to the strength of speciﬁc immunity.
There are many parameters controlling the activation of speciﬁc immunity in our
model, each of which has a subtle effect on a particular aspect of immune kinetics
(Figure 2.6). The growth rate c for example, controls only the beginning of the decline
(Phase III) in the parasite population: the larger c is, the longer the duration of Phase
II and viceversa, but c has no effect on the magnitude of the peak or the slope of the
decline.
The immune response delay t, on the other hand can inﬂuence the magnitude of
the peak, especially when it is small. Because it represents the level of decoupling
between parasite numbers and immune response growth, if t is small, the negative
feedback exerted by immune control on the parasite population is initiated earlier and
the ultimate peak reached by the parasite population is low. This implies the absence
of Phase II and a short decline phase. However, as t increases, it starts to control only
the duration of Phase II in the dynamics of the parasite variant: t large implying long
persistence of Phase II, t small, instead, implying shorter non-growth phase and fast
decline.
In contrast, the parameter x, which controls the responsiveness of antibody produc-
tion to parasite numbers relative to the threshold C has a much bigger encompassing
effect than t or c. It modulates the nonlinear relationship that exists between parasite
numbers and the build-up of host immunity. A large x slows down further antibody
growth when the antigen stimulation is below C and accelerates it when the antigen
stimulation is above C, leading to a sharp increase in ai. For this reason, unlike c and
t, the parameter x can also inﬂuence the slope of the growth phase, in addition to the
magnitude of the peak and the duration of Phase II.
Finally, the duration of Phase III is controlled by the immune response killing rates
d and d, in particular d, since it denotes the killing rate of the stumpy cells, which is
usually lower than that of slender cells. When this killing rate is reduced, the decline
of the parasite population is very slow, however there is no effect on the growth phase
or the peak parasite load.
In general, the weaker speciﬁc immunity is during Phase I (e.g. large t, x, small c),
the more the parasite can grow, and the longer it takes for ai to reach r=d, hence the
longer Phase II. In contrast, the stronger speciﬁc immunity, the less the parasite can
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(a) The effect of c
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Figure 2.6: Illustration of the effects of different immune response parameters where parasite
load corresponds to V +M in the model. N = 1;C = K = 108, and all other parameters are as
in Table 2.1.
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grow and the faster it is cleared, shortening Phase II or removing it altogether.
2.4.2 Block size, h > 1
We consider now larger blocks of variants, allowing for more than one variant to
emerge at the same time. This is a more realistic scenario as empirical studies show
that one infection peak is generally composed of many variants (Morrison et al., 2005).
We assume there is an initial parasite load V0, which is divided equally among the h
variants of the block, and there is no prior host exposure to any of the antigens.
The same way that the dynamics of each variant are composed of 3 phases, the
dynamics of a block is composed of the growth, non-growth and decline phase. But
now, the number of variants growing together matters. Ultimately, speciﬁc immune
stimulation depends on the availability of speciﬁc antigen, hence on the magnitude of
vi +mi. This goes down as the number of variants, h, sharing the carrying capacity
K within the host increases. Model simulations show that as h increases, the duration
of Phase II of the dynamics tends to inﬁnity, because the numbers of any individual
variant are low, approximately K=h, resulting in weak immune stimulation and so ai
struggles to reach r=d (see Figure 2.7). It is then natural to ask: what is the critical
value of h separating these distinct dynamical regimes, of rapid antigenic clearance
and long term antigenic persistence?
2.4.3 The block size threshold (hcrit)
To distinguish between fast and slow infection clearance, we analyze the duration of
Phase II, Tnon growth, via quasi-steady state arguments. As illustrated in Figure 2.6(d),
it is reasonable to assume that speciﬁc immune responses initially change on a slower
time scale than slender and stumpy cells, so that the effect of immunity–mediated
clearance during the growth phase (Phase I) can be neglected. Let Tgrowth denote the
time it takes for the parasite population to reach the nontrivial quasi–steady state given
by solving Eqs.2.1 and 2.2 with ai = 0.
As a result of the symmetry between variants, vi +mi = K=h at t = Tgrowth. We
assume the parasite population stays at quasi-steady state during Tnon growth because
speciﬁc immunity has not begun to act yet. As a consequence of the delay t in the
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stimulation of immune responses, ai starts to change at time t = Tgrowth +t, obeying
the following equation:
dai
dt
 c(1 ai)

K
hC
x
; (2.18)
which implies
0 < ai(t)  1 exp

 ct(K=hC)x

; (2.19)
for t  Tgrowth +t. This is the maximal rate of change for ai, thus the time (Tr=d)
it would take for ai to reach the required r=d threshold for the initiation of infection
clearance, can be approximated by:
ai(Tr=d)  1 exp

 cTr=d(K=hC)x

= r=d; (2.20)
giving
Tr=d   (K=hC) xln(1 r=d)=c: (2.21)
Notice that Phase II, where parasite load is at its peak, lasts until the immune response
reaches the level r=d, thus we have: Tnon growth t+Tr=d. We deﬁne phase II as being
long if Tnon growth = t+Tr=d > 2t, and short if t+Tr=d  2t. In the ﬁrst case, parasite
decline (phase III) takes longer to begin.
The choice of the interval 2t to divide these regimes may seem arbitrary at ﬁrst,
but some justiﬁcation for it comes from our observation that once in phase II, 2t is
the longest interval during which the stimulation of ai by the particular variant has the
magnitudeK=h. Thus, withinthequasi-steadystateframework, wetakethisintervalas
ausefulreferencepointtodeﬁneTnon growth <2tasfastclearanceandTnon growth >2t
as slow clearance.
Assuming all other parameters are ﬁxed, the value of h for which Tr=d = t yields
the critical number of variants hcrit dividing the two regimes of fast clearance and long
persistence. Simple algebra reveals that
hcrit =
K
C

 ln(1 r=d)
ct
 1=x
; (2.22)
such that when the block size is relatively small, i.e. h < hcrit speciﬁc immunity
rapidly clears all variants of that block, whereas for h  hcrit differentiation is the
main controlling force and so Phase II is very long.
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Figure 2.7: Contour plot of total parasite load
R 1000
0 V(t)+M(t)dt as a function of block size
h and K=C. The lighter areas indicate a higher value for the area under the curve V +M,
whereas the darker areas indicate a smaller value. The analytical approximation to hcrit by our
quasi-steady state approximation (dashed line) is in good agreement with the model numerical
simulation results. Parameter combinations where h < hcrit (dark regions) lead to rapid vari-
ant clearance and generally lower peak parasite load. Parameter combinations where h > hcrit
(lighter regions) lead to extended persistence of variants, and peak parasite load close to car-
rying capacity. The insets show i) rapid clearance (h = 20;C = 2K=3) and ii) long persistence
(h = 80;C = 2K). Parameters as in Table 2.1 and K = 108, x = 3.
When Phase II is long, individual variants of a block are restricted to low levels,
insufﬁcient to optimally stimulate speciﬁc immune responses. This allows the variants
topersistatlowdensities, untilsufﬁcienthostimmunityismounted. Similarthresholds
have been found previously in antigenic variation models (Nowak et al., 1990; Sasaki,
1994). In contrast to those results, our result refers to a quasi–steady state, and applies
only to variants whose ﬁrst arrival times are the same. For variants arising in the host
at different times, the same threshold does not hold. Sufﬁcient decoupling may allow
them to grow independently and stimulate speciﬁc immunity.
We observe that hcrit depends linearly on K=C, the ratio between the within-host
carrying capacity and the immune response threshold, expressing the competition be-
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tween density-dependent differentiation and host immunity (Figure 2.7). When K=C
increases, hcrit increases, meaning that the immune stimulation to individual variants
is stronger, hence there is sufﬁcient speciﬁc control to clear larger blocks of variants.
When K=C decreases, hcrit is reduced, implying dominance of general control, hence
even small blocks can easily persist without clearance.
The signiﬁcance of this threshold for within-host dynamics points toward the in-
teraction between speciﬁc and general control of the parasite. This interplay occurs in
many pathogen infections besides trypanosomes. In trypanosomes, in particular, prop-
erties of their antigenic archive, such as the size of an antigenic block, appear crucial
and may tip the balance toward one mechanism of parasite control or the other. We
notice how the ultimate duration of Phases I+ II+III, deﬁning a ‘block wave’, depends
on the block size h. This affects the total parasite load,
R
(V +M)dt, contained in a
block wave (Figure 2.7), which may have implications for transmission.
Considering that differentiation seems to play such an important role in within-host
dynamics, a natural question is: how sensitive is our result to the choice of the differ-
entiation function? In our model we used a linear differentiation rate f(V +M) =
rvi(V +M)=K. In general, the hcrit phenomenon holds whenever the differentiation
rate f(V +M) leads to an apparent carrying capacity within the host (stable nontrivial
equilibrium when ai = 0), even when the speciﬁc immune response is saturating with
respect to vi+mi (e.g. Holling type II). In contrast, if f(V +M) ! 0 as V +M ! ¥,
the notion of hcrit is no longer valid, as the total parasite population continues to
grow exponentially, albeit at a reduced rate. In particular, when host immunity is non-
saturating with respect to vi+mi, control of the parasite is always possible if antigen
stimulation keeps increasing. In the absence of density-dependence in the differentia-
tion function, for example if each slender cell becomes stumpy at a ﬁxed rate, the two
parasite forms grow exponentially in the host when immune control is absent, and are
always cleared rapidly whenever ai > 0, so again no hcrit phenomenon arises.
Given the clear importance of antigenic block size, in the following, we explore the
sensitivity of other infection characteristics such as the peak parasite number, the size
of variant subpeaks, and slender/stumpy ratio to h.
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Figure 2.8: Parasite dynamics in the differentiation-only case. The total parasite population,
V +M, settles at the resulting carrying capacity K. The ratioV=M is given by dM=r.
2.4.4 Why does the block size (h) matter?
Our model captures a continuum of dynamic scenarios from the limit of C very large
relativetoK, tothelimitofK verylargerelativetoC. Intheformercase, differentiation
dominates, determining the peak at carrying capacity and extending Phase II. In the
latter case, speciﬁc host immunity dominates, and all variants of the block are quickly
controlled by the action of speciﬁc antibodies, yielding a short Phase II.
Let us consider the ﬁrst limit: C tends to inﬁnity. We now have only general control
through density-dependent differentiation. This implies that the variants in the block
are completely coupled in their dynamics (see Appendix A.1 for the mathematical
analysis). In this case, the peak parasite load maxt[V(t)+M(t)]=(V +M)max is deter-
mined by the within-host carrying capacity K, independent of block size. Conversely,
individual variant peaks, (vi +mi)max decrease linearly with h, because variants now
share the carrying capacity. The ratio of slender-to-stumpy numbers initially favours
the slender forms during Phase I, and the ratio gradually tends towards dM=r during
Phase II (see Figure 2.8) as the dynamics gradually approach the non-trivial steady
state. Because dM < r, differentiation-only control favours prevalence of the stumpy
transmission forms of the parasite.
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Now consider the second limit: K tends to inﬁnity. In this case, only slender cells
are present (mi(t) = 0, for all t), because density-dependence, mediating stumpy cell
production, is absent. So, parasite numbers are only controlled by speciﬁc immunity,
and the dynamics of each variant are decoupled from each other. Assuming for a
moment the delay t = 0 and x = 1, we focus on the case where the sensitivity of the
immune response to parasite numbers is at its strongest. As a consequence, the total
peak Vmax increases with the number of variants present in the block, while the size
of individual variant peaks (vi)max and block wave duration remain unaffected (see
Appendix A.2 for the analysis).
Finally, the case of moderate C and K lies in between the two scenarios discussed
so far. By varying h, the dynamics approaches smoothly one extreme or the other
(Figure 2.9). At the start of the infection ai(0) = 0, the dynamics of stumpy cells
initially depends entirely on that of slender cells, with dmi=dt  rhv2
i =K. When rh=K
is sufﬁciently small, i.e. rh=K  c=C, then the number of stumpy cells is also small.
This implies that the slender cell– immune system interaction governs the parasite
population dynamics, giving predominance of slender forms, (vi)max  (mi)max, and
hence Vmax  Mmax. Due to the weakness of general control via differentiation, the
coupling between variants is weak, and Vmax, Mmax and (V +M)max, all increase with
theblocksizeh, albeittheabsolutemagnitudeofparasiteloadandblockwaveduration
is low. When rh=K  c=C, differentiation becomes stronger and this results in higher
stumpy cell production. As h increases, the numbers of stumpy cells catch up with the
slenders and even reach a higher peak. Thus, the slender-to-stumpy ratio Vmax=Mmax
decreases with h tending towards the value determined by differentiation dominance
(Figure 2.9(c)).
In general, the relative dominance of speciﬁc over general parasite control can
be counterbalanced by changes in opposing parameters. Block wave duration, for
example, increases as a function of h faster when x is large, but more slowly when
the ratio K=C is large (Figure 2.9(b)). When returning to cases where t > 0 and x 
1, numerical simulations reveal that differentiation dominance occurs at even smaller
block sizes than the t = 0 and x = 1 case (see Figure 2.9(a)). A large delay t or large x
favours the decoupling between current levels of parasite load and immune-response.
This decoupling generally results in the individual variant dynamics being controlled
via density-dependent differentiation.
602.4 Single block dynamics
0 20 40 60 80 100
0
5
10
15
x 10
7
Block size η
(
V
+
M
)
m
a
x
 
 
x=2 τ=0
x=2 τ=10
x=1.5 τ=0
Immunity Differentiation
Increasing
τ
Decreasing x
(a) Peak parasite load
0 20 40 60 80 100
0
1000
2000
3000
4000
Block size η
B
l
o
c
k
 
w
a
v
e
 
d
u
r
a
t
i
o
n
 
(
h
)
 
 
x=1.5,
K/C=0.1
x=1.5,
K/C=0.5
x=2,
K/C=0.1
Increasing 
K/C
Increasing x
(b) Block wave duration
0 20 40 60 80 100
0
20
40
60
80
100
Block size η
V
m
a
x
/
M
m
a
x
 
 
τ=10, K/C=0.1
τ=0, K/C=0.1
τ=0, K/C=0.5
Increasing τ Decreasing 
K/C
(c) Slender/stumpy ratio
Figure 2.9: Infection characteristics as a function of h. a) Peak parasite load increases with h
when host immunity dominates in parasite control. b) Block wave duration increases with h
when differentiation is dominant for large block sizes. c) Slender-to-stumpy ratio decreases
with h towards the value r=dm mediated by differentiation dominance. The dashed and dash-
dotted lines illustrate that the effects of differentiation are accelerated by larger immune delay
t and small K=C, whereas immunity dominance is favoured by small x and small t. Parameter
values are: K =108;C =109 (a); t=0;K =108 (b); x =1:7;K =108 (c). All other parameters
are as in Table 2.1. Duration is calculated as the time it takes for V +M to fall below its initial
valueV0 = 103.
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In summary, in immunity-dominant scenarios (rh=K c=C) the peak parasite load
increases with h, whereas in differentiation-dominant scenarios (rh=K  c=C), block
wave duration increases with h. These two infection characteristics at the scale of
single peaks: peak parasite load and ‘block wave’ duration, together with stumpy-to-
slender dominance have clearly an important bearing on parasite transmission, with
consequences for the selective pressure on the block size h.
2.5 Multiple-block dynamics N = Bh
So far, we have only focused on a subset of the antigenic archive, namely variants that
emerge at the same time within the host, neglecting their switching. In the follow-
ing, we analyze stochastic switching between blocks leading to the dynamics of the
full model (Eqs.2.2-2.4,2.8), where new variants arise at different times. In order to
obtain infection dynamics exhibiting multiple peaks, the switch matrix must be com-
posed of many blocks, i.e. B > 1, each block in isolation must be relatively small, i.e.
h < hcrit, and the overlap between consecutive block waves in an infection must also
be small, i.e. between-block switching must be small (e  1). When the between-
block switching is high, the separation between consecutive peaks is low, whereas, if
switching between blocks happens at higher rates, the consecutive block waves appear
more separated over an infection (Figure 2.10).
2.5.1 The critical variant activation rate
A unique feature of the stochastic model, also observed in experiments, is that some
variants never arise during infection. To understand this phenomenon, we go back to
the entries of the switch matrix, S. We deﬁne the mean activation rate of a new variant
i in the system as:
¯ si =
1
h å
j2CurrentBlock
sji; (2.23)
under the assumption that the major contribution in switching comes from the block
of variants currently growing in the host. Through ¯ si the variants of any new block can
be ranked, from high activation rate (¯ si large) to low activation rate variants (¯ si small).
Besidesthehigher-levelorganizationofvariantsinunitsofblocks, thereisthusanother
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Figure 2.10: Between-block connectivity controls the separation between antigen block waves
and archive turnover rate. a) e = 0:1. The parasite load develops as a series of highly over-
lapping block waves. b) e = 0:001. Antigenic variation proceeds more slowly and subsequent
blocks of variants appear more separated from each other.
layer of hierarchy in terms of mean activation rates, which ﬁne-tunes sequential variant
appearance within a block. Notice from the construction of the switch matrix that these
mean activation rates all belong to the same order of magnitude eq, where q is the
within-block average switch rate and e  1 (see Section 2.2.4).
Recall that Pi(t) is the probability that variant i has not yet emerged in the host by
time t. Substituting Eq. (2.23) into the original equation for Pi (Eq. 2.8), we get the
simpler equation
dPi
dt
=  Pi¯ siV; (2.24)
where V(t) denotes the sum of all slender cell populations from the current block of
variants. Solving Eq. (2.24) gives:
Pi(t) = exp

 ¯ si
Z t
0
V(s)ds

: (2.25)
In order to better understand stochastic variant generation, we simplify the analysis
by assuming the same stochastic generation threshold for each variant, following the
deterministic approximation approach used by Kepler & Perelson (1995). If a variant
is never generated, this means that the probability Pi(t) never reaches the required
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generation threshold. The explanation lies in the interaction between variant mean
activation rate ¯ si and the total slender cell number within a block
R t
0V(s)ds. Notice
that when a block contains a few variants, the integral
R t
0V(s)ds is bounded, as all
phases of the dynamics are short. This leads to a critical lower bound for ¯ si as shown
in the following.
Mathematical derivation
Here we estimate analytically the critical threshold for the switch rate between anti-
genic blocks, which determines whether a subsequent block will be generated or not.
Adopting the deterministic threshold approximation of Kepler & Perelson (1995), we
assume the same generation threshold 1=e for all new variants. Stochastic arrival times
ti (see Figure 2.11) are then replaced by discrete arrival times Ti. When Pi(t) crosses
the given threshold, t = Ti and variant i is generated. The probability that variant i has
not yet been generated by time t is rewritten as Pi(t) = exp
 
 ¯ si
R t
0V(s)ds

(see Eq.
2.23).
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Figure 2.11: Illustration of ﬁrst arrival times of 14 variants, as a function of variant activation
rate. Mean values  s.d. are given for 500 simulations of the hybrid model for 800 h. The pa-
rameters used are as default. In particular: C = K = 108;x = 3;t = 100;N = 15;h = 5;v1(0) =
103: Notice that all variants of this particular archive arise within the ﬁrst 100 hours of infec-
tion. Variants of the same block arise around the same time, and high activation rate variants
show less variability in arrival times within the host than low activation rate variants.
Considering a moderate block size h < hcrit, such that V = hv, we proceed by
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bounding the integral
R t
0V(s)ds from above. Because V(t)  0; for all t, we have
R t
0V(s)ds <
R ¥
0 V(s)ds. It is easy to see that Vmax < Vmax +M < K. So Vmax never
reaches K exactly. Thus, we can bound the growth phase of the slender population by
an exponential growth. Denote by tK the time it would take for the slender population
V to reach K growing exponentially at rate r from an initial populationV0.
V(t)
 
 
II III I
V
u(t)
2 τ
K
Figure 2.12: Illustration of the upper bound forV(t) in deriving the critical switch rate threshold.
Next, recall that we deﬁned Tnon growth  2t, for h < hcrit (see Section 2.4.3). We
can thus bound the non-growth phase of the slender population by a persistence of V
at carrying capacity starting from t = tK until t = tK +2t. Finally we can bound from
above the slender decline phase by a weaker density-dependence in the differentiation
function and a weaker immune control. This way we can construct a piecewise upper
bound for dV=dt corresponding to each phase of the dynamics illustrated in Figure
2.12, using Heaviside functions H, as follows:
dV
dt
= r(1 
V +M
K
)V  daV
< H(tK  t)rV +H(t  tK  2t)

rV  r
V2
K
 daV

< H(tK  t)rV  H(t  tK  2t)r
V2
K
: =
dVu
dt
: (2.26)
Wehaveusedthefactthata>r=d throughoutPhaseIIImediatedbyhost-immunity,
i.e. for time t  tK +2t and also that in the decline phase, stochastic extinction of the
parasite population occurs if V falls below some critical value, Vext = 1. This happens
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at time Text = 1=r(K 1). Thus,
Z ¥
0
Vu(s)ds =
Z Text
0
Vu(s)ds = K

1
r
+2t+
1
r
log
 
K

: (2.27)
Notice the terms in the last expression depend on K;r and t. The relative magnitudes of
the different terms will depend on the biological parameter values of the system. Upon
the condition that the average parasite lifespan, given by 1=r is much smaller than
double the immune response delay, (1=r  2t), the contribution of both terms 1=r and
1=rlog(K) inside the bracket is o(t). In our system (see Table 2.1), 1=r =10;log(K)
27, thus satisfying the requirement for the approximation:
R Text
0 Vu(s)ds  2tK. Thus,
R ¥
0 V(s)ds <
R ¥
0 Vu(s)ds  2Kt; and we deﬁne the critical activation rate by
scrit =
1
2Kt
; (2.28)
as a lower bound, such that if ¯ si < scrit, we have:
Pi(t) > exp

  ¯ si
Z ¥
0
V(s)ds

> exp

 scrit
Z ¥
0
V(s)ds

> 1=e; (2.29)
for allt, which means variant i will never be generated. On the other hand, for ¯ si >scrit
variant i may be generated (Figure 2.13).
Unsurprisingly, scrit is determined by K, the within-host carrying capacity, and t,
the delay in immune response activation. When K and t are large, each block of vari-
ants grows to a higher level and persists longer within the host before being suppressed
by the host immune system, as discussed in Section 2.4. The scrit threshold, being low,
in this case favors the parasite by allowing rare variants to play their part in the dy-
namics, thus prolonging infection. In general, any changes in parameter values that
increase the total replicative potential,
R t
0V(s)ds, of the current antigenic block lower
scrit and facilitate stochastic emergence for future blocks.
We observe that so far, the carrying capacity, K appears to have two very impor-
tant roles in the full dynamics of the model: it controls the duration of Phase II in each
block wave, and at the same time it affects switching between consecutive blocks. Also
the immune response delay appears be involved in both critical thresholds, hcrit and
scrit, consistent with previous studies showing that delays in immune activation con-
siderably affect the window of opportunity for the pathogen to exploit its host before
being suppressed by the immune system (Fenton et al., 2006).
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Figure 2.13: The role of e on infection dynamics when switching is hierarchical. As between-
block switch rates are reduced, subsequent peaks occur further and further apart and a smaller
proportion of the archive can be generated during infection, because more variants have mean
activation rates below scrit = 1=(2Kt) = 510 8. Parameter values: K =C = 108;x = 3;t =
10;N = 30;h = 5: All other parameters are as in Table 2.1.
2.5.2 How does the antigenic variation dynamics scale with K?
So far, we have considered changes in the switch rates, which describe the parasite
antigenic archive. Now, we ﬁx the archive and examine the role of the within-host
carrying capacity, which via differentiation controls the maximal total number of par-
asites that can grow during infection and is likely to vary across different hosts. Some
hosts may induce the differentiation process at lower parasite loads, while other hosts
may induce it at higher parasite loads. Notice that body size is one constraint at the
host level, determining the total blood volume of the host, thus potentially limiting the
growth capacity of the pathogen.
To investigate how within-host dynamics scales with K, we assume K-invariant
kinetics for the immune response rate (e.g. K=C = constant) and K-invariant parasite
intrinsic growth rate. Notice that the initial inoculum size V(0) =V0 is host-invariant
as it generally corresponds to the number of parasites injected by the tsetse. The model
shows that keeping the archive (switch matrix), and other kinetic parameters ﬁxed, the
average peak total parasite load increases with K, especially when density-dependent
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differentiation of the parasite into stumpy form acts faster than speciﬁc host immune
responses (e.g. K=C  1).
Another effect of the carrying capacity K is the role it plays in the initial rate
of growth of the parasite. This initial growth rate depends on the proportion of the
total carrying capacity occupied by the initial parasite population: dv=dt  rV0(1 
V0=K). When K is larger, the initial growth rate of the parasite within the host is also
larger, leading to a faster increase in the number of variants, and hence to stronger
density-dependent limitation of each variant. As a result, the ﬁrst peaks that appear are
relatively high, sharp and narrow when K is small, while appearing lower, rounder in
shape and wider when containing more variants, when K is large (Figure 2.14).
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Figure 2.14: Relative parasite dynamics (V +M)=K varies with K. Simulation parameters as in
Table 2.1, withC = K;h = 3;Nblocks = 5;e = 0:001.
Thus, when the archive is ﬁxed, K effects the rate of antigen turnover. Because the
stochastic generation of variants depends directly on the magnitude of the slender cell
population (åjvj in Eq. 2.25), which in turn depends on the carrying capacity, new
variants are generated faster when the carrying capacity is larger (see Figure 2.15).
Such differences have been observed empirically (Morrison, 2007), and in the model,
the effect is stronger for variants with low activation rates and a hierarchical switch
matrix. When switching to new blocks occurs with increasingly lower rates (e;e2;e3
and so on), there is a high chance for stochastic extinction of the parasite in hosts where
K is small. The total parasite population is simply too low to allow for these rare events
to appear.
Hence, in the limit as e tends to 0, we expect more differences in the rate of anti-
genic variation and the overall proportion of the archive expressed over the course of
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Figure 2.15: The antigen turnover rate varies with K. The lines show the cumulative number of
variants that have been generated up to time t over infection (ti > t). If K increases with host
body size, in larger hosts (K =1012) we expect the same variants to be expressed earlier than in
small hosts (K = 109). Simulation parameters as in Table 2.1, with: C = K. The switch matrix
used is non-hierarchical, with h = 10;Nblocks = 6;e = 0:0001.
an infection between hosts with different K. In addition, when comparing parasite
population diversity during infection (as given by Shannon entropy (Shannon, 1951))
between hosts with different K, we observe that less parasite variants circulate in small
K-hosts relative to large K-hosts per unit of time, even when the parasite antigenic
archive is the same.
2.5.3 Effects of the switch matrix
To summarize, there are three main descriptors of the antigenic archive reﬂected in
the switch matrix of our model: the size of a single block h, the number of blocks B,
and between-block switch rates determined by e. We ﬁnd that when single blocks get
larger, infection duration increases but if h is too large, infection persists indeﬁnitely,
independently of the number of blocks and their between-block connectivity.
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If the number of blocks, B increases, infection duration and the number of peaks
increase almost linearly, without affecting the nature of the dynamics of each peak.
We observe that archive modularity, i.e. larger B, enhances the overall oscillatory be-
haviour and the sharpness of individual peaks in infection, even when the total number
of variants, N, is kept constant. We expect that a sharp parasite peak in a real infection
may well indicate a small antigenic block and strong variant-speciﬁc immune control.
If the shape of a peak appears rounder, this may suggest a larger number of variants
contained therein and a weak immune control. An important feature of infection dy-
namics then, the variability of peak densities, provides a further clue about dynamical
mechanisms that may be responsible for parasite population cycles within the host.
This structural property found in infection proﬁles occurs also in other more general
predator-prey contexts (see (Turchin et al., 2000) for an example from lemming pop-
ulation cycles), and may potentially be exploited to decipher top-down and bottom-up
control from experimental observations of a dynamical system.
Finally, when between-block switch rates are lower (small e), the separation be-
tween block waves increases, giving longer infection duration overall but less antigen
diversity within each peak (Figure 2.10). However, there is a trade-off: if between-
block switch rates are too low, variants of subsequent blocks may not be generated at
all (Figure 2.13). This is related to the scrit phenomenon discussed in Section 2.5.1.
So if switching between blocks is low, the beneﬁt from longer duration must offset the
risk of stochastic parasite extinction.
2.6 Extensions of the standard model
The current model may be extended to capture a more realistic host immune response.
Arguably, our formulation so far neglects decay in antibody responses but this assump-
tion is not an over-simpliﬁcation for trypanosome infections, where immune memory
plays a central role. Undoubtedly, when more data becomes available, a mechanis-
tic description of antibody and memory B-cell dynamics would be preferable to the
phenomenological approach adopted here. However, we explore three other immune
scenarios that might prove important: 1) the existence of prior immunity against some
variants; 2) cross-reactivity between different variants, and 3) immunosuppression as
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a result of active infection in the host. Clearly, these extensions affect the dynamics
mostly when host immunity dominates in controlling an infection.
2.6.1 Prior immunity
The existence of prior immunity results in partially immune hosts either via prior ex-
posure to infection, or via vaccination, having provided some initial level of strain-
speciﬁc immunity. We ﬁnd that the size of a single block becomes especially important
when there is prior immunity against some variants: the larger the block, the higher the
chance for the parasite to establish an infection by switching sufﬁciently fast to a vari-
ant unseen before. Notice that Phase I of the dynamics of any variant occurs only if the
level of pre-existing immunity against this variant is low, more precisely if ai(0)<r=d
and if vi(0) < K(1 dai(0)=r). If the size of the ﬁrst block is too small, then there
are only a few new variants available for expression, and the parasite risks immediate
extinction in the partially immune host. This suggests another selective pressure on the
size of single blocks in the antigenic archive of trypanosomes, namely the requirement
to seed an infection in partially immune hosts.
2.6.2 Cross-reactivity
There is evidence that trypanosome mosaic VSG variants emerging in the chronic
stages of infection, with at least 75% sequence identity, exhibit high levels of cross-
reactivity (Marcello & Barry, 2007b). Variants within an antigenic block generally
have a high sequence identity, whereas variants across blocks have a low sequence
identity. In this context, by adding cross-reactivity into the model, we introduce posi-
tive coupling between speciﬁc immune responses, allowing existing immune responses
against particular variants to partially clear other variants. The model is modiﬁed by
replacing dai and dai in Eqs. (2.1) and (2.2) by då
N
j=1ajgji and då
N
j=1ajgji, where
gji reﬂects the probability that antibodies raised against variant j can clear variant i.
In other systems, including malaria, cross-reactivity has been proposed, at least on a
theoretical level, to play a signiﬁcant role on the order of variant expression (Recker
et al., 2004). To analyze cross-reactivity in the context of trypanosomes, we focus only
on naive hosts, and only on the uniform cross-reactivity case, thus this feature of the
immune response plays no role in the order of variant appearance.
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2.6.2.1 Within a block
We ﬁnd that uniform cross-reactivity within a block acts as a general background im-
munity, increasing the net clearance rate of each variant of that block. When the block
size is large, this results in a lower peak parasite load, the opposite of what was seen
in the immunity-dominant scenarios of Section 2.4.4. However, when differentiation
dominates the parasite control, cross-reactivity has no effect on the dynamics, as the
growth inhibition of the parasite due to differentiation is generally much stronger and
more signiﬁcant than the growth inhibition due to cross – reactivity. Thus variant
peaks still decrease with h and the block wave duration increases with h, only with
cross-reactivity, their sensitivity to h is higher.
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Figure 2.16: Infection duration as a function of between-block cross-reactivity g. Intermediate
values of cross-reactivity are good from the pathogen perspective as they allow longer persis-
tence and enhance transmission. Parameters are as in Table 2.1, with N = 15;h = 5;K =C =
108;x = 2, and S is non-hierarchical. Duration is calculated here as the time it takes for V +M
to fall below its initial valueV0 = 103.
2.6.2.2 Between blocks
Cross-reactivity between archive blocks adds another factor of relatedness between
parasite variants, in addition to the switch matrix. Unlike the switch matrix that de-
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termines how fast the parasite moves in antigenic space, cross-reactivity marks how
advantageous that movement really is.
Paradoxically, for intermediate values of uniform cross-reactivity between blocks,
the parasite is able to prolong infection (see Figure 2.16), because persistent immunity
raised against the early variants is sufﬁcient to suppress later variants, resulting in their
speciﬁc antibody responses not quickly reaching their maximum. This leads to lower
levels of future parasite peaks within the host, as more variants emerge, but spread
over a longer time-scale, an effect shown previously for Plasmodium (Recker & Gupta,
2006). This is reminiscent of what has been observed in some trypanosome infections
of cattle that eventually self-cured (Figure 1.2). The decrease in parasite load over the
course of infection could be due to the competence of the host in raising cross-reactive
antibodies that made it more and more difﬁcult for the parasite to express antigenically
different variants or mosaics, eventually leading to archive exhaustion. For higher
between-block cross-reactivity, however, unsurprisingly, clearance of future variants
happens more rapidly, decreasing both the parasite load and infection duration (Figure
2.17).
Furthermore, depending on the immune response sensitivity x, the level of cross-
reactivity between consecutive antigenic blocks may play a role in determining the
relative critical threshold for the new block size as a function of the size of the previ-
ous block. Assuming the cross–reactivity between all variants of the previous block
(hold) and all variants of the new block (hnew) equals g, we can apply similar time-
scale and quasi-steady-state arguments as in Section 2.4.3, to derive the critical block
size threshold for the new block, depending on the degree of cross-protection from
antibodies raised against the previous block (see Appendix A.3 for full details):
hnew
crit =
K
C

1 
dg
r
hold

 log(1 r=d+ghold)
ct
 1=x
: (2.30)
Interestingly two opposing effects can be observed: hnew
crit decreases with the number
of variants in the previous antigenic block (hold) when the immune responses are less
sensitive to antigen stimulation (x  2), implying that cross-reactivity between blocks
may enhance the possibility of long persistence of future variants; but if immune re-
sponses are very sensitive (x = 1), the critical block size of the new block, hnew
crit, is
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Figure 2.17: Infection dynamics with cross-reactivity between blocks of antigenic variants. As
g increases, not only is infection duration gradually reduced, but also stochastic emergence of
new variants is made impossible and only a small repertoire of variants is ever seen. The black
lines indicatesV +M, the colored lines vi+mi. Parameters as in Figure 2.16.
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an increasing function of hold, implying that cross-reactivity between blocks may en-
hance future variant clearance if immune action is fast and tightly coupled to parasite
numbers.
In other words, depending on the general sensitivity of immune responses, the
level of cross-reactivity between consecutively activated antigenic blocks may play a
role in selecting for their optimal sizes. In order to ensure host survival, the parasite
must avoid overwhelming the host with long persistence of all variants. In general,
this requires that hcrit be large. When immune responses across blocks of variants
are cross-reactive, in order for antigenic variation to give rise to oscillating parasite
loads (as opposed to overwhelming infection persistence), the antigenic archive of the
parasite should be structured in such a way that: i) later-appearing antigen blocks are
small if early antigen blocks are large, in slow host-immunity scenarios (x large), and
ii) late antigen blocks are large if early blocks are large in fast host-immunity scenarios
(x small).
This analysis suggests that immune cross-reactivity across parasite variants may
be important in within-host antigenic variation, affecting not only the magnitude of
infection peaks, and overall infection duration, with potential implications for host
health and parasite transmission, but also affecting the evolutionary selective pressures
on the block structure of the antigenic archive.
2.6.3 Immune suppression
It has been shown that the host’s capacity to control an infection may be limited: in in-
bred mice, the supply of naive B-cells can decrease dramatically during a trypanosome
infection, with the consequent decrease in the rate of production of speciﬁc antibodies
(Radwanska et al., 2008). While the exact nature of immune suppression may be de-
termined by a series of different factors, we considered only the number of antigenic
variants as a factor, an index of parasite diversity within the host, which represents the
most conservative case.
2.6.3.1 Instantaneous immune suppression
When immune suppression depends on the number (h) of variants within the same
block, i.e. from diversity currently circulating within the host, Eq.2.3 can be replaced
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Figure 2.18: Effects of immune suppression from parasite diversity within a block, h. When
host immunity is intrinsically fast (t = 10, left panel), (V +M)max increases more than linearly
(for a while) with increasing h, by the additional growth experienced by each individual variant
vi+mi. Instead, when host immunity is slower (t = 100, right panel), the immunosuppression
positive effects by increasing diversity are counterbalanced faster by the negative effect on
each variant exerted by density-dependent differentiation. As a result, the total peak is ﬁxed
and each individual variant gets a smaller share of (V +M)max when h is large. Parameter
values as default, except: C = 107;K = 108;c = 10;x = 1.
by
dai
dt
=
c
A(h)

vi(t  t)+mi(t  t)
C
x
(1 ai); (2.31)
where A(h)=feah=(f+eah 1) (see Appendix A.4 for details and analysis). We ﬁnd
that in the presence of immune suppression, increases in the block size h produce even
higher increases in the peak total parasite load, than previously shown. However, as
differentiation becomes stronger with increasing h, effects from within-block immune
suppression become weaker, and the density-dependent effects from differentiation,
which lower variant peaks, become dominant (Figure 2.18). So in general, for moder-
ate immune suppression, the qualitative behaviour of the system is very similar to the
inexhaustible immune response case analyzed throughout Section 2.4.
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2.6.3.2 Cumulative immunosuppression
Whenimmunesuppressionactsasafunctionofthecumulativenumberofvariantsseen
by the host, the effects can be more dramatic, especially if many variants are generated
early in infection. Eq. (2.3) is replaced by
dai
dt
=
c
A(Nt)

vi(t  t)+mi(t  t)
C
x
(1 ai); (2.32)
where Nt refers to the total number of variants generated up to time t. Cumulative
immune suppression has the consequence that the intrinsic host capacity to mount an
immune response against new variants (given originally by c in the model) is progres-
sively reduced towards the limiting value c=f. As a result, variants that emerge later
in infection face a weaker immune system, grow more rapidly and persist for longer
times. Depending on the precise value of the limiting value f, and the speed of immune
deterioration a, this effect will be weak or strong and may even lead to overwhelming
long term parasite persistence. In contrast to the instantaneous immune suppression
case, the beneﬁts from cumulative immune suppression are experienced by the para-
site only later in infection.
2.7 Discussion
Although a large number of studies have addressed trypanosome within-host infec-
tions, focusing on isolated aspects of the dynamics like variant order (Agur et al., 1989;
Kosinski, 1980; Seed, 1978; Turner & Barry, 1989), the interaction of speciﬁc and
cross-reactive host immunity, (Antia et al., 1996), the connectivity pathways between
variants (Frank, 1999; Lythgoe et al., 2007) and parasite density–dependent differenti-
ation into the stumpy parasite form (Savill & Seed, 2004; Tyler et al., 2001), none of
the models therein have analyzed all those aspects together in one context. The cur-
rent model binds all these elements in a common framework, offering deeper insight
into trypanosome dynamics and closer integration of these dynamics with switching
mechanics revealed by the increasing availability of parasite genetic data.
The model illustrates how the structure of the parasite antigenic archive dictates
critical thresholds at the within-host level, which have important implications for in-
fection. The balance between speciﬁc immunity and parasite differentiation, while
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determining many features of chronic infection, such as peak parasite load, duration,
and slender/stumpy ratio, emerges to be very sensitive to the size of an antigenic block,
h. Variance in the size of different blocks in the switch matrix can make this balance
dynamic over the course of an infection, giving rise to variability in infection pro-
ﬁles. Another ﬁnding of the model is that demographic stochasticity, as shown also by
Sasaki & Haraguchi (2000), can matter in within-host antigenic variation dynamics, in
our case especially, since the switch rates between variants range over several orders
of magnitude. The effects of stochastic variant emergence are particularly important
early on, if the parasite infects partially immune hosts, and generally in the chronic
phase, where the maintenance of infection depends on rapid jumps between antigenic
blocks. The minimum switch rate, scrit, required for stochastic generation of a new
variant is an emergent property of the model and is not dependent on the details of the
switch matrix, whether hierarchical or not.
Twodifferentchronicinfectionscenariosarisefromthemodel. Astationarychronic
infection, where Phase II lasts indeﬁnitely, requires a single block to be large enough
to allow differentiation to dominate parasite control within the host. In this case, the
same variants persist throughout the infection, limited only by the carrying capacity.
An oscillatory infection with multiple peaks (characteristic of trypansome infection),
requires many small blocks, so that immune-mediated clearance of each block is pos-
sible, and sufﬁciently high between-block switch rates to enable exploration of other
antigen blocks. The latter scenario is characterized by sequential emergence of new
variants. These two requirements correspond to the two critical thresholds derived in
this chapter, hcrit and scrit. Essentially the parasite faces a trade-off for maximal use
of its archive. Jumping to consecutive blocks should occur neither too fast, to avoid
overwhelming the host, nor too slowly, to avoid premature infection clearance.
For a ﬁxed archive instead, these two chronic scenarios (stationary and oscilla-
tory) are attained for different levels of host immune-competence. We expect that in
immune-compromised hosts, persistence of a stationary infection is established more
easily, whereas in immune-competent hosts, multiple-peak chronicity is established
more easily. This model prediction is conﬁrmed by some existing empirical studies
(Hajduk & Vickerman, 1981), but can be tested further experimentally. The relative
differences between these two scenarios, link also to the general differences between
782.7 Discussion
acute and chronic infection (Alizon & van Baalen, 2008a) and may have an important
evolutionary signiﬁcance for the parasite.
2.7.1 How genomic data can inform the model
The precise values of antigenic switch rates, lying at the interface between parasite
genetics and within-host dynamics, may be very difﬁcult to extract empirically. In a
top-down approach, they would require a longitudinal study of several parallel infec-
tions and multiple screenings for variant identiﬁcation at each peak. In this way, an
antigenic network could be inferred statistically from co-occurrences of variants, as
illustrated recently for Plasmodium (Recker et al., 2011). A few studies over the ﬁrst
3-5 weeks of infection do show that individual variants are predictable in time of ap-
pearance (Marcello & Barry, 2007a; Robinson et al., 1999; Timmers et al., 1987), but
more high-throughput approaches could be applied over longer infection periods. The
block size h would then correspond to the size of clusters in this network. In a bottom-
up approach, relative switch rates might be inferred from sequence analysis of VSG
gene ﬂanks, as was achieved by Barbour et al. (2006), who showed that gene ﬂank
characteristics dictate ﬁne timing of expression of variants in the bacterium Borrelia
hermsii.
If the switch rates between trypanosome VSG variants can be mechanistically de-
rived from genetic processes in the antigenic archive, and if the rates of these genetic
processes are measured, then parameters of the switch matrix such as h, N, e can be
properly quantiﬁed, and moreover, the global structure of the switch matrix, whether
hierarchical or non-hierarchical, or a combination of both, can be elucidated. Clearly,
an integration of bottom-up and top-down approaches provides an ideal framework,
where the model can meet experiments.
2.7.2 Future work and perspectives
Whether a stationary or an oscillatory chronic infection confers a higher ﬁtness to the
parasite remains unclear. An oscillatory parasite load may be of selective advantange
over a stationary one, because its cumulative negative effect over time on host survival
might be smaller, thereby extending the time-window for transmission of the parasite.
Alternatively, the two strategies may endow the parasite with equal ﬁtness, and hence
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trypanosome strains adopting either archive strategy should be possible to ﬁnd in the
ﬁeld. If such different strains are not observed, this could indicate that only certain
archive conﬁgurations that are easy to attain genetically can evolve.
Next comes the question of how the critical thresholds at the level of a single host
affect parasite ﬁtness at the population level. We can now begin to ask: at which
antigenic block size do the virulence effects from long parasite persistence start to
outweigh the transmission beneﬁts? How does this depend on the balance between
parasite differentiation and host immunity? The model suggests that the continuum
of differentiation-immunity scenarios may favour different antigenic block sizes, in
order to maximize parasite load within the host. However, because trypanosomes are
vector-borne parasites, after some threshold, increases in the number of variants under
one peak (h) and in the total parasitaemia, may only serve to increase virulence of the
infectionandnottransmission. Inthissense, wewouldexpectveryvirulentstrains, e.g.
strains with large blocks of VSG genes in their VSG repertoire, to be counterselected
for.
Although we have not embedded our within-host model into an epidemiological
context, some critical links with transmission and virulence already emerge through
parameters such as the within-host carrying capacity K. Related to the rate of parasite
differentiation, K plays a criticalrole as a ceiling for parasite population growth, affect-
ing ultimately the replication and transmission potential of the parasite. Clearly using
the model to address infection across different host species would involve some pertur-
bation of K. Presumably the size of the host may inﬂuence K, serving as an ecological
upper bound, and some experimental data supporting this idea already exists (Barry,
1986). However, more research is needed to properly connect K to trypanosome infec-
tion and antigenic variation. Possible avenues for elucidating K from experiments, just
to mention a few, could be the empirical exploration of trypanosome quorum sensing
mechanisms, a better understanding of the kinetics of the SIF factor triggering differ-
entiation (Reuner et al., 1997), and the identiﬁcation of host mechanisms that might be
involved therein.
From the fact that the critical between-block switch rate depends on K, it seems
plausible that parasite genetic processes, responsible for the VSG archive subfamily
structure, must ultimately evolve towards some K-dependent optimum, ensuring suf-
ﬁcient separation between blocks but also a minimum degree of connectivity. Any
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host factor that reduces the parasite replication potential must be counterbalanced by
increases in between-block switch rates (e.g. genetic identity between variant subfam-
ilies) to ensure stochastic generation of new blocks. Again one can ask how large are
the parasite transmission beneﬁts from expressing a higher number of blocks within a
host, compared to virulence costs? How does this depend on the particular type of host
and its ecology?
Further research in this direction, linking selection pressure at the within-host and
epidemiological level with the genetic processes operating on the parasite antigenic
archive could have important implications for our understanding of trypanosome evo-
lutionary dynamics.
We will address some of these issues in the next chapter, where we aim to uncover
thewiderecologicalcontextofatrypanosomeinfectionandexplicitlyconsiderparasite
ﬁtness as a function of within-host infection kinetics.
81Chapter 3
Understanding trypanosome ﬁtness:
how to optimize infection proﬁles
3.1 Introduction
Many pathogens cause chronic infections by varying their antigenic properties within
hosts (Barbour & Restrepo, 2000; Barbour et al., 2006). Antigenic variation has im-
portant implications for disease progression within an individual and for transmission
of the pathogen across many generations of hosts (Lipsitch & O’Hagan, 2007). Persis-
tent infections like malaria (Plasmodium falciparum) or sleeping sickness (African try-
panosome) rely on parasite antigenic variation, characterized by oscillating pathogen
load, where each peak is dominated by a distinct wave of antigenic variants of the
parasite.
So far, we have focused on the within-host implications of antigenic variation for
African trypanosomes. In Chapter 2, we examined the direct and indirect effects of
antigenic archive structure on within-host trypanosome dynamics and showed that dif-
ferent structures of the antigenic archive can have an effect on infection duration, peak
parasite number, the ratio between replicative and transmissive parasite life-stages and
oscillatory parasitaemia. However, there are larger-scale consequences of antigenic
variation for infectious disease epidemiology that are tightly coupled to the within-
host level. Onward transmission of the parasite to the vector and subsequently to new
hosts depends on the infectivity of the current host, which in turn depends on the du-
ration of infection and peak parasite load. If the infection is short, the probability to
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transmit to the vector is small and viceversa. Similarly, if the peak parasite load is
low, the density of parasites in a vector bloodmeal may be insufﬁcient to successfully
establish an infection in the vector. In this context, it becomes natural to extend the
within-host framework to a larger ecological framework, where additional host and
vector characteristics must be taken into account.
The aim of this chapter is to take an integrative cross-scale approach to the study
of tryapanosome antigenic variation. For this, we use the relatively new modelling ap-
proach, of nested models, proposed by Gilchrist & Sasaki (2002), but see (Mideo et al.,
2008) for a recent review. By nesting the within-host model of Chapter 2 within an
epidemiological framework, we investigate the larger-scale consequences of antigenic
variation for parasite ﬁtness within a host. Subsequently, we discuss the selection pres-
sure on the archive structure, arising from host epidemiological and ecological factors
and routes of transmission.
The exact factors involved in the evolutionary dynamics of pathogens depend on
the type of pathogen, the particular host, and the particular trait in question, however
there aremany parallelsacross differentsystems, whichcan oftenbe explainedthrough
general trade-offs that emerge between transmission and virulence. Some empirical
studies have found trade-offs between transmission and virulence in host-parasite sys-
tems (Mackinnon & Read, 1999). The predictions coming from theoretical models
have long postulated that as a result of such trade-offs, parasites should evolve inter-
mediate levels of virulence (Anderson & May, 1982; Ewald, 1983; Levin & Pimental,
1981). Similarly, nested models of pathogens with different stages in their life cycle
haveshownthatsuchparasitesshouldevolveoptimalratesofswitchingbetweenrepro-
duction and transmission life-stages to maximize their ﬁtness (Alizon & van Baalen,
2008b; Koella & Antia, 1995; Sasaki & Iwasa, 1991).
Applying the nested framework to a novel context (African trypanosomes) allows
us to revisit the emerging trade-offs between parasite transmissibility and virulence,
and explore the role played by speciﬁc antigenic archive parameters in determining
these trade-offs. Our approach is to assume that the structure of the antigenic archive,
reﬂected in the block size, the number of blocks and between-/within-block switch
ratio is a conserved and heritable parasite trait to a large extent, and as such is subject
to genetic control and adaptation over long time scales. A natural question to ask
is: do transmission-virulence trade-offs lead to similar intermediate magnitudes for
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antigenic archive parameters? If yes, how do these intermediate optima depend on host
characteristics? Furthermore, how are these optimal archive conﬁgurations achieved
genetically by the parasite?
Figure 3.1: Illustration of the complex ecological feedbacks arising in the evolution of antigenic
archives of pathogens such as the African Trypanosome.
Life-history evolution of multi-host parasites, such as the African trypanosome,
raisesmanyquestionsabouttheimportanceofepidemiologyandtheconstraintsemerg-
ing at the within- and between host level (Gandon, 2004). One of the most interesting
questions has to do with the evolution of generalist versus specialist survival strate-
gies. It has been shown that trypanosome hosts often differ in their ability to ﬁght
parasitic infections, or in the pathogenesis they experience (Barry, 1986; Morrison &
Murray, 1985; Taylor, 1998). Thus, another issue of particular relevance addressed in
this chapter is how the multiplicity of potential trypanosome hosts (each with its own
immune competence, body size, etc.) can impact on the evolution of antigenic archive
traits and parasite speciation. As illustrated in Figure 3.1, our aim is to achieve a more
comprehensive understanding of the role played by antigenic variation in the life cycle
of the African trypanosome, and ultimately how its long-term evolution is coupled to
its host range in the ﬁeld.
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3.2 Pathogen success across biological scales
3.2.1 Pathogen ﬁtness in the host community
We begin by deﬁning parasite success at the population level. Because trypanosomes
can infect many hosts, and alternate between hosts and vectors, the expression of their
overall ﬁtness in the ﬁeld must include these transitions. The mathematical theory for
the basic reproduction number of multihost pathogens has been developed by Diek-
mann et al. (1990). The formal derivation for R0 via basic principles is straightforward.
Intuitively, it is the sum of the contribution to R0 by each host type and can be derived
using the next-generation-matrix, which is deﬁned as follows for vector-transmitted
pathogens that infect multiple host species,
G =
0
B B
B B B B
@
0 0 0 ::: g1N
0 0 0 ::: g2N
0 0 0 ::: g3N
. . .
. . .
. . .
. . .
. . .
gN1 gN2 gN3 ::: gNN
1
C
C C C C C
A
:
In the next-generation-matrix, each entry gij denotes the expected number of new cases
of type i individuals, caused by one infected individual of type j during its entire period
of infectivity, in a population consisting entirely of susceptibles. The last row of G
corresponds to transmission from host to vector, whereas the last column corresponds
to transmission from vector to host. Here we directly obtain gij from the deﬁnition,
assuming each host population is in demographic steady state prior to invasion by
the pathogen and in the initial phase of the invasion. This applies also to the vector
population, given by Z. We then have:
giN = biaH
1
g
; (vector-to-host) (3.1)
gNi = bi
Z
Hi
Fi; (host-to-vector) (3.2)
where bi is the per capita vector bite rate on host i, aH is the probability of the host be-
coming infected following a bite from an infected ﬂy, 1=g is the vector life expectancy,
Hi is the abundance of host i, and Fi is the average duration of host’s infectiousness in
the ith host species.
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Diekmann et al. (1990) show that the dominant eigenvalue of G is equivalent to the
basic reproductive number R0. The eigenvalue with the largest real part has precisely
the properties of R0. We deﬁne
R0 =
ZaH
g å
i2Hosts
b2
i Fi
Hi
; (3.3)
as the basic reproductive number for the multi-host pathogen. Implicitly, it is assumed
that epidemiological parameters in the vector (virulence, transmission and recovery)
are constant, and that the vector population reaches equilibrium more rapidly than the
host population. If R0 > 1, the parasite can maintain itself in the host population,
otherwise the infectious disease goes extinct with probability 1. From Equation 3.3 we
can see that a strong contribution to R0 comes from Fi, coupled with the abundance of
each host species Hi, and the host-speciﬁc contact rates bi.
The contribution that each host type gives to R0, namely Fi can be taken as an
index of average parasite success in that particular host, in other words as ‘parasite
within-host ﬁtness’. Notice that Fi can be calculated in 2 ways: 1) from the population
level, using population level estimates for infection duration and transmissibility; or 2)
from the within-host level, by computing the integral over time of the host probability
to transmit the infection, weighted by the probability that the host is alive. The latter
approach corresponds to the nested model that we present below.
3.2.2 Pathogen ﬁtness in a single host
The net duration of host infectiousness, denoted by F, is equal to its instantaneous abil-
ity to pass on the infection b(t), weighted by the probability j(t) that the host is alive,
and integrated over the entire infection period. These depend in many ways on parasite
within-host dynamics. For example, for trypanosomes, the total number of transmis-
sion life-stages (i.e. stumpy cells) present in the host at a particular time will affect
the probability to successfully infect the vector. Similarly, the total number of parasite
cells circulating in the bloodstream will harm the host directly, by using crucial re-
sources, or indirectly, by stimulating the host’s immune system, with the consequence
of ultimately reducing host survival. Following the nested modeling approach orig-
inally proposed by Gilchrist & Sasaki (2002), one can use a within-host model and
knowledge about the biology of the system to precisely quantify these relationships.
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To describe the within-host dynamics of the trypanosome during a chronic infec-
tion, we use the hybrid model given by Eqs. (2.1)-(2.8) in Chapter 2. Recall that for
each variant, slender (replicating) cells are denoted by v, stumpy (non-dividing, tsetse
infective) cells by m, and the speciﬁc antibody response of the host is denoted by a.
The total number of slender and stumpy cells respectively is given byV and M. Using
our within-host model, we mathematically deﬁne net within-host trypanosome ﬁtness
in relation to a particular host type as:
F =
Z ¥
0
b(t)j(t)dt (3.4)
=
Z ¥
0
b(t)exp

 
Z t
0

u+µ
V(s)+M(s)
Kmax

ds

dt;
where b(t) is the instantaneous transmission probability, and the decreasing exponen-
tial function is the host survival probability. As with other vector-borne parasites, the
transmission probability b for trypanosomes is a saturating function of parasite popu-
lation within the host, in particular of the tsetse-infective stumpy subpopulation M(t).
As M increases, b tends to 1. Many complicated S-shaped sigmoid functions could be
used, but the simplest interpretation for b is a threshold number of stumpy cells, z, in a
tsetse bloodmeal, needed to infect the ﬂy (Van den Bossche et al., 2005).
We denote the volume of a tsetse bloodmeal by k, and the blood volume of the host
by W. Assuming a homogeneous spatial distribution of the parasite population in the
bloodstream of the host, the number of stumpy cells taken by a ﬂy upon bite is given
by Mfly(t) = kM(t)=W. If Mfly < z then b = 0, otherwise, if Mfly  z, the ﬂy gets
infected with probability b = 1.
For the probability that the host is alive over time, j(t), we assume it depends on
natural host’s mortality rate u (per unit of time) and the additional parasite-induced
mortality rate, µ (per unit of time per parasite occupying one unit of the maximal
carrying capacity Kmax). Notice that µ reﬂects both properties of the parasite and of the
host. In the following, we mostly assume that µ is parasite-intrinsic. However, it will
be argued later that pathogen virulence can vary across hosts, leading to host-intrinsic
pathogenesis rates.
For simplicity, it is assumed that both life stages of the parasite harm the host at
equal rates. Consider that being an extracellular parasite, within-host growth of the
trypanosome is ultimately limited by the blood volume of its host, which provides the
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pathogen the resources needed for replication and survival. For this reason, the in-
troduced parameter of Kmax, denoting the maximal carrying capacity, can be thought
to be directly proportional to host blood volume W. We expect the ratio Kmax=W to
be constant across different hosts, whereas the actual carrying capacity related to the
differentiation process, K (and consequently K=Kmax  1) may vary, depending on
possible host-speciﬁc factors that could be involved in parasite differentiation.
Let us now return to parasite ﬁtness in the ﬁeld (Eq.3.3). Clearly, the overall sen-
sitivity of R0 to parasite life-history traits is given by the sum of the sensitivities of
the individual Fi, weighted by b2
i =Hi. It is generally accepted that parasites evolve to
maximize their basic reproduction number R0. Such maximization however may lead
the parasite to specialize on a single host species, resulting in a life-history trait that
generates an optimal infection proﬁle in the preferred host, or an antigenic archive
selected to maximize R0 across a community of different host species. The situation
we consider here deals with how the parasite can maximize within-host ﬁtness, F1,
using different within-host strategies. Conceivably, such maximization will inevitably
require the balance between two requirements: maximization of the transmission po-
tential of the parasite from the given host, and minimization of the harm done to the
host (see Figure 3.2 for an illustration of the nested model).
First, in Section 3.3 we consider how the differentiation process impacts parasite
ﬁtness in a single host and what are the transmission requirements imposed upon the
conversion from replicating to transmissive life-stages of the parasite. Then in Section
3.4, considering the structure of the antigenic archive as the evolving parasite trait,
we investigate how this structure, represented by the switch matrix S, can change to
optimize the infection proﬁle in a given host, and which host and parasite factors play
a role.
To obtain a deeper understanding of the implications of archive structure for try-
panosome within-host ﬁtness, in Section 3.5 we examine more in detail particular in-
fection scenarios mediated by the antigenic archive, such as stationary and oscillatory
parasite loads, and acute and chronic infections. In Section 3.6 we apply our analysis
1We drop the subscript i, assuming the host is given, in order to simplify our notation from this
point onwards.
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to realistic hosts, where changes in within-host parameters such as the carrying capac-
ity are accompanied by changes in physiological and epidemiological parameters. The
consequences of such an assumption for pathogen ﬁtness are discussed in relation to
the trypanosome antigenic archive.
In Section 3.7, we raise the questions of archive global optimality in the ﬁeld versus
archive plasticity in each host, and ﬁnally, in Section 3.8, we propose a mechanistic
framework, through which the antigenic archive and the switch rates can be linked
to genetic processes acting at the level of the parasite genome. We conclude with a
summary of main results and general discussion.
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Figure 3.2: Illustration of within-host parasite dynamics integrated within an epidemiologi-
cal framework. In this particular case, the within-host parasite ﬁtness is F =
R
b(t)j(t)dt =
757:24: Parameter values as in Table 2.1 with: Kmax =K =C =1012;T =4000;h=3;Nblocks =
22;e=0:001;µ=8:810 3:5. Different variants are given in arbitrary colour in the top graph.
3.3 Differentiation and within-host parasite ﬁtness
In parallel with antigenic variation, there is another important within-host infection
process: parasitedifferentiationfromslenderreplicatingformtostumpynon-replicating
form. This process inﬂuences both the ratio between the two parasite life-stages and
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their sum, and depends on the total parasite load within a host via (V +M)=K in Eq.
2.1. Notice that the lower K is, the faster differentiation happens, and the higher K is,
the more the parasite can grow and the slower the differentiation. Ultimately, K acts
as a within-host carrying capacity: either a ceiling for the total parasite load V +M
when there is immune control, or an asymptotic equilibrium where V +M settles in
the absence of host immunity. In this section, we describe three ways in which the
differentiation process may inﬂuence within-host parasite ﬁtness F: by guarantee-
ing transmission, by favouring host survival, and by modulating the pace of antigen
turnover during the period of infection.
3.3.1 Guaranteeing transmission
In the absence of host immunity (ai = 0, for all i), which represents an ideal scenario
for the parasite, the parasite population within the host, following the dynamics in
Eqs.(2.1) - (2.8) tends towards the carrying capacity K (Figure 2.8). This is indepen-
dent of the antigenic archive. At this steady state, V+M = K, and in particular the
total stumpy cell population M and total slender populationV are given by:
M = K
r
r+dM
; V = K
dM
r+dM
; (3.5)
where r is the intrinsic growth rate of slender cells and dM the intrinsic mortality rate of
the stumpy cells. The ratio M=V = r=dM > 1 (see Table 2.1) indicates the parasite-
intrinsic tendency to favour transmission over reproduction in any host.
Naturally, a sufﬁcient requirement for ensuring host-to-vector transmission in this
best-case scenario is M
fly > z. If M
fly < z, b = 0 for all time. This can be translated
into a threshold criterion for M and hence for either r=(r+dM) or K:
M
fly =
Mk
W
=
Krk
W(r+dM)
> z =) b = 1: (3.6)
So, in any given host, independently of the archive structure, the within-host carry-
ing capacity, K must be sufﬁciently large relative to its blood volume W, in order to
ensure sufﬁciently high concentration of parasites in a tsetse bloodmeal, and hence a
non-zero transmission probability. Equivalently, for a ﬁxed K, the ratio r=(r +dM)
must be sufﬁciently high to fulﬁl transmission requirements, imposing a balance be-
tween the slender growth rate r and the stumpy cell natural mortality rate dM. Notice
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that, the inequality (3.6) exposes a continuum of within-host differentiation and ki-
netic strategies of the pathogen that can guarantee a nonzero transmission probability.
The interplay between within-host growth parameters such as K;r and dM, the vec-
tor transmission threshold z, and physiological variables such as host blood volume W
and vector bloodmeal volume k, provides the parasite much ﬂexibility and freedom for
parasite-host-vector adaptation, as long as Krk=Wz(r+dM) > 1 is satisﬁed.
3.3.2 Favouring host survival
Another signiﬁcant effect of parasite slender-to-stumpy differentiation may be related
to host survival, j(t), which appears in the formula for F (Eq. 3.4). Because the
overall host pathogenesis is a function of the total parasite populationV(t)+M(t), the
maximal parasite burden reached in the host plays an important role in modulating this
maximal level of host harm. At a general level, if K = Kmax, the pathogenesis induced
in the host if the parasite persists or peaks at K is maximal. In the persistence case, it
canbeeasilyseenthathostsurvivaldeclinesrapidlytozerovia: j(t)=exp( (u+µ)t).
Alternatively, if K < Kmax, a faster differentiation process, by limiting sooner total
parasite growth in the host, may lead to a smaller reduction in host survival and hence
a higher overall infection ﬁtness.
Within each parasitaemia peak, once K is bigger than a minimum threshold re-
quired for transmission when z is ﬁxed (see Section 3.3.1, Eq. 3.6), further increases
in K can be counterbalanced by corresponding reductions in parasite virulence µ to
yield the same ﬁtness of the parasite in a single host (see Figure 3.3(a)). This points
towards the signiﬁcant interplay at the within-host level between the differentiation
process from slender to stumpy parasite form, generally responsible for the absolute
magnitude of each peak, and the reduction in host survival caused by each pathogen
cell living in the host bloodstream.
On the other hand, if the two forms of the parasite have different virulence, (e.g.
µM 6=µV) the relative ratioV=M, besides simply their sum, becomes important for host
survival. If stumpy cells reduced host survival by a smaller per-capita amount than
slender cells (µM < µV), differentiation would provide the parasite a ‘niche’ that not
only enhances transmission b, but also enhances host survival j. Since the relative
dominance of the two parasite forms for each variant depends primarily on the ratio
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Figure 3.3: a) Contour plot of within-host parasite ﬁtness F as a function of parasite virulence
µ and carrying capacity K. The same within-host ﬁtness can be achieved by the parasite if it
is highly virulent but differentiates rapidly (K small), or if it is less virulent and differentiates
at higher parasite loads (K large). Red regions indicate high values of F, whereas blue regions
indicate low values of F. Parameters as default. Switch matrix: Nblocks = 4;h = 3;e = 0:01.
b) Contour plot of within-host parasite ﬁtness F as a function of differential virulence µM=µV
of the two parasite forms, and their relative dominance within each peak M=V = r=dm. The
parasite can obtain the same within-host ﬁtness from combinations of high stumpy dominance
and low stumpy virulence, or high slender dominance and low slender virulence. Parameters
as default. Switch matrix: Nblocks = 1;h = 1.
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between the intrinsic slender growth rate and the intrinsic stumpy mortality rate r=dM
(and subsequently on differential immune clearance rates), we obtain a ﬁtness land-
scape where different combinations of r=dM and µM=µV can lead to the same parasite
success in a single host (Figure 3.3(b)).
These observations suggest that both the rate of differentiation and the relative
partitioning of the parasite population into transmissive and replicative life-stages are
important factors in determining host survival over infection.
3.3.3 Pacing antigen turnover
In realistic antigenic variation scenarios, speciﬁc host immunity is present and me-
diates parasite clearance for each variant, and consequently a series of parasitaemia
waves emerge. Each peak generally contains a few variants, thus has a limited re-
production potential. This reproduction potential (e.g. peak total slender cell number
Vmax) enables the parasite to switch to new variants, which is the primary mechanism
of infection prolongation. This means that aside from the minimum level of stumpy
cells required for transmission, the slender composition of a peak must also be sufﬁ-
ciently high in order to stochastically give rise to new variants over the course of an
infection. Conceivably, the precise magnitude of the slender cells in each peak will
affect the actual timing of the next wave of antigenic variants.
In the model, in addition to the differential immune clearance of these two types
of cells, the relative ratio M=V within each peak, depends also on r=dM, as explained
in Section 3.3.1. However, this effect becomes particularly evident when consider-
ing a simple modiﬁcation of the model by adding a parameter a that represents the
sensitivity of the inoculating variant (i = 1) to differentiation. This changes the dy-
namic equations of the ﬁrst variant, altering the functional form (i.e. the strength) of
the differentiation process, from (V +M)=K to [(V +M)=K]a, and consequently the
slender-stumpy composition of the initial peak. When a is high, the initial peak com-
posed of the ﬁrst variant consists mostly of stumpy cells, and subsequent variants take
longer to emerge and grow, instead when a is low, the ﬁrst peak consists mainly of
slender cells and the pace of emergence and growth of new variants is faster, leading
to more rapid antigen turnover and hence shorter duration of infection. Keeping every-
thing else ﬁxed, we ﬁnd that there is an optimal sensitivity to differentiation for the ﬁrst
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Figure 3.4: The effect of differentiation sensitivity of infecting variant. There is an optimal
sensitivity to differentiation of the ﬁrst variant initiating the infection, where within-host ﬁtness
is maximized. This optimum reﬂects the slender-stumpy composition of the ﬁrst peak that
optimizes the pace of antigenic variation within the host. Within-host parameters as in Table
2.1, with K =C = 108;T = 1000. Host-speciﬁc parameters: Kmax = 109;µ = 8:810 3;u =
1:110 4;W = 210 3. Non-hierarchical switch matrix: h = 2;Nblocks = 2;e = 0:0001.
variant (in this case aopt = 0:5), where within-host parasite ﬁtness is maximized (Fig-
ure 3.4). With aopt below 1, this suggests that at the beginning of infection, it is better
if differentiation-mediated parasite growth arrest is downregulated to favour more re-
production. Such an optimum indicates that increases in immediate reproduction and
transmission of the parasite must be traded off against decreases in future transmission
potential.
Interestingly, we do not ﬁnd a similar optimum arising when all variants display
the same sensitivity a to differentiation. In that case, we observe instead, that as a
increases and the entire parasite population differentiates faster, within-host parasite
ﬁtness, F, only decreases. This is perhaps due to the fact that the majority of variants
are already generated within the ﬁrst infection peak, thus the slender-stumpy compo-
sition of this peak is the most important factor governing the pace of antigen turnover.
Tosummarize, asithas beennoted forvector-bornediseases (Alizon&van Baalen,
2008b), the processes partitioning the parasite population into replicative and trans-
missive parasite life-stages can have important epidemiological implications also for
trypanosome infections.
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3.4 How the archive structure impacts within-host ﬁt-
ness F
In Chapter 2, we investigated in detail how antigenic archive structure affects within-
host dynamics. In this section, we address the implications of archive structure for
within-host parasite ﬁtness, taking into account transmission to the vector and host
survival.
Figure 3.5: Illustration of the genetic architecture of the antigenic archive of the pathogen.
Switching within blocks ofclosely relatedgenes usuallyhappens ata higherrate thanswitching
between blocks.
By our construction of the switch matrix, we can analyze independently three dif-
ferent archive parameters: the size of a single block of variants h, the number of blocks
Nblocks, and the between-/within-block switch ratio e (Figure 3.5). We expect that dif-
ferent combinations of these parameters over an infection lead to different transmission
success of the parasite. Conceivably, these archive parameters must be under selection
to optimize within-host parasite dynamics. The quantitative resolution of the trade-off
between transmission and virulence must lie at the core of the optimal conﬁguration of
the parasite antigenic archive.
3.4.1 The optimal block size h
In Figure 3.6(a), we explore how the block size h can evolve to maximize parasite
within-host ﬁtness for a given set of parameter values. Initially gain in ﬁtness is possi-
ble by increasing h. The additional transmission gained by longer parasite persistence
through differentiation, outweighs the disadvantage caused by higher host mortality.
When the block size increases further, density-dependence regulates the total parasite
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population, speciﬁc immunity is suppressed, and all variants of the block can persist
indeﬁnitely. This reduces host survival but does not produce substantial gains in trans-
mission probability. Consequently, within-host ﬁtness is maximal at an intermediate
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Figure 3.6: (a) Within-host parasite ﬁtness F as a function of single block size h. An interme-
diate block size hopt maximizes F, resolving the transmission-virulence trade-off. Within-host
parameters as in Table 2.1 with: C = K = 1012;T = 3000;Nblocks = 1. Epidemiological param-
eters: µ = 8:810 3;z = 100;u = 10 5. (b) The infection dynamics for increasing block sizes
(blue lines) and at the optimal block size (hopt = 44), given in red. The optimum block size is
achieved once the minimum level of stumpy cells needed for transmission is reached. Notice
that hopt in terms of parasite within-host ﬁtness is close to the critical block size threshold
approximation, hcrit, at the within-host level, as given by Eq. 2.22 (hcrit = 36).
valuehopt, whichissimilarinmagnitudetohcrit (seeSection2.4.3), aparameterwhich
divided block wave scenarios into two regimes: fast clearance and long persistence at
quasi-steady state, as illustrated in Fig. 3.6(b).
Near hopt the F curve is very sharp, due to the drastic qualitative change in within-
host dynamics (Figure 3.6(a)). Small variations in h may have strong impact on the
ﬁtness of the parasite. Thus, the cost of expressing a block size above or below the
optimum may be very large. This effect is related to the saturating nature of the trans-
mission function, typical of vector-borne pathogens. As long as the number of para-
sites exceeds the transmission threshold, their exact number does not matter (Maudlin
& Welburn, 1989; Paul et al., 2007; Van den Bossche et al., 2005). Importantly, for
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small departures from hopt exceeding the block size is better for the parasite than un-
dercutting it.
Among several factors that may be involved in the evolution of single block size,
the strength of variant-speciﬁc versus general parasite control in the host is the most
crucial determinant at the within-host scale. Reduced parasite density-dependent dif-
ferentiation, implies weaker general parasite control, thus stronger speciﬁc host immu-
nity. The more immune-competent the host, the larger the parasite antigenic blocks
it can control. Hence, a parasite adapting locally to a particular host, must increase
the size of its antigenic blocks if this host is more competent in building up speciﬁc
immunity (Figure 3.7(a)).
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Figure 3.7: (a) Optimum block size increases linearly with within-host carrying capacity K. As
K=C increases, speciﬁc immunity becomes relatively stronger and a higher number of variants
is needed to overwhelm the host. Simulation parameters as in Table 2.1 with: C = 1012;T =
3000;Nblocks = 1. (b) The same archive performs differently in two host types: weak immunity
(K=C = 0:5), strong immunity (K=C = 1), the optimum h is larger in the second host, but the
overall pathogen ﬁtness is smaller.
This suggests that when transmission and virulence parameters are held constant,
but there is heterogeneity in host immune-competence, a parasite trait under selec-
tion may be the size of its antigenic blocks. An increase in h may be driven by more
immune-competent hosts. If such an optimal archive trait can be gained at no phys-
iological cost, the parasite should evolve towards hopt. However, if higher h comes
with intrinsic physiological costs, the parasite may not be able to evolve towards the
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optimal block size. In that sense, immune-competent hosts may well play a role in
constraining single block size evolution and conferring sub-optimal ﬁtness to the par-
asite. Moreover, a pathogen that has evolved one block size and then transfers to a
second host, which is less immune-competent could be super-virulent (Figure 3.7(b)).
The virulence in ‘non-preferred’ hosts could be driven by over-riding selection in the
dominant host.
3.4.2 The optimal number of blocks
Compared to the single block size, the number of blocks (Nblocks) does not have such
a drastic impact on the qualitative nature of the parasite dynamics in the host. When
the parasite expresses many blocks of variants sequentially, new parasitaemia peaks
develop, thus prolonging infection and the transmission time-window of the parasite.
The lower the switch rates between blocks, the more decoupled the dynamics of each
block and the greater the separation between subsequent peaks. We ﬁnd that increas-
ing the number of blocks increases within-host parasite ﬁtness, up to the point when
generation of further blocks of variants does not produce any additional gains in trans-
mission, i.e. F tends to a constant.
Consider the case when e1 and h is moderately small, thus the dynamics of each
block are determined by their intrinsic rates of growth, differentiation and clearance,
and there is minimal overlap between infection peaks. We can deﬁne the duration of a
block wave D approximately as the time it takes the parasite to reach the carrying ca-
pacity K growing exponentially, plus the time delay it takes host immunity to begin its
action, given by t, and the time it takes host immunity to reduce parasite numbers be-
low an extinction threshold: D  1=rln(K=V0)+t+1=dln(K=Vext) (Figure 2.5). This
approximation assumes that the growth phase of a block is approximately exponential
increase in parasite numbers up to the maximum K, that the non-growth phase lasts
approximately t units, and the block decline phase is a simple exponential decay with
per capita rate d. Successful transmission to the vector depends on the concentration
of stumpy cells in the average vector bloodmeal and the transmission threshold, thus
the transmission window for a block of variants can be approximated by some fraction
of block wave duration ¯ b < D, equal for all blocks. Next, denote by tB the time inter-
val between two consecutive block waves. Since the blocks appear sequentially, host
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survival after each block gets smaller. By the symmetry between blocks we have:
F(Nblocks)  ¯ b
Nblocks
å
n=1
e n[u(tB+D)+µI] (3.7)
where I =
R
Block wave
V(t)+M(t)
Kmax dt is the same for all blocks. Thus,
F(Nblocks) = ¯ b

1 e (Nblocks+1)[u(tB+D)+µI]
1 e [u(tB+D)+µI]  1

!
¯ be [u(tB+D)+µI]
1 e [u(tB+D)+µI]; (3.8)
as Nblocks increases. Notice that this upper limit decreases with the interval tB between
blocks and with the block wave duration D, thus we predict that within-host parameter
changes such as longer immune delay t, lower parasite clearance rates d;d (increasing
D), or lower between-block switch rates e (increasing tB), will make parasite ﬁtness,
F, saturate faster with the number of blocks and reach a lower ﬁnal level. Similarly,
changes in parameters that increase the total parasitaemia contained in a block wave,
I, will act to reduce the parasite advantage of expressing more blocks over infection.
Such changes could be a higher carrying capacity K or a higher antigen detection
threshold C. Conversely, reducing I or D, thereby obtaining a relatively more compe-
tent host, will increase the beneﬁt of expressing additional blocks. As shown in Figure
3.8, when within-host kinetics are held constant, F saturates faster in shorter-lived
hosts (high u) and hosts experiencing higher pathogenesis (high µ).
The above observations seem to suggest paradoxically that the ability of the host
to adapt in dealing with each block of variants through a strong and efﬁcient immune
response (lower block wave duration D, or lower pathogenesis experienced by each
block), is detrimental to the host, providing selective pressure for the parasite to ex-
press more blocks in order to increase its ﬁtness. A situation where immunity promotes
virulence evolution has been described previously in a malaria model (Mackinnon &
Read, 2004). It is likely that wide variations in natural lifespan and pathogenesis rates
observedacrosshostspeciesintherangeofthepathogenplayadecisiveroleintheevo-
lutionary dynamics of the number of blocks in the parasite antigenic archive. Stronger
and longer-lived hosts will select for larger archives with a larger number of variant
blocks. Ultimately, divergent selective pressures on this archive parameter (Nblocks)
would have to be resolved depending on the relative densities of host types and their
contribution to the transmission cycle of the pathogen.
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Figure 3.8: Within host ﬁtness as a function of the number of archive blocks for differ-
ent values of parasite-induced pathogenesis. Simulation parameters as in Table 2.1 with:
K =C = 1012;T = 4000;h = 3.
3.4.3 The optimal between-block switching rate
For e, the between-/within-block switch ratio, we observe that reducing e increases
within-host parasite ﬁtness, resulting in greater separation between two subsequent in-
fection peaks, and thus, a smaller pathogenesis induced in the host. However, if e gets
too low, no new subsequent peaks can be generated and the parasite is cleared. This
phenomenon described also in Chapter 2, and is related to demographic stochasticity
in the switching process and the limited reproduction potential of each block wave.
Depending on the type of switch matrix, whether hierarchical or non-hierarchical we
have two cases: either there is a sharp drop in F when e gets below the threshold re-
quired for stochastic variant generation (S non-hierarchical), or a gradual decrease (S
hierarchical) toward the value of F obtained from expression of the ﬁrst block, when
the two blocks overlap. Thus, as in the case of single block size h, an optimal inter-
mediate between-/within-block switch ratio exists, where within-host parasite ﬁtness
is maximized.
Clearly, the three parameters of the switch matrix: h, Nblocks and e have a different
qualitative effect on infection ﬁtness and a different quantitative interaction with other
within-host parameters such as K, C, t and with more physiological parameters such
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as maximal carrying capacity Kmax and virulence µ. The focus of the next section
is exploring more in detail precisely the latter interactions. So far, we have varied the
archive parameters and seen their effect on F. Next, we compare discrete combinations
of h and Nblocks and vary virulence and transmission parameters. We aim to understand
the conditions that might select for one archive conﬁguration versus another.
3.5 Infection scenarios and parasite ﬁtness
The antigenic archive structure has a strong impact on within-host infection scenar-
ios. As seen both in the previous chapter and in this chapter, the size of a single
block of variants can modulate the balance between speciﬁc and general control of
the pathogen, leading to persistence of all variants if their number exceeds a certain
threshold. Thus, this archive parameter, h, mediates the transition between two in-
fection scenarios: an oscillatory infection, with many parasitaemia waves, where each
wave contains a small block of variants, and a stationary infection, where all the vari-
ants of a single large block continue to persist. A natural question is: which infection
dynamics are better for the parasite? One where the antigenic block size is very large
and the infection is stationary, or another, where the antigenic block size is smaller and
the infection is oscillatory?
On the other hand, the archive parameter that determines how many parasitaemia
waves will occur in an infection is the number of blocks, Nblocks. It is easy to imagine a
situation where there is only one block of variants expressed, leading to an acute form
of the infection, and a situation where the antigenic archive has more blocks, leading
to chronic infection with more than one parasitaemia peaks. Previously, we saw that as
the number of blocks increases the marginal gain in parasite within-host ﬁtness tends
to zero. However, it is not entirely clear how this effect changes when Nblocks varies
together with the maximal parasite load or with the transmission threshold.
3.5.1 Oscillatory and stationary infection
To asses the impact of these two types of infection scenarios: oscillatory and station-
ary, on the parasite ﬁtness within a host, we calculate parasite ﬁtness from within-host
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dynamics in two cases: one where the antigenic block size is large (stationary infec-
tion), and the other, where the antigenic block size is small (oscillatory infection). The
relative success of these two scenarios depends on the pathogenesis induced in the host
by the total parasite load.
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Figure 3.9: Within-host parasite ﬁtness F as a function of parasite virulence for two infection
scenarios. When the parasite is moderately virulent, the stationary parasite load, mediated
by large antigen blocks (h = 60), is more advantageous than the oscillatory infection proﬁle
generated by small antigen blocks (h = 5). For higher levels of virulence, it is always better
for the parasite to employ an antigen archive structure that gives rise to an oscillatory infec-
tion. The virulence level where both block sizes yield equal parasite ﬁtness increases with the
transmission threshold z.
When the per capita reduction in host survival by a single parasite (µ) is small,
parasite ﬁtness is considerably higher in the stationary infection scenario, despite the
higher parasite load. Instead, if each parasite cell contributes to greater host mortality,
parasite ﬁtness is higher when the infection is oscillatory (Figure 3.9). Thus, all else
being equal, reduction in host survival by one parasite cell inﬂuences the best antigenic
archive strategy (i.e. single block size), to be used by the remainder of the parasite
population. While an oscillatory infection is always better for the host, because the
cumulative parasitaemia is smaller, an oscillatory infection is not always better for the
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parasite. When smaller virulence and larger block size can be co-expressed as parasite
traits, the parasite derives greater ﬁtness from a persisting stationary infection than an
oscillatory one.
Two different evolutionary outcomes may arise qualitatively, depending on the cor-
relation between block size and virulence. If h and virulence are independent parasite
traits, their evolutionary dynamics are decoupled. In that case, we might expect exis-
tence of parasite strains which specialize in one strategy or the other: either expressing
enormous antigenic diversity at the start of infection, at the promise of being less harm-
ful to their hosts (stationary parasite load), or expressing moderate antigenic diversity
at any time, but being more virulent (oscillatory parasite load). If the two traits are
correlated instead, virulence and block size will no longer evolve independently and
only a limited number of parasite species may be observed.
Notice that the per-capita virulence parameter µ in the nested model (Eq. 3.4) in-
evitably depends on properties of both the host and parasite, and is either referred to
as parasite virulence when interest focuses on the parasite, or host tolerance, when
interest focuses on the host. The above considerations, seen from the perspective of
host tolerance, imply that strains found in trypano-tolerant hosts will be more likely
to express very large antigenic diversity at any time during infection and to cause per-
sistent parasitaemia. In contrast, trypanosome strains found in trypano-sensitive hosts
are more likely to exhibit smaller antigenic diversity at any time and to give rise to an
oscillating parasite load that constrains the overall harm done to the host. Comparison
of longitudinal infection dynamics across different host types is needed to validate this
model prediction against data, and to check whether host-adapted pathogen strains are
really optimizing within-host infection ﬁtness via speciﬁc antigenic variation strate-
gies.
3.5.2 Acute and chronic infection
The archive parameter Nblocks, appearing in the construction of the switch matrix, me-
diates the length of infection. We consider two cases: 1) infection with a parasite
having a small archive of just one block of variants (acute), 2) infection with a parasite
having a larger archive of 4 blocks of variants, leading to more parasitaemia peaks and
longer infection duration (chronic).
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One interesting observation is that the length of infection impacts the sensitivity of
within-host pathogen ﬁtness to different model parameters. All else being equal, in the
acute infection case, parasite success F is more sensitive to the within-host carrying
capacity K than to the virulence parameter µ. This is due to the ﬁxed transmission
threshold assumed in the host-vector interaction. If K is too low relative to the total
blood volume of the host (W), no successful transmission can occur, as the stumpy cell
concentration per tsetse bloodmeal is insufﬁcient to infect the vector. In contrast, when
infections are chronic, parasite success F is more sensitive to parasite virulence, which
is a parameter that has instantaneous impact and determines host harm over time.
Varying the transmission threshold, in Figure 3.10 we compare two hypothetical
trypanosome strains: one that causes a severe acute infection (1 antigenic block) and
differentiates slowly (K high) and another strain that causes a mild chronic infection
(4 antigenic blocks) but differentiates faster (K low). The same maximal carrying
capacity Kmax and host epidemiological parameters are assumed for the two scenarios.
Notice that depending on the transmission threshold, one strain does better than the
other in terms of within-host ﬁtness. When the transmission threshold is low, the strain
causing mild chronicity is more successful, instead, when the transmission threshold is
higher, the strain causing a severe acute infection is more successful. For a particular
transmission threshold, both strains can do equally well.
This means that distinct combinations of differentiation and antigenic variation
traits can be adopted by the parasite leading to the same transmission success. Seen
in the context of trypanosome epidemiology, this observation suggests that perhaps
the two main T.brucei strains, T.b. rhodesiense and T.b. gambiense (Section 1.2.1),
reﬂect differences in antigenic variation and differentiation strategies of the parasite,
i.e. lower Nblocks and slower differentiation in T.b. rhodesiense causing an acute form
of the infectious disease, and higher Nblocks and faster differentiation in T.b. gambiense
leading to milder chronic infections. A detailed empirical comparison of these strains
is needed to test this proposition.
Such outcome suggests that in addition to mammalian host life-history traits (e.g.
immune competence, trypano-tolerance, etc.) an important environmental factor in-
ﬂuencing parasite life-history traits is the vector and its susceptibility to infection
(transmission threshold). Natural selection is expected to optimize the allocation of
resources between different processes, so as to maximize parasite ﬁtness, assuming
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sufﬁcient genetic variation exists to allow the optimum to be reached. If differentiation
at higher parasite loads (high K) is costly to the parasite in terms of the biological ma-
chinery needed, and if structured antigenic variation (many blocks) similarly requires
investment of resources, then what the model shows is that these two processes can be
traded-off against each other and yield the same overall success to the parasite.
Fundamental to the evolution of parasite phenotypes, such as antigenic variation
strategies, is thus the interaction between constraints at different points of the trans-
mission cycle. Adaptation may occur not only in relation to a speciﬁc mammalian
host, but also in relation to a speciﬁc vector. Inevitably, which infection proﬁle is op-
timal in a given host will depend on properties of the host itself and also on properties
of the associated vector.
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Figure 3.10: Severe acute vs. mild chronic infection. The transmission success depends on the
threshold number of stumpy cells needed to infect the tsetse. When the transmission threshold
is low, a pathogen strain differentiating at higher parasite loads and expressing a single block of
variants obtains higher infection ﬁtness than a strain differentiating faster and expressing many
antigen blocks.
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3.6 Optima across different hosts
So far we have considered hypothetical hosts in our analysis. In this section, we com-
bine changes in K with realistic changes in host parameters, and investigate how para-
site ﬁtness in typical hosts depends on the antigenic archive employed by the parasite.
In the calculation of within-host ﬁtness F, we expect parameters such as total host
blood volume W, maximal carrying capacity Kmax, within-host carrying capacity K,
host natural mortality rate u, and parasite virulence µ to vary across hosts. The trans-
mission threshold, by its dependence on the vector, can be assumed to be generally
host-independent.
To understand the full function of antigenic variation strategies of parasites, we
mustviewthisparasitetraitinthecontextofhoststhattypicallygetinfectedintheﬁeld.
A pervasive question throughout this chapter has been: how does the parasite within-
host ﬁtness obtained in different hosts vary depending on the antigenic archive? Here,
weaddressthisquestioninthecontextofrealisticvariationsinhostfeatures. Istherean
optimal host for a ﬁxed antigenic archive structure? If yes, what are the characteristics
of this optimal host? Can they help explain the current variant repertoire found in
trypanosomes? To answer these questions, we begin by giving a simple illustration of
parasite ﬁtness in two very different trypanosome hosts: the mouse and the cow, one
used in the laboratory, the other prevalent in the ﬁeld. Then, we propose a new way
of looking at within-host ﬁtness across hosts by invoking allometric scaling between
different model parameters.
3.6.1 A simple illustration
As described in Chapter 1, for trypanosomes, an important class of host reservoir in the
ﬁeld are domestic cattle and other livestock. For simplicity, we consider the cow as a
representative host in the ﬁeld and the mouse as a representative host in the laboratory.
These two hosts have body sizes differing over orders of magnitude. Some of the
epidemiological parameters across the two hosts can be found in the literature, others
remain largely unknown, such as the host mortality induced per unit of time by each
parasite cell occupying one unit of the maximal carrying capacity (µ), typically hard
to quantify. The values we use are listed in Table 3.1. Although there are mouse
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species that are resistent to infections and display higher rates of survival, most mice
experience high rates of infection-induced pathogenesis. Similarly for cattle, although
there are some breeds that are more sensitive to infection, trypano-tolerant cattle such
as N’Dama play an important role in transmission in affected areas.
Table 3.1: Estimated epidemiological parameters for two host species.
Parameter Mouse Cow
Weight 0.02 kg 500 kg
Blood volume (W) 0.002 l 20 l
Life span (1=u) 1 year 7 years
Disease-induced mortality (µ) 8:810 3 8:810 4
Tsetse blood meal (k) 0.005 ml 0.005 ml
Stumpy cell number threshold (z) 100 100
We assume that across the two host species, mouse and cow, the quality of the
speciﬁc immune response against antigenic variants is the same. This is represented
in the ratio C=K and the parameters c;x;d;d which are host-invariant. Instead, for
parameters such as the carrying capacity K, we assume that it increases with host size
and K = Kmax  W. From empirical infection data it can be seen that mice experience
higher rates of infection-induced pathogenesis than cows (Barry, 1986). We roughly
approximated µ from data in (Radwanska et al., 2008) and (Barry, 1986). The average
natural lifespan of the two hosts also shows marked differences.
In light of the results of Section 3.3, we ﬁnd that for a ﬁxed antigenic archive, the
overall magnitude of within-host pathogen ﬁtness, F, is smaller in the smaller size
host. This is unsurprising, given the higher rate of pathogenesis the mouse experiences
as a result of infection, and the fact that the maximal pathogenesis is directly related
to the within-host carrying capacity. Interestingly, this difference in pathogen ﬁtness
is reduced if the strength of within-host speciﬁc immunity relative to parasite differen-
tiation (e.g. K=C) increases. In that case, the host body size (thus, K) is less relevant
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in determining maximal pathogenesis because the peak parasite load is controlled by
host immunity as opposed to parasite differentiation.
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Figure 3.11: The optimum between-block switch rate is smaller in a large size host than in
a small size one, but the overall parasite ﬁtness is higher. Parameters as in Table 2.1 with:
C = K;T = 3000;Nblocks = 2: (a) K = 1012, (b) K = 108.
For these two hosts, numerical observations suggest that the optimum block size,
hopt, is independent of host size, if parasite-immune system kinetics parameters (e.g.
K=C;d;d) are assumed invariant. The effect of antigenic block size on parasite within-
host ﬁtness depends primarily on the immune competence of the host rather than the
absolute value of the within-host carrying capacity. This implies an immune competent
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cow and an immune competent mouse will select for the same size of archive blocks,
despite differences in blood volume and pathogenesis rates.
However, as shown previously, the archive parameters that control the duration of
infection such as between-block separation, e, and Nblocks are likely to show depen-
dence upon within-host carrying capacity and parasite virulence. We observe that the
optimal between-block connectivity in a small size host, such as a mouse, experienc-
ing both lower within-host carrying capacity and higher virulence per parasite cell, is
higher than the optimal between-block connectivity in a large size host, such as a cow
(Figure 3.11). This implies that variants that can be easily generated stochastically in
the larger host, may appear much later in a small-size host or may never arise at all over
infection. Similarly, the number of blocks that increase pathogen within-host ﬁtness
saturates faster in the mouse than in the cow, as the expected lifespan of the infected
mouse is lower than the expected lifespan of the infected cow. These results illustrate
that the intrinsic coupling between different host physiological parameters can have
a signiﬁcant impact on the within-host ﬁtness of the parasite and the evolution of its
antigenic archive traits.
3.6.2 Towards a general scaling theory
Sections 3.4-3.5 suggest that within-host parasite ﬁtness is highly dependent on the
interaction between parasite antigenic archive characteristics (h, Nblocks, e) and host
characteristics, such as immune-competence, pathogenesis rate, natural lifespan and
carrying capacity. So far, we have considered changes in these host characteristics in
an isolated manner, largely neglecting possible systematic correlations between them.
However, a more realistic scenario is obtained when these characteristics are inter-
dependent or directly linked to a host trait. Size is perhaps the most crucial host trait,
as many important physiological characteristics such as metabolic rate, complexity,
body temperature, life span, and strength scale allometrically with body size (Peters,
1983). Larger hosts are expected to have longer life expectancy, smaller reproductive
rate, slower dynamics and lower population densities when compared to smaller host
species.
Allometric scaling has recently been invoked to describe certain quantitative as-
pects of between-host infection dynamics (Bolzoni et al., 2008; Dobson, 2004). Here,
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we discuss some implications of allometric theory on the within-host dynamics of
antigenically varying pathogens, such as the African trypanosome. Clearly, systematic
differences of orders of magnitude in mass and blood volume across mammalian host
species, must lead to similar differences in their respective parasite carrying capacities,
and consequently in the opportunities or challenges they provide for parasite growth
and antigenic variation. Indeed, an early comparative study (Barry, 1986) has shown
that the rate of trypanosome antigenic turnover for the early VSG group may be linked
to the within-host carrying capacity across a group of host species. Furthermore, these
differences in carrying capacity are likely to be associated with parallel changes in
epidemiological parameters affecting transmission between hosts.
Cable et al. (2007) have found an allometric relationship for the rates of pathogen-
esis and the time to disease progression for a set of pathogens in different host species.
Similarly it has been argued that quantitative processes of the cellular immune re-
sponses are affected by allometric scaling. General principles on how the number of
naive T-cells scales with body size have been derived (Perelson & Wiegel, 2004). Fur-
ther, lymphocyte trafﬁcking, the circulation of T-cells through the blood, tissues and
the lymphatic system have also been suggested to obey general scaling laws (Perelson
& Wiegel, 2009).
Using the modeling framework developed in this chapter, we can study variation in
host body size by altering some within-host and epidemiological parameters, thereby
exploring the inﬂuence of host body size (W) on parasite antigenic archive evolution.
In calculating within-host parasite ﬁtness F(W) (Eq.3.4), we assume: 1) the within-
host carrying capacity scales as W; 2) natural host mortality scales as W 1=4; 3) the
per-capita increase in host mortality from one parasite cell scales also as W 1=4; 4)
other kinetics parameters, including immune response and parasite intrinsic growth
rate are host size-invariant (Cable et al., 2007; Perelson & Wiegel, 2004).
The allometrically scaled model reveals that trypanosome within-host ﬁtness in-
creases initially as a function of host body size, and then decreases (Figure 3.12). This
can be explained by the fact that infections established in hosts of larger size are likely
to be associated with lower pathogenesis rates and better host survival, thus increas-
ing the chances of parasite transmission. However, if the host size increases further,
the corresponding increase in carrying capacity leads to fast antigen turnover, which
implies the archive is expressed too quickly, shortening the overall infection duration.
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This reduction in the transmission window of the parasite is apparently larger than the
beneﬁt obtained from lower pathogenesis in larger hosts, therefore within-host par-
asite ﬁtness decreases. Thus, there is an optimal intermediate host size, in which a
given archive is best exploited. The interplay between within-host and between-host
constraints seems to be crucial in determining this optimum.
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Figure 3.12: Allometric scaling reveals that the within-host parasite performance ﬁrst in-
creases with K ( host body size) and then decreases. There is an optimal host size where
a given archive is maximally exploited without damaging substantially host survival. Simu-
lation parameters as in Table 2.1 with: C = K;T = 10000. Switch matrix non-hierarchical,
h = 5;Nblocks = 5;e = 0:01.
Our results further conﬁrm that the sensitivity of within-host ﬁtness to changes in
Nblocks and e increases systematically with host body size, suggesting that the evolu-
tionary dynamics of these parasite traits will be strongly coupled to the host trait of
body size. If one assumes that speciﬁc host immune-competence does not change with
host size, as the kinetics of processes in immune systems are scale-invariant, the sensi-
tivity of F to the size of a single block, h, in the parasite antigenic archive will remain
generally host size independent.
We suggest that there may be at least two ways for the parasite to evolve the anti-
genic archive in order to better adapt to large size hosts, namely increasing the number
of blocks of variants and increasing the separation between them. A plausible expla-
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nation for the size and modular structure of the modern trypanosome antigenic archive
may partly be the large selection pressure for these archive traits, coming typically
from large size hosts (e.g. cattle and livestock), dominant in the transmission cycle of
this parasite. Indeed, the trypanosome archive vastly exceeds that of other parasites,
particularly when the added effect of combinatorial creation of mosaic and expressed
genes is considered. The exceptionally broad trypanosome host range might provide
an explanation.
Conceivably, anotherpositiveeffectofconstantantigenicarchiveexpansionemerges
when the parasite reinfects partially-immune hosts. Since bigger hosts will have been
exposedtoalargerproportionofthearchiveoveranysingleinfection, uponre-infection,
expression of antigens dissimilar to these types is highly advantageous to the parasite.
Thus bigger hosts, by displaying a larger extent of relevant immune memory, will
select for more antigenic variability of the pathogen. Previous research has already
linked the divergent selective pressures from population classes of different immune
memory to some variability observed across pathogens in age-class bias, reproductive
rate, and antigenic variation (Frank & Bush, 2007). In analogy, the divergent selective
pressures coming from hosts of different size may partly explain eventual differences
between trypanosome strains in host-bias and antigenic variation strategies.
3.7 In the ﬁeld: global archive optimality vs. plasticity
Despite many simpliﬁcations, our modelling has revealed that different traits of the
host population can act as evolutionary drivers for different aspects of the antigenic
archive, reinforcing once more the importance of host heterogeneity in the evolution-
ary dynamics of parasites (Regoes et al., 2000). Characteristics such as within-host
carrying capacity and tolerance to infection may have a bearing on the evolution of
archive modularity in terms of number of antigen blocks and their intra-connectivity.
Instead, characteristics such as speciﬁc immune competence will inﬂuence the evolu-
tion of single block sizes.
The magnitudes of these different selection pressures will inevitably depend on
host demography such as relative abundances between host types, host susceptibilities,
and ecological factors such as contact rates with the vector, which have been shown
to affect the evolution of multi-host pathogens (Gandon, 2004; Gandon et al., 2002).
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These ecological determinants will inﬂuence whether the global optimum, where para-
site ﬁtness in the ﬁeld R0 is maximized, is closer to the local optimum in one host type
or another.
To illustrate the effect of host demography, we consider a simple case (see Figure
3.13), where the host community is composed of immune-competent and less compe-
tent hosts (variable K=C) of the same species (i.e. all other epidemiological parameters
are equal). This composition is pivotal for the evolution of the optimal block size in
the antigenic archive of the parasite. Indeed, when a larger proportion of the host pop-
ulation consists of immune-competent hosts, the globally optimal block size is closer
to the local optimum in these hosts, and as a result, the ultimate magnitude of the
maximal basic reproductive ratio is smaller, in fact less than 1, which ensures disease
extinction in the long run.
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Figure 3.13: Global parasite ﬁtness R0 as a function of the abundance ratio h between two host
types of: weak (K=C = 0:5) and strong immune-competence (K=C = 1). The two hosts have
the same epidemiological and ecological features otherwise (ref. cow in Table 3.1). Simulation
parameters as in Table 2.1, with C = 1012;T = 1000;Nblocks = 1. For the parameters in R0:
Z = 50;aH = 0:1;g = 710 4;b = 0:005;H1+H2 = 500.
In addition, although neglected in this study, many other factors such as the coevo-
lution of the mammalian host population and vector population is likely to play a very
important role in the nature and speed of the molecular evolution of the pathogen.
1133.8 Antigenic variation and parasite genetics
One must however not forget that parasites have very short generation times, thus
they may evolve much faster than their hosts. One possible response of multi-host
parasites is to evolve a compromise life-history, one that produces the best average re-
sponse to all environmental conditions, i.e. is globally optimal across hosts. Another
possibility is that the organism evolves a plastic response: in each environment (host)
the pathogen displays a different life-history suited to that environment. Whether a
ﬁxed or plastic response is optimal depends on the costs and beneﬁts of sensing and
regulation versus the beneﬁts of plasticity. A plastic archive would require easy genetic
control of switching off, activation and mutual pathways between different VSGs, as
well as a biological machinery to distinguish between different host types (tolerance,
immune competence, size, age, immune memory, etc). At the moment, the link be-
tween genetic mechanisms operating at the molecular level and the antigen switching
process is not sufﬁciently understood (but see Appendix B.1), at least not to a substan-
tial quantitative level. Therefore, archive plasticity remains a speculation, however an
interesting one. More evidence is also needed about trypanosome-host adaptation, in
terms of possible host-speciﬁc replication characteristics of the parasite or particular
gene expression, in order to establish whether the pathogen can distinguish between
different host-types in the ﬁrst place, and what are the costs and beneﬁts of that recog-
nition.
3.8 Antigenic variation and parasite genetics
Up to now we have explored the mechanistic links between antigenic variation, within-
host dynamics and parasite transmission. A natural extension comes from the need to
buildmechanistic frameworksthatbridge between thewithin-hostlevel andthegenetic
level of the parasite. Nested modelling has a young but robust history of connecting
the within-host and the between-host level, to provide insight into the evolutionary
dynamics of pathogens. The next step is to construct nested frameworks that take into
account genetic processes.
In these last two chapters, we have demonstrated the various ways in which the
antigenic archive interacts with other within-host parameters, the effects of such inter-
actions on parasite ﬁtness across biological scales, and the resulting selection pressures
toward optimal structures. Clearly, structural properties of antigenic archives arise
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as direct consequences of genetic mechanisms and processes acting at the molecular
level. The ultimate recipient of population-level feedbacks is the genome of the para-
site. Only via genetic processes can optimal archive conﬁgurations, optimal switching
rates, and groupings between variants be achieved.
Across vector-borne pathogens that display antigenic variation, preferential expres-
sion of certain variants over others is mediated by genetic factors that govern var
gene switching, in addition to other non-genetic factors that may play a role, such
as immune-selection in the case of the malaria parasite. Despite differences in the size
of the repertoire, variant gene organization in such pathogens displays a common hier-
archical structure, grouping together genes that easily switch to each other and appear
under the same peak during infection (Morrison et al., 2009; Recker et al., 2011). De-
spiteextensiveresearchefforts(Barbouretal.,2006;Barry,1997;Barry&McCulloch,
2001; Borst et al., 1997; Donelson, 1995; Kyes et al., 2007; Morrison et al., 2005), the
mechanisms driving antigenic diversity and switching in these pathogens remain only
partially understood. However, with the increasing resolution of the genetic structure
of these archives, it becomes crucial to link this understanding mechanistically with
the within-host pathogen population dynamics and between-host transmission.
In Appendix B.1, we propose one such general integrative framework: a gravity
model, by which each switch rate between two antigenic variants can be speciﬁed on
the basis of their genetic properties. The set of switch rates can then be assembled into
a switch matrix that becomes one representation of the archive structure. Subsequently,
at the level of the archive, the emerging magnitude conﬁguration of the switch rates
can take multiple forms (Frank, 1999; Lythgoe et al., 2007), a special case being the
block structure considered so far, where within-block variant switching is higher than
between antigen blocks. An important factor in determining switch rates between dif-
ferent variants, especially in the mosaic phase of infection is genetic identity between
the two sequences (Marcello & Barry, 2007a). The processes governing changes in
genetic identity between silent genes in the VSG archive will be treated in detail in
Chapters 4 and 5.
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In this chapter, we have nested a within-host parasite dynamics model into an epidemi-
ological framework to investigate the inﬂuence of trypanosome life-history traits on
its transmission success. Despite the difﬁculties involved in this approach, by using a
small number of plausible assumptions on host species-invariant infection kinetics, the
ecology of vector-host interaction, and the nature of parasite-induced host pathology,
we gained valuable insight into the evolution of this parasite. While the behaviour
of the within-host model and the evolutionary dynamics investigated depend on our
assumptions, the mechanistic framework used for this analysis does not. Changing as-
pects of within-host dynamics, scaling across host species and ﬁtness deﬁnition would
necessarily change the resulting conclusions. Hence, while our ﬁndings are in some
sense limited by our model assumptions, the approach linking parasite genetics to par-
asite ﬁtness can be applied to other host-parasite systems including any level of bio-
logical detail.
Our analysis shows that an important measure of within-host parasite ﬁtness can
be derived from the infectivity of the single host over all the infection period, which
is very sensitive to the antigenic archive of the trypanosome. Previous models of
within-host antigenic variation have taken the total parasitaemia as an index of par-
asite success (Frank, 1999) and have shown that modular switching pathways between
antigenic variants maximize parasite success. We have used a slightly more reﬁned
index of success, taking into account the saturating nature of vector-borne transmis-
sion and the role played by stumpy cells. Many infection characteristics such as peak
parasite load, duration and amplitude of oscillations depend on the parasite antigenic
archive structure. Furthermore, the interplay of this structure with host ecological and
epidemiological parameters inﬂuences signiﬁcantly within-host pathogen ﬁtness, and
consequently the overall basic reproduction number R0.
Considering systematically discrete changes in the archive structure, we ﬁnd that:
1) parasite within-host ﬁtness is maximized at an intermediate archive block size,
which changes with the speciﬁc-general parasite control balance; 2) despite more
blocks initially leading to longer infection and more transmission, parasite success
in a given host becomes insensitive to the number of archive blocks in the long run,
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due to parasite-induced host mortality; 3) increasing archive modularity is more ad-
vantageous in trypano-tolerant hosts and hosts with longer lifespan, thus we expect
these are the types of hosts exerting a strong selective pressure on parasite archive ex-
pansion; 4) there exists an intermediate rate of switching between blocks, dependent
on the within-host carrying capacity, that optimizes within-host parasite ﬁtness.
The above trends are independent of host body size. However, when characteristics
such as host immune competence, parasite-induced host mortality and carrying capac-
ity depend on host body size, then optimization of the archive structure can be a direct
consequence of this primary host trait. More speciﬁcally, archive parameters such as
the number of blocks and between-block connectivity can be expected to depend on K,
while the size of an arbitrary block can be considered as K-independent.
We used allometric scaling to link host body size to epidemiological and ecological
host factors. Our ﬁndings reveal that for a given antigenic archive, within-host parasite
ﬁtness is maximized at an intermediate host body size. Such optimum arises largely
fromtheincreaseofK withbodysize, whichacceleratesantigenturnoverwithinahost,
and the saturating nature of vector-mediated transmission, which makes increases in
parasite load futile after a certain threshold. Uncovering the biological mechanisms
that govern K and the rate of differentiation, whether parasite- or host-intrinsic, thus
becomesmandatory, ifwearetoenvisioncontrolstrategiesfortrypanosomeinfections.
Theinductionofdifferentiationatlowerparasiteloads, viadrugsthattargettheparasite
or trigger host action, emerges as a possibility that may well constrain the reproduction
potential of the pathogen and limit infection duration and host damage.
3.9.1 Outlook
In summary, our models revealed that there are larger-scale consequences of parasite
genetic architecture that inﬂuence within-host and between-host population dynam-
ics. Indeed, the selection forces that shape the parasite genome are likely to be deter-
mined primarily by these larger scale processes. The optimal structure of the antigenic
archive is likely to be selected for on the basis of between-host dynamics and the eco-
logical and epidemiological factors driving it. A crucial goal is to understand how
various mechanistic components determine complex aspects of host-parasite interac-
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tion at these higher levels, and how evolutionary processes in turn have shaped and are
shaping the underlying mechanisms.
An important aspect of the formulation of within-host infection ﬁtness was the as-
sumption that host pathogenesis was a function of the total parasite load, indirectly
dependent on the antigenic archive of the pathogen. A more realistic situation would
be to assume that in addition, host pathogenesis is due also to host immune activation.
In fact, much research in immunology seems to point in this direction, and even as-
sign host immunity the greatest part in infection-induced pathogenesis (Graham et al.,
2005). For example, the amount of variant-speciﬁc immune memory that is built up
during infection and later maintained may require a huge investment of host vital re-
sources or may induce immunopathology, two effects that could substantially reduce
host survival, and thus play a role in the trade-off between transmission and virulence.
Precise quantiﬁcation of pathogen virulence effects, and host tolerance effects, both in
relation to speciﬁc life-stages of the parasite or particular variants would help make the
current nested framework both more biologically realistic and biologically applicable.
Another possible extension in the exploration of between-host dynamics could be
to use two additional allometric scalings in R0: of host-vector contact rates and host
abundances. If host-vector contact rates depend roughly on the surface area of the body
of the host, they would scale allometrically with host size asW2=3. Species abundance
has been suggested to obey an allometric scaling law with power exponent equal to -1
(Peters, 1983). These relationships would have a direct bearing on the relative contri-
butions of different host species on parasite ﬁtness, and would provide further insight
into the ecological mechanisms driving pathogen evolutionary dynamics.
Ultimately, the results of all these evolutionary processes lie encrypted within the
contemporary parasite genomes we study today. In this post-genomic era, we are able
to deduce details of parasite genomic architecture that govern the generation of anti-
genic novelty within and between hosts, and the factors possibly constraining this pro-
cess at the genetic level. It might be that certain antigenic archive traits are too hard to
change genetically, and that alternative life-history traits, such as reproductive restraint
(Reece et al., 2010), or sensitivity to differentiation (Mathews, 2011), could evolve in-
stead in order to yield equivalent ﬁtness beneﬁts to the parasite. The difﬁculty is that
we do not know what life history alternatives are available to pathogens, and unless
those options are known, prediction of their plastic or evolutionary responses is hard.
1183.9 Discussion
Increasing knowledge of parasite genetic details, however should enable integra-
tion of population dynamics across different biological scales, and unveil the selective
pressures on the structure of antigenic archives and the way they are used. Uncovering
the inter-dependencies across different levels of biological organization remains key
to understanding how parasites have evolved to be the way they are, and what control
strategies are ecologically and evolutionarily sustainable.
In the next chapters, we consider in more detail some of the evolutionary processes
responsible for the generation, maintenance and access of genetic diversity in the anti-
genic archive of African trypanosomes.
119Chapter 4
Quantifying local VSG diversiﬁcation
using hidden Markov models
4.1 Introduction
The last two decades have seen a considerable increase in the understanding of the
structure and organisation of the VSG archive of trypanosomes, comprising more than
1600 member genes, and molecular mechanisms involved therein (Barry, 1997; Berri-
man et al., 2005; Borst et al., 1997; Marcello & Barry, 2007b). As shown by Marcello
& Barry (2007a), about 60% of VSGs are unique, the rest occur in subfamilies of two
to four close homologs (> 50% peptide identity). Generally during an infection, intact
array genes are activated by duplication after two weeks, and mosaic VSGs assem-
bled from pseudogenes start to be expressed by week three and dominate by week
four (Morrison et al., 2009; Thon et al., 1990). The small subfamily structure of the
archive seems to be fundamental in providing the interacting donors for mosaic for-
mation (Marcello & Barry, 2007a), and thus for the maintenance of chronic infection
through antigenic variation. The predominant paradigm for explaining the variation
between antigen genes and their huge number has been diversifying selection acting
on these genes, an important evolutionary process that poses the major barrier to dis-
ease control, as demonstrated by the difﬁculties associated with vaccine development
against antigenically diverse pathogens.
The VSG antigenic archive of African trypanosomes is an example of a multi-gene
family, which generally represent genomic regions that include multiple similar copies
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in close proximity, generated by duplication from a common ancestor gene. Across
species, multi-gene families or gene clusters are of special interest because of their
genetic and molecular importance. In humans, they are often involved in diseases hav-
ing a genetic component, such as cancer and immune system disorders. In pathogens,
multi-gene families are often involved in immune evasion processes. To understand
how these gene clusters are implicated in biological function, it is helpful to examine
their evolutionary histories.
In this context, the architecture of the trypanosome VSG archive offers an im-
portant opportunity to study the evolution, maintenance, and function of reposito-
ries of antigenic diversity, so fundamental to the life-history strategies of protozoan
pathogens. The two most signiﬁcant factors driving subsequent change after gene du-
plication, in terms of evolutionary adaptation and diversiﬁcation, are point mutation
and gene conversion (Ohta, 2010). Gene conversion is the process by which one par-
ticipant in a recombination event copies a short tract of DNA from a donor partner,
resulting in a mosaic of DNA from different ancestors. Point mutation instead is the
process of random nucleotide substitution on any given sequence. The ratio between
these two processes differs largely among organisms; generally recombination among
subtypes is rarer than point mutation. The action of these two processes on the VSG
archive of trypanosomes is considered to be the main driver for changes in pairwise
identity between loci encoding important surface antigens, but their precise ratio is not
yet known.
A natural question is: what are the parameter combinations of these constituent
processes that shape the distribution of pairwise homologies in the silent archive?
Across the VSG archive, gene conversion can lead to homogenization, thus preventing
genetic divergence and leading to evolutionary conservation of the genes. In contrast,
mutation diversiﬁes the members of the multi-gene family. However, locally, gene
conversion may act as a promoter of genetic diversity, by bringing in new genetic ma-
terial from the global pool into small subfamilies of recently duplicated VSG genes,
and presumably, at the protein level by altering structure. Such events have the po-
tential to accelerate gene diversiﬁcation within subfamilies, and spread any beneﬁcial
mutations acquired by older VSG genes across all members of the archive.
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4.1.1 Quantifying evolutionary processes
The advent of molecular genetic techniques, in particular high-throughput nucleotide
sequence determination, has made most of the genetic variation present in the try-
panosome VSG genes accessible for characterization. Thus, there is a signiﬁcant
amount of data on pairwise genetic relatedness between any two genes, resulting from
theirlong-termevolutionary dynamics. Thisdatais openforinvestigationandinterpre-
tation, thus allowing the quantiﬁcation of key evolutionary processes through modern
inference frameworks.
However, the analysis of multi-gene families poses signiﬁcant computational chal-
lenges. One of the major difﬁculties is the process of gene conversion among the du-
plicated regions of the family, which can obscure their true relationships (Song et al.,
2011). Constructing a phylogenetic tree or a multiple sequence alignment is the the
most frequent ﬁrst step in analyzing multi-gene family evolution. Both of these meth-
ods assume that all the positions in the duplicated copy will display similar divergences
from the original segment, so we expect a single phylogeny for a given set of DNA se-
quences and similarly, a single multiple alignment between them. However, current
tree construction approaches give rise to different tree topologies depending on which
part of the duplicated segment is taken as the input data, whereas multiple-sequence
alignment tools sometimes align non-orthologous parts of the sequences. Conversion
events, by producing mosaic DNA segments with varying divergences from the com-
mon ancestor are difﬁcult to detect.
There are currently many computational methods for detecting gene conversion
across a set of genetic sequences (Song et al., 2011), among which most promi-
nently, phylogenetic-based methods (e.g. recHMM by Westesson & Holmes (2009))
that identify gene conversions by ﬁnding breakpoints that change the tree topology,
and similarity-based methods, which search for segments of unusually high similarity
within two homologous sequences in the set (e.g. GeneConv by Sawyer (1989)). The
evaluation of such methods is commonly performed using simulation data with varying
levels of recombination, genetic diversity and mutation rate, but most importantly us-
ing real datasets, where the “true” conversions are already known. These approaches
are powerful in detecting recombination events, especially when the potential set of
donor sequences is known, when the recombination tracts are long and the amount
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of data is large. However, they are usually of a less-parametric nature, thus making
it difﬁcult to quantify dynamic rates that can be explicitly linked to the mechanistic
processes involved.
In this chapter, we concern ourselves with the generation of diversity within closely
related members of the VSG gene family in African Trypanosomes. In particular, we
study the interplay between point mutation and gene conversion at the scale of high-
identity gene subfamilies in the VSG archive. These subfamilies arise primarily via
gene duplication, which is subsequently followed by gene diversiﬁcation. To assess
the impact of the two most important processes involved in gene diversiﬁcation, we
develop a mathematical model that reﬂects the genetic dynamics of mutation and gene
conversion on aligned gene pairs, neglecting other more minor genetic processes.
Our aim is to model the concurrent processes of point mutation and gene con-
version, relying entirely on patterns of genetic identity and mismatches between two
aligned sequences in a gene subfamily. In contrast to other methods, we don’t use
any explicit information about donor genes that have contributed the genetic material
through the conversion events, although we can infer properties of these donor genes.
Weareinterestedonlyindirectlyindetectingthelocationsofconversionevents. Rather
than replacing current approaches, we see our method as a potentially valuable tool for
generating new insight into the relative roles of these evolutionary processes and for
parameterizing the mechanisms that underlie them.
Ourhypothesisisthatmutationsoccurrandomlyandhomogeneouslyoneachgene,
whereby the mismatches introduced through point mutation on their pairwise align-
ment follow a Bernoulli process. Each aligned nucleotide can thus be considered to
mutate with an associated given probability. The mismatches introduced through gene
conversion, instead are more likely to occur in clusters. We assume ﬁrst that the most
relevant conversions occur between a member of the pair and a gene fragment out-
side the subfamily, bringing in new genetic material. Secondly, the clustering of mis-
matches within converted tracts occurs because donor genes outside the high-identity
gene subfamily have been evolving and diverging for a longer time, thus on average
each of them contributes a fragment with a higher density of mismatches to the gene
pair in the young subfamily.
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4.1.2 Data
Our data consist of 15 high-identity (80%) genes, organized as 5 closely related
triplets, from the VSG antigenic archive of African Trypanosomes (Figure 4.1). The
sequences were obtained from the VSGdb database (http://www.vsgdb.net/) and each
genetripletwasmultiplyalignedviaCLUSTALw. Thetripletsselectedwere: 1)Tb927.5.5260,
Tb09.160.0100, Tb11.38.0005; 2) Tb09.244.1860, Tb11.57.0027, Tb09.244.0130; 3)
Tb927.3.400, Tb08.27P2.680, Tb09.244.0900; 4) Tb09.244.1850, Tb09.244.0 140,
Tb11.57.0026; 5) Tb09.v2.0430, Tb09.v4.0178, Tb927.6.5210.
Figure 4.1: Illustration of the phylogenetic structure in the data. Phylogenetic relationships
between the 5 VSG triplets studied are constructed on the basis of full-length comparisons
between their sequences. In our analysis, only alignments between the N-domains of genes
within the same triplet are used.
Subsequently each aligned pair was restricted to only the N-domain of the given
gene sequences, given the hypervariability of this region, a key factor in VSG anti-
genicity. The alignments were then transformed to numerical vectors taking the values
of0and1ateachposition(0-mismatch, 1-identicalnucleotides). Mostmismatchesob-
tained in this manner (83-100%) constitute genuine nucleotide substitutions between
the two genes compared, rather than insertions or deletions (see Appendix C.1 for
details). Each aligned pair is treated as an independent observation.
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Figure 4.2: The data consist of 15 VSG alignments from 5 triplets of closely related genes.
Each of the pairs within a triplet is aligned and presented in the order: (1,2), (1,3), (2,3). The
dark bars refer to mismatches between nucleotides in the N-domains of the two sequences.
These domains are located respectively in the following nucleotide regions: 1-1092 for triplet
1, 1-1026 for triplet 2, 1-1035 for triplet 3, 43-1075 for triplet 4, and 1-1086 for triplet 5.
The next-mismatch distances in each alignment starting from the ﬁrst mismatch serve as our
observations, which we model.
Asonescrollsalonganygivenalignment, readingthemismatchesfromlefttoright,
there are segments of low mismatch density and segments of high mismatch density
(Figure 4.2). The ﬁrst segments, most likely correspond to regions affected only by
mutation, the second correspond to areas where a gene conversion with an outside
partner has occurred. Because the data do not show the borders between clusters of
mismatches, it is very difﬁcult to determine where the conversions have occurred. This
calls for a probabilistic model that can enable us to distinguish between these two
spatial scales: the short inter-mismatch distances within clusters, and the larger inter-
mismatch distances between clusters. This characterization is necessary to assess the
relativecontributionsofthesetwoevolutionaryforces, namelypointmutationandgene
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conversion, on the local diversiﬁcation within gene families and ultimately, on the
evolutionary dynamics of the trypanosome antigenic archive as a whole.
4.2 Model formulation
The simplest characterization of the pairwise identity/diversity between two genes is
obtained through their pairwise alignment. Each alignment is a vector X(n), n = 1;::N,
of length L, where each element X
(n)
i takes the values of 0 or 1, to indicate respectively
a mismatch or identity at nucleotide position i between the two genes. We assume the
mismatch occurrences form a stochastic process on the alignment from left to right,
similar to a Markov process, where the next mismatch location depends only on the
current mismatch and not on the entire history of previous mismatches.
As a conversion is initiated, a mismatch is positioned at the start of a conversion
with probability lbegin per nucleotide. Then there are only two events that can hap-
pen: either an internal mismatch is introduced after a certain distance with probability
µ per nucleotide, or the conversion terminates with an end-mismatch with probability
lend per nucleotide. This implies that a conversion segment must have at least two
mismatches. After a conversion terminates, there are two possible events: either a mu-
tation is found after some distance at probability m per nucleotide, or a new conversion
is initiated with probability lbegin.
The simulation of this process can be carried out through a discrete version of the
Gillespie Algorithm (Gillespie, 1977) (see Section 4.2.1 for details). Because of the
memoryless property assumed, the distances to the next-event, i.e. to the next mis-
match, are geometrically distributed with parameter corresponding to the total proba-
bility of events that can happen at that current point, analogous to the exponentially-
distributed inter-event times in general Markov processes (Karlin & Taylor, 1975). A
consequence of the model is that the distribution of conversion tract lengths (deﬁned
conservatively from the ﬁrst to the last mismatch within a cluster) is geometrically
distributed with parameter lend. The geometric tract length distribution appears to de-
scribe well the mechanistic basis of gene conversion, and has been applied in previous
literature (Betran et al., 1997; Hilliker et al., 1994). Some properties of the model are
summarized in Section 4.2.2.
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4.2.1 Process simulation
Here, we describe the algorithm for the stochastic occurrence of mismatches on an
alignmentoflengthL. Wehavethefollowinginputparameters: lbegin;lend;µ;m:Begin
with empty vectors S and y. For simplicity, use: l2 = lend +µ and l1 = lbegin+m.
1. Denote by type ‘2’ to the ﬁrst next-mismatch segment, i.e. between-conversion:
s1 = 2: Then S gets updated S = [S;s1].
2. Generate the ﬁrst next-mismatch distance through the geometric distribution
with mean d1  Geo(l1); and update y: y = [y;d1]:
3. While åiyi < L, repeat: f
u U(0;1),
If s(end) = 1 :
if u < lbegin=l1, then snew = 2;dnew  Geo(l2),
else
snew = 1;dnew  Geo(l1);
else if s(end) = 2 :
if u < lend=l2, then snew = 1;dnew  Geo(l1);
else
snew = 2;dnew  Geo(l2):
Finally, update S = [S;snew];y = [y;dnew]: g
4.2.2 Model properties
The conversion length distribution
The memoryless property, characterizing the Markov process, imposes a geometric
distribution on conversion lengths, with parameter lend (Figure 4.3), consistent with
previous literature (Betran et al., 1997; Hilliker et al., 1994). Once a conversion is
initiated, the probability per nucleotide that it terminates is lend. This implies that the
mean conversion length is 1=lend.
The number of conversion events
By similar arguments, a geometric distribution with parameter lbegin is also obtained
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Figure 4.3: Conversion lengths are geometrically distributed with mean 1=lend. Mean distribu-
tion after 500 runs with (lbegin;lend;µ;m)=(0.01,0.05,0.25,0.03).
for the distances between consecutive conversions. This implies that on average this
random process on an alignment of ﬁxed length L gives rise to the following number of
conversions: ¯ Nc =L=(1=lbegin+1=lend);whichsimpliﬁesinto ¯ Nc =Llbeginlend=(lbegin+
lend):
The number of point mutation events
Point mutations occur with probability m per nucleotide, but only in the regions be-
tween conversions, namely in L  ¯ Nc=lend which is the space remaining on average
after Nc conversions. Substituting ¯ Nc, we obtain that the number of point mutations is
given by: ¯ Nm = Lmlend=(lbegin +lend): Thus the ratio between the mean number of
conversion and point mutation events is ¯ Nc= ¯ Nm = lbegin=m: Furthermore, simulations
conﬁrm that the Poisson probability distribution is a very good approximation for the
distribution of the number of conversions and point mutations (Figure 4.4).
The total intensity of the process
In order to obtain an estimate for the total intensity of mismatches, l, denoting the
mean number of mismatches per unit length, we must add up all the mismatches oc-
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Figure 4.4: The number of conversion and point mutation events in the model are Poisson
distributed with rates lbeginLlend=(lbegin+lend) and mLlend=(lbegin+lend). Empirical distri-
butions (bars) are plotted after 500 process simulations with parameters (lbegin;lend;µ;m) =
(0:01;0:05;0:25;0:03): Superimposed are the corresponding Poisson densities.
curring in conversions to all mismatches occurring in spaces between conversions.
Because each conversion extremity also introduces a mismatch, we must add this into
the total expression. Then the total intensity is given by:
l =
µlbegin+mlend +2lbeginlend
lbegin+lend
:
The distribution of next-mismatch-distances (nnd)
The probabilities that a particular segment between two consecutive mismatches is
of within- or between-conversion type are: pw =
¯ Nc(µ=lend+1)
l ; pb = 1  pw; where
µ=lend+1 refers to the number of next-mismatch-distances within a conversion. From
this, we can write the total cumulative distribution function of next-mismatch distances
(nnd) as: P(nnd < x) = pw[1 (1 (lend +µ))x]+ pb[1 (1 (lbegin+m))x;] which
simpliﬁes into P(nnd < x) = 1  pw[1 (lend +µ)]x  pb[1 (lbegin+m)]x: This ap-
proximation accurately describes the simulation data, as seen in Figure 4.5).
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Figure 4.5: The theoretical cumulative distribution of next-mismatch distances matches closely
the empirical cumulative distribution obtained from 500 independent runs with parameters:
(lbegin;lend;µ;m) = (0:01;0:05;0:25;0:03):
4.3 Modelling VSG alignment data: 4 alternatives
Instead of focusing on mismatches themselves and their locations, it is more conve-
nient to transform the data into inter-mismatch distances. Suppose alignment X(n) has
M mismatches. We can thus consider that each observation yi(i = 1;:::M) of next-
mismatch-distances along an alignment is associated with an unobserved hidden state
si = k;k 2 f1;2g: 1, corresponding to inter-mismatch distances between clusters, and
2, corresponding to inter-mismatch distances within-clusters.
Conditioned on the type of the hidden state, each yi observation is assumed to
be independently drawn from a geometric distribution: Fk(d) = P(yi = djsi = k) =
(1 lk)d 1lk; with parameters l1 = lbegin +m, for between-cluster distances, and
l2 =µ+lend, for within-cluster distances, where d =1;2;3;:::L 1. This formulation
implies that the modes of both small-scale and large-scale next mismatch distances are
the same and very small (equal to 1).
The model described above is an instance of a large class of models known as Hid-
den Markov Models (Durbin et al., 1998), widely used in biological sequence anal-
ysis. The numerical observations are generated by hidden states, forming an ordered
1304.3 Modelling VSG alignment data: 4 alternatives
sequence known as the path. In the path, the probability of the next hidden state de-
pends only on the current hidden state, that is why the path follows a simple Markov
Chain. The transition matrix between states in our model is given by:
T =
 
m
lbegin+m
lbegin
lbegin+m
lend
lend+µ
µ
lend+µ
!
; (4.1)
where entry T1;2 = P(si = 2jsi 1 = 1) and so on, expressing the probabilities for the
mismatches to persist within clusters or to jump between clusters.
If the 4 basic genetic parameters, lbegin;lend;µ;m are known, the transition proba-
bilities Ti;j and the two geometric distributions for the next-mismatch segment lengths
(“emission” probabilities) are uniquely determined. Conditioned on the sequence of
hidden states S = fsi;i = 1;:::;Mg, the likelihood of the data y = fyi;i = 1;:::Mg on
each alignment is:
P(yjS) =
M
Õ
i=1
(1 lsi)yi 1lsi: (4.2)
The joint probability of the observations and a particular hidden path is given by:
P(y;S) = T0k
M
Õ
i=1
(1 lsi)yi 1lsiTsisi+1; (4.3)
where T0k is the transition probability from an artiﬁcially introduced begin state to
state k, and can be thought of as the probability of starting in state k. Because many
different hidden paths can give rise to the same sequence of observations y, to obtain
the full likelihood of y, we must sum over all possible sequences of hidden states
P(y) = åSP(y;S):
Given the observations of next-mismatch distances in N alignments, one is inter-
ested in estimating the genetic parameters (lbegin,lend, µ, m) that are most likely to
have generated the entire dataset. Naturally, by independence between gene pairs, the
total likelihood of the data will be a product over the individual alignment likelihoods.
Since the relationship between the genetic parameters governing the mismatch pro-
cess, and transition and “emission” probabilities, governing the hidden Markov model
is one-to-one, one can estimate the latter and subsequently obtain the original parame-
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ters. For example, with the simpler notation:
T =
 
1  p2 p2
p1 1  p1
!
; (4.4)
Fk(d) = (1 lk)d 1lk; k 2 f1;2g; (4.5)
we can recover explicitly the 4 genetic parameters as follows:
lbegin = p2l1; m = (1  p2)l1; (4.6)
lend = p1l2; µ = (1  p1)l2;
after the auxiliary parameters p1;p2;l1;l2 have been estimated.
Differentmodelscanbeconstructedtodescribethesamedataset, basedondifferent
assumptions on independence between aligned pairs (see Figure 4.6). In the follow-
ing, we present results for 4 models that we consider most relevant and biologically
plausible:
1. Global ﬁt model The simplest assumption is the hypothesis that the same pa-
rameter values apply to all (N = 15) aligned pairs simultaneously. All gene
pairs come from the same process, thus sharing the same probability of conver-
sion initiation, conversion termination, mutation and the same mismatch density
per conversion. This model results in 4 parameters that should explain the mis-
match data of every pairwise alignment.
2. Triplet ﬁts Alternatively, the data may be seen as a collection of 5 independent
unrelated triplets, where each triplet of genes is governed by its own set of pri-
mary parameters. This formulation entails 54 = 20 parameters in total.
3. Triplet ages The data may consist of 5 partially-related triplets, which are gov-
erned by the same density of mismatches within conversions µ, and same prob-
ability of conversion termination lend, but differ in the mutation probability m,
and probability per nucleotide to start a conversion lbegin. If relative to the ﬁrst
triplet, the latter probabilities scale by the same factor in the other triplets, we
could introduce a new parameter in the model, namely: the relative ‘age’ of
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each triplet. Triplet 1 gets assigned age A1 = 1. Then, for the other triplets
(2;:::N=3 1), the ‘ages’ relative to the ﬁrst triplet Atriplet can be inferred. It
is sufﬁcient to estimate lbegin and m only for the ﬁrst triplet. Such model has
4+4 = 8 parameters. When ‘ages’ are included, the triplet-speciﬁc probability
of conversion start per nucleotide lbegin, and the triplet-speciﬁc probability of
mutation per nucleotide m, after scaling become the products lbeginAtriplet and
mAtriplet, which by deﬁnition must fall in the range [0;1]. Intuitively, in aligned
pairs from an ‘older’ triplet we should expect more conversion events and more
mutation events on average than in a ‘younger’ triplet.
4. Individual ages Here we consider the case where each gene pair shares the same
µ and lend with the other gene pairs, but differs in lbegin and m. Assuming that
the latter parameters scale equally among gene pairs, we can introduce again a
scaling parameter, similar to a pair-speciﬁc ‘age’ relative to pair 1. This yields a
set of 4 primary parameters governing all alignments, but with the exclusion of
the ﬁrst alignment, for the other alignments, parameters lbegin and m have to be
effectively scaled (as in the Triplet ages model), according to their relative age
Ai;i = 2;:::N. The number of parameters here becomes 4+14 = 18. This model
also results in the same conversion tract length distribution and the same density
of mismatches per conversion across all gene pairs.
4.4 Parameter estimation
We adopt a Bayesian approach which allows us to estimate explicitly the switching
rates between large-scale and small-scale next-mismatch-distances and the probability
distributions associated with each of these states. In addition, this approach enables
us to include any prior knowledge about the process, and to quantify the uncertainty
present in the alignment mismatch data. We implement the Metropolis-Hastings Algo-
rithm, one of the simplest Markov Chain Monte Carlo algorithms (Gilks et al., 1996),
where instead of point-estimates that maximize the likelihood of the data, we look for
probability distributions over model parameters. MCMC techniques are useful to get
a representative sample from the posterior when the posterior distributions themselves
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Figure 4.6: Model diagrams. Our 4 models differ in the assumptions they make about the nature
of the evolutionary processes (depicted by line type) and the divergence time between the
compared sequences (depicted by line length). Model 1 assumes the mutation and conversion
process are governed by the same parameters on all gene pairs, and that each pair within a
triplet shares the same divergence time with the other pairs. Model 2 assumes the genetic
processes occur in each gene triplet at distinct triplet-speciﬁc rates, and in addition, it allows
for triplet-speciﬁc conversion length distribution and conversion mismatch density. Model 3
assumes the processes occur universally at equal rates across triplets, including conversion
length distribution and mismatch density, however the divergence time of each triplet may be
different, resulting in time-scaled triplet-speciﬁc mutation and conversion event probabilities.
Model 4, like Model 3, assumes mutation and conversion processes occur universally at equal
rates across gene pairs, but it allows for within-triplet variation in divergence time.
are impossible to get analytically. We use uniform priors throughout our model ﬁtting.
For calculating the overall likelihood of each sequence of observations, we employ
HMM posterior decoding (Durbin et al., 1998), which takes into account all possible
hidden paths that might have generated the observations.
The algorithm is implemented in MATLAB, and starts with an initial guess of the
parameter values. Then a new guess is generated from a proposal distribution, e.g. a
multivariate normal distribution centred at the current value of the parameters. The
variance of the proposal distribution is carefully chosen so as to optimize the speed
of convergence to the stationary distribution. Then the new likelihood of the data is
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calculated for the new values of the parameters. If it is greater than the old likelihood,
the new set of parameters is accepted with some probability, otherwise it is rejected. As
the above steps are repeated over and over again, the MCMC is expected to converge
to its stationary distribution.
For any model, it is customary to run more than one MCMC chain from differ-
ent starting points, until no autocorrelation remains and convergence to the station-
ary distributions in parameter sample paths is reached. Several statistical measures
of convergence can indicate whether convergence is satisﬁed. One such measure is
the Gelman-Rubin convergence statistic, as modiﬁed by Brooks & Gelman (1998), a
test that compares variance within and between various Markov chains. After con-
vergence, the Markov chains are let to run for several thousand more iterations, after
which the posterior distributions of the parameters and other statistics of interest can
be computed. For a full description of estimation procedures we refer to Appendix
C.2.
4.5 Model comparison and goodness of ﬁt
In maximum likelihood model selection, models can be compared using the Akaike’s
Information Criterion (AIC) (Akaike, 1974). In Bayesian model selection problems
where the posterior distributions of the models have been obtained by Markov chain
Monte Carlo (MCMC) simulation, a similar criterion is used. This criterion is called
theDevianceInformationCriterion(DIC)andhasbeenproposedbySpiegelhalteretal.
(2002). LikeAICandBIC(BayesianInformationCriterion)itisanasymptoticapprox-
imation as the sample size becomes large. It is only valid when the posterior distribu-
tion is approximately multivariate normal. As in other model comparison tools, DIC
consists of two terms: one representing goodness of ﬁt and the other penalizing for
increasing model complexity. Model ﬁt is represented by the expectation of the pos-
terior distribution of the “Bayesian Deviance”, which is calculated from the posterior
distributions of the set of parameters q as follows:
Dev(q) =  2logP(yjq): (4.7)
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For model complexity on the other hand, an index measuring the “effective number of
parameters” is calculated:
pD = ¯ D Dev(¯ q); (4.8)
where ¯ D = EqDev(q) is the expectation of the deviance over the MCMC parameter
sample, and ¯ q is the mean of the set of parameters q. DIC is then deﬁned by
DIC = pD+ ¯ D: (4.9)
Generally models with lower DIC are preferred over models with higher DIC, although
this is not always used as a strict criterion for model choice. As independent tests,
we compare also simulated data from estimated parameters to the original dataset.
We check whether mismatch patterns obtained with model parameters can produce
pair-correlation functions Illian et al. (2008) and next-mismatch distance cumulative
distributions similar to those observed in the data (see Appendix C.2.3).
4.6 Results
Convergence of the Markov chains was generally reached during the ﬁrst few thousand
iterations. As it is normal procedure in calculating the posterior, we discarded the ﬁrst
10000 iterations as ‘burnin’ and let the algorithm run for another 50000 iterations for
posterior estimation. Thus for every parameter, the posterior was obtained from a
sample of 350000 independent MCMC observations. DIC and log-likelihood values
for each model are reported in Table 4.1.
Table 4.1: Summary of the DIC indices and the mean log-likelihood values for the 4 models
considered
Model Nr.parameters Log-Likelihood DIC
1. Same age 4 -4430.8 8232.8
2. Triplet ﬁts 20 -4399.4 8140.4
3. Triplet ages 8 -4414.2 8188.4
4. Individual ages 18 -4390.5 8136.1
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Although the models differ in the assumptions they make, the estimated values of
the primary parameters and the DIC values across models do not vary hugely. In par-
ticular, all models agree substantially on the estimates of the density of mismatches per
conversion µ, and the per-nucleotide probability of conversion termination lend. Un-
surprisingly so, as the two parameters are expected to remain invariant across models.
In Model 1, the estimated mean probability of conversion start per nucleotide was
estimated to be 0.0099, whereas the mean probability of mutation per nucleotide was
estimated tobe 0.0410, i.e. about 4 timeshigher. This suggeststhat mutation eventsare
estimated to be more frequent than conversion events in these gene pairs. The average
conversion length predicted by this model is 1=0:0387  25 nucleotides, which ﬁts
nicely with the most likely estimated conversion tracts (Figure 4.7). On the other
hand, the density of mismatches within conversion tracts was estimated to be as high
as 0.2552 (for more details see Table 4.2).
Table 4.2: Parameter estimates obtained for Model 1 (Same age)
Parameter 5% Conf. Bound Mean 95% Conf. Bound
lbegin 0.0077 0.0099 0.0120
lend 0.0281 0.0387 0.0503
µ 0.2350 0.2552 0.2764
m 0.0366 0.0410 0.0458
In Model 2, we considered the case of each triplet being independent, and thus
its mismatch pattern being governed by distinct values of parameters (Table 4.3). We
found that the estimated lbegin was in the range 0.0038-0.0175 across triplets, a result
not very far-off the initial estimate obtained with Model 1. For lend, the mean range
was 0.0126-0.0836, implying conversion lengths between 12 and 80 nucleotides. The
mean density of mismatches per conversion varied across triplets, ranging from 0.2043
to 0.3469, however its global average, about 0.26 was consistent with the value of µ
predicted by the ﬁrst model. The mutation rate also showed some variation 0.0325-
0.0623, yet the values predicted for each triplet stayed within the same order of mag-
nitude. The most likely conversion tracts predicted by this model are shown in Figure
4.8.
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Figure4.7: Model1(Globalﬁt)assumedthatall15pairsweregovernedbythesameparameters.
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Figure 4.8: Model 2 (Triplet ﬁts): each triplet governed by its own set of parameter values.
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Table 4.3: Parameter estimates obtained for Model 2 (Triplet ﬁts). Only the means are shown.
Triplet i lbegin(i) lend(i) µ(i) m(i)
1 0.0092 0.0534 0.3469 0.0325
2 0.0056 0.0126 0.2073 0.0578
3 0.0175 0.0632 0.2476 0.0623
4 0.0038 0.0248 0.2043 0.0379
5 0.0138 0.0836 0.3110 0.0382
In Model 3, which assumed each triplet had a different ‘age’ relative to the ﬁrst
triplet of genes, we obtained mean estimates for the relative ‘ages’ ranging from 1.09
to 2.05 (see Table 4.4), a result that shows a moderate variation with respect to the
reference triplet. As a consequence, the estimates obtained for the primary genetic
parameters do not vary hugely from the estimates obtained in Model 1 for example.
The ratio between m and lbegin increases slightly,  4:7, reinforcing the dominance
of mutation events over conversions. The result of the decoding procedure is given in
Figure 4.9.
Table 4.4: Parameter estimates obtained for Model 3 (Triplet ages). The triplet-speciﬁc lbegin
and m are obtained via multiplication of the baseline values given here with the corresponding
relative age.
Parameter 5% Conf. Bound Mean 95% Conf. Bound
lbegin 0.0052 0.0069 0.0088
lend 0.0354 0.0473 0.0594
µ 0.2536 0.2717 0.2910
m 0.0273 0.0331 0.0392
Atriplet 2 1.3534 1.7220 2.1556
Atriplet 3 1.6253 2.0594 2.5672
Atriplet 4 0.8523 1.0918 1.3731
Atriplet 5 0.9914 1.2733 1.6046
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Figure 4.9: Model 3 (Triplet ages) assumed that the process of gene conversion and point mu-
tation across triplets happen at the same rates and characteristics, but there is difference in the
“age’ of each triplet.
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In Model 4, which assumed each gene pair is characterized by a different evolu-
tionary ‘age’ relative to the ﬁrst gene pair, more variation in estimated ages was found
than in Model 3, with an approximate range from 0.96 (gene pair 10) to 5.28 (gene pair
9), which strongly correlated with the differences in pairwise identity between align-
ments (see Figure 4.10). However, this variation is still within a factor of 5, which
is unsurprising given the fact that all the genes in the dataset display similar pairwise
nucleotide identity (90:7%), i.e. presumably they should have been diverging from a
common ancestor for a relatively short time. Because the effective probabilities of con-
version initiation and mutation on each aligned gene pair are obtained by the baseline
values multiplied by the corresponding relative ages, the lbegin and m values inferred
in this model for the reference pair are lower than the values obtained in Model 1. The
ratio m=lbegin, however is invariant across gene pairs and independent of their relative
age. We observe that mutations occur at least 5 times more frequently than conver-
sion events. We notice that in this model, the density of mismatches per conversion is
estimated to be 0.2877, higher than in Models 1 and 3, whereas the mean conversion
length is lower than in other models, approximately 18 nucleotides. These results are
summarized in Table 4.5.
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Table 4.5: Parameter estimates obtained for Model 4 (Individual ages). The alignment-speciﬁc
lbegin and m are obtained via multiplication of the baseline values given here with the corre-
sponding relative age.
Parameter 5% Conf. Bound Mean 95% Conf. Bound
lbegin (pair 1) 0.0021 0.0035 0.0052
lend 0.0400 0.0551 0.0718
µ 0.2611 0.2877 0.3127
m (pair 1) 0.0124 0.0191 0.0270
A2 1.4725 2.3980 3.6719
A3 1.5531 2.5507 3.9701
A4 1.8741 2.9923 4.5708
A5 2.6478 4.2168 6.3249
A6 1.7537 2.9912 4.6698
A7 1.3536 2.3153 3.5950
A8 3.0133 4.7650 7.1719
A9 3.3190 5.2838 8.0093
A10 0.5063 0.9645 1.5966
A11 1.6073 2.6257 4.0232
A12 1.6795 2.7357 4.1687
A13 1.0776 1.8165 2.8530
A14 1.9615 3.2001 4.8341
A15 1.5089 2.5283 3.9155
Common to all models is the small variance in the posterior distribution of one
parameter, namely the density of mismatches per conversion, µ. Instead, for the other
parameters, there is a larger variance in the posterior distributions. The obtained pos-
teriors are generally unimodal and symmetric around the mean, resembling the normal
distribution (see Figures 4.11, 4.12).
DIC values for each model indicated that rank order performance of these four
formulations supports Model 4 as the best model, and then Model 2, Model 3 and
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Figure 4.10: There is a high correlation (estimated to be 0.8531 by a standard correlation test)
between the relative ages inferred by Model 4 and the differences in diversity between pairs
relative to pair 1.
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Figure 4.11: Posterior distributions obtained for the 4 baseline parameters of Model 4 (Individ-
ual Ages), which was ranked as the best model from our model selection procedure.
1444.6 Results
0 5 10 15 20
0
2000
4000
0 5 10 15 20
0
2000
4000
0 5 10 15 20
0
2000
4000
0 5 10 15 20
0
2000
4000
0 5 10 15 20
0
2000
4000
0 5 10 15 20
0
2000
4000
0 5 10 15 20
0
2000
4000
0 5 10 15 20
0
2000
4000
0 5 10 15 20
0
2000
4000
0 5 10 15 20
0
2000
4000
0 5 10 15 20
0
2000
4000
0 5 10 15 20
0
2000
4000
0 5 10 15 20
0
2000
4000
0 5 10 15 20
0
2000
4000
A
3
A
4
A
5
A
6
A
8
A
10
A
12
A
14
A
11
A
13
A
15
A
9
A
7
A
2
Figure 4.12: Posterior distributions obtained for the ages Ai of each gene pair (i = 2;:::15)
relative to the ﬁrst pair, with Model 4 (Individual Ages).
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Model 1, although the differences were not very big. It is however reassuring to see
the parameters are not overly sensitive to the model structure. We applied the Viterbi
algorithm (Forney, 1973) to the observed mismatch patterns on all aligned pairs, within
the framework of Model 4, in order to “decode” the most likely hidden path, i.e. the
most likely sequence of between- and within-conversion next-mismatch segments that
could have generated the distances observed. The most likely positions of conversion
tractsandpointmutationsalongeachalignmentareillustratedinFigure4.13. InFigure
4.14, in contrast to the most likely sequences of hidden paths for Model 4, we show
the probabilities of ﬁnding a conversion segment along each alignment.
Further, as independent goodness-of-ﬁt tests, we compared pair correlation func-
tions in the original dataset with pair correlation functions (Illian et al., 2008) of simu-
lated data for the best model. Similarly, we also compared the cumulative distribution
of next-mismatch-distances in the real alignments and in simulated alignments with
model parameters, to verify the quality of ﬁt of Model 4. As shown in Figure 4.15,
the simulated statistics very closely matched the statistics from the original dataset.
This suggests that the individual ages model provides a very good description of the
diversity pattern found in the aligned VSG pairs.
4.7 Discussion
We have presented a general modelling framework that can describe pairwise identity
patterns within gene families and an inference framework that can disentangle two ge-
netic processes: gene conversion with partners outside the family and point mutation.
Although applied to the VSG genes of African trypanosomes, our approach has several
advantages that may apply also to other, similar contexts: 1) it uses abstract, global-
level information about mismatch occurrence between two aligned gene sequences,
without requiring information about the underlying DNA; 2) it accounts for the spa-
tial ordering of the identity pattern; 3) it allows direct estimation of switching rates
between two different scales: short and long inter-mismatch distances; 4) it provides
a means of quantifying the mutational processes that mechanistically give rise to the
observed identity pattern; 5) its results can be applied to the case when another process
acts instead of gene conversion but with the same effect of introducing clustered mis-
matches (e.g. localized point hypermutation, such as in immunoglobulin gene somatic
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Figure 4.13: Decoding results for Model 4 with parameter means as in Table 4.5. a) The 15
alignments from 5 triplets of closely related VSG genes are presented as horizontal bars in the
order: (1,2), (1,3), (2,3) for each triplet. The vertical bars refer to mismatches on the aligned
N-domains. The most likely conversion tracts estimated by the algorithm are highlighted in
yellow, whereas between-conversion segments are given in blue. b) The empirical conversion
lengthsobtainedafter“decoding”closelymatchthetheoreticalgeometricdistributionpredicted
by Model 4 with parameter E[lend] = 0:0551.
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Figure 4.14: Posterior probabilities of ﬁnding a conversion segment (‘between’ type) along each
alignment for Model 4. In contrast to the Viterbi algorithm, which gives only the most likely
sequence, the posterior probabilities contain more information.
hypermutation); 6) it lends itself easily to further extension through the incorporation
of additional factors that may inﬂuence the nature of evolutionary processes.
Through our analysis, we ﬁnd that the patterns of pairwise diversity between the
VSG genes we have modelled can be explained by two processes: one that results in
local clustering of mismatches and one that generates sparse diversity across the entire
alignment length. All models considered reveal that the probability of ﬁnding a mis-
match cluster between two genes is lower than the probability of single mismatches,
which suggests a higher propensity for these genes to point-mutate (i.e. diversify in-
dependently), than to accept segmental conversion from donor genes in the archive.
The average density of mismatches per conversion predicted by our models is
around 0.25. Combining the estimate of µ  0:29 obtained from Model 4, with the
average conversion length obtained by 1=lend  18, we obtain the average number of
mismatches contributed by one gene conversion into the alignment is roughly 5.2. This
implies that the relative contribution of gene conversion on pairwise diversity between
two genes, on a per-nucleotide basis, is about 0.96 times that of point-mutation. Thus,
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although on an event basis mutation is apparently much stronger than gene conver-
sion, on a per-nucleotide basis, the two processes have almost equal impact on genetic
diversiﬁcation.
Model 4 ranked as the best model by our model selection procedure. Its inclu-
sion of estimates for the ages of gene pairs relative to the ﬁrst pair indicates that these
parameters hold key information which is crucial for the data ﬁt. Reassuringly, the
estimated ages have a small mean of 2.83 and a small standard deviation, conﬁrm-
ing a relatively minor variation, expected among gene pairs sharing similar pairwise
identity. Notably, Model 4 supports short conversion tracts, between 14 and 25 nu-
cleotides in length, geometrically distributed with mean equal to 18 nucleotides. This
characteristic small scale suggests the existence of functional or structural constraints
in the conversion process, that may limit the inﬂow of diversity from the rest of the
archive into high-identity VSG subfamilies. Such short conversions resemble human
MHC gene conversion events, which display a mode of 14 nucleotides (range 2 to 35)
Parham et al. (1995), inevitably arising from a mechanistic basis in the recombina-
tion pathway involved. Conceivably, the observed length range maximizes effective
alteration in VSG epitopes.
By using sequence ‘decoding’ as a ﬁrst step for ﬁnding the most likely loca-
tions of conversions and point mutations along each alignment, we can then examine
the sequence underlying the mismatches. Comparing their locations obtained from
the abstract point pattern, with the original encoded amino acids and nucleotide se-
quence can reveal what type of sequence is being exchanged through gene conversion.
Furthermore, because alignments occur in triplets, the regions where the maximum-
likelihood ‘decoding’ locates conversion segments, can be cross-compared and thus
indicate which gene in the triplet received that particular conversion from outside. If
two gene pairs within a triplet display a conversion segment in the same location, then
the gene they have in common must have been the original recipient of that conversion
from an external donor.
Clearly, an important aspect of VSG archive evolution that this framework may
elucidate is the rate of divergence between gene families. The assumption that gene
conversion with outside partners brings in diversity through a cluster of mismatches
in the alignments considered can be translated into a hypothesis for the relative rates
of divergence between- and within-families. Within-family (within-pair) identity, on a
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Figure 4.15: Goodness-of-ﬁt tests for Model 4. The gray shaded area represents 95% credibility
intervals for the modeled mismatch patterns (100 replicates, with mean estimates for each
parameter as in Table 4.5). The lines represent the observed mismatch data from the N-domains
of the 15 aligned VSG pairs.
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per-nucleotide basis, is higher than between-family identity or mean pairwise identity
acrossthearchive. Thatiswhythedensityofmismatchesishigherintheregionswhere
DNA has been imported from outside through gene conversion, rather than changed
from within, through point mutation. If one assumes that point mutation happens at
the same rate across all VSG genes, as appears to be the case Hutchison et al. (2007);
Jackson et al. (2010); Marcello & Barry (2007a), the difference in mismatch density
within and between conversions can only be attributed to differences in evolutionary
time, an avenue calling for further investigation.
Furthermore, our inferred mean density of mismatches per conversion, approxi-
mately equal to 0.25 could suggest that the mean diversity in the pool of genes where
conversions are coming from is around 25%. Notice that if there is no preference in
conversion partners, this observation leads to a prediction on the global mean pairwise
identity in the VSG N-domains, of around 75%. Alternatively, if conversion with VSG
genes outside the given subfamily is preferential, i.e. it occurs only with speciﬁc gene
subsets of the archive, the 75% identity would only be indicative of N-domains in the
subset of the VSG archive with which the given subfamily interacts.
The mean nucleotide identity in the archive is very low (0:26 i.e. 6= 0.75), thus
conversion appears to be biased towards more similar donor genes. As argued earlier,
it is difﬁcult to account for this effect through direct selection of the sequence of indi-
vidual VSGs. A reason for this preferential use of more homologous segments might
lie in the need to introduce a segment from the corresponding region of a donor VSG,
so that the characteristic cysteine pattern of the protein is conserved, rather than being
disrupted by random conversion from any region of a donor gene.
4.7.1 Future work
To be able to transform our estimated point mutation and conversion probabilities into
actual probabilities per unit of time (or per generation), one would need information
on the precise time since duplication of the reference gene pair at least. Once the
real evolutionary age of the reference gene pair (with Ai = 1) is established, its lbegin
and m parameters can be immediately scaled, and subsequently the other pair-speciﬁc
observed probabilities can be updated. So far, the time information has been missing,
but will become available through longitudinal sequencing of ﬁeld isolates, at which
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time it can be readily incorporated into the hidden Markov model, whereby our current
estimates would become dimensional parameters of evolutionary processes (rates per
unit time, per nucleotide), that can then be compared to similar estimates coming from
other methods.
In our models, we assumed that the density of mismatches in each conversion is the
same and ﬁxed. Such an assumption might not always hold, as gene conversion donors
in the rest of the archive may come from particular subfamilies, each having had its
own rate of divergence, thereby contributing a distinct mismatch clustering density.
A more general framework in that case, to accommodate this phenomenon, could be
to model the mean density of mismatches per conversion, µ, through a probability
distribution.
Another simplifying assumption in our study is the spatial homogeneity in the oc-
currence of point mutations and conversions. It is possible that formulations and in-
ference frameworks accounting for spatial bias might bring additional insight into the
nature of gene diversiﬁcation. From visual inspection of the mismatch patterns, one
notices segments of low mismatch density, besides segments of high mismatch density
on the aligned pairs. Although neglected in this analysis, such high-identity segments
are potentially indicative of within-pair conversion and could be addressed in future
studies.
Finally, by considering conversion segment length distributions different from the
memory-less geometric distribution assumed here, one might represent other types
of gene conversion. A negative binomial or gamma distribution could for example
account for a mode of conversion lengths different from 1 nucleotide, thus allowing
longer conversions to be more frequent. More ﬂexible distributions would require
more sophisticated modelling and possibly a larger dataset, but such alternatives could
be explored to better disentangle the various spatial scales that characterize genetic
diversity. Nonetheless, the model presented here provides a framework that can easily
be built upon as more data become available, offering a valuable tool for a more para-
metric understanding of genetic diversiﬁcation processes.
In the next chapter, we zoom out on genetic diversiﬁcation at the global level of
the VSG archive, where the local interactions between genes and subfamilies, such
as the ones considered in this chapter, average out. Such averaging gives rise to
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macro-properties of the multigene family, among which the mean pairwise identity be-
tween genes and the identity probability distribution are very important. These macro-
properties depend on the same processes that we have studied in this chapter, point
mutation and gene conversion, but we will see that at the global scale, the result of
their interaction is different.
153Chapter 5
Quantifying global VSG archive
diversiﬁcation using diffusion
processes
5.1 Introduction
An understanding of the roles of mutation and recombination in the generation of par-
asite antigenic diversity is important for addressing key questions about the evolution,
adaptation and persistence of parasites. The experimental analysis of antigenic diver-
sity generation poses a massive challenge, even in the case of parasites that have tradi-
tionally received relatively more scientiﬁc attention, such as Trypanosoma brucei, the
sleeping sickness parasite, or Plasmodium falciparum, the malaria parasite. However,
with the increasing availability of gene sequences derived from the T:brucei Genome
Project (Berriman et al., 2005) comes a motivation to use new data- and modelling-
driven approaches to characterise functional properties of proteins and genes at differ-
ent levels of organisation, to help us in the study of antigenic diversity.
The genes coding for the Variant Surface Glycoprotein (VSG), which determine
the variable antigen type for trypanosomes, are crucial in sustaining chronic infection
of these parasites in their vertebrate hosts. They form a multigene family, known as
the VSG archive, and represent an important level of biological organisation for try-
panosomes. In recent years, the structure and organisation of the VSG archive and
molecular mechanisms involved therein, have been studied extensively Barry (1997);
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Borst et al. (1997); Morrison et al. (2005). Among the striking results that have
emerged are the large size of the VSG multigene family (Berriman et al., 2005), con-
taining more than 1600 silent VSGs, the high probability of antigenic switch per di-
vision, the high combinatorial potential for mosaic gene formation from pseudogenes
and their huge diversifying potential.
Multigene families are groups of similar genes arising primarily via gene duplica-
tions. Across organisms gene duplication may occur at a rate as high as 10 4 10 6
per locus per generation. After duplication, gene conversion is a major force shaping
multigene families. Gene conversion is a special type of recombination in which one
segment of DNA contributes genetic information to another, making the recipient lo-
cation identical to the donor, but not altering the donor sequence. As a result, sequence
identity among gene family members is very high. This is certainly the case for many
VSG genes in the trypanosome antigenic archive. Marcello & Barry (2007b) have
shown that about 60% of VSGs are unique, the rest occur in subfamilies of two to four
close homologs (> 50% 52% peptide identity).
Point mutation is another important process affecting each individual VSG gene
randomly and independently introducing diversity to each sequence. The combined
effect of gene conversion and point mutation determines the evolution of multigene
family identity. Globally, gene conversion makes members of a multigene family more
similar, and can help in the fast spread of beneﬁcial mutations through all gene fam-
ily members. In contrast, point mutation enhances dissimilarity between genes and
promotes global diversiﬁcation. However, as shown in the previous chapter, gene con-
versioncanalsoactasanacceleratorforthediversiﬁcationofgeneslocally(e.g. within
subfamilies).
The study of mechanisms for the generation of genetic diversity is important be-
cause such mechanisms are needed for the survival and adaptation of the parasite in
its hosts. Conceivably, T:brucei uses such a capacity to generate a massive genetic
heterogeneity in order to increase its chances to adapt to the many different hosts it
encounters. The analysis of the generation of genomic variation may have concrete
applications for the development of novel therapies against these parasites. For ex-
ample, highly variable genes or gene parts may not be suitable drug/vaccine targets, as
opposed to relatively more robust genes. Relatively more robust genetic sequences (i.e.
less prone to mutation) by virtue of their smaller ability for generating diversity, might
1555.1 Introduction
represent a more feasible target if the gene in question is deemed essential for the sur-
vival of the pathogen. Thus, depending on the level of variation of a potential vaccine
target, different strategies (e.g. focus on function domains, focus on the vector-speciﬁc
surface antigens) may be considered in the absence of multivalent solutions.
To determine the diversity of VSG genes and the mechanisms that maintain it, in
this chapter, we will study the combined effect of gene conversion and point mutation
at the global level of the VSG gene archive. At this global scale, gene conversion
adds identity between members of the gene family and as a consequence the VSG
archive is homogenized. The opposing evolutionary force, point mutation, introduces
diversity. The interplay between the two processes alters the pairwise identity between
genes in a dynamic manner, and may lead to a complex archive structure, such as
groups of genes of a given pairwise similarity between their members. Over the course
of evolution, certain distributions of genetic identity among VSG genes in the silent
archive of African trypanosomes might be preferred over others, because they might
conferahigherﬁtnesstotheparasitesemployingthatantigenicarchive. Ononehand, a
large number of highly similar genes could facilitate mosaic gene formation, thus help
prolong infection within a host. On the other hand, greater variation between members
of the VSG archive could help the parasite avoid cross-reactive immune responses
when these variants are sequentially expressed.
Given this context, the rates and characteristics of the processes that diversify and
homogenize the silent archive, point mutation and gene conversion are very important.
But can the dynamic rates of these processes be extracted from current snapshots of
the VSG antigenic archive? Can we estimate these rates from the pairwise identity
distribution observed today in the multigene family? To answer these questions, in the
following, we apply the theory of stochastic processes and population genetics to the
study of the interaction between gene conversion and point mutation, and the emerg-
ing diversiﬁcation of a multigene family. First, in Sections 5.2.1 - 5.3 we investigate
how macro-properties of a multigene family arise from singular interactions and ran-
dom events affecting individual genes, and subsequently, in Sections 5.4-5.7 we apply
population genetics and the diffusion approximation to obtain the stationary identity
distribution analytically. Our ﬁnal aim is to estimate the rates of point mutation and
gene conversion globally, as evolutionary forces in the VSG archive of African try-
panosomes. In Section 5.8, we ﬁt the analytical stationary identity distribution to the
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empirical distribution of genetic identity among the VSG N-domains. Finally, in Sec-
tion 5.9 we discuss the relative contributions of the two most important evolutionary
forces mediating VSG archive diversiﬁcation.
5.2 Model
5.2.1 Probabilistic description
We model the stochastic occurrence of single mutation and gene conversion events
in a multigene family as a Markov process, which we simulate using the Gillespie
Algorithm (Gillespie, 1977). The global event rates of the two processes per unit of
time are respectively deﬁned as g and µ. Stochastic events (mutations and conversions)
are indexed 1;2;:::;T 2 Z, which occur at the times t1;t2;:::;tT 2 R. The inter-event
times are exponentially distributed with mean 1=(g+µ) (see Figure 5.1 for an example
of a realisation of the process). Only one event can happen at a time.
Point mutation is chosen with relative probability µ=(g+µ), whereas conversion
events are chosen with relative probability g=(g+µ). The size of the gene family is
denoted by N. The length of each gene by L. Point mutation occurs only on one gene
out of N, at a single discrete position out of L possible positions. For simplicity, we
assume that the length of each conversion is ﬁxed and we denote it by lc. Each con-
version affects only 1 pair out of N(N 1)=2 possible gene pairs, where the donor and
recipient gene are randomly chosen. Following the classical model for point mutation,
the positions of mutations are chosen to be random uniform. Similarly, we adopt the
simplest model for the occurrence of conversions: their starting points along each gene
are also random uniform.
To distinguish between the genes, each gene (1;2;::N) is assigned a particular color
at the beginning of the simulation, at time 0. Then as time passes, if two genes convert
and one of them (the recipient) copies genetic information from the other (donor), the
identity and the color of the converted stretch will change accordingly. For denoting
mutations, we assume the inﬁnite allele model, that each mutation is new, and thus,
adopt the convention that they can be represented by a grayscale, with the more recent
mutation being assigned a darker shade.
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Figure 5.1: Illustration of the stochastic occurrence of events. A realization of 100 alternating
mutations (blue dots) and gene conversions (red dots) affecting the multigene family. Parame-
ters used: g = 0:5;µ = 0:1.
After each stochastic event, we align all gene pairs, and compute the pairwise iden-
tity between any two genes in the family. The pairwise identity is calculated by com-
paring the color information and the mutation information of each of the two genes.
Since we assume that genes start off as identical, the color notation serves only to keep
track of the genes contributing the converted segments, and does not affect their pair-
wise identity. As a consequence, identity is computed on the basis of the mutations
only1.
In this formulation, both mutation and conversion events are assumed to be inde-
pendent of time and of the pairwise identity between gene sequences. The event rates
are thus constant in gene space and time. All genes have equal probabilities to be
selected for each event.
Denoting by hij(t) the pairwise identity between two genes i and j (i 6= j) in the
1Alternatively, if the genes do not start off as identical, the color assignment, besides determining
ancestry, can then be used to compute pairwise identity by taking into account also the initial conﬁgu-
ration.
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system at time t, we deﬁne
hij(t) =
No. identical positions at time t
L
; (5.1)
whichcantakevaluesbetween0and1indiscretestepsof1=L. Wenotethathij(0)=1,
for all pairs (i; j). The mean pairwise identity in the archive (within an individual
genome) at any time is given by the sample mean over all gene pairs:
¯ h(t) =
å
N
i=1å
N
j>ihij(t)
N(N 1)=2
: (5.2)
The sequence of ¯ h(t) for t 2 R;t > 0 gives a summary statistic from one realization
of the stochastic process. Each different realization would correspond to a different
genome (family of genes) starting from the same initial conditions. Denote one such
realization by the index k. Then, the average of the mean pairwise identity over K
stochastic realizations, representing a summary statistic of the entire population, is
given by:
¯ H(t) =
å
K
k=1 ¯ hk(t)
K
: (5.3)
5.2.2 Simulation results
The simulation model is a ﬂexible tool that allows us to experiment with concrete bio-
logical assumptions about the processes of mutation and gene conversion, and explore
the consequences of those assumptions. An example of the simulated gene family is
shown in Figure 5.2. By visualizing conversions through different colors, we can ex-
plore the ancestry of different gene segments in the archive, and observe how each
gene becomes a mosaic gene from contributions of other members of the archive. The
larger the length of each conversion lc, relative to the gene length L, the less diverse the
mosaics that we see. By this we mean, that each gene, after some time, is composed
of segments that originate from only a few original donors. Instead, if the length of
each conversion is small relative to L, then the mosaics that arise are more diverse and
contain information from more original donors. As time passes, many early mutations
may get overwritten by conversions, as well as many late mutations may get transferred
across many family members.
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Figure 5.2: An illustration of archive change as a function of 100 stochastic events, comprised
of partial gene conversions and point mutations. The genes take the form of mosaics as a result
of multiple gene conversion events. The effect of mutation events can be seen by the gray lines
denoting the individual point mutations that have not been overwritten. Parameters as in Figure
5.1, with lc = 10;N = 10;L = 100.
Our main focus lies in the evolution of pairwise genetic identity within a multigene
family and the role played by point mutation and gene conversion. Individually, each
process drives the gene pairs toward opposing extremes: mutation towards total diver-
sity, gene conversion towards total identity. Together however, they interact to give
rise to intermediate scenarios on the continuum between 0 and 100% identity. Indeed,
the mean pairwise identity changes in the system from 1 (all genes identical), at the
beginning of the simulation, towards lower values due to mutation, but it does not de-
cline to 0, because conversion events tend to increase similarity between genes (Figure
5.3). Ultimately, the mean pairwise identity will settle at an intermediate equilibrium
value. This equilibrium depends on the effects of mutation and conversion events on a
per-aligned nucleotide basis.
Besides the mean pairwise identity, the numerical simulations can be used to pro-
vide information about the probability distribution of identity across gene pairs. We
have several identity classes in the range 0 to 1, equally spaced, with minimum identity
difference Dh = 1=L. Thus, we can obtain a distribution over at most 1=Dh+1 identity
classes. For each identity class s, we can compute the frequency of gene pairs sharing
identity hs =(s 1)Dh at any particular timet. Initially all gene pairs share 100% iden-
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Figure 5.3: Dynamics of pairwise identity in a multigene family. Each gene pair (blue lines) can be
thought to represent an independent realization of the stochastic processes of conversion and mutation.
The simulation mean over gene pairs (given in black), is very well approximated by our analytical
expression for ¯ h(t) (pink line) . N = 10;L = 100;lc = 10;µ = 50;g = 90:
tity, implying a Dirac delta function initial condition located at the last identity class.
Then, as stochastic events accumulate, the distribution spreads towards lower identity
classes (Figure 5.4), until a stationary conﬁguration is established. The exact prop-
erties of this distribution depend on the model parameters. In the example illustrated
in Figure 5.4 for instance, the stationary identity distribution is centred at about 0.5,
suggesting an almost perfect counterbalance of mutation and conversion processes. In
the next section, we want to understand precisely how the model parameters µ, g, lc, L,
N determine the probability distribution of pairwise identity across genes within one
genome, and properties of its distribution such as the mean and variance.
5.3 Dynamics of identity between genes in the archive
5.3.1 Gene pairwise identity after stochastic events
The changes in identity between any two genes can be approximated by represent-
ing the process of gain/loss of identical nucleotides conceptually as a birth and death
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Figure 5.4: Pairwise identity distribution changes in the system. After starting off as identical,
genes in the multi-gene family diversify due to mutation. T refers to the number of events that
have happened in the simulation. Parameters: N = 30;L = 100;lc = 20;µ = 150;g = 65:25.
stochastic process on each alignment, and by assuming that all gene pairs are inde-
pendent. Denote the number of identical nucleotides shared by a gene pair after T
events by n(T). This gene pair can gain an identical nucleotide due to gene conversion
with probability 1 h(T) = 1 n(T)=L per nucleotide, or lose an identical nucleotide
due to point mutation with probability h(T) = n(T)=L per nucleotide. The ﬁrst event
would imply n(T +1) = n(T)+1, whereas the second event would mean n(T +1) =
n(T) 1. These two events happen at respective probabilities g=(g+µ)2=N(N  1)
and µ=(g+µ)2=N. Since a gene conversion affects lc nucleotides out of a total L,
whereas a point mutation only one nucleotide, the expected number of identical nu-
cleotides in a gene pair after T +1 events is given by:
¯ n(T +1) = n(T)+
2glc
(g+µ)N(N 1)

1 
n(T)
L

 
2µ
(g+µ)N
n(T)
L
: (5.4)
With initial condition n(0)=n0, and the simpler notation W=N(N 1)L=2, the above
recurrence relation can be solved, giving:
¯ n(T) = n0

1 
µ(N 1)+glc
W(g+µ)
T
+
glcL
W(g+µ)

T 1
å
i=0

1 
µ(N 1)+glc
W(g+µ)
i
; (5.5)
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fortheexpectednumberofidenticalnucleotidesbetweenanytwogenesafterT stochas-
tic events have occurred. The mean pairwise identity follows easily from the above
when it’s divided by L:
¯ h(T) = h0

1 
µ(N 1)+glc
W(g+µ)
T
+
glc
W(g+µ)

T 1
å
i=0

1 
µ(N 1)+glc
W(g+µ)
i
: (5.6)
In Figure 5.3 we gave an example of the evolution of mean pairwise identity from
model simulations. Notice that for N suitably large (e.g. N  10) the approximation
found through consideration of the birth-death process is very accurate. The steady
state of the expected number of identical nucleotides between two genes, and of their
pairwise identity, in the limit T ! ¥, are given by
¯ n = lim
T!¥
¯ n(T) = L

1+
µ(N 1)
glc
 1
; (5.7)
¯ h = lim
T!¥
¯ h(T) =

1+
µ(N 1)
glc
 1
: (5.8)
AlthoughtheapproximationinEq. 5.6islikelytosomewhatunderestimaterealarchive
identity because we neglect the effect of a conversion between i and j (e.g. i receiver
gene, j donor), on the changes in identity in N  2 overlapping pairs (i;k), numerical
observations suggest that this indirect contribution to pairwise identity is negligible for
N large, because the majority of pairs in the archive will not involve genes i and j.
5.3.2 Mean pairwise identity in continuous time
Section 5.3.1 treats the pairwise identity between any two genes in the family as a
quantity that changes after each event, thus the notation T stands for the discrete num-
ber of mutation and conversion events. However, this quantity may be unknown in
practice, and it is more convenient to describe mean pairwise identity by expressing it
as a function of continuous time, denoted byt 2R, instead. To achieve this description,
it is convenient to revisit Equation 5.4 and consider its continuous time analogue. We
must express the dependence of ¯ n(t +Dt) on n(t), where Dt is an inﬁnitesimal time
step. Recall that g and µ are event rates per unit of time. Thus in the time interval
[t;t +Dt], we expect gDt conversion events and µDt mutation events on average. After
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conversion and mutation have occurred, the number of identical nucleotides between
the two genes will be:
n(t +Dt) = n(t)+2gDt
lc(1 n(t)=L)
N(N 1)
 2µDt
n(t)=L
N
: (5.9)
Taking the expectation, rearranging and dividing both sides by Dt gives:
¯ n(t +Dt)  ¯ n(t)
Dt
=
glc
N(N 1)

1 
¯ n(t)
L

 
2µ
N

¯ n(t)
L
; (5.10)
which after taking the limit Dt ! 0 becomes:
d¯ n(t)
dt
=
2glc
N(N 1)

1 
¯ n(t)
L

 
2µ
N
¯ n(t)
L
: (5.11)
The solution of the above differential equation gives the expectation of the number of
identical nucleotides between two genes as a function of continuous time:
¯ n(t) = L
glc+µ(N 1)e 
glc+µ(N 1)
W t
glc+µ(N 1)
; (5.12)
where we recall W = N(N  1)L=2. The above expression can be simpliﬁed further
by introducing the parametrization c0 = glc=W and m0 = µ(N  1)=W, denoting re-
spectively the per-aligned nucleotide probabilities of undergoing a gene-conversion
induced change (0 ! 1) and mutation induced change (1 ! 0) per unit of time. We
can derive a similar expression for the pairwise identity ¯ h(t) = ¯ n(t)=L: Finally, we
have:
¯ n(t) = L
c0+m0e (c0+m0)t
c0+m0
; ¯ h(t) =
c0+m0e (c0+m0)t
c0+m0
; (5.13)
which depend only on the per-nucleotide probabilities of being affected by mutation
or gene conversion in one unit of time. This means that if c0 and m0 are ﬁxed, the
number of genes in the gene family, N, their length, L, and the conversion length, lc, do
not determine the mean evolution of pairwise identity between genes as a function of
time. Our numerical simulations conﬁrm this result. Such analytical expression for the
mean pairwise identity in a multigene family can be used in many ways. For example,
it allows us to predict how much time is required on average for the pairwise identity
between two genes to reach a certain threshold value V, starting from given initial
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conditions. In the case of the two genes starting off entirely identical, the expected
time for their identity to reachV is given by:
E[tV] =  
1
c0+m0
ln

V(c0+m0) c0
m0

: (5.14)
It is also interesting to calculate the variance around the mean identity as a function
of time, var[h(t)]. Numerical observations suggest that unlike the mean, the variance
depends explicitly on parameters like the number of genes N. The mutation-only case
is easier to calculate and the corresponding variance is shown in Figure 5.5. For the
combined mutation-conversion case, the variance calculation is more challenging (see
Appendix D.1 for details.
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Figure 5.5: The variance around the mean identity as a function of time for mutation-only
dynamicsmatcheswellwiththetheoreticalapproximation1=L¯ h(t)(1 ¯ h(t))giveninAppendix
D.1. Parameter values: m0 = 0:1;L = 50:
Although, the mean pairwise identity ¯ h(t) is an important quantity in the dynamics
of the family of genes, it represents only a ﬁrst order summary statistic, with limited
applications. For example, it is impossible to estimate, besides the ratio c0=m0, the
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speciﬁc mutation and conversion parameters from the equilibrium value of the mean
pairwise identity ¯ h. A more complete description of the evolution of the system can
be derived from the identity probability distribution, namely the probability P(x;t) =
Probfhij(t) = xg, denoting the probability that at time t, the genetic identity between
any pair of genes (i; j) in the family is equal to x, where 0  x  1.
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Figure 5.6: The stationary distribution of pairwise identity in the gene family. After starting off
all as identical, gene pairs in the multi-gene family reach varying levels of identity as stochastic
events accumulate. In the long time limit, the proportions of gene pairs in identity classes do
not change: P(x;t) ! P(x), shown here. Parameters as in Figure 5.3
Such a probability distribution must inevitably depend on the same process pa-
rameters that we have seen so far: g;µ;L;lc;N, and will surely contain much more
information about the pairwise identity characteristics of the group of genes in con-
sideration. In order to obtain this distribution analytically, we resort to the population
genetics framework and diffusion approximation in the coming sections. We plan to
use the analytical formula for P(x;t) and VSG data to estimate the parameters that
characterize the mutation and gene conversion process in a typical gene archive.
5.4 Pairwise identity and the Wright-Fisher model
InordertoworktowardstheidentitydistributionP(x;t), weconsiderthepairwiseiden-
tity in a family of N genes from another perspective, drawing parallels with the clas-
sical Wright-Fisher model (Fisher, 1930; Wright, 1931). The total number of aligned
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nucleotides in a gene pair is given by L. Each position in any aligned pair of genes
consists of a 0 or 1, depending on whether the two genes are different or identical at
that nucleotide1. Denote the total number of identical positions as Y, and the number
of different positions is thus L Y. The pairwise identity in this gene pair is thenY=L,
the frequency of the identical positions.
Assuming that at each generation the family of genes reproduces itself, - by this
we mean that the number of genes remains constant, as does the length of each gene
L,- we expect that the relative frequencies of identical and different positions on each
gene pair change continuously (see Figure 5.7).
Figure 5.7: Schematic illustrating the evolution of gene pairs in the multigene family model. Each
dashed arrow represents an idealized ‘independent’ trajectory of an arbitrary pair (depicted by black
circles). As the number of generations tends to inﬁnity, a stationary distribution in the distribution of
pairwise identity is reached, whereby the probability of observing a given identity in a random pair is
constant.
When a gene experiences random point mutation, some identical nucleotides in
pairwise alignments in the previous generation change in the next generation (1 ! 0).
When a gene pair experiences gene conversion, some different nucleotides in their
pairwise alignment in the previous generation become identical in the next generation
(0!1). Denotebymtheprobabilityofmutationperalignednucleotidepergeneration,
and by c the probability of gene conversion per aligned nucleotide per generation. We
1InthisparallelwiththeWright-Fishermodel, theLalignedpositionsstandfor’haploidindividuals’
in the classical Wright-Fisher framework, and 0/1 stand for ’alleles’.
1675.4 Pairwise identity and the Wright-Fisher model
want to track the changes in identical/non-identical nucleotide frequencies over time,
i.e. changes in pairwise identity between two genes.
So this formulation is similar to the basic Wright-Fisher model (Fisher, 1930;
Wright, 1931) for a locus with two alleles (0/1) in a population of size L. Since m
and c are not necessarily equal, the mutation process between the two alleles is asym-
metric, yet it allows us to apply the same analytical framework. There are three dy-
namic components affecting the frequency of identical nucleotides between two genes
at each generation in our model: the directional drive of mutation toward 0 identity, the
directional drive of gene conversion toward total identity, and the process ﬂuctuations
arising from random sampling of positions (’individuals’) in a population of size L.
The latter component would correspond to genetic drift in the classic Wright-Fisher
model.
5.4.1 Link to simulation model
Recall from the previous sections that the conversion and mutation event rates in the
gene family are given by g and µ. In other words, g and µ are the expected number of
events of a given type per unit of time. A natural question is: how are g and µ related
to c and m in this new formulation? In fact, c and m denote the probability of 0 ! 1
or 1 ! 0 transition per generation per aligned nucleotide. By generation we mean
one division cycle of the parasite, during which all DNA is replicated. So, during one
generation many conversion and mutation events may have occurred.
Denoting generation time by t, the probability of a mutation per nucleotide (1!0)
per unit of time becomes m=t (= m0 in Section 5.3.2), similarly c=t (= c0 in Section
5.3.2) for the probability of conversion (0 ! 1). A mutation in an aligned nucleotide
(1 ! 0) could have occurred in either gene of a pair, thus the expected number of
mutational changes in one gene per unit of time is given by mL=2t. Since there are N
genes in the system, the total number of mutation events, in the family, per unit of time
is given by µ = NmL=2t: Similarly, the expected number of conversion changes per
unit of time in one pair is given by cL=lct. Since there are N(N 1)=2 gene pairs in the
system, the total conversion event rate per unit of time becomes g = cLN(N 1)=2lct:
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We notice that through this new parametrization, the mean pairwise identity at
equilibrium between mutation and gene conversion (Eq. 5.8), becomes:
¯ h =
1
1+
µ(N 1)
glc
=
1
1+ m
c
=
c
c+m
; (5.15)
a non-dimensional version of the previous formula, independent of conversion lengths,
number of genes, length of each gene, etc. The ﬁnal pairwise identity depends only
on the mutation and conversion probabilities per nucleotide per generation; this allows
for the maintenance of both diversity and identity in the population of nucleotides.
5.5 The diffusion approximation
To obtain the probability distribution of pairwise identity in the gene family, P(x;t), in
the following, we ﬁrst present the general framework of diffusion processes that can
be applied to the frequency of identical nucleotides as a function of time, and subse-
quently, calculate the precise parameters (inﬁnitesimal mean and variance) associated
to this process, dependent on the conversion-mutation interplay in our model.
Genetic drift, is an evolutionary force that tends to decrease the variation in a pop-
ulation and can impact the effectiveness of mutation and selection. One of the key
mathematical approaches to deal with genetic drift is the diffusion approximation. In-
troduced into population genetics by Fisher (1922) and Wright (1945), this approach
was substantially extended and developed by Kimura (1955b). Under this approxima-
tion, the proportion of individuals of a particular genetic type is treated as a continu-
ous random variable whose distribution follows a diffusion equation. This approach
has been applied to derive results that lie at the core of population genetics (Crow &
Kimura, 1970).
In simple terms, the diffusion process is a continuous-time stochastic process de-
scribing a quantity that changes continuously over time and whose future depends only
on the current state. In our case, the quantity is the pairwise identity between two genes
in a multi-gene family, or the frequency of identical positions between them in a total
of L positions. The motivation for using a diffusion process as an approximation of
genetic models for large but ﬁnite populations comes from the observation that many
ﬁnite-size models, when viewed on the right timescale, have the property that as the
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population size goes to inﬁnity the change in relative gene frequencies is continuous,
and results in a well-deﬁned process, which is easier to study.
Let us denote the diffusion process by fX(t) :t  0g: Here t denotes time and X(t)
the state of the system/gene pair at time t. In this case, X(t) is the relative frequency of
identical positions in the total pool of L positions in one pairwise alignment. A diffu-
sion process is characterized by two basic quantities: the mean and the variance of the
inﬁnitesimal displacement, called drift and diffusion respectively. The displacement
during the time interval (t;t +dt) is denoted by DX(t) = X(t +dt) X(t). Then the
drift parameter is deﬁned as:
a(x;t) = lim
dt!0
1
dt
E[DdtX(t)jX(t) = x]: (5.16)
The diffusion parameter is deﬁned as
b(x;t) = lim
dt!0
1
dt
E[(DdtX(t))2jX(t) = x]: (5.17)
For small dt, the mean of the displacement DdtX(t) during the time interval (t;t +dt)
is a(x;t)dt since:
E[DdtX(t)jX(t) = x] = a(x;t)dt +o(dt): (5.18)
Similarly, b(x;t)dt is approximately the variance of the displacement DdtX(t) during
the time interval (t;t +dt) because:
var[DdtX(t)jX(t) = x] = E[(DdtX(t))2jX(t) = x] (E[DdtX(t)jX(t) = x])2
= b(x;t)dt  (a(x;t)dt)2+o(dt)
= b(x;t)dt +o(dt) (5.19)
Once the drift and diffusion are known, one can explicitly write P(p0;x;t), the condi-
tional probability density that the state of the system is x at time t given that it was p0
at time 0. The following then holds in the diffusion limit:
¶P(p0;x;t)
¶t
=
1
2
¶2
¶x2[b(x;t)P(p0;x;t)] 
¶
¶x
[a(x;t)P(p0;x;t)]: (5.20)
The above is known as the Kolmogorov forward equation or Fokker-Planck equation
and may be derived in different ways from the actual stochastic dynamics underlying
X(t). The question is: what is a(x;t) and b(x;t) for an arbitrary gene pair in our model?
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If we can quantify precisely a(x;t) and b(x;t), we will have formulated a model that
tracks the dynamic changes in pairwise identity in the multigene family, through Eq.
5.20. In the following, we present a simple way of deriving the inﬁnitesimal mean and
variance of X(t) from basic principles and some scaling arguments.
5.6 Driftanddiffusionforthemutation-conversionmodel
Here we will calculate the diffusion limit of a haploid Wright-Fisher model with asym-
metric “mutation” (mutation and gene conversion). Mutations in a gene pair (1 ! 0)
occur with probability m per nucleotide per generation. Conversions in a gene pair
(0 ! 1) occur with probability c per nucleotide per generation. Denote by Y(n) the
number of identical positions in the pairwise alignment of length L at generation n.
From random sampling, the transition probability is given by:
P(Y(n+1) = jjY(n) = i) =

L
j

f
j
1(1 f1)L j; (5.21)
where
f1 =
i
L
(1 m)+
L i
L
c (5.22)
is the proportion of nucleotides that are of type 1 (identical) after mutation and conver-
sion have occurred. To compute the drift and the diffusion, we study the scaled process
where dt = 1=L:
XL(t) =
Y(bLtc)
L
;t > 0
where bLtc denotes the largest integer less than or equal to Lt. The inﬁnitesimal drift
parameter can be found by ﬁrst computing:
LE

XL

t +
1
L

 XL(t)jXL(t) =
i
L

= E[Y(bLtc+1) ijY(bLtc) = i]
= Lf1 i
= i(1 m)+(L i)c i
=  mi+(L i)c: (5.23)
In this formulation, the limit L ! ¥ is equivalent to the limit dt ! 0. We scale also
the mutation and conversion parameters, namely we assume that limL!¥Lm = q and
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limL!¥Lc = s. This means we expect the approximation to be good when the gene
length (system size), L, is of the order of the reciprocal of the conversion/mutation
probability per nucleotide1. We can then use x = i=L to obtain:
a(x) = lim
dt!0
1
dt
E[XL(t +dt) XL(t)jXL(t) = x] =  qx+(1 x)s (5.24)
To ﬁnd the inﬁnitesimal diffusion parameter, we compute:
W E

XL

t +
1
L

 XL(t)
2
jXL(t) =
i
L

= L
1
L2E

Y(bLtc+1) i
2
jY(bLtc) = i

=
1
L
Lf1(1 f1); (5.25)
given that Lf1(1 f1) is the variance of the binomial distribution with parameters L
and f1. Taking the limit L ! ¥, where q = Lm and s = Lc, with x = i=L; we see that
limL!¥f1 = x. So, for the inﬁnitesimal diffusion parameter we obtain:
b(x) = x(1 x) (5.26)
The diffusion approximation in this case then becomes:
¶P
¶t
=
1
2
¶2
¶x2

x(1 x)P

 
¶
¶x

 qx+s(1 x)

P

; (5.27)
and it describes how the distribution of pairwise identity changes over time in a multi-
gene family. Because no probability mass enters or leaves the system at either bound-
ary, it is appropriate to assume no ﬂux boundary conditions for this partial differential
equation. We also assume an initial condition of the form P(x;0) = d(x  p), with all
probability mass, i.e. all gene pairs, residing in the same identity class p (e.g. p = 1).
The solution of this equation has been obtained by Crow & Kimura (1956) through the
study of the moments of the distribution, and has been found to agree with the fun-
damental solution with zero-ﬂux boundary conditions derived by Goldberg (1950) in
his unpublished thesis. Assuming a Dirac delta function initial condition of the form
P(x;0) = d(x  p), the time dependent solution is given by:
P(x;t) =
¥
å
i=0
Gi(x)exp

 i

s+q+(i 1)=2

t

(5.28)
1Indeed, it is common practice to replace the limit by an equal sign in such cases: q = Lm;s = Lc.
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where
Gi(x) = x2s 1(1 x)2q 1
 F(2q+2s+i 1; i;2q;1 x)F(2q+2s+i 1; i;2q;1  p)

G(2q+i)G(2q+2s+2i)G(2q+2s+i 1)
i!G2(2q)G(2s+i)G(2s+2q+2i 1)
; (5.29)
where F is the regularized conﬂuent hypergeometric function and G is the gamma
function.
5.7 Stationary identity distribution
As the probability distribution of pairwise identity within the gene family changes
dynamically following Equation 5.27, an important case arises when the distribution
of identical nucleotides reaches an equilibrium and the proportions of gene pairs in
different identity classes do not change anymore. This equilibrium does not depend on
the initial conditions, is the limit of P(x;t) when t ! ¥, denoted by P(x), and can be
found by solving:
0 =
1
2
d2
dx2

x(1 x)P(x)

 
d
dx

 qx+s(1 x)

P(x)

: (5.30)
Integration of the above equation yields:
P(x) = Kx2s 1(1 x)2q 1; (5.31)
where K is a normalizing constant, such that
R 1
0 P(x) = 1. Since q;s > 0, we ﬁnd
K = G(2s+2q)=G(2s)G(2q);
where G denotes the gamma function. An illustration of different types of stationary
distributions, given by Eq.5.31, is shown in Figure 5.8. Notice that Equation 5.31 is a
special case of a much more general class of equations of allele distributions derived
by Wright (1930) and later revisited by Kimura (1955a,b) in connection to diffusion
processes. To obtain the mean pairwise identity in the gene family, one can compute:
¯ h =
Z 1
0
Kx2s 1(1 x)2q 1xdx =
G(2s+2q)G(1+2s)
G(2s)G(1+2s+2q)
(5.32)
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Figure 5.8: The stationary identity distribution P(x) can take many forms depending on the
values of q and s: q = 200;s = 100 (red line), q = 50;s = 10 (green line), q = 10;s = 70
(blue line), q = 5;s = 5 (black line). The relative magnitudes of s and q control the mean
of the distribution: the higher q=s, the closer to 0 the mean, the lower q=s, the closer to
1 the mean. The absolute magnitudes of these parameters, instead control the variance of the
distribution: the lower the magnitudes of q and s, the more spread the shape of the distribution,
and viceversa.
Expressing the gamma functions in terms of factorials G(z) = (z 1)!, we get:
¯ h =
(2s+2q 1)!(2s)!
(2s 1)!(2s+2q 1)!
=
2s
2s+2q
=
s
s+q
; (5.33)
thus agreeing with the previous theoretical approximations for equilibrium identity
in Eq. 5.15, given that q=s = m=c. Notice that the variance expected around the
equilibrium h can be calculated easily from 5.31 and is given by:
Var(h) =
sq
(s+q)2(1+2s+2q)
=
cm
(c+m)2[1+2L(c+m)]
: (5.34)
Notice that the variance of the pairwise identity distribution at equilibrium depends
on the gene length L. In particular, when L increases, the variance of the distribution
P(x) goes down.
5.7.1 Adding selection
Sofar, wehaveconsideredonlytwoevolutionaryprocesses: mutationandgeneconver-
sion, and their interplay with random genetic drift in shaping the genetic identity dis-
tribution in a multi-gene family. However, there is another important process, namely
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selection, which may act on the evolutionary dynamics of the pool of aligned nu-
cleotides, by providing a greater ﬁtness advantage to nucleotides of one type versus
another. In our model, the aligned nucleotides can take only two types: 0 and 1, i.e.
they can be different or they can be the same. Mosaic gene formation in African try-
panosomes requires high identity between the participating gene sequences (Marcello
& Barry, 2007a). So, a natural question is: is there a selective advantage for aligned
nucleotides to being identical over being different?
Assume that aligned nucleotides of identical type in a gene pair have a selective
advantage with selection parameter s compared to nucleotides of different type. With-
out going into the details of the mathematical derivation, which is very similar to the
steps in Section 5.6, we have that in the presence of selection, the expression for f1
(Eq. 5.22) changes to:
f1 =
i(1 m)(1+s)+(L i)c
(1+s)i+L i
: (5.35)
Using appropriate scalings for the mutation, conversion and selection parameters (q =
Lm, s = Lc and a = Ls), we obtain the following expressions for the inﬁnitesimal
drift and diffusion terms, in the limit L ! ¥: a(x) = ax(1 x) qx+s(1 x) and
b(x) = x(1 x): This leads to a different equation for the probability density function,
which has a new stationary distribution, dependent also on the selection term:
P(x) =
e2axx2s 1(1 x)2q 1
G(2s)G(2q)H(2s;2(s+q);a)
; (5.36)
where H is the regularized hypergeometric function. Examples of typical forms of
this stationary distribution are given in Figure 5.9, where the effect of positive and
negative selection can be seen. Positive selection on identical nucleotides pushes the
stationary distribution to the right, as expected, whereas negative selection on identical
nucleotides pushes the distribution to the left, whichever the combination of mutation
and conversion parameters.
We note however that selection is probably not that relevant in the evolutionary
dynamics of pairwise identity in a multigene family, as the shape of the stationary dis-
tribution remains largely unaffected by additional selection on 0/1 aligned nucleotides,
suggesting that the same stationary distribution can be obtained by changes in muta-
tion and conversion parameters only, without the need to invoke explicitly selection
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on identity per se1. Furthermore, if one wants to estimate all three parameters s;q;a
from the empirical stationary identity distribution in a gene family, the problem of
non-identiﬁability arises, where there are many combinations of these three evolution-
ary parameters that can give rise to the same distribution.
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Figure5.9: Stationarydistributionofgeneticidentityinthepresenceofselection. Thesolidlines
refer to negative selection (a =  0:8), the dashed lines refer to positive selection (a = 0:8).
The red and the blue lines depict scenarios with equal mutation and conversion parameters,
q = s = 5, and q = s = 10 respectively. The green and the black lines depict scenarios with
conversion or mutation dominating, s = 10;q = 5, and s = 5;q = 10 respectively.
In the next section, we neglect selection, and assume that the trypanosome VSG
archive evolves primarily and most signiﬁcantly under the effects of mutation, gene
conversion and neutral drift. These processes, by acting over many generations of this
parasite, among other things, have shaped the distribution of pairwise identity between
VSG genes. Given the estimated age of T. brucei of the order of hundreds of millions
of years, one could assume that the current conﬁguration of the VSG archive represents
a stationary state, reached through the balance between mutation and gene conversion
as time t tends to inﬁnity. The availability of VSG genetic data today enables us to
estimate the rates of these processes and thus quantify their relative interaction.
1It is likely, however, that natural selection operates on the rates of mutation and gene conversion,
to drive the gene family towards optimal genetic identity conﬁgurations.
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5.8 Fitting the diffusion model to VSG archive data
As a ﬁrst step, we show in Figure 5.10 that the stationary probability density for the
pairwise identity within a multigene family (Eq. 5.31) ﬁts well to the empirical sta-
tionary distribution obtained through the simulation model presented earlier. We use
the same parameters as in Figures 5.3 and 5.6. The quality of the ﬁt, especially when
the conversion length is small and the number of genes is large, suggests that the in-
dependence between gene pairs and other assumptions in the diffusion approximation
are reasonably met by the simulation model under these conditions. An interesting dif-
ference lies in the variances of the two distributions, with the distribution coming from
simulations displaying a larger variance than the diffusion approximation. This is pos-
sibly related to the conversion length lc > 1 in the simulations, causing greater jumps
in pairwise identity than what is assumed by the diffusion model, and to the indirect
effects of conversion events on third party gene pairs, contributing to the right-end tail
of the actual distribution (see Figure 5.11).
We explained in Section 1.2.3 that the VSG N-terminal domains come in two im-
portant subfamilies nA and nB. The two subfamilies have respectively 412 and 362
genes (Marcello & Barry, 2007a). We have obtained the pairwise identity distribution
by aligning and comparing only the N-domains of the member genes. Analysis of
these N-domains shows that each N-domain varies in length between 900 and 1050
nucleotides, motivating our approximation of gene length by the mean L = 975.
The availability of the empirical identity distribution in these two VSG subfami-
lies offers an opportunity to use the diffusion approximation model analyzed so far, in
order to extract the mutation probability per nucleotide (m), and conversion probabil-
ity per nucleotide (c) per generation. An important aspect of our approach is the ﬁrst
assumption that these parameters are constant over time, thus the VSG archive con-
ﬁguration we see today results from two time-homogeneous processes. Secondly, the
diffusion approximation implicitly requires the mutation and conversion probabilities
to be of the order of L 1. Furthermore, we would expect m and c to be constant also
across the VSG archive, thus resulting in the same parameter estimates for nA and nB
genes. However, the presence of these two deﬁned N-domain types gives us a good
opportunity to test this hypothesis.
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Figure 5.10: The stationary probability distribution of genetic identity from the simulation of
conversion and mutation events within a gene family and the diffusion approximation. The
quality of the ﬁt (Eq. 5.31) improves with decreasing conversion length, lc (hence lc=L) in
our simulations, and increasing number of genes in the family, N. The probability density
obtained from the simulation represents the proportion of pairs sharing a given identity level at
equilibrium. Parameter values: c = 0:2;m = 0:1;t = 1;L = 100; and a) N = 10, b) lc = 10.
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Figure 5.11: Diffusion approximation vs. model simulation for lc = 1. Parameter values: c =
0:2;m=0:1;t=1;L =100;N =20. This represents a best-case scenario for the two stationary
distributions to match, because each conversion tract is only 1 nucleotide long. However,
because of the intrinsic lack of pure independence between gene pairs in multigene family
evolution, the numerical simulations exhibit a longer right-tail in the stationary distribution
than what’s predicted by the diffusion approximation.
We estimate the evolutionary parameters m and c by ﬁtting the empirical identity
distribution of VSG gene pairs from the two subfamilies nA and nB, to the theoretical
formula for P(x) given by Eq. 5.31. The ﬁt is performed using a nonlinear least
square routine in Matlab. The maximum-likelihood estimates of m and c are the ones
that minimize the sum of squared deviations of the empirical distribution from the
theoretical formula. The result of the ﬁt is presented in Figure 5.12.
Our estimated ratio m=c equals approximately 5.4, providing direct evidence for
the relative dominance of mutation versus gene conversion in the N-domains of VSG
genes, independently of their type. Mutation happens in the gene family on average at
a probability of 22:2410 3 per base pair per generation, while conversion happens
on average at a probability of 4:1410 3 per base pair per generation, implying that
genetic diversiﬁcation exceeds homogenization, at least by one order of magnitude.
To convert our estimates into mutation and conversion probabilities per gene, we
must divide the current values by 2. Thus, the mutation probability per nucleotide per
gene per generation is 11:1210 3, whereas the conversion probability per nucleotide
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per gene per generation is 2:0710 3. Note that across the two subfamilies, nA and
nB, the speciﬁc estimates do not differ much, conﬁrming our previous expectation that
the mutation and gene conversion processes occur at the same rates across all VSG
N-domains.
The average pairwise identity computed from the empirical distribution is 24.5%
for N-domains of nA genes, and 27.4% for N-domains of nB genes. These values are
higher than the corresponding ﬁt estimates from Eq. 5.33, ¯ h = c=(c+m) = 15:07%
for nA, and 16.49% for nB. This discrepancy is expected and may be due primarily to
the fact that the mean pairwise identity is just one number, reducing the information
contained in the whole distribution to a point estimate. Other factors may play a role,
such as assumptions required for the diffusion approximation that are not wholly met
by the data. For example, the length of a typical conversion tract, being higher than 1
and potentially variable, should increase the variance of identity change and its mean
at each conversion event, in a biologically realistic scenario, due to indirect effects
on other gene pairs. Such effects are masked under the assumption of independence
between gene pairs, required in the diffusion approximation. Other factors can be the
binsizeintheempiricaldistribution(Dx =1%identity), whichmaystillbetoolargefor
the continuous diffusion approximation to hold exactly, or the value of the population
size/gene length L = 975, which may be relatively small.
5.9 Discussion
In this chapter, we have presented a modeling framework for studying the global ge-
netic diversiﬁcation of a gene family (VSG genes in African trypanosomes) shaped by
forces such as mutation, gene conversion and genetic drift that results from random
sampling of nucleotides. Although the mathematical techniques employed were not
new, the application of this genetic theory to the VSG antigenic archive of African
trypanosomes had not been attempted before. By using a diffusion equation as a large
population size approximation, we were able to infer the rates of the mutation and gene
conversion processes for the two main subfamilies of N-terminal VSG domains.
Without needing explicit assumptions about gene conversion tract lengths, mecha-
nisms underlying gene conversion or the precise type of point mutations, our model es-
timatedtheper-nucleotideconversionprobabilitypergenerationandtheper-nucleotide
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Figure 5.12: The empirical VSG identity distribution within one trypanosome genome for two
subfamilies (nA, nB), and the diffusion approximation ﬁt. The best model ﬁt (purple line)
was found using nonlinear least squares optimization routines in MATLAB. The left-skewness
of the distribution is reﬂected in the dominance of the mutation process in both cases where
qs. When we scale s and q by the inverse of L, we obtain c=4:7110 3;m=26:410 3
for nA, and c = 3:5710 3;m = 18:0910 3 for nB, resulting in concrete estimates of the
probabilities of mutation and conversion per aligned nucleotide per generation.
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mutation probability per generation. The only requirement for the application of the
theory of diffusion processes was the assumption that the total population size of
aligned nucleotides in the family is approximately of the order of the reciprocal of the
mutation and conversion probabilities. Lacking the precise evolutionary time informa-
tion, we assumed that the VSG genes have been evolving for a sufﬁcient number of
generations such that the pairwise identity distribution we observe in the VSG archive
today represents a stable equilibrium distribution. This allowed us to ﬁt the theoret-
ical stationary distribution to the empirical distribution and extract the evolutionary
parameters of interest. Interestingly, if we scale our average mutation probability per
gene per generation by the average number of gene pairs in each subfamily, we obtain
1:510 7, a value which is in very close agreement with independent estimates of
the mutation rate per base per generation (4:510 8 1:510 7), obtained by Lind-
sey Plenderleith (pers. comm.) using detailed genetic comparisons of two T.brucei
genomes from 1960 and 1977. This suggests a clear link between the two approaches.
Reassuringly, we notice that the parameters extracted for the two VSG N-terminal
domain groups, nA and nB, do not differ much from each other, implying that diver-
siﬁcation and homogenization processes proceed at the same rate across VSG genes
of African trypanosomes. The relative values of mutation and conversion probabilities
reveal that an elevated mutation rate is the primary factor making the VSG N-terminal
domain a very variable genomic region. As mentioned earlier, this is likely to have
important implications for antigenic variation within hosts in the chronic stages of in-
fection, by aiding new mosaic gene formation.
5.9.1 The link with the hidden Markov model
In contrast to this chapter, in the previous chapter we considered local genetic diversi-
ﬁcation of recently duplicated genes, under the inﬂuence of point mutation and gene
conversion with older donor genes in the VSG archive. The hidden Markov model ap-
proach that we applied to high-identity VSG triplets (N-domains) enabled us to quan-
tify the density of mismatches in converted gene segments, the rate of conversion with
partners outside the subfamily, the rate of mutation and the typical conversion length
distribution (see Table 4.5 for example).
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We expect that the average density of mismatches in converted segments in the
HMM, µ, either corresponds or is related to 1  ¯ h, in the diffusion approximation
framework, where ¯ h is the mean pairwise genetic identity in the VSG archive at equi-
librium. However, from Chapter 4, we notice that µ  0:25 and from this Chapter we
have 1  ¯ h  0:74. The fact that µ < 1  ¯ h suggests two possibilities: 1) either con-
version with genes outside subfamilies (in the HMM) is biased towards higher-identity
donors, as opposed to the entire archive; or 2) µ reﬂects the result of global archive
diversity minus conversion within the subfamily itself. The latter process was entirely
overlooked in the HMM formulation, but its effect would be to reduce the diversity
throughout the aligned gene sequences and in particular on converted segments. Al-
though we cannot determine which one among the two hypotheses is correct, both of
them represent interesting scenarios to be explored further.
Another quantity at the interface between the two approaches (HMM-local diversi-
ﬁcation and Diffusion equation -global diversiﬁcation) is divergence time, or the num-
ber of generations that have passed since any two genes in the high-identity subfam-
ily/triplet shared a common ancestor. So far, the time information has been missing
from the HMM approach. Instead, our diffusion approximation and corresponding ﬁt,
yielded estimates for the mutation and conversion probabilities per base pair per gener-
ation. Suppose, the number of generations separating two genes in a triplet is denoted
by W. Then, if we account for two types/scales of conversion in the VSG archive:
within-subfamily and outside-subfamily, the global probability of conversion per base
pair per generation, cdif f (= c in the diffusion model), could be written as the sum of
the two processes weighted by the relative sizes of the subfamily (r) and the rest of the
archive (1 r):
cdif f =
1
W

r(1  ¯ h µ)+(1 r)(
¯ NClc
L

=
1
W

r(1  ¯ h µ)+(1 r)
lbeginlendlc
lbegin+lend

(5.37)
where lbegin;lend;µ are as deﬁned in Chapter 4 and r = 15=387. The assumption of a
molecular clock is implicit, and we can use the results of Section 4.2.2 for the number
of conversion events in the HMM. Similarly we could compare the mutation probabili-
ties across the two formulations. Using the results from the HMM (Model 4, reference
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gene pair 1) in Chapter 4, and the above formula, a ﬁrst heuristic estimate for the num-
ber of generations separating genes Tb927.5.5260 and Tb09.160.0100 from their most
recent common ancestor is: W = lbeginlend=cdif f(lbegin+lend) = 227 generations.
This low number is unsurprising given the evident high similarity between these genes
(> 80%). Although it is tempting to link the two approaches, a more rigorous and
thorough analysis is necessary to understand and quantify diversiﬁcation occurring at
different scales of the gene family.
5.9.2 Outlook
Even without invoking selection on identity per se, we were able to capture the distri-
bution of pairwise genetic identity in the VSG antigen archive by a simple difference
in mutation and gene conversion rates, further evidence of the power of neutral molec-
ular evolution. Throughout our analysis, one important assumption was that the prob-
abilities per nucleotide per generation of conversion and mutation are constant. An
interesting question that arises, however is whether these evolutionary rates are subject
to selection and to what extent they are adaptive. Mutation rates must depend on an
evolutionary compromise between the need to create diversity - a basis for adaptive
evolution as in the case of surface protein genes,- and the requirement to preserve core
or essential cellular functions, as in the case of genes encoding nuclear proteins. Are
there any environmental cues within hosts that trigger higher mutation or alternatively
higher conversion rates in the VSG genes of trypanosomes? Are there any structural
genomic constraints that limit the generation of diversity, and if yes, what are their fea-
tures? Understanding these aspects of VSG archive diversiﬁcation could prove crucial
in the design of control strategies, for example drugs that interfere with the capacity of
the pathogen to mutate or diversify.
The current model ignores the functionality of regions of DNA. An interesting av-
enue for future studies is the consideration of diversity at the protein sequence level, as
opposed to the nucleotide level. Simulation studies and experimental approaches that
can characterise and model the generation of diversity via mutation and gene conver-
sion at the amino-acid level would have the advantage of being more realistic, because
they could track those changes that are relevant for protein expression, and could of-
fer concrete biological insight into the mechanisms and particular genes involved. As
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usual, the appropriate modelling approach and level of biological detail will depend on
the particular question being asked about the parasite.
Finally, the incorporation of other types of mutational processes into the modelling,
such as identity-driven gene conversion, could prove crucial in explaining the mainte-
nance of the characteristic identity distribution of VSG genes, skewed towards the low
identity spectrum, even in the face of potentially high conversion rates. The appropri-
ate mathematical quantiﬁcation of these processes and their features could in part also
resolve the apparent discrepancy between the HMM conversion diversity parameter µ
and the global genetic diversity observed empirically in the VSG archive.
In general, despite advances driven by molecular biology and genomics, there is
a need to gain a deeper understanding of key mechanisms that may facilitate genera-
tion of diversity across biological systems and scales. The characterisation of surface
protein families or other multigene families on the basis of their capacity to generate
variation is important, and necessitates models for explaining the role of the genetic
processes involved. As illustrated in this chapter, computer models and mathematical
models may be implemented to explore, visualise and estimate the dynamic diversiﬁ-
cation capacity of gene families.
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Discussion
The models presented in this thesis have elucidated the importance of antigenic vari-
ation in the life-cycle of the African trypanosome, starting from the within-host level,
continuing with the between-host level, and ﬁnally exploring its roots in the parasite
genome. With increasing availability of genomic data, the frontier for systems biol-
ogy is the integration of parasite genomic architecture into models that bridge between
these different levels of organization. As illustrated in this thesis, there are many math-
ematical approaches and tools such as population dynamics applying ODE and PDE
models, stochastic processes (Markov, Poisson processes), population genetics and
Bayesian statistics that can be used to address the interesting questions at the interface
between biology, parasitology and genetics.
6.1 Structure of the antigenic archive
The structure of the parasite antigenic archive has been a pervasive topic throughout
the thesis. While in Chapters 2 and 3 this structure was reﬂected in the switch matrix
between parasite antigenic variants, and its role in determining infection proﬁles was
investigated, in the last two chapters, the structure of the antigenic archive emerged in
the genetic identity between VSG genes. By presenting a gravity model (Sen & Smith,
1995) as an interface between the two approaches, I have shown that it is possible
to mechanistically formulate and parametrize explicit switching models. The switch
rates, giving rise to the switch matrix, can be directly expressed in terms of character-
istics of the genes involved in switching and their genetic distance. This allows then
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genetic processes at the level of the parasite genome, such as gene conversion and point
mutation, discussed in Chapters 4 and 5, to be linked to population level processes
within and between hosts. Although the between-host dynamics of trypanosomes was
not addressed explicitly in this thesis, appearing only in the nested within-host parasite
ﬁtness and R0 formulation in Chapter 3, a more detailed description of epidemiologi-
cal processes based on the classical SIR framework is possible. Such integrated model,
like the one proposed by McKenzie & Bossert (2005) for the malaria parasite, would
help us to understand how the dynamics of trypanosomes within an individual host
relate to parasite dynamics in a population of hosts, what is the role played by the vec-
tor population, and how these hierarchical relationships may inﬂuence the outcome of
different types of interventions, targeting not solely antigenic variation.
Clearly, the within-host and between-host dynamics of trypanosomes are linked in
multiple ways, antigenic variation being an important one. The magnitude structure of
switchrates, organizedhierarchicallyinblocks, whereswitchingwithinblocksisfaster
than between blocks, was shown to be a crucial factor inﬂuencing the outcome of an
infection. In Chapter 2, we observed how the size of a block, indicating the relatedness
between variants in terms of switching pathways, affects the peak parasite load and the
duration of a single block wave, not only qualitatively, in line with previous literature
on antigenic diversity thresholds (Antia et al., 1996; Nowak et al., 1990; Sasaki, 1994),
but also quantitatively. Our nested modelling in Chapter 3 showed that there exists an
intermediate optimal block size driving the infection dynamics at a balance between
transmission and virulence.
Similarly, the number of blocks, originating from the size of the antigenic archive,
was shown to affect the number of peaks and overall infection duration. Theoretical
studies in adaptive dynamics have shown that the generation of diversity in both hosts
and parasites is dependent on the shape of the trade-off relationships, but is more likely
in long-lived hosts and chronic disease with long-infectious periods (Best et al., 2010).
We showed that the effectiveness of a particular number of blocks depends on host
characteristics such as parasite tolerance, natural lifespan and immune-competence,
suggesting a continuous arms’ race in the coevolution of the parasite and its hosts,
where longer-lived hosts promote archive expansion and diversiﬁcation, thus increas-
ing parasite infectivity.
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Concerning the between-block switch rate, we showed that this archive character-
istic is important in ensuring infection maintenance, especially in very resistant hosts
that limit the reproduction potential of the pathogen, and in hosts with a small carry-
ing capacity, where parasite stochastic extinction is more probable. Interestingly, the
characteristic delay it takes the host to mount a speciﬁc immune response against any
parasite variant is found to affect directly the optimal switch rate between antigenic
blocks. This result points in the same direction as studies that link the evolutionarily
stable mutation rate between two phenotypes, to the rate of periodic environmental
changes (Ishi et al., 1989).
The results of Chapters 2 and 3, taken together, indicate that such effects at the
within-host level have implications for the between-host level, where parasite trans-
mission depends on the peak parasite load, infection duration, and host survival. In
many cases we ﬁnd a continuum of antigenic variation strategies in combination with
other within-host processes (e.g. density-dependent differentiation) that confer the
same ﬁtness to the parasite. This result is similar to ﬁtness continuums shown to arise
for RNA viruses as a result of trade-offs between immunogenicity and antigenic vari-
ability (Haydon & Woolhouse, 1998). We thus conﬁrm the idea that a parasite like
the African trypanosome has an enormous potential to diversify and adapt to partic-
ular hosts, not only by changing the structure of its antigenic archive, but also by
changing other life-history traits, for example, the conversion from replicative to non-
replicative life-stages (Alizon & van Baalen, 2008b; Sasaki & Iwasa, 1991), typical of
most vector-borne pathogens.
Although we have illustrated how selective pressures on the structure of the anti-
genic switch matrix might act top-down, from population level processes and parasite
transmission requirements in the ﬁeld, we have not presented a generative/adaptive
framework whereby this structure might evolve: for example, a model of evolution-
ary dynamics of the switch matrix, where the switch rates would tend to organize into
blocks of different magnitudes, as formulated by Frank (1999). This might be an inter-
esting avenue for the future, when new genetic ﬁndings regarding switch pathways can
be incorporated, and the associated genetic processes driving this evolution, explicitly
quantiﬁed.
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In this thesis, we have investigated several aspects of parasite control within the host
over the course of a trypanosome infection, that we discuss in the following. For anti-
genically varying pathogens, like the African trypanosome, the major form of within-
host parasite control comes from antigen-speciﬁc host immune responses, mediated
by B-cells and antibodies. Our modelling showed that the interplay of this variant-
speciﬁc control with parasite density-dependent self-regulation processes, such as dif-
ferentiation into stumpy cells, can have important consequences for the outcome of an
infection (Savill & Seed, 2004; Seed & Wenck, 2003). As a result of a large antigenic
diversity, expressed at the same time within the host, (large block size in the switch
matrix), immune responses may receive sub-optimal stimulation due to faster para-
site density-dependent limitation of each variant. Thus, the balance between speciﬁc
and general control of the pathogen relies heavily on the amount of antigenic diversity
present, hence on the structure of the antigenic archive. This balance, besides simply
total parasite numbers, impacts the ratio of the slender and stumpy cells over infec-
tion, which has a direct bearing on the ability of the parasite to be transmitted to the
vector and possibly also on host survival. Stumpy cell production may actually beneﬁt
the individual host, but by virtue of its role in parasite infectivity, may harm the host
population.
The picture gets complicated further when general control can come from the host
as well, such as when host immune responses are cross-reactive, or when there is a
component of the immune response that equally attacks all variants (innate immu-
nity). We have seen that in the presence of cross-reactivity, speciﬁc-immune response
compete for stimulation both amongst each other and with the density-dependent dif-
ferentiation process. This can result in the parasite being cleared more easily, but
paradoxically, cross-reactivity can also facilitate variant persistence and prolong in-
fection within a host, albeit at a reduced parasite load. In analogy to the interplay be-
tweenparasitedensity-dependentdifferentiationandspeciﬁcimmunity, innateimmune
responses may prevent the host to build up sufﬁcient levels of acquired immune re-
sponses against some variants, thus permitting later re-infection. These sorts of factors
may have important implications for host immune history and transmission processes.
Unfortunately, due to absence of cross-reactivity data for trypanosome variants, the
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model only allows for exploration of hypothetical outcomes. Thus more experimental
data are needed to properly include and quantify the effects of cross-reactive and innate
immune responses in within-host dynamics and beyond.
Our results show the dominance of transmission stages during chronic infection is
mediated primarily by the parasite-intrinsic ratio of slender growth rate and stumpy
cell mortality rate, and further reinforced by the differential killing rates by the host
immune responses. This control has implications for the allocation of parasite re-
sources between antigenic variation (only slender cells can switch) and transmission
(only stumpy cells can infect the vector). By restricting the number of proliferative
slender forms, trypanosomes can reduce their VSG switch frequency over infection,
thus optimizing parasite transmission probability without substantially harming host
survival, especially if the virulence of stumpy cells is lower than that of slender cells.
Such pathogen strategies reﬂect the trade-off between longevity (local reproduction)
andfecundity(globalreproduction), thoughttobeanimportantfactordrivingpathogen
diversity (Frank, 1996).
One of the fundamental questions in many infectious diseases is what determines a
pathogen’s ability to cause an acute or chronic infection (Alizon & van Baalen, 2008a).
In particular, there are two human-infective trypanosome strains T.b. rhodesiense and
T.b. gambiense that seem to be associated to these two disease forms. In Chapter 3
we have investigated how the structure of the antigenic archive, namely the number
of variant blocks available to the parasite for expression, can account for such distinc-
tion in infection proﬁles, crucially combined with differences in transmission require-
ments, for example a higher stumpy cell number needed to infect the vector. There
exists an intermediate transmission threshold for which the severe acute and chronic
infection proﬁle provide the same infection ﬁtness to the parasite. This raises interest-
ing questions on the role of parasite-vector interaction (Ewald, 1983) that can account
for infection differences in the ﬁeld, as opposed to or in addition to varying efﬁcacies
of host immune responses. Clearly, unravelling the epidemiological signiﬁcance of
the observed trypanosome strain divergence (Hutchison et al., 2007) remains key for
understanding the evolution of this parasite.
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As seen in Chapters 4 and 5, genomic data provides unique opportunities to capture
mechanisms of generation, maintenance and access of antigenic diversity in pathogens.
By modelling VSG genetic diversity, both locally, at the level of high-identity subfam-
ilies, and globally, at the level of the entire archive, we have quantiﬁed two important
dynamic forces in the evolutionary dynamics of these genes: point mutation and gene
conversion.
The relative dominance of mutation versus gene conversion in N-terminal VSG
domains reveals that trypanosome surface antigens in principle tend to diverge, most
probably as a defense mechanism against strong and variable host immune responses.
It would be interesting to compare estimates of mutation rates across the C- and N-
domain. Most probably, the mutation rate will be lower in the C-domain because this
generegionhasahousekeepingfunction, codingforthepartoftheVSGsurfaceprotein
that is not exposed to the outside environment, unlike the N-domain which codes for
the exposed part and thus interacts much more with the unpredictable environment of
the host. The advantage of having a mutation rate that is variable across the genome
has to do with the evolutionary ﬂexibility it promotes in the face of environmental
change (see Moxon et al. (1994) for a discussion in relation to bacterial pathogens),
while minimizing deleterious effects on ﬁtness.
Importantly, the organization of the VSG archive in subfamilies means that in addi-
tion to point mutation, gene conversion between subfamilies and the rest of the archive
can act as another diversifying process on the N-domain. However, global gene con-
version across the archive serves to preserve and create dynamically a small number of
high-identity gene pairs, needed for mosaic formation, so crucial in the chronic stages
of infection (Marcello & Barry, 2007b).
Understanding VSG archive diversiﬁcation requires however more detailed analy-
sesofthetypesofmutationsandtheirsigniﬁcanceforantigenicvariation. Inparticular,
following the evolution of expressed VSG sequences in parallel to VSG switching over
the course of an infection could provide a deeper insight into the short-term and long-
term effects of mutational processes. An interesting comparison would be to examine
mutation rates in vitro and in vivo and identify possible host factors that could enhance
or block this process. It seems there are two strategies available to the parasite during
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a chronic infection: either new mosaic gene formation from multiple gene conversion
events involving silent VSG copies, or expression of a mutated but functional VSG
gene that is sufﬁciently non-cross-reactive with previous variants. Determining which
of the strategies is easier to attain by trypanosomes will depend on possible constraints
and limitations of either process, and may highlight parallels between trypanosomes
and other pathogens (e.g. viruses) that rely on mutation for immune escape. By the
complexity and wide range of trypanosome hosts in the ﬁeld, we expect one mecha-
nism alone to be insufﬁcient to provide the parasite all the ﬂexibility needed for adapta-
tion and infection persistence. It is likely that a combination of mutational mechanisms
may be adopted instead.
The high VSG N-terminal domain mutation rates we estimated in our study suggest
that perhaps the large number of pseudogenes observed today in the trypanosome anti-
genic archive may have resulted from such high mutational propensity of the pathogen
combined with a high gene duplication rate. Indeed, the process of archive expansion
via gene duplication must be very important. Besides prolonging infection in any host,
a large antigenic archive serves to increase the antigenic variation potential of the par-
asite especially in already immune hosts. Although we did not address this process in
any of our models, it remains a very interesting topic for further modelling and inves-
tigation in the future. For example, one could address VSG gene family size evolution
through birth-death-innovation models (Karev et al., 2003). The ultimate explanation
for the large size and structure of the VSG antigenic archive today must come from
the integration of detailed knowledge about selective and non-selective forces acting
on the parasite genome. Processes like point mutation, gene conversion, gene duplica-
tion, deletion etc. must all be taken into account. Conceivably, increasing the number
of genes may be a strategy to compensate for the high number of deleterious mutations
in existing genes. More data are needed to investigate these questions, and it is likely
that optima governed by bottom-up genomic processes, similar to those governed by
top-down population processes, are found to emerge.
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Ourprimaryaimwastodescribegeneralpatternsoftrypanosomeinfectionsandwedid
not ﬁt our theoretical within-host model to any concrete infection data. Thus, although
we remain conﬁdent that this model captures well the most important characteristics
of a chronic infection proﬁle and can provide qualitative and quantitative insight into
the interplay of different infection processes, we suggest it should be improved further
before it can be applied to real-infection scenarios.
In order to advance our understanding of this infectious disease and increase the
predictive value and practical usability of our model, we must capture in greater detail
host immune response kinetics. More data on different immune mechanisms acting
in the host, whether antigen-speciﬁc or general, are needed to determine accurately
the functional forms of these types of parasite control and their time-dependence. It
is important to dissect which model parameters vary between hosts of different types
and different host species, and how allometry might be involved to simplify some of
these variations. The ultimate aim of our modelling approaches must be to improve the
control of trypanosomes in humans, both at the level of the individual and at the level
of the population and envision sustainable long-term solutions. Thus, more compre-
hensive, longitudinal data are needed, that monitor prevalence in the ﬁeld, and human
infection data, that monitor real infections, both parasite loads and host immune sta-
tus and susceptibility. Such data would help to adapt and parametrize the within-host
model, but also inform the construction of between-host transmission models. It is
important to ﬁnd ways to deal with noisy infection data, the presence of drug effects,
and account for infection-induced immune suppression. With reﬁned statistical and
modelling techniques, we should be able to capture both general patterns of an average
infection and individual variation. Crucially, cases of host individuals that are bet-
ter at controlling the infection must be analyzed thoroughly, to understand the causes
and nature of this phenomenon, whether it is related to host resistance or tolerance,
and which physiological and genetic host mechanisms might be involved, as well as
parasite factors. Because the severity of sleeping sickness is associated with the para-
site crossing the blood-brain barrier, it would be interesting to investigate the parasite
strains circulating in the host blood immediately prior this transition and check any
genetic signatures of virulence that might be shared across different hosts.
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Concerning the parasite, many questions remain unanswered. Understanding the
differences between slender and stumpy cells and their interaction, in terms of utiliza-
tion of host resources, stimulation of host immune response, virulence, etc. should
be a primary goal. Some studies have moved in this direction ( e.g. (McLintock
et al., 1993)). There might be possible control strategies that could use these dif-
ferences to drive infection proﬁles towards regimes where the host suffers a lighter
burden from the disease, even though the parasite might not be completely cleared. As
argued by Mathews (2011) generally for vector-borne pathogens, and shown by our
theoretical modelling of trypanosome infections, the density-dependent differentiation
process between the proliferative and transmissive parasite forms is crucial. The re-
sulting within-host carrying capacity, K, emerged to be important in many aspects of
chronic infection. More data is needed to determine what controls K. Is it a host or
parasite factor, or a combination of both? As shown by Reuner et al. (1997) and oth-
ers, differentiation may be triggered by a soluble stumpy induction factor (SIF), which
accumulates in the culture medium and which, upon reaching a threshold concentra-
tion, leads to formation of the stumpy form. Unfortunately, the chemical identity of
this factor has not been elucidated so far, mainly due to the complexity of the culture
media. However, follow-up experimental studies could address whether it is possible
to induce differentiation at lower parasite loads, in vitro and in vivo, by increasing the
number of SIF receptors on parasite cells, for example, or increase stumpy cell lifespan
to slow down antigenic variation within a host.
With regards to antigenic variation, longitudinal data from ﬁeld animals should
prove crucial in improving our understanding of this process. Our models dealt pri-
marily with the structural aspects of antigenic variation. Another important aspect has
to do with the exact variants that arise, how similar are the sequences across hosts, can
we infer the antigenic blocks from infection data, can the connectivity network be built
and critical variants within blocks identiﬁed? Recently, there has been some progress
in this direction for the malaria parasite (Recker et al., 2011). Similar advances for
trypanosomes may not be far. If there are recurrent patterns of variant appearance and
if they correlate somehow with the development of disease, we might be able to exploit
these regularities in vaccine research.
Going down to the genetic level, an interesting avenue for future research is the
parametrization of the gravity model and its components. How do genetic features
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of two VSG genes determine quantitatively the switch rate between them? How does
mosaic gene formation depend on VSG sequence identity and can we quantify the de-
terministic and stochastic component of this process? Given a particular pseudogene,
for example, what is the chance for its expression via recombination-driven mosaic
formation? One assumption behind the ﬁtness arguments with regards to the antigenic
archive is the heritability of the structure of the archive. But how is the structure really
inherited? Are the block sizes roughly conserved across parallel and serial infections,
and if yes, what is the genetic signature of such conservation? Alternatively, if the anti-
genic structure is volatile, can we deal with the mechanisms that generate this structure
dynamically? Controlling the number of repeats in VSG ﬂanking regions, inducing
mutations, blocking recombination pathways are all possibilities to be explored in this
direction.
Finally, quantifying the role of mutation and recombination mechanisms on larger-
scale processes such as trypanosome speciation and parasite strain divergence is cru-
cial for our understanding of trypanosome epidemiology and evolution in the ﬁeld.
Recombination has been shown to play a major role in parasite adaptation, virulence
and drug resistance in bacteria (Fraser et al., 2007; Hanage et al., 2009), but appears
to be a general feature of many other pathogens (Awadalla, 2003). More research is
needed to determine the functional signiﬁcance of recombination for trypanosomes.
So far, we have only analyzed diversity at the level of one VSG archive, and used
pairwise alignment data derived from one parasite strain. The fresh evidence that is
emerging on sexual reproduction mechanisms of parasites (Heitman, 2006), including
trypanosomes (Peacock et al., 2011), motivates further investigation of recombination
and genetic exchange processes driving the diversiﬁcation of this parasite at other lev-
els of biological organization.
6.5 Concluding remarks
African trypanosomes are fascinating parasites of enormous complexity. To fully un-
derstand them, their diversity, and the disease they cause, it is important to study their
dynamics at different spatial and temporal scales, and subsequently unify them. In
this thesis we have considered scales ranging from the single variant and single block
1956.5 Concluding remarks
dynamics to multiple-block dynamics and chronic infection, parasite ﬁtness within-
and across hosts, transmission within and between communities, genetic diversiﬁca-
tion within VSG subfamilies, across the entire antigen archive and divergence between
repertoires. However, it is impossible to answer all questions about this parasite in
one thesis. Unfortunately (or fortunately) any model is just one model, with its scope
and limitations, thus always leaving room for future improvement. I hope the models
presented in this thesis are found to be useful. How infection processes, ecological
feedbacks and genetic mechanisms interact to generate and maintain diversity in hosts
and parasites remains an open question.
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Mathematical details for the
within-host model
A.1 Parasite dynamics with only differentiation
Here, we calculate the steady states when there is only differentiation-mediated para-
site control, assuming ai = 0 for all i. Since we consider the dynamics of an antigenic
block, where all variants are symmetric, V(t)+M(t) = hvi(t)+hmi(t) for all time,
and each variant shares an equal proportion (1=h) of the total parasite load. We have
dvi
dt
= rvi
 
1 h
vi+mi
K

; (A.1)
dmi
dt
= rvih
vi+mi
K
 dMmi: (A.2)
Thetwosteadystatesare: thetrivialone, v
i =0;m
i =0andthenontrivialone, v
i =
dMK
h(dM+r);m
i = rK
h(dM+r): At the trivial steady state, the eigenvalues of the corresponding
Jacobian matrix of the linearized system are l1 =  dM, l2 = r, hence the disease–
free steady state is always unstable. At the non-trivial steady state the eigenvalues of
the Jacobian matrix are l1 = 1=2( dM  
q
d2
M  4r2), l2 = 1=2( dM +
q
d2
M  4r2).
Both have negative real part implying the non-trivial steady state, where V = dMK
dM+r
and M = rK
dM+r, is asymptotically stable.
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In the case where the total parasite population changes independently of the block
size h we have:
dV
dt
= rV
 
1 
V +M
K

; (A.3)
dM
dt
= rV
V +M
K
 dMM; (A.4)
and total parasite number at steady state remains ﬁxed at K, even as the number of
variants changes. Thus ¶V(t)=¶h = ¶M(t)=¶h = 0, for all time, in particular also at
their respective maxima. Denoting byVmax and Mmax the peak total slender and stumpy
populations of a block of variants, we have:
¶Vmax
¶h
=
¶Mmax
¶h
= 0: (A.5)
On the contrary, for each individual variant, vi(t) =V(t)=h and mi(t) = M(t)=h, thus
leading to ¶vi(t)=¶h < 0 and ¶mi(t)=¶h < 0 for all time t. In particular, vi(t) and mi(t)
are linearly decreasing functions of h, also true at the respective peaks ˆ vi (slender cells)
and ˆ mi (stumpy cells),
¶ˆ vi
¶h
< 0;
¶ ˆ mi
¶h
< 0 =)
¶(vi+mi)max
¶h
< 0: (A.6)
Theratioofslender-to-stumpydominance, shiftsfromfavouringslendercellsatthebe-
ginning of infection, to dM=r < 1 at steady state, favouring stumpy non-dividing cells.
To summarize, when there is only parasite differentiation, the total coupling between
variants due to density-dependence is maximal. This implies the total parasite load is
independent of the block size, while the size of individual variant peaks decreases with
h.
A.2 Block size and only host control
Thedynamicscorrespondingtotheextremecasewherethereisnodifferentiation(K !
¥), thus no stumpy cells, and immune variant speciﬁc control is strongly coupled to
parasite numbers (t = 0;x = 1) are given by
dvi
dt
= rvi daivi; (A.7)
dai
dt
= c
vi
C

(1 ai): (A.8)
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Dividing the above equations, we get:
dvi
dai
=
C(r dai)
c(1 ai)
: (A.9)
Now, vi reaches its maximum when ai =r=d. By integrating eq. (A.9) and substituting
ai = r=d, we get the maximum value of each variant vi, which we denote by ˆ vi:
ˆ vi =
C
c
(d r)ln

1 
r
d

+
Cr
c
+vi(0): (A.10)
If initial conditions are such that vi(0) is independent of the block size, h, then the
dynamics of a single variant are entirely decoupled from those of the other variants,
and as a result, individual variant subpeaks and duration of infection are not affected
by changes in block size: ¶ˆ vi
¶h = 0; and the peak total parasite load increases linearly
with h:
¶Vmax
¶h
=
¶åi ˆ vi
¶h
=
¶(hˆ vi)
¶h
= ˆ vi+h
¶ˆ vi
¶h
= ˆ vi > 0: (A.11)
If instead, the block size limits vi(0), such that the initial parasite burden released
from a block of variants is ﬁxed at V0, with vi(0) =V0=h for example, then the size of
individual variant peaks decreases with block size: ¶ˆ vi
¶h =  V0
h2 < 0; whereas the peak
parasite load still increases with block size:
¶Vmax
¶h
=
¶(hˆ vi)
¶h
= ˆ vi+h
¶ˆ vi
¶h
= ˆ vi 
V0
h
> 0: (A.12)
In summary, parasite control mediated by speciﬁc immunity alone results in variant dy-
namics that are decoupled from each other. The peak total parasite load increases with
the block size h, while individual variant subpeaks and block wave duration remain
constant.
A.3 Between-block cross-reactivity and hcrit
Here we calculate how the critical size of an antigenic block might depend on the
size of the previous block in the presence of cross-reactivity. This involves relaxing
the assumption that all blocks are of the same size in the antigenic switch matrix.
Denote by g the cross-reactive interference between all the variants in one block (hold
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variants) and all the variants in the new block (hnew). Assuming that e is sufﬁciently
small, the two blocks are decoupled, thus when the new block is generated, the variants
of the previous block are all in the decline phase (tending to 0) and have a negligible
contribution in the total parasite load V +M. This implies V +M  hnew(vi +mi).
However, withthe immune responsesto all previous variantsraised to maximum, when
the new block is generated, its variants start to grow following the dynamics:
dvi
dt
= rvi(1 
V +M
K
) dvi(ai+holdg);
dmi
dt
= rvi
V +M
K
 dMmi dmi(ai+holdg);
dai
dt
= c(1 ai)

vi(t  t)+mi(t  t)
C
x
; (A.13)
experiencing an additional mortality term due to cross-reactive interference holdg. No-
tice that because of this additional mortality, the new variant-speciﬁc responses need
not reach r=d to initiate clearance, but only r=d holdg, thus a lower saturation level.
Applying again similar quasi-steady state arguments to the dynamics of the new block
of variants, we get that the duration of the non-growth phase of each new variant,
once having reached the lower peak K(1 dhold=r)=hnew, can be approximated by
Tnon growth  t+Tr=d holdg, where t denotes the immune delay and Tr=d holdg the time
it takes for the speciﬁc immune response to reach the threshold required for the initi-
ation of parasite clearance. We can neglect the inﬂuence of speciﬁc immunity against
the new variants during their growth phase, thus ai for the new block starts to grow
following the equation:
dai
dt
 c(1 ai)

K(1 dhold=r)
Chnew
x
: (A.14)
As a result, the time it takes for ai to reach r=d holdg is given by:
Tr=d holdg =

K
Chnew
(1 
dghold
r
)
 xln(1  r
d  holdg)
c
: (A.15)
Based on the same heuristic (Tnon growth = 2t) argument as in Section 2.4.3, when
Tr=d holdg = t, we ﬁnd the critical size for the new block with hnew variants:
hnew
crit =
K
Chnew
(1 
dghold
r
)

ln(1  r
d  holdg)
ct
 1=x
(A.16)
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such that for hnew < hnew
crit host immunity can clear rapidly the new block, while for
hnew  hnew
crit, density-dependent differentiation controls the dynamics, prolonging the
duration of the non-growth phase and delaying parasite decline.
A.4 Immune suppression within a block
We let A(z) denote the degree of impairment to immune growth as a function of anti-
genic diversity z, and be determined by
A(z) =
feaz
f+eaz 1
; (A.17)
with A0 = A(0) = 1, where a is the strength of immune impairment generated by each
variant, and f the maximum level of impairment caused by infection. We choose a
saturating function to represent the idea that as the number of variants tends to be
very large, their deteriorating effect on the immune system of the host must tend to
a constant. We can analytically study the simple case of immune suppression in the
presence of only host control (Appendix section A.2). For immune suppression within
a block, i.e. A(h), the equation for the speciﬁc immune responses becomes:
dai
dt
=
c
A(h)

vi(t  t)+mi(t  t)
C
x
(1 ai): (A.18)
In the only-host-immunity limit (K ! ¥), and assuming t = 0, following the analysis
of Appendix A.2, we ﬁnd the peak variant load is given by:
ˆ vi =
A(h)C
c

(d r)ln

1 
r
d

+r

+vi(0); (A.19)
which, if vi(0) is independent of h, implies:
¶ˆ vi
¶h
=
¶A
¶h
C[(d r)ln(1  r
d)+r]
c
=
Ceahaf( 1+f)[(d r)ln(1  r
d)+r]
c(eah 1+f)2 (A.20)
which is positive for all h, since f > A0 = 1. The above equation conﬁrms that in-
dividual peaks ˆ vi increase with block size in the presence of immune-suppression,
and this dependence attains a maximum at a particular value of h, found by solv-
ing ¶2 ˆ vi=¶h2 = 0, giving h = 1
a ln(f 1); such that for h < h, the marginal gain of
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each variant peak from increasing block size increases, and for h > h, this marginal
gain decreases until it approaches a constant. This phenomenon emerges as a result of
the fact that as h ! ¥, A(h) ! f, i.e. tends to a constant. In this limit, we get back
the case of an inexhaustible immune response, only this time, with a reduced immune
response growth rate c=f. In the presence of within-block immune suppression, it is
most advantageous for the parasite to increase antigenic diversity (block size) while
h < h, because linear increases in h produce more than linear increases inVmax.
However, as differentiation-mediated control is introduced (K  ¥), when the
block size increases, the negative feedback exerted by density-dependent regulation
predominates over the positive feedback induced by immunosuppression on individual
variant peaks and there is a gradual decrease of the marginal gain in peak parasite load
from higher h. On the other hand, if already for h small differentiation dominates par-
asite control, the effects of immunosuppression on the relationship between ˆ vi and h
are negligible. Generally ¶ˆ vi=¶h < 0 persists, despite immunosuppression. This is in-
tuitive, since the sensitivity of infection dynamics to features of the immune response
(e.g. immune-suppression) can be expected only if the immune response is playing a
substantial role in the dynamics.
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Genetic mechanisms of antigenic
variation
B.1 The gravity model
WeborrowthenotionofagravitymodelfromSen&Smith(1995), relatedtoNewton’s
gravitational law, and widely used in economic models, and propose it to describe
switch rates between two antigen genes. Whatever the genetic mechanisms involved,
the stochastic event of switching from expression of one gene to expression of another
gene must depend on at least three types of factors: 1) properties of the gene that is
being switched away; 2) properties of the gene that is being activated; and 3) mutual
relatedness properties of the two genes. Then the rate of gene j switching to gene i
can be seen as a function of their individual contributions. One can deﬁne the pairwise
switch rate as
sji = f

Rj;Ai;f(dji)

; (B.1)
where Rj ( “repulsiveness” of the current gene) describes the intrinsic propensity of
a gene to switch away, Ai ( “attractiveness” of the new gene) describes the intrinsic
probability that a gene is activated, and f(dji) is a function of the mutual relatedness
between the genes. Inevitably, each of these factors will depend on adaptive molecular
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mechanisms acting at the level of the parasite genome.
Repulsiveness of a gene The intrinsic probability of a gene to switch away may de-
pend on a series of genetic factors such as chromosomal location, transcription insta-
bility, whether it is an intact gene or a pseudogene, etc. For P. falciparum it has been
shown for example that var genes located in central chromosomal regions had very
stable expression patterns, but that subtelomerically located var genes easily switched
away to alternative var loci (Frank et al., 2007). Similarly, chromatin structure may
hold some clues about var gene silencing in Plasmodium (Kyes et al., 2007), or it
may be that the expression of a functional gene elicits a feedback signal that reduces
switching.
Attractiveness of a gene The intrinsic probability of a gene to be activated may
also depend on factors such as the gene locus. In T.brucei, there is evidence that VSG
genes physically residing in telomeric locations have a higher chance to be activated
(Robinson et al., 1999; Van der Werf et al., 1990). Additionally, the number of DNA
repeats in gene ﬂanking regions has been suggested to play a role in gene activation
(McCulloch & Barry, 1999), with more repeats favoring expression, such as for intact
array genes of T.brucei. Another factor that may contribute to the attractiveness of a
particular gene may be its spatial distance from the expression site: the further away,
the lower its chances to be activated (e.g. pseudeogenes in the bacterium Anaplasma
phagocytophilum (Foley et al., 2009)).
Mutual relatedness While the intrinsic propensities of genes to switch away or to
be activated depend on individual gene features, the third component of the gravity
model relates to mutual properties of the gene pair. Features such as genetic similarity
between the two gene sequences, or their physical distance on parasite chromosomes
may play a role in determining this third component. In T. brucei, VSG pseudogenes
can only be expressed via gene conversion with high-identity functional partners. It
has been shown that the genetic distance between the currently expressed gene and
the new mosaic VSG strongly affects their pairwise probability of switching, with
larger distances acting to reduce switching (Marcello & Barry, 2007a). Plausibly, in
the case of in situ switches, genes located together in the parasite genome can be
expected to display higher pairwise switching. Mechanisms of recombination between
gene family members have been reported also for P. falciparum (Deitsch et al., 1999)
and Borrelia hermsii (Donelson, 1995), suggesting that mutual features between the
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currently expressed gene and the activated gene must be accounted for in the switch
rate.
In summary, for the parametrization of the gravity model, it will be essential to
identify and quantify features of genes individually, and their higher-order groupings
in the antigenic archive. The current empirical ﬁndings on trypanosome antigenic
variation motivate us to propose a particular form of the switch matrix, combining both
the hypothesized block structure of the genetic architecture of this parasite (Figure 3.5)
and the gravity model.
B.1.1 The VSG archive: gravity and blocks
VSG genes are located in telomeric and subtelomeric regions of chromosomes. The
primary mechanism in T.brucei antigenic variation is recombinational switching, by
which silent VSGs from the archive are moved into the expression site (Morrison et al.,
2009). There are many such expression sites in the genome of this parasite. Two main
types of switching seem to occur: hierarchical switching of intact genes ( 10% of the
archive), mediated by the 70bp repeats in their ﬂanking regions, and homology-based
switching for pseudogenes ( 90% of the archive), when expressed as mosaics. We
propose a gravity model to represent these processes, which assumes f is given by the
product between the three independent variables,
sji = RjAif(dji):
The probability of switching away in T.brucei has been estimated to be in the range
10 3 10 2 per cell division and the same for all VSGs (Turner, 1997). For the gravity
model, this implies that the “repulsiveness” component Rj should be constant across
the archive, Rj = R for all j. Since the jth row sum in the switch matrix equals the
overall switch rate of gene j, åiRAif(dji) = R, which leads to åiAif(dji) = 1 for all
j, imposing a balance between the intrinsic “attractiveness” of genes, and their mutual
relatedness f (Figure B.1(a)).
During the course of an infection, ﬁrst telomeric intact genes on minichromosomes
are activated, then subtelomeric array VSGs, and ﬁnally subtelomeric pseudogenes,
which may have undergone multiple gene conversion events to give rise to mosaics
(Morrison et al., 2009). This implies an intrinsic variability in the attractiveness of
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(a) The switch matrix (b) The mutual relatedness function of the grav-
ity model
Figure B.1: a) Schematic representation of the switch matrix. Between-block/within-block aver-
age switch ratio is given by e1. Each row of the matrix has to sum up to the total switch rate
per unit of time, given by s = 0:01=rln(2), 0.01 being the probability of switch per parasite
division. A power-law function is assumed to govern the switch rate between distant blocks.
b) A hypothetical representation of the dependence of pairwise propensity to switch on genetic
distance between VSGs. The genetic distance between two mosaic genes, dM M, is smaller
than the genetic distance between two functional genes dF F, thus the mutual relatedness com-
ponent fd is higher in the switch rate between mosaic VSG genes.
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genes, decreasing from high to medium to low across these three broad VSG group-
ings. The molecular mechanisms mediating this hierarchy are related both to VSG
locations within the genome, and the relative number and homology of repeats in the
ﬂanking regions for intact VSG genes, and a potential hierarchy in the level of dys-
function among pseudogenes.
Given that åiAif(dji) = 1 for all j, to compensate for the decreasing Ai , the f
component across these groups must increase. If f(dji) is a decreasing function of
pairwise genetic distance, this would require that the average genetic distance between
functional VSGs be higher than the average genetic distance between mosaics, a hy-
pothesis thus far supported by empirical ﬁndings (Lucio Marcello, PhD thesis).
The molecular mechanisms by which f operates are primarily gene conversion
and recombination between closely related genes. Since these genetic processes are
favoured by high identity between gene sequences, f plays a negligible role in switch
rates of intact genes early in infection, but plays an increasingly major role in switch
rates of mosaics at the later stages of infection (Figure B.1(b)).
The general gravity model (Eq.B.1) can be used to generate a switch matrix S with
characteristic structure that reﬂects the genetic architecture of the pathogen (Figure
3.5). For African trypanosomes, the switch matrix likely consists of blocks of genes,
highly intra-connected, but with decreasing inter-connections. This block structure
generates antigenic variation dynamics that closely resembles real trypanosome in-
fections (Figure 2.2), and represents for this parasite a life-history strategy open to
modulation by natural selection.
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Details on the Hidden Markov Model
C.1 Mismatch data description
Here, for completeness, we present some characteristics of the mismatches found in
our VSG subfamily dataset, including the number of insertions/deletions (Fig.C.1) and
types of nucleotide substitutions corresponding to each gene pair (Fig.C.2, Table C.1).
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FigureC.1: Nucleotidesubstitutionsexceedthenumberofindelsinourdataset. Thelownumber
of indels implies that the diversiﬁcation rates we infer correspond rigorously to nucleotide
substitutions.
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Table C.1: The types of mutations found in our VSG dataset. The pairs are listed in the order 1-
2,1-3, and 2-3 for each triplet, starting from triplet 1. åS and åM refer to the sum of nucleotide
substitutions and sum of total mismatches on each alignment respectively. L denotes the length
of the N-domain for each triplet.
Pair AC AG AT CG CT TG åS Indels åM L %Id.
1 18 22 0 11 9 2 62 12 74 1092 93.22
2 23 32 3 16 14 6 94 2 96 1092 91.21
3 24 40 3 20 11 9 107 14 121 1092 88.92
4 28 28 4 12 7 4 83 0 83 1026 91.91
5 30 45 10 18 11 5 119 0 119 1026 88.40
6 25 44 8 24 13 8 122 0 122 1026 88.11
7 16 16 3 4 5 5 49 0 49 1035 95.27
8 32 57 6 24 18 15 152 0 152 1035 85.31
9 37 58 9 25 19 16 164 0 164 1035 84.15
10 11 10 1 5 9 3 39 0 39 1032 96.22
11 16 15 2 6 19 5 63 1 64 1032 93.80
12 21 18 2 9 18 7 75 1 76 1032 92.64
13 18 23 2 6 16 5 70 0 70 1086 93.55
14 21 52 5 18 20 8 124 3 127 1086 88.31
15 19 51 5 13 19 6 113 3 116 1086 89.32
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Figure C.2: Nucleotide substitutions in detail. Although we have analyzed only the patterns
of pairwise identity between sequences, future studies might address more speciﬁc genetic
features underlying the same data, for example the bias in certain types of point mutation, or
the nucleotide landscape within estimated conversion segments.
C.2 Parameter estimation procedures
C.2.1 The Metropolis-Hastings (MH) Algorithm
The fundamental formula in Bayesian inference methods is Bayes’ theorem (Bayes &
Price, 1763):
P(qjD) =
P(q)P(Djq)
R
P(q)P(Djq)dq
; (C.1)
where D denotes the observed data and q denotes model parameters. P(q) is the prior
distribution on the parameter values, constructed by previous knowledge about the pro-
cess, and P(Djq) is the likelihood of observing the data, given a particular combination
of parameter values. P(qjD) is the posterior distribution one wants to determine after
having observed D, and is the object of all Bayesian inference. Any features of the
posterior distribution, such as quantiles, moments, etc, can be expressed in terms of
posterior expectations of functions of q.
When the posterior distributions are hard or impossible to get analytically, MCMC
sampling is used to get a representative sample from the posterior. Monte Carlo inte-
gration evaluates the expectation of a function E[f(X)] by drawing samples fXt;t =
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1;::;ng from p(:) and then approximating
E[f(X)] 
1
n
n
å
t=1
f(Xt); (C.2)
whereby the population mean of f(X) is estimated by a sample mean. When the sam-
ples fXtg are independent, laws of large numbers ensure that the approximation can
be made as accurate as desired by increasing the number of iterations (sample size
n). One way of doing this is to construct a Markov Chain having p(:) as its station-
ary distribution. Constructing such a Markov chain can be done for example via the
Metropolis-Hastings algorithm (Metropolis et al., 1953). For the Metropolis-Hastings
algorithm, at each time t, the next state Xt+1 is chosen by ﬁrst sampling a candidate
point Y from a proposal distribution q(:jXt): The candidate point Y is then accepted
with probability a(Xt;Y) where
a(X;Y) = min

1;
p(Y)q(XjY)
p(X)q(YjX)

: (C.3)
If the candidate point is accepted, the next state becomes Xt+1 =Y. If the candidate is
rejected, the chain does not move: Xt+1 = Xt. Notice that if the proposal distribution is
symmetric, i.e. q(XjY) = q(YjX) for all X and Y, the acceptance probability reduces
to:
a(X;Y) = min

1;
p(Y)
p(X)

; (C.4)
where p is the target stationary distribution. An example of a symmetric proposal
distribution, which depends on the current point Xt is the multivariate normal with
mean X and ﬁxed covariance matrix N(X;s2). In this case, it is necessary to choose
the scale parameter s carefully, because if s is too large, a large number of iterations
will be rejected and the algorithm will be very inefﬁcient as a consequence. Similarly,
if s is too small, the random walk will accept nearly all proposed moves, but will move
around the parameter space very slowly, again leading to inefﬁciency. It is suggested
that s be tuned so as to achieve an overall acceptance rate in the range [0:15;0:5] (Gilks
et al., 1996). Notice that when the priors are uniform, p(X) reduces to the likelihood
P(Djq). This is our case. As a result, calculating p(X) and p(Y), at each iteration, can
be done using the hidden Markov model function hmmdecode in MATLAB (R2010b,
Mathworks, Natick, MA) that sums over all possible hidden paths: P(y) = åSP(y;S),
for a given set of HMM parameters.
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Usually many parallel chains from different starting values are monitored. Several
statistical measures of convergence and tests can indicate whether convergence has
been reached. Two of them are the Gelman-Rubin convergence statistic and the auto-
correlation measure (Gilks et al., 1996). The idea is that convergence has been reached
when the variance within and between parallel Markov chains is approximately the
same. Consider m parallel simulations, each with length n and a scalar summary we
wanttotracky, indexedasyij; j=1;:::;n;i=1;::;m:Wethencomputetwoquantities,
the between-sequence variance B and the within-sequence variancesW:
B =
n
m 1
n
å
i=1
( ¯ yi  ¯ y)2; where ¯ yi =
1
n
n
å
j=1
yij; ¯ y =
1
m
m
å
i=1
¯ yi (C.5)
W =
m
å
i=1
s2
i ; where s2
i =
1
n 1
n
å
j=1
(yij  ¯ yi)2: (C.6)
From the two variance components, we construct two estimates of the variance of y
in the target distribution. The ﬁrst one is: ˆ var(y) = n 1
n W + 1
nB, which is an unbiased
estimate of the variance under stationarity, but an overestimate under the more realistic
assumption that the starting points are overdispersed. At the same time, for ﬁnite n,
the within-sequence variance, W, should underestimate the variance of y because the
individual sequences have not had time to explore the full posterior and, as a result,
have less variability. In the limit as n ! ¥, both ˆ var(y) and W approach var(y)
but from different directions. By monitoring the ‘estimated potential scale reduction’,
denoted by the following quantity:
p
ˆ R =
r
ˆ var(y)
W
; (C.7)
we can check the convergence of the Markov Chain by estimating the factor by which
the conservative estimate of the distribution of y might be reduced. In practice, the
simulations run until the values of ˆ R (the dimension equals the number of parameters)
are all less than 1.1 or 1.2. After the burn-in period has been reached, the Markov
chains are let to run for a substantial number of other iterations to explore the full
posterior, after which the posterior distributions of the parameters and other statistics
of interest can be computed.
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C.2.2 Alignment decoding
After the most likely transition matrix, T, and probability distributions, Fk, have
been estimated through MCMC techniques, one can use them to “decode” the ob-
servation sequence, i.e. obtain the most likely path of associated hidden states: S =
argmaxSP(y;S): This path can be found recursively. The Viterbi algorithm that per-
forms this task is based on dynamic programming principles (Forney, 1973). In MAT-
LAB, the function performing this is called hmmviterbi and it takes as input a 2 x
2 transition matrix (TRANS) and the 2 vectors specifying the emission probabilities
(EMIS). We use the means of the posterior distributions as input parameters for deter-
mining TRANS and EMIS, when looking for the most likely S, for each y; correspond-
ing to each alignment.
C.2.3 Pair-correlation function calculation
The pair correlation function (see (Illian et al., 2008) for a general description) is a
second-order characteristic of the mismatch point pattern on each alignment, which
can capture subtle features of clustering. It measures the density of particles (mis-
matches, in our case) found at a certain distance from each other. It is usually deﬁned
for point patterns on continuous space, but on the basis of its deﬁnition, it can be easily
extended to discrete-space point patterns, as in our case of M mismatches occurring in
an alignment of length L. The formula in one dimension is given by:
g(r) =
M(M 1)
L2
M
å
i=1
M
å
j6=i
eh(r dij)
L dij
; (C.8)
where eh is the Epanecnikov kernel, deﬁned as eh(x) = 3
4h(1  x2
h2)Ijxjh; with h being
the bandwidth and I the indicator function. In our case h = 2, r 2 Z, and g(r) counts
how many pairs of mismatches in the alignment lie within discrete distance r from
each other. When g(r) is greater than 1, this indicates clustering in the spatial point
pattern at that scale, whereas if g(r)1, the pattern is random and the point occurrence
follows the Poisson process. The pair correlation functions of our data are plotted in
Figure 4.15(a).
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C.3 Algorithm validation
In order to show the performance of the Bayesian estimation method, we generated
data by simulating the process as in Appendix 4.2.1 and then evaluated the ability
of the algorithm in recovering these parameters. The following analysis presents the
results of the estimation process. We show validation results for only two models: the
simplest model (Model 1) with only 4 parameters, and the most complicated model
(Model 4) with 3+N parameters, and one set of parameter values. We look at three
aspects of algorithm performance: 1) the evaluation of Bayesian posterior means as
estimators of the true values of genetic parameters; 2) the precision of the predicted
Bayesian conﬁdence interval in containing the true values of the parameters and 3) the
accuracy in the matching between “decoded’ and true hidden states.
C.3.1 Model 1: Global ﬁt
We simulated 15 alignments of length L = 1000, with parameters (lbegin;lend;µ;m)
= (0:01;0:02;0:25;0:03): On average each simulated alignment resulted in 130 next-
mismatch distances. We estimated the means of the genetic parameters from the poste-
rior distributions obtained via the Metropolis-Hastings algorithm, applied 10 times on
different sets of 15 simulated alignments. The Metropolis-Hastings algorithm was im-
plemented with 3 parallel Monte Carlo Markov Chains. Uniform priors were assumed.
The variance of the normal proposal distribution was set to 0.00025 for every param-
eter. Convergence was generally reached within the ﬁrst 5000 iterations. This was
ascertained by computing the Gelman-Rubin statistic and ensuring that it had reached
a value below 1.1 for all parameters. Afterwards the Markov Chains were let to run
for another 10 000 iterations, after which the performance of the estimation procedure
was evaluated.
The performance of the algorithm was very good. The average posterior means
over just 10 runs were: (ˆ lbegin;ˆ lend;ˆ µ; ˆ m) = (0:0094;0:0204;0:2513;0:0312); in ex-
cellent agreement with the ‘true’ parameter values. The average normalized deviations
of the means of the posteriors from the ‘true’ values of the parameters are less than 15
% for all parameters. Indeed, the more sequences used in each run of the algorithm,
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Figure C.3: The error distributions for the inference method applied on 10 sets of artiﬁcially
constructed data. The deviations of the posterior means (found via the Metropolis-Hastings
algorithm) from the ‘true’ parameter values are divided by the ‘true’ values (normalized devia-
tions). In the boxplots, the thick horizontal bars show the medians; the box contains the middle
half of the data; the whiskers extending the box reach to the most extreme non-outlier (1.5 
inter-quartile range); outlying points are plotted individually. The order of the parameters is
(lbegin;lend;µ;m).
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Table C.2: Deviations of Bayesian posterior means from the ‘true’ values of the model
parameters, obtained from the Metropolis-Hastings algorithm. True parameter values:
(lbegin;lend;µ;m) = (0:01;0:02;0:25;0:03):
lbegin lend µ m
Mean Bias 0.0013 -0.0011 0.0061 0.0006
Root Mean Squared Error 0.0015 0.0019 0.0078 0.0024
Mean Squared Error 3:0610 6 5:7110 6 1:1410 4 1:1210 5
Norm.Dev. 0.1343 -0.0527 0.0244 0.0187
the better its performance. Similarly, the longer each alignment, the better the perfor-
mance of the algorithm, because more data are available. In Table C.2 we summarize
some results of the estimation procedure. The normalized deviations are shown in Fig.
C.3. We see that with as few as 15 alignments and a length of each alignment equal to
1000 (similar to the data we have), the performance is still impressive.
Another aspect of the performance of our parameter estimation procedure can be
evaluated by comparing the ‘true’ states next-mismatch-segments (within or between)
with the inferred states by the decoding algorithm. As can be seen from Figure C.4,
the accuracy of the decoding, with parameters extracted via the Metropolis-Hastings
algorithm, is very high.
C.3.2 Model 4: Individual ages
Here we generated alignments of different ‘ages’ by changing the probability of muta-
tion and probability of conversion initiation. In fact, the effective probability of a point
mutation per nucleotide will be the baseline value (reference pair) multiplied by the
relative divergence time with the given gene pair. Similarly the probability of a con-
version event initiation. We assume alignment 1 has age 1, and then infer the following
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(a) True states (b) Decoded states
Figure C.4: Model 1 validation. The comparison of the ‘true’ sequence of hidden states (Simple
model) with the most likely decoded sequence. Each horizontal bar corresponds to one align-
ment from the simulated data. The blue regions represent between-conversion segments, the
yellow regions represent within-conversion segments. The parameters used for T and F in the
decoding were the means of the posteriors obtained from the Metropolis-Hastings Algorithm.
The accuracy of decoding was 90.45 % in this case (N=15).
parameters: lend and µ which are common across all alignments, lbegin and m which
are the baseline conversion and mutation probabilities corresponding to alignment 1
(i.e. Ai = 1), and the ages of the other alignments Ai;i = 2;::;N, relative to the ﬁrst
one.
We simulated the mismatch process on 5 hypothetical alignments of length L =
1000 each. We simulated the dataset 50 times, and each time we ran the Metropolis-
Hastings algorithm to infer the posterior distributions associated to each parameter.
We used uniform priors and multivariate normal proposal distributions with variance
0.000025. The latter yielded a satisfactory acceptance rate of 56%. The parameters
used for the simulation and the predicted means obtained through the algorithm are
summarized in Table C.3.
For every instance, we ran 3 MCMC chains until convergence to the stationary
distribution was reached. These initial iterations were generally of the order of 10000
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iterations and were discarded as burn-in. Afterwards the chains were let to run for
another 30000 iterations and the posteriors were calculated from parameter samples
of length 330000: We found that the true value of each parameter generally fell
within the 5% and 95% predicted conﬁdence bounds for each individual run (Figure
C.5) and always within the mean 90% conﬁdence interval over many runs (Figure
C.6), conﬁrming a good precision of our method. Furthermore, the overall bias was
low (Figure C.7) and the normalized deviations of the posterior means from the true
parameter values were generally within 30%. We also checked the accuracy of the
decoding procedure, and we obtained as a mean over 50 runs, an algorithm accuracy
of 80.5% (ﬁgure not shown). These results taken together, indicate the very good
performance of the algorithm in extracting the values of model parameters, even with
a number of stochastic runs as low as 50. Conceivably, if more stochastic runs are
analyzed (e.g.  1000) the accuracy of the algorithm and its performance can only
increase further.
Table C.3: Comparison of algorithm results for Model 4 and true parameter values used for 50
sets of simulated data. E[q] denotes the average over the 50 posterior means.
Parameter lbegin lend µ m A2 A3 A4 A5
True q 0.01 0.02 0.25 0.03 2 3 4 5
E[q] 0.0126 0.0264 0.2478 0.0323 2.1076 3.1263 4.3148 4.9605
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Table C.4: Deviations of the posterior means from the ‘true’ values for Model 4, obtained
through the Metropolis-Hastings algorithm applied on 50 runs with 5 sequences each. ‘True’
parameters: (lbegin;lend;µ;m;A2;A3;A4;A5)=(0.01, 0.02, 0.25, 0.03, 2, 3,4,5). MB: mean bias;
MSE: mean squared error; RMSE: root mean squared error; Norm.Dev: normalized deviations.
lbegin lend µ m A2 A3 A4 A5
MB 0.0026 0.0064 -0.0022 0.0023 0.1076 0.1263 0.3148 -0.0395
MSE 0.0000 0.0002 0.0001 0.0001 0.4474 0.7638 1.4131 1.2687
RMSE 0.0033 0.0097 0.0079 0.0064 0.5383 0.6627 0.8242 0.9266
Norm.Dev. 0.2606 0.3206 -0.0086 0.0755 0.0538 0.0421 0.0787 -0.0079
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Figure C.5: Bayesian algorithm performance II (precision). Conﬁdence bounds obtained from
the posteriors of all parameters of Model 4 for 50 runs of the algorithm. The probabili-
ties for each true parameter value to fall within the 90% predicted conﬁdence interval were:
0:92;0:84;0:96;0:92;0:86;0:90;0:92;0:92: Thus, the true values of the parameter lied within
the 90% conﬁdence interval in approximately 90% of the cases.
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Figure C.6: Mean performance of the Individual ages model over 50 runs of the algorithm on
9 simulated alignments. The estimated mean conﬁdence intervals (grey shaded area) contain
the true values of the parameters (black line) from which the data was generated, listed in the
order: lbegin;lend;µ;m;A2;A3;A4;A5:
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Figure C.7: Bayesian algorithm performance I (bias). The empirical distributions of posterior
means (Model 4) obtained over 50 runs of the algorithm vs. the true parameter values (dotted
red lines). Posterior means estimated via the Bayesian algorithm generally deviated 30 %
from the true parameter values.
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Variance around mean identity
D.1 Mutation-only case
In the model presented in Section 5.2.1, the number of identical aligned nucleotides
in one gene pair, denoted by n(t) changes randomly in time. To analyze its dynam-
ics under mutation only, we consider a simple death stochastic process as follows.
In an inﬁnitesimal time interval Dt, n(t) can only decrease by 1 unit or remain un-
changed. n(t +Dt) = n(t) 1 with transition probability m0n(t)Dt, where m0 de-
notes the per-aligned nucleotide per unit of time probability of undergoing a mutation
(1 ! 0 change) and equals 2µ=NL: Denote by pi(t) the state probabilities such that
pi(t) = Prob[n(t) = i]. Recall n(0) = L: Following classical Markov process theory,
one can write the forward Kolmogorov equations in the limit Dt ! 0:
dpi
dt
= m0(i+1)pi+1 m0ipi; i = 1;::;L 1 pi(0) = diL: (D.1)
Rearranging Eq. D.1 and substituting it into the equation for the probability generating
function (p.g.f)
¶P(z;t)
¶t = å
¥
i=0
dpi
dt zi, we obtain:
dP
dt
=
dP
dz
( m0z+m0); P(z;0) = zL: (D.2)
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Substitutingzbyeq, wherebyP(eq;t)=M(q;t), weobtainanequationforthemoment-
generating-function M(q;t) via: dP=dz = 1=z¶M=¶q: We have:
¶M
¶t
=
¶M
¶q
[ m0+m0e q]; M(q;0) = eLq: (D.3)
The above equations can be solved by the method of characteristics, giving:
P(z;t) = [1 e m0t(1 z)]L; and M(q;t) = [1 e m0t(1 eq)]L: (D.4)
The ﬁrst moment, corresponding to the mean number of identical nucleotides, and the
second moment, corresponding to the variance of n are given by:
¶M
¶q
jq=0 = Le m0t; and
¶2M
¶q2 jq=0 

¶M
¶q
jq=0
2
= Le m0t(1 e m0t): (D.5)
These imply the mean pairwise identity (in the case of pure death process mutation)
has the following mean and variance:
¯ h(t) = e m0t and Var[h(t)] =
e m0t(1 e m0t)
L
; (D.6)
a formula which agrees well with the numerical simulations of the mutation-only
process (Figure 5.5). In analogy, we can derive a similar formula for the variance
of the combined mutation-conversion process, which is a birth-death process, with
m0 as above, and c0 = 2glc=LN(N  1), and mean pairwise identity given by ¯ h(t) =
(c0+m0e (c0+m0)t)=(c0+m0); and variance:
Var[hM C(t)] =
1
L
¯ h(t)(1  ¯ h(t)): (D.7)
However, numerical simulations suggest that this approximation, despite capturing
well the time dependence, results in an under-estimation of the actual variance, thus
it needs reﬁnements to become accurate. Most probably the higher variance is due
to the length of the conversion segments, not being small enough relative to L, and
the number of gene pairs, not being large enough to dilute the indirect effects of gene
conversion.
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