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The goal of this paper is to unify and extend the generating functions of the generalized
Bernoulli polynomials, the generalized Euler polynomials and the generalized Genocchi
polynomials associated with the positive real parameters a and b and the complex
parameter β . By using this generating function, we derive recurrence relations and other
properties for these polynomials. By applying the Mellin transformation to the generating
function of the unification of Bernoulli, Euler and Genocchi polynomials, we construct a
unification of the zeta functions. Furthermore, we give many properties and applications
involving the functions and polynomials investigated in this paper.
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1. Introduction, definitions and preliminaries
The definition (1.1) provides us with a generalization and unification of the Bernoulli, Euler and Genocchi polynomials
and also of the Apostol–Bernoulli, Apostol–Euler andApostol–Genocchi polynomials, whichwere considered inmany earlier
investigations by (among others) Srivastava et al. [1–6], Karande and Thakare [7], Ozden et al. [8–10], Kim et al. [11], Luo [12],
and Simsek [13–15].
Definition 1 (See, for details, Ozden [9]). A unification Yn,β(x; k, a, b) of the Bernoulli, Euler and Genocchi polynomials is
given by means of the following generating function:
fa,b(x; t; k, β) := 2
1−ktkext
βbet − ab =
∞−
n=0
Yn,β(x; k, a, b) t
n
n!
t + b logβa
 < 2π; x ∈ R
k ∈ N0 := N ∪ {0} (N := {1, 2, 3, . . .}); a, b ∈ R+; β ∈ C

, (1.1)
where, as usual, R+ and C denote the sets of positive real numbers and complex numbers, respectively, R being the set of
real numbers.
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Observe that, if we set x = 0 in the generating function (1.1), then we obtain the corresponding unification and
generalization of the generating functions of not only the Bernoulli and Euler numbers, but also the Genocchi numbers.
We thus have
Yn,β(0; k, a, b) =: Yn,β(k, a, b). (1.2)
Remark 1. In one of the aforementioned investigations, Srivastava et al. [5] considered the following generalization of the
Bernoulli and related polynomials:
t
λbt − at
α
· cxt =
∞−
n=0
B(α)n (x; λ; a, b, c)
tn
n!t logba

+ log λ
 < 2π; α ∈ C; a, b, c ∈ R+ (a ≠ b); x ∈ R; 1α := 1 . (1.3)
Thus, by comparing the generating functions (1.1) and (1.3), we derive the following relationship between the families of
the polynomials Yn,β(x; k, a, b) andB(α)n (x; λ; a, b, c):
Yn,β(x; 1, a, b) = a−b B(α)n

x; β
b
ab
; 1, e, e

. (1.4)
Remark 2. The generating function in (1.1) is also related to some special polynomials. For example, if we set β = b = 1 in
the generating function (1.1), we arrive at a unification of the Bernoulli, Euler and Genocchi polynomials, which was defined
by Karande and Thakare [7] by means of the following generating function:
21−ktkext
et − a =
∞−
n=0
Dn(x; a, k) t
n
n!
|t| < 2π; x ∈ R; k ∈ N0; a ∈ R+ . (1.5)
Remark 3. If we set k = a = b = 1 in the generating function (1.1), we get a special case of the generalized Bernoulli
polynomials Yn,β(x; k, a, b), that is, the so-called Apostol–Bernoulli polynomialsBn(x, β) generated by
text
βet − 1 =
∞−
n=0
Bn(x, β)
tn
n! (|t + logβ| < 2π; x ∈ R). (1.6)
The polynomials Bn(x, β) were investigated by Apostol [16] and, more recently, by Srivastava [4]. For further information
and other details, see the recent works [8,1,7,17,11,12,2,9,10,13–15,3–6].
Remark 4. By setting k + 1 = −a = b = 1 in the generating function (1.1), we are led to the Apostol–Euler polynomials
En(x, β), which are defined by means of the following generating function (see, for example, [17,2,10,5]; see also the
references cited in each of these earlier works):
2ext
βet + 1 =
∞−
n=0
En(x, β)
tn
n! (|t + logβ| < π; x ∈ R). (1.7)
Remark 5. Upon substituting k = −a = b = 1 into the generating function (1.1), we have the Apostol–Genocchi
polynomials Gn(x, β), which are defined by the following generating function [12,10,5]:
2text
βet + 1 =
∞−
n=0
Gn(x, β)
tn
n! (|t + logβ| < π; x ∈ R), (1.8)
so that, obviously,
Yn,β(x; 1,−1, 1) = 12Gn(x, β). (1.9)
Remark 6. If we set
x = 0, β = ξqh ξ r = 1 (r ∈ N; ξ ≠ 1), q ∈ C (|q| < 1) and k = a = b = 1
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in the generating function (1.1), we arrive at the relationship:
Yn,ξqh(1, 1, 1) = B(h)n,ξ (q)− (log qh)Bn(ξqh), (1.10)
where B(h)n,ξ (q) denotes twisted (h, q)-extension of the twisted Bernoulli numbers which are defined by the following
generating function:
t + log qh
ξqhet − 1 =
∞−
n=0
B(h)n,ξ (q)
tn
n! (|t + h log q| < 2π; h ∈ N) (1.11)
andBn(ξqh) denotes Apostol–Bernoulli numbers (cf., e.g., [15,18]).
Remark 7. By putting
β = qh (q ∈ C; |q| < 1; h ∈ N) , k = 0, a = −1 and b = h ∈ N
in the generating function (1.1), we obtain the relationship:
Yn,qh(0,−1, h) = E(h)n (q) (1.12)
with the (h, q)-Euler numbers E(h)n (q) defined by the following generating function (cf. [10]):
t + log qh
qhet + 1 =
∞−
n=0
E(h)n (q)
tn
n! (|t + h log q| < π). (1.13)
Remark 8. By setting β = k = b = a = 1 in the generating function (1.1), we are led to the relationship:
Yn,1(x; 1, 1, 1) = Bn(x) (1.14)
with the classical Bernoulli polynomials Bn(x) defined by the following generating function (see, for details, [19, p. 59 et
seq.]; see also [20]):
text
et − 1 =
∞−
n=0
Bn(x)
tn
n! (|t| < 2π; x ∈ R). (1.15)
Remark 9. If we set β = k+ 1 = −a = b = 1 in the generating function (1.1), we get the relationship:
Yn,1(x; 0,−1, 1) = En(x) (1.16)
with the classical Euler polynomials En(x) defined by the following generating function (see, for details, [19, p. 63 et seq.];
see also [20]):
2ext
et + 1 =
∞−
n=0
En(x)
tn
n! (|t| < π; x ∈ R). (1.17)
Motivated essentially by the interesting connections which are depicted in Remarks 1–9 above, we aim in this paper
first at investigating some recurrence relations and other potentially useful properties of the generalized polynomials
Yn,β(x; k, a, b) and the generalized numbers Yn,β(k, a, b) defined by (1.1) and (1.2), respectively. We then consider
yet another unification of the generating functions of the generalized Bernoulli, Euler and Genocchi polynomials (see
Definition 2) by making use of a Dirichlet character χ of conductor f ∈ N. Finally, in Section 4, we apply the Mellin
transformation to the generating function of the polynomialsYn,β(x; k, a, b) in order to present a unification of the families
of zeta functions, which provides an interpolation of the polynomials Yn,β(x; k, a, b) for negative integer values of n.
2. Properties of the numbersYn,β(k, a, b) and the polynomialsYn,β(x;k, a, b)
The numbers Yn,β(k, a, b) are related rather closely to the Frobenius–Euler numbers Hn(u) which are defined by the
following generating function:
1− u
et − u =
∞−
n=0
Hn(u)
tn
n! . (2.1)
By using the generating function (1.1), followed by some elementary calculations, we easily obtain Theorem 1.
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Theorem 1. The following relationship holds true between the numbers Yn,β(k, a, b) and the Frobenius–Euler numbers Hn(u)
defined by (2.1):
Yn,β(k, a, b) = k!
βb − ab
n
k

Hn−k

ab
βb
 
βb ≠ ab . (2.2)
By differentiating both sides of the generating function (1.1) with respect to x, we easily arrive at the following result.
Theorem 2. The following derivative formula holds true for the polynomials Yn,β(x; k, a, b):
d
dx

Yn,β(x; k, a, b)
 = nYn−1,β(x; k, a, b). (2.3)
Carlitz [21] presented a generalization of the Raabe-typemultiplication formulas for the Bernoulli and Euler polynomials.
Subsequently, Karande and Thakare [7] extended these formulas to hold true for the polynomials Dn(x; a, k) generated by
(1.5). Themultiplication formula for the polynomialsYn,β(x; k, a, b), which is asserted by Theorem3, provides amodification
and generalization of the Karande–Thakare result [7].
Theorem 3. The following multiplication formula holds true for the polynomials Yn,β(x; k, a, b):
anb(m−1)mv−k
m−1−
j=0

β
a
bjn
Yv,βm

x
m
+ nj
m
; k, am, b

= amb(n−1)nv−k
n−1
l=0

β
a
blm
Yv,βn

x
n
+ ml
n
; k, an, b

. (2.4)
Proof. Our demonstration of the multiplication formula (2.4), based upon the generating function (1.1), is much akin to
the method used earlier by Carlitz [21] and, subsequently, by Karande and Thakare [7]. Indeed, by applying the generating
function (1.1), we find from the summation identity:
∞−
v=0
(mt)v
v!
m−1−
j=0

β
a
bjn
Yv,βm

x
m
+ nj
m
; k, am, b

=
m−1−
j=0

β
a
bjn ∞−
v=0
Yv,βm

x
m
+ nj
m
; k, am, b

(mt)v
v!
that
∞−
v=0
(mt)v
v!
m−1−
j=0

β
a
bjn
Yv,βm

x
m
+ nj
m
; k, am, b

=
m−1−
j=0

β
a
bjn  2 mt2 k
βmbemt − amb e
(x+nj)t

=

2
mt
2
k ext
βmbemt − amb

m−1−
j=0

β
a
bjn
· enjt
= 2

mt
2
k
ext ·

βmnbemnt − amnb
βmbemt − amb βnbent − anb

. (2.5)
In precisely the same manner as detailed above (or, alternatively, by observing the symmetry inm and n), we obtain
∞−
v=0
(nt)v
v!
n−1
j=0

β
a
bjm
Yv,βn

x
n
+ mj
n
; k, an, b

= 2

nt
2
k
ext ·

βmnbemnt − amnb
βmbemt − amb βnbent − anb

. (2.6)
The assertion (2.4) of Theorem 3 would now follow by comparing these last two results (2.5) and (2.6). 
Remark 10. In its special case when β = b = 1, Theorem 3 yields (cf. [7])
an(m−1)mv−k
m−1−
j=0

1
a
jn
Dv

x
m
+ nj
m
; k, am

= am(n−1)nv−k
n−1
l=0

1
a
lm
Dv

x
n
+ lm
n
; k, an

, (2.7)
where the polynomials Dn (x; k, a) are generated by (1.5).
Remark 11. By settingm = 1 in Theorem 3, we get Ozden’s multiplication formula [9, p. 3, Theorem 3]:
Yv,β(x; k, a, b) = ab(n−1)nv−k
n−1
l=0

β
a
bl
Yv,βn

x+ l
n
; k, an, b

. (2.8)
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Remark 12. Upon substituting k = m = a = b = 1 into Theorem 3, we obtain the following multiplication formula for the
Apostol–Bernoulli polynomialsBn(x, β) generated by (1.6):
Bv(x, β) = nv−1
n−1
l=0
β l Bv

x+ l
n
, βn

. (2.9)
Remark 13. By setting k + 1 = m = −a = b = 1, in Theorem 3, we have the following multiplication formula for the
Apostol–Euler polynomials En(x, β) generated by (1.7):
Ev(x, β) = nv−1
n−1
l=0
β l Ev

x+ l
n
, βn

. (2.10)
Remark 14. If we set k = m = b = −a = 1 in Theorem 3, we get the following multiplication formula for the
Apostol–Genocchi polynomials Gn(x, β) generated by (1.8):
Gv(x, β) = nv−1
n−1
l=0
β l Gv

x+ l
n
, βn

. (2.11)
Remark 15. In their further special cases when β = 1, (2.9) to (2.11) would yield Raabe-type multiplication formulas for
the classical Bernoulli, Euler and Genocchi polynomials, respectively.
By integrating both sides of the generating function (1.1) with respect to x from x = 0 to x = y, we obtain
2
 t
2
k
βbet − ab

eyt − 1
t

=
∞−
n=0
∫ y
0
Yn,β(x; k, a, b)dx

tn
n! ,
which, in light of the generating function (1.1) itself, yields
∞−
n=1

Yn+1,β(y; k, a, b)− Yn+1,β(k, a, b)
n+ 1

tn
n! =
∫ y
0
Y0,β(x; k, a, b)dx+
∞−
n=1
∫ y
0
Yn,β(x; k, a, b)dx

tn
n! . (2.12)
Thus, by equating the coefficients of t
n
n! on both sides of Eq. (2.12), we obtain the following result.
Theorem 4. The following integral formula holds true:∫ y
0
Yn,β(x; k, a, b)dx =

Yn+1,β(y; k, a, b)− Yn+1,β(k, a, b)
n+ 1 (n ∈ N)
0 (n = 0).
(2.13)
3. Unification of the generating functions of the generalized Bernoulli, Euler and Genocchi polynomials and numbers
by using a Dirichlet character
In this section, in terms of a Dirichlet character χ of conductor f ∈ N, we extend and investigate the generating functions
of the generalized Bernoulli, Euler and Genocchi numbers and the generalized Bernoulli, Euler and Genocchi polynomials
with parameters a, b, β and k (see Definition 1). Such χ-extended polynomials and χ-extended numbers are potentially
useful in many areas of Mathematics and Mathematical Physics.
Definition 2. Let χ be a Dirichlet character of conductor f ∈ N. Let k ∈ N, a, b ∈ R+ and β ∈ C. Then the proposed
extensions of the generating functions of the generalized Bernoulli, Euler and Genocchi numbers Yn,β(k, a, b) and the
generalized Bernoulli, Euler and Genocchi polynomials Yn,β(x; k, a, b) are given by
Fχ,β(t, k, a, b) := 21−ktk
f−
j=1
χ(j)

β
a
j
ejt
βbf eft − abf =
∞−
n=0
Yn,χ,β(k, a, b)
tn
n!t + b logβa
 < 2π; f , k ∈ N; a, b ∈ R+; β ∈ C (3.1)
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and
Hχ,β(x; t, k, a, b) := Fχ,β(t, k, a, b)ext =
∞−
n=0
Yn,χ,β(x; k, a, b) t
n
n!t + b logβa
 < 2π; x ∈ R; f , k ∈ N; a, b ∈ R+; β ∈ C , (3.2)
respectively.
Remark 16. If we set χ ≡ 1 in (3.2), we are led immediately to the generating function (1.1). The corresponding
χ-extended versions Bn,χ (x, β) of the Apostol–Bernoulli polynomials, En,χ (x, β) of the Apostol–Euler polynomials
En,χ (x, β) and Gn,χ (x, β) of the Apostol–Genocchi polynomials (cf. [11,2]; see also the references cited in each of these
earlier works) are given by
Bn,χ (x, β) := Yn,χ,β(x; 1, 1, 1), (3.3)
En,χ (x, β) := Yn,β(x; 0,−1, 1) (3.4)
and
Gn,χ (x, β) := 2 Yn,χ,β(x; 1,−1, 1), (3.5)
respectively. Moreover, by further setting β = 1 in (3.3)–(3.5), we can get the following χ-extended versions of the classical
Bernoulli, Euler and Genocchi polynomials (see, for example, [19]; see also many of the recent works cited in this paper):
Bn,χ (x) := Bn,χ (x) = Yn,χ,1(x; 1, 1, 1), (3.6)
En,χ (x) := Yn,χ,1(x; 0,−1, 1) = En,χ (x) (3.7)
and
Gn,χ (x) := Gn,χ (x) := 2 Yn,χ,1(x; 1,−1, 1), (3.8)
respectively.
Next, by applying the generating functions (3.1) and (3.2), we find that
∞−
n=0
Yn,χ,β(k, a, b)
tn
n!
∞−
n=0
(xt)n
n! =
∞−
n=0
Yn,χ,β(x; k, a, b) t
n
n! . (3.9)
Thus, by using the Cauchy product in (3.9) and then equating the coefficients of t
n
n! on both sides of the resulting equation,
we obtain the following explicit representation for the polynomials Yn,χ,β(x; k, a, b) generated by (3.2).
Theorem 5. Let a, b ∈ R, k ∈ N and β ∈ C. Then
Yn,χ,β(x; k, a, b) =
n−
j=0

n
j

xn−j Yj,χ,β(k, a, b). (3.10)
4. A unification of the family of the zeta functions
Our main objective in this section is to apply the Mellin transformation to the generating function Eq. (1.1) of the
polynomials Yn,β(x; k, a, b) in order to construct a unification of the various members of the family of the zeta functions
and to thereby interpolate Yn,β(x; k, a, b) for negative integer values of n.
Throughout this section, we assume that
β ∈ C (|β| < 1) and s ∈ C.
Indeed, by applying theMellin transformation to the generating function (1.1), we have the following integral representation
of the unified zeta function ζβ(s, x; k, a, b):
ζβ(s, x; k, a, b) = 1
Γ (s)
∫ ∞
0
ts−k−1 fa,b(x;−t; k, β)dt
ℜ(s) > k; k ∈ N0 (4.1)
in terms of the generating function fa,b(x; t; k, β) defined in (1.1). Thus, by making use of (4.1), we are ready to define a
unification ζβ(s, x; k, a, b) of the Hurwitz-type zeta functions as follows.
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Definition 3. For
β ∈ C (|β| < 1) and s ∈ C,
we define a unified zeta function ζβ(s, x; k, a, b) by
ζβ(s, x; k, a, b) :=

−1
2
k−1 ∞−
n=0
βbn
ab(n+1) (n+ x)s
ℜ(s) > 1. (4.2)
Remark 17. By setting x = 1 in (4.2), we have a unification of the Riemann-type zeta functions as follows:
ζβ(s; k, a, b) :=

−1
2
k−1 ∞−
n=1
βb(n−1)
abn ns
ℜ(s) > 1. (4.3)
By applying (4.2) and (4.3), we easily arrive at Theorem 6.
Theorem 6. Suppose that
β ∈ C (|β| < 1) and s ∈ C.
Then
ζβ(s, x; k, a, b) =
− 12 k−1
N s
N−
j=1

β j−1
aj−N
b
ζβN

s,
x+ j− 1
N
; k, aN , b

(4.4)
and
ζβ(s; k, a, b) =
− 12 k−1
N s
N−
j=1

β j−1
aj−N
b
ζβN

s,
j
N
; k, aN , b

. (4.5)
Remark 18. Both the Hurwitz (or generalized) zeta function ζ (s, x) and the Riemann zeta function ζ (s) are obvious special
cases of the unified zeta function ζβ (s, x; k, a, b) defined by (4.2). We thus have
ζ1(s, x; 1, 1, 1) = ζ (s, x) :=
∞−
n=0
1
(n+ x)s
ℜ(s) > 1 (4.6)
and
ζ1(s, 1; 1, 1, 1) = ζ (s) :=
∞−
n=1
1
ns
ℜ(s) > 1. (4.7)
It is known that each of these zeta functions can be continued meromorphically to the whole complex s-plane with a simple
pole at s = 1 with residue 1 (see, for details, [19,20]). Furthermore, in its special case when a = b = k = β = 1, (4.5) yields
the following well-known identity (see, for example, [4, p. 79, Eq. (2.8)]):
ζ (s) = 1
N s
N−
j=1
ζ

s,
j
N

(4.8)
for the Riemann zeta function ζ (s). More generally, for the Hurwitz (or generalized) zeta function ζ (s, x), it is known that
(see, for example, [4, p. 82, Eq. (3.1)])
ζ (s, x) = 1
N s
N−
j=1
ζ

s,
x+ j− 1
N

, (4.9)
which immediately yields (4.8) when x = 1. Obviously, this last identity (4.9) would follow as a special case of the assertion
(4.4) of Theorem 6 when a = b = k = β = 1.
The unified zeta function ζβ(s, x; k, a, b) interpolates the polynomials Yn,β(x; k, a, b) for negative integer values of n.
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Theorem 7. Let n ∈ N and k ∈ N0. Then
ζβ(1− n, x; k, a, b) = (−1)k (n− 1)!
(n+ k− 1)! Yn+k−1,β(x; k, a, b). (4.10)
Proof. The proof of Theorem 7 would run parallel to that of a known result due to Srivastava et al. [22, p. 254, Theorem
8]. By using the same method of Srivastava et al. (see, for details, [22, p. 254]) and using the Cauchy residue theorem in
conjunction with (4.1), we arrive at the desired result (4.10). 
We now give some further properties of the unified zeta function ζβ(s, x; k, a, b). First of all, upon setting s = 1 − n
(n ∈ N) in assertions (4.4) and (4.5) of Theorem 6, if we make use of (4.10), we obtain the corresponding multiplication
formulas for the polynomials Yn+k−1,β(x; k, a, b) and the numbers Yn+k−1,β(k, a, b), which are contained in Theorem 8.
Theorem 8. The following multiplication formulas hold true for the polynomials Yn+k−1,β(x; k, a, b) and the numbers
Yn+k−1,β(k, a, b):
Yn+k−1,β(x; k, a, b) =

−1
2
k−1
Nn−1
N−
j=1

β j−1
aj−N
b
· Yn+k−1,βN

x+ j− 1
N
; k, aN , b

(4.11)
and
Yn+k−1,β(k, a, b) =

−1
2
k−1
Nn−1
N−
j=1

β j−1
aj−N
b
Yn+k−1,βN

j
N
; k, aN , b

. (4.12)
Remark 19. If we set
β = ξqh ξ r = 1 (r ∈ N; ξ ≠ 1); h ∈ Z, q ∈ C (|q| < 1) and b = a = 1
in Theorem 8, we arrive at a known result given by Aygunes and Simsek [23] (see also Ozden [9] for a different proof of
Theorem 8 by using generating functions).
Another important property of the unified zeta function ζβ(s, x; k, a, b) is given by the following proposition involving
the familiar Hurwitz–Lerch zeta functionΦ(z, s, a) defined by (cf., e.g., [19, p. 121 et seq.])
Φ(z, s, a) :=
∞−
n=0
zn
(n+ a)s

a ∈ C \ Z−0 ; s ∈ C when |z| < 1; ℜ(s) > 1 when |z| = 1

, (4.13)
where, as usual,
Z−0 := Z− ∪ {0} (Z− := {−1,−2,−3, . . .}).
Proposition. The following relationship holds true between the unified zeta function ζβ(s, x; k, a, b) and the Hurwitz–Lerch zeta
functionΦ(z, s, a):
ζβ(s, x; k, a, b) :=

−1
2
k−1
ab Φ

βb
ab
, s, x

. (4.14)
Remark 20. The Hurwitz–Lerch zeta functionΦ(z, s, a) contains not only the Riemann zeta function ζ (s) and the Hurwitz
(or generalized) zeta function ζ (s, a) given by
ζ (s) = Φ(1, s, 1) and ζ (s, a) = Φ(1, s, a) (4.15)
and the Lerch Zeta function ℓs(τ ) given by
ℓs(τ ) :=
∞−
n=1
e2nπ iτ
ns
= e2π iτ Φ e2π iτ , s, 1 (τ ∈ R; ℜ(s) > 1) , (4.16)
but also such other important functions of Analytic Number Theory as the Polylogarithm function Lis(z) given by
Lis(z) :=
∞−
n=1
zn
ns
= z Φ(z, s, 1) s ∈ C when |z| < 1; ℜ(s) > 1 when |z| = 1 (4.17)
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and the Lipschitz–Lerch zeta function φ(τ , a, s) given by (cf. [19, p. 122, Eq. (2.5) (11)]):
φ(τ , a, s) :=
∞−
n=0
e2nπ iτ
(n+ a)s = Φ

e2π iτ , s, a
 =: L (τ , s, a)

a ∈ C \ Z−0 ; ℜ(s) > 0 when τ ∈ R \ Z; ℜ(s) > 1 when τ ∈ Z

, (4.18)
which was first studied by Rudolf Lipschitz (1832–1903) and Matyáš Lerch (1860–1922) in connection with Dirichlet’s
famous theorem on primes in arithmetic progressions (cf., e.g., [3,5]).
For the Hurwitz–Lerch zeta function Φ(z, s, a) defined by (4.13), it is also known that (see, for example, [4, p. 81, Eq.
(3.8)])
Φ(z, s, a) = 1
N s
N−
j=1
Φ

zN , s,
a+ j− 1
N

z j−1, (4.19)
which obviously belongs to the family of such identities as (4.4), (4.5), (4.8) and (4.9).
Remark 21. In recent years, some interestingmulti-parameter generalizations of the Hurwitz–Lerch zeta functionΦ(z, s, a)
were investigated by (for example) Garg et al. [24], Lin et al. [25] and Choi et al. [26]. Moreover, the interested reader should
refer also to the works by (among others) Ráducanu and Srivastava [27] and by Gupta et al. [28] for some recent applications
of the general Hurwitz–Lerch zeta function Φ(z, s, a) in Geometric Function Theory of Complex Analysis and in Probability
Distribution Theory, respectively (cf. [3,5]; see also [29,30]).
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