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The representation of the shape, arrangement and relations between object parts is 
fundamental to many viewpoint invariant or structural description theories of object 
recognition. Viewpoint dependent theories, on the other hand, do not have a parts-
focussed approach and instead propose that objects are represented as a collection of 
2D images. However, research on simple 2D objects suggests that configural 
information may be processed differently to shape information. Thus, the aim of the 
current thesis was a systematic investigation of how visual object property information 
is extracted, encoded and utilised. This was achieved by examining how the following 
types of information are utilised in detecting changes to 3D novel objects: (i) the 
global configuration of the parts of an object, (ii) the arrangement of those parts, and 
(iii) the identity or shape of an object’s parts. 
 
Previous studies of visual object processing have typically employed tasks such as 
matching tasks, visual search and delayed recognition. The change detection paradigm, 
in which the objective is to detect changes to objects or scenes, has emerged relatively 
recently. The rationale behind this paradigm is that the types of changes detected 
reflect the information that is encoded by the visual system. As such, change detection 
tasks can be used as an effective tool for further investigating the processing and 
employment of visual object properties.  
 
The data reported in this thesis demonstrate that configural information is important 
for novel object perception and recognition, more so than the shape or relative 
arrangement of parts. Specifically, changes to the configuration of an object’s parts 
were detected quicker and more accurately than changes to either the shape or 
arrangement of an object’s parts. This pattern of results was obtained regardless of 
whether the object was 2D or 3D, whether attention was focused on the location of the 
change or was distributed, or whether configural information was defined in terms of 
categorical or coordinate relations. The configural advantage was found using objects 
of different size, orientation, and complexity, and was found at all levels of object 
processing (e.g., change detection, across object rotation in depth, and recognition).  
 
 xvii 
In conclusion, the current research suggests that perception and recognition of novel 
objects utilises similar types of object property information. Not only is configural 
information attended before part shape or relative location, but also, configural 
information is utilised quickly and accurately over a wide range of tasks. This 
consistency in the pattern of results suggests that configural information plays an 
important role in the processing of visual information in general. In particular, global 
configural information may be encoded quickly and used as a framework for further 
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Chapter 1. Computational Theories of Object Recognition 
 
A fundamental problem faced by visual recognition theorists is that we can recognise 
three-dimensional (3D) objects from patterns of light projected onto our two-dimensional 
(2D) retinas. This problem constitutes much of what drives and motivates the study of 
visual object recognition. Although object recognition is aided by other types of visual 
processing, such as shading (Horn & Brooks, 1989), colour (Tanaka, Weiskopf, & 
Williams, 2001) or motion (Ramachandran, Armel, Foster, & Stoddard, 1998), most 
theories of object recognition have focused on explaining shape constancy (the fact that 
objects can be recognised regardless of their position, scale and the observer’s viewpoint).  
 
To achieve shape constancy, viewpoint specific information about a perceived object must 
be somehow compared to representations of objects already seen. However, simple 2D 
template matching is unlikely to be the solution since it would require that an infinite 
number of discrete templates be stored for each object. Proposed explanations of how this 
comparison might be made vary widely. They include unitary, object-centred 
representations (Marr & Nishihara, 1978), accessing structural descriptions of a finite set 
of volumetric primitives (Biederman, 1987), aligning 2D pictorial descriptions with 3D 
models (Ullman, 1989), and normalisation of viewer-centred representations to the nearest 
salient viewpoint (Bülthoff & Edelman, 1992; Tarr & Pinker, 1989). 
 
Much theory in visual object recognition focuses on the problem of shape constancy 
across different points of view. Approaches to visual object recognition and shape 
constancy can be roughly divided into viewpoint dependent (largely image-based) theories 
and viewpoint invariant or structural-description theories. However, given the many 
different and varied mechanisms proposed and the differing amount of actual viewpoint 
dependence argued to occur, the different approaches are probably better described as a 
continuum with viewpoint dependence at one end and viewpoint independence at the 
other. Indeed, it has been argued that the most viable theory of visual object recognition 
may be one that combines the compatible elements of both image-based and structural-
description theories (Tarr & Bülthoff, 1998).  
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1.1. Structural Description Theories of Object Recognition 
Structural description theories of object recognition are compositional and to a degree, 
viewpoint invariant. Structural descriptions are compositional in that they contain 
information about the parts that compose the object along with the relations that bind 
them. Viewpoint invariance in object recognition is the thesis that object representations 
contain information that is independent of any particular view of an object. This 
information can then be accessed directly over a wide range of views including novel or 
unfamiliar views. That is, structural description theories predict that recognition 
performance for familiar views of an object will not necessarily differ to that for 
unfamiliar views. 
1.1.1. Marr’s Reconstruction Model of Object Recognition 
One early solution to the problem of recognising 3D objects from 2D retinal information 
was that of reconstruction (Marr & Nishihara, 1978; Marr, 1982). According to this 
notion, the goal of vision is to reconstruct the 3D scene. There are several stages to this 
process. At each stage, a representation is constructed as the result of that stage’s 
processing. Algorithms operate upon the representation derived from the previous stage to 
produce a new representation. These successive processes gradually transform 2D retinal 
information into 3D representations of objects. 
 
Marr’s (1982) model starts with his conceptualisation of low-level vision, the primal 
sketch. The primal sketch is made up of primitives derived from the retinal image through 
computational transformations. These primitives indicate such things as edges, bars, blobs, 
etc and provide a rough representation of the contours within the image. Further 
processing is then carried out on these primitives, for example, tokens replace primitives 
that share a common property such as orientation. From this “full” primal sketch, 
additional algorithms are applied to create a viewer-centred description of the object, 
which Marr called a two-and-a-half-dimensional (2-1/2D) sketch. The 2-1/2D sketch 
corresponds to intermediate-level vision, representing both the shape and the orientation 
of visible surfaces in a scene. The description of surfaces is a composite of many 
perceptual processes including, for example, stereopsis and texture processing. 
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Marr and Nishihara (1978) proposed that the components of high-level object 
representations, i.e., parts, could be recovered from intermediate visual representations. 
They suggested that both the shape and orientation of surfaces could be derived from the 
2-1/2D sketch and that these surfaces could then be analysed into generalised cylinders 
(created by sweeping a closed cross-section along an axis). More complex shapes could be 
accommodated as a hierarchy of 3D models, each with its own generalised cylinder. These 
hierarchies are called 3D model descriptions. Thus, the viewer-centred 2-1/2D  “sketch” is 
remapped into a 3D object-centred representation. Marr and Nishihara (1978) argued that 
object representations should generalise or be invariant over changes in the retinal image, 
hence the need for a final remapping from a viewer-centred into an object-centred 
representation. Otherwise, Marr and Nishihara argued, each change in position or 
illumination would need a new representation. This would result in a dramatic increase in 
the number of representations required to capture the appearance of a single object. 
 
Having objects represented on an object-centred co-ordinate system, Marr and Nishihara’s 
(1978) model postulates that recognition performance will be mostly viewpoint invariant. 
Some views may be easier to derive 3D models for than others. However, despite the lack 
of empirical support for viewpoint invariant performance in object recognition and the 
potential problem of whether 3D object part descriptions can actually be recovered from 
2D images, Marr’s account of object recognition has been quite influential. One of the 
most prominent object recognition theories that built on Marr and Nishihara’s work was 
Biederman’s (1987) “Recognition-By-Components” model (RBC). 
1.1.2. Biederman’s Recognition-By-Components Theory 
Like Marr and Nishihara (1978), Biederman’s model proposes that objects are represented 
as a collection of viewpoint invariant volumetric primitives. However, according to 
Biederman’s theory, these primitives (called geons) are pre-determined. Biederman makes 
an analogy between geons and phonemes. A relatively small set of phonemes (N = 55) 
can be used to represent virtually all words in all languages. Similarly, Biederman (1987) 
argues that a small set of geons (N = 36) can be used in the representation of most objects. 
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Geons are differentiated on the basis of non-accidental properties. Certain properties in a 
2D image are highly correlated with 3D shape. They are termed non-accidental (Witkin & 
Tenenbaum, 1983) because they are rarely produced by accidents of alignment. For 
example, an edge producing a straight line in the 2D retinal input is likely to be the result 
of a straight edge in the 3D world. There are five particular non-accidental properties that 
Biederman (1987) uses in the construction of his geons: collinearity of points or lines; 
curvilinearity of points or arcs; symmetry; parallelism and cotermination.  
 
Biederman’s RBC (1987) theory assumes that the recognition of objects is a matter of 
processing perceptual input and matching it against a representation consisting of a few 
simple volumetric primitives (geons) and their relations to each other. The processing of 
the perceptual input consists of several stages, beginning with edge extraction, then 
followed by detection of non-accidental properties and parsing of components. From this 
information, the geons are determined. Simple categorical spatial relations (for example, 
above or below) among the geons are also encoded. Thus, the representation of the object 
is a structural description of geons and their relations. 
 
Whereas Marr and Nishihara’s (1978) model proposes almost complete viewpoint 
invariance in recognition performance, Biederman’s  (1987) RBC model may be thought 
of as a restricted viewpoint invariance theory (Tarr & Bülthoff, 1998). An object may be 
recognised over a restricted range of unfamiliar views without the need for some 
mechanism to link these views. As long as the same viewpoint invariant configuration of 
parts is available, a single representation will suffice. However, each new qualitative 
configuration requires a separate structural description. 
1.1.3. Geon Structural Description Theory 
Biederman and Gerhardstein (1993) elaborated on Biederman’s (1987) RBC model, 
outlining constraints that must be met for viewpoint invariance to be achieved. Now called 
geon structural description (GSD) theory, the structural description is argued to be the 
basis of viewpoint invariance. As described earlier, a structural description consists of 
geons, their attributes and their categorical relations with adjacent geons. Biederman and 
Gerhardstein (1993) argue that three conditions must be met for strong immediate 
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viewpoint invariance as well as for entry-level object recognition defined on the basis of 
object shape. 
 
The first condition requires that an object be decomposable into geons so that a GSD can 
be activated. If decomposition cannot occur, then any representation of that object will not 
be one that permits viewpoint invariant recognition. This argument was levelled against 
Rock and DiVita (1987). Rock and DiVta showed their subjects a series of wire objects. 
Subjects’ memory for these objects were later tested with views of the object from the 
same viewpoint or from a different viewpoint. Recognition rates were much poorer if the 
viewpoint changed from presentation to test. Biederman and Gerhardstein (1993) argue 
that the reason viewpoint dependent performance was found was because the wire objects 
used as stimuli in their study are not decomposable into geons. The second condition 
states that each object in a set of stimuli must have different, distinctive GSDs. Hummel 
and Biederman’s (1992) neural net implementation of RBC theory provides a possible 
measure of this difference based on Hamming distances (the number of places in which 
two equal length strings differ). Exactly how different the GSDs must be is not specified, 
however, Biederman and Gerhardstein (1993) argue that the more similar the object 
GSDs, the less viewpoint invariance will be achieved. They argue that Tarr (1989) did not 
meet this condition with his brick-like set of stimuli. The third condition, similar to the 
second, requires that identical GSDs be activated over different viewpoints for strong 
viewpoint invariance to be obtained. Even for the one object, it is possible that the 
revelation and occlusion of parts in rotation will present views that activate different 
GSDs. 
 
Biederman and Gerhardstein (1993) conducted five experiments, all of which adhere to 
their three conditions for invariance and subsequently found viewpoint invariant 
performance. Tasks used included priming the names of familiar objects, matching 
individual sample objects and classification of unfamiliar objects. Experiments 1 and 2 
used a priming paradigm with a naming task. Subjects viewed and named a set of line 
drawings of everyday objects. After exposure in the first block, the same set of objects 
was presented again at either the same or different orientations and using either the same 
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or different object exemplars. Experiment 1 used orientations between 0 and 135 degrees 
and an effort was made to keep the same parts in view across the different levels of 
orientation change (one of the conditions for invariance). Results showed no significant 
effect of orientation on recognition performance. In an attempt to replicate Bartram 
(1974), Experiment 2 used orientations between 0 and 67.5 degrees but made no specific 
effort to control the numbers of parts changing. Results showed that performance for same 
and different exemplars was not significantly different at 67.5 degrees. Observers rated 
whether objects had equal numbers and types of parts visible. When those objects that did 
not have equal parts visible were removed from the analysis, viewpoint invariant 
performance was found. Biederman and Gerhardstein (1993) argue that this provides 
evidence for condition 3 (that objects should have identical GSDs). 
 
To determine whether the same results could be obtained with unfamiliar objects, 
Experiment 3 used a stimulus set of “nonsense” objects each composed of five volumetric 
parts (a large central volume with four smaller volumes protruding from it). A sequential 
same-different matching task was used. The second object was rotated such that either 
none of the parts were occluded or accreted compared to the first view or parts did become 
occluded or accreted compared to the first view. Orientation differences tested were 0 and 
45 degrees. Biederman and Gerhardstein found viewpoint invariant performance for the 
no parts change condition, but not for the parts change condition. Experiment 4 tested the 
assumption that detection of individual geons is viewpoint invariant. A similar method 
was used to Experiment 1 except that a target-learning trial in which subjects viewed the 
target geon for 20 s was included at the beginning of each block. Orientations between 0 
and 90 degrees were used for ten different geons. Again, the results showed no evidence 
of viewpoint dependence. A fifth experiment investigated the effect of one geon on 
recognition performance. Specifically, Experiment 5 aimed to test whether the addition of 
a single, distinctive geon would confer viewpoint invariance to stimuli that were otherwise 
highly viewpoint dependent. This experiment modified and replicated Edelman, Bülthoff 
and Weinshall’s (1989) experiment with bent “paper clip objects”. Whereas Edelman et al. 
(1989) used objects composed of five elongated cylinders joined end to end at varying 
angles, Beiderman and Gerhardstein exchanged the central cylinder for a distinctly 
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different geon. Subjects were shown one exemplar of each object in a 20 s learning trial 
and tested with views differing in 0, 30 or 60 degrees in orientation. The remaining 
objects were used as distractors. Although there was no evidence of viewpoint dependence 
in the RT data, there was a significant viewpoint dependent effect for the error data. That 
is, errors increased as difference in rotation increased. Biederman and Gerhardstein argue 
that this effect is quite small and may be explained by some subjects opting for some 
viewpoint dependent strategy or uncontrolled foreshortening or occlusion. 
 
Despite viewpoint dependent results in their final experiment, Biederman and 
Gerhardstein (1993) argue that previous findings of large effects of orientation on 
recognition of unfamiliar stimuli (e.g., Edelman & Bülthoff, 1992; Tarr, 1989) are a 
consequence of those stimuli failing to satisfy the conditions for invariance. Further, an 
important consequence of Biederman and Gerhardstein’s conditions for invariance is that 
GSD theory exhibits only view-restricted invariance. If views of an object activate the 
same GSD, then viewpoint invariant performance will be exhibited. However, each GSD 
can only cover a limited range of viewpoints. If different geons or feature configurations 
are present in a rotated object image, multiple GSD will be needed to represent that object. 
This presents the problem of how the visual system can know that different GSDs 
represent the same object (a similar problem is addressed by viewpoint dependent 
theories, see section 1.2)  
1.1.4. MetriCat Structural Description Model 
Hummel and Stankiewicz (1998) proposed MetriCat as a structural description model of 
class- and instance-level object recognition. That is, the model accounts for our ability to 
recognise objects as members of a particular class (e.g., “cup”) and as particular instances 
(e.g., “my coffee cup”). MetriCat is very similar to previous structural description models 
in that it represents part attributes and relations explicitly and independently, and 
dynamically binds those properties into structural descriptions. However, the key 
difference is that MetriCat is based on a modification of the categorical relations 
postulated in categorical structural description models. Specifically, MetriCat uses logistic 
(rather than step) functions to represent the categorical properties of an object. This results 
in representations that are categorical in that they are non-linear over categorical 
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boundaries in attribute dimensions (e.g., on/off, left/right), but also preserve metric 
differences or differences in the coordinates of features. 
 
Structural description models of object recognition emphasise the importance of 
representing object structure (relations between parts). The MetriCat model expands this 
emphasis to include metric as well as categorical relations. The advantage of a single 
representation that captures both categorical and metric properties is that it can account for 
both class- and instance-level recognition. Categorical representations are robust to noise 
and variations in object shape and thus support recognition at the class-level (Biederman, 
1987), whereas the specificity of metric representations supports recognition at an 
instance-level (Tarr, 1995). One implication of this is that instance-level recognition will 
be more view sensitive than class-level recognition, although there is no direct support for 
this (Hummel & Stankiewicz, 1998). 
1.2. Viewpoint Dependent Theories of Object Recognition 
Viewpoint dependent theories are also referred to as image-based models of recognition 
because a number of discrete 2D images or views of an object are represented. Object 
representations encode visual information as it appears to the observer from a particular 
viewpoint (the representation is viewer-centred as opposed to object-centred). An 
argument used to support the image-based approach is that it does not require a 
reconstruction process. That is, given that input to our visual system is viewer-centred, 
visual recognition ought to be based on viewer-centred representations. 
 
One issue that viewpoint dependent theories must address is how representations are 
accessed. Each discrete representation can only be directly accessed from the viewpoint 
that exactly corresponds to that representation. That is, viewpoint dependent theories must 
include some process or mechanism to explain how novel views can access stored 
representations. Two kinds of mechanisms that have been postulated are normalisation 
and interpolation.  
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1.2.1. Normalisation Models 
Normalisation requires that a novel or unfamiliar view of an object undergo a spatial 
transformation to align it with the closest stored representation. The stored representation 
may consist of 3D information and be a single canonical view (e.g., Palmer, Rosch, & 
Chase, 1981; Rock, 1973) or one of multiple views (e.g., Ullman, 1989). Alternatively, 
representations may be multiple views consisting of 2D information (Bülthoff & Edelman, 
1992; Tarr & Pinker, 1989). 
 
Shepard and Metzler (1971) conducted one of the best-known demonstrations of 
viewpoint dependence in an object perception task. Their experimental task involved 
discriminating standard from mirror-reversed shapes or comparing simultaneously 
presented objects at different viewpoints. They found that subjects’ response times 
increased monotonically with increasing angular difference between the objects. This 
orientation effect was explained as the time needed to rotate one image to match the 
orientation of the other so that a direct comparison could be made. The process is 
described as “mental rotation”. However, because their tasks involved handedness 
discriminations (discriminating standard from mirror-reversed shapes) and not naming or 
identification, these results were not used as evidence for the use of mental rotation in 
recognition1. 
 
Early normalisation theories postulated that an object might be recognised by normalising 
it to a single canonical or salient view. Palmer, Rosch, and Chase (1981) conducted an 
object recognition study using canonical views of familiar common objects (e.g., a teapot, 
a chair). The canonical views were determined independently by ratings of the view 
judged to be most typical for each object. The objects were rotated around the vertical axis 
and the participants’ task was to name the objects. Palmer and colleagues (1981) found 
that as the objects were rotated away from their canonical view, naming times became 
progressively slower. The objects were most easily recognised when seen from their 
canonical or most typical view. Palmer and colleagues (1981) also showed that objects 
sometimes have more than one view that could be judged as canonical. An extension of 
                                                
1 Indeed, Shepard & Metzler thought that recognition would have to precede mental rotation. 
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this idea is that objects are represented as a small number of viewpoint specific 
representations and that the image of an observed object is transformed to the orientation, 
size or location of the closest matched of these representations. 
1.2.1.1. Ullman’s Pictorial Alignment Theory 
Ullman’s (1989) pictorial alignment theory of object recognition is an example of the use 
of multiple viewpoint specific 3D representations plus normalisation. Ullman does not 
argue for a “pure” or full alignment scheme that requires complete 3D models and 
attempts to compensate for all possible transformations such as changes in size, position 
or orientation. Instead, a partial alignment scheme is offered in which Ullman combines 
the main advantages of structural descriptions with an alignment approach. Similar to 
Biederman’s (1987) RBC, the partial alignment approach uses abstract 3D descriptions 
that decomposes objects into non-generic parts, however, these descriptions are used in a 
pictorial rather than a symbolic manner. In contrast to Biederman, multiple views are 
postulated rather than a single viewpoint specific representation. Ullman’s theory predicts 
viewpoint dependence, in that an object will be represented by a number of different 
models for different viewpoints, but also viewpoint invariance in that the alignment 
process compensates for differences between views. This too, is similar to RBC 
(Biederman, 1987) and GSD (Hummel & Biederman, 1992) except that compensation 
between views is accomplished via the use of qualitative descriptions rather than an 
alignment process. 
 
There are two stages to object recognition according to the alignment method (Ullman, 
1989). The first is the alignment stage, which determines the transformation required to 
bring the object into alignment with stored models. This appears to present a paradox in 
that determining the transformation needed to normalise an input image seems to require 
that the object be identified prior to normalisation. Indeed, this is a problem faced by all 
normalisation theorists (Tarr, 1995). Ullman (1989) overcame this problem by proposing 
the use of alignment keys, a small number of salient features in the input image that can be 
matched with corresponding features in the 3D model. Provided that there are at least 
three of these features and they are not collinear, alignment keys can be used to compute 
the magnitude and direction of the required transformation. The aligning transformation is 
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applied to the viewed object only once and then is compared to the models, which are held 
in a canonical form. The second stage of recognition is a search across all possible object 
models to determine the best match of a model to the transformed image of the viewed 
object. Recognition occurs when the model is activated whose projection matches the 
input image best after the two are aligned.  
1.2.1.2. Multiple-Views-Plus-Transformation Model 
A more recent approach to object recognition involves viewpoint dependent theories that 
employ 2D object representations (sometimes referred to as image-based views). Tarr’s 
(1995; Tarr & Pinker, 1989) multiple-views-plus-transformation (MVPT) model is an 
empirically supported example of this kind of model. MVPT proposes that objects are 
represented as linked collections of views that depict the appearance of objects from 
different viewpoints and that recognition is achieved when the input image activates the 
view (or set of views) that corresponds to a stored object mentally rotated to the 
appropriate pose. According to MVPT, an initially novel view, depending on its alignment 
with other stored views, can with practice become a stored view itself. The amount of 
practice or experience with a particular view, not its typicality, determines whether it 
becomes a stored view. Thus, input images are not necessarily aligned with a canonical or 
original view, but to the nearest stored view. 
 
Tarr (1995) provided empirical support for the MVPT model. Observers were trained to 
recognise novel block figures at two different views, 120 degrees apart. The training phase 
consisted of a construction task (building the objects from memory) and a classification 
task (associating three-letter nonsense names with each object). In a subsequent task, 
observers were asked to name the target objects (shown at both learned and novel views) 
and identify distractor objects (which were mirror-reversals of the learned objects). Tarr 
(1995) found an orientation effect in initial trials, that is, performance for novel views of 
the objects was related monotonically to the distance from the trained viewpoint. 
However, with practice at recognising the objects from many different viewpoints, this 
viewpoint effect disappeared, becoming nearly equivalent to performance at familiar 
viewpoints. These results are consistent with the MVPT model in that during the initial 
trials, novel or unfamiliar views are normalised to familiar or stored views (hence, the 
 12
orientation effect). Following much practice, however, unfamiliar views become learned 
and stored as viewpoint specific representations for which normalisation are not needed. 
1.2.2. Interpolation Models 
Rather than executing a transformation or normalisation process to match novel views to 
stored ones, interpolation models rely on mechanisms that measure the perceptual 
similarity between different views or exemplars. Generalisation between views is done by 
establishing the location of the novel view within a view space and measuring the 
similarity of its features to the nearest known view, that is, “interpolating” across the view 
space. However, normalisation and interpolations models are not conflicting. Bülthoff, 
Edelman and Tarr (1995) consider MVPT to be an explanation of human performance for 
object recognition under specific conditions and that interpolation models provide details 
as to how this performance may be achieved. 
 
One computational method for view interpolation has been proposed under the name of 
Generalised Radial Basis Functions (GBRFs) involving views being stored as Gaussian 
shaped basis functions (Poggio and Edelman, 1990). Part of the solution to the problem of 
generalisation from stored to novel views is argued to lie in a two-layer network scheme 
for the approximation of multivariate functions. The first layer consists of intermediate 
responses formed by nonlinear receptive fields (e.g., multidimensional Gaussians). The 
output of the second layer is a linear combination of these intermediate responses (e.g., 
Ullman & Basri, 1991). Recognition of an object occurs in comparing the value of the 
sum of the Gaussian functions computed for an image and a threshold. 
 
Another approach, also based on interpolation between 2D views, is the conjunction of 
localised features model (Edelman, 1991; Edelman and Weinshall, 1991). This approach 
is based on the idea that information sufficient for recognition can be found in the 2D 
image locations of object features. Similar to the GBRF model, a two-layer network of 
thresholded summation units is proposed. However, the input layer is a retinotopic feature 
map. Using Hebbian learning coupled with a winner-takes-all operation, each sufficiently 
distinct input pattern (such as a specific view of an object) is represented by a small group 
of units in the second layer. These groups can be linked together, again using Hebbian 
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learning, to form a multiple view representation of the object (e.g., Tarr, 1989; Tarr and 
Pinker, 1989). 
 
Bülthoff and Edelman (1992) provide empirical support for 2D view interpolation theories 
of object recognition. A two-phase learning/recognition paradigm was used in which the 
learning phase consisted of observers being shown images of objects rotated in three 
dimensions. Each object was shown in two rotation sequences, both of which rotated in 
the same meridian around 15 degrees of arc. The central points of the training sequences 
were 75 degrees apart. During the subsequent recognition phase, observers were asked to 
make an old/new judgement about static views of trained and distractor objects. The 
trained objects were shown in novel views in one of three conditions. The first, Inter, used 
views taken from the 75 degree arc between the central points of the training phases. In 
the second, Extra, views were taken from the greater 285 degree arc between the central 
points of the training phases and the third condition, Ortho, used views taken from the 
meridian orthogonal to that used for training. 
 
Bülthoff and Edelman’s (1992) results indicate viewpoint dependence in all three 
conditions with the best recognition performance found in the Inter condition, followed by 
poorer performance in the Extra condition and the worst performance in the Ortho 
condition. As well as differentiating between viewpoint dependence and invariance, 
Bülthoff and Edelman’s (1992) study allowed them to discriminate between different 
models of view interpolation. Their results were most consistent with Poggio and 
Edelman’s (1990) radial-basis-function method, assuming that the arc used for the training 
rotations corresponds to the region spanned by the radial basis functions. This assumption 
was supported by Bülthoff and Edelman’s observation that when the orthogonal arc was 
used to subtend the training rotation, performance in the Ortho condition was much 
improved. 
1.2.2.1. A Neurophysiological Explanation 
Perrett, Oram and Ashbridge (1998) propose a neurophysiological explanation of 
viewpoint effects on recognition of familiar objects. They argue that the mental rotation 
account of object recognition is problematic in that: (i) there are large variations across 
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different studies in the reported speeds of mental rotation, and (ii) the time required for 
mental rotation decreases with practice. Perrett et al. propose that the time course of neural 
responses to object stimuli can account for variations in reaction time across different 
view conditions found in behavioural experiments. There are two basic assumptions upon 
which Perrett et al.’s explanation relies. First is that the recognition process at some stage 
involves neurones tuned to the appearance of objects in an orientation, view and size-
specific manner. Second, the number of neurones tuned to an object at a specific 
orientation, view or size is determined by the amount of experience with the object in that 
circumstance. As a result, evidence in the form of neuronal activity for the presence of an 
object will accumulate slowly if the object is presented at an unfamiliar orientation, view 
or size, or quickly if the object is presented in trained or familiar circumstances.  
 
Perrett et al. (1998) argue that the increase in recognition time is due simply to the view 
tuning of neurones whose selectivity has been established from training experience with 
an object. Based on the activity of a neuronal population dedicated to a trained object, 
evidence for the presence of the object will accrue with a rate proportional to the similarity 
between test and training views. That is, recognition depends only on the similarity 
between the novel and trained view (or between the novel and familiar item in object 
classification). The key point that Perrett et al. make is that is not necessary to propose 
that the image of an object needs transforming, normalising or rotating in order to align it 
with a known view for recognition. 
1.3. Evidence for Viewpoint Dependent versus Structural Description Approaches to 
Object Recognition 
Both viewpoint dependent and viewpoint invariant patterns of object recognition have 
been observed under a variety of experimental conditions. However, Tarr and Bülthoff 
(1995) make the point that the ecological validity of the experimental conditions is an 
important issue to consider. That is, results should be generalisable to “normal” object 
recognition. Tarr and Bülthoff argue that not only does GSD theory lack generality to 
everyday object recognition and explanatory power for entry-level recognition, but it also 
lacks supporting evidence. The majority of experimental work in this area, including 
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studies that have controlled for Biederman and Gerhardstein’s (1993) three conditions for 
invariance (objects must be decomposable into parts, distinctive GSDs, and, different 
views activate the same GSD) have found recognition performance to be viewpoint 
dependent.  
 
Hayward and Tarr (1997) conducted a study specifically controlling for Biederman and 
Gerhardstein’s (1993) conditions for invariance, but found viewpoint dependent 
performance. In their first experiment, Hayward and Tarr (1997) use a sequential 
matching task and a naming task to ensure that recognition was being measured (there are 
limitations in a sequential matching task in that it measures memory over brief intervals 
and may be sensitive to iconic properties of the image; Ellis & Allport, 1986). The 
viewpoint changes ranged from 0 to 30 degrees in increments of 10 and in keeping with 
Biederman and Gerhardstein (1993) these viewpoints kept the same parts visible, that is, 
no parts were occluded or accreted. The other two conditions for invariance were also met; 
the objects used were decomposable into distinct parts and these parts formed unique 
configurations. For the sequential matching task, in which participants were asked to 
decide whether two sequentially presented objects were the same regardless of differences 
in viewpoint, results showed performance reliably decreasing (slower response times and 
greater error rates) as the viewpoint difference increased. The results of the naming task 
showed a similar pattern except that whereas the first block showed viewpoint dependent 
performance, the second block of trials showed no effect of orientation. Hayward and Tarr 
(1997) propose that participants initially use some kind of normalisation procedure to 
recognise objects at unfamiliar orientations, but quickly learn to recognise objects at these 
new orientations. This pattern supports the multiple-views model of object recognition 
(e.g., Tarr, 1995). 
 
In a second experiment, Hayward and Tarr (1997) investigated the features used in object 
recognition with a sequential matching task similar to that used in Experiment 1. The 
experiment used single part objects or geons with two distinct 45 degree rotations. One of 
these rotations changed the quantitative structure of the image (e.g., the bounding contour 
was similar in both views) and the other changed the qualitative structure (e.g., the 
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bounding contour changes between views). According to GSD theory, recognition of 
single geons should be relatively viewpoint invariant. Viewpoint dependent theories (e.g., 
pictorial alignment, MVPT, GBRF), on the other hand, predict smaller effects of 
viewpoint in the quantitative condition compared to relatively larger effects in the 
qualitative condition. The results of Hayward and Tarr’s (1997) experiment showed that 
not only was the recognition of geons or single part objects viewpoint dependent, but also 
that the cost in performance was greater for qualitative than quantitative changes. This 
result poses problems for Biederman and Gerhardstein’s (1993) conditions for invariance 
and GSD theory in general, as it shows that costs to recognition performance are not 
restricted to part occlusions or accretions. 
 
Tarr, Williams, Hayward and Gauthier (1998) found close to viewpoint invariant 
performance for the specific conditions set out by Biederman and Gerhardstein (1993), 
they could not find viewpoint invariant performance for other kinds of recognition tasks. 
Specifically, Tarr et al. (1998) found near viewpoint invariant performance in a match-to-
sample recognition task with response time feedback on each trial, that is, under the same 
conditions as Biederman and Gerhardstein (1993). However, in eight other experiments 
using other types of tasks to measure performance, such as, sequential matching and 
match-to-sample without feedback, recognition of the same objects was found to be 
viewpoint dependent. According to these results, GSD does not appear to be generalisable 
to everyday object recognition. 
 
Biederman and Bar (1999) examined the role of non-accidental and metric properties in 
recognising objects from differing viewpoints. Non-accidental properties of an object are 
viewpoint invariant and include such properties as, whether a contour is straight or curved, 
whether pairs of contours are parallel, and the co-termination of contours (e.g., L, Y, or 
arrow). Metric properties are affected by changes in viewpoint and include such things as 
an object’s aspect ratio and degree of contour curvature. In two experiments, subjects 
judged whether two sequentially presented stimuli (two part/geon objects) were the same 
or different. When stimuli were different they differed in a single non-accidental or metric 
property for a single part or part relation. Both experiments were essentially the same, 
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except that trials were blocked for Experiment 1 and mixed for Experiment 2. Biederman 
and Bar used objects in which the non-accidental and metric property changes were 
equally detectable at the same orientation. This was done so that the saliency of shape 
differences would not confound depth rotation effects. Results showed that non-accidental 
property differences were more detectable than differences in metric properties when 
matching depth-rotated objects. Biederman and Bar argue that non-accidental properties 
have a privileged status in object representations and that immediate viewpoint invariance 
is possible. 
 
Vanrie, Willems and Wageman (2001) draw two conclusions from the diversity of results 
achieved in object recognition research. First, there seems to be multiple routes to object 
recognition (see also Lawson, 1999). Second, the nature of the recognition process is 
affected by so called “irrelevant” variables such as the type of stimuli or paradigm used. In 
their study, Vanrie et al. (2001) had subjects perform the same task (simultaneous 
matching) with the same stimuli (block objects). They found viewpoint dependent 
performance when the objects were mirror versions, a task requiring mental rotation, and 
viewpoint invariant performance when the objects were orthogonal and skewed. Thus, 
Vanrie et al. argue that it is more fruitful to look at the circumstances in which viewpoint 
effects are found rather than simply demonstrating whether object recognition is 
viewpoint dependent or invariant. In a related fMRI study, Vanrie, Beatse, Wagemans, 
Sunaert and Van Hecke (2002) had subjects perform the same conditions as in Vanrie et 
al. (2001) in alternate blocks. Vanrie et al. (2002) found similar behavioural results to the 
earlier study, but also observed dissociation in the brain activity patterns underlying the 
two processes. This result strengthens the argument for multiple routes to recognition 
insofar as the mental rotation and invariance conditions employed represent relevant 
object recognition processes. 
1.4. Reconciling and extending viewpoint dependent and structural description 
models 
Viewpoint dependent and viewpoint invariant theories of object recognition need not be 
mutually exclusive. Indeed there is some degree of similarity between the two approaches. 
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Logothetis and Sheinberg (1996) draw on evidence from psychophysical and 
neurophysiological studies on humans and primates to argue for a multiplicity of visual 
recognition systems. One system may represent objects by combinations of multiple views 
and another may represent objects by structural primitives and their spatial relations. In 
terms of theory, Tarr and Bülthoff (1998) argue that a workable model of object 
recognition can be achieved that explains the wide range of results found from viewpoint 
dependence and invariance. Recent results do pose problems for some structural 
description theories, particularly Biederman’s RBC and GSD theory. However, there is a 
place for structural knowledge in object recognition; Tarr and Bülthoff (1998) contend 
that we just need to rethink the kind of structural information that is encoded.  
 
Image-based models, however, are not without their problems. Viewpoint dependent 
models of object recognition require a mechanism for measuring perceptual similarity 
across images and known objects or to generalise between exemplars or views. It is not 
known what this mechanism might be. In addition, there is the problem of matching an 
unfamiliar view of an object to a stored view of that object. Processes such as rotation or 
alignment must establish the direction of the transformation before execution, implying 
that recognition has already occurred. Viewpoint dependent models of object recognition 
also appear to be poor candidates for class-level recognition. When classifying objects 
belonging to quite variable entry-level categories such as chairs, clocks or houses, 
exemplar variation poses a problem. The large amount of metric variation across different 
exemplars of a category (for example, a grandfather clock and a digital clock radio) makes 
viewpoint dependent theories unlikely to work for general visual categorisation (see 
Hummel & Stankiewicz, 1998, for a potential solution to this issue). Related to this 
problem is that if the information in viewpoint dependent representations does not 
generalise across viewing conditions or categories, every object would require an 
impossibly large number of representations to be stored. This is an issue particularly for 
nonrigid objects; for example, a gymnast needs to be represented in many different poses, 
let alone changes in viewpoint. Another problem with the use of viewpoint dependent 




Tarr and Bülthoff (1998) approach the problem of a workable theory of object recognition 
by suggesting extensions or modifications of the viewpoint dependent approach. Given the 
behavioural evidence and computational strengths of both types of models, it seems likely 
that a solution will encompass elements of both. One idea that has already been discussed 
(see section 1.2.2) is the mechanism of interpolation (e.g., Poggio & Edelman, 1990; 
Bülthoff & Edelman, 1992). With interpolation, image-based models may be developed 
that can generalise not only between familiar and unfamiliar views of a given object, but 
also between familiar and unfamiliar exemplars of a given object class. However, one 
issue with interpolation is that it may fail across a “visual event” (Koendrink, 1987), that 
is, when dramatic changes in the image occur, such as part occlusion or accretion. Tarr 
and Bülthoff (1998) suggest that temporal and structural information may be used to 
provide the “glue” between qualitatively dissimilar views or exemplars. 
1.4.1. Temporal Information 
Just as we are likely to associate two events that occur close together in time, for example, 
lightning and thunder, we are likely to associate two views or images if they frequently 
co-occur. The visual system could learn to associate distinct views using simple 
occurrence based association mechanisms, such as Hebbian learning (Tarr & Bülthoff, 
1998). There is some recent evidence for temporal associations across views (Wallis 
1996a, 1996b), though more work is needed to expand on this early research. There is 
strong support, however, for the hypothesis that structural information may provide 
critical information for linking two distinct views of an object. This structural information 
may be represented explicitly (that is, a distinct description of an object’s global or overall 
structure) or implicitly (referring to relations between local features). 
1.4.2. Explicit Structural Information 
In terms of explicit structural information, as has already been shown, there are problems 
for structural descriptions based on 3D parts. Hummel and Stankiewicz (1996b) extended 
Hummel and Biederman’s (1992) neural-net implementation of RBC to include image 
based surface information to complement the 3D part based structural descriptions. The 
inclusion of surface information in the model facilitates the process of binding together 
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the parts that form a structural description of an object. Behavioural evidence from 
Stankiewicz, Hummel, and Cooper (1998) and Stankiewicz and Hummel (2002) support 
this model, suggesting that object recognition is based on multiple representations of 
object shape. However, this approach is based on GSD theory and thus subject to similar 
criticisms (e.g., generalisability, the finite nature of geons). Another candidate for 
providing stability across views via explicit structural information, yet not predicting 
complete viewpoint invariance is a medial axis representation. 
1.4.2.1. Medial Axis Representations 
A medial axis representation is derived from an object’s silhouette and is much like a 
skeleton of the object. Blum (1967) introduced the concept, with the medial axis a result 
of a “grassfire” transformation. Consider simultaneously burning the edges of a silhouette 
till the flames meet and are quenched. These “quench” points are equidistant from the 
different parts of the boundary and the locus of these points form the medial axis. More 
recently, robust computational modelling systems for extracting these medial axis 
representations have been proposed (e.g., Zhu & Yuille, 1996) as well as behavioural and 
psychophysical evidence supporting the idea that these representations are generated early 
in visual processing (Kovacs & Julesz, 1994; Kovacs, Fehér, & Julesz, 1998). 
 
There are several arguments for medial axis representations being a strong contender for 
the mechanism associating distinct views. First, the fact that they are not derived from a 
finite set of 3D volumetric parts is important (Tarr and Bülthoff, 1998). Medial axis 
representations can be derived from an object’s silhouette or bounding contour, that is, 
from 2D images. The obvious benefit of deriving information from 2D images is that the 
visual system starts with a 2D image at the retina. Second, the description of the object is 
topological. This gives the medial axis description the advantage of remaining stable over 
changes in viewpoint, illumination, size, spatial scale, colour, and object configuration 
(Kovacs et al., 1998; Marr & Nishihara, 1978; Zhu & Yuille, 1996). Further, the 
description is compact, facilitating efficient matching between object descriptions (Kovacs 
et al., 1998). 
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However, Tarr and Bülthoff (1998) argue that because medial axis representations provide 
only coarse information about an object, object recognition cannot be based on these 
descriptions alone. Medial axis representations only supplement image-based recognition. 
Due to the coarse nature of the information, recognition would necessarily be limited to 
rough estimates. Thus, Tarr and Bülthoff see the role of medial axis representations as 
constraining the search space during recognition.  
1.4.3. Implicit Structural Information 
Viewpoint dependent models of object recognition consist of low-level features such as 
edges or vertices, making it difficult to see how they could explain the perception of part 
structure and results such as Biederman and Cooper’s (1991) finding of a difference 
between line and part deletion in priming experiments (see section 2.1.1.). This suggests 
the validity of incorporating part information into view-based theory. Ullman (1996) made 
one step toward this end by suggesting that parts as well as whole objects may be 
represented in memory. Another approach is the Tarr and Bülthoff (1998) proposal of the 
inclusion of implicit structural information in image-based representations. They use the 
term implicit in this context to refer to the coding of spatial relations between local 
features rather than a global description of shape. These local features or local measures of 
the image at different locations might include the output of idealised models of receptive 
fields (Edelman, 1993) or small pixel regions (e.g., Bricolo, Poggio, & Logothetis, 1997). 
Tarr and Bülthoff (1998) propose that these features are represented in a model in which 
implicit structural information regarding the spatial relations between image features is 
encoded; that is, between the two possible extremes of random or completely unordered 
vectors and deterministic, rigid templates. This proposal differs to RBC and structural 
description theory in that they relate far fewer local features and specify relations that are 
purely qualitative. Despite the fact that these differences may appear small or trivial, they 
do impact on how each type of theory accounts for behavioural data. 
 
Models proposing the conjunction of localised features have previously been discussed in 
the context of interpolation models. The majority of these models include only simple 
mappings between features, for example, using a set of weights within a neural network 
(Edelman & Weinshall, 1991). However, Tarr and Bülthoff (1998) argue that by adding 
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compositional structure to the representation (Bienstock & Geman, 1995), the power of 
these models can be increased. Compositionality in these models would see image-based 
features organised hierarchically into multiple levels of increasing complexity. This 
allows for computational efficiency in that only a small number of “queries” about the 
features is needed. Further, emergent structures are possible at many scales within the 
image. 
1.4.3.1. Chorus of Fragments 
The traditional structural description view of object representation is based on syntactic 
compositionality where discrete geon-like parts and categorical relations are explicitly 
represented. By virtue of its compositionality, this approach exhibits two important 
properties of human cognition: (i) productivity, which refers to a system being open-ended 
or the ability to deal with a potentially infinite set of entities, and (ii) systematicity, where 
a well defined change in the spatial configuration of an object causes a principled change 
in the representation (Edelman and Intrator, 2001). However, these properties come at a 
cost. Computer vision research has noted significant obstacles to the success of geon 
based object recognition systems (Dickinson, Bergevin, Biederman, Eklundh, Munck-
Fairwood, Jain, & Pentland, 1997). First, it remains to be seen how geons are recovered 
from real imagery. Extracting sufficiently good line drawings from the visual environment 
is not easy (Dickinson, Pentland, & Rosenfield, 1992). Second, the idealised nature of 
geons makes it difficult to explicitly model real objects.  
 
Hummel (2000) argues that the representation of structure in object recognition is 
essential. However, Edelman and Intrator (2000, 2001, 2003) argue that productivity and 
systematicity can be achieved in a model of visual structure that relies upon an open-
ended set of fuzzy fragments instead of geons, and retinotopic rather than dynamic 
binding. Edelman and Intrator called this model the Chorus of Fragments (CoF). CoF uses 
location in the visual field (retinotopy) rather than an abstract frame to encode object 
structure. Edelman and Intrator (2003) use a corkboard analogy for the visual field such 
that the spatial structure of the corkboard supports the arrangement of shape fragments 
pinned to it. This allows systematicity in that it allows different arrangements of the same 
constituents. The shape primitives involve coarse coding of shape fragments, not generic, 
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discrete parts. This is not an all or none event, it involves an open-ended set of shapes and 
is thus a productive system. This postulate is supported by “what + where” neurons in the 
inferior temporal cortex that are tuned to both a certain shape class and a certain range of 
locations (Edelman & Intrator, 2001). Such cells have been found in the primate prefrontal 
cortex (Rao, Rainer, & Miller, 1997). 
 
CoF travels a middle road between classic compositional theories of object recognition 
(e.g., Biederman, 1987; Bienstock & Geman, 1995) and non-compositional view-based 
object representations (e.g., Edelman & Weinshall, 1991; Tarr, 1995) that are somewhat 
lacking in systematicity. The CoF model focuses on representing object structure and 
offers biological plausibility, as well as systematicity and productivity. Specifically, it has 
the ability to recognise objects that are related through a rearrangement of features, 
without the need for those features to be taught individually and without requiring abstract 
symbolic binding (Edelman & Intrator, 2001). 
1.5. Chapter Summary 
Theories of object recognition have focused on shape constancy and on representing 
objects such that they may be recognised across changes in viewpoint. There are two main 
approaches to object representation. The first suggests that objects are represented in 3D 
as a collection of parts (volumetric primitives) and the spatial relations between those 
parts. This representation is a structural description and because it is 3D can be activated 
by any view of the object (as long as that structural description can be recovered from the 
view). As such, this class of theories is known as viewpoint invariant theories of object 
recognition. The second approach proposes that objects are represented as a number of 2D 
viewer-centred representations. The observer encodes visual object information as it 
appears to them from a given point of view, thus object recognition is argued to be 
viewpoint dependent. Although these approaches seem to be polarised, they may actually 
be thought of as either end of a spectrum, as such, there is room for reconciling the two 
ideas. In fact, a likely solution to the problem of object representation and recognition is 
probably to combine the best of both these theories. 
 
 24
In moving toward the middle of the object representation spectrum and reconciling 
viewpoint dependent and viewpoint invariant theories, object structure may play an 
important role (Tarr & Bülthoff, 1998). Both viewpoint dependent and view-restricted 
viewpoint invariant theories leave open the question of how an observer might know that 
certain stored views or GSDs correspond to a given object. Structural or configural 
information has been proposed as potential candidate in linking the representations of an 
object. Representations that share structural information are likely to be representations of 
the same object. Medial axis representations are one viable option for representing this 
information because they are derived from 2D information (outline shape), are topological 
and stable over changes in viewing conditions and object properties such as size or scale. 
But one recent theoretical development, CoF has the potential to account for object 
recognition by embracing the representation of structural and local feature information 
while avoiding problems associated with geons and 3D reconstruction. 
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Chapter 2. Visual Object Processing 
 
Visual object processing encompasses a number of different abilities. Being able to 
represent an object’s position in relation to ourselves allows us to navigate through, reach 
for and grasp objects in our environment. Being able to associate a viewed object with an 
object in memory forms the basis of many activities from choosing to avoid a spider to 
recognising family members. Having names for objects allows us to communicate 
information about them. The ability of visual object constancy enables us to recognise that 
an object is the same when seen from different viewpoints, at different depths or under 
different lighting conditions. However, as effortless as these activities may seem, in 
carrying them out the visual system is solving far from trivial problems. 
 
There are many ways in which the objects we perceive in our visual environment can 
differ. Some important properties for object recognition include colour, texture, size, 
orientation, shape and parts. Colour, for example, is often valuable for object recognition 
and helpful for recognising your car in a parking lot, particularly if your car is a popular 
model. Perceived size is also useful for object recognition. For example, apples are 
normally a relatively smaller size than watermelons; therefore this object might be an 
apple (and not a watermelon). The two main object properties considered in this thesis are 
parts and spatial relations between those parts. Viewpoint dependent theories of object 
recognition generally include lower level features such as edges and vertices in object 
representations. However, representation of higher level features, specifically object parts 
and the relations between them is fundamental to many viewpoint invariant or structural 
description theories of object recognition. This section considers how objects might be 
analysed perceptually into an arrangement of component parts as well as evidence 
regarding the use of information about object parts and structure in visual object 
processing. 
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2.1. Object parts  
The phenomenal experience of perceiving complex objects is a seemingly spontaneous 
perception of distinct parts. There are two ways in which parts may be defined. First is 
that we have some a priori set of basic shapes (e.g., Biederman, 1987). These are ad hoc in 
origin and limited in scope since many objects are not composed solely of geons, for 
example. The other option is that there are computational rules for defining where the 
boundaries between parts lie (Hoffman & Richards, 1984; Hoffman & Singh, 1997). For 
the purposes of the present discussion, a part may be simply described as a restricted 
portion of an object that has semi-autonomous, object-like status in visual perception 
(Palmer, 1999). There is considerable evidence that we perceive most objects as being 
composed of parts including the language we use to talk about objects, phenomenological 
demonstrations, and the results of behavioural experiments. 
 
One obvious kind of evidence for the perceptual reality of parts is based on the language 
we use to talk about them. Although we rarely see many familiar objects physically 
separated into their parts, we have words for describing them, for example, head, arm and 
legs. However, this is a result of the way in which perception functions, largely 
independent of language. Linguistic structures for referring to objects with well-articulated 
parts are relatively stable across languages and there is consistency across observers in the 
ability to parse novel objects into parts (often when there are no words to describe them). 
 
Just as syntactic analysis decomposes a sentence into its constituent structure, Hoffman 
and Richards (1984) argue that the visual system decomposes a shape into a hierarchy of 
parts. They contend that the articulation of shapes into parts is useful for several reasons. 
One is the ability to recognise objects using only the visible portion of the object. Another 
is computational simplicity by avoiding an explosion of redundant mental models. Finally 
is the argument that phenomenologically it makes sense, when we look at objects we can 
see parts. However, just because objects and their parts can be perceived does not 
necessarily mean that recognition must be based on parts. 
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Hoffman and Richards (1984) provide a phenomenological demonstration of the 
perception of parts using the Schroeder reversible staircase shown in Figure 2.1. The two 
dots are usually seen as lying on the same part or step as is the case here. However, when 
the figure undergoes depth reversal (so that it appears to be an upside down staircase) the 
dots are seen to be located on two different steps rather than one. There is a very strong 




Figure 2.1. The Schroeder reversible staircase. The two dots appear to be located 
on the same step, but when depth reversal of the figure occurs, the same dots 
appear to be located on two different steps. 
 
Empirical evidence for the apparent spontaneity of part perception is provided by Palmer 
(1977). He demonstrated that novel 2D figures could be spontaneously perceived as 
containing certain parts (good parts) to the exclusion of others (bad parts). The “goodness” 
of a part was defined on the basis of Gestalt properties and the ratings of observers. A 
“good” part was an obvious segmentation of a figure, whereas “bad” parts consisted of 
nonobvious segmentations (see Figure 2.2 for an example taken from Reed, 1974). Using 
a parsing task, a part-rating task and a part verification task, Palmer showed that: (i) 
“good” parts were found more quickly and accurately than “bad” parts and (ii) that “good” 
parts were easier to identify within whole objects. Palmer’s results show that even novel 








Figure 2.2. On the basis of the Gestalt principle of good continuation, a Star of 
David figure has “good” or obvious parts (e.g., the triangle) and “bad” or 
nonobvious parts (e.g., the parallelogram). 
 
Recent empirical results suggest the importance of parts in visual attention. Vecera, 
Behrmann and McGoldrick (2000) demonstrated that subjects were more accurate in 
reporting two attributes from the same part of a multipart object than from two different 
parts. Vecera, Behrmann, and Filapek (2001) reported similar results, but went on to rule 
out a simple spatial proximity explanation of the results by showing that this part-based 
effect was not entirely due to the spatial distance between parts. Together, these results 
imply that visual attention can selectively process the parts of an object. This idea is 
compatible with theories that require part decomposition for object recognition and 
suggests that parts or the features of parts influence the allocation of attention. 
2.1.1. The Role of Parts in Object Recognition 
Using a naming task, Biederman (1987) showed that entry-level classification was 
generally successful with brief exposures, as long as two or three geons in their specified 
relations could be extracted from the image. Further, recognition performance for objects 
that had undergone contour deletion depended upon where the deletion occurred. 
Performance was better if the contour deletion occurred at midsegments such that the 
contours or components were recoverable (through collinearity, for example) than if the 
contours were deleted at vertices or regions of concavity making recovery of components 
difficult. Thus, Biederman argues that geon components are necessary for object 
perception. 
 
Biederman and Cooper (1991) used a priming paradigm to provide additional evidence for 
the role of parts in object categorisation. The importance of parts was studied by 
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manipulating the contour deletions made in the first (prime) and second presentations. The 
aim was to investigate the amount of priming in three conditions. In one condition the 
images (contours) were identical in both presentations. In the second condition, the prime 
contained the complementary contours of the image, and in the third condition the prime 
consisted of contours of a different exemplar. Biederman and Cooper found the same 
amount of priming occurring for the first two conditions and much less priming in the 
third condition. The results suggest that priming the same parts facilitated object 
categorisation much more than priming the category. A second experiment was conducted 
to account for the possibility that the whole object was acting as the prime rather than just 
the parts. The same three conditions were tested again, but instead of half of the contours 
being deleted, half of the parts were deleted. If it is the repetition of parts that produces the 
priming, then the first (same parts) condition should produce more priming then the 
second (part complement) condition because the parts are not repeated. Biederman and 
Cooper (1991) found this pattern of results suggesting that the perception of parts plays an 
important role in object categorisation. 
 
Carlson-Radvansky and Irwin (1995) explored the role of parts in object perception by 
looking at whether structural description representations are used in transsaccadic 
memory. Transsaccadic memory is a memory store that preserves information from one 
fixation for use in processing that occurs during subsequent fixations (and may in fact be 
the same as visual short-term memory, Irwin, 1991). The methodology primarily used to 
explore transsaccadic memory is the saccade-contingent display change technique 
(McConkie & Rayner, 1975). This technique involves presenting an image during a single 
eye fixation, and upon the detection of a saccade onset, the image is erased and a second 
image is presented during the next eye fixation. The subject’s task is usually a 
comparative judgement of the two images. 
 
An important property of structural descriptions is that only a “good” part or set of the 
elements of a figure is represented (i.e., not all possible orderings of elements are 
considered). Thus, good parts should be identified more quickly and accurately than bad 
parts. In three experiments, Carlson-Radvansky and Irwin (1995) used the saccade-
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contingent display change technique to examine the level of part goodness of novel line 
drawing stimuli (see previous section, Palmer, 1977). If structural descriptions are used in 
processing across saccades, then there should be significant “goodness effects”, where the 
presence of good parts in a whole figure are detected faster and more accurately than bad 
parts. Experiments 1 and 3, using part-whole verification and mental synthesis tasks, 
respectively, found significant goodness effects. That is, subjects were quicker and more 
accurate in indicating that “good” parts were present in a whole object than “bad” parts 
(part-whole verification task) and the synthesis and verification of an object made of 
“good” parts was easier than if “bad” parts were used (mental synthesis task). Experiment 
2 used a same-different discrimination task to explore the structural similarity of stimuli 
(as rated by independent observers). Different responses were significantly faster and 
more accurate for structurally dissimilar than structurally similar stimuli. These results 
suggest an important role for parts in the processing of objects and in structural 
descriptions. 
 
Taken together, the results of these studies suggest that parts, or in particular the 
properties of parts, are important in the process of object recognition. But how and what 
information about parts is encoded and utilised? And how does the representation of part 
properties fit into the overall representation of objects? 
2.2. Spatial Relations of Object Parts 
Given that objects may be perceived as a composition of parts (and of subparts), there is a 
necessity then to describe how those parts are combined. Thus, there must be structural 
information available to tell us how the parts are arranged. Otherwise a representation 
consisting of scrambled features would not be distinguishable from the original image2. 
For example, without information about the spatial relations between parts, a cylinder and 
curved pipe could be perceived as either a bucket or a mug (see Figure 2.3).  
 
                                                
2 Despite the obvious limitations of representing objects simply as a collection of features without any 
structural information, there is, however, computational evidence that such simplistic representations have 









Figure 2.3. Depending on the spatial relations between them, an object consisting 
of two parts, a cylinder and a curved pipe may be configured as a bucket 
(curved pipe on top of the cylinder) or a mug (curved pipe attached to the side 
of cylinder). 
 
What is the nature of spatial relations between components? The encoding of the spatial 
relationship between two objects or object parts may be done in terms of categorical or 
coordinate relations (Kosslyn, 1987; Kosslyn, Koenig, Barrett, Cave, Tang, & Gabrieli, 
1989). This conceptual division of the representation of spatial relations is based on the 
abilities and needs of the visual system. On one hand, we need to use spatial information 
to guide actions such as eye movements, grasping and walking. For this we need specific 
metric information, knowing that an object is simply to the right of another object is not 
sufficient for these kinds of tasks. On the other hand, there are instances in which precise 
metric information is not necessary. These include object or scene identification where 
seeing, for example, that a rectangular prism has a curved cylinder attached to the top may 
be sufficient to identify a briefcase. 
 
Compositional or structural description approaches to object recognition, of which 
Biederman’s (1987) Recognition-by-Components is a well known example, use 
categorical symbolically coded relations. Categorical relations assign a range of positions 
to an equivalence class such as connected/unconnected, above/below, and left/right. For 
example, a cat is on a mat regardless of where on the mat it is. For many objects, parts 
retain their categorical relations during numerous contortions. This robustness is part of 
what makes structural descriptions appear ideal in representing object shape, particularly 
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the shape of flexible objects. For example, regardless of whether they are sitting, running 
or doing handstands, a person’s ears are always attached to the side of their head.  
 
Categorical relations are characterised as being abstract because they group over a wide 
range of variation. Coordinate relations, on the other hand, are represented in terms of 
precise metric units. This type of spatial relation is a more specific representation of an 
object’s location in space. Coordinate relations become useful when discriminating within 
a class of objects that share categorical relations, as is the case with faces. All faces have 
two eyes above a nose and mouth below the nose. In order to discriminate between 
different faces, the coordinates of those features (amongst other information), become 
important (for example, whether the eyes are 2 or 3 metric units apart). 
2.2.1. The Role of Spatial Relations in Object Recognition 
2.2.1.1. Novel Objects 
Previous research (Carlson-Radvansky & Irwin, 1995, see section 2.1.1) has shown that 
structural descriptions can be used to represent part information in transsaccadic memory. 
In a follow-up study, Carlson-Radvansky (1999) proposed that since structural 
descriptions represent a visual stimulus in terms of its parts and relations, then relational 
information as well as part information should be represented in transsaccadic memory. 
Similar to Carlson-Radvansky and Irwin (1995), Carlson-Radvansky (1999) used a 
saccade-contingent display change technique. Experiment 1 employed a same/different 
comparison task using stimuli constructed of simple 2D shapes. The conditions were 
consistent with those used in the global-local paradigm (see section 2.3 for further 
discussion). The two stimuli in each comparison could have: (i) the same parts and same 
configuration, that is, the stimuli are identical (all-same); (ii) the same parts but different 
configurations (same-part); (iii) different parts but the same configuration (same-relation); 
or (iv) different parts and different configurations, that is, the stimuli are entirely different 
(no-same). Carlson-Radvansky found that subjects were slower to respond different in the 
same-relation and same-part condition than in the no-same condition. There was no 
significant difference in response times between the same-part and same-relation 
conditions. This suggests that both part and relation information were maintained across 
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saccades and were equally salient for these stimuli. In a second experiment, subjects were 
instructed to pay attention to either the parts or relations while ignoring the other. This 
was done in an attempt to explore the obligatory nature of part and relations processing. 
Using a same-different task and the same stimuli and conditions as Experiment 1, Carlson-
Radvansky found that despite instructions to attend only to part information, responses 
were faster when the relations remained constant across stimuli (e.g., all-same) than when 
relations differed (part-same). Likewise, the group instructed to attend only to relation 
information were faster to respond when the parts remained constant across stimuli (e.g., 
all-same) than when parts differed (relation-same). This suggests that information about 
both parts and relations is processed regardless of efforts to ignore it.  
 
A third experiment by Carlson-Radvansky (1999) investigated the ability to compare 
simple stimuli across saccades when only relational information was available. This was 
done using a size manipulation with simple and complex dot matrices as stimuli. The 
matrices were presented either at a constant size or one small and one large. The size 
manipulation changed the absolute location or coordinate or quantitative relational 
information of the dots, but not information about their qualitative or categorical relations. 
If categorical information is retained in transsaccadic memory, then subjects should be 
able to make same-different judgements despite the size change. If coordinate information 
is retained, then the size manipulation should result in a difference in same-different 
response times. Indeed, Carlson-Radvansky found that subjects could perform the task 
significantly above chance and were slower and less accurate in responding when the 
matrices changed in size than when they remained constant. These results indicate a role 
for both the quantitative as well as qualitative aspects of relational information in 
transsaccadic or visual short-term memory. That is, structural descriptions alone cannot 
account for these results. 
 
Kimchi and Bloch (1998) have also investigated perceptual relations between configural 
and component properties. However, they argue that object recognition processes may be 
more sensitive to configural rather than component property information. Across three 
experiments Kimchi and Bloch compared component and configural properties of novel 
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line drawings in discrimination and classification tasks. Experiment 1 examined 
discrimination and classification of simple lines (straight versus curved lines). These 
stimuli were then grouped to form the stimuli sets for Experiments 2 and 3. The stimuli in 
both these sets were similar or dissimilar in terms of their components (straight versus 
curved lines) and their configural properties (“closure” in Experiment 2 and “parallelism” 
in Experiment 3). The patterns of performance for the components (Experiment 1) were 
then compared to patterns of performance obtained with the configurations (Experiments 2 
and 3).  
 
Kimchi and Bloch (1998) found that performance in discrimination and classification 
tasks in Experiments 2 and 3 was dominated by the configural properties of objects, 
regardless of the discriminability of their component properties (i.e., regardless of 
performance in Experiment 1). Classification based on configural properties was 
significantly easier than classification involving the grouping together of stimuli 
consisting of similar components. Moreover, discrimination between pairs of stimuli that 
differed in configuration was equally easy with either type of component lines. 
Component properties can be used to make these discrimination and classification 
judgements, however, this incurs significant costs in time. Kimchi and Bloch use these 
results to argue that the human perceptual system may be more sensitive to configural 
rather than component properties and that therefore configural properties may be available 
earlier than component properties.  
 
Recent work in visual object agnosia by Saumier, Arguin, Lefebvre, and Lassonde (2002) 
suggests that structural and part information are processed separately. In a visual search 
task, they used targets that shared configurations and had the same or different parts to 
distractors or targets that had different configurations and had the same or different parts 
to distractors. 3D novel objects constructed from geon-like parts were used as stimuli. For 
all subjects, ten controls and a visual agnosic (AR), search rates were faster when the 
target and distractors had different configurations than when they had the same 
configuration. This suggests that configural information is processed faster than part 
information. However, AR exhibited a pronounced configuration sharing effect compared 
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to controls. In other words, when the targets and distractors shared a configuration, search 
was much slower than controls. Further, if the targets had the same parts as well as the 
same configuration as distractors AR showed significantly worse search performance. 
Since AR’s difficulty appears to stem from an inability to discriminate between objects 
sharing their configuration and an over-reliance on part information, Saumier et al. 
suggest that configural and part information are processed separately. 
2.2.1.2. Common Objects 
Cave and Kosslyn (1993) conducted experiments investigating the role of parts and spatial 
relations in object identification. Compositional object recognition theories (e.g., 
Biederman, 1987; Marr & Nishihara, 1978) predict that if parts are difficult to recover or 
encode, then naming will be more difficult. However, viewpoint dependent theories (e.g., 
Tarr & Pinker, 1989; Ullman, 1989) do not rely on the parsing of objects into parts. 
Rather, the identification of objects relies on matching features from edges or texture or 
possibly characteristics of the object as a whole to long-term memory. 
 
In four experiments, Cave and Kosslyn used line drawings of everyday objects in which 
the spatial relations and segmentation of object parts were manipulated. Objects were 
parsed in two ways, either along natural lines of division (as agreed by independent raters) 
or not. In addition, spatial relations were either retained or arranged inappropriately (i.e., 
scrambled). Thus, there were four conditions: (1) natural parsing with spatial relations 
retained; (2) natural parsing with spatial relations scrambled; (3) unnatural parsing with 
spatial relations retained and (4) unnatural parsing with spatial relations scrambled. A 
whole object and parts removed condition was also included. 
 
Cave and Kosslyn found that naming (object identification) was quicker and fewer errors 
were made when spatial relations were retained than scrambled. Thus, having the correct 
spatial relations among object parts was found to be critical for easy identification. In 
addition, the way an object is sectioned into parts was found to affect object identification 
only under impoverished viewing conditions. That is, when the exposure duration of the 
stimulus was limited to 200 ms (compared to 1000 ms) and with stimuli for which the 
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overall shape of the object was difficult to retrieve, object identification performance was 
poor.  
 
These results suggest a less than crucial role for parts in normal object recognition than 
compositional theories propose. Subjects may identify an object by recognising its parts, 
but this process appears to be necessary only when the stimulus is degraded such that 
spatial relations are not recoverable. Cave and Kosslyn (1993) conclude that the global 
shape or overall spatial relations of an object is encoded first, with parts being analysed 
subsequently. These findings present a challenge to structural description theories of 
object recognition in that the processing of parts may be a result of object identification 
rather than a precursor to it. A problem with this study, however, is that it may be a matter 
of scale. That is, naturally parsed geons may serve as perceptual “objects” in their own 
right. It may be that these “objects” can compete with whole objects for resources used for 
identification, whereas the parts of unnaturally parsed objects cannot (Bruce & 
Humphreys, 1994). 
2.2.2. Categorical and Coordinate Spatial Relations in Object Recognition 
Most research involving categorical and coordinate relations looks at the lateralization of 
the two spatial representations. Studies reliably find a left visual field-right hemisphere 
advantage for making decisions involving coordinate relations and generally find a right 
visual field-left hemisphere advantage for making categorical decisions (Hellige & 
Michimata, 1989; Kosslyn et al., 1989). There is behavioural evidence to suggest that the 
processing of coordinate and categorical relations may depend on the 
transient/magnocellular pathway and sustained parvocellular pathway, respectively 
(Hellige & Cumberland, 2001). The role of categorical and coordinate relations has been 
widely addressed in the face recognition literature (e.g., Maurer, Le Grand, & Mondloch, 
2002), but relatively little research has been done in regards to object recognition.  
 
In an attempt to distinguish between viewpoint dependent and structural description 
models of object recognition, Hummel and Stankiewicz (1996a) investigated categorical 
and coordinate relations in 2D and 3D objects. They argued that if shape perception is 
sensitive to categorical relations (as is proposed in structural description models), then two 
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shapes consisting of the same parts should be easy to discriminate if they differ in terms of 
the categorical relations between their parts. In addition, they reason that since some 
image based or viewpoint dependent models represent objects in terms of the coordinates 
of features,3 then two shapes consisting of the same parts should be easy to discriminate if 
they differ in terms of the coordinate relations between their parts.  
 
The stimuli used in this study were created such that each of a number of “basis” objects 
had two variations made to it, V1 and V2 (see Figure 2.4). Each V1 variant was created by 
moving one part relative to the part it was attached to, so that the categorical relation 
above/below between the two parts changed. Each V2 variant was created by moving two 
parts such that the coordinates of the parts changed, but no categorical relations were 
changed. Necessarily, each variant resulted in a change in part coordinates, but the 
coordinate difference between the basis object and V2 was much greater than between the 











 Figure 2.4. Example of the stimuli used in Hummel and Stankiewicz (1996a). 
 
Hummel and Stankiewicz (1996a) conducted five experiments to test the perceptual 
similarity of their novel object stimuli. In each of the experiments, subjects were required 
to learn the names of three target objects and then discriminate those objects from a 
                                                
3 Poggio & Edelman (1990) proposed that objects are represented in terms of linear coordinates. 
Basis Variant 1(V1) Variant 2 (V2) 
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number of distractors in sequential same-different tasks and a naming task. Some 
experiments also required subjects to make similarity judgements or identity judgements. 
Across all of the tasks used, Hummel and Stankiewicz found that basis objects were more 
consistently confused with their V2 variants (which differed in terms of their coordinates 
only) than their V1 variants (which differed in terms of categorical relations). 
 
Hummel and Stankiewicz’s (1996a) argue that their results suggest that the spatial 
relations between object parts are represented in terms of categorical relations. This is 
contrary to the predictions of a model of object perception in terms of coordinates of 
features or parts. However, this is a somewhat extreme version of a viewpoint dependent 
model. As such, these results do not necessarily discount viewpoint dependent models as a 
potential explanation of object recognition. Indeed, there are proposals to include 
structural information in viewpoint dependent or image-based models of object 
recognition (Edelman & Intrator, 2001, 2003; Tarr and Bülthoff, 1998). 
 
As a result of popular structural description theories of object recognition (e.g., 
Biederman’s RBC), research on spatial relations has tended to focus on categorical 
relations and the configuration of parts in an overall sense. Recently, Edelman and Intrator 
(2000, 2001) have argued that the representation of object structure need not necessarily 
be limited to structural description theories. Indeed, they propose a viewpoint dependent, 
appearance-based model of recognition, the “Chorus of Fragments”, which is capable of 
representing object structure (see Chapter 1 for a review of theories of object recognition). 
2.3. Processing at the Global and Local Level 
Given that objects may be perceived as being structured into parts and subparts and so on, 
the question then arises of which level has priority in perceptual processing: are wholes 
perceived before parts or are parts perceived before wholes? The processing of visual 
information can be characterised as either local-to-global or global-to-local. Local-to-
global processing begins with local elements and builds up to global configurations, 
whereas conversely, global-to-local begins with global configurations and works “down” 
to the local details. Consider, for example, the visual processing of a human body. A 
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local-to-global algorithm would begin by identifying the legs, the arms, the head, and the 
torso, which would lead to the recognition of a human body. Alternatively, a global-to-
local algorithm would start with identifying the outline or overall layout of the body, 
which would then lead to recognising the arms, legs, head and torso.  
2.3.1. The Global Precedence Hypothesis 
Considering the issue of the perceptual relations between wholes and their parts, Navon 
(1977) posited the global precedence hypothesis. He proposed, “that perceptual processes 
are temporally organized so that they proceed from global structuring towards more and 
more fine-grained analysis. In other words, a scene is decomposed rather than built up” 
(Navon, 1977, p354). The advantage of this design is that rather than the visual system 
wasting valuable resources on processing all visible data, cursory or coarse processing can 
guide any subsequent fine-grained analysis. 
 
Navon tested his global precedence hypothesis in an elegant paradigm, now referred to as 
the global/local paradigm, using compound letters. Compound letters are hierarchical 
patterns in which larger letters are constructed by smaller letters. There are two kinds of 
configurations that Navon used in his experiments, consistent configurations in which the 
global and local letters were the same and conflicting configurations in which the global 
and local letters were different (see Figure 2.5). On each trial, subjects were presented 
with a compound letter and prompted to report the identity of the letter at either the global 
or local level. 
 
If the global level is processed or perceived first, the following should be found. First, 
there should be a general global advantage where global letters are responded to quicker 
than local letters. Second, the processing of the global letters should interfere or slow 
responses to the local letters when the two are inconsistent. Finally, inconsistent local 
letters should not slow responses to global letters as the global level is perceived first. The 
results of Navon’s (1977) experiment support his global precedence hypothesis. Response 
times were faster to global than to local letters and conflicting or inconsistent conditions 
were slower only when subjects had to respond to the local level. This pattern of results 
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Figure 2.5. Compound letter stimuli. Large global H’s and T’s are composed of 
small local H’s and T’s. The global and local levels may be either the same 
(consistent) or different (conflicting). 
 
Although Navon’s (1977) results suggest that information about global characteristics of 
an array is extracted by the visual system before information about local characteristics, 
other evidence suggests that global and local levels of information may be processed in 
parallel rather than sequentially. Miller (1981) found that when subjects were attending at 
both the global and local levels for a target letter, responses were faster when the target 
letter was present at both levels, rather than at either level alone. That is, local information 
influenced response times even when global level information was sufficient to determine 
the response. Based on this, Miller argued that local information becomes available to 
decision processes with a time course similar to that of global information. Thus, global 
precedence may be the result of global information being processed quicker, rather than 
before than local information. Navon (1981) conceded that this might actually be the case. 
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Further to this, there is neuropsychological evidence for a laterality of global and local 
processing (based on studies of brain-damaged populations). Robertson and colleagues 
(Delis, Robertson, & Efron, 1986; Lamb, Robertson, & Knight, 1989, 1990; Robertson, 
Lamb, & Knight, 1988, 1991) presented brain-damaged patients with hierarchical letter 
stimuli similar to that used by Navon (1977). Patients with unilateral right hemisphere 
damage were often able to reproduce local information correctly, but were not able to 
arrange those local elements in the correct global form. Patients with unilateral left 
hemisphere damage often produced the correct global pattern, but not the correct local 
detail. This pattern of results was found using both recognition memory (Delis et al., 
1986) and identification tasks (Lamb et al., 1989, 1990; Robertson et al., 1988, 1991). 
Overall, these results suggest that the successful processing of global information depends 
primarily on the right hemisphere and local information on the left hemisphere. 
 
Visual half-field studies with neurologically intact persons have, by and large, found 
results consistent with those obtained for brain-damaged populations. In a meta-analysis 
of studies using normal subjects, Van Kleeck (1989) found a global/local by visual field 
interaction. That is, a left visual field or right hemisphere advantage was found for global 
form of hierarchical stimuli and a right visual field or left hemisphere advantage was 
found for local detail. Taken together, the results of studies using brain-damaged and 
neurologically intact persons clearly indicate hemispheric asymmetry for processing 
global versus local information in hierarchic visual patterns. The implication of separate 
processes for global and local information is in line with the idea that global information 
could be processed quicker than local information (Miller, 1981; Navon, 1981). 
2.3.2. Global and Local Processing of Objects 
The object superiority effect provided early evidence that the global properties of an 
object might be processed before local elements. Weisstein and Harris (1974) found that 
perceptual performance for object parts was more accurate within a meaningful whole 
object. In their study, subjects were required to discriminate orientations of single 
diagonal lines. The lines were presented briefly to observers either alone, within a possible 
3D object or within a number of 2D non-object line configurations. Weisstein and Harris 
found that subjects were more accurate in discriminating the lines in the 3D object 
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condition than in either the no or non-object context conditions. The context of the parts 
(in this case, lines) affected their ability to be discriminated. 
 
A subsequent study by Weisstein, Williams and Harris (1982) also showed that there is a 
relationship between the context of the lines and discrimination performance. Again 
observers were required to discriminate line segments in briefly exposed figures. 
However, in this study independent observers rated the figures that the line segments were 
embedded in (that is, the context) for 3D, connectedness, and "structural relevance" (for a 
3D interpretation of the stimulus). Weisstein et al. found that accuracy in performance was 
highly correlated with 3-dimensionality and “structural relevance” but not connectedness. 
The results of these studies by Weisstein and colleagues suggest that at least some global 
object properties, particularly those that contribute to structure, can be processed more 
easily than some local properties. 
 
Similar results have been found in a study using line drawings of common objects. In 
experiments investigating the role of parts and spatial relations in object identification (see 
section 2.2.1.2), Cave and Kosslyn (1993) found that naming was quicker and fewer errors 
were made when the spatial relations between parts were intact than scrambled. Taken 
together, the results of these studies can be explained in line with the global precedence 
hypothesis, where parts constitute local detail and overall structure and relations between 
parts constitute global form. Global precedence occurs such that global structural form is 
processed before details concerning local parts. 
2.3.3. Spatial Frequency Based Accounts of Global and Local Processing 
The spatial frequency theory of visual image processing is based on the idea that an image 
may be represented as the compilation of many primitive spatial components. These 
primitive components can be thought of as sinusoidal gratings, 2D patterns in which the 
luminance varies according to a sine wave over one spatial dimension and is constant over 
the perpendicular dimension. Each grating can be completely described by four 
parameters: spatial frequency, orientation, amplitude and phase. Spatial frequency refers 
to the number of complete dark-light cycles per unit of space (usually measured in terms 
of visual angle), the more cycles per unit, the higher the spatial frequency. Orientation is 
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specified in degrees counter-clockwise from vertical. The amplitude of a grating refers to 
the difference in luminance between the light and dark bars, or the contrast. The phase is 





Figure 2.6. Spatial frequency content of a complex image. The image in the centre 
contains all spatial frequency information (broad band image). The image on 
the left contains low spatial frequencies (low-pass image) whereas the image 
on the right contains high spatial frequencies (high-pass image). 
 
Although the idea of gratings as primitives in vision is less intuitive than parts or lines, 
there is a good theoretical basis for thinking about the primitives of vision this way. 
Fourier analysis, as applied to 2D image processing, is a method by which any 2D 
luminance image can be analysed into a set of sinusoidal gratings. The gratings within this 
set will differ in terms of their spatial frequency, orientation, amplitude and phase 
parameters. Different images will be analysed into sets of gratings with different 
parameter values. Fourier analysis is not limited to simple patterns consisting of one or 
two gratings; it can be applied to complex images requiring many constituent gratings. 
Spatial frequency theory proposes that the visual system can be understood as consisting 
of many overlapping channels that are selectively tuned to different ranges of spatial 
frequencies and orientations. Figure 2.6 shows the kind of spatial information carried by 
different ranges spatial frequencies. Low spatial frequencies carry the coarse spatial 
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structure of an image, whereas high spatial frequencies carry fine spatial structure such as 
edges and small details. 
 
There is a very close relationship between the global and local aspects of a visual stimulus 
and the low and high spatial frequency aspects. Generally speaking, the global information 
of a stimulus (for example, the large H’s and T’s in Figure 2.5) is carried by lower spatial 
frequencies and local information (the smaller H’s and T’s in Figure 2.5) is carried by 
higher spatial frequencies. Hughes (1986) showed that global precedence type effects 
could be found when the typical global precedence paradigm is applied to patterns 
consisting of a high and low frequency sinusoidal grating. The subjects’ task was to focus 
attention on one spatial frequency and report its orientation while attempting to ignore the 
other, irrelevant frequency. Hughes found that subjects were better able to selectively 
process the orientation of the low frequency component (while ignoring the higher 
frequency) than the other way around. This parallels the characteristic global precedence 
finding that the global component interferes with the processing of local components, but 
not the opposite. 
 
Other work has shown an association between frequency-selective mechanisms and global 
precedence (e.g., Badcock, Whitworth, Badcock, and Lovegrove, 1990). Lamb and Yund 
(1993, 1996) found that the global precedence effect is greatly attenuated when the stimuli 
contain minimal low frequency information. They had subjects identify the local or global 
forms of hierarchical letter stimuli that had been contrast balanced. Contrast balancing is 
the selective elimination of low spatial frequencies, achieved in this case by outlining the 
local elements in dark lines. This manipulation forces both local and global forms to be 
identified based on high spatial frequencies. In both studies, Lamb and Yund (1993; 1996) 
found that response times to global forms were slowed for contrast-balanced stimuli, 
suggesting that low spatial frequencies mediate the typical global precedence effect. 
However, interference between local and global forms was little affected by contrast 
balancing, suggesting that interference does not depend on differences in spatial frequency 
between local and global forms. 
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The results of these studies suggest that low spatial frequencies underlie the global 
precedence effect (i.e., global information is carried by low frequencies components). This 
may be linked to the differences between the magnocellular and parvocellular pathways 
since: (i) magno cells respond faster and more transiently than parvo cells, and (ii) magno 
cells are most sensitive to low spatial frequencies and parvo cells to high frequencies 
(Livingstone & Hubel, 1988). That is, low spatial frequencies are processed faster than 
high spatial frequencies due to the nature of the cells that respond to these different types 
of spatial frequency information. However, although the relationship between global and 
local processing and low and high spatial frequencies distinctions appears to be quite 
clear, it is difficult to determine which of these dimensions is the more fundamental 
component of visual information processing (Hellige, 1995). It may be the case that each 
of these dimensions are fundamental, but for different tasks. 
2.3.3.1 The Role of Spatial Frequency in Object Recognition 
Early research on spatial frequency and object recognition suggested that lower spatial 
frequencies play the main role in object identification with high frequencies being 
redundant (Ginsburg, 1980). However, Norman and Ehrlich (1987) showed that this was 
not the case, demonstrating that no single part of the spatial frequency spectrum is 
completely redundant in an identification task. Subjects were required to identify high- 
and low-pass filtered pictures of previously learned target stimuli (photographs of toy 
tanks). Norman and Ehrlich found that high spatial frequencies made a relatively greater 
contribution to identification than low frequencies. However, identification performance 
on filtered stimuli containing low spatial frequency components was better than 
performance on filtered stimuli not containing those low frequency components but with 
the same high frequency cut off. That is, low frequencies were shown to contribute to 
object identification. 
 
Different regions of the spatial frequency spectrum may be put to different uses by higher-
level visual processes (DeValois & DeValois, 1990). Low spatial frequencies would be 
sufficient to provide coarse information about surface layout, general object shape, and 
orientation, and would allow basic-level recognition or identification of the category to 
which an object belongs (e.g., telling a cat from a car). Higher spatial frequencies, on the 
 46
other hand, would allow discrimination of finer details and surface features and 
subordinate-level recognition or within-class categorisation (e.g., telling a Siamese cat 
from a Burmese cat). A similar account has been suggested for face recognition. Sergent 
(1986) proposed that the coarsest (or lowest) spatial information is used to decide whether 
a stimulus is a face or not (basic-level recognition), intermediate scale data may allow for 
discriminating the sex of the face, and fine (or higher) spatial information may only be 
required for identification or naming a specific face (subordinate-level recognition). More 
recently, Parker and Costen (1999) found that a central range of spatial frequency 
(approximately 8-16 cycles per face) makes the greatest contribution to face recognition, 
with speed and accuracy declining at lower and higher bands. 
 
Reinforcing the idea that high and low spatial frequencies have different functions in 
visual processing is the finding that low spatial frequencies are processed faster than 
higher frequencies (Breitmeyer, 1975; Parker, 1980; Parker & Dutch, 1987). Parker, 
Lishman and Hughes (1996) investigated the role of high and low frequencies in face and 
object processing using an immediate priming method in which a prime was presented 
immediately before a target stimulus. The subjects’ task was to respond same or different. 
If low frequency or coarse information is processed before higher or fine spatial 
information, then low-pass primes should be processed quicker and hence more effective 
then high-pass primes. Contrary to this, Parker et al. found that high-pass primes were 
more effective than low-pass primes. One problem with this interpretation, however, is 
that the utility of the information found in the high- and low-pass primes was not equated 
(Sanocki, 2001). Distinctive detail information carried by high frequencies may have 
proven to be critical in the same-different judgement. 
 
Schyns and Oliva (1994) developed hybrid stimuli to investigate the role of high and low 
frequencies in scene perception. These stimuli were constructed by overlaying a low-pass 
filtered scene over a high-pass filtered scene. The time allowed to process the scenes was 
short or long (30ms or 100ms, respectively). Schyns and Oliva (1994) found that subjects 
were more likely to identify the low-pass scene at short exposures and the high-pass scene 
at longer exposures, suggesting that lower spatial frequencies are processed quicker than 
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high frequencies. Sanocki (1993) also finds evidence from integration priming 
experiments to suggest that objects are first decomposed into their largest structures 
(outline or overall shape) and then into smaller components. Sanocki (1993, Experiment 
4) found that global primes were more effective early in processing whereas local primes 
were more effective later in processing. Oliva and Schyns (1997), however, found that 
identification may proceed at both spatial scales independently, and that high spatial 
frequencies in some cases, may dominate. Using hybrid stimuli developed by Schyns and 
Oliva (1994), Oliva and Schyns found that during very brief presentations (when low 
spatial frequency information should better encoded), both high and low spatial frequency 
information primed scene categorisation. This high and low spatial frequency processing 
could be done in parallel by independent channels with differing time courses, an 
explanation not ruled out by previous studies (Parker et al., 1996; Sanocki, 1993; Schyns 
& Oliva, 1994). 
 
More recently, Sanocki (2001) has provided evidence for a strong type of global-to-local 
contingency. He argued against the independent channels processing explanation and for a 
spatiotemporal dependency in processing global and local information, in which the 
efficiency of processing one type of information depends on other pieces of information 
that have been processed. Sanocki presented subjects with target objects and fragments of 
the target briefly enough to be integrated together. The fragments could be either small or 
large in size scale and presented either before (early in processing) or after (late in 
processing) the target. Sanocki found an interaction between scale and time such that the 
relative effectiveness of large and small scale fragments in an object identification task 
changed with processing order. Not only was large-scale information more effective early 
in processing whereas small-scale information was more effective late in processing, but 
the initial information appeared to provide a framework for the processing subsequent 
detailed information. That is, small-scale processing was more effective later if large-scale 
processing was done early on. 
2.3.4. A Structural Account of Global and Local Processing 
Although it is generally accepted that spatial frequency underpins the global precedence 
effect, Love, Rouder and Wisniewski (1999) argue that structural information is important 
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in explaining the relative speeds of global and local processing. In three experiments using 
matching same-different tasks, Love et al. (1999) equated the conspicuity (in terms of 
spatial frequency) of the global and local forms of the stimuli. The stimuli were 3x3 
matrices in which the local elements were simple geometric shapes and the global patterns 














Figure 2.7. Examples of the stimuli used by Love et al. (1999) in which the local 
elements and global form are equated for conspicuity (i.e., the global forms 
are defined by the nature of the local elements). 
 
Configuration in this context is different to that usually associated with global and local 
processing. Pomerantz (1983) makes a distinction between two different configuration 
types he has termed place and nature relationships. A place relationship describes a 
configuration in which the global form may be identified by the placement of the local 
elements, without knowing the identity of those local elements. The global form of 
hierarchical letter stimuli (see Figure 2.4) is an example of a place relationship 
configuration. It is not necessary to identify the local letters in order to report the global 
letter. Nature relationships, on the other hand, are defined by the nature of the local 







3 Local Matches No Local Matches
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the local elements are similar. Note that it is not necessary to determine the identity of the 
elements, just whether they can be grouped together by similarity. Love et al. (1999) 
define configuration in terms of nature relationships. Figure 2.7 shows examples of the 
matrix stimuli used by Love et al. (1999). All matrices have the same place relationships 
and local elements, however, they differ in terms of global and local matches. 
 
When global and local forms are equated for conspicuity, structural information is 
important. Overall, differences in global configurations are detected faster than differences 
in local elements. This presents an obvious problem for a local-to-global account of visual 
processing. However, the interaction between the two factors poses a problem for global-
to-local accounts. If global form is recovered prior to any local processing, then local 
matches should not affect performance when there is a global match. Thus, Love et al. 
(1999) argue against strict local-to-global or global-to-local account of processing, 
favouring instead for an opportunistic account of processing and a model that allows for 
some degree of parallelism. 
2.4. Chapter Summary 
The phenomenal experience of perceiving complex objects is a seemingly spontaneous 
perception of distinct parts. The perception and recognition of parts is crucial for 
viewpoint invariant theories. Biederman and colleagues (1987; Biederman & Cooper, 
1991) showed that priming the same parts facilitates object categorisation much more than 
priming the category. Spatial relations between parts are needed to instruct how the parts 
are put together. The nature of this relational information may be either categorical or 
coordinate based (Kosslyn, 1987; Kosslyn et al., 1989). Carlson-Radvansky (1999) 
showed that both qualitative and quantitative (categorical and coordinate) aspects of 
stimuli were preserved in transsaccadic memory.  
 
Neuropsychological results (Saumier et al., 2002) suggest that the configural properties of 
objects and parts are processed separately. Given this separation, the order in which they 
are processed is a significant issue. The global precedence hypothesis suggests that it is 
global-to-local, where global information corresponds to overall structural information, 
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such as spatial relations and outline shape and local information corresponds to part 
information and fine detail. Studies investigating 2D object recognition support this idea, 
showing that configural information appears to be processed faster than, if not before, 
component or part information (Cave & Kosslyn, 1993; Kimchi & Bloch, 1998). That is, 
configural information is available earlier in the object recognition process. This may 
correspond the time course of processing these properties in 3D objects. To determine 
whether this is the case, it is necessary to examine and compare the processing of global 
configuration and local part shape in 3D objects. 
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Chapter 3. Studying Visual Object Recognition  
 
As discussed in Chapter 1, most theories of object recognition focus on the nature of the 
visual information used to “index” stored visual knowledge about objects (e.g., 
Biederman, 1987; Marr & Nishihara, 1978). However, it is important to consider the 
processes used in the retrieval of this and other stored information required for object 
recognition and identification. Most theories assume that visual object processing requires 
access to: (i) a stored visual image (basic perceptual information); (ii) stored semantic 
representations specifying category, function, or associative knowledge, and (iii) stored 
name representations (Humphreys, Lamote, Lloyd-Jones, 1995). This chapter will look at 
the levels at which objects can be recognised as well as the kinds of tasks used for 
retrieving different types of object information. 
3.1. Levels of visual object recognition 
Objects can be recognised at different levels of specificity. Sometimes recognition has to 
be specific enough to identify individual objects (for example, “my cat” or a Siamese cat), 
while in other cases recognition means identifying the object as a member of a particular 
class or type (cats or pets, for example). These cases are referred to as subordinate-level 
and basic-level recognition, respectively. Even more general classifications may be made 
at the superordinate level (for example, animals). Thus, there can be different levels of 
specificity in object recognition and representation. 
3.1.1. Basic-level Recognition 
One of the first steps in object recognition is determining the presence of an object and 
locating that object within a scene. Basic-level classification involves assigning objects to 
a particular class (the members of which are perceptually similar, have a common set of 
functional properties and can be given a common name). For example, within a 
superordinate category such as transport, basic-level representations correspond to 
different types of transport such as, aeroplanes, trains and cars. 
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To be able to classify objects at a general level is a useful ability (Ullman, 1996). We can 
infer object properties based on properties common to the class to which it belongs. These 
properties may not be apparent in the image itself. Clearly it is useful to be able to classify 
an object as being a dog or a car (particularly if it is moving straight toward you). 
Classification may also be useful in terms of processing. It may constrain the search space 
for future identification, reducing the number of object models to consider in matching to 
memory. Conversely, if image information is limited, classification of an object may 
allow us to generalise and fill in any missing information. 
3.1.2. Subordinate-level Recognition 
Beyond basic-level recognition, we are able to discriminate between individual objects 
within a particular class in the task of identification. Such finer discriminations can be 
described as subordinate-level recognition. Following the transport example given in the 
previous sub-section, subordinate-level classifications within the category of aeroplanes 
would correspond to Boeings and jet fighters. Rosch and colleagues (e.g., Rosch, Mervis, 
Gray, Johnson, & Boyes-Braem, 1976) found that reaction times for basic-level 
classifications were faster than those for subordinate level classifications. Based on this, 
Rosch and colleagues argued that in the process of object recognition, subordinate level 
information was accessed only after basic-level information had been retrieved.  
 
Subsequent research, however, has shown that this sequence of basic-level followed by 
subordinate level recognition does not always hold true. Jolicoeur, Gluck, and Kosslyn 
(1984) showed that the time taken to make basic- or subordinate-level classifications 
depended on the typicality of the object. Basic-level classifications were made quicker for 
objects that were typical members of their category (e.g., a Boeing aeroplane), but 
subordinate-level classifications were made quicker for objects that were not typical of 
their category (e.g., a fighter jet). Because objects are not always initially classified at the 
basic-level, Jolicoeur et al. (1984) called them “entry-level categories.” In contrast to 
Rosch’s concept of basic-level categories, which define entire categories, an entry-level 
category is simply that level at which given objects are initially identified. Perceptual 
classification in to entry-level categories is often called “object identification” (Palmer, 
1999). 
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3.2. Tasks used for studying perceptual information in visual object recognition 
Objects can be recognised at different levels of specificity. Accordingly, different types of 
tasks allow the exploration of different aspects or levels of object recognition. 
Furthermore, manipulation of timing within tasks can be used to explore different levels of 
representation (Ellis & Allport, 1986, see below). The initial step in recognition is the 
acquisition of perceptual information. Same-different matching tasks (sequential or 
simultaneous) are often used to explore the perceptual information processed in object 
recognition. 
3.2.1. Sequential Matching Tasks 
The sequential matching task primarily utilises shorter-term representations and 
mechanisms that may mediate recognition (Ellis & Allport, 1986). It is not necessary to 
access object identity (names or labels) in order to successfully complete these tasks. 
Sequential matching generally follows this sequence: first image presentation (or standard 
image) followed by a mask or blank interval followed by the second image presentation 
(or comparison image). The observer’s task is to respond same or different to the second 
image. 
 
Ellis and Allport (1986) used a sequential picture-matching task to distinguish between 
and explore the properties of different levels of visual code, namely viewer-centred and 
object-centred representations. In their first experiment, they varied the length of the inter-
stimulus interval (ISI) and the relationship between the two images shown in the matching 
task. The ISI could be 100 ms, 500 ms, or 2000 ms. The picture pairs were either identical 
pictures (same object and orientation), rotated (same object at a different orientation) 
semantically similar pictures (different exemplars of a category) or entirely different 
objects. Each trial sequence consisted of a fixation cross appearing for 250 ms, followed 
immediately by the first of the pictures, which remained in view for 500 ms. The blank ISI 
was followed by the second picture which remained displayed till the subject made a 
response. Reaction time and error scores were recorded. The results showed that at 100 ms 
and 500 ms ISIs, response time was facilitated most if the pictures were identical, less if 
they were rotated and much less if they were only semantically similar. At 2000 ms ISI, 
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there is no difference in the facilitation of response times for identical and rotated pictures, 
but facilitation was still much less for semantically similar pictures. A second experiment 
investigated whether an intervening visual event in the ISI affected the facilitation of 
response times. The experiment was similar to the first, but only the shortest (100 ms) ISI 
was used and half of the trials had a collage (made of meaningless photo fragments) 
instead of a blank field during the ISI. The results showed that the difference in facilitation 
between identical and rotated pictures was eliminated if the ISI was filled rather than 
blank.  
 
Ellis and Allport (1986) argue that the results of these two experiments provide evidence 
for the distinction between at least three distinct visual codes. Based on the differences 
found between identical and rotated pictures, Ellis and Allport suggest that there are two 
different types of representation specifying object structure. One visual code is view-
specific and the other visual code is abstract with regard to viewpoint. A third visual code 
is suggested in which types, and not tokens, are represented. This level of representation is 
referred to as an “object-schema” and may have access to visual semantic memory. The 
comparison of two different exemplars may be accomplished most efficiently using this 
object-schema. However, comparison of two views of the same object may be more 
“direct” (and based on these results, quicker) in the sense that matching is done between 
stimulus-generated representations and access to visual semantic memory is not necessary. 
Different classes of information are differentially affected by the length and type of ISI, 
suggesting the use of different levels of visual code. Thus, Ellis and Allport argue that 
objects are represented visually using both object-based and viewer-centred frames of 
reference. 
3.2.2. Simultaneous Matching Tasks 
A typical simultaneous matching experiment involves a number of trials in which pairs of 
images are presented to a subject, on a computer screen say, their task being to indicate 
whether the images are the same or different. Simultaneous matching tasks share many 
features with sequential matching, shorter-term representations are used and labels need 
not be accessed to successfully complete the task. One main difference is that in 
simultaneous matching tasks, less of a memory load is required than for sequential 
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matching, as all of the visual information required to complete the task is available 
concurrently. Both tasks involve a comparison process, but the comparison in a sequential 
task is between a stimulus image and short-term stimulus representation, whereas 
comparison in a simultaneous task is between two visually presented stimuli images. 
 
Sequential and simultaneous matching tasks are therefore useful for investigating more 
“direct” processing of visual stimuli. Semantic information is not needed and the required 
memory load is minimal (or arguably non-existent in simultaneous matching). These tasks 
could be well utilised in the exploration of lower level perceptual processes involved in 
object recognition. 
3.2.3. Visual Search Tasks 
It is rare that we need only attend to one or two objects in our visual environment. The 
visual search paradigm is often used as an analogue of a more realistic visual situation. In 
a visual search task, a subject looks for a designated target item amongst a number of 
irrelevant or distracting items. Everyday search tasks may be quite easy or efficient such 
as a search for a tomato on a bed of lettuce or may be more time consuming such as a 
search for a person in a large crowd. Experimental visual search tasks usually employ 
highly artificial stimuli such as letters and line segments. This simple paradigm allows 
researchers to examine such things as how objects are differentiated, what stimulus 
properties attract attention, how attention is deployed from one object to the next, and how 
one keeps track of what is attended (Chun & Wolfe, 2000).  
 
In a typical visual search experiment, subjects perform many searches for targets amongst 
a variable number of distractors. The total number of items in the display on each trial is 
the set size. The target is present on some, usually half, of the trials. Subjects press one 
button if the target is present and another button if the target is absent, that is, only the 
distractors appear. Both reaction time (RT) and accuracy are measured. A slight variation 
on the typical visual search task is the “odd man out” task. This has essentially the same 
set up as the visual search paradigm, the only difference being that the target is not pre-
designated. The subject’s task is to determine whether all of the items in the display are 
the same or whether one is different (i.e., there is an odd one out). 
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Critical insights into the mechanisms of search and attention can be obtained by 
examining the efficiency of search tasks (Chun & Wolfe, 2000). The most common 
method of quantifying efficiency is to vary the set size and calculate RT as a function of 
set size. The slope of this function is a measure of search efficiency. A slope of zero 
ms/item indicates the most efficient search, that is, the target item, when present, is 
detected without interference from the distractor items (e.g. a search for a red line among 
green lines). Steeper slopes indicate a less efficient search and a greater cost for each 
additional distractor. Slopes for target-absent trials tend to be about twice those for target 
present (Chun & Wolfe, 1996; Triesman & Gelade, 1980; Wolfe, 1998). The steeper 
slopes for absent trials suggest that a serial, self-terminating search strategy is used. That 
is, when there is no target, subjects will search the display item by item to ensure that a 
target is in fact not present. 
3.3. Old-new object recognition tasks 
After perceptual information has been acquired in the recognition process, visual 
information must be retrieved from memory. Although there are many different 
assumptions on the nature of the perceptual information and the mechanisms of retrieval, 
these two pieces of information must be compared. Upon comparison, it must be decided 
as to whether the perceptual information is old or new. Experimental old-new recognition 
tasks consist of an initial study or encoding phase and a subsequent learning phase in 
which studied items (old items) have to be discriminated from items not presented during 
study (new items). 
 
Schacter, Delaney and Cooper (1990) investigated the representation and retrieval of 
information about unfamiliar 3D objects in both implicit and explicit memory. Explicit 
memory refers to conscious or intentional recollection of previous experiences, whereas 
implicit memory refers to unintentional retrieval of previously acquired information on 
tests that do not require intentional recollection of a specific prior episode. The old-new 
recognition task is an explicit memory task, used by Schacter et al. (1990) in their first 
experiment. Two types of encoding or study tasks were used in Experiment 1. One task 
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promoted the encoding of 3D object structure. Subjects had to decide whether each 
presented object faced primarily to the left or to the right. For most of the novel object 
stimuli, it was not immediately obvious which way the object was facing, and so the task 
required a careful structural analysis and processing of the object as a whole. In the second 
encoding task, subjects had to decide whether an object had more horizontal lines or 
vertical lines. This task required extensive processing of an object's components but did 
not involve processing of the structural relations among them or viewing the object as a 
3D whole. After completing the respective encoding tasks, half of the subjects were given 
an implicit memory test (object decision task), and the other half of the subjects were 
given an old-new recognition test. No mention was made of a memory test during the 
encoding phase. Subjects completing the old-new recognition test were told that they 
would be shown a series of objects, some of which had just been presented during the 
encoding task and some of which had not been exposed previously. Subjects were 
instructed to respond “yes” if they remembered seeing the object during the prior encoding 
task and “no” if they did not remember seeing the object. Ten practice items (five old and 
five new) were presented before the 40 critical items. Objects remained on the computer 
screen for 6 s until subjects made their recognition response. Results showed that 
performance on the old-new recognition task did not depend on the type of encoding task. 
The hit rate for old objects was 63% with a false alarm rate (new items identified as old) 
of 29%. 
3.4. Naming tasks for visual object identification 
Full recognition requires the identification and naming of an object. Naming requires 
more memory load than tasks such as sequential-matching. Although a sequential 
matching task may be performed using completely new object representations on each 
trial, accurate performance in a naming task requires both learning and the repeated 
activation of the learned representations. Full identification requires determining whether 
an object belongs to a known set of objects and if so determining its identity (recalling 
names of objects). The objects to be named may be familiar, everyday objects (e.g., chair, 
hat) or novel objects to which subjects have learned to associate a name or label. 
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Naming tasks require that higher level representations be accessed when recognising 
objects. As well as the visual properties of an object, these representations include at least 
the name of an object, and possibly other semantic or non-visual information. Ellis and 
Allport (1986) suggest that this representation is an “object-schema”. In object naming, 
participants produce a name for an object presented as a picture. This may or may not be 
done vocally. Tarr, Bülthoff, Zabinski and Blanz (1997) investigated the effect of unique 
parts in the recognition of novel objects across changes in viewpoint. Given the 
differences in representations and mechanisms involved in different object recognition 
tasks, they used a naming task to examine the generality of findings from a sequential 
matching task.  
 
Tarr et al. (1997) investigated three conditions in which the number of unique parts in a 
novel object varied (1-part, 3-parts, or 5-parts) and a Baseline condition (no unique parts). 
There were three phases to each condition: learning, practice, and test. First, subjects 
learned to associate nonsense names with four objects shown at a single viewpoint, with 
six objects serving as distractors. Subjects viewed each of the four objects, one at a time, 
with the corresponding name, “tep” “tib” “tok” “tam” or “nil” (for the distractors) written 
at the bottom of the screen. The subjects’ task for this phase was to press the key 
corresponding to the name of the object. Second was the practice phase, which was 
identical to the learning phase except that the name did not appear with the presentation of 
each object. The subjects had to remember the name of the object and press the correct 
key. Finally, subjects were tested in a third phase, where both the named objects and the 
distractors were shown in the learned or “canonical” viewpoint plus six new viewpoints 
generated by rotations in depth of 30, 60, and 90 degrees clockwise and counter-clockwise 
around the vertical axis from the canonical viewpoint. Each trial consisted of a fixation 
cross for 500ms followed by an image of an object that was shown for up to 7.5 s or until 
the subject responded by pressing the corresponding key. The results of the test phase 
showed viewpoint dependent performance across all three conditions. That is, subjects 
response times increased and sensitivity decreased as rotation away from the learned or 
canonical view increased. The addition of unique parts did not result in viewpoint 
invariance. For the most part, the results of this naming task replicated those found for the 
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matching task. Tarr et al. (1997) argued that this was evidence that view-based 
representations were used in both short- and long-term object recognition tasks. 
3.5. Chapter Summary 
There are different levels of object recognition. At the most general level is superordinate 
classification. Basic-level classification involves recognising an object as belonging to a 
particular class. Subordinate-level classification is often thought of as identification and 
involves more specific discriminations between members within a class. It is important to 
investigate an object property at different levels of encoding or its use in different tasks. It 
gives us a better idea of how particular types of information may be represented and used. 
Investigating sensitivity to changes in object properties across a number of different tasks 
can give us an idea about the generalisability and robustness of that property. In particular, 
tasks such as simultaneous and sequential matching tasks, the change detection paradigm 
and visual search may be used for studying perceptual information in visual object 
recognition, whereas tasks such as naming and old-new recognition may be used to 
investigate higher-level recognition processes. 
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Chapter 4. The Change Detection Paradigm 
 
Detecting changes in our environment is an important skill and is usually performed well, 
particularly if those changes are a signal for action, such as a siren or changing traffic 
lights. However, recent research shows that normal adult humans can be quite poor at 
noticing sometimes dramatic changes made to the features of their visual environment. 
This inability to detect visible changes to scenes or objects from one view to the next is 
known as change blindness.  
 
The problem of change detection has been studied in some form or another for quite some 
time (e.g. Bridgeman, Hendry, & Stark, 1975; Phillips, 1974). A group of studies looking 
at the integrative visual buffer theory (McConkie & Rayner, 1976) and the integration of 
visual text information across saccadic eye movements (McConkie & Zola, 1979) serve as 
the foundation for recent change detection research. Based on this early work, experiments 
were conducted showing that changes to photographs of natural scenes are difficult to 
detect when those changes are made during a saccade (Currie, McConkie, Carlson-
Radvansky & Irwin, 1995; Grimes, 1996; McConkie & Currie, 1996). Subsequent 
research, however, demonstrated that this change blindness phenomenon does not 
necessarily result from a saccade-dependent mechanism. Studies have demonstrated 
change blindness using methods such as flicker (Rensink, O'Regan, & Clark, 1997) and 
eye blinks (O'Regan, Duebel, Clark, & Rensink, 2000) to mask the motion transient 
signals produced by changes made to scenes.  
 
Another group of experiments demonstrated that change blindness could occur in "real-
world" situations or interactions. In a task requiring participants to actively move coloured 
blocks around three different areas of a display (model, stockpile and workspace), changes 
made to the model during a saccade were rarely noticed (Ballard, Hayhoe, & Pelz, 1995; 
Hayhoe, Bensinger, & Ballard, 1998). Simons and Levin (1998) found surprisingly low 
rates of change detection when the subject of change was a person with whom the 
participant was actively conversing. These experiments using “real-world” situations 
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suggest that change blindness is not an artefact of passive viewing in a laboratory 
environment. 
4.1. Early Evidence for Change Blindness 
Research across many areas of cognitive psychology has lent itself to study of change 
blindness. Early examples of our inability to detect certain visual changes have been found 
primarily in studies of reading and processing of text. However, findings from studies 
investigating the recognition of photographed scenes and even from the informal 
observations of film makers and editors (see Simons & Levin, 1997) have also contributed 
to the change blindness literature.  
 
Studies on reading and the processing of text were conducted to investigate how the 
human visual system integrates information received on successive fixations. McConkie 
and Rayner (1976) suggested that there exists a kind of “buffer” in which visual images 
from consecutive views are combined, in much the same way as two overhead 
transparencies may be superimposed. Using Neisser’s (1967) construct of iconic memory 
(a very short-term visual memory that retains a detailed photographic-like representation 
of a scene), McConkie and Rayner (1976) developed a model for achieving a continuous 
visual experience. The “integrative visual buffer” model, proposes that the process of 
integration is merely one of the visual system taking snapshots, calculating how far the 
eye (and/or head) had moved between these snapshots, and aligning the visual 
representations using a process in which the local information is summed pixel by pixel. 
Although this model seems intuitive, there is little empirical evidence to support it. In fact, 
there is little evidence that visual information (in the form of pixel by pixel information) 
from prior fixations survives at all (Pollatsek & Rayner, 1992). Instead, it appears that the 
information that the human visual system encodes is more abstract and meaningful. 
 
In an attempt to obtain evidence in support of the “integrative visual buffer” model of 
visual processing, McConkie and Zola (1979) examined the integration of the visual 
details of text. They hypothesised that if the visual characteristics of the text were changed 
during a saccade, while the lexical and content structures of the text remained the same, 
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then any disruption to the reading process could be attributed to a failure to integrate the 
visual details of the text acquired from the two fixations. McConkie and Zola had subjects 
read lines of text in which each letter alternated case (e.g., AlTeRnAtInG cAsE). During 
some saccades, the visual form of the text changed, that is, every letter in the text changed 
case. Unexpectedly, they found that subjects had little or no problems in reading the 
alternating text, that is, their reading processes were rarely disrupted. Not only did 
subjects fail to integrate the visual form of the text from one fixation to the next, they 
could not even tell that the visual form was changing. Based on these results, McConkie 
and Zola (1979) concluded that the concept of “visual integration” was erroneous because 
it was obvious that the information integrated across fixations is not contingent on the 
exact visual form of the text. 
4.2. Recent Change Blindness Research and the Change Blindness Paradigm 
Recently, change blindness research has focused on our inability to detect changes to 
scenes and objects from one view to the next. These studies have generally employed 
change detection paradigms, with the rationale that the types of changes detected reflect 
the information that is represented by the visual system. Among other things, recent 
research has demonstrated that change blindness is not based on a saccade-dependent 
mechanism, nor is it unique to text and static stimuli.  
 
Since a majority of the evidence against the “integrative visual buffer” model of visual 
processing included experimental work that used either meaningless patterns or text as 
stimuli, it may be the case that the mechanisms responsible for object integration are 
different to those used for other types of visual stimuli (Henderson, 1997). Thus, 
Henderson tested the hypothesis that the veridical representation of a real-world object 
contour can be maintained and integrated across a saccade. Using alternating bars across 
images of real-world objects, the image contour visible to the participants could be 
manipulated. Participants were presented with one set of contours from an object during 
one fixation and with a complementary set of contours during the next fixation. In 
Experiment 1, the participants’ task was to detect changes between the two images by 
responding same or different. Experiment 2 required participants to identify the objects by 
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naming them. For both the same/different and object-naming tasks, participants performed 
poorly in detecting changes in the image contours. That is, a change in contour did not 
affect subjects’ ability to detect a change in, or name, an object. Thus, the results suggest 
that a veridical representation of object contour is not functional in the visual integration 
process. Henderson (1994; 1997) suggests that integration may be entirely supported by 
representations that have been abstracted away from the sensory information available in 
the image. 
 
Change blindness has been shown to occur across different media, (including still pictures, 
motion pictures and real-world events), stimuli types (including text, scenes, objects and 
people), and transient masks. Participants have been shown to perform poorly at detecting 
a variety of changes: (i) to arrays of both everyday and novel objects (Simons, 1996); (ii) 
to natural scenes (Grimes, 1996); (iii) to the visual form of objects (Henderson, 1997); (iv) 
between successive views of a scene separated by a brief retention interval (Rensink et al., 
1997); (v) across jump cuts in a film (Levin & Simons, 1997); and (vi) in real-world 
occlusion situations (Simons & Levin, 1998). 
 
Addressing the phenomenon of change blindness in the context of the human visual 
system, Grimes (1996) looked at the implications of change blindness for theories of 
vision and visual perception. Using eye-tracking technology, Grimes’ experiments 
investigated change detection during saccades in photographs of real people or things 
(e.g., two men in suits and top hats, a city skyline). A typical trial had subjects view an 
image and during a saccade an alternate modified image was presented. Subjects simply 
had to press a button if they noticed a change (e.g., the two men’s heads were swapped). 
Overall, only 33% of the changes in the images were detected. Grimes (1996) argued that 
change blindness is a result of the way in which the human visual system is organised. It 
needs some flag or warning that a change has occurred. If this doesn’t happen (for 
example, the change is masked by a saccade), then the change goes unnoticed. 
4.2.1. Change Blindness During Eye Blinks 
Saccades are not the only way the visual system can mask changes in the visual world, eye 
blinks create a global disruption of the retinal image and actually last several times longer 
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than saccades. O'Regan et al. (2000) investigated the use of eye blinks as a disruption in a 
change detection paradigm. Subjects’ eye movements were recorded while they inspected 
displays of everyday visual scenes. Each time a subject blinked, a large change occurred 
within the display. Subjects were told that a change would occur in the picture while they 
were inspecting it and to press a button as soon as they noticed the change. The degree of 
attention that subjects were expected to pay to the changes was also manipulated; changes 
could involve either “central interest” or “marginal interest” locations. O’Regan et al. 
(2000) argued that based on previous studies showing such factors as visual salience (as 
determined by such properties as luminance, color, and position) and context to influence 
change detection, subjects should detect changes in central interest areas more easily than 
marginal interest areas. 
 
The results found were similar to those in other experiments showing failure to detect 
changes occurring simultaneously with saccades, flicker or mudsplashes. O’Regan et al. 
(2000) found that marginal interest changes were more difficult to detect than central 
interest changes. Even when a subject was fixating either a central or marginal interest 
change location, change detection failure was more than 40%. O’Regan et al. (2000) 
interpreted this as evidence that observers do not “see” what is at the fixation location, 
they see the aspect of the scene that they are paying attention to at that particular moment. 
4.2.2. The Flicker Paradigm 
Change blindness has been induced using a one-shot paradigm in which changes are made 
during an interstimulus interval (ISI) between two displays each presented for a limited 
time (e.g., Simons, 1996). However, this limited display technique may not allow 
sufficient time for an adequate representation to be created. To account for this possibility, 
as well as the concern that saccade contingent change blindness may be the consequence 
of eye movements, Rensink et al. (1997) developed the flicker paradigm. In this 
technique, an original image repeatedly alternates with a modified image, with a brief 
blank field separating each successive image. Neither time nor eye movements are 
constrained, thus, if change blindness is not demonstrated using the flicker paradigm, it 
could be argued that change blindness is an artefact of saccadic eye movement or 
insufficient time to encode the image.  
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Rensink et al. (1997) had observers watch a flicker display (for a maximum of 60 seconds) 
and indicate a change in the display with the press of a button. Subjects were also asked to 
describe the change verbally. The changes could occur to an object or area of central or 
marginal interest, as rated by independent observers. The change made to an object or area 
could be one of colour, location or presence versus absence. The results of Experiments 1 
and 2 (using different presentation timings) showed that the flicker paradigm did indeed 
induce change blindness. For each type of change, those occurring in marginal interest 
areas took significantly longer to detect than those of central interest. A third experiment 
used verbal cues at the beginning of the flicker display to examine whether visibility of 
the items in the scene was influencing change detection. Rensink et al. (1997) argued that 
if visibility is a limiting factor, that is, the items are simply too difficult to see, then no 
large effect of cuing should be found. They indeed found that valid cues resulted in faster 
change detection than no cue or invalid cues.  
 
Overall, Rensink et al. (1997) propose that focussed attention is necessary to perceive a 
visual change in an object and that in the absence of focussed attention, the contents of 
visual memory are overwritten by subsequent stimuli. That is, items in the periphery or of 
marginal interest are not available for comparison to items in any subsequent views. Thus, 
attention is an important factor in the perception of change. Under normal conditions, the 
motion signals created by a change usually allow the observer to perceive the location and 
consequently, the identity of the change. However, if these signals are masked or 
delocalised by display flicker or eye movement, then attention has to be directed by lower 
level properties or even serial search of items in a scene. 
 
O'Regan, Rensink and Clark, (1999) found that change blindness occurs even when the 
brief visual disruption does not cover the actual location of the change. Likened to 
mudsplashes on a car windscreen, a few small high contrast shapes are briefly flashed over 
a picture. When these “mudsplashes” occur simultaneously with large changes in the 
picture, these changes are likely to go unnoticed. Using a modification of the flicker 
paradigm, such that “mudsplashes” occurred briefly over the picture instead of a blank 
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field between alternations, O’Regan et al. (1999) had observers press a button as soon as 
they identified a change. As in Rensink et al. (1997), the changes could either be of central 
interest or marginal interest and consisted of something in the scene shifting location, 
changing colour or appearing or disappearing. O’Regan et al. (1999) found that central 
interest changes were detected almost immediately, whereas marginal interest changes not 
only took longer to detect; 13-30% were not detected at all.  
 
Attention plays a part in the explanation for change blindness under these conditions in 
that the luminance transitions caused by these brief “mudsplash” disruptions prevent 
attention being focused on the location of the change. However, other accounts of change 
blindness can be ruled out with these results. Because the location of the change is never 
covered, the poor change detection performance cannot be due to masking or to erasure or 
overwriting of visual information. O’Regan et al. (1999) argue that change blindness 
occurs as a result of internal visual representations being sparse and containing only 
information of central interest. 
 
Using the flicker paradigm to more closely explore the nature of the mechanism and visual 
representations used in detecting change, Rensink, O’Regan, and Clark, (2000) looked to 
discriminate between a volatility hypothesis and a disruption hypothesis. The volatility 
hypothesis proposes that early level visual representations are unstable. These early level 
representations are volatile in that they exist only so long as they are projected onto the 
retina. Focused attention is needed to make these representations coherent and allow 
objects to retain an identity over time. On the other hand, the disruption hypothesis argues 
that change blindness is a consequence of the experimental manipulations rather than the 
absence of coherent representations. The conditions causing change blindness disrupt the 
use of consolidated early-level representations necessary to detect change. As such, this 
hypothesis suggests that change blindness reveals little of the way in which vision works 
under normal conditions. 
 
Rensink et al. (2000) conducted four experiments using the flicker paradigm and different 
viewing conditions to distinguish between these two hypotheses. Experiment 1 included 
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an extended initial viewing period or preview of the initial scene. This did not 
significantly affect change detection performance. Experiment 2 used a range of blank 
interval durations. The pattern of results was similar for each interval length, although 
change detection did decrease as interval duration increased. Experiment 3 used different 
coloured blank fields. Black and white fields resulted in change blindness performance not 
significantly different to the commonly used grey field, however, a red field generated 
greater change blindness. Experiment 4 replaced the global disruption (i.e. the blank field) 
with a set of 6 small, but visually salient patches or “mudsplashes”. Even though the 
patches did not cover the actual location of the change, change detection was still difficult. 
 
Taken together, Rensink et al. (2000) argue that these results support the volatility 
hypothesis. Change blindness is not an artefact of experimental manipulations, but instead 
is a result of the visual system never forming a coherent, detailed representation of the 
visual environment necessary for change detection (Dennett, 1991; Grimes, 1996). Our 
perception of a coherent and richly detailed world is therefore based on the properties of 
the world itself and not on the properties of the representations that underlie our visual 
experience. 
4.2.3. Change Blindness in Motion Pictures and Dynamic Scenes 
One possible explanation for change blindness found for static images is that it does not 
reflect normal viewing conditions. Simons (1996) proposed that his change blindness 
results (Experiments 1-5) might be the artefact of processing static events. To test this 
hypothesis, Simons (1996) conducted an additional experiment investigating whether 
changes similar to those used in the static image experiments (that is, object substitutions 
or object identity changes) would be detected in dynamic displays. Observers watched a 
video sequence of a brief conversation between two actors at a table. During a pan 
between the two actors, a cola bottle on the table was replaced with a cardboard box.  
None of the observers detected the change, suggesting that information about object 
identity is not automatically processed when viewing natural scenes and events. 
 
Levin and Simons (1997) also show that change detection failures occur for objects in 
motion pictures. In Experiment 1, subjects were asked to pay close attention to a short film 
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of a conversation between two actors. Several different camera angles or “cuts” occurred 
in the film during which changes were made to items such as plates changing colour or a 
scarf disappearing from the neck of one of the actors. When asked if they had noticed any 
changes at the completion of the film, only one subject (out of ten) noticed one of the nine 
changes. This result demonstrated what moviemakers have known for some time, that 
viewers rarely notice changes to scenes in motion pictures during a “cut” in action. 
 
Rather than only studying changes occurring at an arbitrary location, Levin and Simons 
(1997) conducted additional experiments in which the change was at the centre of 
attention; a sole actor was replaced with another person across a “cut” or change in camera 
angle. Subjects viewed eight short films depicting one of two simple situations, (1) 
someone getting up from a desk to answer a telephone and (2) someone entering a room 
and sitting on a chair. In each of the films the main actor was replaced during a “cut”. 
After viewing each of the films, subjects were asked if they noticed any changes occurring 
in the films. Of the 40 subjects, only 33% reported a change. Apparently, even when we 
attend to an object, we may not form a sufficiently rich representation that can be 
preserved from one view to the next. This seems to be the case particularly when 
spatiotemporal information suggests continuity. Thus, Levin and Simons argue that 
attending to an object is necessary, but not sufficient, for successful change detection. 
 
Wallis & Bülthoff (2000) aimed to explore the change blindness phenomenon in 
conditions closer to how we normally experience the visual world, namely, dynamic and 
ever changing scenes. The standard flicker technique (Rensink et al., 1997) was modified 
such that several frames from a video replaced each image. That is, instead of the flicker 
sequence proceeding as image A, blank field, image A’, blank field and repeating, the 
sequence proceeded as video sequence A, blank field, video sequence A’, blank field and 
repeated. The video was edited in such a way that the observer was given the impression 
of smooth, continuous motion, that is, the simulated motion was continued through the 
blank interval to prevent unnaturally abrupt stopping and starting. The scene Wallis and 
Bülthoff (2000) used was a suburban street in which several common objects (e.g., 
umbrella, bench) were placed in a set configuration along the roadside. It was these 
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objects that changed in the modified video sequence during the blank interval. Subjects 
were shown the video sequences and asked to press a key if they detected a change. At the 
completion of the experiment they were asked to identify what had changed. Wallis and 
Bülthoff (2000) found that change blindness occurs in dynamic environments as it does in 
static ones. Subjects reported less than two thirds of the changes in the video sequences. 
These results, along with those of Levin and Simons (1997), add strong support to the 
change blindness effects reported for static images, suggesting that we store little property 
information of objects not under direct scrutiny. 
4.3. Explanations of Change Blindness 
Explanations of change blindness typically rely on theories of internal visual 
representations that are matched or compared across views (e.g., Biederman, 1987). Such 
representations are considered essential to perception because without them, the world 
would appear totally new with each fixation. This view sits well with our intuitive belief 
that we can form a rich, detailed image of an object or scene. Detecting a change requires 
either a motion transient signal or representation of the feature that changed. Given that 
the change blindness paradigm masks motion transients of change, and that change 
detection is poor when this occurs, the inference is that we lack precise visual 
representations. 
 
Brooks (1991), Dennett (1991), and O’Regan (1992) are among several researchers who 
argue that, essentially, the world is an external visual memory store. We do not have 
precise, metric visual representations that are preserved across views of a scene. The 
aspects of the environment available for conscious processing are those that are currently 
being “visually manipulated”. The impression of seeing great detail in the environment is 
due to the knowledge that we have access to everything. Further information about the 
visual environment is obtained simply by making the appropriate eye movements. As 
Brooks (1991) puts it, the world should be considered as its own best model. The “world 
as a memory store” argument is based on the idea that we do not need to store visual 
images because object properties remain stable in most natural events. Only information 
that has been abstracted from the percept is retained when we are no longer looking at it. 
 70
In explaining change blindness then, the changes that are not detected must be changes to 
information that has not been abstracted from the images. 
 
Probably the most intuitive explanation for change blindness is that the initial image or 
representation is overwritten by the subsequent image (Simons, 2000). Information not 
encoded or abstracted from the initial image is simply replaced by the new display. None 
of the visual features of the initial image remain. Thus, change detection occurs only for 
attended objects, but any comparison is made with abstracted information rather than 
precise or detailed representations of the initial image. 
 
The overwriting model and the “world as a memory store” models both predict identical 
performance if the second image or display is visible until a response is made. Simons 
(2000) suggests a weaker model that preserves some visual information across views (not 
just abstractions). Some visual information has to be stored in order to allow action in the 
environment. This visual information need not include detailed features of the visual 
environment; rather, we might represent the locations or layout of objects. This type of 
information is more likely needed to guide action from one instant to the next (Simons, 
1996; Wang & Simons, 1998). 
 
Another possible explanation for change blindness is that each view is separately stored or 
represented, but not compared (Simons, 2000). The visual system may assume that the 
views are consistent unless something about the meaning or gist of the scene triggers a 
comparison. Thus, observers may still fail to detect a change even if they have represented 
all of the visual details. Supporting this explanation, Simons and Chabris (1999) found 
that some observers in their real-world change blindness experiment were initially blind to 
the change, but when cued could accurately recall the initial scene. That is, observers had 
accurately stored visual details of scenes, but did not make any comparison until 
prompted. 
 
Further alternative hypotheses include first impressions and feature combination (Simons, 
2000). The “first impressions” hypothesis is that observers encode accurate 
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representations of the initial scene or image but then fail to accurately represent the 
changed image. Despite this model seeming counterintuitive, it is a plausible explanation 
for incidental change detection. If we represent the visual details of an initial scene, we 
may not need to re-examine those details in any subsequent images if there is no 
indication of change, that is, the meaning or gist of the scene remains consistent 
(Friedman, 1979). Thus, there is no need to represent any visual detail of the second or 
subsequent image. Support for this model comes from studies in which subjects who 
experienced change blindness sometimes described the features of the initial scene rather 
than the changed scene (Levin and Simons, 1997; Simons, 1996). 
 
The feature combination explanation for change blindness has already been covered in its 
strong form, the integrative visual buffer hypothesis (see section 4.1). In short, it is the 
idea that two consecutive images are overlain and combined, much like two overhead 
transparencies. However, a weaker form of this hypothesis has been suggested to account 
for change blindness (Simons, 2000). This version proposes that the two images need not 
literally be superimposed, rather, only some of the features from each image are retained 
to form the representation. That is, partial representations of each image are combined to 
form a new representation. If the combined features suggest contradictory meanings, then 
the change may well be detected, though if there is a common gist or meaning in the two 
initial representations, the change will go unnoticed. There is no evidence from change 
blindness literature to support this view; it is inferred from studies on feature migration in 
scenes (e.g., Intraub, 1989) in which subjects confidently report a target element as having 
been presented in the same display as a previous or following stimulus in rapidly 
presented visual stimuli sequence.  
4.4. Attention and Change Detection  
As a whole, the results of change blindness research can tell us about the way in which the 
visual system works, and particularly about where attention is focussed. The diversity and 
sophistication of recent studies emphasises the idea that change detection is not a marginal 
process, but involves mechanisms central to the way we perceive our world. 
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Levin and Simons (1997) suggest that one way of understanding change detection failures 
is to assume that long detection latencies are a result of a serial search among the objects 
in a scene which terminates when the changing object is found. Noticing a change requires 
successively attending to and encoding each object in the scene. Thus, changes to 
unattended objects will go unnoticed, but property changes will be detected immediately if 
the changed object is at the centre of attention. This possibility is supported by findings 
that changes to objects in the “centre of interest” of a scene (according to independent 
ratings) are detected more quickly than changes made in the periphery or in areas of 
marginal interest (Rensink et al., 1997, 2000; O’Regan et al., 1999). Perhaps it is the case 
that attention is focused on central objects more rapidly or more often, allowing for faster 
change detection. 
 
If the abstraction of context is somehow included in our representations of visual scenes, 
then expectations about a scene may influence the way in which we encode objects and 
represent them within that scene (Simons & Levin, 1997). In a scene discrimination task, 
Friedman (1979) found that observers were more likely to notice changes to schema-
inconsistent objects than to schema-consistent ones. Using a similar “flicker” paradigm as 
Rensink et al., (1997), Hollingworth and Henderson (1997) investigated the role of 
semantics in change blindness. They found that semantically inconsistent objects (for 
example, a fire hydrant in a living room scene) were detected faster than semantically 
consistent objects (for example, a chair in a living room scene). From the results of these 
studies, it appears that changes that do not alter the abstract description or violate the 
context of a scene are unlikely to be detected. 
 
It is possible then, based on these research results, to assume that change blindness applies 
only to peripheral and unattended objects. Furthermore, it may be the case that peripheral 
and unattended objects are not precisely represented; whereas the visual details of 
centrally attended objects are wholly represented. Clearly, to investigate this assumption, 
we must look at experiments that focus on subjects’ ability to detect changes to attended 
objects. 
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4.4.1. Detecting Changes to Attended Objects 
Changes to objects that have been rated as being central to a scene are detected more 
quickly than peripheral objects (O’Regan et al., 1999; Rensink et al., 1997). It may be the 
case then that the properties of central objects are the basis of representations used to 
recognise and perceive the visual world. As discussed previously, Levin and Simons 
(1997) examined the possibility that attending to objects may not be sufficient for change 
detection. They investigated the role of attention in change detection using motion picture 
stimuli in which objects changed in the central area of interest. Specifically, the short 
videos shown to observers portrayed a single actor who was replaced with another actor 
after a “cut” or change in camera angle. Results showed that a large proportion of these 
changes went unnoticed indicating that attending to an object may be necessary for change 
detection, but not sufficient. Levin and Simons (1997) argued that object properties are 
not automatically encoded when attended; we need to intentionally encode information in 
order to create representations that can be preserved from one view to the next. 
 
Rensink and colleagues (Rensink et al., 1997; Rensink, 2000b; 2002) also argue strongly 
for the thesis that change detection is mediated by attention. Rensink (2000b) showed that 
the mechanisms for change detection and serial visual search (or focussed attention) are 
analogous. He found that the time to detect a change embedded in a complex display 
increased linearly as the number of distractors increased. If changes were detected with 
focussed attention, the more items in a display, the more time it would take for attention to 
focus on the location of the change. Given the findings that changes to central interest 
objects are detected more quickly than peripheral objects, the implication of the focussed 
attention thesis is that objects of central interest receive either more or earlier attentional 
focus. Note that this finding suggests that salient features (rather than salient changes) of a 
scene are likely to be attended and any change to these features are thus likely to be 
detected (Mitroff & Simons, 2002). 
 
Although studies manipulating “centres of interest” have been used to support attentional 
models of change detection, there are some issues with measuring attention this way. As 
previously mentioned, there is evidence that observers exhibit change blindness for central 
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objects that are assumed to be purposely attended (e.g., Levin & Simons, 1997). This is 
consistent with the idea that attention is necessary but not sufficient for change detection, 
nevertheless further investigation of attention-based models is needed. Scholl (2000) 
raises the concern that the describability of a scene may not correlate particularly well 
with visual interest and attention. Some areas of a scene may simply be difficult to 
verbalise, and so are not included in the ratings of interest. And finally, labelling some 
area or object in a scene as a centre of interest just redefines an area or object of attention, 
which does little to further our understanding of how attention was directed in the first 
place (Zelinsky, 1998). 
 
Scholl (2000) distinguished between endogenous control and exogenous capture of 
attention in his investigation of change blindness. Endogenous control of attention 
requires voluntary direction of attention to an object or location whereas exogenous 
control of attention is involuntary capture of attention by some salient aspect of a scene. 
“Centre of interest” measures of attention are measures of endogenous capture of attention 
and are subject to the problems of an inability of changes to be described and lack of 
explanatory power, outlined above. Using a flicker paradigm, Scholl (2000) investigated 
whether change blindness was attenuated by exogenous (or externally based) capture of 
attention. The changes to be detected could be a replacement change or a flip change. 
Exogenous capture of attention was produced using a late-onset item4 or colour 
singletons5. The exogenous capture manipulations were never reliable cues to the location 
of change, changes could occur anywhere in the array. However, Scholl found that change 
blindness was attenuated when the changed item was late-onset or a colour singleton. This 
suggests that changes to these items are being detected faster because they are being 
attended. The results support the attention-based theory of change blindness - that the 
detection of change requires attention. 
                                                
4 Sudden or late onsets are the appearance of a stimulus where none was before (e.g., Theeuwes, 1991; 
Yantis & Jonides, 1984). Yantis and Jonides (1984) found that even though there was no incentive to attend 
to a late-onset item, response times were faster to late-onset targets in a visual search task than items that did 
not have a late onset. Further, the response time to late-onset items did not vary as a function of display size. 
5 A colour singleton is an example of a featural singleton, which refers to the presence of a unique feature in 
a display, such as a green item in a field of white items. As well as demonstrating “pop-out” like efficiency 
in visual search tasks, colour singletons slow response times to other targets even when the singletons were 
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4.4.2. Attention and Location: Looking without seeing 
Attention is not necessarily linked to the location at which an observer is looking. It may 
be the aspects of a scene that are being grouped or processed to which attention is 
directed. That is, observers may be “looking without seeing” (O’Regan et al., 2000). A 
change blindness study using localised “masking rectangles” conducted by O’Regan et al. 
(1999) hinted at this idea. In the experiment a rectangle both cues the observer to the 
change location (for example, covering the tower of a mosque), but also suppresses the 
nature of the transient (that the tower of the mosque disappears). They found that only 
changes to central interest areas were readily detected, suggesting that marginal areas are 
not properly encoded, potentially because observers were not attending to peripheral 
aspects of the scene.  
 
O’Regan et al. (2000) wanted to clarify the role of eye movements in change detection. In 
a change detection study in which the eye movements of observers were being tracked, 
O’Regan et al. (2000) found that even when the participant’s eye was directly fixating on 
the location of the change, more than 40 percent of changes were not detected. Their 
interpretation of this finding was that the observer “sees” the aspects of the scene that he 
or she is currently attending to, not the location currently being fixated. A scene aspect 
may only be a subset of the elements that are currently being fixated. Further, a scene 
aspect may include global regions or elements outside the area of fixation. These more 
global elements of the aspect may serve to form the setting within which more centrally 
fixated items are inserted. Thus the location of an observer’s fixation is not a reliable 
indicator of what is being processed. 
 
Whereas O’Regan and colleagues’ (O’Regan et al., 1999; O’Regan et al., 2000) results 
show that attention is not sufficient for successful change detection, Fernandez-Duque and 
Thornton (2000) argue that focused attention is not always necessary for the 
representation of change. Fernandez-Duque and Thornton (2000) demonstrated change 
blindness using a one-shot change detection paradigm (in which the subject sees just two 
                                                                                                                                             
completely irrelevant (e.g., Theeuwes, 1992). This suggests that featural singletons are involuntarily and 
necessarily attended. 
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images separated by a blank or masked ISI). Explicit detection rates rarely exceeded 50 
percent. However, when given a forced choice task, observers were able to select the 
changed item at above chance levels even when they reported being unaware of the 
change. In addition to this, although aware observers were cued to the spatial location of 
the change, there was no evidence of this for unaware observers. That is, the validity of a 
spatial cue had no effect when subjects were unaware of the change. Taken together these 
results show that factors other than focussed attention are involved in representing change. 
Fernandez-Duque and Thornton (2000) propose that some representational systems 
capable of signalling change operate outside the realm of attention. An example of this 
would be a system that computes mismatches in layout between displays (e.g., Rensink, 
2000b). 
4.5. Chapter Summary 
Change blindness is the inability to detect at times quite large changes in our visual 
environment when that change co-occurs with a disruptive event. Change blindness has 
been shown to occur across different media, (including still pictures, motion pictures and 
real-world events), stimuli types (including text, scenes, objects and people), and transient 
masks (including saccades, "mudsplashes", blank screens). Participants have been shown 
to perform poorly at detecting changes: (i) to arrays of both everyday and novel objects 
(Simons, 1996); (ii) to natural scenes (Grimes, 1996); (iii) to the visual form of objects 
(Henderson, 1997); (iv) between successive views of a scene separated by a brief retention 
interval (Rensink et al., 1997); (v) across jump cuts in a film (Levin & Simons, 1997); and 
(vi) in real-world occlusion situations (Simons & Levin, 1998). 
 
Change blindness research has been useful in helping to shed light on some aspects of 
perception and attention. Results have demonstrated that object properties are not 
automatically encoded when attended; we need to intentionally encode information in 
order to create representations that can be preserved from one view to the next. That is, 
focussed attention is needed to detect change (Rensink et al., 1997; Rensink, 2000b; 
2002). In addition, change blindness research suggests that we pay attention to certain 
aspects of a scene, rather than what is at the location of an eye fixation. One of the main 
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aspects affecting the direction of attention is the overall gist or context of a scene. This has 
particular relevance to the current focus on object structure and configuration of parts. 
That is, the idea of a system dedicated to representing layout may be related to findings of 
global precedence and configural dominance in visual object processing (discussed in 
Chapter 2). 
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Chapter 5. Properties used in Object Perception and Recognition 
 
The broad aim of this thesis is to examine the types of information that are important in 
processing 3D objects. A wide range of object information is used in recognising 3D 
objects including colour, texture, size, orientation, shape and motion, among others. In 
particular, the experiments in this thesis will address the processing of the global 
configuration of the parts of an object, the arrangement of those parts and the identity or 
shape of an object’s parts. While these object properties have been investigated in a 
number of previous studies, they have mostly been presented in isolation and restricted to 
simple 2D objects (see Chapter 2). Further, previous studies of visual object processing 
have typically employed tasks such as matching tasks, visual search and delayed 
recognition (see Chapter 3). The change detection paradigm has not been widely utilised 
in investigating the processing of single 3D objects. 
 
Visual object perception and recognition involves the processing of parts and the relations 
between parts. Change detection is one paradigm, among many, that can be used to 
investigate object perception and recognition. The purpose of the current chapter is to 
review research that addresses: (i) the comparison of configural, switch and identity 
changes to object properties, and (ii) the use of objects in the change detection paradigm. 
In doing so, it will become clear that change detection can be used as an effective tool for 
further investigating the processing and employment of visual object properties. In 
essence, this chapter will provide the direction and purpose of this thesis; namely, a 
systematic investigation of how visual object property information is extracted, encoded 
and utilised. 
5.1. Spatial layout of common and novel objects in a scene - Simons (1996) 
Although change blindness results suggest that we often do not create visual 
representations of scenes, we may be able to form longer lasting abstract representations 
of scenes and objects through effortful encoding. As encoding is constrained by attention, 
simultaneous processing of all object properties is not possible. The purpose of Simons’ 
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(1996) study was to explore the encoding of abstract scene representations, specifically by 
examining observers’ ability to detect changes to object identity and location. If visual 
scene representations capture detailed information about the properties and arrangements 
of objects, then observers should be sensitive to such changes. Five experiments, using the 
same basic method, were conducted to explore this hypothesis. 
 
Subjects viewed arrays of five objects randomly assigned to five of nine possible locations 
on a computer monitor. The objects used in Experiment 1 were photographs of common 
objects (e.g., teapot, keys, stapler). The second array was followed by an interstimulus 
interval of 4.3 seconds and then by another array. The first array was either identical to the 
first or different in one of three ways: (1) the identity of an object, where one object in the 
array was replaced with a new object; (2) a switching of objects, where two objects in the 
array switched positions; and (3) the configuration of the array itself, where one of the 
objects was moved to a previously unoccupied location, thus changing the spatial 
configuration of the array (see Figure 5.1). 
 
The results of the first experiment showed that detection accuracy in the configuration 
change condition was significantly greater than that of both the identity and switch change 
conditions. Response times for the configuration change condition were also faster than 
for both of the other change conditions. Experiment 2 examined the possibility that the 
subjects’ ability to verbally encode the stimuli (e.g., “ball”, “teapot”, etc) affected 
performance. The experimental conditions were identical to the first experiment, except 
that novel 2D black geometric shapes (that were designed to be difficult to label) replaced 
the photographed common objects. The pattern of results was the same as for Experiment 
1, but with relatively reduced accuracy in the identity and switch change conditions. This 



















Figure 5.1. An example of the three different types of changes Simons (1996) 
made to object arrays (letters in bold print represent changed objects). Identity 
has a new object (F) replace an old one (C). Switch involves two objects (A) 
and (B) switching locations. Configuration involves an object (E) moving to a 
previously unoccupied location. 
 
Simons (1996) found that subjects still reported assigning labels to the novel 2D shapes, 
possibly because each object was repeated on approximately nine trials. Thus, a third 
experiment reduced the repetition of the objects by drawing from a larger pool of possible 
stimuli (which in turn reduced the number of trials in which the same stimuli were seen to 
three). Again the results showed that accuracy in the configuration change condition was 
superior to the other two conditions. However, accuracy in the identity change condition 
was not significantly greater than chance. As expected, verbal labeling had a strong effect 
in the identity change condition, with accuracy declining as verbal labeling became more 
difficult. 
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A fourth experiment controlled for the possibility that the relatively poor performance in 
the identity and switch change conditions was due to the length of the interstimulus 
interval (ISI). Experiment 3 was replicated with the ISI being reduced from 4.3 s to 250 
ms. The pattern of results was identical to that of Experiment 3, that is, decreasing the ISI 
did not improve accuracy.  
 
Finally, a fifth experiment examined whether similar results to the novel 2D shape 
experiments could be obtained using the photographic stimuli of Experiment 1 by 
interfering with the verbal encoding using a verbal shadowing task. Results reflected those 
of Experiments 2, 3, and 4. Accuracy in the configuration change condition was 
unaffected by the verbal interference task, but accuracy in the identity change condition 
was only slightly above chance and significantly lower relative to Experiment 1. 
 
Overall, the results of this study show that we seem to retain little more than scene layout 
information in the absence of further effortful encoding, such as labelling. Memory for 
spatial configuration of objects in an array remained nearly perfect across all experimental 
manipulations. Accuracy for the configuration change condition was significantly greater 
than that of the other two conditions across all experimental manipulations.  
5.2. Change blindness for novel multipart objects - Williams and Simons (2000) 
Williams and Simons (2000) primary aim was to assess the role of the magnitude of 
change for detection, a factor previously unaddressed in change detection studies. The 
changes were made to a single, central, multipart 3D object, a type of stimuli employed by 
few change detection studies. Although Williams and Simons do not elaborate on their 
reason for using single 3D objects in a change detection task, the content of the display is 
an important dimension of change detection research. Simpler displays afford more 
control, whereas more realistic displays, although more ecologically valid, involve factors 
which are more difficult to compensate for (Rensink, 2002). With regard to deploying 
attention in single object displays, there is only the one object to attend to. An observer 
does not search serially through multiple items. Thus, simple displays in change detection 
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tasks may shed light on the allocation of attention to the features or properties of an 
object. Using a single 3D object display in a change detection task, therefore, has the 
benefit of being a simple display while still including some ecologically valid information 







Figure 5.2. Examples of the Fribbles used as stimuli by Williams and Simons 
(2000). A standard Fribble is shown with examples of a 1-, 2- and 3-part 
change. 
 
Specifically, Williams and Simons (2000) investigated the importance of the magnitude of 
change for detection when object class is held constant. The stimuli used were four 
categories of novel objects called Fribbles - composed of a main body and four appendage 
parts (see Figure 5.2 for an example). Observers in Experiments 1-3 were presented with a 
single Fribble in each trial, first unaltered then either altered by changing one, two or three 
parts or remained the same. The change was a replacement of a part, that is, a 1-part 
change involved one part being replaced with a new part, a 2-part change involved two 




parts being replaced with 2 new parts, and so on. The subject’s task was to make a same-
different judgement for each pair of Fribbles. 
 
Experiment 1 tested multiple part change detection in a dynamic display. On each trial, a 
Fribble moved from the left of the screen, behind an occluder (a black square) and to the 
right. Williams and Simons (2000) found that participants were most accurate on same 
trials, least accurate when one part changed and progressively better at detecting two and 
three part changes. Not only does this show that change blindness can occur in dynamic 
displays, but it also shows that change blindness is not an “all-or-nothing” phenomenon. 
The more parts that change, the better detection becomes. The reaction time (RT) data 
followed a serial search pattern, with same responses slowest (allowing for the entire 
object to be scanned) and different responses made quicker (with responses made as soon 
as a change is detected). 
 
Signal detection analysis showed that there was a strong bias to respond “same” in 
Experiment 1. This may have been due to the spatiotemporal continuity of the display. It 
is highly unlikely that an object will change identity after being occluded in the real world. 
Experiment 2, then, disrupted this spatiotemporal continuity by changing the direction of 
the Fribble movement (for example, centre to right and left to centre instead of left to 
centre to right). The results replicated those of Experiment 1, thus, spatiotemporal 
continuity did not influence change detection performance. A third experiment used static 
displays, matched in time to dynamic displays and also involved training some 
participants in Fribble recognition before the change detection task. Training conditions 
included species level categorisation, individual or “owner” level categorisation and a no 
training condition. Results showed a similar pattern to the first two experiments and that 
the training conditions did not differentially influence performance. Thus, the results of 
Experiments 1-3 showed that observers are more accurate and faster at detecting changes 
in pairs of Fribble images when more parts changed between the images. A fourth 
experiment used the silhouettes of the Fribbles to guard against the possibility that the 
multipart and multicoloured Fribbles were not being processed as unitary stimuli. Despite 
this stimulus manipulation, the results of previous experiments were replicated. 
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As not all Fribbles are created equal, some part changes may be more detectable than 
others. Williams and Simons used the number of pixels changing from black to white or 
vice versa in the two silhouettes images as a quantitative measure of the size of the change 
between two Fribbles. Correlation and regression analyses were run with pixel change and 
part change as independent variables. The number of pixels changing was an excellent 
predictor of detection performance for silhouettes (Experiment 4), but the number of parts 
changing predicted performance only so far as it correlated with pixel change. However, 
for experiments using rendered stimuli (Experiments 1-3) changes involving large parts 
were no easier or harder to detect than changes involving small parts. Williams and 
Simons suggest that subjects may be using a more complicated representational scheme 
for rendered 3D objects. Visual features not found in silhouettes, such as colour, texture, 
depth or internal contours may be utilised. 
 
Williams and Simons showed that the magnitude of change is important in change 
detection tasks. Changes involving a larger number of parts are easier to detect than 
changes involving a small number of parts. This suggests that the ability to detect change 
is influenced by the nature of the change, not simply on the occurrence of a change. This 
opens the door for investigating what else, other than magnitude of change, might 
influence change detection (for example, overall size of objects or relative size of object 
parts). Although used here to investigate different numbers of parts involved in a change, 
this kind of task appears useful for investigating different types of changes made to object 
parts. 
5.3. Configuration and Identity of 3D Object Parts – Keane, Hayward, and Burke 
(2003)6 
There is some evidence to suggest that the overall configuration rather than the identity of 
individual objects is a property used to integrate different views of a scene. Levin and 
Simons (1997) argued that their demonstration of change blindness to a central actor in a 
                                                
6 Experiments 3 and 4 of Keane et al. (2003) were conducted as part of the current thesis and are reported in 
the experimental section (Experiments 1 and 7). 
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short motion picture shows that object properties are not automatically preserved from one 
view to the next. However, it was the identity of the actor that changed (and was rarely 
detected), whereas the general configuration of the central object, a person, remained the 
same. Perhaps there are only certain object properties, such as the general configuration 
objects, that are preserved from one view to the next. 
 
Keane et al.’s (2003) aim was to investigate change detection of properties of novel 3D 
objects in a manner similar to that used by Simons (1996) for scenes and object arrays. 
Specifically, detection of changes within 3D objects was explored, rather than detection of 
changes in scene-like displays. Based on their importance to theories of object 
recognition, Keane et al. examined the role of part shape, arrangement and configuration 
in object change detection. Change detection for novel 3D objects has been investigated 
previously (see Williams & Simons, 2000), however, the current study investigated 
different types (rather than magnitude) of change and used much simpler objects (they 
have fewer parts and are one colour) in an attempt to focus on lower level perceptual 
mechanisms.  
 
Simons (1996) showed that changes to the layout or configuration of object arrays was 
much easier to detect than changes involving switching the locations of two objects or 
changes to the identity of the objects in the array. Simons operationalised the spatial 
configuration of his object arrays as the set of locations in the array grid that are occupied. 
Thus, different array configurations would have different grid locations occupied. This is 
in line with Pomerantz’s (1983) place relationships, configuration is not dependent on the 
identity of the components in the array. Similarly, Keane et al. (2003) define the spatial 
configuration of 3D objects as locations in space occupied by object parts. Different object 
configurations have different locations occupied in the object space. The configural 
properties of an object depend on the relations between the components and not on the 
components themselves. 
 
Similar to Simons’ (1996) experiments, the object stimuli could differ in one of three 
ways (see Figure 5.3): (1) part identity, where one randomly chosen object part was 
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replaced with a new object part; (2) a switching of parts, where two randomly selected 
object parts switched positions, changing the relative arrangement of parts but not the 
overall layout; and (3) spatial configuration, where one randomly selected object part 
moved to a previously unoccupied position on the object body, changing the spatial 




Figure 5.3. Stimuli used by Keane et al. (2003). Objects could differ from the 
standard in three ways: a change in the identity or shape of a part 
(IDENTITY); a switching of two parts (SWITCH); and a change in the 
configuration of parts (CONFIGURATION). 
 
Experiment 1 used a simple one-shot change detection task in which an initial fixation 
cross was followed by the first object, then a mask was shown, followed by the second 
object. The subjects’ task was to respond same or different when the second object 
appeared. Results showed that subjects were most accurate at detecting a spatial 
configuration change, less accurate at detecting a switch change and least accurate at 
detecting an identity change. RT data reflected this pattern. To guard against the 
possibility that subjects were using a verbal strategy in processing the objects (e.g., 
naming the parts “cylinder”, “cone”, etc), Experiment 2 was the same as the first except 
that subjects were asked to perform an articulatory suppression task. The pattern of results 
from the second experiment was similar to that of the first, showing that subjects were 
more accurate at detecting spatial configuration changes than part identity or arrangement 
changes. The fact that all conditions were affected equally by the articulatory suppression 
STANDARD IDENTITY SWITCH CONFIGURATION 
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task suggests that differences between conditions were not due to verbal processing (at 
least for novel 3D objects). 
 
A quantitative measure of the change between two rendered 3D objects is the number of 
pixels that change from black to white or vice-versa in the two silhouetted images 
(Williams & Simons, 2000). For both Experiments 1 and 2, an analysis using this pixel 
change measure was conducted to account for physical size differences (as opposed to 
different types of change) between the two objects in each trial. To examine the effect of 
pixel change on performance, Keane et al. (2003) analysed the main effect of change type 
after partialling out the variance due to the number of pixels changing. They found a 
significant main effect with the same pattern of differences between the conditions, 
suggesting that the qualitative nature of a change is the mechanism behind differences in 
detectability. 
5.4. Summary 
The change detection paradigm has been used to examine our ability to recognise objects 
within an array (Simons, 1996) and also single objects (Keane et al., 2003; Williams and 
Simons, 2000). The rationale behind these studies is that differences in change detection 
performance reflect differences in properties used for processing objects and scenes. In 
these studies, different types of change have been investigated. Simons (1996) used 2D 
arrays of common and novel objects as stimuli and measured detection performance for 
spatial layout, object identity and object switching changes. Williams and Simons (2000) 
examined part changes in 3D novel objects. Keane et al. (2003) applied a similar 
experimental set up to that of Simons (1996) to the investigation of changes in novel 3D 
objects.  
 
Williams and Simons’ (2000) results provide a starting point for investigating the factors 
that might influence change detection in 3D objects, other than magnitude of change. 
Simons’ (1996) study, along with findings of configural dominance in object processing 
(Cave & Kosslyn, 1993; Kimchi & Bloch, 1998), suggests that information regarding the 
configuration and identity of objects or parts may be processed separately. Keane et al. 
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(2003) bring these ideas together, looking at change detection for the configuration and 
identity of parts in objects. However, exploring which object properties may be encoded 
or attended is just a small part of what can be achieved with this paradigm. Change 
detection can be used to investigate where in the image information about object 
properties comes from, how that information is represented, and the role of attention in 
processing different object properties. In addition, results of change detection studies can 
be used to guide research into how object properties are used in other visual processing 
and recognition tasks. The confluence of change detection and object recognition can tell 
us much about object processing. 
 
The results of Keane et al.’s initial experiments demonstrate that the change detection 
paradigm can be successfully employed to investigate multiple change types to single 
object displays. Overall configural information was utilised quickly and more accurately 
than information about the shape of parts or about the relative arrangement of parts. 
However, more work is needed to investigate object properties beyond this basic 
replication of Simons’ (1996) study. There is much that can be achieved from building on 
this groundwork. To begin with, what kinds of information are included in object 
representations and how exactly are they represented? Is it the case that configural 
information is better represented than local shape? Second, how is the object property 
information used in change detection and other visual short-term memory tasks extracted 
from an image? There may be particular components of an image that are important in 
obtaining different types of information, for example, outline shape might be useful in 
helping determine part shape. Third, the role of attention has been strongly emphasised in 
the explanation of change detection phenomena. Given that a change detection task is 
being used to explore object perception, attention has to be considered. Specifically, what 
is the role of attention in the encoding and extracting of object property information? 
Finally, how is this object property information utilised? Perhaps configural information is 
of use for object perception, but what about recognition? What, if any, ecological value 
does this information have? Local shape information about object parts may serve as a 
kind of “marker” or key feature in processing moving or rotating objects. Are there 
differences in how object properties might be used in short- or long-term memory tasks? 
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5.5. Integrating Multiple Aspects in the Study of the Visual Processing of 3D Objects 
There is much to consider when it comes to studying the visual processing of objects; of 
central importance are the issues of encoding, extraction and utilisation of object 
properties. The purpose of this thesis is to bring these together in one study. The focus of 
most studies in object perception is on representations and not how the information used 
to make these representations is obtained. Both aspects are important and both are 
incorporated in this thesis. The content of object representations has been extensively 
debated, ranging from Biederman and colleagues’ (Biederman, 1987; Biederman & 
Gerhardstein 1993) proposal of geons and spatial relations to multiple 2D views (Tarr, 
1995) to Edelman and Intrator’s (2000, 2001, 2003) recent idea of object representations 
including structure and a chorus of image fragments. However, it is also useful to explore 
how and from where in an image observers recover different types of information, for 
example, looking at whether the outline of an object contains information useful for 
computing global form. Knowledge about how information is obtained from images can 
be drawn upon in an effort to determine the content of object representations. 
5.5.1. Object Properties 
There are many visual perceptual properties that are involved in object recognition. Some 
useful object properties include colour, texture, depth, size, orientation, and shape. 
Because of their significance to theories of object recognition, the two main object 
properties considered in this thesis are the shape of object parts and the configural or 
spatial relations between those parts. These properties are fundamental to many viewpoint 
invariant or structural description theories of object recognition. Further, although 
viewpoint dependent theories of object recognition generally include representations of 
lower level features such as edges, there is an argument for the inclusion of configural 
information in object representations (e.g., Edelman & Intrator, 2000, 2001, 2003; Tarr & 
Bülthoff, 1998).  
 
The definition of spatial configuration used in this thesis is similar to place relationships 
described by Pomerantz (1983, see section 2.3.4) and follows the definition used by 
Kimchi and Bloch (1998) and Keane et al. (2003). The configural properties of an object 
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depend on the relations between the components and not on the components themselves. It 
is not necessary to process the identity of the components in order to process the 
configuration of those components. While many factors contribute to the identity of an 
object part, in the current thesis the shape or form of a part will be considered as the 
primary aspect of identity. Other object or part properties that may potentially contribute 
to identity, such as surface texture and colour, are held constant across all object stimuli 
within each experiment. Thus, a change to the identity of a part involves manipulating its 
shape.  
 
Configuration and switch conditions are necessary because of the way in which 
configuration has been defined. Objects with configural and switch changes both have the 
same parts as the standard object. A configural change involves an object part moving to a 
previously unoccupied location on the object body, whereas a switch change has the same 
configural space with a switching of part positions. A comparison of these two conditions 
can reveal whether it is a change in the space a part occupies (configuration) or a change 
in the arrangement of those parts within a set space (switch) that is important for 
detection. An identity change also involves the same configural space, but comprises one 
different part to the standard object. If configuration was dependent on the parts that 
comprise an object (that is, if spatial relations are included with parts), then switch and 
identity changes should be easy to detect. 
 
Different aspects of the properties under investigation are also worth considering, 
particularly in novel 3D objects for which familiarity with part configuration and 
knowledge of object identity are not a concern. Factors involved in studying the 
processing of global/configural information include spatial scale and frequency and the 
nature of the configural relations themselves. Low spatial frequency channels carry coarse 
scale visual information and higher spatial frequency channels carry fine-grained local 
information (DeValois & DeValois, 1990). Given that low spatial frequencies are 
processed faster than higher frequencies (Livingstone & Hubel, 1988), this may account 
for any advantage found for configural change detection. Another avenue of exploration is 
the nature of the configural relations, that is, looking at the detection of categorical (e.g., 
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above/below, left/right) and coordinate (distance based) changes in spatial relations. In 
particular: (i) is it the case that both categorical and coordinate relations are extracted in 
visual object processing? It might, for example, depend on the level of processing or kind 
of task, and (ii) are object representations based on categorical and coordinate relations? 
Looking at how these spatial relations impact on novel object processing may shed some 
light on the configural advantage in change detection or on novel object processing in 
general. 
5.5.2. Tasks 
As outlined in the first chapter, there is some debate as to whether parts or other types of 
information form the basis for recognising depth-rotated objects (see Tarr & Bülthoff, 
1995, and Biederman & Gerhardstein, 1995 for a review of the debate). However, 
studying object recognition across rotation in depth is not the only available methodology 
for examining the information used in decisions regarding object recognition.  
5.5.2.1. Change Detection Tasks 
The majority of experiments in this thesis employ the change detection paradigm; more 
specifically a temporal gap contingent one-shot change detection paradigm is used. In this 
approach the change is made just once during each trial during a gap or interval between 
the two displays. Performance is measured via accuracy and reaction time. The brevity of 
this technique minimises the involvement of eye movements and long-term memory. 
Further, it makes it easier to distinguish between transformations such as, colour change 
or presence/absence (Rensink 2002). The repeated change approach or flicker paradigm 
has extended presentation of the stimulus and performance is measured primarily by 
reaction time. This technique rules out the possibility that information has failed to be 
consolidated in memory (Rensink 2002). Because this thesis is focused on the detection of 
specific transformations and not on the influence of memory on object recognition, the 
one-shot paradigm is employed. 
 
The rationale of the change detection paradigm is that the kinds of change that are 
detected reflect the kinds of information that are represented or attended in a particular 
task. This is useful then if we want to determine the types of information attended and 
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utilised in the processing of different stimuli. In the current thesis, the change detection 
paradigm is used as a tool for exploring novel 3D object perception and recognition. 
Change detection tasks can be used to look at different levels of recognition (for example, 
having subjects name the objects that change in a scene may tap into higher-level 
perception, e.g., Rensink et al., 1997). However, it is used in this thesis to examine lower-
level visual processes. The subjects’ decision is simply whether two images of a novel 
object are the same or different - no labels, names or non-visual information need be 
involved in the task. 
5.5.2.2. Visual Search Tasks 
Tasks other than change detection are used in this thesis to explore different aspects or 
levels of object recognition. These tasks include visual search tasks, rotation tasks, and 
old/new recognition tasks. Visual search tasks are visual short-term memory tasks (as is 
the change detection task) in which the ability to apply verbal labels to stimuli does not 
aid performance. Similar to the way in which the change detection paradigm is used in this 
thesis, it allows investigation of perceptual and attentional mechanisms involved in visual 
information processing. However, the value of visual search tasks in this thesis is that they 
allow the investigation of more complex, scene-like displays. Whereas change detection 
tasks can be conducted using single object displays, visual search tasks involve displays in 
which at least two or more objects are presented to the observer. With regard to attention, 
a visual search task can be used to vary the spatial distribution of attention. That is, spatial 
attention can be devoted fully to an object in a single item display, but when the display 
contains multiple items, spatial attention has to be distributed over a wider area. Visual 
search tasks can also be used to investigate preattentive mechanisms and help to identify 
salient regions of an image. 
5.5.2.3. Object Rotation Tasks 
The ecology and wider use of object property information is considered with the use of 
object rotation tasks. The task is to decide whether two views, differing in orientation, 
show the same or different object. The ecological validity of this task lies in the fact that 
our experience with objects in the real world, more often than not involves many different 
points of view. Results of object rotation tasks can be used to determine whether and what 
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object property information can be extracted and matched across views. With regards to 
the current study, for example, one might expect that because of its relative stability, 
information about the configuration of parts may be useful for “joining” different views of 
an object. Alternatively, the shape of an object’s parts may act as a kind of “marker” or 
key feature. 
5.5.2.4. Recognition Tasks 
In this thesis, longer-term recognition is investigated with a more traditional learning and 
delayed recognition task. That is, subjects are required to learn a name or label for an 
object and to subsequently recognise that learned object amongst unfamiliar objects. The 
value or utilisation of object properties may be different for tasks with a greater memory 
load than for lower-level recognition or perception tasks. The shape of object parts may 
become more salient or better encoded with practice. By including these different tasks, it 
is expected that a comprehensive investigation of object properties as they are used in 
different visual processing tasks will be achieved. 
5.5.3. The Role of Attention 
Attention is an important factor in change detection research. Attention to the relevant 
portion of a scene increases the likelihood of successful change detection. However, 
attention to an object is not sufficient for successful change detection. This has been 
demonstrated in studies in which change blindness was shown for central actors in video 
and real-world sequences (Simons & Levin, 1998; Levin & Simons, 1997). More recently, 
Fernandez-Duque and Thornton (2000) demonstrated that even when subjects are unaware 
of a change occurring, they could reliably select the changed item in forced choice task. 
That is, factors other than focussed attention play a role in representing change. 
 
In this thesis, attention to novel 3D objects is investigated at a number of levels. Implicit 
in the change detection paradigm is the idea that the object property changes that 
observers detect are those properties to which they are attending. That is, attention is given 
to particular aspects of an image. A goal of this thesis is to elucidate which aspects of an 
object are given attention. One might assume that in a single object display of 1 s or 
longer duration, full attention can be directed at the stimulus object. However, attention 
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should be considered explicitly. Of particular interest is whether drawing attention to the 
exact locus of the change will necessarily result in successful change detection for objects. 
This has been done in change detection for scenes, but not for objects. In this thesis, 
attention is manipulated or drawn to a particular part by having that part change colour. 
 
It may be the case that factors other than the locus of attention play a role in successful 
change detection. Whereas the spatial distribution of attention to a single object display is 
quite narrow, attention to object properties under distributed attention, in more scene-like 
conditions, may be investigated. A visual search task can be used to manipulate the 
distribution of attention. This is a particularly important detail to consider given that 
detection of global information may be more visible in the parafovea (Kinchla & Wolfe, 
1979). 
5.5.4. Stimuli 
Using novel or real 3D objects has implications for looking at the influence of memory or 
familiarity with the stimulus. Studies, outlined previously, demonstrating the role of parts 
in object recognition (Biederman, 1987; Biederman & Cooper, 1991) have used familiar 
objects as stimuli. Through their experience with common objects, it is possible that 
observers learn that particular parts are important. We give parts names and they are often 
linked to function. For example, a car has a number of easily named parts that perform 
important functions such as wheels, doors, and engine. Thus, because of the extra, non-
visual information associated with familiar objects and their parts, it becomes difficult to 
investigate object properties in isolation. Real objects contain complex features 
(sometimes non-visual), which can make the decomposition into abstract features harder. 
The use of novel items in experiments allows researchers to look at how observers deal 
with “raw” materials. The experiments in this thesis use stimuli that are novel and 
meaningless, so that there are no long-term or stored representations that may interfere 
with performance. Of interest is elucidating those aspects or properties of novel objects 




Both 2D (silhouettes) and 3D objects were used as stimuli in this thesis. The study of 3D 
objects allows for more complex properties or attributes such as internal structure, or 
changes in orientation to be investigated. Most objects in the real world are 3D, so it 
makes ecological sense to study the perception of 3D objects. Simpler aspects of object 
recognition, for example outline and overall shape, may be studied using 2D objects. They 
include a limited amount of information, whereas realistic renders or photographs of 
objects allow for extra information to be processed such as texture, shading and 
shadowing and colour.  
 
A number of different object stimuli sets were created for the experiments in this thesis. 
Most of the object sets consisted of objects that had four parts. This was the simplest 
object that could be created that allowed for the kinds of changes to be made. Given that 
the central body of the objects did not change, there were three appendage parts to be 
changed. Switching involved two appendage parts, thus three appendage parts were 
needed in the objects so that the switch change did not involve all parts, which may have 
confounded performance on that type of change. That is, if all appendage parts were 
involved in a change, attention to any part alone (rather than the object as a whole) would 
result in successful change detection.  
5.5.5. Consequences for Theories of Object Recognition 
It is important to link empirical results to their theoretical underpinnings. Thus, the work 
in this thesis is conducted with theories of object recognition in mind. As well as adding to 
evidence on the effects of orientation on object recognition, the current work will attempt 
to provide empirical data for the proposal to reconcile the structural description and 
viewpoint dependent approaches to object recognition. In particular, providing evidence 
for the use of structural information in object representations. This is in line with Edelman 
and Intrator’s (2000, 2001, 2003) CoF model of object recognition, which draws from 
both approaches by including structural information along with 2D image fragments in 
object representations. However, given the potential for structural information to add to 
current theories of object recognition, there is relatively little work in this area. Some 
research has examined the role of spatial relations and configural properties of objects (see 
section 2.2.1); however, there is still need for object recognition research to investigate the 
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role of configural properties in 3D objects. Further, the configural properties of objects 
need to be studied across different perception and recognition tasks. 
5.6. The Aims of the Current Thesis 
Recent results in the study of change blindness show us that the visual system does not 
appear to use richly detailed representations, leaving open the question of what 
information is included or utilised in visual representations and processed by the visual 
system. This is a central issue in visual processing, addressed by a large body of research 
on theories of object recognition (see Chapter 1). However, I also want to elucidate where 
in the image the object property information comes from and how this information may be 
employed in other tasks. Thus, the broad aim of this thesis is to examine the types of 
information used in the processing and recognition of novel 3D objects. In particular, the 
experiments in this thesis will compare the processing of the configuration of parts, part 
arrangement and the identity or shape of parts. This follows the parts and structure focus 
of the theories of object recognition outlined above. 
 
Beyond results that suggest that change detection for the shape of object parts is more 
difficult than for their spatial configuration (e.g., Keane et al., 2003; Kimchi & Bloch, 
1998), many questions regarding part configuration, relative part arrangement and shape 
information in visual object processing remain. Specifically, Chapter 6 of this thesis 
includes experiments exploring the effect of the magnitude of change in terms of the 
physical size of objects and number of parts changing. Chapter 7 looks at object 
properties, such as dimensionality (2D versus 3D), orientation and scale, which may 
influence change detection performance. Further, the configural advantage may be a result 
of differential use of categorical or coordinate spatial relations. Different levels of 
attention are investigated in Chapter 8 to see whether change type interacts with 
attentional load or focus to determine change detection performance. Finally, in Chapter 9, 
the ecological validity of these object properties is investigated in an object rotation task 
and a recognition task. That is, the robustness of object properties for change detection 
across different points of view and in tasks requiring a greater memory load is explored. 
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Essentially the key questions posed in this thesis are: (i) what kinds of information are 
included in object representations and how are they organised? (ii) How is object property 
information extracted from an image? (iii) What is the role of attention in the encoding 
and extracting of object property information? And (iv) how is this object property 
information utilised?  
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Chapter 6: The Role of the Magnitude of Change 
 
This first experimental chapter aims to explore the relationship between the quantitative 
and qualitative aspects of change. The particular types of qualitative change investigated 
in this thesis are: (i) Part configuration. The global configural form identified by the 
placement of the local elements, without necessarily knowing the identity of those local 
elements (e.g., place relationships, Pomerantz, 1983); (ii) Part identity. The shape of the 
part determines identity of the part; and (iii) Part switching. The changes to the relative 
arrangement of parts in which the identity of the parts as well as global configural form 
need to be encoded. In a matching task, a configuration and switch change both have the 
same parts as the standard object, the difference being that a configural change involves a 
part moving to a new location in space, whereas a switch change involves the same 
“place” relationships (Pomerantz, 1983) with a new relative arrangement of parts. An 
identity change also involves the same “place” relationships, but comprises one different 
shape part to the standard object. 
 
Information about the configuration of parts in change detection appears to be utilised 
quicker and more accurately than information about the shape of those parts (Keane et al., 
2003). That is, information regarding the configuration of parts seems to have greater 
salience than part shape or arrangement. However, this greater salience could be due to 
some confounding factor, such as the size of change. The experiments in this chapter will 
look at the possibility of accounting for the configural advantage effect in change 
detection via manipulations of magnitude of change. Specifically, manipulations of the 
size of the object parts, complexity of the stimuli, and the number of parts involved in a 
change will be investigated.  
 
By increasing the physical size of the parts, it is assumed that they will become more 
prominent. As such, perhaps the shape properties of parts will become more relevant in a 
change detection task. That is, the better use of configural information may be limited to 
the particular objects used in previous studies (i.e., Keane et al., 2003). As the complexity 
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of an object increases (in terms of the total number of parts), the relative magnitude of a 
one-part change decreases. The aim of this manipulation is to determine whether the use 
of object properties is influenced by object complexity. Finally, the third experiment in 
this chapter explores magnitude of change in terms of the number of parts involved in a 
change. Magnitude of change has been investigated in this way before (Williams & 
Simons, 2000), however, the current focus is whether magnitude of change will affect the 
processing of object properties. Taken as a whole, this chapter is looking at whether the 
magnitude of change can account for the way in which changes to object properties are 
detected. 
6.1. EXPERIMENT 1: The Effect of Increasing the Size of Object Parts on Change 
Detection Performance 
One possible account of the results of the first two experiments reported by Keane et al. 
(2003) is that the configuration changes are larger or more distinct in some way than the 
other object property changes. Keane et al. (2003) measured the physical differences 
between the two objects presented in each trial in terms of the number of pixels changing 
from black to white, or vice versa, between the two images. They found that pixel change 
did not account for performance differences between the conditions. However, the number 
of pixels changing between silhouetted object pairs is only one measure of “information 
change.” Another method would be to attempt to equate the magnitude of the changes or 
to at least bias performance against a configural change.  
 
According to Hoffman and Singh (1997, p.72), “the salience of a part depends on (at least) 
three factors: its size relative to the whole object, the degree to which it protrudes, and the 
strength of its boundaries”. Thus, one way of increasing the salience of part identity 
information in the present experiment would be to increase the size of the parts. This 
should result in identity changes to these parts being more obvious due to the larger size of 
the parts involved in this type of change. In addition, decreasing the height of the central 
body part would result in a smaller displacement of parts along the body in the 




If it is the case that configural information is used quicker and more accurately than other 
kinds of object property information, then the pattern of results for this experiment should 
be similar to that found for Keane et al.’s first two experiments. That is, changes to the 
configuration of parts should be detected easier than changes to the identity of parts or a 
switching of parts. Should this pattern be obtained even though the salience of part 
identity information has been increased and configural information decreased, it would 
suggest that regardless of the physical size of the object change, configural information is 
processed more accurately and quickly than part identity information. 
 
The procedure used for this experiment is exactly the same procedure as Keane et al.’s, 
(2003) Experiment 1, but with modified stimuli (3D novel objects). The size of the parts 
increased by a factor of 30% and the height of the central body part decreased by a factor 
of 20% (see the Materials section below). Thus, any differences in results between the two 
experiments can be argued to be attributable to differences in object properties. 
6.1.1. Method 
6.1.1.1. Subjects 
A total of 26 undergraduate students of the University of Wollongong participated and 
were tested individually. Subjects received course credit for participating.  
6.1.1.2. Materials 
The stimuli used throughout this thesis were abstract objects, generated using the Strata 
StrataVision 3D software package. StrataVision 3D is a 3D modeling, scene composition 
and rendering program. This software allows for the rendering of 3D objects using both 
specified (e.g., cubes, cones, spheres) and created (e.g., horns, prisms) geometric 
primitives. These 3D primitives may be manipulated by rotation, translation, and scaling 
transformations. Constructive-solid-geometry operations such as unions and intersections 
allowed for the construction of multi-part 3D objects. Textured and coloured “skins” 
could be mapped to the surface of these multipart objects (as well as to individual parts). 
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Lighting sources were placed at the camera position, as well as to the left and right above 
the object.  
 
The stimuli were based on those used by Keane et al. (2003) in Experiments 1 and 2. The 
types of changes examined were the same, the objects in a trial could differ in one of three 
ways: (1) part identity, where one randomly chosen object part was replaced with a new 
object part; (2) a switching of parts, where two randomly selected object parts switched 
positions; and (3) spatial configuration, where one randomly selected object part moved to 
a previously unoccupied position on the object body, changing the spatial configuration of 
the object. However, the size of the body and parts were altered (for example and 
comparison to Keane et al.’s stimuli, see Figure 6.1). The body of each object was 
shortened along the vertical axis by 20% and the size of each appendage part was 
increased in all three dimensions by 30%. The body width was increased just enough to fit 
the larger parts. Objects were photorealistically rendered with the same colour and texture. 
The entire background screen was white. The viewing distance for all experiments in the 
current thesis was approximately 60 cm. The objects were all of similar size before and 
after the change (visual angle subtended ranged from 5.3o – 6.4o, unless otherwise stated). 
The mask for each experiment in the thesis consisted of fragments of object images used 
in the stimuli set. All experiments in this thesis were controlled by RSVP software 







Figure 6.1.  (A) A comparison of stimuli (left) used in Keane et al. (2003) and 
stimuli used in the current experiment (right). (B) An example of the three 
types of changes made to stimuli in the current experiment. Objects could 
differ from the standard in three ways: a change in the identity of a part 
(IDENTITY); a switching of two parts (SWITCH); and a change in the 








The experiment consisted of three blocks of 60 randomly ordered trials, 180 trials in total, 
in which ten object stimuli were shown with three separate changes made to a part of each 
object. The blocks were identical except for the order of the trials. Each object was 
randomly placed at a position 25 pixels in any direction from the centre of the screen. 
Each trial began with a fixation cross appearing for 500 ms at the centre of the screen, 
followed by the first object for 2 s, immediately followed by a mask appearing on the 
screen for 4.3 s, which was in turn replaced by a same/different object which remained on 
the screen until the subject responded (these timings were based on those used in Simons, 
1996, Experiment 1). The next trial began 1 s after the subject made a response. The 
second object was either identical to the first or different in one of three ways: (1) part 
identity; (2) a switching of parts; or (3) spatial configuration (see Figure 6.1). Participants 
were asked to indicate whether the two objects presented to them were the “same” or 
“different” by pressing corresponding keys on a keyboard. Half of the trials were “same” 
trials and half “different”. The different trials were split equally into the three change 
conditions.  
 
The instructions given to subjects at the beginning of the experiment were as follows: “On 
each trial in this experiment, you will be asked to judge whether two objects are the same 
or different. On each trial, a fixation cross will be followed by a briefly displayed object. 
This will be followed by a “mask” (a patterned screen), then the second object. Try to 
ignore the mask and judge whether the two objects are the same or different. Sometimes 
you may find this to be a relatively easy task, and sometimes you may find it to be 
difficult. Respond as accurately and as fast as you can. You will hear a beep every time 
you get a trial wrong. Remember, you should respond SAME if you see two views of the 
same object and DIFFERENT if you see two different objects.” These instructions were 
typical of those used for all of the change detection experiments in this thesis.  
6.1.2. Results and Discussion 
Separate 4x3 repeated measures ANOVAs including the within subjects factors of change 
type (same, configuration, identity, or switch) and block (one, two, or three) were 
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performed on accuracy rate and RT data (RT analysis was conducted on accurate 
responses). An alpha level of .05 was used for all statistical tests. As shown in Figure 6.2, 
participants were equally accurate at detecting same and spatial configuration change, less 
accurate at detecting a switch change and least accurate at detecting identity change. The 
ANOVA on accuracy rates for change type showed a significant variation between 
conditions, F(3,75) = 28.449, p < .01, MSE = 0.62. Post hoc Scheffé contrasts showed the 
same pattern as Keane et al.’s, (2003) Experiments 1 and 2, that accuracy for all change 
conditions (configuration, identity, and switch) was significantly different to one another 
(all p < .01). 
 
The ANOVA on RT for change type showed significant variation between conditions, 
F(3,75) = 3.953, p < .05, MSE = 503703.26. As shown in Figure 6.2, RT was fastest for 
the configuration condition. Post hoc Scheffé contrasts showed that performance in this 
condition was significantly faster than all other conditions (all p < .05). There was no 












































Figure 6.2. Mean proportion correct (top) and mean reaction times (bottom) on the 
change detection task as a function of change type. Error bars represent 
standard errors of the means. 
 
The main effect of block for accuracy was significant, F(2,50) = 9.913, p < .01, MSE = 
0.15. Again, the same pattern as Keane et al.’s, (2003) Experiments 1 and 2 emerged; post 
hoc Scheffé contrasts showed that accuracy in Block 1 was significantly worse than 
accuracy in Blocks 2 and 3 (both p < .01). There was no significant difference in accuracy 
between Blocks 2 and 3 (p = 0.79). This pattern suggests that subjects made a general 
 106
improvement that levelled off after the initial block. This is not surprising given that there 
were no practice trials. The interaction between block and change type was significant 
F(6,150) = 3.027, p < .01, MSE = 0.05. From Figure 6.3 it can be seen that the pattern of 
accuracy across blocks seems to improve equally except for the same and configuration 
conditions, which remain at a relatively constant level across blocks. The main effect of 
block for RT was not significant, F(2,50) = 2.059, p = 0.14, MSE = 526833.90, neither 
was the interaction between block and change type for RT F(6,150) = 1.656, p = 0.14, 
MSE = 186368.36. Despite the salience of part information being increased, ability to 





























Figure 6.3. Mean proportion correct on the change detection task as a function of 
change type and block. Error bars represent standard errors of the means. 
 
This experiment was not designed to equalise the number of pixels between change type 
conditions; it was designed to increase the salience of the part information of the objects 
by increasing the size of the parts and decreasing the displacement of parts in 
configuration changes. As a consequence more pixels changed overall compared to Keane 
et al. Experiment 1. However, a similar pattern was obtained across conditions. The 
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average number of pixels changing for each condition in the current experiment was 6438 
(configuration), 3487 (identity) and 5577 (switch). Despite these differences in pixel 
change, the level of accuracy in detecting identity and switch changes was practically 
identical compared to Keane et al.’s Experiment 1 (proportion correct for identity change 
was 0.64 for both experiments and for switch change was 0.73 and 0.74 in Keane et al., 
2003, Experiment 1 and the current experiment, respectively). Further, the difference in 
the number of pixels changing between the switch and configuration conditions for both 
Keane et al. Experiment 1 and the current experiment is reasonably small, yet, in both 
cases configuration changes are detected significantly quicker and more accurately than 
part switches.  
 
The qualitative, not quantitative nature of the changes can be looked to for an explanation 
of these results. The results of this experiment show that regardless of the size of parts, 
changes involving a new location in space (configuration) are better detected than changes 
involving the arrangement of parts (switch) and changes involving a new shape (identity) 
are detected poorly. This pattern implies that the spatial layout of an object’s parts is 
processed before the relative arrangement or shape. Interestingly, switches are better 
detected than shape changes. Both changes maintain the same configuration; an identity 
change entails new shape information whereas a switch does not. However, a switch 
change does involve the swapping of two parts, as opposed to one part involved in 
configuration or identity changes. The issue of the number of parts involved in a change is 
explored in Experiment 2. 
6.2. EXPERIMENT 2: The Effect of Multiple Numbers of Parts Involved in Change 
Detection 
Williams and Simons (2000) investigated the effect of the magnitude of changes made to 
single, novel, 3D objects (Fribbles) and found that smaller changes (in terms of the 
number of object parts changed) were more difficult to detect than larger changes. 
Specifically, 1-part changes were more difficult to detect than 2-part changes, which in 
turn were more difficult to detect than 3–part changes. That is, in terms of the magnitude 
of change, change blindness is not an “all-or-nothing” effect. However, Williams and 
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Simons changed only the identity of the object parts involved in their manipulations. 
Regarding the present body of work, there is the question of whether the same pattern of 
results will be found for changes in the configuration or switches of parts. In other words, 
is it simply the number of features changing that makes change detection easier or will 
this interact with the types of changes being made? If there is no influence of the number 
of parts changing on the type of change detected, it can be argued that it is not the raw 
amount of visual information changing, rather the qualitative nature of the changes 
themselves that are important factors in the ability to detect change. 
 
Given Williams and Simons’ (2000) results, it is expected that changes will become easier 
to detect as the number of parts involved in the change increases. How this interacts with 
change type is unknown. Because changes to configural information have been found to 
be relatively easy, it is possible that increasing the number of parts involved in a 
configural change may have little or no effect on detection performance. Alternatively, if 
there were no interaction between number of parts changing and the type of change, this 
would suggest that configural, switch and identity information is utilised the same way 
regardless of the amount of information involved in the change. 
6.2.1. Method 
6.2.1.1. Subjects 
A total of 32 undergraduate students of the University of Wollongong participated and 
were tested individually. Subjects received course credit for participating. 
6.2.1.2. Materials 
Stimuli were photorealistically rendered images of 3D novel objects. Each object was 
composed of a main body with three appendage parts. The parts attached to the body at 
three of nine possible positions (top, middle and bottom of the front, left or right sides of 
the object, see Figure 6.4). There were three “standard” objects for which configural, 
switch and identity changes were made. Configuration and identity changes could involve 
1, 2 or 3 parts changing, whereas switch changes could involve only 2 or 3 parts; the result 
was that a total of sixty objects were examined in the current experiment. The objects 
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were all of similar size, with the average dimensions of each object being 200 pixels wide 
and 230 pixels high (visual angle subtended ranged from 5.9o – 6.8o). The objects were the 
same size before and after the change. The mask used in this experiment consisted of 
elements from a variety of object images. 
 
 
Figure 6.4. The three objects used as standard stimuli in Experiment 2. 
6.2.1.3. Procedure 
The experiment consisted of 228 randomly ordered trials in which three object stimuli 
were shown with configuration, identity and switch changes made to 1, 2, or 3 of the 
appendage parts. Each trial began with a fixation cross appearing for 500 ms at the centre 
of the screen, followed by the first object for 2 s, immediately followed by a mask 
appearing on the screen for 1500 ms, and finally another object which remained on the 
screen until the subject responded. Responses for each trial timed out after 5 s. The next 
trial began 1 s after the subject made a response or the trial timed out. If no response was 
made, each trial timed out 5 s after presentation of the second stimulus. Each stimulus was 
jittered by 25 pixels, that is, randomly placed at a position 25 pixels in any direction from 
the centre of the screen. Subjects were asked to indicate whether the two objects presented 
to them were the “same” or “different” by pressing corresponding keys on a keyboard. 
Half of the trials were “same” trials and the other half “different” trials. The different trials 
were split equally into the three change type conditions. 
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6.2.2. Results and Discussion 
Because the experimental design was not fully factorial (there can be no switch change 
involving only one part), a number of separate ANOVAs were used to analyse the 
accuracy and RT data (RT analyses was conducted on accurate responses). Separate one-
way repeated measures ANOVAs were conducted for change type (same, configuration, 
identity, switch) and for number of parts involved in the change (0, 1, 2 or 3). 
 
The one-way repeated measures ANOVA for the accuracy of change detection showed a 
significant difference between change types, F(3,90) = 2.911, p < .05, MSE = 0.02. 
Although a similar trend was found for these results as in the previous experiment (see 
Table 6.1), post hoc Scheffé contrasts showed that the only two conditions that differed 
significantly were part configuration and identity change detection (p < .01). The 
ANOVA for RT data also showed significant variation between change types, F(3,90) = 
4.51, p < .01, MSE = 43924.29, however, post hoc Scheffé contrasts showed that the only 
two conditions that differ significantly were configuration and same conditions (p < .001). 
 
Table 6.1. Mean proportion correct and mean reaction times on the change 
detection task as a function of change type. Values in parentheses represent 
standard errors of the mean. 
Change Type Mean Proportion Correct Mean Reaction Time (ms) 
Same 0.887 (± 0.018) 1060.824 (± 42.40) 
Configuration 0.895 (± 0.012) 969.127 (± 31.01) 
Identity 0.842 (± 0.015) 1013.81 (± 36.26) 
Switch 0.872 (± 0.018) 1022.391 (± 38.33) 
 
The one-way repeated measures ANOVA for the accuracy of detecting different numbers 
of parts changing showed a significant difference between conditions, F(3,90) = 12.683, p 
< .01, MSE = 0.07. Post hoc Scheffé contrasts showed that detection of a 1-part change 
was significantly less accurate than detecting a 2- or 3-part change and also significantly 
less accurate than making a same decision (i.e., no parts changing; all p < .001). The RT 
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data showed a linear trend, with same decisions taking longest and 3-part changes being 
detected quickest (see Table 6.2). The ANOVA for RT data also showed significant 
variation between detection of different numbers of parts changing, F(3,90) =  4.753, p < 
.01, MSE = 47326.26. Post hoc Scheffé contrasts showed that making a same (zero parts) 
decision was significantly slower than detecting both 2- and 3-part changes (p < .01). 
 
Table 6.2. Mean proportion correct and mean reaction times on the change 
detection task as a function of the number of parts involved in the change. 
Values in parentheses represent standard errors of the mean. 
Number of Parts Changed Mean Proportion Correct Mean reaction Time (ms) 
Zero 0.887 (± 0.018) 1060.824 (± 42.40) 
One 0.814 (± 0.017) 1028.196 (± 33.71) 
Two 0.882 (± 0.013) 992.165 (± 36.49) 
Three 0.925 (± 0.012) 972.644 (± 33.37) 
 
A 2x3 repeated measures ANOVA on accuracy data including the factors of change type 
(configuration and identity) and number of parts (1, 2 and 3) showed significant main 
effects of change type, F(1,30) = 25.731, p < .001, MSE = 0.24, and number of parts, 
F(2,60) = 12.141, p < .005, MSE = 0.09. Configuration changes were detected more 
accurately than identity changes (mean proportion correct 0.905 and 0.862, respectively). 
Post hoc Scheffé contrasts show that the pattern for number of parts changing was the 
same as for the one-way ANOVA for number of parts, that is, detection of a 1-part change 
was significantly less accurate than detecting a 2- or 3-part change (both p < .001). The 
ANOVA for RT data produced a similar pattern to that found for accuracy data. 
Configuration changes were detected significantly faster than identity changes (mean RT 
960.454 ms and 1006.359 ms, respectively), F(1,30) = 5.978, p < .05, MSE = 97988.33. 
There was a main effect of number of parts changing, F(2,60) = 6.896, p < .005, MSE = 
99527.17. Post hoc Scheffé contrasts showed that detection of a 1-part change was 
significantly faster than detecting a 2- or 3-part change (both p < .01). As shown in Figure 
6.5, there were no significant interactions for either the accuracy or RT data (F(2,60) = 




















































Figure 6.5. Mean proportion correct (top) and mean reaction times (bottom) on the 
change detection task as a function of change type and number of parts 


























































Figure 6.6. Mean proportion correct (top) and mean reaction times (bottom) on the 
change detection task as a function of change type and number of parts 
involved in the change. Error bars represent standard errors of the means. 
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A 3x2 repeated measures ANOVA for accuracy data, including the factors of change type 
(configuration, identity and switch) and number of parts (2 and 3), showed significant 
main effects of number of parts, F(1,30) = 13.239, p < .01, MSE = 0.11, and change type, 
F(2,60) = 5.274, p < .01, MSE = 0.05. Changes involving 3 parts were more accurately 
detected than 2-part changes (mean proportion correct, 0.929 and 0.881, respectively). 
Post hoc Scheffé tests showed that the only significant difference was that configuration 
changes were detected more accurately than switch changes (p < .002), even though the 
trend suggests that identity changes are less accurately detected than configuration 
changes (see Figure 6.6). An ANOVA for RT data showed no main effect of number of 
parts, F(1,30) = 1.530, p = .23, MSE = 36948.82. There was a main effect of change type, 
F(2,60) = 6.487, p < .005, MSE = 106430.91. Similar to the accuracy data, post hoc 
Scheffé contrasts showed the only difference was that detection of a configuration change 
is significantly faster than detecting a switch change (p < .001). There were no significant 
interactions for either the accuracy or RT data, F(2,60) = 2.325, p = .11, MSE = 0.02 and 
F(2,60) = 0.498, p = .61, MSE = 6712.79, respectively. 
 
Overall, these results support Williams and Simons (2000) in that the more parts involved 
in a change, the easier change detection becomes. However, further to Williams and 
Simons’ results, these findings suggest that different types of change are a factor in ability 
to detect change. There were no interactions found between change type and number of 
parts involved in a change. It appears that different types of object properties were utilised 
in a similar manner regardless of how much of the object is involved in the change. 
Configuration changes were always detected quicker and more accurately than identity 
changes, irrespective of the number of parts changing. When analysing only 2- and 3-part 
changes, configuration changes were detected quicker and more accurately than switch 
changes but were not different to identity changes. This suggests that the greatest 
difference between configuration and identity changes occurred for 1-part changes. 
However, the RT for detecting configural changes was always quicker than the RT for 
identity changes, suggesting that configural information may be available earlier or acted 
upon quicker than local shape information.  
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6.3. EXPERIMENT 3: The Role of Stimulus Complexity in Change Detection  
Following from the previous experiment, which investigated the magnitude of the change 
in terms of number of parts involved in the change, Experiment 3 explores the role of 
overall object complexity in change detection. The purpose of this experiment was to 
investigate the effect that object complexity, in terms of the total number of parts 
composing each object, might have on subjects' ability to use configural or part identity 
information. Following previous results showing that configural information is utilised 
quicker than part identity information, the detection of changes to part configuration 
should be easiest and quickest regardless of the number of parts an object has.  
 
Modified stimuli were used in this experiment. The larger central body of the previously 
used stimuli in Experiments 1 and 2 may have attracted more attention because of its 
relatively larger size than other parts. This may have forced subjects to focus initially on 
that central axis and to process the smaller “limb” type parts subsequently. Thus, the 
elongated body was removed and all parts in the current stimuli set were of a similar size. 
The central elongated body was replaced with two parts (see Figure 6.7) and other parts 
could join these central two at any one of eight positions (including the top and bottom of 
the central parts). 
 
The pattern of results for this experiment might be able to tell us more about the ways in 
which attention is allocated to different aspects of objects as well as the way in which 
object property information is used. Rensink (2000a) proposed a coherence model in 
which observers serially search through a changing scene focusing on salient objects first. 
Evidence for this analogy between visual search and change detection comes from 
Rensink (2000b) in which he found that as with typical visual search results, when the 
target for change detection is embedded within a complex display, the time taken to detect 
a change increases linearly as the number of distractors increases. This, along with earlier 
findings of superior change detection for central interest obejcts (Rensink et al., 1997, 
2000), suggests that salient features within a scene or object are more likely to be 
attended, and if the feature being attended undergoes a change, it is more likely to be 
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detected. That configural changes are detected without difficulty suggests that they 
probably involve change to a salient feature. 
 
If change detection takes longer as the complexity of the display increases, then in the 
current experiment the time taken to detect a change within an object should increase as 
the complexity of the object increases. In addition, if the configuration of parts is a more 
salient feature of the object on display, then changes to configuration should be detected 
quicker and more accurately than changes to identity or switching of parts. This configural 
advantage should occur regardless of the complexity of the object. 
6.3.1. Method 
6.3.1.1. Subjects 
A total of 31 undergraduate students of the University of Wollongong participated and 
were tested individually. Subjects received course credit for participating. 
6.3.1.2. Materials 
Stimuli were rendered images of 3D novel objects. Unlike objects used as stimuli in the 
other experiments in this thesis, each of the object parts of the stimuli used in the current 
experiment were of similar size; there was no larger, elongated main body. The parts 
consisted of relatively basic shapes such as cubes, spheres, and cones. Each object had two 
central parts, one on top of the other. Three, four or five parts attached to these central 
parts at eight different possible positions resulting in objects with either five, six or seven 
parts in total (see Figure 6.7 for example). A total of ninety different object exemplars 
(thirty each of the 5-, 6-, and thirty 7-part objects) were used in the current experiment. 





Figure 6.7. Example of the 5-, 6- and 7-part objects used as stimuli used in 
Experiment 3. 
6.3.1.3. Procedure 
The experiment consisted of 324 randomly ordered trials in which subjects were shown 3 
standard object stimuli at 3 different complexity levels with 3 separate changes made to 
each of the 3 appendage parts. The procedure was the same as for Experiment 2. 
6.3.2. Results and Discussion 
A 3x4 repeated measures ANOVA including number of parts (5, 6 and 7) and change type 
(configuration, switch, identity and same) was used to analyse accuracy data. A significant 
variation in performance based on the number of parts of the object F(2,60) = 78.73, p < 
.01, MSE = 0.47 was found. Post hoc Scheffé contrasts showed that accuracy for 5-part 
objects was significantly greater than for 6-part objects, which in turn was significantly 
greater than for 7-part objects (all p < .005). That is, accuracy decreased as object 
complexity increased. A significant main effect of change type was found, F(3,90) = 
23.44, p < .01, MSE = 0.42. Post hoc Scheffé contrasts showed that identity changes were 
detected significantly less accurately than all other change types (all p < .005). 
Configuration changes were detected with significantly greater accuracy than identity or 
5-PART OBJECT    6-PART OBJECT     7-PART OBJECT 
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Figure 6.8. Mean proportion correct on the change detection task as a function of 
change type and number of parts (complexity) of the stimulus object. Error 
bars represent standard errors of the means. 
 
There was a significant interaction found between number of object parts and change type, 
F(6,180) = 10.33, p < .01, MSE = 0.09. From Figure 6.8, it can be seen that the differences 
between the change types were less pronounced in the 5-part stimuli than in the 6- or 7-
part stimuli. This difference appears in the switch and particularly the identity conditions. 
That is, the greater the number of parts, the less accurate subjects became at detecting 
identity and switch changes. Performance for configural change detection and making a 





























Figure 6.9. Mean reaction times on the change detection task as a function of 
change type and number of parts (complexity) of the stimulus object. Error 
bars represent standard errors of the means. 
 
Data analysis of RT was conducted using accurate responses. A 3x4 repeated measures 
ANOVA including number of parts (5, 6 and 7) and change type (configuration, switch, 
identity and same) was used to analyse RT data. The interaction between number of object 
parts and change type for RT was not significant, F(6,180) = 1.64, p = 0.14, MSE = 
25348.55. That is, it appears that the time taken to detect different types of change does 
not depend on the complexity of the object (see Figure 6.9). A significant difference in RT 
performance based on the number of parts of the object F(2,60) = 4.61, p < .05, MSE = 
56130.74 was found. Post hoc Scheffé contrasts showed that the only significant 
difference in RT was between 5 and 7 part objects (p < .01). A significant main effect of 
change type was found, F(3,90) = 3.79, p < .05, MSE = 116976.31. Post hoc Scheffé 
contrasts showed that configuration changes were detected significantly quicker than 
identity changes (p < .005). There were no differences in RT between any of the other 
change type conditions.  
 
 120
Given that the accuracy data showed a loss of accuracy for switch changes with increasing 
complexity and the RT data shows no effect of complexity for switch change detection, 
these results could be explained by a speed-accuracy trade-off. That is, with increasing 
object complexity, subjects may sacrifice speed for accuracy in detecting switch changes. 
Since detection of a switch change places potentially greater processing demands on the 
visual system than detection of configural or shape changes, this may not be surprising. In 
the case of switch detection, the identity of an object’s parts as well as the relative 
locations of those parts needs to be processed in order to successfully detect a switch. 
There may be some minimum amount of time needed for this processing to occur 
regardless of the complexity of the object. 
 
The results of this experiment show a similar pattern of differences between change type 
conditions as found in previous experiments despite using different kinds of object stimuli 
(i.e., objects without a single elongated main body). More specifically, these results show 
that subjects were quickest and most accurate at detecting changes to the configuration of 
parts, regardless of the complexity of the object involved. Further, accuracy in detecting 
switch changes and changes to part identity was significantly influenced by object 
complexity; subjects were less accurate at detecting identity or switch changes in more 
complex objects. Regardless of object complexity, subjects were much slower to detect 
changes to part identity than to configuration or switches of parts. These results suggest 
that information about the global configuration of parts is processed quickly and utilised 
accurately and that it takes time and a cost to accuracy to subsequently process or “search” 
an object for the shape or arrangement of parts. 
6.4. General Discussion 
Increasing the relative size of object parts and decreasing the displacement of a configural 
change did not affect change detection performance for configural, identity or switch 
changes in comparison to previous results obtained by Keane et al. (2003). Despite these 
physical changes to the objects, change detection performance for configural changes was 
better than for either switch or identity changes. Experiment 2 showed that change 
detection becomes quicker and more accurate as the number of parts involved in the 
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change increases. These results are in line with those of Williams and Simons (2000), but 
extend them by showing that the magnitude of change (in terms of number of parts 
involved in a change) does not interact with the type of change. Detection of configural 
changes is better than detection of either identity or switch changes regardless of the 
number of parts involved. In Experiment 3, the complexity of the object stimuli was 
manipulated. The objects were composed of 5, 6, or 7 roughly equal sized parts. 
Regardless of the number of parts an object had, configural changes were detected 
quickest and most accurately, with part shape and switch changes detected less accurately 
and slower, respectively. This suggests that configural information is utilised quicker and 
more effectively in the visual processing of objects than other object part property 
information, for which we may have to spend time “searching”. 
 
Taken together, the implication of these results is that while the magnitude of change does 
influence detection, the qualitative nature of the changes plays a key role in determining 
the ease or accuracy of change detection. A configuration and switch change both have the 
same object parts as the standard object, the difference being that a configural change 
involves a part in a new location in space, whereas a switch change involves the same 
“place” relationships or overall global configuration with a new relative arrangement of 
parts. Information regarding where parts are is processed before information regarding 
what parts are at those locations. An identity change also involves the same “place” 
relationships or overall global configuration, but comprises a different shaped part to the 
standard object. In general, new shape information is poorly detected. An exception is 
when the amount of new shape information is increased to include all parts and detection 
is not different to configuration. The current results show that configuration changes are 
detected more accurately than switch or identity changes. Thus, it is information regarding 
the nature of the configuration of the parts, not their identity that is accessed or extracted 
quickly and accurately.  
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Chapter 7: Exploring the Nature of the Information Used to Detect 
Change in Novel Objects 
 
The results of experiments from the previous chapter support the idea that differences in 
the qualitative nature of object change can influence change detection performance. It is 
not only the quantitative characteristics of visual change, but also the type of change made 
that can have an effect on the ability to detect changes to novel objects. Configural change 
to object parts is more quickly and accurately detected than change to the identity or a 
switching of those parts. What is it about the configural properties of object parts that 
leads to such an advantage in comparison to the local shape of the parts?  
 
The focus of this chapter is on the characteristics of the configural, part shape and relative 
part arrangement object properties themselves. Four experiments address different aspects 
of these properties. The first compares change detection performance for objects and their 
silhouettes, essentially comparing the use of 2D bounding contour information with 
internal features included in 3D rendered objects. The processing of silhouette information 
is useful in helping determine rough shape information and global 2D information. If 
information about the object properties under investigation is recoverable from a 2D 
silhouette, this might provide support for the use of medial axis representations or 2D 
image-based models of object recognition. 
 
The second experiment explores the role of the size and spatial scale of objects in change 
detection performance. Of interest in this experiment is whether part identity changes are 
not detected as well as configural changes because they are at a finer-grained scale than 
configural changes. However, it may be that the overall scale of the object is important for 
all change types; changes may be easier detected in large objects because information is 
conveyed on an overall coarser scale. The third experiment tests whether the results of 
previous experiments showing a configural advantage were due to the orientation of the 
main axis along which configural changes were made.  
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Given that configural information about novel object parts has been shown to be 
particularly salient in a change detection task, a closer examination of configural 
information itself is warranted. Configural information can be thought of as involving 
categorical or coordinate relations between parts. Categorical relations are abstract and 
assign a range of positions to an equivalence class such as on/off and left/right. Coordinate 
relations, on the other hand, are represented in terms of precise metric units. This type of 
spatial relation is a more specific representation of an object’s location in space. The 
fourth experiment investigates whether observers are differentially sensitive to changes in 
the categorical and coordinate relations of parts. Perhaps when looking at the detection of 
change to configural information of object parts, one relation type is of more significance 
than the other. 
7.1. EXPERIMENT 4: The Role of Object Outline in Detecting Changes to Object 
Properties 
The purpose of this experiment was to compare change detection performance for objects 
using photorealistically rendered objects and silhouettes. There are two reasons why 
silhouettes or the outline shape of objects may provide useful information in recognition 
(Hayward, 1998). Hayward argues that first, outline shape is likely to be computed by 
figure-ground processes and that the task of differentiating figure from ground may be 
easier than determining the properties of internal contours. Second, large features of the 
object will tend to correspond to the outline shape and as such processing silhouette 
information may be a rough way of determining crucial shape information. Across four 
experiments using sequential matching and naming tasks, Hayward (1998) showed that 
recognition of depth-rotated objects was predicted by changes in outline shape. He argued 
that normalisation across viewpoints may be based on the shape characteristics in the 
outline of an image. However, perhaps it is not only shape information, but also global 
configural information that is conveyed via the outline of an object. One reason to suspect 
that this might be the case is that medial axis representations for example, are 
representations of the structural information of an object derived from an object’s 
silhouette (see section 1.4.1). 
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When the main axis of an object is foreshortened, recognition becomes difficult. This 
difficulty is more pronounced for silhouette than line drawing stimuli (Lawson & 
Humphreys, 1999).  One explanation of the greater foreshortening disadvantage in 
silhouettes is that the internal details and distinctive features necessary for matching 
representations are not present in silhouettes (Lawson & Humphreys, 1999). Recognition 
is achieved by directly matching distinctive features between the image and stored 
representation. An alternative account, supported by the work of Mitsumatsu and 
Yokosawa (2002) is that internal features are necessary to derive the main axis when it is 
foreshortened. Mitsumatsu and Yokosawa (2002) examined the use of internal details in 
object recognition by comparing recognition performance for line drawings and their 
silhouettes with and without a cue for main axis orientation. They found that the presence 
of an arrow indicating the orientation of the main axis reduced the foreshortened 
disadvantage for silhouettes compared to when no indication was given for axis 
orientation. Their results suggest that for normal or canonical views, axis information is 
derived via outline information, but when the axis is foreshortened, internal details 
contribute significantly to this process. 
 
Silhouettes were used in the current experiment in an attempt to explore the nature of the 
visual information being used in the change detection task7. If the information used to 
perform this task can be derived from an object’s silhouette, then the patterns of 
performance should be similar regardless of whether the stimuli are silhouettes or 
rendered images. This would suggest that global shape information is important in change 
detection. Also, by comparing performance on silhouette and rendered objects, the kind of 
information contained in the silhouettes or outlines of the objects may be elucidated. It is 
hypothesised that configural information is derived more easily from silhouettes (e.g., 
medial axis representations) than is the local shape/identity of parts.  
                                                
7 Williams and Simons (2000) used a silhouette condition as a way of determining whether subjects treated 
their “Fribbles” as unitary objects or simply as a collection of parts. They argued that because they found 
similar results for silhouetted objects as fully rendered object images, their main finding that larger changes 
were easier to detect than smaller changes is not dependent on interpreting the multipart Fribbles as 
collections of separable 3D volumes. Although there is not much reason to suppose that subjects do so given 
that the objects are all rendered in one colour and texture, this silhouette manipulation will ensure that the 
types of novel objects used as stimuli in this thesis are being interpreted as unitary objects rather than a 




A total of 30 undergraduate students participated and were tested individually. Subjects 
received course credit for participating. 
7.2.1.2. Materials 
Stimuli were rendered images of 3D novel objects as used in previous experiments 
(referred to here as rendered objects) and black silhouettes of those same 3D objects. Each 
object is composed of a main body with three appendage parts. The appendages attached 
to the body at three of six possible positions (see Figure 7.1 for example). There were 60 
rendered object exemplars and thus 60 silhouette exemplars, giving a total of 120 different 
stimuli exemplars used in the current experiment. All rendered objects were 3D objects 
and photorealistically rendered with the same colour and texture. Silhouettes of each 
object were created by converting all coloured (non-white) pixels in the rendered object 
images to black, leaving a 2D black shape. The entire background screen was white. The 
mask used in this experiment was 400 by 300 pixels in area and consisted of elements 






Figure 7.1. Examples of the rendered object (STANDARD) and silhouette stimuli 
(CONFIGURATION, IDENTITY, SWITCH) used in Experiment 4. 
7.2.1.3. Procedure 
The experiment consisted of 216 randomly ordered trials in which subjects were shown 6 
standard object stimuli with three separate changes made to each of the three appendage 
parts, in both rendered and silhouette form. The procedure was the same as described in 
Experiment 2. The first object was always a rendered object and the second object was 
either rendered for half of the trials or a silhouette for the other half. That is, there were 
two types of trials: (i) rendered object at time 1 (T1) and rendered object at time 2 (T2) or 
(ii) rendered object at T1 and silhouette at T2. Regardless of whether the object at T2 was 
rendered or a silhouette, the second object was either identical to the first or different in 
one of three ways: (1) part identity; (2) a switching of parts; or (3) spatial configuration. 
Participants were asked to indicate whether the two objects presented to them were the 
“same” or “different” by pressing corresponding keys on a keyboard. Half of the trials 
were “same” trials and half “different”. The different trials were split equally into the three 
change conditions. 
7.2.2. Results and Discussion 
A 2x4 repeated measures ANOVA including object type (rendered and silhouette) and 
change type (configuration, switch, identity and same) revealed a significant main effect 
STANDARD  CONFIGURATION      IDENTITY SWITCH 
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of type of object F(1,29) = 25.32, p < .01, MSE = 0.17 for accuracy data. Looking at the 
mean proportion correct, change detection was significantly more accurate for rendered 
objects (0.85) than silhouettes (0.80). A significant variation was found among change 
type, F(3,87) = 33.71, p < .01, MSE = 0.33. Post hoc Scheffé contrasts showed that 
identity and switch changes were detected significantly less accurately than either same or 
configuration changes (all p < .001). There was no significant difference in accuracy 
between configuration and same or between switch and identity changes. There was a 
significant interaction found between type of object and change type, F(3,87) = 4.44, p < 
.01, MSE = 0.03. However, from the Figure 7.2, it can be seen that the interaction occurs 
in the same condition, performance in this condition is similar for both rendered objects 
and silhouettes. Indeed, omitting the data for the same condition from the analysis results 


























Figure 7.2. Mean proportion correct on the change detection task as a function of 
change type and stimulus object. Error bars represent standard errors of the 
means. 
 
Data analysis of RT was conducted using accurate responses, represented in Figure 7.3. A 
2x4 repeated measures ANOVA including object type (rendered and silhouette) and 
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change type (configuration, switch, identity and same) was used to analyse RT data. A 
significant difference in RT performance based on the type of object F(1,29) = 15.98, p < 
.001, MSE = 362808.30 was found. RT for detecting changes in rendered objects (1184.51 
ms) was significantly quicker than for silhouettes (1262.27 ms). A significant variation 
was found among change type, F(3,87) = 4.19, p < .01, MSE = 81748.88. Post hoc Scheffé 
contrasts showed that configuration changes were detected significantly quicker than 
every type of change (all p < .008). There was no significant difference in RT between the 
remaining change types. The interaction between number of object parts and change type 





























Figure 7.3. Mean reaction times on the change detection task as a function of 
change type and stimulus object. Error bars represent standard errors of the 
means. 
 
Subjects were less accurate overall in detecting changes made to silhouettes. Accuracy and 
RT for making a same decision was not different for 3D and silhouette objects. This 
suggests that outline information is useful in matching objects or confirming an object 
match. The change detection task can be done using silhouette or outline information, but 
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performance is significantly slower and less accurate than if rendered objects (which 
include 3D information) were used. So whereas outline information is sufficient for 
matching objects, internal feature information appears to be used to help confirm that two 
objects are in fact different. In an investigation of outline information use in recognizing 
rotating objects, Hayward, Tarr, and Corderoy (1999) also found that performance was 
better for rendered objects than silhouettes. They demonstrated that view generalization 
could be achieved on the basis of outline shape, but that object recognition is significantly 
improved when additional information regarding non-outline information (such as internal 
contours) is available. 
 
The pattern of differences between change types is the same regardless of whether the 
object is rendered or a silhouette. Configuration changes were detected quicker and more 
accurately than part identity changes or switching changes. In addition, there is no 
significant difference between silhouettes and rendered objects in RT to detect configural 
changes (p > .05). This provides some support for the idea that the type of configural 
change investigated in this thesis may be based at least partially on 2D global configural 
information. Medial axis representations (or some other form of explicit structural 
information derived from the 2D image) are a prime candidate for the representation of 
this type of information in novel objects (Burbeck & Pizer, 1995; Tarr & Bülthoff, 1998). 
If this kind of 2D structural information is available early in visual processing for object 
perception, then it might be expected that changes to this information would be at least 
detected quickly, if not accurately.  
 
However, medial axis representations have been proposed only as a supplement to image-
based recognition (Tarr & Bülthoff, 1998). Indeed, the superior change detection for 
rendered objects over silhouettes suggests that the actual 3D shape or structure of an 
object also plays a role in object recognition. It appears that information regarding the 
configuration or identity of parts is not simply derived from 2D outline shape, which holds 
important implications for the utility and ecology of configural information. If it is the 
case that information about the configuration of parts is 3D in nature, then this information 
should be preserved across object rotation in depth. Support for the idea that 3D 
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information is useful across object rotation comes from Hayward et al.’s (1999) finding 
that recognition across rotation in depth for rendered objects is better than for silhouetted 
objects. Specifically what this finding suggests is that changes to the configuration of parts 
should be relatively easy to detect across changes in object orientation (this idea is tested 
in Experiment 11).  
7.3. EXPERIMENT 5: The Effect of Object Size and Scale on Detecting Changes to 
Object Properties 
One factor that may influence the use of different types of object properties is size. The 
main questions for this experiment are: (i) whether change blindness is invariant to 
changes in stimulus size, and (ii) whether the same pattern of differences occurs between 
change types (i.e., configural changes detected better than switch or identity changes) 
regardless of stimulus size. If change detection were found to be invariant to changes in 
object size, this would suggest that subjects are using representations of the 3D objects as 
wholes in change detection and not just 2D pattern matching or comparing points in space. 
 
This experiment used a one-shot change detection task with objects of differing sizes. 
There were three sizes of objects used; the middle size was a similar size to objects used in 
all of the other experiments reported in this thesis (except for the visual search 
experiments in Chapter 9). A small object was half the middle-sized object and a large 
object was twice the middle-sized object. Objects within a trial could either be the same 
size (e.g., both small) or different sizes (e.g., one small, one large). The main aim was to 
explore the effect of scale (and to some degree spatial frequency information), on change 
detection performance for objects.  
 
Generally speaking, higher spatial frequency channels carry rather fine-grained local 
visual information. Lower spatial frequency channels carry global or broader scale 
information. According to a coarse-to-fine or global-to-local account of processing visual 
information, coarse or global information is processed before local information. In terms 
of the small, medium and large objects used in this experiment, the perception of small 
objects, particularly their local part information, will tend to rely on finer-grained visual 
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information. Large objects on the other hand will necessarily have large parts that will be 
conveyed on a broader scale than for small objects. That is, there is likely to be more use 
of broad scale information for large objects than small (or medium) objects. As such, 
processing, or in this case change detection, in larger objects should be quicker than for 
smaller objects. Further, given that part information is at a larger scale in large objects, the 
results may show that: (i) identity and switch changes (that rely on local information to be 
processed) are better detected in large objects than small, and/or (ii) the difference 
between the change types conditions is reduced for large objects than for small. 
7.3.1. Method 
7.3.1.1. Subjects 
A total of 21 undergraduate students participated and were tested individually. Subjects 
received course credit for participating. 
7.3.1.2. Materials 
A total of 120 different object exemplars were used in the current experiment. Each object 
was shown in three sizes, the largest being twice the size of the middle size object, which 
in turn was twice the size of the smallest object. The smaller object was an average of 90 
by 95 pixels in size (visual angle subtended ranged from 2.5o – 3.1o), the medium object 
was an average of 180 by 190 pixels in size (visual angle subtended ranged from 5.3o – 
5.9o), whereas the larger object was an average of 360 by 380 pixels in size (visual angle 
subtended ranged from 10.7o – 11.3o). All objects were photorealistically rendered with 
the same colour and texture. The entire background screen was white. The mask used in 
this experiment was 640 by 480 pixels in area and consisted of elements from a variety of 
object images. 
7.3.1.3. Procedure 
There were 360 trials, fully randomised in which subjects were shown 10 standard objects 
at 3 different sizes with 3 separate changes made to a part of the object. The procedure 
was the same as described for Experiment 2. 
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Regardless of size, the second object was either identical to the first or different in one of 
three ways: (1) part identity; (2) a switching of parts; or (3) spatial configuration. The two 
objects in each trial were either the same size (small-small, medium-medium, large-large) 
or different sizes (small-medium, small-large, medium-large). When a trial consisted of 
two different sized objects, their presentation was counterbalanced such that half the trials 
had the smaller object first and half had the larger object first. Participants indicated 
whether the objects were the same or different, regardless of size, by pressing 
corresponding “same” and “different” keys on a keyboard. Feedback was given in the 
form of a beep to incorrect trials. 
7.3.2. Results and Discussion 
In general, part configuration changes were detected quickest and most accurately. Change 
detection was also more accurate for larger objects than smaller ones. Separate 6x4 
repeated measures ANOVA including the factors of object sizes (small-small, small-
medium, small-big, medium-medium, medium-big, big-big) and change type 
(configuration, identity, switch, same) were conducted on accuracy rates and RT (RT 
analysis was conducted on accurate responses). The ANOVA for accuracy showed a 
significant difference among object sizes F(5,100) = 11.06, p < .001, MSE = 0.08 as well 
as a significant variation among change type, F(3,60) = 57.24, p < .001, MSE = 0.67. 
Essentially, changes to larger objects are detected more accurately than changes to smaller 
objects (see Figure 7.4). Post hoc Scheffé contrasts show that changes to large objects are 
detected more accurately than any other size pairing (all p < .002) except for medium (p = 
0.02). The small-large pairing showed significantly worse detection than large, large-
medium and medium pairings (all p < .001).  
 
Post hoc Scheffé contrasts showed that performance on all change types were significantly 
different to one another (all p < .001) except that there was no difference in change 
detection performance between the configuration change condition and a same decision (p 
= 0.04). In terms of the changes, configuration changes were detected most accurately, 
and then switch changes, and identity changes were least accurately detected. This pattern 
follows previous results and suggests that changes to object properties can be detected 
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across different scales. It is the qualitative, not quantitative nature of the changes that are a 
factor in successful change detection. The interaction between object sizes and change 
type was significant, F(15,300) = 3.45, p < .01, MSE = 0.02. From Figure 7.4, it can be 
seen that the identity change condition was affected most by changes in object size. 
Identity changes were best detected in large objects and worst in pairings of large and 
small objects. The size of the stimuli does not appear to affect same decisions or detection 

























Small + Medium Medium + Large Small + Large
 
Figure 7.4. Mean proportion correct on the change detection task as a function of 
change type and stimulus object sizes. Error bars represent standard errors of 
the mean. 
 
The 6x4 ANOVA on RT included the factors of object size (small-small, small-medium, 
small-big, medium-medium, medium-big, big-big) and change type (configuration, 
identity, switch, same). There was a significant variance among object sizes F(5,100) = 
5.35, p < .001, MSE = 62938.76 as well as a significant variation among change type, 
F(3,60) = 12.39, p < .001, MSE = 526405.19 (see Figure 7.5). Post hoc Scheffé contrasts 
showed that configuration changes (969.24 ms mean RT) were detected quicker than all 
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other types of changes (all p < .001) and that there were no significant RT differences 
between switch, identity and same detection (1070.98 ms, 1111.59 ms, and 1099.29 ms 
mean RT, respectively). There was no significant interaction in RT between objects size 
and change type, F(15,300) = 1.32, p = 0.19, MSE = 18023.46. Post hoc Scheffé contrasts 
for the main effect of object sizes essentially showed that change detection for larger 
objects was quicker than for smaller objects. RT for small and small-large objects was 
























Small + Medium Medium + Large Small + Large
 
Figure 7.5. Mean reaction time on the change detection task as a function of 
change type and stimulus object sizes. Error bars represent standard errors of 
the mean. 
 
Change detection decisions involving smaller objects appear to take longer and are less 
accurate than those involving larger objects. There is a time and accuracy cost for 
processing smaller sized objects. This suggests that there may be more accurate and 
quicker use of global scale information as found in larger objects rather than small objects. 
In general, this supports the notion of coarse-to-fine processing. Ability to detect different 
types of change varies across different scales. Configural changes are detected accurately 
and quickly over all scales employed in this experiment. Global object information 
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regarding part configuration appears to be available at all spatial scales used in this 
experiment. Identity and switch changes, however, are detected significantly better in 
larger scale objects than small. This, too, is in line with a coarse-to-fine processing 
account. Given that part information is at a larger scale in large objects, changes that rely 
on the processing of local information should be better detected in large objects than 
small.  
 
While these results are generally consistent with a rigid coarse-to-fine processing 
sequence, they could also be explained by the flexible usage hypothesis of spatial 
frequency processing (Oliva & Schyns, 1997; Schyns & Oliva, 1999). The flexible usage 
hypothesis proposes that categorization mechanisms tune into scales that convey task-
relevant information. For example, making a decision about the age of a face would 
require fine-scale information to detect such features as wrinkles and skin texture whereas 
determining the facial expression would rely on coarser information (e.g., a smile would 
change mouth and chin outline). What these results suggest then, is that when observers 
are looking to detect changes to novel 3D objects, coarse scale information is the most 
task-relevant or diagnostic information.  
7.4. EXPERIMENT 6: Change Detection for Objects with a Horizontal or Vertical 
Main Axis 
Wolfe, Klempen and Shulman (1999) investigated the role of object orientation in visual 
search. Orientation in visual search is usually investigated using line segments where 0º is 
the same as 180º, however, some objects present circumstances in which a 360º 
framework becomes necessary. Relevant to the current study, Wolfe et al. (1999, 
Experiment 3) had subjects indicate the presence or absence of a target object that was 
rotated 180º from distractors. They found that visual search for a vertical target was easier 
than search for a horizontal target. That is, detecting “up-down” differences between 
targets and distractors was significantly easier than detecting “left-right” differences. This 
suggests a possible confound related to the kinds of stimuli used in this thesis. The objects 
previously used as stimuli in this thesis all have a vertical main axis. As a result, all 
configural changes were vertical or “up-down”, as one of the parts was displaced either up 
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or down the main body. In contrast, switch changes only involved parts moving 
horizontally or “left-right”. 
 
This experiment was designed to ensure that the previous change detection results were 
due to configural, part arrangement, and shape differences and not to some kind of bias 
toward selecting a vertical or gravity-based reference frame. The objects in the present 
experiment had either a vertical or horizontal main axis (see Figure 7.6 for example). 
Thus, changes were made in either a horizontal or vertical fashion. Configural changes 
would be made either by a part moving up or down the main body of an object with a 
main vertical axis or by moving the part left or right along the main body of an object with 
a horizontal axis. Similarly, switches also would occur both horizontally and vertically. 
7.4.1. Method 
7.4.1.1. Subjects 
A total of 30 undergraduate students participated and were tested individually. Subjects 
received course credit for participating. 
7.4.1.2. Materials 
Stimuli were rendered images of 3D novel objects. Each object was composed of a main 
horizontal or vertical body with three appendage parts. The appendages attached to the 
body at three of six possible positions. A total of sixty different object exemplars were 
used in the current experiment. The main axis was vertical for half of the objects and 
horizontal for the other half (see Figure 7.6 for example). The average dimensions of each 
object were 200 pixels wide and 230 pixels high. The mask used in this experiment was 




Figure 7.6. Stimulus objects with a (A) horizontal main axis and (B) vertical main 
axis used in Experiment 6. 
7.4.1.3. Procedure 
The experiment consisted of 216 randomly ordered trials in which subjects were shown 6 
object stimuli at two orientations with 3 separate changes made to each of the three 
appendage parts. The procedure was the same as described for Experiment 2.  
7.4.2. Results and Discussion 
Figure 7.7 shows no performance differences between horizontal and vertical axis objects 
and that subjects were most accurate at detecting a spatial configuration change, less 
accurate at detecting a switch change and least accurate at detecting an identity change. A 
2x4 repeated measures ANOVA on accuracy rates including the within subjects factors of 
orientation (vertical, horizontal) and change type (same, configuration, identity, switch) 
showed no significant difference between objects with a main horizontal or vertical axis 
F(1,29) = 0.68, p = 0.42, MSE = 0.01 but a significant variation was found among change 
type, F(3,87) = 51.62, p < .01, MSE = 0.60. Post hoc Scheffé contrasts showed that 
accuracies for both identity and switch change conditions were significantly worse than 
(A) (B) 
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for the configuration change condition (both p < .01). Accuracy for the identity change 
was significantly worse than for the switch condition (p < .01). There was no significant 
interaction found between main axis orientation and change type, F(1,87) = 1.17, p = 


























Figure 7.7. Mean proportion correct on the change detection task as a function of 
change type and main axis orientation. Error bars represent standard errors of 
the mean. 
 
As shown in Figure 7.8, the RT results follow the accuracy pattern shown above. 
Participants were quickest at detecting a spatial configuration change and slower at 
detecting an identity change and a switch change. A 2x4 repeated measures ANOVA on 
RTs showed no significant difference between objects with a main horizontal or vertical 
axis F(1,29) = 3.30, p = 0.08, MSE = 24439.37 but did show a significant variation among 
change types, F(3,87) = 18.13, p < .01, MSE = 288630.87 (RT analysis was conducted on 
accurate responses). Post hoc Scheffé contrasts showed that RT for both identity and 
switch change conditions were significantly slower than for the configuration change 
condition (both p < .01). RT for the identity change condition was not significantly 
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different from the switch condition (p = 0.62). The interaction between main axis 




























Figure 7.8. Mean reaction time on the change detection task as a function of 
change type and main axis orientation. Error bars represent standard errors of 
the mean. 
 
These results suggest that the configuration advantage found in the current series of 
experiments as well as in Keane et al. (2003) is not due to the direction of the axis along 
which the configural change is made. There is no difference in change detection 
performance between objects with a vertical or horizontal main axis. There appears not to 
be a bias toward selecting a vertical or gravity-based reference frame when processing the 
kinds of objects used as stimuli in this thesis. Thus, the configuration advantage must be 
due to differences in the processing of object properties. 
 140
7.5. EXPERIMENT 7: Investigating Configural Change in Terms of Categorical and 
Coordinate Relations 
The results of Experiment 4, which investigated the role of object outline in detecting 
change to objects, suggest that while 3D information is used to process objects where 
available, object property information can be derived from 2D image information as well. 
Specifically, changes made to rendered objects (containing 3D information) were easier to 
detect than changes made to silhouettes (containing mostly 2D information8). With regard 
to configural changes, the idea that 3D information is used where available may relate to 
the encoding of categorical and coordinate relations in representing object structure. 
Categorical relations are central to structural description theories of object recognition and 
as such encompass 3D structure (Biederman, 1987; Hummel and Stankiewicz, 1996a). 
Coordinate relations on the other hand are based on precise metric units of distance and 
are important for 2D view-based theories of object recognition (see Bülthoff et al, 1995).  
 
Hummel and Stankiewicz (1996a) tested the perceptual similarity of basis (standard) 
novel object stimuli against variant objects that differed either in terms of coordinate 
spatial relations (V1) or categorical spatial relations (V2). In each of the experiments, 
subjects were required to learn the names of three target objects and then discriminate 
those objects from a number of distractors in sequential same-different tasks and a naming 
task. Hummel and Stankiewicz found that basis objects were more consistently confused 
with their V2 variants (which differed in terms of their coordinates only) than their V1 
variants (which differed in terms of categorical relations). Their results suggest that the 
spatial relations between object parts are represented in terms of categorical relations. One 
problem with the stimuli used by Hummel and Stankiewicz is that a different number of 
lines/parts changed in V1 and V2 conditions. V1 involves one small line moved relative to 
a longer line, whereas V2 involves a long line (with a short line attached) moved relative 
to another long line (see Figure 2.4). Hummel and Stankiewicz’s results could be 
accounted for by the fact that the proportion of relative movement between line/parts in 
                                                
8 Hayward, Tarr & Corderoy (1999) argue that because observers know that silhouettes represent 3D objects, 
the representation of a silhouette is not just the 2D outline per se, but the object (or objects) that could be 
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V1 is greater than in V2, making it easier to distinguish V1 variants from the basis objects 
than V2 variants. This problem is overcome in the present experiment by involving only 
one part (and an equal size shift in terms of pixels) in both a categorical and coordinate 
change. 
 
Categorical and coordinate relations have been investigated in object recognition; 
however, in this experiment the focus is on the sensitivity to changes in these relations in a 
perceptual task. That is, the aim is to explore possible mechanisms behind the configural 
advantage by looking at configural information itself. If it is the case that configural 
information, be it categorical or coordinate, is used more accurately and quicker than other 
kinds of object property information, then the pattern of results for this experiment should 
be similar to that found for previous experiments. That is, changes to the configuration of 
parts should be detected more easily than changes to the identity of parts. The part switch 
condition was not included in this experiment because the focus was on categorical and 
coordinate part configuration and identity properties9. Conditions were added in which 
both configural and part identity changes were made in an attempt to isolate the 
contribution of each of these object properties to change detection. If change detection 
performance was improved with the addition of shape change to configural change 
(compared to configural changes alone), then this would suggest that there is a distinct 
difference in the types of information being processed in these change types. 
 
In the current experiment, categorical changes involve a part shifting, for example, from 
below the other parts of the object to above, whereas a coordinate change involved a part 
shifting, for example, from below to further below other parts (see Figure 7.9).  If the size 
of both the categorical and coordinate configuration changes are kept equal in terms of 
distance moved, then there should be no difference in the ability to detect either of these 
changes if configuration judgements are based on distance or overall shape change alone. 
However, if subjects are basing their discrimination judgements on configural information 
and not absolute or quantitative information, then based on Hummel and Stankiewicz’s 
                                                                                                                                             
depicted by that silhouette. That is, silhouettes are not treated simply as a single 2D contour, but processed 
as visual information relating to the 3D shape of an object. 
9 The omission of the switch condition also kept the number of trials down to a manageable number. 
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(1996a) results for a recognition task, there may be differences in the ability to detect 
categorical versus coordinate changes. In particular, changes to categorical relations may 
be detected more easily than changes to coordinate relations. 
7.5.1. Method 
7.5.1.1. Subjects 
A total of 33 undergraduate students participated and were tested individually. Subjects 
received course credit for participating. 
7.5.1.2. Materials 
Stimuli were rendered images of 3D novel objects. Each object was composed of a main 
body with three appendage parts. The parts attached to the body at three of nine possible 
positions (see Figure 7.9). There were six "standard" objects, each having configuration 
alone (categorical or coordinate), identity alone, and both configuration and identity 
changes made to them, giving a total of seventy two different object exemplars used in the 
current experiment. The distance a part moved in configuration changes was identical for 
both categorical and coordinate changes (100 pixels, measured from the centre of the 
appendage). For any particular object the same part was involved in all the experimental 
conditions. The categorical change involved a part moving along the body such that it 
went from above another part to below (or vice versa) whereas the coordinate change 
involved that part moving along the body such that it was further above or below the two 
other appendages (see Figure 7.9). The two other appendage parts of the object were also 
involved in configuration and identity changes; however, these “dummy” changes were 
included so that subjects would not focus solely on the part involved in the categorical or 
coordinate change (which would perhaps bias results). All objects were photorealistically 





Figure 7.9. Examples of the types of relational and identity changes made to a 
standard object stimulus in Experiment 7. 
7.5.1.3. Procedure 
The experiment consisted of 258 randomly ordered trials in which subjects were shown 6 
standard objects with 5 separate changes made to one part, plus “dummy” changes made 
to other parts (as outlined above in the Materials section). The procedure was the same as 
described for Experiment 2. 
Categorical Categorical + 
Identity 
Standard Identity 
Coordinate Coordinate + 
Identity 
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7.5.2. Results and Discussion 
Separate one-way repeated measures ANOVAs including the within subjects factor of 
change type (same, categorical configuration, coordinate configuration, identity changes, 
categorical-identity and coordinate-identity) were performed on accuracy rates and on RT 
(RT analysis was conducted on accurate responses). Participants were least accurate at 
detecting an identity change, better at detecting a coordinate change and best at detecting 
same, categorical, categorical-identity and coordinate-identity changes (see Figure 7.10). 
The ANOVA on accuracy rates for change type showed a significant variation between 
conditions, F(5,160) = 33.927, p < .01, MSE = 0.43. Post hoc Scheffé contrasts showed 
that accuracy for identity change was significantly worse than all other change types (all p 
< .001). Accuracy for coordinate changes was significantly worse than all other change 
types except identity change (all p < .001). There were no significant differences between 
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Figure 7.10. Mean proportion correct on the change detection task as a function of 
change type. Error bars represent standard errors of the mean. 
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The ANOVA on RT for change type showed significant variation between conditions, 
F(5,160) = 8.243, p < .01, MSE = 174372.80. The pattern for RT reflects that of the 
proportion correct data (see Figure 7.11). Subjects are slowest to detect identity changes 
and quicker to detect categorical and identity and coordinate and identity changes. There 
was one difference between the patterns of means for accuracy and RT. Whereas subjects 
were more accurate at detecting categorical configuration changes than coordinate 
changes, they were equally fast at responding to these two conditions. Given the higher 
accuracy with equal speed for configural changes, it is argued that this is evidence for 
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Figure 7.11. Mean reaction time the change detection task as a function of change 
type and main axis orientation. Error bars represent standard errors of the 
mean. 
 
Categorical relation changes are detected more accurately than coordinate relation changes 
suggesting that it is not the size of the change that is important; rather, it is the kind of 
change. The differences in change detection performance across conditions are not based 
solely on quantitative changes to overall global shape. Change detection judgements are 
made accurately on the basis of the configuration of the object parts, not on the shape of 
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parts. Both types of configural relation changes are detected quicker and more accurately 
than identity changes. The addition of identity information does not appear to improve the 
accuracy of detection of categorical relation changes, but it does for coordinate relation 
changes. However, there is no significant RT benefit associated with the addition of shape 
information to either categorical or coordinate changes. There may be a ceiling effect for 
the categorical relations condition; subjects may just not be able to get more accurate at 
making change detection decisions involving categorical relations10. Thus, although both 
part shape and configuration information is encoded and used in object processing, the 
configural properties of an object dominate change detection decisions. 
7.6. General Discussion 
The results of the experiments in this chapter shed some light on how the properties of 
novel objects are extracted and utilised. Experiment 4 used silhouettes and rendered 
objects in a change detection task. Results suggest that although outline information is 
useful for matching objects, additional information in rendered objects (internal features 
or 3D detail) was used to help confirm that two objects are in fact different. While the role 
of 2D image information seems to be one of early perception of object configuration, 
internal features are important in distinguishing object properties. When detecting 
configural change, there is no significant difference in RT between silhouettes and 
rendered objects. This provides support for the idea that medial axis representations (or 
some other form of explicit structural information derived from the 2D image) are used 
early in object recognition to constrain the search space. That is, if the silhouettes of 
objects do not match on configuration, an early decision can be made that they are in fact 
different. This is in line with coarse-to-fine scale processing accounts of object perception. 
A more direct exploration of this idea is seen in Experiment 5 in which objects of different 
spatial scales were used in a change detection task. Configural changes were detected 
quickly and accurately regardless of object scale. Shape and switch changes, on the other 
hand, are significantly better detected in larger scale objects than small. However, these 
results do not necessarily provide support for a rigid coarse-to-fine scale processing 
account. The use of spatial scale information may be flexible, based on task requirements 
                                                
10 This issue may be resolved by using a more difficult task in an attempt to prevent a ceiling effect. 
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(Oliva & Schyns, 1997; Schyns & Oliva, 1999). What can be concluded is that for a 
change detection task, global or coarse scale information is the most task-relevant or 
useful diagnostic information. 
 
Experiments 6 and 7 both look at additional factors that may influence the way in which 
configural properties are processed. First is the issue of a bias toward selecting a vertical 
or gravity-based reference frame. Configural changes to parts always involve vertical 
displacement, if a vertical reference frame were predominantly used in processing the 
stimuli used in this thesis, configural changes might be more salient and thus, easier to 
detect. Results of Experiment 6, however, showed no difference in ability to detect change 
between objects with a vertical or horizontal main axis suggesting that the advantage for 
detecting part configuration change is not due to the direction of the reference frame axis 
along which the configural change is made. 
 
In Experiment 7, detection of two different kinds of configuration changes were 
compared, categorical and coordinate relation changes. Both of these types of configural 
change were created by an equal sized shift (in terms of number of pixels in distance) 
along the body of the object. The only difference between the conditions was that the 
configuration of parts changed either in terms of their categorical or coordinate relations. 
The finding that categorical changes were detected more accurately than coordinate 
changes supports the argument that previous results are not simply a case of configural 
changes creating more of a disruption to overall global shape. Further, the addition of 
shape information only improved detection accuracy of coordinate relation changes, and 
not RT. There was no benefit of shape information for detection accuracy or RT of 
categorical relation changes. Part shape changes alone were detected significantly less 
accurately and slower than any other change type. These results are again in line with a 
coarse-to-fine account of object processing where configural information regarding parts 
dominates early and part shape is utilised later in object processing. 
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Chapter 8: The Role of Attention in Change Detection for Novel Objects 
 
In a broad sense, attention and how it is deployed within novel 3D objects was explored in 
the experiments in Chapter 6. The question under investigation was whether attention is 
drawn to large amounts of visual information changing (for example, pixel 
presence/absence or pixels changing colour), or whether attention is drawn to particular 
types of change. The results of Chapter 6 suggest that it is the type of change and not the 
size of the change that attracts attention (although magnitude of change is clearly a factor 
in ease of change detection). However, the role of attention in change detection for object 
properties deserves more direct investigation. This is the aim of the current chapter. 
 
There are a number of ways in which attention may be considered, for example, as being 
spatially based or object-based. Traditionally, visual attention has been modeled as a 
“spotlight” or “zoom lens” (e.g., Eriksen & St. James, 1986; Posner, Snyder, & Davidson, 
1980). These models assume that attention selects a region of space. Object-based 
theories, however, propose that attention selects a perceptual object or group of objects 
rather than a particular spatial region (e.g., Duncan, 1984). The advantage of this approach 
is that a perceptual object may consist of a single complete object, a part or property of an 
object or even a group of objects (Palmer, 1999). 
 
Visual attention may be defined in terms of two different functions: the recruitment of 
resources and the focusing of these resources on selected aspects of visual information 
(Palmer, 1999). It is this second function, selectivity, which has been studied more widely 
in visual attention research and is the aspect of attention relevant to the current thesis. 
Selectivity refers to the idea that attention is somewhat flexible and can be allocated to 
different subsets of visual information. To a degree, the visual system can select what gets 
processed and what does not. Regarding the current set of experiments, the question is 
whether and to what degree attention can select different object properties. 
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Attention to a scene or object can be thought to have three characteristics: (i) the locus of 
attention or where in the visual field is attention being focussed, (ii) the spatial distribution 
of attention which refers to how widely attention is spread over space, and (iii) the detail 
level of attention or whether attention is directed to a global or local level of detail 
(Austen & Enns, 2000; Coren, Ward, & Enns, 1999). These aspects of attention have been 
explored in change detection studies. Scholl (2000) has manipulated locus of attention, 
Saumier et al. (2002) have used visual search based manipulations of the distribution of 
attention and Austen and Enns (2000) have manipulated detail level of attention. The 
findings of this research and their application to the perception and recognition of object 
properties are discussed throughout this chapter. 
8.1. EXPERIMENT 8: Biasing Detection of Object Property Changes 
In this experiment an attempt was made to bias subjects to expect a particular type of 
change, rather than priming them to the objects themselves (as is usually the case in 
priming experiments). The aim was to investigate whether experience with novel objects 
and changes to configural, part identity and relative location (switch) properties in an 
initial matching task would affect the way in which subjects performed on a subsequent 
change detection task. Previous results in this thesis show that information about the 
configuration of parts is used quickly and accurately, potentially because global 
configuration is the most salient aspect of the visual display (O’Regan et al., 2000). If 
subjects became familiar with a particular type of novel object change, they may expect 
similar differences between objects to occur in subsequent tasks and tend to focus on that 
object property. Thus, this experiment examines the following question: can attention be 
guided to particular object properties? 
 
Austen and Enns (2000) showed that subjects could be biased to the level of detail (global 
or local) they were required to respond to. In a flicker task manipulating set size, Austen 
and Enns (2000, Experiment 2) biased subjects to either the global or local level of 
compound letter stimuli by manipulating the proportion of change type trials. For 
example, subjects were biased toward expecting changes to global level detail by 
manipulating the probability of trials containing global change (75%) in comparison to 
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trials containing local change (25%). They found that for single item displays, a global 
bias led to a global detection advantage, whereas a local bias led to a local detection 
advantage. Austen and Enns argued that these results show that focussed attention does 
not automatically encode both local and global information and that it is the detail level to 
which observers are biased that influences change detection. For multiple item displays, 
they also found that global biasing produced a large advantage for global change 
detection. However, biasing subjects to local detail produced no significant difference 
between local and global change detection performance. This rules out the explanation 
that acuity for local detail is limited primarily by parafoveal acuity. Taking these results as 
a whole, Austen and Enns argue that the attentional influences of the expected level of 
detail must be considered a factor in change blindness. That is, an inability to detect large 
changes can occur because attention can be directed toward a particular level of detail in 
much the same way as it can be directed to a given location in space. 
 
As Austen and Enns (2000) biased expectation of change for detail level for compound 
letter stimuli, the current experiment aims to bias expectation of change for object 
properties of novel 3D objects. Configuration of parts is a more global object property, 
whereas part identity requires local detail. Of interest is whether attention to different 
object properties can be manipulated in the same way attention to global and local detail 
can. For example, if subjects completed a task in which the only difference between 
objects was one of part identity, would this result in them being better able to detect part 
identity changes (amongst other change types) in a subsequent change detection task? Put 
another way, this experiment is investigating whether we can influence or bias the way in 
which subjects use object property information or whether the visual system invariably 
relies on certain types of object properties for perception and recognition. 
 
Change detection for familiar objects is generally better than for novel objects (e.g., 
Simons, 1996). However, in this experiment, subjects are biased to a particular type of 
change, rather than to the objects themselves. The objects used for the biasing task are 
similar to those used for the subsequent change detection task, although different in colour 
(see Figure 8.1 in Materials section). This was done so that the types of changes that 
 151
subjects experienced in the first task resembled as closely as possible the changes that will 
be experienced in the subsequent change detection task. Different coloured object sets 
were used for the biasing task to emphasise the change types and prevent subjects from 
attending to the objects’ other physical characteristics (such as shading and texture). 
 
If subjects can be biased to expect particular types of change, then it is expected that the 
pattern of differences at test (change detection task) will vary depending on the type of 
change (configural, identity or switch) experienced in the study task. For example, if 
subjects are biased toward identity changes, then detection of identity changes in the 
change detection task should be greater relative to other change types and a control 
condition. If there is no effect of biasing toward particular change types, then results of the 
change detection task should reflect previous patterns, that is, configural changes detected 
quicker and more accurately than switch or part identity changes. 
8.1.1. Method 
8.1.1.1. Subjects 
A total of 60 undergraduate students participated and were tested individually. Subjects 
received course credit for participating. There were 15 subjects in each of the four bias 
groups: (i) shape bias; (ii) switch bias; (iii) configuration bias, and (iv) a control condition. 
8.1.1.2. Materials 
Stimuli were rendered images of 3D novel objects. Each object was composed of a main 
body with three appendage parts. The appendages attached to the body at three of six 
possible positions. Two separate sets of 60 objects were used, one for each task of the 
experiment giving total of 120 different object exemplars (see Figure 8.1). The objects 
within each set were photorealistically rendered with the same colour and texture. The 
first object set was blue in colour and the second set was magenta. The entire background 






Figure 8.1. Example of objects used in the biasing (first) and change detection 
(second) tasks in Experiment 8. 
8.1.1.3. Procedure 
The experiment consisted of two tasks: a simultaneous matching task and a sequential 
matching task. Two different tasks were used in an effort to ensure that biasing was based 
on object properties and not task demands. The first task was simultaneous matching in 
which subjects were asked to indicate whether the two objects on the screen were the same 
or different. There were 216 trials in random order, in which subjects were shown 6 
standard object stimuli with 3 separate changes made to each of the three appendage parts 
(each exemplar twice). Each trial began with a fixation cross appearing for 500 ms at the 
centre of the screen, followed by the object display. The display consisted of two objects 
presented either side of the centre of the screen. There were four between-subjects 
"biasing" conditions including a control condition, such that in the different trials, the two 
objects differed only in terms of (1) part identity; (2) a switching of parts; (3) spatial 
configuration; and a control condition contained all three types of changes.  Objects 
remained on the screen until a response was made. Participants were instructed to indicate 
whether the two objects on the screen were the same or different by pressing 
An object used in the 
biasing task 
An object used in the 
change detection task 
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corresponding “same” and “different” keys on a keyboard. Feedback was given in the 
form of a beep to incorrect trials. It is important to note that in each condition, same and 
change trials were equally divided among the trials (50%). 
 
The second task was the same for each subject, a one-shot change detection task using a 
different set of objects to that of the first task. There were 216 trials in random order, in 
which subjects were shown 6 standard object stimuli with 3 separate changes made to 
each of the three appendage parts (each exemplar twice).  The procedure for this task was 
the same as Experiment 2.  
8.1.2. Results and Discussion 
A mixed design 4x4 ANOVA was used to analyse data including the between subjects 
factor of biasing condition (configuration, identity, switch, control) and the within subjects 
factor of test change type (configuration, identity, switch, same). RT data analysis was 
conducted using accurate responses.  
 
The mixed design 4x4 ANOVA used to analyse accuracy data (proportion correct) showed 
that there was no significant interaction between bias condition and change type, F(9,168) 
= 0.96, p = 0.71, MSE = 0.004, nor was there a significant difference in performance 
between biasing conditions F(3,56) = 1.31, p = 0.28, MSE = 0.05. As can be seen in 
Figure 8.2, the type of biasing or training that a subject received made no difference to 
performance in the change detection task. Subjects showed similar patterns of results in 
the subsequent testing phase regardless of the type of change they had been biased to. The 
main effect of change type in testing was significant F(3,168) = 74.03, p < .001, MSE = 
0.40. Post hoc Scheffé contrasts show that configuration changes were detected more 
accurately than switch or identity changes (both p < .001). Switch changes were detected 






























Figure 8.2. Mean proportion correct on the change detection task as a function of 
change type and bias condition. Error bars represent standard errors of the 
mean. 
 
The mixed design 4x4 ANOVA used to analyse RT data showed that there was no 
significant interaction between bias condition and change type, F(9,168) = 0.94, p = 0.49, 
MSE = 7544.46. There was no significant difference in performance between biasing 
conditions F(3,56) = 2.06, p = 0.12, MSE = 289147.21. As seen in Figure 8.3, the biasing 
condition had no influence on subjects’ RT in the subsequent change detection task. The 
main effect of change type was significant F(3,168) = 23.37, p < .001, MSE = 187192.44. 
Post hoc Scheffé contrasts show that there are significant differences in detection RT 
between all change types (all p < .001) except that there is no difference between 
detecting same and identity changes (p = 0.93). Overall, these results suggest that a 
configural advantage (changes to the configuration of an object are detected quicker and 































Figure 8.3. Mean reaction time on the change detection task as a function of 
change type and bias condition. Error bars represent standard errors of the 
mean. 
 
One possible explanation of these results is that the biasing effect was evident in only the 
first few trials of the change detection test phase, with practice obscuring this effect by the 
completion of the test phase. Therefore, the same analysis as reported above was re-run on 
the first 54 (25%) of trials. The same pattern of results for the first block was found as for 
the entire change detection dataset. The mixed design 4x4 ANOVA used to analyse the 
first block of accuracy data showed that there was no significant interaction between 
biasing condition and change type, F(9,168) = 0.77, p = 0.65, MSE = 0.02. The difference 
in performance between biasing conditions F(3,56) = 2.38, p = 0.08, MSE = 0.11 was 
approaching significance. The main effect of change type was significant F(3,168) = 
49.70, p < .001, MSE = 1.17. Post hoc Scheffé contrasts show that configuration changes 
were detected more accurately than switch or identity changes and that switch changes 
were detected more accurately than identity changes (all p < .001).  
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The mixed design 4x4 ANOVA used to analyse RT data for the first block of trials 
showed that there was no significant interaction between biasing and change type, 
F(9,168) = 1.25, p = 0.27, MSE = 52188.13, nor was there was a significant difference in 
performance between biasing conditions F(3,56) = 2.23, p = 0.10, MSE = 445141.57. The 
main effect of change type was significant F(3,168) = 4.20, p < .01, MSE = 175603.22. 
Post hoc Scheffé contrasts show that there is a significant difference in detection RT 
between configuration and identity changes (p < .001). There were no other significant 
differences between change type conditions.  
 
Even though the objects used in both tasks of the current experiment had similar 
construction (a main body part with three appendage-type parts), subjects could not be 
biased toward detection of different change types. The pattern of results for the change 
detection task did not vary as a function of the biasing condition. In line with previous 
results in this thesis, configural changes were detected more accurately and quickly than 
switch changes, which were detected quicker and more accurately than part identity 
changes. Restricting analysis to the first quarter of trials, there was no evidence of a 
biasing effect (although the effect was approaching significance - if the effect was there, 
the biasing appears not to have been strong enough). This suggests that object properties 
are processed in a similar manner regardless of prior experience. Specifically, these results 
suggest that global representations may be initiated by default (Austen & Enns, 2000; 
Nakayama, 1990).  
 
This experiment investigated the deployment of attention to different levels of detail. 
There are, however, other aspects of attention that may influence change detection 
performance. These include the locus of attention and the spatial distribution of attention 
(Austen & Enns, 2000; Coren, Ward, & Enns, 1999). Regarding these aspects, further 
research may look at the locus of attention in novel object perception and recognition. 
That is, investigating whether instructing subjects to pay attention to or in some way 
explicitly drawing attention to the configuration, arrangement, or shape of parts might 
influence change detection performance. This was the motivation for Experiment 9. 
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8.2. EXPERIMENT 9: The Role of Locus of Attention in Detecting Changes to 
Object Properties 
Rensink (2000b, 2002) argues that focussed attention is required to detect change. Given 
the results of the experiments in this thesis, this suggests that the configuration of an 
object’s parts is attended quicker and more accurately than the shape of those parts or their 
relative arrangement (information involved in switch changes). However, the idea that 
configuration might be processed early or automatically is also supported by findings that 
allocating attention to the location of change does not necessarily result in successful 
change detection (O’Regan et al., 1999, 2000). O’Regan et al. (2000) argue that aspects of 
a scene not currently fixated, such as global configuration or layout, are processed in order 
to provide a framework for scene or object representation. To further elucidate the role of 
attention in detecting changes to object properties, the current experiment investigated the 
explicit drawing of attention to parts involved in change. 
 
Scholl (2000) investigated whether change blindness was attenuated by exogenous capture 
of attention using a flicker paradigm (see section 4.4.1). Exogenous control of attention is 
involuntary capture of attention by some salient aspect of a scene, such as colour. The 
changes Scholl used could be a replacement change or a flip change in a multiple object 
array. Attention was captured using a late-onset item or colour singletons. The exogenous 
capture manipulations were never reliable cues to the location of change, changes could 
occur anywhere in the array. Scholl found that change detection improved when the 
changed item was late onset or a colour singleton. This suggests that changes to these 
items were detected faster because they were being attended, thus supporting the focused 
attention-based theory of change blindness. 
 
A similar idea to exogenous capture of attention was used in the current experiment to 
draw attention to object parts. Changes to the configuration of parts and changes to the 
identity of parts were investigated. A switch change involves two parts, thus there are two 
locations at which change occurs. Cues used in this experiment drew attention to the 
location of the object parts changing. Because of this, switch changes were not included in 
this experiment, since cues would only have drawn attention to a portion of a switch 
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change. The aim of this experiment was to determine whether drawing attention to or 
cuing a part involved in a change improved detection performance compared to conditions 
in which no cue was available or when the cue was not at the location of the change. 
Cuing was done via a colour and texture change; shortly after an object was displayed, the 
colour and texture of one of the parts changed (see Figure 8.4). 
 
One potential explanation of previous change detection results for novel objects is that 
changes to the identity of parts were detected poorly because attention was not focused on 
that object property (or it is focused after attending to configuration of parts). If this was 
the case, then a valid cue to the location of change should improve performance in 
detecting changes to part identity. A non-valid cue to the location of an identity change 
may hinder detection performance. However, if it is the case that the identity of parts is 
not attended anyway, the non-valid cue may not have an adverse effect on detection 
performance. If changes to the configuration of parts are detected quicker and more 
accurately than other change types because this object property is routinely processed 
before other aspects of the object are attended, then the effect of the attentional cues 
should be minimal, if any. 
8.2.1. Method 
8.2.1.1. Subjects 
A total of 34 undergraduate students participated and were tested individually. Subjects 
received course credit for participating. 
8.2.1.2. Materials 
Stimuli were 3D novel objects. Each object was composed of a main body with three 
appendage parts. The appendages attached to the body at three of six possible positions. 
There were three “standard” objects. Manipulations to parts were made in terms of 
configuration or identity. Each object was rendered three times: (i) in a single colour, (ii) 
in two colours such that one part involved in a change was a different colour to the rest of 
the object; and (iii) in two colours, such that one part not involved in a change was a 
different colour to the rest of the object. This gave a total of 93 different object exemplars 
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used in the current experiment. All objects were photorealistically rendered with the same 
colours and textures. The entire background screen was white. The mask used in this 
experiment was 500 x 400 pixels in area. 
8.2.1.3. Procedure 
The experiment consisted of 108 trials in which subjects were shown 3 standard objects 
with 3 different cue types and 2 types of change made to each of the appendage parts. 
Each trial began with a fixation cross appearing for 0.5 s at the centre of the screen, 
followed by the first object for 2.5 s, immediately followed by a mask appearing on the 
screen for 1.5 s, and finally another object which remained on the screen until the subject 
responded. Responses for each trial timed out after 5 s. The next trial began 1 s after the 
subject made a response or the trial timed out. The first object was either all one colour for 
the 2.5 s or one of the parts changed colour 0.5 s after stimulus onset. That is, an all blue 
object was on display for 0.5 s, then for the remaining 2 s either: (i) an all blue object 
remained on display, or (ii) one of the object parts changed colour to green. When one of 
the parts of the first object changed colour it was either a valid or non-valid cue to the 
location of change. If the coloured part was a valid cue to the location of change, it was 
involved in either a change to part configuration or to part identity. If the coloured part 
was a non-valid cue to the location of change, the part was not involved in an object 
property change (see Figure 8.4). 
 
The first object in each trial was placed in the centre of the screen, the second object in 
each trial was jittered by 25 pixels, that is, randomly placed at a position 25 pixels in any 
direction from the centre of the screen. Subjects were told that one of the parts of the first 
object may change colour, and they were asked to indicate whether the first and second 
objects were the “same” or “different” by pressing corresponding keys on a keyboard. 
Half of the trials were “same” trials and the other half “different” trials. The different trials 







Figure 8.4. The three different part identity change trial sequences involving: (a) 
no cue, (b) a valid cue to the location of change, and (c) a non-valid cue to the 
location of change. 
8.2.2. Results and Discussion 
The data from seven subjects was removed from the final analysis because the accuracy or 
RT of their responses was 2.5 standard deviations above or below the mean (within a 
condition). A 3x2 repeated measures ANOVA including cue type (valid, non-valid and 
none) and change type (configuration and identity) was used to analyse accuracy data. 
There was a significant main effect of cue type F(2,52) = 13.34, p < .01, MSE = 0.11. Post 
hoc Scheffé contrasts showed that change detection for trials with non-valid cues was 
significantly less accurate than performance on either validly cued trials or trials with no 









trials and trials with no cue (p < .01). There was only a marginally significant difference in 
performance between non-valid cue trials and trials with no cue (p = .02). A significant 
main effect was also found for change type, F(1,26) = 61.78, p < .01, MSE = 0.75. 
Comparing mean proportion correct (in parentheses) showed that configuration changes 
(0.942) were detected more accurately than identity changes (0.806). No interaction was 
found between type of object and change type, F(2,52) = 2.01, p = .14, MSE = 0.02 (see 
Figure 8.5). 
 
Data analysis of RT was conducted using accurate responses. A 3x2 repeated measures 
ANOVA including cue type (valid, non-valid and none) and change type (configuration 
and identity) was used to analyse RT data (see Figure 8.5). No main effect of cue type was 
found for RT, F(2,52) = 0.84, p = .44, MSE = 15191.0. A significant main effect was 
found for change type, F(1,26) = 40.42, p < .01, MSE = 715662.67. Comparing mean RT 
(in parentheses) showed that configuration changes (1086.72 ms) were detected quicker 
than identity changes (1219.65 ms). No interaction was found between type of object and 




















































Figure 8.5. Mean proportion correct (top) and mean reaction time (bottom) on the 
change detection task as a function of change type and cue. Error bars 
represent standard errors of the mean. 
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Detecting changes in objects with valid cues to the location to change was more accurate 
than in objects with no cue to the location of change. Further, a non-valid cue to the 
location of change seemed to impair change detection performance compared to objects 
with no cue11. This did not differ for configural or identity changes. In other words, 
regardless of whether the location was cued validly, non-validly or not at all, configural 
changes were detected more accurately than part identity changes. For RT data, only a 
significant main effect of change type was found. These results suggest that while 
attention to the locus of change improves the accuracy of detection performance, it has 
little effect on the time taken to process different object properties. It appears that 
irrespective of the focus of attention, the global configuration of parts is always processed 
before local shape information (identity of the parts). 
 
These results suggest that the locus of attention does play some role in the accuracy of 
detection of changes to object properties. However, other factors appear to be involved in 
the configural advantage (e.g., Fernandez-Duque & Thornton, 2000). Specifically, the 
findings that: (i) valid cues to change location never improved detection of identity 
changes to the level of configural changes (with any type of cue), and (ii) change detection 
accuracy improved equally for both the configuration and identity of parts in the valid cue 
condition, show that it is not simply attention to the locus of change that accounts for the 
configural advantage. The proposal of a system operating outside of attention that 
automatically represents layout (Rensink, 2000a; 2000b) can account for this finding of a 
configural advantage. 
                                                
11 These results are in line with Posner, Nissen and Ogden (1978) who first developed and demonstrated the 
attentional cuing paradigm. Relative to a neutral cue to target location, they found a significant RT benefit to 
valid cues of about 30 ms and a similar sized RT cost to invalid cues. That is, attentional shifts from one 
location to another accrue benefits to the attended location and costs to the unattended location. 
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8.3. EXPERIMENT 10A: Visual Search for Targets Defined by Differences in Object 
Properties 
The spatial distribution of attention may be either narrow or distributed. That is, attention 
may be focussed on a small region or may be distributed over a larger space or number of 
items. In visual search tasks, where targets are detected amongst distractor items, the 
distribution of attention can be manipulated by varying the number of distractors. The 
larger the number of distractors, the wider the distribution of attention needs to be in order 
to perform the task. Up until this point, experiments in this thesis have centred on 
attention within objects and tasks using single object displays. The results of the previous 
experiment show that focussed attention to the locus of change improves detection 
performance and that regardless of cue type, configural changes are detected more 
accurately and quicker than part identity changes. The purpose of this experiment is to 
determine whether this pattern is evident when attention is more widely distributed. That 
is, will targets that differ to distractors in terms of the configuration of parts be more 
readily detected than targets that differ in terms of the identity or a switching of parts?  
 
As well as exploring the distribution of spatial attention, visual search tasks may be used 
as a tool for investigating the efficiency at which perceptual information is processed12. 
Woodman, Vogel and Luck (2001) showed that adding a working memory load did not 
affect the slopes of the function between reaction time and set size. This implies that 
visual search requires very little in the way of visual working memory resources. Objects 
can be attended at a perceptual level without being automatically entered into working 
memory. In this case, the differences in the slopes between the change type conditions 
may shed light on the efficiency with which information about different object properties 
are processed. 
 
                                                
12 Efficiency is typically quantified by varying the number of items in the visual search display (set size) and 
calculating RT as a function of set size. The slope of this function is a measure of search efficiency. The 
most efficient search is indicated by a slope of zero ms/item, in which the target item, when present, is 
detected without interference from the distractor items. Increasingly steeper slopes indicate decreasing 
efficiency in visual search in which a greater cost is incurred for each additional distractor. The point at 
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Saumier et al. (2002) used a visual search task to examine the way in which a visual 
agnosic patient (AR) encoded object parts and the relations between those parts. The 
stimuli were three different types of 3D objects (resembling either a four-legged animal, a 
bird or a plug) constructed from geon-like parts. There was four target types: (i) same 
configuration and parts as distractors, (ii) same configuration and different parts to 
distractors, (iii) different configurations and same parts as distractors, and (iv) different 
configuration and different parts to distractors. For all subjects (AR and controls), Saumier 
and colleagues found that search rates were faster when the target differed from the 
distrators in terms of the configuration of parts compared to when they had the same 
configuration. That is, search was slowed significantly when the configuration of parts 
was the same for both the target and distractors. Search was worst when targets and 
distractors shared both their parts and configuration. Based on these findings, targets 
defined by a switching of parts should be most difficult to detect as they share the same 
global configuration and the same parts as the distractors. 
 
In Experiment 3, object complexity was manipulated in terms of total number of object 
parts (5, 6 or 7). Results showed that subjects were quickest and most accurate at detecting 
changes to the configuration of parts, regardless whether the object had 5, 6 or 7 parts. 
Further, the more complex the object, the less accurate subjects were to detect identity or 
switch changes. One possible explanation of these results is that unless changes involve 
the global configuration of parts, which is accessed quickly and utilised accurately, 
subjects may be “searching” an object for changes. This may be generalisable to a visual 
search experiment in which search is not for object parts but between targets and 
distractors. In line with this explanation and with previous results in this thesis, it is 
expected that search for targets involving a configuration change will be more efficient 
(shallower slopes) than search for identity or switch targets. This is also in accordance 
with the idea that global representations are initiated by default by our visual system either 
because of parafoveal acuity or some expectation that global detail information will be 
most useful for the task (Austen & Enns, 2000; Nakayama, 1990). If it is simply the target 
                                                                                                                                             
which the slope intercepts the y-axis (the y-intercept) indicates the baseline reaction time (i.e., RT when 
display size = 0). 
 166
and distractors having the same configuration of parts that produces more inefficient 
search rates (e.g., Saumier et al, 2002), then there should not be any difference in 
performance between the switch and identity conditions.  
8.3.1. Method 
8.3.1.1. Subjects 
A total of 29 undergraduate students participated and were tested individually. Subjects 
received course credit for participating. 
8.3.1.2. Materials 
Stimuli were rendered images of 3D novel objects. Each object was composed of a main 
body with three appendage parts. The appendages attached to the body at three of six 
possible positions. A total of twelve different object exemplars were used in the current 
experiment. The target-distractor relationship was such that the target differed from the 
distractors in terms of either (1) the identity of one of the parts; (2) a switching of two of 
the object parts; or (3) the configuration of the object parts. All objects were 
photorealistically rendered with the same colour and texture. The entire background 
screen was white. The objects were all of similar size, with the average dimensions of 
each object being 55 pixels wide and 65 pixels high.  
8.3.1.3. Procedure 
The experiment consisted of 24 randomly ordered blocks of 30 trials (objects displayed in 
3 different set sizes shown 10 times each), resulting in a total of 720 trials. There were 8 
blocks each of configuration, identity and switch target types. The targets and distractors 
for each block were counterbalanced. At the beginning of each block, subjects were shown 
the target and distractor (see Figure 8.6). Time allowed to study the instruction screen was 
self-paced. Each trial began with a fixation cross appearing for 500 ms at the centre of the 




Figure 8.6. One of the instruction screens shown at the beginning of each block in 
Experiment 10A, indicating the target and distractor items. 
 
Each visual display showed 2, 6 or 10 items. Stimuli were shown at thirty possible 
locations (each jittered by 4 pixels) across the computer screen. The target appeared (in a 
random location) in half of the trials. In the remaining half of trials, only distractors were 
present (target absent trials). The target present trials were split equally into the three set 
size conditions, that is, ten trials of each size per block. Participants were asked to indicate 
whether the target was present or absent by pressing corresponding keys on a keyboard. 
Feedback was given in the form of a beep to incorrect trials. 
8.3.2. Results and Discussion 
Data analysis was conducted using accurate responses. Because there were instances of 
reaction times (RT) greater than 20 seconds, RTs of more than 2.5 standard deviations 
from the mean for each condition were omitted from the analysis. Figure 8.2 shows 
reaction times and slopes for the three different change types for both target absent and 
present conditions. A one-way ANOVA on RT showed a significant variation among 
different target types, F(2,56) = 40.039, p < .01, MSE = 597251.06. Post hoc Scheffé 
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contrasts showed that RTs for each of the target conditions were significantly different (all 
p < .01). RT was slowest for switch targets, quicker for identity targets and quickest for 
configuration targets. The interaction between condition and set size was significant, 
F(4,112) = 11.883, p < .01, MSE = 84009.23, indicating a difference in slopes among 
conditions. 
 
Regression slopes for RT by set-size for each subject were calculated. A one-way 
ANOVA on the slopes showed a significant variation between target type, F(2,56) = 
16.519, p < .01, 7909.59. Post hoc Scheffé contrasts showed that the slope for the switch 
target condition (114.04 ms/item) was significantly greater than the slopes for 
configuration (92.784 ms/item) and identity (95.029 ms/item) change targets (both p < 
.01). The slope for the identity change was not significantly different to that found for the 
configuration change target condition (p = 0.58). The y-intercept for the configuration 
target condition was 732.3 ms, the identity target condition was 775.5 ms, and the switch 
target condition was 768.0 ms. These results indicate that configuration and shape 
information was processed with similar efficiency, while switch information was less 
efficiently processed. In addition, the y-intercept data suggests that the processing of 





Figure 8.7. Mean reaction time on the visual search task as a function of target type 
and set size. Results are shown for both target present and target absent trials. 
 
Upon scrutiny of Figure 8.7, there appeared to be differences in the target absent 
conditions. We conducted a one-way ANOVA on RT for target absent trials which 
showed a significant variation between target type, F(2,56) = 40.657, p < .01, MSE = 
656887.93. The interaction between condition and set size for target absent trials was 
significant, F(4,112) = 7.799, p < .01, MSE = 49193.79, suggesting a difference in slopes 
among conditions indicating that subjects may have been using different strategies for 
each condition. Given the blocked nature of the task, this is not particularly surprising. At 
the beginning of each block, subjects were shown an instruction screen with the target and 
distractor items (see Figure 8.6). Subjects would then be able to focus on the part or parts 
of the objects that had the most useful or diagnostic information for successful change 
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detection in that block. For example, in a block defined by the targets and distractors in 
Figure 8.6, subjects need only focus on whether the part on the left hand side was curved 
or a cone. One problem with this potential strategy is that subjects would be relying only 
on part information rather than encoding the objects as wholes. That is, subjects would be 
searching for specific areas or parts of an object rather than searching for a whole object 
target. Since the aim of this thesis is to investigate the processing of whole objects, not 
sections of objects, a second visual search experiment was conducted in which blocking 
was not used. 
8.4. EXPERIMENT 10B: “Odd Man Out” Task with Targets Defined by Differences 
in Object Properties 
To investigate whether blocking in the previous experiment influenced performance, in 
the current experiment the same targets and distractors were used, however, in this case 
trials were fully randomised. The instruction screens depicting the targets and distractors 
were not included. No information about the target and distractors was given. The 
subjects’ task was simply to indicate whether the objects in the display were all the same 
or whether one was different (“odd man out” task). An advantage of this task is that it can 
be used to explore the kinds of information being spontaneously used in visually 
discriminating objects. Subjects are not made aware of the type of difference between the 
targets and distractors. Thus, if a configuration target were to be detected as an “odd man 
out” quicker than an identity target, for example, it would be presumably be due to 
information about configural properties being processed quicker than information about 
the shape properties of the object. 
8.4.1. Method 
8.4.1.1. Subjects 
A total of 29 undergraduate students participated and were tested individually. Subjects 




The stimuli were the same as for the previous experiment (Experiment 10A). 
8.4.1.3. Procedure 
Trials were fully randomised, with a total of 720 trials (the same number as Experiment 
10A). An "odd man out" task was used in which subjects were asked to indicate whether 
all of the objects in the display were the same or if one object in the display was different 
from the rest. Each trial began with a fixation cross appearing for 500 ms at the centre of 
the screen, followed by the object display. Objects remained on the screen until a response 
was made. 
 
Each visual display showed 2, 6 or 10 items. Stimuli were shown at thirty possible 
locations (each jittered by 4 pixels) across a computer screen.  Half of the trials were same 
trials, the other half different trials. Same trial displays consisted of all the same objects. 
Different trial displays had one object different to the rest. The different trials were split 
equally into the three change type conditions. Participants were asked to indicate whether 
the objects were all the same or one of the objects was different by pressing corresponding 
“same” and “different” keys on a keyboard. Feedback was given in the form of a beep to 
incorrect trials. 
8.4.2. Results and Discussion 
Data analysis was conducted using accurate responses. Because there were instances of 
RTs greater than 20 seconds, RTs more than 2.5 standard deviations from the mean for 
each condition were omitted from the analysis. Figure 8.8 shows reaction times and slopes 
for the three different change types for both target absent and present conditions. Because 
an “odd man out” task is used, there is only one target absent condition (trials in which all 
objects in the display are the same). A one-way ANOVA on RT showed a significant 
variation among different target types, F(2,56) = 52.267, p < .01, MSE = 1800559.01. 
Post hoc Scheffé contrasts showed that RTs for each of the target conditions were 
significantly different (all p < .01). As shown in Figure 8.8, RT was slowest for switch 
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targets, quicker for identity targets and quickest for configuration targets. The interaction 
between condition and set size was significant, F(4,112) = 2.690, p < .05, MSE = 
81899.46, indicating a difference in slopes between conditions. 
 
Regression slopes for RT by set-size for each subject were calculated. A one-way 
ANOVA on the slopes showed a significant variation between target type, F(2,48) = 
5.219, p < .01, MSE = 5048.27. Post hoc Scheffé contrasts showed that the slope for the 
switch target condition (160.718 ms/item) was significantly higher than the slope for the 
configuration (134.337 ms/item) condition (p < .01). The identity (146.991 ms/item) 
change slope was not significantly different to either the configuration or switch 
conditions (p = 0.13 and p = 0.10, respectively). The y-intercept for the configuration 
target condition was 1132.6 ms, the identity condition was 1228.7 ms, and the switch 
condition was 1260.1 ms. The pattern of results is similar to that of the previous 
experiment. Slope analysis shows that configuration and shape information was processed 
with similar efficiency, while switch information was less efficiently processed (although 
now not significantly less than identity). Overall, RT is longer than the previous 
experiment; this is likely due to the fully randomised trial design and the fact that the 
relationship between the targets and distractors is not made explicit in the current 
experiment. The y-intercept data indicates either that: (i) the processing of shape 
information begins approximately 96 ms after the processing of configural information 





Figure 8.8. Mean reaction time on the visual search task as a function of target type 
and set size. 
 
The target present results showed the same pattern in both Experiments 10A and 10B. The 
only difference between the two experiments was that subjects were made explicitly aware 
of the relationship between the target and distractors in Experiment 10A, but no prior 
information about the target and distractors was given in Experiment 10B. Regardless of 
these differences, the results of both visual search experiments showed that configural 
differences between targets and distractors were detected before part identity differences 
or part switches. Analysis of the slope functions illustrated that there was a temporal 
advantage in terms of onset of processing for detection of configural targets; the y-
intercepts showed that configural information processing was completed between 43-96 
ms before shape information processing. However, there was no significant difference in 
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search efficiency or processing time per item for configural and local shape information. If 
configural information allowed for better discrimination between targets and distractors, 
an interaction should be evident such that the slope for configural targets was significantly 
shallower than the slopes for shape or switch targets. Thus, the advantage of configural 
properties appears to be that they are processed faster than local shape properties, but both 
visual properties appear to be utilised equally efficiently. 
8.5. General Discussion 
The results of experiments in the previous two chapters showed detection of configuration 
change in novel 3D objects to be quicker and more accurate than changes to either the 
shape or arrangement of parts. The general aim of this chapter was to investigate the role 
of attention in detecting these changes. Specifically, we wanted to determine whether the 
configural advantage is due to an attentional bias toward configural properties or whether 
it is a perceptual advantage. To address this issue, three different characteristics of 
attention were considered: (i) the level of detail to which attention was directed, (ii) the 
locus of attention, and (iii) the spatial distribution of attention. 
 
The results of Experiment 8 suggest that attention cannot be biased toward the level of 
detail required for detecting change to part identity or relative part position. Regardless of 
whether subjects have experience in detecting changes made only to part identity or only 
to part configuration or only a switching of parts, performance on a subsequent change 
detection task shows a significant advantage for the detection of configural changes. This 
pattern of results is displayed early in the task. An analysis of the first 25% of trials shows 
the same significant configural advantage pattern as the analysis of the total data set. 
Specifically, configural changes were detected more accurately and quicker than part 
switches and part identity changes were detected slowest and with the least accuracy. 
These results provide further support for the idea that a system dedicated to representing 
layout may operate outside of attention. That is, regardless of attempts to manipulate the 
location or level of attention, the layout or configuration of an object’s parts is always 
effectively encoded. The configural properties of objects appear to be better encoded 
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without the need for the active deployment of attention, however, additional attention to 
the location of change can improve detection. 
 
Drawing attention to the locus of change benefits the accuracy of performance for both 
configural and identity changes. This indicates that previous results showing a configural 
advantage were not due to a ceiling effect. The fact that performance in detecting 
configural change can be improved also suggests that attention is not the sole factor 
involved in the configural advantage. There may be other mechanisms that operate 
externally to attention, such as comparisons of maps indicating layout (Rensink, 2000a; 
2000b). RT data reveals something of the temporal nature of the configural advantage. 
Configural changes are detected quicker than identity changes regardless of whether the 
location is cued validly, non-validly or not at all. The implication is that configural 
properties of an object are processed before attention can be allocated to other object 
properties like local shape information and relative part arrangement. 
 
Experiments 10A and 10B used a visual search task in which multiple item displays 
increase the distribution of attention. The pattern of performance in these two experiments 
was the same, regardless of whether subjects were made explicitly aware of the 
relationship between the target and distractor or not. Based on the similarity of the slope 
functions, it can be argued that information about the shape of parts is processed as 
efficiently as configural information. However, the y-intercepts of the slopes indicate that 
the visual system begins to process configural information approximately 40 – 100 ms 
before shape information or that it processes configural information more quickly. Thus, it 
appears that the configural advantage is a temporal one. Search for targets with switched 
parts was most inefficient and slowest of all target types. Switch targets have no unique 
shape or configuration information. In order to detect switched parts in this kind of task, 
subjects must bind the shape of the parts to particular locations. This process appears to 
take longer, and is more affected by set size, than search for configural and identity 
targets, which have unique configural and shape information, respectively. That is, there is 
a perceptual advantage for configural properties in that they are processed and utilised 
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faster with potentially more focused attention needed to process part shape and 
arrangement properties. 
 
Taken together, the results of this study reveal the time course involved in the processing 
of the visual properties of objects. Information about the configuration of object parts is 
extracted before the local shape or relative locations of parts, regardless of attempts to 
manipulate the level, locus or distribution of attention. These findings are consistent with 
research on coarse-to-fine recognition, which has shown that coarse, global information is 
processed before finer detailed information for a variety of stimuli including faces (e.g., 
Fiorentini, Maffei, & Sandini, 1983; Sergent, 1986), objects (e.g., Ginsburg, 1986) and 
scenes (e.g., Schyns & Oliva, 1994). But this temporal advantage for detecting configural 
changes does not necessarily explain the poor accuracy found for detecting switch or 
shape changes. Perhaps the faster extraction of configural properties is based on there 
being some particular value or ecological validity to this information. This might help 
account for the accuracy advantage found for configural change. The next chapter aims to 
explore the value and generalisability of the use of visual property information. 
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Chapter 9: The Ecological Validity of Configural Information in Novel 
Objects 
 
The results of change detection experiments in this thesis have demonstrated a dominance 
of configural information in visual perceptual tasks. That is, changes to the configuration 
of an object’s parts are quicker and more accurately detected than changes to the identity 
of those parts or a switching of parts. Chapter 8 revealed the temporal characteristics of 
the processing of object properties. The configuration of object parts is processed first and 
then shape information and relative part arrangement. However, the faster response time 
to configural change does not necessarily explain why subjects are significantly more 
accurate at detecting these changes. To investigate this, these changes need to be studied 
in more ecologically valid tasks. The final section of this thesis will look at the 
generalisability and robustness of the configural advantage to more traditional object 
recognition tasks. It is important to look at the way in which object properties are used in 
more than one type of task. It may be the case that configural information is most useful 
for visual short-term memory tasks such as one-shot change detection and that other 
object properties become important as longer-term representations come into play.  
 
Same-different matching tasks are quite often used in object recognition research (e.g., 
Biederman & Gerhardstein, 1993; Biederman & Bar, 1999; Tarr et al., 1997; Tarr et al., 
1998). However, the inclusion of other tasks in the study of object recognition can help 
reveal more about the way in which information is utilised, represented and stored. 
Investigating sensitivity to changes in object properties across a number of different tasks 
will also shed light on the generalisability and robustness of that property. Experiment 11 
investigates whether detection performance for configural, switch, or identity changes are 
differentially affected by depth rotations of the object. There are two reasons for using a 
rotation task. The first is to ensure that object processing mechanisms are engaged and a 
pixel-by-pixel matching strategy cannot be used to successfully complete the task. Second 
is the ecology of the rotation task, which looks at how different object properties are used 
in situations that are closer to real-world experiences with objects. Objects in the real 
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world are rarely seen from just one viewpoint. One function of information about the 
configuration of an object’s parts may be “joining” together different views of a 3D 
object. 
 
The final experiment in this thesis explores the configural advantage in object recognition. 
Experiment 12 employs a higher-level recognition task, namely, a learning/naming and 
old/new discrimination task requiring greater involvement of memory and semantic 
information than change detection. This task, too, is closer to real-world experience with 
objects. It is often the case that we know what an object is (either by name or function) 
and we need to discriminate known objects from unknown or unfamiliar objects; for 
example, picking out your bag from other bags at an airport luggage carousel. Configural 
information may be important in determining whether an object is stored in memory. That 
is, comparison of the configuration of an object’s parts may be important for recognising a 
stored object rather than the shape of those parts. 
9.1. EXPERIMENT 11: Detecting Object Property Changes Across Object Rotation 
in Depth 
The primary reason for investigating configural, switch and identity changes across 
different viewpoints is to explore the ecology of these types of information. In our 
everyday visual environment, we see objects from different points of view, different 
distances, and different lighting conditions. It is necessary to be able to recover object 
properties across changes in viewing conditions. Configural information regarding object 
parts may be more useful in real world situations than part shape. The configuration of an 
object is more likely to remain stable across changes in viewing conditions than the 
perceived shape of parts. Tarr and Bülthoff (1998) suggest that structural or configural 
information is a prime candidate for helping match images across different views. If 
subjects are better able to detect changes to the configuration of parts across different 
viewpoints, then this would suggest that configural information is a robust and useful 
device for representing and linking different views of 3D objects. 
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However, there is some empirical evidence that spatial relations across rotations in depth 
are not critical for recognition. Johnston and Hayes (2000) compared viewpoint specific 
and viewpoint invariant models of object recognition using novel objects across picture 
plane rotations and rotations in depth. There were two stimuli sets in which objects were 
discriminable based on either unary features (morphological information about parts) or 
binary features (spatial relations between parts). There were four experiments using the 
unary feature or binary feature object sets and either a sequential matching or 
learning/recognition task. Results of all four experiments supported viewpoint specific 
models showing a decrement to recognition performance when standard views of objects 
are rotated in depth. However, performance for objects that were discriminable based on 
the spatial relations between parts was poorer than for objects discriminable by the 
morphology of parts, particularly for delayed recognition. Johnston and Hayes argue that 
the reason for this poor performance is that 2D projections of relative positions of parts are 
highly viewpoint dependent and discriminate poorly between objects under depth rotation. 
 
The part identity and configuration change type conditions used in this thesis roughly 
correspond to the objects discriminable by unary and binary features respectively. Based 
on Johnston and Hayes’ (2000) results, it is expected that viewpoint dependent 
performance will be found for both part identity and configuration conditions, but the 
difference between these two conditions may lie in direct contrast to previous change 
detection results. That is, identity changes may be better detected than configural changes 
across rotations in depth. However, an issue with the Johnston and Hayes study is that the 
objects in each of the sets were constructed of a different number of parts. The binary 
feature matched set consisted of objects with three or four parts whereas the unary feature 
matched objects all had five parts. This increased complexity of the objects may account 
for the relatively poorer performance found for unary matched objects (see Experiment 3). 
Further, there was no direct comparison of recognition performance for unary and binary 
feature matched objects. The current experiment uses object stimuli that consist of the 
same number of parts (each object has four parts) and conditions in which changes to part 
morphology (identity) and spatial relations between parts (configuration) as well as 




A total of 30 undergraduate students participated and were tested individually. Subjects 
received course credit for participating. 
9.1.1.2. Materials 
Stimuli were rendered images of 3D novel objects. Each object was composed of a main 
body with three appendage parts. The appendages attached to the body at three of six 
possible positions. Each of the five "standard" objects had part configuration, part identity 
and a switching of parts changes made to each of their "limb" parts. Objects were shown 
rotated by 0, 15, 30 and 45 degrees around the vertical axis giving a total of 240 different 
object exemplars used in the current experiment (see Figure 9.1). The mask used in this 






Figure 9.1. Example of objects used as stimuli in Experiment 11. The standard 
object is shown rotated in depth by 0, 15, 30 and 45 degrees around the 
vertical axis. 




The experiment consisted of 360 randomly ordered trials in which subjects were shown 5 
standard object stimuli with 3 separate changes made to each of the 3 appendage parts and 
shown at each of 4 orientations. The procedure was the same as described for Experiment 
2. The second object was presented at an orientation of 0, 15, 30 or 45 degrees rotated in 
depth. In addition, the second object was either identical to the first or different in one of 
three ways: (1) part identity; (2) a switching of parts; or (3) spatial configuration. 
Participants were instructed to indicate, regardless of differences in rotation, whether the 
two objects presented to them were the “same” or “different” by pressing corresponding 
keys on a keyboard. Half of the trials were “same” trials and half “different”. The different 
trials were split equally into the three change conditions. 
9.1.2. Results and Discussion 
A 4x4 repeated measures ANOVA including the within subjects factors of change type 
(same, configuration, identity, or switch) and orientation (0, 15, 30, or 45 degrees) was 
conducted on accuracy rates and RT. RT data analysis was conducted using accurate 
responses. Considering proportion correct, participants were equally accurate at making a 
same decision (0.885) as at detecting a spatial configuration change (0.887) and less 
accurate at detecting either a switch (0.818) or an identity change (0.812). The ANOVA 
on accuracy rates showed a significant main effect of change type, F(3,87) = 15.169, p < 
.01, MSE = 0.20, as well as a significant main effect for orientation, F(3,87) = 21.230, p < 
.01, MSE = 0.14. There was a significant change type by orientation interaction F(9,261) 
= 2.051, p = 0.03, MSE = 0.02.  
 
Looking at Figure 9.2, it appears that the effect of orientation change on performance for 
same decisions is stronger than for the other change type conditions. Because we were 
interested at looking at differences between the change conditions, we re-analysed the data 
excluding the same condition. A 3x4 repeated measures ANOVA for accuracy also 
showed significant main effects for change type, F(2,58) = 13.050, p < .01, MSE = 0.21 
and orientation, F(2,58) = 11.065, p < .01, MSE = 0.08, however the significant 
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interaction between change type and orientation disappears, F(6,174) = 1.712, p = 0.12, 
MSE = 0.01, suggesting that it was the same condition that was influenced most by 
changes in orientation. Post hoc Scheffé contrasts show that configuration changes are 
detected significantly more accurately than either identity or switch changes (both p < .01) 
and that there was no significant difference in accuracy between identity and switch 
changes (p = 0.73). A trend analysis was conducted for the main effect of orientation on 
accuracy. The linear and quadratic contrasts were significant, F(1,29) = 25.384, p < .01, 
MSE = 0.19 and F(1,29) = 7.469, p < .01, MSE = 0.06, respectively. The cubic contrast 
was not significant (p = 0.56). The quadratic trend is attributable to there being very little 
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Figure 9.2. Mean proportion correct on the change detection task as a function of 
change type and object orientation. Error bars represent standard errors of the 
means. 
 
A 4x4 ANOVA on RT rates showed a significant main effect of change type, F(3,87) = 
8.027, p < .01, MSE = 285662.98. Participants were equally fast at making a same 
decision (1219.75 ms) and spatial configuration change (1136.76 ms), and slower at 
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detecting a switch (1251.42 ms) or an identity change (1215.76 ms). RT increased 
significantly as rotation from zero increased, F(3,87) = 32.221, p < .01, MSE = 
451314.70. There was a significant change type by orientation interaction F(9,261) = 
2.328, p = 0.02, MSE = 34378.11. Looking at Figure 9.3, it appears that similar to the 
accuracy data, the effect of orientation change on performance for the same condition was 
stronger than for the change type conditions. Again, because differences between the 
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Figure 9.3. Mean reaction time on the change detection task as a function of 
change type and object orientation. Error bars represent standard errors of the 
means. 
 
A 3x4 repeated measures ANOVA for RT, omitting the same condition, also showed 
significant main effects for change type, F(2,58) = 11.573, p < .01, MSE = 413207.13 and 
orientation, F(2,58) = 13.317, p < .01, MSE = 212812.20, however the significant 
interaction between change type and orientation disappears, F(6,174) = 1.170, p = 0.32, 
MSE = 20742.55. Post hoc Scheffé contrasts show the same pattern as for accuracy data, 
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that configuration changes are detected significantly quicker than either identity or switch 
changes (both p < .01) and that there is no significant difference in RT between identity 
and switch changes (p = 0.15). A trend analysis was conducted for the main effect of 
orientation on RT. The linear contrast was significant, F(1,29) = 36.097, p < .01, MSE = 
576852.77. Neither the quadratic nor cubic contrasts were significant (both p > 0.06).  
 
The significant linear effects of orientation in the accuracy and RT data provide support 
for viewpoint dependent theories of object recognition (e.g., Bülthoff & Edelman, 1992; 
Tarr, 1995; Tarr & Bülthoff, 1998). This result is also in line with Johnston and Hayes 
(2000) who found viewpoint dependent performance for objects rotated in depth differing 
in part morphology and spatial relations between parts. However, contrary to Johnston and 
Hayes’ findings, configural changes were consistently detected more quickly and 
accurately than identity and switch change types13. There was no significant difference 
between the identity and switch conditions in either the accuracy or RT data. Importantly, 
however, there were no interactions between change types. If configural information 
supported generally superior performance across orientation changes in the stimulus, then 
performance should be the same across all orientations. What the current results do 
suggest is that coarse configural information is processed quicker and utilised more 
accurately than part shape or arrangement information across different object rotations in 
depth. That is, configural information is offering an advantage in terms of speed or onset 
of perceptual processing. 
 
These results provide evidence that some type of configural or structural information may 
be encoded along with multiple viewpoint specific representations of objects (Tarr & 
Bülthoff, 1998). However, configural information does not appear to be used invariantly 
across changes in object stimuli. Given that it has an apparent perceptual advantage in that 
it is processed quicker than part shape or arrangement properties, perhaps configural 
                                                
13 As mentioned previously, Johnston and Hayes’ binary matched objects had 3 or 4 parts, thus, there were 2 
different configurations. Further, distractor objects with the same body shape as a test object always differed 
in number of parts. That is, the target and distractor objects differed by part morphology and configuration. 
The unary matched objects, on the other hand, were more complex (consisting of 5 parts) and differed from 
distractors only in terms of configuration. This could well explain why Johnston and Hayes (2000) found 
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information is used as a guide for further or subsequent processing. This is consistent with 
the coarse-to-fine account of object recognition in which coarse, global, configural 
information is processed before finer detailed information (e.g., Kimchi & Bloch, 1998; 
Sanocki, 1993; Schyns & Oliva, 1994; Sergent, 1986). 
9.2. EXPERIMENT 12: Learning and Recognising Novel Objects 
Experiments 10A and 10B employed visual search tasks, which involve the encoding and 
online processing of visual information. This is in contrast to visual short-term memory 
tasks, such as the change detection task, that involve the encoding, maintenance and 
retrieval of visual information. Since similar results were found for both types of tasks, 
this suggests that the configural advantage occurs in the encoding stage of processing 
visual information. The aim of this experiment is to explore the dominance of configural 
properties in tasks completed over a longer time period. One limitation with the use of 
sequential matching tasks in object recognition is that it measures explicit memory over 
relatively brief intervals. Observers may not need to recognise the object as such and may 
be sensitive to iconic properties of the image (Ellis & Allport, 1986). Naming tasks 
require that participants use higher-level object representations that include a label or 
name associated with an object in addition to visual object properties.  
 
This final experiment examined whether the same pattern of results would occur if 
subjects were made to learn the objects before being asked to discriminate them from new 
objects. One potential explanation of the very consistent pattern of results found in 
previous experiments (configural changes detected more accurately than switch and 
identity changes) is that subjects were not able to adequately encode information about 
part identity and location in the first object displayed in a one-shot change detection task. 
This inadequate encoding may be the reason that part identity and switch changes were 
poorly detected. Another factor that can be explored is whether familiarity with the objects 
will lead to information about configural, identity and arrangement object properties being 
used differently in tasks other than change detection. 
                                                                                                                                             




Detection of changes for familiar objects is generally better than for novel objects (e.g., 
Simons, 1996), but these differences could be due to a number of factors including larger 
visual differences between real-world and novel objects or differences in codability of 
features. In this experiment, the role of familiarity is examined by training subjects to 
learn and name novel objects before being asked to recognise them. This particular task 
will engage object recognition mechanisms. Subjects are required to learn the objects and 
to subsequently discriminate them from distractor objects in an old-new recognition task. 
This will allow exploration of the configural advantage over longer time periods. 
 
If configural information is most salient regardless of familiarity with the object, then 
distractors that are configurally different to the learned objects should still be easier to 
detect or discriminate as “new” in an old/new task. If, however, familiarity with or 
learning objects leads to subjects relying more on other object properties, a different 
pattern (that is, other than configural changes being detected quicker and more accurately 
than part identity or switches) may be observed. For example, subjects may be more 
sensitive to part shape in discriminating known objects from distractors. 
9.2.1. Method 
9.2.1.1. Subjects 
A total of 30 undergraduate students participated and were tested individually. Subjects 
received course credit for participating. 
9.2.1.2. Materials 
Stimuli were rendered images of 3D novel objects. Each object was composed of a main 
body with three appendage parts. The appendages attached to the body at three of six 
possible positions. There were six “standard” objects to be learned (given names sogi, 
duva, fipo, jaru, keza, and loro, see Figure 9.4) and nine distractors based on each standard 
object giving a total of sixty different object exemplars used in the current experiment. 
The objects were all of similar size, with the average dimensions of each object being 200 





Figure 9.4. The object set learned in the first section of Experiment 12. 
9.2.1.3. Procedure 
Each object was randomly placed (jittered) at a position 50 pixels in any direction from 
the centre of the screen. The experiment consisted of two sections. The first section 
involved subjects learning a set of 6 objects given nonsense names (sogi, duva, fipo, jaru, 
keza, and loro). In this section, subjects were required to complete a minimum of 5 
learning phases (with a maximum of 15). Each learning phase consisted of 18 trials each 
of three types of tasks. Trials in the first task presented a fixation cross in the centre of the 
screen for 250 ms, followed by an object with its name underneath. Subjects responded by 
pressing the button on the keyboard that corresponded with the first letter of the name. For 
example, the correct response for the object named “sogi” would be to press the “s” key 
on the keyboard. The trial timed out after 5 seconds and the next trial began after 500 ms. 
Feedback was given in the form of a beep to incorrect trials. 
sogi duva fipo 
jaru keza loro 
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Trials in the second task of each learning phase presented a fixation cross in the centre of 
the screen for 250 ms, followed by just an object. Subjects responded by pressing the 
button on the keyboard that corresponded with the first letter of the name. The trial timed 
out after 5 seconds and the next trial began after 500 ms. Feedback was given in the form 
of a beep and presentation of the correct name for 3 s to incorrect trials. Trials in the third 
task of each learning phase were the same as those in the second task, except that feedback 
was given only in the form of a beep to incorrect trials. 
 
Beginning at the fifth learning phase, if subjects scored 17 out of the 18 trials correct in 
the third task, the training section ended and subjects moved on to the second section of 
the experiment. Thus, there was a minimum of 270 trials that had to be completed in the 
training section. If by the fifteenth learning phase this criterion in the third task had not 
been met, the training section ended and the second section began. 
 
The second section of the experiment consisted of an old/new discrimination task. There 
were 216 randomly ordered trials. Each trial presented a fixation cross for 500 ms, then an 
object. The object could be either an “old” or previously learned object (sogi, duva, fipo, 
jaru, keza, and loro) or a “new” or distractor object. Distractor objects differed from the 
learned objects in one of three ways (1) part identity; (2) a switching of parts; or (3) spatial 
configuration of parts. The trial timed out after 5 seconds if no response was offered and 
the next trial began after 1000 ms. Feedback was given in the form of a beep to incorrect 
trials. 
9.2.2. Results and Discussion 
The average number of learning phases needed to reach the criterion of 17 correct out of 
18 in the third task was 6.5. A one-way repeated measures ANOVA was used to analyse 
accuracy and RT data for the old/new discrimination task. Of interest in this analysis is the 
accuracy with which subjects could correctly discriminate the three different types of 
distractors (configurally, identity or switch changed) as “new”. RT data analysis was 
conducted using accurate responses. 
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The ANOVA for accuracy data for the old/new task showed that there was a significant 
difference in detecting distractors types F(3,87) = 18.71, p < .001, MSE = 0.12 (see Figure 
9.5). Post hoc Scheffé contrasts show that configuration distractors were more accurately 
discriminated than identity or switch distractors (both p < .001) but not different to 
identifying old objects (p = 0.11). Identity and switch distractors were discriminated 
significantly less accurately than identifying old objects (both p < .001). There was no 
difference in accuracy for discriminating switch and identity distractors (p = 0.24). The 
ANOVA for RT data for the old/new task showed that there was no significant differences 

























Figure 9.5. Mean proportion correct on the old/new discrimination task as a 
function of change type. Error bars represent standard errors of the means. 
 
Configural distractors were discriminated as “new” as accurately as same decisions (“old” 
discriminations) were made. These results were obtained even though the overall global 
configuration (in terms of “place” relationships) of some of the distractors would have 
matched the configuration of some of the learned objects. In order for this pattern of 
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performance to be obtained, subjects would have had to learn the particular configuration 
for each object. Accuracy was poorest for discriminating switch and identity distractors. 
This pattern of results suggests that configural information about an object’s parts is 
salient information in distinguishing a known object from other unknown objects. 
Configural information appears to be as useful and easily accessed in tasks spanning 
longer time periods and employing higher-level representations as in visual short-term 
memory tasks such as change detection. 
9.3. General Discussion 
Similar patterns of sensitivity to object property change were found in object matching 
across object rotation in depth and old/new discrimination. Configural information is 
utilised more effectively than local part shape information or relative arrangement of parts 
in more traditional object recognition tasks as it is in perceptual kinds of tasks like change 
detection.  
 
Experiment 11 showed an effect of orientation for the three change type conditions as well 
as for the same condition suggesting that subjects were engaging object-processing 
mechanisms when processing the stimuli. A significant linear effect of orientation was 
found, suggesting that novel object recognition in this case was viewpoint dependent. 
Results showed that regardless of rotation in depth, configural changes were detected 
quicker and more accurately than part identity or switch changes, implicating a perceptual 
advantage for coarse configural information in recognition of novel objects across rotation 
in depth. These results provide empirical evidence that some type of structural information 
is encoded along with multiple viewpoint specific representations of objects (Tarr & 
Bülthoff, 1998). 
 
The aim of the last experiment was to investigate the use of object properties in a 
conventional object recognition task. Subjects were required to learn names associated 
with the object stimuli, that is, object properties as well as semantic information had to be 
encoded. When asked to discriminate learned objects from new (or distractor) objects, 
subjects were significantly more accurate in detecting objects that were different in terms 
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of part configuration than objects that differed in terms of local part shape or a switching 
of parts. It seems that information regarding the configuration of an object’s parts is most 
salient in discriminating known objects from unknown or unfamiliar objects. 
 192
Chapter 10: General Discussion and Conclusions 
 
The purpose of this thesis was to bring together several aspects of visual object processing 
in one study. The key topics addressed in this thesis were: (i) what kinds of information 
are included in object representations and how is this information represented; (ii) how 
and where is this object property information extracted from an image; (iii) what is the 
role of attention in the encoding and extracting of object property information; and (iv) 
how is this object property information utilised? 
10.1. Summary of Findings 
What does the study of multiple aspects of visual processing tell us about object 
perception and recognition? The primary finding in this thesis is the persistent dominance 
of configural properties in the perception and recognition of novel 3D objects. In general, 
changes made to the configuration of an object’s parts were detected more accurately and 
quickly than changes made by switching object parts or changes to the local shape or 
identity of the parts. This pattern of performance was found for visual short-term memory 
tasks such as change detection and visual search, as well as for object processing and 
recognition tasks such as matching objects across rotations in depth and old-new 
recognition tests. 
10.1.1. Magnitude of Change does not Influence the Ability to Detect Different Types of 
Change  
Magnitude of change has been shown to be an important factor in change detection 
(Williams & Simons, 2000). The results of the experiments in Chapter 6 demonstrate that 
magnitude of change does not appear to interact with type of change to determine 
detection performance. Regardless of the complexity of the object or number or size of 
parts involved, changes to the configuration of parts were detected more accurately than 
changes to the local shape or arrangement of parts. This suggests that in addition to a 
quantitative measure of overall change (such as percentage pixel change or part size), the 
qualitative nature of change plays a key role in the explanation of why configural changes 
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are detected more accurately than switch changes and identity changes are detected least 
accurately.  
 
The object properties manipulated in this thesis were the configuration of parts, local 
shape of parts and arrangement of parts (see Figure 6.1). A configuration and switch 
change both have the same shape parts as the standard/original object, the difference being 
that a configural change involves a part moving to a new location in space, whereas a 
switch change involves the same “place” relationships or overall global configuration but 
with a new relative arrangement of parts. However, configural changes were detected 
quicker and more accurately than switch changes. It is the change to global configuration, 
not to the arrangement of the elements themselves that aids change detection. Neither a 
switch nor an identity change involves a change to overall global configuration of parts. 
However, detection is worst for identity or local shape changes. The relative arrangement 
of elements is detected more accurately than their shape. Thus, it is information regarding 
the nature of the configuration of the parts, not their shape or arrangement that is accessed 
quickly and accurately. 
10.1.2. The Characteristics of Configural, Part Identity and Part Arrangement 
Properties of Objects 
Configural, part identity or shape and relative part arrangement (switch) properties of 
novel objects were found to have the following characteristics: (i) they were most easily 
recovered from rendered 3D objects, although these properties may be at least partially 
derived from the silhouette or outline of the object; (ii) they were more easily recovered 
from larger-scale objects compared to small-scale objects; (iii) their encoding is not 
dependent on the main axis being vertical; and (iv) their differences were not based solely 
on quantitative differences in overall global shape. 
 
Although the pattern of detection performance for the different change types was similar 
for silhouette and rendered objects, the overall performance was poorer for silhouette 
stimuli. An exception was the finding that performance for making a same decision was 
not different for 3D and silhouette objects. This suggests that although outline information 
is useful for matching objects, information about internal features or 3D structure appears 
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to be used to help confirm that two objects are in fact different. It appears that 3D 
structure can be used to help distinguish between different object properties. Further, 
configural change detection was equally quick for silhouettes and 3D objects. That is, 
there was a similar time frame for the derivation of configural information from 3D and 
silhouette objects. The similar feature in silhouettes and 3D objects is the shape of the 
object outline (a 2D property), suggesting (i) the speed of the change detection decision 
may be based entirely on outline shape, or (ii) that structural information (e.g., medial axis 
representations) may be derived from outline shape.  
 
The spatial scale of an object interacts with different types of change to determine change 
detection performance. Configural changes were detected quickly and accurately 
regardless of object scale (at least within the range examined in Experiment 5). Identity 
and switch changes, on the other hand, suffered significant time and accuracy costs in 
smaller scale objects compared to large. These results support both coarse-to-fine scale 
processing accounts14 and global precedence effects for object processing (e.g., Cave and 
Kosslyn, 1993). That is, global scale information, which conveys information about spatial 
structure, is encoded quickly and accurately regardless of the overall scale of the objects.  
 
One possibility examined was that the mechanism behind the configural advantage 
findings may not be the differences between configural and identity properties of object 
and their parts; rather there may be some kind of bias toward selecting a vertical or 
gravity-based reference frame. If a vertical reference frame were predominantly used in 
processing these stimuli, changes relevant to this reference frame might be easier to detect. 
Configural changes, for example, were always vertical (a part moved either up or down) 
so it was possible that these changes were more salient due to their alignment with a 
vertical reference frame compared to switches (in which parts switched left and right). It 
was found, however, that there was no difference in change detection performance 
between objects with a vertical or horizontal main axis. This suggests that the advantage 
                                                
14 Note that this need not necessarily refer to a rigid coarse-to-fine scale processing account, the use of 
spatial scale information may be flexible, based on task requirements and diagnosticity of information 
(Oliva & Schyns, 1997; Schyns & Oliva, 1999). 
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for detecting part configuration change is not due to the direction of the reference frame 
axis along which the configural change is made. 
 
Detection of two different kinds of configuration changes, categorical and coordinate 
relation changes, was compared in Experiment 7. Both of these types of configural change 
were created by an equal sized shift (in terms of number of pixels in distance) along the 
body of the object, and presumably an equal sized change in the overall global shape of 
the object. The finding that categorical changes were detected more accurately than 
coordinate changes suggests that disruption to overall global shape is not the primary 
mechanism behind successful change detection. Part identity or shape changes were 
detected less accurately and slower than any other change type. The addition of shape 
information only improved the accuracy, and not the RT of detection of coordinate 
relation changes; it did not improve detection of categorical relation changes. These 
results suggest that while part shape is encoded and used in object processing, configural 
information regarding parts dominates change detection decisions. This is in line with 
Hummel and Stankiewicz’s (1996a) results using sequential same-different and naming 
tasks. 
10.1.3. The Role of Attention in Detecting Changes to Objects 
Attention appears to determine the relative accuracy of detection of the different types of 
change in 3D objects. However, it does not alter the time course of object property 
processing. Specifically, the processing of the configuration of object parts appears to 
occur before processing of their shape (identity) or relative arrangement. This occurs 
regardless of attempts to manipulate the level, locus or distribution of attention. Even if 
attention is drawn to a part identity change (by using a colour cue, biasing subjects’ 
expectation of change type, or increasing part size), ability to detect that type of change 
never reaches the level of configural change detection. 
 
Drawing attention to the locus of change improves detection performance for both 
configural and identity changes. However, configural changes were detected quicker than 
identity changes regardless of whether the location was cued validly, non-validly or not at 
all. To begin with this suggests the configural advantage is not a ceiling effect. Further, 
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the configural advantage appears not to be solely due to attention, if it were, there would 
be no effect of cue on configural change detection. What these results do suggest is that 
there may be other mechanisms for processing structure that operate externally to 
attention, for example, comparisons of maps indicating layout (Rensink, 2000a; 2000b). 
 
The distribution of attention amongst objects was manipulated in visual search tasks. 
Unlike previous experiments in this thesis, the search displays included multiple objects. 
This allowed investigation of the detection of different types of changes in more scene-
like displays in which attention was necessarily more widely distributed. The results of the 
visual search experiments showed that configural differences between targets and 
distractors were detected before part identity differences or part switches. However, 
analysis of the slope functions showed that although there was a temporal advantage for 
detection of configural targets, there was no interaction between change types and no 
significant difference in the efficiency with which configural and local shape information 
was processed. Given the argument that memory is not involved in visual search 
(Horowitz & Wolfe, 1998), these results suggest that configural information offers an 
advantage in terms of the onset or speed of perceptual processing, and is not a result of 
higher-level processing. 
10.1.4. The Ecology of Configural Information 
The final chapter explored the value and generalisability of configural object property 
information to object recognition. In studying the visual perception and representation of 
3D objects, it seemed an obvious extension to the research would be to include some of 
the functions they subserve, such as recognition (Christou & Bülthoff, 2000). The 
investigation of object properties in object recognition might reveal something more of 
their utility. Further, the temporal advantage for configural changes does not explain the 
poor change detection performance found for morphology (identity) or switch changes. 
Why does the visual system extract configural properties before other object properties? 
Perhaps the initial allocation of attention to configural object properties is based on some 
particular value or ecological validity of this information.  
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Objects are rarely encountered from a single point of view; consequently there must be 
some mechanism that “glues” the different experiences of the one object together. 
Information about the structure of configuration of an object’s parts may be used to this 
end (e.g., Biederman, 1987; Hummel & Biederman, 1992). Experiment 11 investigated 
the effect of the different change types on the matching of objects across rotation in depth. 
In line with structural description theories, results showed that configural changes were 
detected quickest and most accurately across all object orientations. However, viewpoint 
dependent performance was found, that is, change detection performance decreased 
linearly as orientation change increased. Importantly, the pattern of differences between 
the three change types did not vary across rotations in depth. If configural information 
supported generally superior performance across orientation changes in the stimulus, then 
performance should be the same across all orientations. What the current results do 
suggest is that coarse configural information is processed quicker and utilised more 
accurately than part shape or arrangement information across different object rotations in 
depth. That is, configural information offers an advantage in terms of speed of perceptual 
processing. Consistent with the coarse-to-fine account of object recognition (e.g., Kimchi 
& Bloch, 1998; Sanocki, 1993; Schyns & Oliva, 1994), configural information may be 
used as a guide for subsequent processing. 
 
Another potential use of configural information is in the categorisation of 3D objects. 
Objects of a similar configuration may be more likely to be assigned to the same category. 
When asked to discriminate learned objects from new (or distractor) objects, that is, 
categorising objects as old or new, the different change types differentially influenced 
performance. Subjects were significantly more accurate in categorising objects as new if 
they differed in terms of configuration of parts than if they differed in terms of part 
morphology or a switching of parts. It seems that information regarding the configuration 
of an object’s parts is most salient in discriminating known objects from unknown or 
unfamiliar objects. The perceptual and attentional configural advantage may well be 
driven by this salience. It makes sense that information useful for categorisation and 
matching across different points of view enjoy a processing advantage. 
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10.2. Different levels of visual processing – perception and recognition 
Visual object processing can be understood in terms of two basic, but important 
distinctions: perception and recognition (Edelman, 1997). First there is the task of 
perceiving the shape of an observed object. This can be done, not necessarily with 
recourse to memory, by processing constituent edges, surfaces and other spatial features. 
Second is the recognition of objects on the basis of their shape. Recognition does involve 
memory, comparing an observed shape with representations of shapes seen previously. 
For the most part, experiments in this thesis have been aimed at exploring lower-level 
visual mechanisms. The change detection paradigm and visual search were used as 
perceptual tasks to this end. The results of these experiments suggest that configural 
information dominates in the processing of novel 3D and 2D objects. However, the studies 
in Chapter 9 extended these findings to higher-level visual mechanisms such as matching 
objects across rotation in depth and old-new recognition.  
 
The change detection task involves the encoding, short-term maintenance and retrieval 
(and comparison) of visual information. An observer need not recognise an object or scene 
in order to successfully detect a change made to it. Therefore, in using novel objects as 
stimuli in a change detection task, it is reasonable to assume that perceptual mechanisms 
are being investigated. Results for change detection tasks in the current thesis show that 
changes to configural information are detected more accurately and quicker than changes 
to part morphology or relative arrangement of parts. Visual search tasks are also 
perceptual in nature. Visual search involves the encoding and online processing of visual 
information. Indeed, Horowitz and Wolfe (1998) argue that visual search has no memory 
component. Thus, along with the change detection results, the finding that configurally 
different targets are detected amongst distractors quicker than targets with different part 
shape or arrangements suggests that configural information is perceptually important. 
 
Naming and old/new recognition tasks also engage the encoding, maintenance and 
retrieval of visual information, however more complex and longer-term representations 
are necessarily involved. Representations must be compared and matched on the basis of 
perceptual as well as semantic (name) information. Current results show that configural 
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information is salient in discriminating old from new objects and matching objects across 
different rotations in depth. Similar results are found for change detection, visual search 
and old/new recognition tasks. This suggests that the configural advantage occurs in the 
encoding stage of processing visual information and endures through to recognition and 
categorisation stages. Note, however, that the results cannot determine whether: (i) 
configural information is coded primarily in both perceptual and semantic representations 
or (ii) the dominance of configural information in perceptual representations constrains 
future processing or task performance. That is, because the input to the memory task is a 
perceptual representation based heavily on configural information, subsequent memory 
performance may be more or less restricted to configural information.  
 
Although perception and recognition processes may be thought of being quite separate, 
the results of this thesis show that both object perception and recognition utilise similar 
types of information. In particular, configural object properties are perceived quickly and 
accurately and are also utilised quickly and accurately in recognition and matching across 
rotation in depth. Christou and Bülthoff (2000) explored these apparently obvious links 
between perception, representation and recognition. They argue that although subjects 
performed at above chance levels in recognising novel views of scenes (necessitating 
further processing of perceived views), their strongly viewpoint dependent performance 
suggests that recognition is very much a function of what we experience. That is, it 
appears that more or less unmodified perceptual information can be stored and later 
recalled and further processed (if necessary) for recognition. 
10.3. Attention and the Processing of Visual Object Properties 
Attention can be used to select various visual object properties. The results of this thesis 
suggest that certain object properties have a default priority over others (at least in the 
change detection tasks employed). Regardless of attempts to manipulate attention to: (i) 
different locations of an object, (ii) different properties of an object, or (iii) narrow or 
distributed regions of an object display, configuration changes were detected quicker and 
more accurately than changes to the shape or arrangement of parts. A potential 
explanation of this finding is the proposal of a non-attentional representational system 
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capable of detecting changes to layout or scene structure (e.g., Rensink, 2000a). That is, 
the visual processing of objects may, at least partially, engage a system able to represent 
structure with minimal attentional load. 
 
Consistent with the idea that the configural properties of an object may be encoded 
without the need for the active deployment of attention is research that suggests a special 
status for spatial position in scene perception (see van der Heijden, 1993 for a review). 
When processing scenes, it is thought that the initial stage of a two-stage process 
automatically segments a scene into distinct regions. Coarse scale information that 
provides a kind of skeleton or layout of the scene may be used to achieve this (Sanocki, 
1993; Schyns & Oliva, 1994). For example, this initial stage may involve processing the 
spatial layout of regions denoted by texture or lightness. Subsequently, attention can be 
guided to particular regions on this preattentive “map” for further analysis of finer details 
such as colour or complex shape (e.g., Triesman & Gelade, 1980; Wolfe, Cave, & Franzel, 
1989; Wolfe, 1994). 
 
This convergence of results from research in scene perception (Aginsky & Tarr, 2000; 
Schyns & Oliva, 1994), visual search (Triesman & Gelade, 1980; Wolfe, Cave, & Franzel, 
1989; Wolfe, 1994), and the current thesis suggests that the visual perception of complex 
stimuli proceeds in stages. The first stage involves the extracting of coarse information 
describing the layout and/or global features of objects or parts of objects. This 
information, a kind of map of locations, may be held in some kind of memory without the 
need for any attentional load (Rensink, 2000a). The second stage involves focused or 
guided attention to identify finer details within a scene or object such as colours, texture, 
complex shape or semantic content.  
10.3.1. Objects and Scenes 
Change detection has previously been studied using scenes and object arrays as stimuli. 
The aim of this thesis was to use the change detection paradigm as a tool for investigating 
3D object perception and sensitivity to certain property changes within objects, not to 
explore the similarities or differences between scene and object perception. Similar 
mechanisms may underlie them both, but exactly what they might be can only be 
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speculated from current results. There are important differences between scenes and 
objects. Objects are generally smaller and have finer detail; attention need only be directed 
to a smaller region. Scenes are larger and usually comprised of many objects; hence 
attention has to be distributed over a wider area. Consequently, attention may play a 
different role in scene perception. 
 
In this thesis, attention was studied in terms of level of detail, locus and distribution. It 
was found that regardless of attempts to manipulate these dimensions of attention, changes 
to configural properties were always detected more accurately and quickly. Similar results 
have been found for scene perception. Aginksy and Tarr (2000) used written cues to draw 
subjects’ attention to a particular property of a scene (colour, position or presence of an 
object) that was to be changed during a flicker task. They found a RT advantage for cuing 
colour but not the properties that influenced the configuration of the scene: object position 
or presence. Aginsky and Tarr argued that colour showed a cuing advantage because it 
was a poorly encoded property of the scene, whereas object position and presence are 
better encoded in scene representations. Note, however, that although Aginsky and Tarr’s 
results are in accordance with those of the current thesis, a different change detection task 
and different attentional manipulations were used, thus generalisations should be made 
with care. 
10.4. Implications for Theories of Object Recognition 
The primary theoretical implication of the results in this thesis is that configural 
information is especially salient in object representations. In addition, the emphasis of 
object part shape or morphology in these object representations is questioned. Both of 
these propositions present some difficulties for the two main approaches to object 
recognition theory: structural description theories and viewpoint dependent theories.  
 
Structural description theories (e.g., Biederman, 1987; Biederman & Gerhardstein, 1993), 
posit the representation and use of both volumetric parts and spatial relations between 
those parts in object recognition. The results from experiments using silhouettes 
(Experiment 4) and rotation of objects in depth (Experiment 11) suggest that the 
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configural information that is initially processed is the 3D structure of the parts, not just 
the 2D outline. Also, Experiment 7 showed that categorical relations were encoded 
quicker than coordinate relations. Together, these results are consistent with structural 
description theories of object recognition. However, the current results suggest that there 
may be important differences in the way in which configuration and local shape 
information regarding object parts are utilised. Although changes to the configuration of 
parts are detected easily, changes to the morphology of parts are not. As a result, the 
proposal of volumetric parts in object representation receives little support from the data 
in this thesis. 
 
The current results also pose a problem for viewpoint dependent theories (e.g., Edelman & 
Bülthoff, 1992; Tarr, 1995). Viewpoint dependent theories do not assume that specific 
representations of configuration or object structure are required for object recognition. 
Although the results of Experiment 11 show overall viewpoint dependent performance for 
change detection for objects rotated in depth, current viewpoint dependent or image-based 
theories cannot fully account for the general configural advantage found in this thesis.  
 
As outlined in Chapter 1, there is a wealth of experimental data in measuring viewpoint 
dependency ranging the spectrum from almost complete viewpoint invariance to extreme 
viewpoint dependence. A viable model of object recognition must account for these 
diverse results. Tarr and Bülthoff (1998) argue that although there is evidence that 
presents problems for the RBC or GSD theory of object recognition, structural knowledge 
may well be a key part of object representations. The nature of this structural knowledge 
and how we encode this information needs to be considered. 
10.4.1. Medial Axis Representations 
In an attempt to integrate some of the features of structural descriptions with image-based 
theories of object recognition, Tarr and Bülthoff (1998) suggest that associations between 
views may be formed on the basis of global information. One way in which these 
associations might be formed is with medial axis information. The medial axis model of 
an object represents an object as a set of middle points centred in the object and a measure 
of the object’s width at each of these points, thus capturing global shape properties. Early 
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approaches to medial axis representation (e.g., Blum, 1967) faced the problem of 
sensitivity to small boundary perturbations (i.e., small changes to the boundary causes 
large changes to the medial axis representation). However, recent approaches to medial 
axis representation are more computationally robust. For example, Burbeck and Pizer 
(1995) have proposed multiscale medial representations to avoid boundary perturbation 
issues.  
 
There is both psychophysical and physiological evidence for the visual system’s 
sensitivity to medial axis information about objects. Kovacs and Julesz (1994) showed that 
local contrast sensitivity is enhanced for a target within the boundary and that maximal 
sensitivity was along the boundary’s medial axis. Similarly, Burbeck, Pizer, Morse, 
Ariely, Zauberman and Rolland (1996) showed that boundary detectors are sensitive to the 
width of the region being encoded. Lee, Mumford and Schiller (1995) also present 
physiological evidence consistent with medial axis representations. Specifically, they 
found neurons that respond to a bilateral stimulus when the associated medial location 
falls within their receptive fields. 
 
It is important to note that medial-axis representations are postulated here only as a 
supplement to object recognition, in that they may help constrain the search space during 
recognition or categorisation, but, in and of themselves, they are not sufficient for 
recognition (e.g., Tarr and Bülthoff 1998; Zhu & Yuille, 1996). This idea is supported by 
current results using silhouettes and rendered images in a change detection task. When 
detecting configural change, there was no significant RT difference between silhouettes 
and rendered objects. That is, if the silhouettes or medial axis information of objects do 
not match, an early decision can be made that they are in fact different. 
 
Tarr and Bülthoff’s (1998) idea of including structural information in the representations 
of objects corresponds with Simons and Levin’s (1997) idea that gist and spatial layout 
might be used to integrate information across views. In general, this view is consistent 
with the results of this thesis. However, there is one exception. Medial-axis accounts 
cannot explain the results of Experiment 7. While both categorical and coordinate changes 
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would have produced equivalent magnitude changes to their medial-axis representations, 
categorical configuration changes were detected quicker and more accurately than 
coordinate configuration changes. Thus, although 2D structural information is important 
in visual object perception, configural information must also be considered in terms of 
categorical and coordinate relations in change detection for objects. 
10.4.2. Chorus of Fragments 
Recently, Edelman and Intrator (2000, 2001, 2003) have argued that the representation of 
object structure need not necessarily be limited to structural description theories. Indeed, 
they propose the Chorus of Fragments (CoF), which is capable of representing object 
structure via the coarse coding of shape fragments and location in the visual field 
(retinotopy). Specifically, CoF proposes that an object is coarsely coded by an open-ended 
set of image fragments. Location in the visual field (retinotopy), rather than an abstract 
frame, is used to encode object structure. Thus, the coarsely coded constituents of an 
object are bound together by virtue of their residing in the proper places in the visual field 
(Edelman and Intrator, 2003). The distinct advantage of the CoF proposal is that it allows 
systematicity and productivity, two traits thought to be fundamental to human cognition in 
general (e.g., Fodor and Pylyshyn, 1988). A visual representation is systematic if a change 
in the configuration of an object causes a principled change in the representation of that 
object. A visual system is productive if it can deal effectively with an infinite set of 
objects (Edelman & Intrator, 2002). In the CoF model, systematicity stems from the 
capacity for different arrangements of the same constituents. The system is productive in 
that the shape primitives come from an open-ended set and are not generic, discrete parts. 
 
Edelman and Intrator (2002) argue that making object structure explicit does not make 
philosophical or practical sense. Philosophically, it presumes the existence of object parts 
waiting to be detected, and practically, reliable detection of such parts remains an elusive 
goal. The upshot of the CoF proposal is that it can recognise objects that are related 
through a rearrangement of features, without the need for those features to be taught 
individually and without requiring abstract symbolic binding (Edelman & Intrator, 2001). 
The current results in general, showing that detection of changes to the morphology of 
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parts is difficult relative to changes made to overall configuration, are compatible with this 
idea.  
 
The CoF model proposes that structure is central to object representation and that the 
constituent parts of an object are coarsely coded shape fragments, not volumetric 
primitives. The findings of this thesis are consistent with this idea. Specifically, results 
showed that regardless of where the locus of attention was directed, configural changes 
were quickly and more accurately detected than changes to part morphology. Configural 
changes were detected accurately and quickly regardless of the size or salience of the 
object parts or of the overall complexity of the object.  
 
Change detection was found to be easiest for larger scale objects than smaller and 
configural changes were detected quickly and accurately in objects across all scales. 
Regardless of the number of objects in a visual search display, the configuration of a 
target object is detected before the identity or arrangement of its parts. These results are 
consistent with the fact that CoF has hierarchical systematicity, that is, only one structural 
level is available at any given point. In particular, the idea that large-scale structure has 
precedence over local relationships is central to the CoF approach (Edelman and Intrator, 
2001). Edelman and Intrator (2003) use the analogy that the forest, branches and trees 
cannot be processed together at the same time. Instead, the level of representation is 
controlled via the spatial extent or scale of the attention window. Multiple spatial scales 
may be actively perceived, just not all at once. The current work, along with global 
precedence research (e.g., Navon, 1977; Love et al., 1999; Sanocki, 1993), suggests that 
coarse scale information is processed quickly and accurately, with finer grained detail 
requiring more focussed attention and additional processing. 
 
Viewpoint dependent performance was found across all change types with configural 
changes being consistently detected most quickly and accurately. This suggests that coarse 
configural information was being used quickly and accurately across different 
orientations. These results provide evidence that structural information may be encoded 
along with multiple viewpoint specific representations of objects (Tarr & Bülthoff, 1998). 
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Although CoF focuses particularly on representing object structure rather than 
representations used for recognition or categorisation, the model can be related to 
recognition performance for objects rotated in depth. CoF does not propose 3D 
representations, shape fragments are 2D and structure is represented retinopically, that is, 
in 2D. This suggests that object recognition performance should not be viewpoint 
invariant, but exhibit viewpoint dependence. 
 
According to the CoF model, object structure is not represented in an abstract frame, such 
as categorical relations. As such, there should not be any difference in the way that 
categorical and coordinate relations are encoded. However, the results of Experiment 7 
show that changes to categorical relations between parts are easier to detect than changes 
to coordinate relations. Given these and other results (e.g., Carlson-Radvansky, 1999; 
Hummel & Stankiewicz, 1996a), the processing of both categorical and coordinate 
relations is a major issue that CoF needs to address. However, although the CoF model is 
not entirely consistent with all of the findings in the current thesis, it is a good starting 
point. More research is needed into this model, its applications, and potential revisions to 
include categorical relations in the representation of object structure. 
10.5. Directions for Future Research 
One direction for future research is the use of the flicker paradigm instead of the one-shot 
change detection task. The timings of inter-stimulus intervals (ISI) and stimulus 
presentations used in the current thesis were quite long (> 1.5 s) in comparison to the 
flicker paradigm. The flicker paradigm uses shorter presentations of the stimulus and 
shorter ISIs of approximately 200-300 ms. This would restrict encoding and processing of 
stimuli and allow closer scrutiny of even lower level mechanisms used in processing 
object properties. Essentially, the question under investigation would be just how quickly 
does the configural advantage occur? Using a variety of timings would allow for a teasing 
out of the temporal characteristics of the visual processing of object properties.  
 
Both the flicker and the one-shot change detection paradigm are intentional change 
detection tasks (as were all the tasks employed in the current thesis). Observers know that 
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a change may occur and actively search the display to find them (Simons, 2000). This is a 
part of what makes the finding of change blindness so remarkable, that is, the primary task 
of the observer is to search for change and yet changes still go unnoticed. Given that all of 
an observer’s resources are devoted to the task at hand, it is useful in examining 
perceptual capacities. However, the use of tasks where incidental encoding is examined 
allows insight into the sorts of representations used spontaneously under natural viewing 
conditions (Simons & Levin, 1997). Incidental encoding tasks (where the observer does 
not know that a change might occur) could be used to investigate the representation of 
object properties outside of attention. For example, an observer may be asked to count the 
number of parts an object has and then questioned afterwards as to whether the object 
changed. In particular, an incidental encoding task could be used to explore the proposal 
of a non-attentional mechanism that encodes spatial layout (Rensink, 2000a). 
 
Theoretically, the current results are in line with different aspects of structural description 
and viewpoint dependent object recognition theories. One theory, that to some extent 
bridges these differences and accounts for the configural advantage and viewpoint 
dependent results, is the CoF model. CoF proposes that object structure is represented 
along with coarsely coded 2D shape fragments. Although the CoF is compatible with 
many of the findings in this thesis, there is no human behavioural data directly testing this 
model. The CoF model has only been tested via computer implementations. Clearly, 
further research is needed in gathering behavioural data to directly test the CoF model and 
to discover which aspects of object recognition (for example, object matching or 
recognising objects rotated in depth) it can account for. 
10.6. Implications for Different Visual Processing Domains 
The data in this thesis have implications for the processing of objects and visual 
information in general. One particular area of research in which the value of configural 
information in visual processing has been shown time and again is face recognition (for a 
review see Maurer et al., 2002). Most faces have a standard set of features (i.e., two eyes, 
a nose and a mouth). Recognising a face requires the encoding of the configuration of 
those features either categorically (i.e., two eyes above a nose and a mouth), or for 
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recognition of individual faces, encoding more subtle metric information about distances 
between features. The use of configural information in processing faces is usually thought 
to distinguish it from object processing (Farah, Wilson, Drain, & Tanaka, 1995; Tanaka & 
Farah, 1993, although see Gauthier & Tarr, 1997; Gauthier, Willaims, Tarr, & Tanaka, 
1998). However, the results of the current thesis show that configural information is 
important for novel object perception and recognition, more so than the shape or relative 
location of parts.  
10.7. Conclusion and Final Remarks 
Although perception and recognition are often thought of as two separate processes, the 
results of this thesis show the perception and recognition of novel objects utilise similar 
types of object property information. In particular, the configuration of parts is processed 
and utilised quicker and more accurately than the shape or relative arrangement of parts. 
The benefit of configural properties appears to stem not only from a speeded perceptual 
advantage for configural over part shape or relative arrangement information, but also 
because configural information is more useful over a wide range of tasks. This consistent 
pattern of results across tasks suggests that the processing of visual information in general 
may involve two stages. Initially, information regarding the configuration of parts, objects 
or locations is encoded. This “map” of configural information can then be used as a 
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