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The PlioceneePleistocene Transition (PPT), from around 3.2 to 2.5 million years ago (Ma), represented a
major shift in the climate system and was characterized by a gradual cooling trend and the appearance of
large continental ice sheets over northern Eurasia and North America. Paleo evidence indicates that the
PPT was accompanied and possibly caused by a decrease in atmospheric CO2, but the temporal resolution
of CO2 reconstructions is low for this period of time and uncertainties remain large. Therefore, instead of
applying existent CO2 reconstructions we solved an ‘inverse’ problem by ﬁnding a schematic CO2 con-
centration scenario that allows us to simulate the temporal evolution of key climate characteristics in
agreement with paleoclimate records. To this end, we performed an ensemble of transient simulations
with an Earth system model of intermediate complexity from which we derived a best guess transient
CO2 scenario for the interval from 3.2 to 2.4 Ma that gives the best ﬁt between the simulated and
reconstructed benthic d18O and global sea surface temperature evolution. Our data-constrained
CO2 scenarios are consistent with recent CO2 reconstructions and suggest a gradual CO2 decline from
375e425 to 275e300 ppm, between 3.2 and 2.4 Ma. In addition to a gradual decline, the best ﬁt to
paleoclimate data requires the existence of pronounced CO2 variability coherent with the 41-kyr (1 kyr ¼
1000 years) obliquity cycle. In our simulations the long-term CO2 decline is accompanied by a relatively
abrupt intensiﬁcation of Northern Hemisphere glaciation at around 2.7 Ma. This is the result of a
threshold behaviour of the ice sheets response to gradual CO2 decrease and orbital forcing. The simulated
Northern Hemisphere ice sheets during the early Pleistocene glacial cycles reach a maximum volume
equivalent to a sea level drop of about 40 m. Both ice volume and benthic d18O are dominated by 41-kyr
cyclicity. Our simulations suggest that before 2.7 Ma Greenland was ice free during summer insolation
maxima and only partly ice covered during periods of minimum summer insolation. A fully glaciated
Greenland comparable to its present-day ice volume is modelled only during glacial maxima after 2.7 Ma
and more continuously after 2.5 Ma.
© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
The PlioceneePleistocene transition (PPT) from around 3.2e3.0
to 2.5 Ma before present represented a major change in climate
dynamics characterized by increased climate variability and the
intensiﬁcation of Northern Hemisphere glaciation (iNHG) at around
2.7 Ma (Maslin et al., 1998; Mudelsee and Raymo, 2005). Evidenceit).
r Ltd. This is an open access articlefor an increase in NH ice volume comes from marine sedimentary
records of ice rafted debris (IRDs) (e.g. Bailey et al., 2013) and
benthic d18O data (Lisiecki and Raymo, 2005).
The PPT was preceded by relatively stable and warm climatic
conditions during the late-Pliocene warm period (for historical
reasons still named mid-Pliocene warm period or MPWP),
3.3e3.0 Ma. It is generally believed that the late Pliocene was
characterized by global temperatures 2e3 C higher than prein-
dustrial (Haywood and Valdes, 2004; Haywood et al., 2013). Pale-
oclimate data also suggest that spatial temperature contrasts where
less pronounced during the Pliocene compared to the modernunder the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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gradients were weaker and zonal SST gradients in the tropics
almost absent (Brierley and Fedorov, 2010; Fedorov et al., 2013).
Estimates of CO2 concentrations during the late Pliocene remain
very uncertain and typically range between 350 and 450 ppm
(Raymo et al., 1996; Pagani et al., 2010; Seki et al., 2010). It is
believed that higher CO2 concentrations, different orography,
vegetation cover and ice-sheet area contributed to the warmer
Pliocene climate (Lunt et al., 2012; Willeit et al., 2013). According to
various geological evidence, the peak sea level during the MPWP
was 10e30 m higher than present (e.g. Miller et al., 2012), sug-
gesting a complete absence of the Greenland andWest Antarctic ice
sheets and possibly some contribution from East Antarctica
(Williams et al., 2010; Dolan et al., 2011; Cook et al., 2013). How-
ever, even the state of the Greenland ice sheet during the MPWP
remains highly uncertain (Dolan et al., 2015).
Thereafter, paleoclimate records of SSTs distributed around the
globe (Lawrence et al., 2006, 2009, 2010; Dekens et al., 2007;
Medina-Elizalde et al., 2008; Etourneau et al., 2009, 2010; Brier-
ley et al., 2009; Herbert et al., 2010; Martínez-Garcia et al., 2010;
Naafs et al., 2010; Venti et al., 2013) indicate a global cooling trend,
which is particularly pronounced between 3.0 and 2.5 Ma
(Mudelsee and Raymo, 2005). The gradual cooling trend is also
associated with an increase in the variability of benthic d18O
(Lisiecki and Raymo, 2005) indicating a progressively stronger
response of the climate-cryosphere system to orbital forcing. The
major ice sheets over NH land seem to have appeared relatively
abruptly at around 2.7 Ma as suggested by the sudden increase of
IRDs at many locations in the North Atlantic, the Nordic Seas and
the North Paciﬁc around that time (Shackleton et al., 1995; Maslin
et al., 1996; Jansen et al., 2000; Flesche Kleiven et al., 2002). This
is possibly a result of a threshold behaviour of the ice sheets
response to CO2 and orbital forcing (Crowley and Baum,1995; Calov
and Ganopolski, 2005; Abe-Ouchi et al., 2013).
Several hypotheses for the intensiﬁcation of NH glaciation have
been proposed that focus on major tectonic events and their
modiﬁcation of both atmospheric and ocean circulation (Hay, 1992;
M. Raymo, 1994; Maslin et al., 1998). These include the uplift and
erosion of the Tibetan-Himalayan plateau (Ruddiman et al., 1988;
Raymo, 1991; M.E. Raymo, 1994), the deepening of the Bering
Straits (Einarsson et al., 1967) and/or the GreenlandeScotland ridge
(Wright and Miller, 1996), the restriction of the Indonesian seaway
(Cane and Molnar, 2001), and the emergence of the Panama
Isthmus (Keigwin, 1978, 1982; Keller et al., 1989; Mann and
Corrigan, 1990; Haug and Tiedemann, 1998).
Ruddiman et al. (1988, 1989) and Ruddiman and Kutzbach
(1991) suggested that the iNHG was caused by progressive uplift
of the TibetaneHimalayan and SierraneColoradan regions. This
may have altered the circulation of atmospheric planetary waves
such that summer ablation (melting of ice accumulation) was
decreased, allowing accumulation of snow and ice in the Northern
Hemisphere (Boos and Kuang, 2010). However, most of the Hima-
layan uplift occurred much earlier between 20 Ma and 17 Ma
(Copeland et al., 1987; Molnar and England, 1990) and the Tibetan
Plateau reached its maximum elevation during the late Miocene
(Quade et al., 1989; Harrison et al., 1992). Raymo and Ruddiman
(1992), Raymo (1991, 1994) and Raymo et al. (1988) then sug-
gested that the uplift caused increased tectonically-driven chemical
weathering, which removed carbon dioxide from the atmosphere
promoting global cooling.
The closure of the Panama gateway might have strengthened
the Atlantic overturning circulation and warmed the North Atlantic
region resulting in increased evaporation from the ocean and
increased precipitation over the continents (Keigwin, 1982; Haug
and Tiedemann, 1998; Bartoli et al., 2005). This creates a paradox(Berger and Wefer, 1996) as the closure of the Panama gateway
would have promoted heat transfer northwards preventing or
delaying glaciation of the North Hemisphere, however the
increasedmoisture transport would havemade ice sheet expansion
easier. Haug and Tiedemann (1998) suggest the Panama Isthmus
began to emerge at 4.6 Ma and that the gateway ﬁnally closed at
1.8 Ma. There is also evidence that the modern AtlanticePaciﬁc
salinity contrast became fully established at 4.2 Ma, indicating a
restricted surface water exchange between the two ocean basins by
that time (Haug et al., 2001). There is still considerable debate on
the exact timing of the Panama gateway closure (Burton et al., 1997;
Frank et al., 1999; Montes et al., 2015) but it is clear that it was not
the major trigger of the iNHG.
Recently, Woodard et al. (2014) suggested that the initiation of
stronger heat transfer from the North Atlantic to the deep Paciﬁc at
around 2.73 Ma, possibly mediated by an increased Antarctic ice
volume, could have contributed to NH glaciation by altering the
interhemispheric heat and salt transport.
It was also proposed (Philander and Fedorov, 2003; Wara et al.,
2005) that permanent El-Nino conditions before the iNHG could
have inhibited the NH glaciation through teleconnections which
caused warmer than present high latitudes. Barreiro et al. (2005)
suggested that tropical Paciﬁc temperatures associated with a
permanent El-Nino state could have induced a warming and a
reduction in snow cover over North America, thereby possibly
preventing ice sheet growth. The switch to more sporadic El-Nino
events with associated cooling would have provided conditions
favourable for snow accumulation over NH land.
An increase in North Paciﬁc stratiﬁcation at around 2.7 Ma could
have caused a surface ocean warming in the subarctic Paciﬁc in
autumn with consequent increased ocean evaporation and
enhanced snowfall over North America in early winter (Haug et al.,
2005). It also could have increased ocean carbon storage by
reducing surface-to-deep exchange and therefore limiting CO2
outgassing from the North Paciﬁc with possible consequences on
atmospheric CO2 (Haug et al., 1999).
The most generally accepted explanation of the PPT and asso-
ciated iNHG and, probably, proximal cause is the reduction of at-
mospheric CO2 concentrations around this time. The changes in
CO2 through the PPT are not independent from the possible
mechanisms described above, but rather could have been ulti-
mately caused by one or more of those. Although CO2 re-
constructions for the PPTare very uncertain, there is some evidence
suggesting that CO2 decreased from the late Pliocene level of
around 300e450 ppm to concentrations between 250 and 300 ppm
at about 2.4 Ma (Fig. 1) and then varied somewhere between 200
and 300 ppm during the subsequent million years (H€onisch et al.,
2009). Such a reduction in CO2 would have caused a gradual
global cooling resulting in increasingly favourable conditions for
NH ice sheet growth. Indeed modelling experiments support the
idea that a relatively modest decrease in atmospheric CO2 could
lead to the expansion of continental NH ice sheets during the PPT
(Li et al., 1998; Berger et al., 1999; van deWal et al., 2011). Lunt et al.
(2008) suggest that a CO2 decrease was also the main driver of
Greenland glaciation, while other above mentioned mechanisms
played only a minor role. In particular, they show that in their
model an increase in snowfall alone over Greenland is not sufﬁcient
for Greenland glaciation, while the prevalence of cooler summers is
a necessary condition for substantial ice sheet growth.
The time interval from 3.2 to 2.4 Ma is associated with changes
in orbital forcing (Berger and Loutre, 1992), which played an
important role in the iNHG (Maslin et al., 1992, 1998; Lourens and
Hilgen, 1997; Haug and Tiedemann, 1998). This theory extends
the ideas of Berger et al. (1993) by recognizing distinct phases
during the Pleistocene and late Pliocene, characterized by the
Fig. 1. CO2 reconstructions for the PPT (Raymo et al., 1996; Pagani et al., 2010; Seki
et al., 2010; Bartoli et al., 2011; Badger et al., 2013; Martínez-Botí et al., 2015). Also
shown is the model-based estimate from van de Wal et al. (2011).
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interval. Maslin et al. (1998) and Haug and Tiedemann (1998) have
suggested that the observed increase in the amplitude of orbital
obliquity cycles, from 3.2 Ma onwards, may have increased sea-
sonality of the Northern Hemisphere, thus initiating the long-term
global cooling trend. The subsequent sharp rise in the amplitude of
precession, and consequently, in insolation at 60N between 2.8 Ma
and 2.55 Ma may have forced the rapid glaciation of the Northern
Hemisphere (Maslin et al., 1998). Though orbital forcing may have
played a key role in the timing of the PPT it cannot be considered
the primary cause as similar extremes occurred at 5 Ma and 7.5 Ma
without large-scale glaciation of the Northern Hemisphere.
While the orbital parameters of the Earth are accurately known
for the past tens of million years (Laskar et al., 2004), atmospheric
CO2 concentrations beyond the ice core age (older than 0.8 Ma)
remain very uncertain (e.g. Willenbring and von Blanckenburg,
2010; Masson-Delmotte et al., 2013) and different proxies some-
times give conﬂicting results. This hampers testing hypotheses of
the causes of the PPT and iNHG. To overcome this problem we
solved an ‘inverse’ problem by constructing a large ensemble of
schematic CO2 pathways and then selecting scenarios that allowed
us to achieve the best ﬁt between simulated and reconstructed
benthic d18O and global SST records.2. Methods
2.1. Model
For our analysis we use the Earth system model of intermediate
complexity CLIMBER-2 (Petoukhov et al., 2000; Ganopolski et al.,
2001). CLIMBER-2 includes a 2.5-dimensional statistical-
dynamical atmosphere model, a 3-basin zonally averaged ocean
model including sea ice, the dynamic model of the terrestrial
vegetation and carbon cycle VECODE (Brovkin et al., 2007, 2002,
1997) and the 3-dimensional polythermal ice sheet model SICOP-
OLIS (Greve, 1997) based on shallow ice approximation (Hutter,
1983; Morland, 1984). The latter is only applied for the Northern
Hemisphere. The Antarctic ice sheet is prescribed according to its
present day extent and elevation. The atmosphere and ice sheets
are coupled bi-directionally using a physically based surface energy
balance approach (Calov et al., 2005). Surface runoff and ice calving
simulated by the ice sheet model are applied to the ocean as surfacefreshwater ﬂux. In particular, calving is resembled as ice loss into
ocean by integrating the volume per time step of all ice which is
transported into the ocean by ice ﬂux. Since the CO2 concentration
is prescribed, the marine carbon cycle model is not used in this
study. Different components of the model have different spatial
resolution. Atmospheric and land components have latitudinal and
longitudinal resolution of 10 and approximately 51, respectively.
The ocean model has a latitudinal resolution of 2.5 and 21 vertical
levels. The ice sheet model has a latitudinal resolution of 0.75,
longitudinal resolution of 1.5 and vertically 20 levels in sigma-
coordinates. The CLIMBER-2 model in different conﬁgurations has
been used for numerous studies of past climates: the simulation of
glacial climates (Ganopolski et al., 1998; Ganopolski and Rahmstorf,
2001, 2002), hysteresis in the climate-cryosphere system (Calov
and Ganopolski, 2005), the Last Glacial inception (Calov et al.,
2005), glacial cycles (Ganopolski et al., 2010; Ganopolski and
Calov, 2011), carbon cycle operation during the Last Glacial cycle
(Brovkin et al., 2012) and the mid-Pliocene warm period (Willeit
et al., 2013).
Our study includes the onset of Greenland glaciation, which
occurred during the PPT. The ice sheet model used in CLIMBER-2
includes the Greenland ice sheet (GrIS), but the spatial resolution
of ca 70 by 70 km is too coarse for proper simulation of the GrIS. In
addition, in CLIMBER-2 the coupling between climate and ice sheet
components is performed using absolute values of climate ﬁelds.
These ﬁelds unavoidably contain biases and it is known that the
GrIS is rather sensitive to suchmodel biases, which is not surprising
given that under preindustrial conditions the GrIS is already very
close to the transition to an ice-free state (Robinson et al., 2012). To
overcome this problem, we exclude Greenland from the modelling
domain of the NH ice sheet model and model the GrIS evolution
using the higher resolution version (20  20 km) of the same ice
sheet model SICOPOLIS coupled to the regional climate model
REMBO (Robinson et al., 2011, 2010). REMBO is a regional climate
model of intermediate complexity that simulates temperature and
surface mass balance of the GrIS. For the present-day lateral
boundary conditions the model uses monthly ECMWF Reanalysis
data (ERA-40) of 2-m temperature and relative humidity (Uppala
et al., 2005), averaged over the period 1958e2001. This signiﬁ-
cantly reduces errors in simulated climate ﬁelds and mass balance
over the GrIS. For climate conditions different from today, seasonal
temperature anomalies from the transient simulation with
CLIMBER-2 are added to the present day climatological boundary
conditions. The anomalies are computed relative to a preindustrial
CLIMBER-2 simulationwith a prescribed ice-free Greenland and are
then linearly interpolated onto the REMBO regional domain.
REMBO also takes changes in orbital parameters and CO2 concen-
tration into account. The REMBO-SICOPOLIS model has been used
for simulation of the past evolution of GrIS (Robinson et al., 2011)
and its stability under global warming (Robinson et al., 2012).
The use of such a two-step approach allows us to perform much
more detailed and accurate modelling of the GrIS evolution. The
disadvantage of this technique is that simulated changes in the GrIS
are not fed back to the global model. Climate changes outside of
Greenland caused by changes of the GrIS are relatively small (e.g.
Lunt et al., 2004). At the same time, simulations with ice-free
Greenland show a local warming of several degrees along the
Greenland boundary compared to a simulation with an ice covered
Greenland (e.g. Lunt et al., 2004; Toniazzo et al., 2004). To account
for the effect of changes of the GrIS spatial extent on the lateral
boundary condition of REMBO, we introduced an additional tem-
perature anomaly proportional to the simulated Greenland ice
sheet area. In the standard model setup, this correction is assumed
to be þ2 C for ice free Greenland and to linearly decreases to zero
when the area of GrIS approaches its present-day value.
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Based on the existing, although highly uncertain, CO2 re-
constructions for the time interval 3.2e2.4 Ma (Fig. 1), we construct
generic transient CO2 scenarios which consist of two time intervals
with constant CO2 and one interval with linearly decreasing CO2. In
addition, a component proportional to the variations of obliquity
from its average value is added (Fig. 2). Mathematically the sce-
narios can be represented as:CO2ðtÞ ¼
8>>><
>>>:
CO2ðiniÞ þ fobl$

OðtÞ  O

; t < t1
CO2ðiniÞ þ ðCO2ðfinÞ  CO2ðiniÞÞ
t  t1
t2  t1
þ fobl$

OðtÞ  O

; t1  t  t2
CO2ðfinÞ þ fobl$

OðtÞ  O

; t > t2
(1)where t is time, CO2(ini) and CO2(ﬁn) are the initial and ﬁnal CO2
levels at 3.2 Ma and 2.4 Ma respectively, t1 and t2 delimit the time
interval over which the linear CO2 decrease applies, O is obliquity, O
is the average obliquity and fobl is the factor controlling the
amplitude of the obliquity component of CO2 variability. The
sampled values of the ﬁve free parameters that uniquely determine
the CO2 scenarios are listed in Table 1. All possible combinations of
the parameter values in Table 1 result in 540 CO2 scenarios. Note
that a scenario with constant 325 ppm CO2 concentration is also
considered for comparison, but all other scenarios imply a long
term CO2 decrease from 325e425 ppm at 3.2 Ma to 250e325 ppm
at 2.4 Ma.
The obliquity component in the CO2 scenarios is speculative
because CO2 reconstructions beyond the ice core age do not have
the appropriate temporal resolution to resolve orbital-scale vari-
ability, though Ruddiman (2004, 2003) postulated that obliquity
driven changes in ice volume would generate a strong positive CO2
feedback. There are two lines of evidence in favour of the existence
of a pronounced obliquity-driven component in CO2 variability. An
a priori argument is that CLIMBER-2 simulates pronounced vari-
ability in mean annual air temperature, sea ice area and deep ocean
temperature at the obliquity time scale (Ganopolski and Roche,Fig. 2. Schematic illustration of the ﬁve free parameters (CO2(ini), CO2(ﬁn), t1, t2 and
fobl) used to construct the CO2 scenarios.2009) and it is known that there is a tight link between the deep
ocean temperature and CO2 concentration (Archer et al., 2004). An
a posteriori argument is that without the obliquity component in
CO2, it is not possible to reach good agreement between simulated
and observed time series of different climate characteristics. Note
that fobl does not change across the PPT which may be a conser-
vative assumption since the observed increase in global ice volume
variability with the dominant obliquity period after iNHG could
also affect the CO2 response to obliquity. However, the amplitude ofobliquity variations themself increases through the PPT (Fig. 2), and
consequently so does the obliquity component of the CO2 scenarios.
Note that the CLIMBER-2 radiative code treats CO2 as the only
greenhouse gas (GHG). To take into account other well-mixed
GHGs, the measured CO2 concentration is corrected by the effect
of other GHGs and thus an effective CO2 concentration has been
used for the simulation of glacial cycles in Ganopolski et al. (2010)
and Ganopolski and Calov (2011). Correspondingly, the CO2 con-
centration derived from our modelling approach should be
considered as the effective CO2 concentration, which includes the
effects of CH4 and N2O. It is likely however (by analogy with the last
0.8 Ma) that CO2 dominates in our reconstructed effective CO2 and
therefore, in the following simulations, we will compare the CO2
scenarios with available paleo CO2 reconstructions.2.3. Experimental setup
For each of the 540 CO2 scenarios, we run CLIMBER-2 in tran-
sient mode from 3.22 to 2.4 Ma. The ﬁrst 20,000 years are
considered to be model spinup, so we only analyse results from 3.2
to 2.4 Ma. Apart from the prescribed scenarios for CO2 concentra-
tions, the only additional external forcing is the variation in orbital
parameters. Orbital forcing is computed from the (Laskar et al.,
2004) astronomical solutions (Fig. 3). All simulations are started
from the climate state in equilibrium with preindustrial boundary
conditions. The initial condition for the ice sheet model is an ice-
free NH with a relaxed lithosphere.
The modelling procedure is structured in 4 steps:
1) First, CLIMBER-2 with prescribed ice-free Greenland is used to
derive the best CO2 scenarios, assuming that the potential
Greenland contribution to the global signal recorded in the LR04
stack is small and that global SSTs are only marginally affected
by the Greenland ice cover.
2) The Greenland ice sheet is then simulated separately in a second
step with the regional REMBO-SICOPOLIS model driven by
simulated CLIMBER-2 Greenland temperature anomalies from
step 1. The Greenland simulations are performed only for the
best ten CO2 scenarios previously derived with CLIMBER-2 in
step 1. We also created a 20 member REMBO-SICOPOLIS
ensemble to account for model and boundary conditions un-
certainties. We perturbed an ice discharge and a surface melt
parameter in the range constrained by paleodata (Calov et al.,
Table 1
Sampled values for the ﬁve free parameters used to construct the CO2 scenarios illustrated in Fig. 2.
CO2(ini) [ppm] CO2(ﬁn) [ppm] t1 [Ma] t2 [Ma] fobl [ppm/deg]
325, 350, 375, 400, 425 250, 275, 300, 325 3.2, 3.025, 2.85 2.75, 2.575, 2.4 0, 20, 40
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count for changes in the simulated Greenland ice sheet area as
described in Section 2.1 in the range 1e3 C.
3) In a third step we explore the effect of the transient Greenland
glaciations on climate and the rest of the NH ice sheets by
prescribing the ice fractions of the GrIS modelled in step 2 in
transient CLIMBER-2 experiments. This iteration is again per-
formed only for the ten best CO2 scenarios and for each member
of the REMBO-SICOPOLIS model ensemble.
4) In the ﬁnal step, CLIMBER-2 Greenland temperatures from step
3 are again used to force REMBO-SICOPOLIS to get the ﬁnal
Greenland ice sheet evolution during the PPT.
Except for the derivation of the best CO2 scenarios, all other
analyses are performed using the output of the experiments from
step 3 for climate and continental ice sheets (ENS_CLIM) and from
step 4 for the Greenland ice sheet (ENS_GRL).
2.4. Empirical constraints and selection of the best CO2 scenarios
To select the best ﬁt CO2 scenario for the PPT we use agreement
with the benthic LR04 d18O stack (Lisiecki and Raymo, 2005) and
the global SST stack (Martínez-Botí et al., 2015) as criteria of realism
of simulations driven by the different CO2 scenarios. The
geographic location of the marine cores which are used to derive
the d18O stack for the time period 3.2e2.4 Ma and the sites of the
cores where SST has been reconstructed are shown in Fig. 4.
Since CLIMBER-2 does not incorporate a comprehensive d18O
model, benthic d18O is computed from the deep ocean temperature
Td and the NH ice volume expressed in terms of sea level equivalent
Vseq using the linearized version of temperature-d18O relationship
(Shackleton,1974) and assuming a linear relation between d18O and
ice volume:
d18O ¼ 4:2 0:25Td  0:011Vseq: (2)Fig. 3. Top: Maximum summer insolation at 65N (black) and mean annual insolation
at 65N (grey) from 3.2 to 2.4 Ma. Bottom: power of the maximum summer and mean
annual insolation in the frequency bands corresponding to precession (18e25 kyr), and
obliquity (37e44 kyr) variations. Power is computed from a time-frequency wavelet
spectrum and is normalized by the variance of the time series.
Fig. 4. Map of the source locations of the data used in this study: d18O cores from the
(Lisiecki and Raymo, 2005) stack in red (22 sites in total), sea surface temperatures
(SSTs) in green (16 sites; squares represent all 10 sites entering the Martínez-Botí et al.
(2015) global stack and include data from Lawrence et al. (2006, 2009), Dekens et al.
(2007), Etourneau et al. (2009, 2010), Brierley et al. (2009), Herbert et al. (2010),
Lawrence and Chase (2010), Martínez-Garcia et al. (2010) and Naafs et al. (2012); di-
amonds represent the sites of other SST reconstructions from Medina-Elizalde et al.
(2008), Naafs et al. (2010), Li et al. (2011) and Venti et al. (2013) and ice rafted
debris (IRDs) in blue (5 sites). (For interpretation of the references to colour in this
ﬁgure legend, the reader is referred to the web version of this article.)This relationship has been already used in Ganopolski and Calov
(2011). Compared to comprehensive modelling of global d18O, this
approach is based on a number of rather strong assumptions.
Firstly, the relationship between d18O in sea water may deviate
from linear because average d18O composition of the ice sheets does
not remain constant during glacial cycles (de Boer et al., 2012). In
addition, local benthic d18O in calcites is controlled not only by
global ice volume and local temperature but also by other factors,
such as change in deep water formation areas and, as shown in
Ganopolski and Roche (2009), local benthic d18O can lead or lag
global ice volume by several thousand years. However, since we
compare our modelled d18O with the global stack, the inﬂuence of
these problems is less signiﬁcant than for individual d18O records.
There is also some uncertainty in the choice of the parameters in eq.
(2). Recently Marchitto et al. (2014) suggested a slightly lower value
of 0.22‰/C for the temperature-d18O slopewhile values for the sea
level-d18O slope commonly used are in the range 0.09e0.011‰/msl
(de Boer et al., 2012).
A more serious problem may be represented by the fact that the
Antarctic ice sheet is not included in our modelling setup and
changes in Antarctic ice volume are not taken into account. Ant-
arctic contribution to the late Pliocene sea level highstands is not
accurately known, but the upper estimate of 20 m above present
day sea level given in Masson-Delmotte et al. (2013) would imply
Antarctic contribution of about 10 m in sea level equivalent or 0.1‰
of d18O. Contribution of Antarctic ice sheet to the magnitude of
global ice volume variations on the orbital periods is also not
known. During recent (and the strongest) glacial cycles, Antarctic
Fig. 5. Benthic d18O over the time interval 3.2e2.4 Ma. Model derived d18O for the best
CO2 scenario (solid black) with shading representing the range covered by the best ten
CO2 scenarios. The (Lisiecki and Raymo, 2005) stack is shown for comparison (blue).
The horizontal dashed line indicates the present day LR04 d18O value of 3.23‰. (For
interpretation of the references to colour in this ﬁgure legend, the reader is referred to
the web version of this article.)
Fig. 6. Relative global sea surface temperature variations over the time interval
3.2e2.4 Ma. Modelled global annual sea surface temperature for the best CO2 scenario
(solid black) with shading representing the range covered by the best ten CO2 sce-
narios. The (Martínez-Botí et al., 2015) global SST stack is shown for comparison (blue).
(For interpretation of the references to colour in this ﬁgure legend, the reader is
referred to the web version of this article.)
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volume changes were primarily driven by sea level variations
caused by the NH ice sheets. When assuming the same ratio for the
earlier Pleistocene, additional 0.1‰ of uncertainties is introduced.
This, however, is a rather conservative estimate since modelling
results (Pollard and DeConto, 2009; de Boer et al., 2014) suggest
smaller magnitude of Antarctic ice volume variability. Therefore,
although the Antarctic ice sheet contribution to d18O is not negli-
gible, it is likely to be signiﬁcantly smaller than the averaged d18O
trend across the PPT of 0.7‰/My and the magnitude of early
Pleistocene d18O cycles (ca 1‰). For this end and due to absence of
reliable empirical or modelling data we neglected the AIS contri-
bution to d18O and only considered NH contribution.
The model equivalent of the d18O stack is computed by aver-
aging the d18O values computed from the annual mean deep-sea
temperature in the ocean basin and latitudinal band correspond-
ing to each single core and then averaging over all cores.
A quantitative and objective selection of the best CO2 sce-
narios is based on a combination of a Taylor score and a trend
score for both d18O and global SST. The Taylor score (Taylor, 2001)
takes into account the correlation (R) between model and data,
the ratio of the standard deviation of the modelled quantity
relative to the data (s ¼ smodel/sdata) and implicitly the root mean
square error of the model and combines this information into a
single number:
STaylor ¼
4ð1þ RÞ4
sþ 1s
2
ð1þ R0Þ4
;
where R0 is the maximum model-data correlation which can be
attained and is taken to be R0 ¼ 1.
The trend score is computed as (Dalmonech and Zaehle, 2013):
Strend ¼
1
1þ
trenddatatrendmodeltrenddata

2 :
Strend has the property of being symmetric, with a value of 1 if
the observed and modelled trends match and decays rapidly as the
observed and modelled trends diverge.
The STaylor and Strend scores are then normalized between 0 and
1 and combined to give an overall measure of the model-data
agreement as follows:
S ¼
STaylor

d18O

þ STaylorðSSTÞ þ Strend

d18O

þ StrendðSSTÞ
4
:
S gives equal weight to measures of climate variability and long
term trends.
Finally, a ranking of the score S of the ensemble model simula-
tions with different CO2 scenarios allows determination of the best
CO2 scenarios given the constraints on d18O and SST variability and
trends.
3. Results and discussion
3.1. Selection of the best CO2 scenarios
The ensemble members with the best score S are generally in
very good agreement with the LR04 stack (Fig. 5). The match be-
tween modelled and reconstructed SSTs is generally less good, but
model and data agree reasonably well after 2.7 Ma (Fig. 6). The
model is able to closely reproduce the long-term trends in d18O and
SST (Fig. 7). The simulation with the CO2 scenario constrained onlyby the Taylor scores overestimates the magnitude of the trends in
both d18O and SSTs (Fig. 7). Combining the constraint on d18O and
SST variability with the constraint on trends results in modelled
trends that are very close to the observations (Fig. 7). The infor-
mation from variability and long-term trends are therefore not
redundant and if combined provide a better constraint on the CO2
scenario.3.2. Best CO2 scenarios
Our constrained model results are consistent with a gradual CO2
decrease ranging from 100 to 125 ppm in the interval between 3.2
and 2.4 Ma (Fig. 8). The estimates of the CO2 concentration at
3.2 Ma for the best ten scenarios determined by the S score range
from 375 to 425 ppm and the CO2 drops to values between 275 and
Fig. 7. Scatterplot of global SST and d18O trends over the time interval 3.2e2.4 Ma. All
model runs (540) are shown in light blue. The simulation with the CO2 scenario which
gives the best score S (dark blue), the one with the best Taylor score for d18O and SST
(green) and the one with the best trend score (red) are also shown. Data are repre-
sented by the LR04 stack (Lisiecki and Raymo, 2005) and by the global SST stack of
Martínez-Botí et al. (2015). (For interpretation of the references to colour in this ﬁgure
legend, the reader is referred to the web version of this article.)
Fig. 9. Total model skill (S) as a function of the initial and ﬁnal CO2 concentrations in
the idealized CO2 scenarios.
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constrained by our simulations, better than the late Pliocene value
(Fig. 9). The model-based estimates of the CO2 evolution during the
PPT are consistent with a long-term CO2 decline seen also in the
reconstructions by Seki et al. (2010) and Martínez-Botí et al. (2015).
All best CO2 scenarios are characterized by a pronounced orbital-
scale variability represented here in terms of an obliquity compo-
nent, i.e. 20e40 ppm CO2 change per one degree of obliquity
change. However, the range of CO2 variability in the scenarios is
lower than suggested by the reconstructions of Bartoli et al. (2011)
and Martínez-Botí et al. (2015) (Figs. 1 and 8). It is unclear however
whether the spread of CO2 concentrations in the reconstructions
represents orbital-scale variability of CO2 or just uncertainties of
the method.
Having determined plausible CO2 scenarios for thewhole period
from 3.2 to 2.4 Ma we use the corresponding CLIMBER-2Fig. 8. The best CO2 scenario resulting from our ‘inverse’ modelling approach (solid
black line) and the range of the best ten CO2 scenarios (grey shading) compared to the
most recent high resolution CO2 reconstruction from Martínez-Botí et al. (2015).simulations to model the evolution of NH ice sheets and global
climate according to the steps 2e4 outlined in Section 2.3. The
results are presented in the next sections.3.3. Intensiﬁcation of Northern Hemisphere glaciation
The increase in mean values and variability of benthic d18O
through the PPT provides strong evidence for deep ocean cooling,
an increase in global ice volume and an increasingly stronger
response of the Earth system to orbital forcing (Mudelsee and
Raymo, 2005; Sosdian and Rosenthal, 2009; Miller et al., 2012).
All these changes in climate variability across the PPT are well
captured by ourmodel simulations driven by the best CO2 scenarios
(Fig. 5). Interestingly, the major discrepancies in d18O between
model and data are observed between 2.8 and 2.7 Ma (Fig. 5). The
modelled increase in d18O corresponding to the minimum in June
insolation at around 2.77 Ma has no counterpart in the data, while
the subsequent strong increase in the LR04 stack after 2.74 Ma is
much weaker in the model. The occurrence of these discrepancies
roughly corresponds to the time period when the North Paciﬁc
stratiﬁcation is thought to have increased, around 2.73 Ma (Haug
et al., 2005; Studer et al., 2012). Without applying additional forc-
ings to the model no substantial changes in the North Paciﬁc region
occur during the simulation interval. This might partly explain the
model-data differences. A recent sea level reconstruction by
Rohling et al. (2014) suggests that the increase in d18O at around
2.73 Ma was mainly caused by a deep ocean temperature signal,
rather than being associated with an increase in ice volume. This
deep ocean temperature signal could be related to the circulation
change and heat transport idea put forth in a recent study by
Woodard et al. (2014), which suggests a shift to stronger heat
transfer from the North Atlantic to the Deep Paciﬁc around this
time. This would imply that for the speciﬁc interval of time our
generic CO2 scenario is not accurate enough.
The model simulates a general increase in NH ice volume during
glacials from 3.2 to 2.4 Ma, while over the same period no signiﬁ-
cant changes in ice volume are modelled during interglacials, in
agreement with proxy data (Fig. 10a). The most signiﬁcant glacia-
tion events occur rather abruptly after 2.7 Ma during periods of
minimum summer and annual insolation, i.e. during periods of low
obliquity, and low CO2, since the latter is linearly related to obliq-
uity (Fig. 10a). Precession also plays a role but obliquity dominates.
Fig. 10. (a) Modelled NH ice volume and sea level equivalent (black line and shading
representing the median and range of the combination of the simulations with the ten
best CO2 scenarios and the Greenland ensemble) compared to sea level re-
constructions. Reconstructions include d18O scaled to sea level (red, (Miller et al.,
2012)), conversion of benthic d18O with support from New Zealand sequence strati-
graphic data (blue, (Naish and Wilson, 2009; Miller et al., 2012)) and estimates from a
model-based deconvolution of benthic d18O (green, (de Boer et al., 2014b)). (b,c)
Modelled Greenland ice volume and equivalent sea level change. The grey shading in
(b) represents the range from the best ten CO2 scenarios while the blue shading in (c)
represents the different model parameter choices in REMBO-SICOPOLIS (light blue
indicates the model range and dark blue the interquantile range). (d) Modelled calving
into the North Atlantic (solid black line with shading) compared to ice rafted debris
(IRDs) as recorded in various marine cores in the North Atlantic (sites indicated in
Fig. 4); DSDP Site 610 (Flesche Kleiven et al., 2002), DSDP Site 611 (Bailey et al., 2013),
ODP Site 644 (Jansen and Sjøholm, 1991), ODP Site 907 (Jansen et al., 2000) and ODP
Site 984 (Bartoli et al., 2006). All IRD data are normalized to their maximum value and
plotted scaled to the maximum calving in the model. Modelled calving is smoothed
with a 1000 year window. (For interpretation of the references to colour in this ﬁgure
legend, the reader is referred to the web version of this article.)
Fig. 11. Mean ice thickness during interglacials (left) and glacials (right) for the interval
3.2e2.7 Ma (top) and for the interval 2.7e2.4 Ma (bottom). Shown is the ENS_CLIM
ensemble mean ice thickness for continental ice sheets and the ENS_GRL ensemble
mean for the Greenland ice sheet.
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although Greenland shows an even more abrupt transition to full
glaciation after 2.7 Ma (Fig. 10b). The full Greenland glaciation as a
response to a CO2 drop of around 100 ppm is consistent with the
results from Lunt et al. (2008), which suggested that a CO2 decrease
was the fundamental driver of Greenland glaciation.
The maximum NH ice volume during the simulation period is
equivalent to a drop in sea level by around 40 m, from which 7 m
are attributable to the full Greenland glaciation (Fig. 10a,b).
During the time interval 3.2e2.7 Ma, the NH is essentially ice
free most of the time. During ‘glacials’, ice sheets cover northern
Scandinavia, southeast Greenland and parts of northern Canada
(Fig. 11). In the interval from 2.7 to 2.4 Ma the NH continents are
still almost ice-free during interglacials but become signiﬁcantly
glaciated during glacial maxima, when Scandinavia is fully ice
covered and a large ice sheet appears over North America (Fig. 11).
On average after 2.7 Ma Greenland is almost completely ice
covered, although the ice sheet is signiﬁcantly thinner during in-
terglacials compared to glacial periods (Fig. 11).Changes in sea-level equivalent are also compared to sea level
reconstructions in Fig. 10. There is a wide spread in both absolute
values and variability of the reconstructions (Naish and Wilson,
2009; Miller et al., 2012; de Boer et al., 2014b). Maximum sea
level during the Pliocene is estimated to be around 25 m higher
than today (Dwyer and Chandler, 2009; Miller et al., 2012),
although estimates vary widely between þ10 and þ60 m among
studies (Dowsett and Cronin, 1990; Krantz, 1991; Wardlaw and
Quinn, 1991; Kaufman and Brigham-Grette, 1993; James et al.,
2006) and estimates based on paleo-shoreline reconstructions
could be affected by glacial isostatic adjustment (Raymo et al., 2011)
and/or dynamic topography changes (Rowley et al., 2013). It is
important to realize that the maximum contribution from the NH
to sea level rise relative to present day is quantiﬁed as 7 m from
Greenland melt. An additional 5 m would come from a collapse of
West Antarctica, which has been shown to be sensitive to orbital
forcing throughout the Pliocene (Pollard and DeConto, 2009).
Therefore, sea level higher than þ12 m above present day level
would require a substantial contribution from East Antarctica. Since
Antarctica is prescribed to its present day volume in our model, our
maximum Pliocene sea level is 7 m higher than present as it ac-
counts only for the melted GrIS. Additionally, if Antarctica was
indeed more sensitive to orbital forcing than it was during the last
million years (Williams et al., 2010; Cook et al., 2013), we may also
underestimate sea level variability in our simulations, since our
model does not include an interactive Antarctic ice sheet. The
amplitude of sea level variations in the model is roughly consistent
with reconstructions, except for after 2.55 Ma, when the model
seems to underestimate ice volume increases during glacial
maxima.
An intensiﬁcation of the Northern Hemisphere glaciation at
around 2.7 Ma is also conﬁrmed by the appearance of ice rafted
debris recorded at several locations in the North Atlantic and North
Sea (Fig. 4). IRDs are qualitatively compared with modelled ice
calving into the North Atlantic in Fig. 10d. A signiﬁcant and rela-
tively abrupt increase in the IRD content in marine sediments is
evident at around 2.7 Ma and is qualitatively in agreement with a
modelled increase in ice calving from the Greenland, Fenno-
scandian and Laurentide ice sheets at that time. The modelled
calving peaks during glacial maxima after 2.7 Ma all have corre-
sponding peaks in observed IRDs.
Fig. 12. Time series of modelled (black) and reconstructed (blue) SST anomalies over
the four regions as indicated in the panels. The reconstructed SSTs represent the mean
(solid line) and range (shading) of all the reconstructions from sites falling into the
respective region (North Paciﬁc: ODP 1012 (Brierley et al., 2009), ODP 1208 (Venti
et al., 2013); North Atlantic: ODP 982 (Lawrence et al., 2009), DSDP 607 (Lawrence
et al., 2010), U 1313 (Naafs et al., 2010); Tropical Paciﬁc: ODP 846 (Lawrence et al.,
2006), ODP 806 (Medina-Elizalde et al., 2008), ODP 847 (Dekens et al., 2007), ODP
1143 (Li et al., 2011), ODP 1237 (Dekens et al., 2007), ODP 1239 (Etourneau et al., 2010);
Tropical Atlantic: ODP 622 (Herbert et al., 2010), ODP 1082 (Etourneau et al., 2009)).
(For interpretation of the references to colour in this ﬁgure legend, the reader is
referred to the web version of this article.)
Fig. 13. JuneeJulyeAugust (JJA) surface air temperature anomalies relative to prein-
dustrial during interglacials (left) and glacials (right) for the interval 3.2e2.7 Ma (top)
and for the interval 2.7e2.4 Ma (bottom). Shown is the ENS_CLIM ensemble mean
temperature.
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While benthic d18O reconstructions represent an integrated
global signal of ice volume and deep ocean temperature, SST re-
constructions are representative of much more local conditions.
This makes a direct comparison of modelled and reconstructed SSTs
less straightforward, in particular considering the relatively low
resolution of the ocean model employed in this study. SSTs can be
strongly inﬂuenced by local circulation changes, which are hardly
captured by a zonally averaged ocean model. In Fig. 12 modelled
SSTs are compared to reconstructions in the North Paciﬁc, the North
Atlantic, the Tropical Paciﬁc and the Tropical Atlantic. The model
captures the long term cooling over all regions and most of the
variability in the high latitudes after ~2.7 Ma. In general there is
notably more variability in the reconstructed than in the modelled
SSTs in all regions, but particularly in the Tropical Paciﬁc. This could
be related to changes in zonal Paciﬁc SST variations which are not
resolved by the model. A rapid cooling event at around 2.75 Ma is
probably the most prominent feature consistent in all datasets with
no counterpart in the model and might be related to some reor-
ganization of the ocean circulation (like onset of the North Paciﬁc
stratiﬁcation (Sigman et al., 2004)) or increase of interhemispheric
heat transport (Woodard et al., 2014), which is not reproduced by
the model, or to an inadequate CO2 scenario for this time interval.
Although the model does not capture all the variability in the SSTs,
as already shown above, it performs reasonably well at reproducing
the long term cooling.
Summer surface air temperatures together with summer inso-
lation control the amount of ice that can be melted during the
warm season and therefore are important for the evolution of ice
sheets. During interglacials before 2.7 Ma summer temperatures
are everywhere higher than preindustrial (Fig. 13). The warming is
particularly pronounced over the NH continents and over
Antarctica with temperatures more than 5 C warmer. During gla-
cials, summers are locally cooler than preindustrial over northern
North America and over northern Europe, ie., regions covered bysmall ice sheets (Figs. 11 and 13). After 2.7 Ma, summer tempera-
tures are only locally warmer than preindustrial during in-
terglacials, particularly over the shallower Greenland ice sheet
(Figs. 13 and 11). During glacials, summer temperatures are
signiﬁcantly colder than preindustrial over most NH boreal areas,
especially over the region covered by the thick Laurentide ice sheet
where temperatures are up to 10 C lower (Fig. 13).
3.5. Response to different components of orbital forcing
Variations in orbital conﬁguration play a fundamental role in
controlling glaciation on Earth. It is generally believed that summer
insolation determines the glaciation periods. The classical Milan-
kovic theory (Milankovic, 1941) is based on an assumption that NH
ice sheets are sensitive to the boreal summer insolation. During the
time interval covered by our simulations, benthic foraminifera d18O
shows an increased response to the obliquity forcing going from 3.2
to 2.4 Ma (Lisiecki and Raymo, 2007), while the precessional
component remains small (Fig.14a). This shows that the climate-ice
sheet system responded mostly to obliquity changes, which may in
part be due to the fact that obliquity controls the rate of heat ex-
change between the low and high latitudes (Raymo and
Nisancioglu, 2003). An alternative theory for the dominance of
the obliquity signal in the LR04 stack is based on the assumption
that ice volume changes occurred in both the Northern and
Southern Hemispheres, controlled by local summer insolation
(Raymo et al., 2006). Since precession-induced insolation variations
are out of phase between NH and SH, the changes in ice volume
between the two hemispheres could balance out resulting in a
small global response to precession, leaving only the obliquity
signal in globally integrated measures like benthic d18O.
Results of our simulations suggest that a strong response of the
Antarctic ice sheet to local precessional forcing is not required to
explain the dominance of the obliquity signal in benthic d18O. Our
model simulates only aweak response of NH ice volume and d18O in
the precessional band (periods around 20 kyr, Fig. 14a,b), similar to
what is found in data. Modelled and reconstructed sea level and
d18O are dominated by variability at frequencies corresponding to
obliquity variations (Fig. 14a,b). This implies that the NH ice sheets
responded predominantly to obliquity. Similarly, modelling studies
of the Antarctic ice sheet found that the West Antarctic Ice
c)
Fig. 14. Left: d18O (a) and sea level (b) power in the frequency bands corresponding to variations in obliquity (37e44 kyr, blue) and precession (18e25 kyr, green). Solid lines with
shading represent the model (median and range of the ENS_CLIM/ENS_GRL ensemble) while other line styles represent different data sources as indicated in the legends. (c) Mean
d18O power in the time interval 2.7e2.4 Ma (interval highlighted by the grey shading in (a)) in the frequency bands corresponding to obliquity (blue) and precession (green)
variations as a function of the obliquity factor (fobl in eq. (1)) in the CO2 scenarios. The size of the symbols represents different ﬁnal CO2 concentrations (CO2(ﬁn) in eq. (1)) as shown
in the legend. Reference values derived from the Lisiecki and Raymo (2005) benthic d18O stack are shown as shaded horizontal bars. Power is computed from a time-frequency
wavelet spectrum. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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cene and early Pleistocene (Naish et al., 2009). The best CO2 sce-
narios derived above and used to force the model all have an
obliquity component, which might suppress the model response to
precession and amplify the response to obliquity. However, the
obliquity response is also dominant in simulations without an
obliquity component in the CO2 scenario as shown in Fig. 14c. The
CO2 obliquity component only acts to further amplify the system's
response at the 41 kyr period, but does not affect the amplitude of
the model response to precession (Fig. 14c).
The climate-ice sheet response at the frequency of obliquity
variations increases through time from 3.2 to 2.4 Ma (Fig. 14a,b),
corresponding to an increase in the power of the forcing at 41 kyr
(Fig. 3) and increase in magnitude of NH ice volume variations.4. Conclusions
In this paper we presented a novel model-based approach to
reconstructing plausible CO2 scenarios that accompanied the Plio-
ceneePleistocene transition. A linear CO2 decrease by about
100 ppm, from 375e425 ppm at 3.2 Ma to 275e300 ppm at 2.4 Ma,
with an additional obliquity component of 40e60 ppm gives the
best model agreement with d18O and global SST reconstructions.
Our simulated CO2 decrease of 100e125 ppm is consistent with
some recent data based estimates (Seki et al., 2010; Martínez-Botí
et al., 2015), which provides additional support for our ﬁndings.
The model forced with the best CO2 scenarios shows a relatively
abrupt intensiﬁcation of NH glaciation at around 2.7 Ma. While
before 2.7 Ma, glacial maxima where characterized by limited ice
sheet extents over parts of Greenland, Scandinavia and Northern
Canada, major ice sheets only covered North America, all of
Greenland and Scandinavia during glacial maxima after 2.7 Ma.
Greenland shows a particularly abrupt transition from partly to
fully glaciated conditions at around 2.7 Ma. Our results are sup-
ported by evidence of an increase in ice rafted debris deposited in
marine sediments at various locations in the North Atlantic and the
North Sea after 2.7 Ma. The modelled equivalent sea-level varia-
tions are also broadly consistent with the wide range of estimates
from data, except for the period after 2.55 Ma when the model
seems to underestimate ice volume variability. It is howeverimportant to note that our model simulates ice sheets only in the
Northern Hemisphere.
The increasing dominance of the 41 kyr obliquity response in
the model is in qualitative agreement with the observed response
in benthic d18O, sea level and SST reconstructions. The modelled
response to precession is generally small and consistent with es-
timates from data. The strong obliquity response has already been
seen in simulations with constant CO2 (Ganopolski and Calov,
2011). In the case of our best CO2 scenarios, the obliquity compo-
nent in ice volume and climate response is additionally ampliﬁed
by the obliquity component in the prescribed CO2 scenarios.Acknowledgements
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