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Re´sume´ – Le principe de l’algorithme de de´bruitage Non-Local means (NL-means) [1, 2] repose sur l’identification dans l’image bruite´e de
pixels similaires a` partir de la de´tection de patchs eux-meˆmes similaires. Ainsi les de´tails fins et les motifs peu contraste´s sont mal restaure´s
par NL-means mais, comme ils tendent a` ge´ne´rer des structures redondantes dans le domaine de Fourier, un filtrage NL-means dans ce domaine
permet de mieux les de´bruiter. Une approche mixte espace-fre´quence ame´liore ainsi les performances globales de NL-means, en assurant que
toute l’information soit structure´e de manie`re suffisamment redondante, dans le domaine spatial ou dans le domaine fre´quentiel. Des approches
base´es sur l’application de NL-means dans le domaine des ondelettes [11, 12] ou sur l’ajout d’une contrainte de similarite´ dans le domaine de
Fourier pour le de´bruitage par variation totale non-locale [6] ont de´ja` e´te´ propose´es. Cependant l’article [11] ne fournit aucun re´sultat quantitatif
permettant d’e´valuer ses performances et nos re´sultats se comparent favorablement a` ceux pre´sente´s dans [12] et [6]. L’inte´reˆt de notre approche
re´side e´galement dans la simplicite´ de l’algorithme, qui consiste a` appliquer deux fois NL-means (dans le domaine fre´quentiel puis dans le
domaine spatial). Par rapport a` une simple application du filtre NL-means dans le domaine spatial, nous obtenons une meilleure restauration
visuelle des textures fines ainsi que des points isole´s et le gain global en rapport signal a` bruit de creˆte (PSNR) peut de´passer 1 dB. Cette
approche espace-fre´quence procure des re´sultats interme´diaires entre l’algorithme NL-means original et les me´thodes qui font l’e´tat de l’art, tout
en restant d’une complexite´ raisonnable et en pre´sentant peu d’artefacts visuels.
Abstract – A space-frequency Non-Local means image denoising algorithm. The efficiency of the Non-Local means (NL-means) [1, 2] image
denoising algorithm relies on the identification of similar original pixels from noisy similar patches. Hence fine details and low-contrasted
structures are badly recovered after the application of NL-means. But as these structures tend to correspond to redundant ones in the Fourier
domain, NL-means filtering in this domain allows one to better denoise them. A mixed space-frequency approach improves the denoising
performances of NL-means because it ensures that the information is redundant enough, in the spatial domain or in the frequency domain.
Approaches based on filtering with NL-means in the wavelet domain [11, 12] or on adding a similarity constraint in the Fourier domain for
non-local TV denoising [6] have already been proposed. But in [11] there is no experimental result to assess the denoising performances and our
results compare favorably to the ones given in [12] and [6]. Our approach is simple : it consists in running two times the NL-means algorithm
(firstly in the frequency domain and secondly in the spatial domain). For fine textures and isolated points we get a better visual reconstruction
than with the original NL-means. In terms of PSNR, the improvement can be over 1 dB. Our approach gives intermediate results between the
original NL-means and state-of-the-art methods while at the same time having moderate complexity and leading to few visual artifacts.
1 L’algorithme Non-Local means en es-
pace et en fre´quence
Soient v : Ω −→ R l’image bruite´e et u l’image originale.
Nous supposons que v = u + b, ou` {b(x)}x ∈ Ω est un bruit
blanc gaussien de variance σ2. Le de´bruitage spatial par l’algo-
rithme Non-Local means (NL-means) [1] s’e´crit classiquement
∀x ∈ Ω, NLM(v)(x) =
∑
y ∈ Ωx
1
Z(x)
e−
‖V (x)−V (y)‖22,a
2h2 v(y),
(1)
ou` V (x) est le patch de taille 7× 7 centre´ en x dans l’image v
c’est-a`-dire les niveaux de gris {v(y) | y ∈ Ω, ‖x− y‖∞ ≤ 3},
h un parame`tre de filtrage, Z(x) un coefficient de normali-
sation, ‖ . ‖2,a la norme euclidienne ponde´re´e par une gaus-
sienne d’e´cart-type a qui de´finit la similarite´ entre les patchs et
Ωx = { y ∈ Ω | ‖x− y‖2 ≤ d} est la zone de recherche des
similarite´s, de rayon d.
Pour eˆtre efficace, ce calcul de moyenne ponde´re´e implique
de trouver un grand nombre de patchs similaires, mais certaines
structures peuvent appartenir a` des patchs qui ne sont pas re-
dondants dans leur voisinage direct et, comme les meilleures
performances de NL-means s’obtiennent en limitant la recherche
des patchs similaires a` un petit voisinage ([8], [9]), une redon-
dance e´ventuelle a` longue distance n’est en pratique jamais ex-
ploite´e. Remarquons qu’aux structures parcimonieuses dans le
domaine spatial tendent a` correspondre des structures redon-
dantes dans le domaine de Fourier, comme cela est illustre´ a`
la figure 1 : l’image parcimonieuse p n’est pas adapte´e a` l’al-
gorithme NL-means (bien que pre´sentant de nombreux patchs
similaires, l’application de NL-means conduirait a` un filtrage
trop important des points singuliers et donc a` la disparition
d’une information visuellement significative), alors qu’au contraire
sa transforme´e de Fourier pˆ donne´e a` la figure 1 contient des
structures redondantes bien adapte´es a` NL-means. Nous pro-
posons donc d’estimer u en introduisant le filtrage NL-means
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dans le domaine de Fourier suivant le sche´ma
F−1(FNLM(F(v))) (2)
ou` F de´signe la transforme´e de Fourier 2D discre`te, F−1 la
transforme´e inverse et ou` le filtrage de l’image vˆ = F(v) a` la
fre´quence ω s’e´crit :
FNLM(vˆ)(ω) =
∑
ξ ∈Cω
1
Z(ω)
e−
‖Vˆ (ω)−Vˆ (ξ)‖22,a
2l2 vˆ(ξ). (3)
Dans cette expression, le filtrage n’est applique´ que dans le
demi-plan infe´rieur du domaine fre´quentiel, note´ P , la recons-
truction de l’estimation de uˆ = F(u) s’effectuant graˆce aux
proprie´te´s de syme´trie de la transforme´e de Fourier d’une image
re´elle (une alternative e´quivalente serait de remplacer la trans-
forme´e de Fourier par celle en cosinus). Pour ω ∈ P , Vˆ (ω) est
le patch de taille 7 × 7 centre´ en la fre´quence ω dans l’image
vˆ, l est un parame`tre de filtrage, Z(ω) est un coefficient de nor-
malisation, ‖Vˆ (ω)− Vˆ (ξ)‖22,a = ‖<(Vˆ (ω))−<(Vˆ (ξ))‖22,a +
‖=(Vˆ (ω)) − =(Vˆ (ξ))‖22,a ou` < et = sont les parties re´elles et
imaginaires et Cω = {ξ ∈ P | ||ω| − |ξ| | ≤ r} est la demi-
couronne de rayon r en la fre´quence ω, cf. figure 1.
2 L’algorithme Space-Frequency
Non-Local Means (SFNL-means)
Au sens du rapport signal a` bruit de creˆte (PSNR), le fil-
trage dans le domaine fre´quentiel s’ave`re pre´fe´rable dans les
zones texture´es et les fins contours alors que le filtrage spatial
donne de meilleurs re´sultats dans les zones homoge`nes (cf. fi-
gure 2). Pour autant et comme mentionne´ pre´ce´demment dans
le cas de l’image parcimonieuse de la figure 1, dans les zones
homoge`nes le filtrage NL-means classique a tendance a` effa-
cer des de´tails ponctuels perceptuellement significatifs. Pour
ces raisons, nous proposons d’effectuer l’essentiel du filtrage
dans le domaine de Fourier et, afin de re´gulariser les zones
homoge`nes, de faire suivre ce premier traitement d’un filtrage
plus mode´re´ dans le domaine spatial.
Nous appelons l’algorithme correspondant Space-Frequency
Non-Local Means (SFNL-means) et il s’e´crit formellement
SFNLM(v) = NLM(F−1(FNLM(F(v)))). (4)
Apre`s quelques essais pour obtenir des re´sultats homoge`nes
sur diffe´rentes images, les parame`tres ont e´te´ fixe´s aux valeurs
suivantes : l = 0.8σ, r = 2 pour le moyennage fre´quentiel ;
h = 0.6σ et d = 4 pour le moyennage spatial, A` condition
qu’il soit mode´re´, le filtrage dans le domaine spatial permet
de de´bruiter les zones homoge`nes de l’image qui sont mal res-
taure´es par le filtre fre´quentiel, tout en pre´servant les points
isole´s et les textures fines, que le filtre fre´quentiel a permis de
de´bruiter (cf. figures 3 a` 6 ou` nous comparons, sur un extrait de
l’image House et pour σ = 10, les re´sultats donne´s par les al-
gorithmes NL-means et SFNL-means). Les re´sultats pre´sente´s
dans la table 1 confirment ces bonnes performances au sens du
crite`re objectif du PSNR. Pre´cisons que dans les colonnes [6]
et [12] les re´sultats que nous affichons correspondent a` ceux
reporte´s dans ces articles.
3 Conclusion et perspectives
La simplicite´ du sche´ma NL-means explique son succe`s face
a` d’autres algorithmes de de´bruitage, aux performances supe´-
rieures mais dont la complexite´ a` la fois conceptuelle et algo-
rithmique peut eˆtre pe´nalisante [4, 5]. Une meilleure compre´-
hension des faiblesses de NL-means permet de proposer des
variantes plus performantes au prix d’un accroissement mode´re´
de la complexite´. Ainsi, le manque d’adaptation de NL-means
aux structures de l’image peut eˆtre corrige´ en optimisant loca-
lement les parame`tres de filtrage (voir par exemple [7]). Nous
proposons une alternative, base´e sur le mode`le statistique sous-
jacent dans NL-means de redondance des structures. Le prin-
cipe est de de´bruiter les coefficients obtenus par l’application
de transformations inversibles comple´mentaires au sens des struc-
tures redondantes qu’elles re´ve`lent. Comme NL-means ne peut
exploiter cette redondance que dans un petit voisinage (pour
une question d’efficacite´ algorithmique mais aussi parce que
cet algorithme est optimal lorsqu’il est local [9]), ces transfor-
mations devraient eˆtre choisies pour leur capacite´ a` ge´ne´rer des
redondances locales. Dans cette communication, nous illustrons
ce principe avec deux transformations e´le´mentaires correspon-
dant a` une de´composition dans la base canonique et dans la
base des exponentielles complexes, mais des de´compositions
plus sophistique´es pourraient eˆtre applique´es.
Notons que ces deux bases (canonique et exponentielles com-
plexes) forment ce que l’on appelle des dictionnaires incohe´rents,
tre`s e´tudie´s re´cemment, notamment dans le cadre du compres-
sed sensing ([3]) et de la the´orie de l’incertitude ([10]). Le
fait que la base canonique et la base des exponentielles com-
plexes forment des dictionnaires a` l’incohe´rence maximale ex-
plique certainement les bonnes performances de l’algorithme
SFNL-means.
Incidemment, remarquons qu’un filtrage local des coefficients
de Fourier entraıˆnant une modification globale des coefficients
dans la base canonique, la me´thode de de´bruitage SFNL-means
s’ave`re eˆtre un algorithme non local.
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FIGURE 3 – Extrait de l’image House, dont le mur pre´sente
une texture difficile a` de´bruiter.
FIGURE 4 – Extrait de l’image bruite´e, σ = 10, PSNR = 28.14
(image entie`re).
FIGURE 5 – Extrait de la restauration par NL-means, PSNR =
36.16 (image entie`re). Noter la disparition presque comple`te de
la texture du mur, ce qui donnerait a` penser que le parame`tre
de lissage h est trop e´leve´, tandis qu’au contraire le contour de
la feneˆtre reste bruite´.
FIGURE 6 – Extrait de la restauration par SFNL-means, PSNR
= 37.19 (image entie`re). La texture du mur et le contour de
la feneˆtre sont mieux pre´serve´s. Le crite`re objectif du PSNR
prend bien en compte l’ame´lioration perceptive avec un ac-
croissement de plus de 1 dB (pour l’ensemble de l’image).
