Developmental dysphasia, also known as specific language impairment (SLI), is a language disorder in children that involves difficulty in speaking and understanding spoken words. Detecting SLI at an early stage is very important for successful speech therapy in children. In this paper, we propose a novel approach based on glottal source features for detecting children with SLI using the speech signal. The proposed method utilizes time-and frequency-domain glottal parameters, which are extracted from the voice source signal obtained using glottal inverse filtering (GIF). In addition, Mel-frequency cepstral coefficient (MFCC) and openSMILE based acoustic features are also extracted from speech utterances. Two machine learning algorithms, namely, support vector machine (SVM) and feed-forward neural network (FFNN), are trained separately for the MFCC, openSMILE and glottal features. A leave-fourteen-speakers-out cross-validation strategy is used for evaluating the classifiers. The experiments are conducted using the SLI speech corpus launched by the LANNA research group. Experimental results show that the glottal parameters contain significant discriminative information required for identifying children with SLI. Furthermore, the complementary nature of glottal parameters is investigated by independently combining these features with the MFCC and openSMILE acoustic features. The overall results indicate that the glottal features when used in combination with MFCC feature set provides the best performance with the FFNN classifier in the speaker-independent scenario.
I. INTRODUCTION
Developmental dysphasia (DD) or Specific Language Impairment (SLI) is a language disorder that delays the language development in children who have no hearing problems, neurological dysfunctions or other developmental delays [1] - [3] . Children with SLI are as clever and healthy as any other children of the same age, except that they have substantial difficulty in understanding the use of language and expressions. For example, a child with SLI may have lots of ideas, but finds it hard to express his thoughts clearly. Although the apparent cause of SLI is unknown, various studies have demonstrated that SLI has a strong link with genetic component [4] . Studies have shown that approximately 7% of children in the age group of 5-7 years are affected by SLI [5] . In addition, it has been observed that SLI The associate editor coordinating the review of this manuscript and approving it for publication was Huawei Chen. is more common in male children than in female children [5] . The children with SLI will struggle to learn new words and make conversations as they grow older. Hence, it is highly important to identify these children at preschool (or even earlier) or latest at primary school.
The first person to suspect that a child might have SLI is often a parent or school teacher. Unfortunately, SLI is likely to remain undetected by most parents and teachers, given the lack of an obvious cause of the condition [6] . This means that there is a need for automatic identification of children with SLI. The current work focuses on automatic detection of SLI in children using their speech signals. SLI children have difficulties in producing and sequencing speech sounds [1] , [6] and therefore their speech may contain important cues for detection of the disorder. As speech-based diagnostic approaches are cheap and non-invasive, they can be easily deployed at home or in school to identify children who are at a risk of developing communication disorders. VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Once identified, a speech and language therapist (SLT) can be consulted to evaluate and treat the children. To the best of our knowledge, there are only two prior works in automatic SLI detection from speech signals [13] , [14] . In [13] , the authors presented the first publicly open speech database (detailed in Section-III) for investigating the effects of speech problems in children with SLI. Currently, this database is the only freely available speech database in SLI. Furthermore, in [13] , features extracted using the openSMILE toolkit [16] were used to detect SLI. In [14] , extreme learning machines (ELMs) trained using Gaussian posteriograms learned on frame-level Mel-frequency cepstral coefficients (MFCCs) were used for identifying children with SLI. In the previous two studies, the authors have reported high classification accuracies (> 96%); however, they have not studied the robustness of the considered features for speaker-independent classification. Moreover, neither of the two previous investigations have explored the effectiveness of glottal source features (i.e. features expressing the source of voiced speech, the glottal flow, generated by the vocal folds) for SLI detection. Children with SLI show poor speech motor skills [15] , and as a result the nature of vocal-fold vibration is deviated compared to healthy speech. This motivated us to use the features computed from the glottal waveform, which may have useful discriminating information, for SLI detection.
In this study, we propose a new method for identification of children with SLI from speech signals. The study focuses on two aspects: (i) Exploring the effectiveness of glottal parameters extracted from speech for detection of SLI in children, and (ii) Analyzing the robustness of different acoustic features for speaker-independent SLI classification. The glottal parameter set consists of time-and frequency-domain parameters, which characterize different aspects of the glottal flow waveform [18] . In addition to glottal features, MFCC and openSMILE-based acoustic features are also extracted, and they are considered as reference features in the current study. The features extracted from every speech utterance as well as the corresponding binary label indicating the presence of SLI (i.e. SLI vs. healthy) are used to train support vector machine (SVM) and feed-forward neural network (FFNN) classifiers. The speaker-independent classification is performed on training data by using a leave-fourteen-speaker-out cross validation strategy. Experiments are carried out using the only publicly available SLI database [13] to systematically study the effectiveness of glottal parameters when used individually and combined with the reference openSMILE and MFCC features in the classification of children with SLI.
The rest of the paper is structured as follows. Section 2 describes the proposed method for classifying the children with SLI. The speech database, experimental setup and results are discussed in Section 3. Section 4 concludes the present work and provides directions for future work.
II. PROPOSED METHOD
The proposed system for automatic detection of SLI from speech is shown in Fig. 1 . During training, the features extracted from speech signals and the corresponding SLI/healthy labels are used to train both the SVM and FFNN classifier. Four types of feature sets are extracted from every speech utterance present in the speech corpus. The first set consists of glottal parameters extracted from glottal flow waveforms. The glottal waveforms are estimated from speech signals by using a recently proposed automatic glottal inverse filtering (GIF) algorithm, the quasi-closed phase (QCP) method [20] . The reason for using QCP is that this GIF method was found to perform best in a comparison with four known GIF algorithms in [20] . From the obtained glottal flow waveforms, 12 time-and frequency-domain glottal parameters are extracted using the APARAT toolbox (described in Section II-A). The second set consists of MFCC features and their statistics (described in Section II-B). Two sets of acoustic features, named openSMILE-1 and openSMILE-2, which are extracted from speech signals using the openSMILE toolkit [16] , form the third and fourth feature sets (described in Section II-C), respectively. The openSMILE features are widely used in several paralinguistic tasks and have been previously explored for SLI detection in [13] .
The SVM and FFNN classifiers are trained using the features extracted from speech utterances as input and the corresponding labels as output. Separate SVM and FFNN classifiers are trained using individual and combined (acoustic and glottal) feature sets. At the time of testing, the trained SVM and FFNN classifiers can be used to detect the presence of SLI from speech signals. The same set of speech features, which were used during training, are extracted from the test speech utterance. The extracted features are given as input to the SVM and FFNN classifiers, and the classifier predicts the labels (SLI/healthy).
A. EXTRACTION OF TIME-AND FREQUENCY-DOMAIN GLOTTAL PARAMETERS
The glottal flow waveform estimated by using QCP is parameterized with a glottal parameter set consisting [17] , [18] . of 12 known time-and frequency-domain parameters [17] , [18] . These parameters characterize various aspects of the glottal flow waveform, and are estimated using the APARAT toolbox [19] . The glottal parameters are listed in Table 1 . The glottal parameters are computed from 30-ms frames. While HRF and H1H2 are computed pitchasynchronously once per frame, the remaining parameters are computed pitch-synchronously once per glottal cycle and then averaged over the frame. All the 9 time-domain parameters and PSP are expressed using a linear scale while H1H2 and HRF are expressed using the dB scale. The glottal parameters computed from all voiced frames of the input speech signal finally form the glottal parameter vector of the utterance. The following 8 statistical measures are computed from the glottal parameter vector as well as from its first derivative: minimum, maximum, mean, median, standard deviation, range, kurtosis, and skewness. The resulting glottal parameter set, referred in this work as the glottal timeand frequency-domain parameter (GTFP) set, contains totally (12 + 12) × 8 = 192 parameters.
B. EXTRACTON OF THE MFCC FEATURES
In this work, 13-dimensional Mel-frequency cepstral coefficients (MFCCs) are extracted at every 10 ms. The MFCCs computed from all voiced frames of the input speech signal form the MFCC parameter vector of the utterance. Eight statistical measures are computed from the MFCC parameter vector: minimum, maximum, mean, median, standard deviation, range, kurtosis, and skewness. This results in 13 × 8 = 104 parameters representing the MFCC feature set (referred in this work as MFS).
C. EXTRACTION OF THE OPENSMILE FEATURES
The publicly available openSMILE toolkit [16] is used to extract acoustic features from speech signals. The acoustic parameters extracted by openSMILE mainly represent prosody, spectrum and voice quality. Since 2009, the openSMILE features have been used as baseline features for INTERSPEECH challenges dealing with various paralinguistic tasks such as emotion recognition [21] and recognition of speaker traits and states [22] . In this work, two sets of openSMILE features are considered for SLI detection. The first set (referred in this work as openSMILE-1) is the INTERSPEECH 2009 emotion challenge feature set [21] . It consists of a total of 384 features per speech utterance, which are computed from all voiced frames of the utterance. Each feature vector consists of 16 basic acoustic features and their first derivative. The basic acoustic features are the root mean square (RMS) energy, MFCCs, zero crossing rate, pitch and voicing probability. All these basic acoustic features are 1-dimensional except for MFCCs that is 12-dimensional. The following 12 statistical measures are computed from the acoustic features: min (or max) value and its relative position, standard deviation, range, median, skewness, kurtosis, 2 linear regression coefficients, and quadratic error.
The second set (referred in this work as openSMILE-2) corresponds to openSMILE-1 except that the derivative features are not included in the frame-level acoustic features. Thus, only the set of 16 acoustic features obtained from all frames of a speech utterance forms the acoustic feature vector. The same 12 statistical measures as used in openSMILE-1 are applied on the acoustic feature vector to obtain 16 × 12 = 192 features representing the openSMILE-2 feature set.
D. SVM AND FFNN CLASSIFIERS
SVM is one of the most popular supervised learning algorithm. Given labeled training data, the algorithm finds an optimal hyperplane which categorizes the test data. More details about SVMs can be found in [23] . SVMs have been widely used as classifiers in several areas of speech technology, such as in emotion recognition [7] and in speaker and language identification [8] . In addition, SVMs have been used in classification of pathological speech, for example, to classify dysarthric voices from healthy speech [24] . However, SVMs have been recently replaced increasingly with deep learning networks such as recurrent neural networks (RNNs) [9] . Deep networks are also used by researchers for developing end-to-end systems which can predict labels directly from raw speech or mel-spectrogram [10] , [11] . However, end-to-end systems can deliver superior performance only when very large amounts of training data are available. In the study area of the current investigation, detection of speech pathologies, SVM constitutes a highly justified classifier technology, because pathological speech databases usually contain little data which makes training of deep learning networks difficult. In this work, the scikitlearn [12] Python library is used to implement the non-linear SVM algorithm with radial basis function (RBF) kernel. The kernel equation is given by
where x and y are training samples and labels, respectively, and γ is the kernel parameter. In addition to γ , regularization is used in SVM with a regularization parameter C.
Another classifier explored in the current study is the feed-forward neural network (FFNN). FFNN is a supervised learning algorithm that learns a non-linear function f (·) : R m → R n from the training data, where m and n are the dimensions of input and output, respectively. Deeper networks require large amounts of data for proper training, which is generally not available in the case of pathological speech [24] . On the other hand, a single hidden layer FFNN consisting of an appropriate number of hidden units may give desired performance even with a small dataset. Hence, in this work, a FFNN with a single hidden layer is used. The optimal number of hidden neurons is derived using a grid search algorithm (discussed in Section III). The learning rate and the mini-batch size are set to 0.001 and 128, respectively. The binary cross entropy is selected as the loss function. The weights of the network are initialized randomly, and are optimized using the RMSprop algorithm.
III. EXPERIMENTS A. SLI DATABASE
At present, there exists only one publicly available SLI database [13] . This database was launched at LANNA (Laboratory of Artificial Neural Network Applications) in the Czech Technical University in Prague and has been available since 2016. The database was collected either in the office of a speech therapist or in school rooms. The speech corpus contains 3724 utterances divided into two groups of speakers. The first group, healthy (controls), comprises a total of 1672 utterances from children having no speech disorders. The second group, SLI patients (cases), comprises a total of 2052 utterances from children with SLI. The utterances of children with and without SLI are provided in separate folders. The utterances in the healthy group were collected in school rooms and in a health centre from 44 Czech children (29 girls and 15 boys) in the age group of 4-10 years. In the patients group, all the utterances were collected in a private speech therapist's office from 54 Czech children (19 girls and 35 boys) in the age group of 4-13 years. For every child in the database, there are 38 speech signals that are divided into seven linguistic categories: five vowels, ten consonants, nine syllables, five two-syllable words, four three-syllable words, three four-syllable words and two five-syllable words. All the speech utterances are in the standardized ''wav'' format and are down-sampled from 44.1 kHz to 16 kHz.
B. EXPERIMENTAL SETUP
A grid search algorithm was used to find the optimal parameter values for SVM. For this, speech utterances from 3 SLI speakers and 3 control speakers were used as validation data, and the speech utterances from the remaining speakers were used as training data. To perform the grid search, γ and C were varied from 10 −3 to 10 3 in multiples of 10. The combination (γ , C) that achieved the best validation performance was chosen for experiments. The same procedure was followed to determine the optimal number of hidden neurons in FFNN by varying the number of neurons from 128 to 1024 in steps of 128. It was observed that SVM achieved the best validation performance for the parameter combination (γ = 0.01, C = 1), and FFNN performed better when the number of hidden units were set to 256.
There are in total 98 speakers (44 healthy and 54 SLI patients) in the SLI database. A speaker independent scheme with leave-fourteen-speaker-out cross validation strategy was used to determine the classification accuracy on the training data. In this strategy, 14 speakers were used at every fold for validation and all other speakers were used for training. The cross-validation process was then repeated with each set of 14 speakers used exactly once for validation. The classification accuracies obtained at all folds were averaged to obtain the final accuracy. The classification accuracy was computed as the ratio of the number of correctly classified speech utterances to the total number of speech utterances.
C. RESULTS
The average classification accuracies of the leave-fourteensubject-out cross-validation obtained using the individual feature sets are shown in Table 2 . Except for the MFCC feature set, the performance of FFNN is better than SVM for all feature sets. From the table, it can be observed that the classification accuracies obtained with the MFCC feature set are better than the ones obtained using the glottal and openSMILE-based features. Table 3 shows the classification accuracies achieved by combining the glottal features with MFCCs and with the openSMILE-based feature sets. Combining glottal features with other features results in higher dimensional feature vectors. For example, when the glottal features are combined with the MFCC features, the dimension of resulting feature vector is 296. Increasing the feature dimension increases the computational complexity. Hence, the size of each combined feature set is reduced by using an extra trees (ET) classifier [25] . The ET classifier is a type of an ensemble learning technique which aggregates the results of multiple de-correlated decision trees to output its classification result. An ET classifier performs feature selection by computing the Gini importance [26] of each feature and by selecting the features whose importance is greater than the mean importance of all the features. Separate SVM and FFNN classifiers are trained using the original and reduced set of features for MFS + GTFP, openSMILE-1 + GTFP and openSMILE-2 + GTFP.
From Tables 2 and 3 , it can be observed that there is an improvement in the classification accuracy when the glottal features are combined with MFCCs and the openSMILE-based feature sets. This indicates that the glottal features contain complementary information, which improves the classification accuracy when combined with other features. From Table 3 , it can be seen that the classification accuracies have improved further after the feature selection for each of the combined feature sets. Moreover, the feature selection has drastically reduced the sizes of the feature sets, which enhances computational efficiency as well as generalization capabilities. It can be observed that FFNNs perform better than SVMs in the case of combined features.
The most important observations from the results are as follows: (i) MFS alone gives very good classification accuracies (approx. 95%). However, the openSMILE feature sets, which can be regarded as extended versions of MFS, are unable to beat the performance of MFS. In informal experiments, we have also observed that there is a negligible change in accuracy even when feature selection is performed on individual openSMILE feature sets. This indicates that it is very difficult to further improve the performance by just using more acoustic features. (ii) The glottal features, on the other hand, have managed to improve the performance when combined with MFS and openSMILE features sets. The best classification accuracy (98.82%) is achieved when FFNN is trained using the reduced set of the MFS + GTFP features. Compared to MFS, the reduced set of MFS + GTFP (about 65% of actual MFS size) has resulted in an improvement of about 4% in accuracy. This shows that glottal waveforms carry important discriminative information related to SLI, which is the major finding of this study.
The best performing FFNN classifiers in the case of each of the combined features (in Table 3 ) are further analyzed using confusion matrices. This is done to make sure that the models are not biased towards a particular class. For these experiments, 30 SLI and 30 healthy speakers selected randomly from the database are considered for training, and the remaining 38 speakers (24 SLI and 14 healthy) are used for testing. The data in the training set are normalized and shuffled randomly. The test set is normalized according to the normalization values used for the training set. The experiment is repeated 10 times, each time building different training and testing sets. There is no overlap in the data used during training and testing in any iteration. The final results are presented through confusion matrices, where various measures are defined as in [27] : 1) True positive rate (tp) (which is also called sensitivity) is the ratio between the SLI utterances correctly classified and the total number of SLI utterances. 2) False negative rate (fn) is the ratio between SLI utterances wrongly classified and the total number of SLI utterances. 3) True negative rate (tn) (which is also called specificity) is the ratio between healthy utterances correctly classified and the total number of healthy utterances. 4) False positive rate (fp) is the ratio between healthy utterances wrongly classified and the total number of healthy utterances. Tables 4, 5 and 6 show the confusion matrices with the mean and standard deviation values obtained by averaging the results for each individual iteration. From the tables, it can be seen that both classes are being predicted equally well with each classifier. The overall results indicate that the FFNN trained using the reduced MFS + GTFP set provides the best performance in SLI detection from speech signals.
IV. SUMMARY AND CONCLUSION
In this paper, we have proposed a new method for SLI detection from speech signals. The proposed method utilizes the glottal and acoustic features extracted from speech to discriminate healthy child speakers from children with SLI. Three sets of acoustic features (one MFCC feature set and two openSMILE-based acoustic feature sets) and one set of glottal features are extracted for every speech utterance. The glottal parameters are extracted from glottal flow waveforms estimated using the QCP inverse filtering method. The effectiveness of the extracted features in speaker-independent classification is studied using a reliable leave-fourteen-speaker-out cross-validation strategy. Experimental results show that the glottal parameters resulted in good classification accuracies comparable (slightly inferior) to the ones obtained with acoustic features. Most importantly, the results indicate that combining the glottal parameters with the MFCC and openSMILE-based features improves the classification accuracies. This confirms that glottal waveform carry discriminative SLI information, and hence, in addition to acoustic features, glottal features are essential for the development of robust SLI detection systems. Our experiments also showed that FFNN performs better than the traditional SVM classifier when trained using combined (acoustic and glottal) features.
Previous studies have reported very high SLI detection accuracies (> 96%) in speaker-dependent mode. The proposed method demonstrated the effectiveness of acoustic and glottal parameters in speaker-independent speech-based SLI detection. While individual parameters achieved classification accuracies between 88% and 96%, combining glottal features with the acoustic features has resulted in very high accuracies (95% -99%) using the FFNN classifier. The improvement in the classification accuracy achieved using the combined features indicates the complementary nature of acoustic and source features. In the future, the efficacy of the proposed method will be analyzed for SLI detection from coded telephone speech. Furthermore, the classification accuracies will be examined with respect to various categories of speech signals such as vowels, single syllable, bisyllabic words, tri-syllabic words and so on. Apart from SLI, the proposed method can be extended for detection of different communication disorders such as stuttering, apraxia, and voice impairment that adversely affects a child's educational performance.
