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3Chapter 1
General Introduction
Disordered Systems is a broad, well established and actively investigated branch
of statistical physics. The disordered systems we consider in the context of this
thesis are those whose Hamiltonian encloses some kind of randomness, usually in
the form of random couplings, fields or topologies. While this definition is quite
general, it does not encompass the whole discipline, since it leaves aside systems with
non-random Hamiltonian where the disorder is self-induced [7], such as structural
glasses.
Most prominent examples of disordered systems are spin glass models, introduced
by Edwards and Anderson [8] and simplified by Sherrington and Kirkpatrick [9].
The exact solution for the latter mean field modl produced by Parisi in 1979 [10]
and clarified a few years later [11–13], showed a surprisingly rich phenomenology.
In such systems the order parameter is a function describing the decomposition
of the Gibbs measure into an exponential number of pure states, organized in an
ultrametric structure [13].
The analytical techniques developed in those years to solve the mean field spin
glass, namely the replica and the cavity method, successively refined to deal with
diluted systems [14,15], proved to be highly effective and general tools. In the last
thirty years, concepts, analytical techniques, numerical tools and people as well from
disordered systems found application to a plethora of other scientific fields: most
noticeably supercooled liquids [16,17] and combinatorial optimization [18–24], but
also inference [25–27], protein motion [28], signal processing [29], immunology [30,31],
neural networks [32–35], metal-insulator transition [36,37], quantum algorithms [38],
epidemic spreading [39], game theory [40,41] photonics [42], biological networks [43],
random matrices [44,45], finance [46,47] and random interfaces [48].
Also from the mathematical perspective, the effort to rigorously prove the
results obtained through heuristic physics methods lead to the development of new
techniques [49,50] and ideas [51,52].
Another paradigmatic model of disordered system, much discussed along this
thesis, is the Random Field Ising Model (RFIM). A renormalization group analysis
shows that disorder is a relevant direction for the renormalization flow, and that
the phase transition is controlled by a zero temperature fixed point [53]. Recently
this fixed point was showed to be in the same universality class of a critical point
displayed by glass-forming liquids [54, 55]. Another interesting feature of this model,
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still under investigation, is the breaking down, in finite dimension, of the dimensional
reduction property that characterizes its mean field version [56,57].
One of the heuristic techniques used to deal with disordered systems, the Cavity
Method, relies on some explicit factorization assumptions, valid in fully connected
and diluted random graphs only in the thermodynamic limit. In these cases, in
the non-glassy, replica symmetric phase, the asymptotic free energy takes the name
of Bethe free energy. In particular, in diluted models, the validity of the Bethe
approximation relies on locally tree-likeness, that is on the asymptotic absence of
short loops. Departure from the Bethe free energy is observed in diluted systems
when the system size is finite. One of the aims of this thesis is to connect the finite
size corrections to the presence of (few) short loops. The perspective in studying
this mean field models with finite connectivity, is to apply the same formalism to
deal with the many short loops one finds in finite dimensional lattices. The basic
step for a perturbation theory around the Bethe approximation in finite dimension
are in fact taken in Chapter 8.
A large part of this thesis deals with disordered Ising models, such as RFIMs
and spin-glasses, although most of the techniques presented can be generalized to
others models. The Matching Problem (MP), a combinatorial optimization problem
with a long standing tradition in the statistical physics community [18,58–62], is the
other big player of this essay.
The material presented is organized as follows:
• Part I : Introduction
– Chapter 1 : General introduction
This very same Chapter. It contains a brief introduction to the scientific
field, states aims and scopes of the thesis, and explains the organization
of the material with a short overview of each Chapter.
– Chapter 2 : Preliminaries
The main concepts and tools recurring throughout the thesis are intro-
duced: the notion of random graphs; disorder systems and the main tools
that physicists developed to cope with them, the replica and the cavity
methods; combinatorial optimization problems, as seen from a physicist
viewpoint; a brief overview of the problem of finite size corrections.
– Chapter 3 : The Replicated Transfer Matrix
This is the first original contribution of this thesis. We set up an analytical
framework to characterize the properties of one-dimensional disordered
systems. The formalism is based on the spectral theory of the Replicated
Transfer Matrix, though most results can be rederived using a probabilist
approach. The main application of the formalism are the computation
of many types of correlation functions in diluted systems and the com-
putations of free energies of closed and open chains embedded in locally
tree-like graphs. This last result will be much used in successive Chapters.
This Chapter is based on the work we published in Ref. [1].
5• Part II : Perturbative Finite Size Corrections
– Chapter 4 : Finite Size Corrections On Random Graphs
In diluted random graph ensembles the average number of short loops
is finite also when the number of nodes in the graph goes to infinity.
Therefore, in this systems, the free energy in the thermodynamic limit
is that of an infinite tree graph. The first finite size corrections, though,
resents the presence of these sparse (simple) loops. The computation
of finite size corrections in diluted random graphs is an analytically
manageable calculation where the additional contributions of loops to
the Bethe free energy can be clearly highlighted. This is done in three
steps: we express the replicated partition function as an integral over a
certain order parameter; we perform the saddle point computation, which
gives the leading order Bethe contribution; we compute the Gaussian
fluctuations around the saddle point. It is then easy to show that the
Gaussian fluctuations can be expressed as a linear combination of free
energies of open and closed chains. We carry on this program in two
different graph ensembles, the Erdős-Rényi and the Random Regular
Graph ensembles. We published the contents of this Chapter in Refs. [2]
and [3].
• Part III : Non-Perturbative Finite Size Corrections
Here we discuss two types of finite size corrections that do not arise from
the presence of loops. The techniques we employ are specific to the problems
involved.
– Chapter 5 : The Random Field Ising Model
We consider magnetic systems with random external fields. In the ferro-
magnetic phase the fluctuations of the field causes a free energy difference
among the up and down states. Minimization of the free energy on a
sample-by-sample basis leads to an anomalous O(1/
√
N) subleading scal-
ing for the average free energy. We show how to compute the coefficient of
this correction using a variant of the replica method with m+ n replicas
constrained to stay in the two different states. The computation can be
carried out exactly in diluted and fully connected systems. This is the
content of Ref. [4].
– Chapter 6 : The Euclidean Assignment Problem
We investigate the scaling behaviour of the average cost in the Euclidean
Assignment Problem, also known as th uclidan Bipartit Matching Problem.
We show how the difference in the number of blue and red points in a
small region of space is a source for a transport field. This is formalized in
a Poisson-like equation that yields a surprisingly ample set of predictions
for the leading and subleading behaviour and coefficients of the average
cost, for each dimension d. These results have been published in Ref. [5].
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• Part IV : Beyond the Bethe Approximation In Finite Dimension
We address two different problems in the Euclidean space, where diagram-
matic terms corresponding to simple loops give the first order contribution in
perturbative expansions around the Bethe approximation.
– Chapter 7 : The Euclidean Matching Problem
We first consider the Euclidean (monopartite) Matching Problem. We
write a replicated action containing the correlations among distances
between any subset of points. Then we keep only the terms corresponding
to polygons and we compute them perturbatively.
– Chapter 8 : The Large M Expansion
Here we propose a very general method to perform a perturbative ex-
pansion around the Bethe approximation for finite dimensional systems,
whether disordered or not. The expansion involves an integer parameter
M . Varying M between infinity and one we interpolate between a ran-
dom regular graph and the original lattice. The first order in the 1/M
expansion corresponds to the contributions from simple loops.
In both cases we asses the formal equivalence between these contributions
and the first order finite size corrections to mean field models. The material
presented in this chapter has not been published yet and both problems are
currently under investigation. Therefore these results have to be considered
incomplete and not polished.
• Part V : Conclusions
We finally discuss the results obtained in the previous chapters and highlight
some directions for future investigation.
The computation of finite size corrections is the common link between Part II and
III, while Part IV is the natural follow up of Chapter 4 regarding the characterization
of loop contributions to the free energy. The discussion over the replicated transfer
matrix of Chapter 3 will be exploited in several part of the thesis, specifically in
Chapters 4, 7 and 8. An alternative arrangement of the material would see Chapter
4 along with Chapter 8 as a unique discussion about loops expansions, and Chapters
6 and 7 as a Part dedicated to Euclidean matching problems.
A reasoned history of my doctoral studies would go as follows. At the beginning of
the first year one of my advisors, Giorgio Parisi, set me to work on the Euclidean and
the random link matching problems. He was convinced that the term corresponding
to correlations in triangles in the Euclidean space was the same one arising in the
finite size corrections in the random link model. I am glad he was right. After
a few months I was hijacked by Giorgio himself and pointed toward the study of
finite size corrections on random graphs. In fact the idea there was the same we
where prosecuting in the study of the matching problem: to relate the finite size
corrections to the presence of short simple loops. Some time later I discovered that
this was also a preparatory study, aiming at shaping up analytical and numerical
7tools, in order to tackle the problem of the large M expansion on lattices. In the
middle of the second year, the need to better understand the properties of chains in
random graphs, steamed in a discussion between Flaviano Morone, Tommaso Rizzo
and me, that led to the work on the replicated transfer matrix. At the end of the
second year we started working on the bipartite matching problem. The aim was
to characterize the anomalous leading scaling of the cost in very low dimensions.
It turned out that the analytical framework we set up predicts in high dimension
an anomalous subleading scaling, so that I can subsume also this work under the
umbrella of “Finite Size Corrections". The presence of O(1/
√
N) corrections in the
RFIM instead, came as an unexpected surprise from numerical simulations at zero
temperature on Erdős-Rényi graphs. Fortunately we had the analytical technology
to deal with it. I devoted most part of the third year to finishing and polishing all
these projects. In the last part of the year I blew the dust off the replica calculations
I did on the matching problem in the first year, and did many new ones, to produce,
along with Giorgio and Gabriele Sicuro, the contents of Chapter 7. Also, according
to our long thought plan, we are finally focusing more and more on the large M
expansion. We are confident that, once the formalism is polished, it will provide a
useful tool to investigate finite dimensional systems.

9Chapter 2
Preliminaries
2.1 Graph Theory
2.1.1 Basic notions
In this paragraph we introduce the concept of graph, a simple mathematical structure
that encompasses encompasses and broadens the commonly known lattices. Most
statistical physics models we address in this thesis are defined on a (random) graph.
Graph Theory is a well established subject in mathematics, here we review its basics
aspects.
A graph G = (V,E) consists in a vertex set V , usually taken as a subset of
the natural numbers V = {1, 2, . . . , N}, such that |V | = N , and an edge set E, a
collection of unordered pairs of vertices. We will denote with i, j, . . . the elements of
V , and with (i, j) and edge between vertices i and j. Elements of E the form (i, i)
are called self-loops. Multiple instances of the same edge (i, j) are called multi-edges.
A graph without self-loops and multi-edges called simple. In what follows when we
write graph we will always mean simple graph. It is common use to call vertices also
nodes, and to call edges also links. We will use both terminologies indistinctly.
The neighbourhood of a vertex i is the set of vertexes that have am edge in
common with i, and it is denoted as ∂i ≡ {j ∈ V : (i, j) ∈ E}. The degree (or
connectivity) of a vertex i is the number of its neighbours, deg(i) ≡ |∂i|, and it is
sometimes denoted as ki. A vertex with degree zero is called an isolated vertex. A
vertex with degree one is called a leaf or a dangling node. The residual degree of
a node i is k′i = ki − 1. The degree distribution pG(k) is the frequency of the node
degrees, namely
pG(k) =
1
N
∑
i∈V
I(ki = k), (2.1)
and the mean degree zG is given by
zG ≡ 1
N
∑
i∈V
ki =
∑
k≥0
pG(k) k. (2.2)
A path of length ü in a graph is a sequence of vertices w = (i0, i1, . . . , iü) such that
(im, im+i) ∈ E. The path is closed if i0 = iü, and it is open otherwise. If no vertex,
except for the extremities, is crossed more then once the path is called simple. A
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closed path can also be called loop or closed chain. An open path is also called
an open chain. The distance between two nodes is the length of the shortest path
joining them. A graph is connected if there is a path joining any two nodes. The
d-neighbourhood of a vertex i is the set of vertexes at a distance at most d from
i. A graph is called complete or fully connected if any pair of nodes is connected
by an edge. A graph is bipartite if V can be partitioned in two set such that there
is no edge joining vertices in the same set. A subgraph of a graph G is a graph
G′ = (V ′, E′) such that V ′ ⊂ V and E′ ⊂ E.
The set E can also be taken to be composed of ordered pairs of vertices. in this
case the graph is called oriented and the elements of E are called oriented edges or
arcs, and written in the form (i→ j). Analogous definitions to the ones given above
apply for directed graphs.
2.1.2 Random Graphs
Graph Ensembles
It is often the case, especially when dealing with complex networks such as the ones
appearing in finance and biology [63,64], that a particular graph is considered just
as a contingent realization of an ample class of them. The mathematical structure
corresponding to this concept is that of random graph ensemble [65]. A random
graph ensemble G = (G,P) is a set of graphs G and a probability law P defined over
it. The average value of some observable A(G) over the ensemble is then given by
E[A] ≡
∑
G∈G
P[G]A(G). (2.3)
As an example, the average degree distribution {pk} is given by and the (ensemble)
average degree z are defined as
pk ≡ E[ pG(k) ] z ≡ Ek k, (2.4)
where Ek denotes expectations over pk .
We shall now introduce some random graph ensembles commonly used in statis-
tical physics and other disciplines.
• GER(N, p): the Erdős-Rényi (ER) ensemble.
Historically, this is the first random graph ensemble ever proposed, marking
the beginning of random graph theory [66]. It is also the most simple one.
Each graph of the ensemble has N vertices and can be sampled as follow: start
with a graph with N vertices and no edges, then for each of the
(n
2
)
pairs of
vertices independently add an edge with probability p. Calling M the number
of edges corresponding to a graph G, the law of the ER ensemble depends only
on M and is thus given by
P[G] = pM (1− p)(N2 )−M . (2.5)
If p is scaled as p = cN , in order for the nodes to have finite connectivities,
taking the limit N → +∞ we have that
pk ∼ e
−cck
k! , (2.6)
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that is, the degree is Poisson distributed with mean c, that is z = c for large
N .
In order to sample a graph from the ER ensemble it is convenient first to
extract M from the appropriate binomial distribution, then to assign each of
the M edges to a pair of nodes. This procedure requires O(N) operations,
while choosing each potential edge with probability p would require O(N2)
operations.
• GRRG(N, z): the Random Regular Graph (RRG) ensemble.
The measure of this ensemble is uniform over all the graphs with N vertices
where each vertex has connectivity z [67]. Graph with this property are called
regular. Notice that in order for the ensemble to be non-empty N z has to be
an even number. Sampling of graphs in the RRG ensemble is more involved
than in the ER ensemble.
An exact sampling method was proposed by Bollobás [68], and goes under
the name of configuration model, although we reserve this name to the more
general ensemble and generative procedure we present next. Here we resume
Bollobá s’ procedure. Start with a set of Nz elements, called stubs or half-edges,
and partition them in N subset containing z stubs each and representing the
nodes of the graph. Pair the stubs at random (they are even), that is choose
uniformly at random a matching among them (see also Sec. sec:prel-matching).
Construct the graph associated to this particular pairing (sometimes called
"configuration"). Repeat the pairing procedure until the resulting graph has
no self-loops and multi-edges. It is easy to show that this contruction induces
a law that is uniform over all regular graphs. It is very slow though, and it is
exponentially slower as the degree increases, as we will discuss in Paragraph
2.1.2, due to the fact that the probability of obtain a non-simple graph after a
matching is finite.
An alternative method, proposed in Ref. [69], is less computationally expensive
at the expense of provably yielding a uniform measure only in the infinite graph
limit. The method is a slight and reasonable variation to Bollobás’s one. One
starts matching pairs of stubs one by one at random, and if at a certain step a
self-loop or a multi-edge is produced, only this last matching is discarded and
a new one is proposed, instead of starting over the entire matching procedure.
If during the procedure no feasible pairing remains available the graph is
discarded and the procedure restarts with a new set of unpaired stubs.
This is the method we use throughout the thesis to generate random regular
graphs. Since we deal with finite size correction we took care to check that
this heuristic that does not produce biases in our numerical estimates to the
relevant (i.e. O(1/N)) order.
• GCONF(N, {ki}Ni=1): the configuration model.
This graph ensemble has uniform measure over all the graphs of N nodes
where the node i has degree ki. Notice that this definition is non-trivial only
if ∑i ki is even. The degree distribution in this ensemble is the same for all
graphs and GCONF is sometimes named arbitrary degree distribution ensemble.
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Both the exact and the approximate sampling procedure for this ensembles
are the straightforward generalizations of the one given for the random regular
graph ensemble. On the other hand GRRG is just a particular instance of the
GCONF ensemble.
Alternative definition can be considered for this ensemble, for example vertex
degrees could be independently generated from a distribution {pk} instead of
being fixed to {ki}.
Random graph theory, and statistical physics as well, is often concerned with
the properties of ensemble in the limit of large N , that we will call the large graph
limit, therefore we will assume the existence of a prescription for the scaling with
N of the parameters defining the ensembles, such as p in GER(N, p) and {ki} in
GCONF(N, {ki}). In what follows we will be interested mainly in sparse random
graph ensembles, that is ensembles with finite average degree z in the limit N ↑ ∞.
Therefore, for instance, we will assume the edge probability p in GER to scale as
p = cN to achieve sparsity.
Beyond sparsity, a property possessed by finite dimensional lattices as well, some
peculiar features characterize the ensembles we presented above. One of them, very
convenient for their analytical investigation, is the property of being locally tree-like.
We will give a more precise definition of locally tree-likeness in Paragraph 2.1.2, the
basic idea though is that a ball of finite size centered on a randomly chosen node
does not contain any loop with a probability that goes to one as N goes to infinity.
In this sense the random graph is locally a tree. As discussed in Paragraph 2.1.2,
loops of finite length are rare in random graphs.
Since we mainly discuss the large graph limit, let us define for convenience the
symbol ∼ as
f(N) ∼ g(N) ⇐⇒ f(N) = g(N) + o(1) as N ↑ ∞. (2.7)
Hereafter we will refer to G as to one of the ensembles above in the large N limit.
Asymptotic properties depended only on the degree distribution {pk}, due to
the lack of additional constraints in the definition of the ensembles. For example
it can be shown that the ensemble GER is asymptotically equivalent to GER with
Poissonian distributed {ki}. More refined random topologies where utter local or
global properties can be devised (e.g. assortativity [63]), their analysis is usually
more involved though.
Let us define the random variable edge perspective degree k˜ , of a node chosen as
follows: choose uniformly at random one of its edges from a random graph G in G
and let k˜ be the residual degree (i.e. k˜ = k − 1) of one of its extremities. A little
thought shows that the probability p˜k˜ of obtaining a certain residual degree k˜ is
proportional to k˜ + 1 and to the number of nodes having degree k˜ + 1. Therefore,
for the edge perspective degree distribution {p˜k˜}, and its average edge perspective
degree z˜, that we also call residual degree distribution and average residual degree,
we have
p˜k˜ ∼
1
z
pk˜+1 (k˜ + 1) z˜ ≡ Ek˜ k˜, (2.8)
where Ek˜ denotes expectations over p˜k˜. For Poissonian random graph z˜ = z, while
for RRGs z˜ = z − 1 trivially.
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Sparse graph ensembles G enjoy some powerful factorization properties due to
the large graph limit. For example, if we choose uniformly and independently at
random a n nodes i1, . . . , in, their joint degree distribution factorizes as follows:
P[deg(i1) = k1, . . . ,deg(in) = kn] ∼
n∏
m=1
P[deg(im) = km]. (2.9)
Also the joint degree distribution of nodes in a finite neighbourhood of a given
node factorizes. The local structure of finite neighbourhoods will be discussed in
Paragraph 2.1.2.
The features we discussed have very important consequences to the analytical
treatment of sparse random graph ensembles, in fact they are the among basic
assumption on which the Cavity Method relies. We point the reader to Ref. [15] for
a more in-depth discussion of all these arguments.
Giant Component
An outstanding feature of our sparse random graphs ensembles is the existence of a
sharp threshold, depending on the first two moments of the degree distribution, and
in particular only on the average residual degree z˜, above which a giant connected
component arises. For some values of the parameters defining a graph ensembles in
fact, the almost sure presence of a unique connected component, which contains a
finite fraction of the nodes, can be rigorously proven [70]. Below that threshold, it is
possible to show that w.h.p. only tree-like components exist, thus almost any graph
sampled from G is a forest.
We will give an heuristic argument, which holds to for large graphs, to explain
this phenomena. This the first cavity argument we present in this thesis, and it goes
as follows: consider a uniformly chosen vertex i from the random graph G and call
m the probability it belongs to a giant component. Notice that according to this
definition mN would be the average size of the giant component. The node i is not
in the giant component if no one of its neighbours is in the giant component once
the node i has been removed from the graph, that is once a cavity is formed. We
call mcav this probability for one of the neighbours to belong to the giant component
in the cavity graph. In the large graph limit we can write
1−m = Ek (1−mcav)k, (2.10)
where in the r.h.s. we exploited the factorization of the joint probability distribution
in the cavity graph. We can then write a self-consistent equation for mcav reiterating
previous argument:
1−mcav = Ek˜ (1−mcav)k˜, (2.11)
where the residual degree k˜ is considered. Last equation always admits the solution
mcav = 0. It turns out, as it can be easily seen expanding Eq. (2.11) for small
mcav, that a second solution exists for z˜ > 1, and disappears continuously for z˜ < 1.
Therefore the threshold condition for the emergence of a giant component is given
by
z˜c = 1. (2.12)
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Simple loops distribution
As already stated, and as discussed more in depth in the next Paragraph, sparse
random graphs have the local structure of a tree in the large N limit. Still a finite
number of loops with finite lengths, therefore containing a finite number of nodes
although a null fraction of them, survives the limit. These loops are simple, that
is non-intersecting. It can be proven [67, 68, 71] that, given a set of non-negative
integers {rü}+∞ü=3 , the joint distribution of the number of simple loops for large N is
given by
P[{rü simple loops of length ü}+∞ü=3 ] ∼
∏
ü≥3
e−λüλrüü
rü!
. (2.13)
Therefore the numbers of loops of lengths ü are Poissonian independent random
variables, with mean
λü ≡ z˜
ü
2ü . (2.14)
A simple heuristic argument can be given to understand the mean value z˜ü2ü . In the
setting of the configuration model consider the probability of two randomly chosen
nodes, i0 and i1, to be connected by and edge. Calling k0 and k1 the degree of the
two nodes, to the leading order in 1/N each of the k0 stubs of i0 tries to connect
independently at random with one of the k1 stubs of i1 over the zN total stubs.
Therefore the probability of the edge is given by
P[(i0, i1) ∈ E] =
∑
k0,k1
pk0 pk1k0
k1
zN
+O
( 1
N2
)
= z
N
+O
( 1
N2
)
.
(2.15)
Now consider the probability of the existence of a randomly chosen open path
(i0, i1, i2) of length two. We have a factor k0 accounting for the outgoing stubs from
i0, then a factor k1/zN to connect to i1, then k1 − 1 ways to depart from i1 and a
factor k2/zN to connect to i2. In the end
P[{(i0, i1), (i1, i2)} ⊂ E] =
∑
k0,k1,k2
pk0 pk1 pk2 k0
k1(k1 − 1)
zN
k2
zN
+O
( 1
N3
)
= zz˜
N2
+O
( 1
N3
)
.
(2.16)
Extending the above reasoning to the probability of existence of an open chain of
length ü we straightforwardly obtain
P[ open chain of length ü ] = zz˜
ü−1
N ü
+O
( 1
N ü+1
)
. (2.17)
The number of different paths is given by the way of choosing ü+ 1 nodes, N !/(N −
ü− 1)! divided by a factor two accounting for path reversal symmetry, therefore
E[ # open chains of length ü ] = zz˜
ü−1
2 N +O(1). (2.18)
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The computation of the probability of existence of a certain closed path
P[ closed chain of length ü ] ∼ z˜
ü
N ü
+O
( 1
N ü+1
)
(2.19)
Sine a simple loop of length ü contains ü nodes and has 2ü has a symmetry factor,
we finally have
E[ # closed chains of length ü ] ∼ z˜
ü
2ü , (2.20)
where we have recovered the results expected from Eqs. (2.13) and (2.14). The
factorized Poissonian form of the loops’ joint distribution is due to the asymptotic
independence of this rare events.
Also in this framework an important result regarding the configuration model
can be simply understood. In the large N limit, the probability that the graph
induced by a random pairing is simple is given by [67]
P [pairing is simple] ∼ e− z˜2− z˜
2
4 . (2.21)
This formula can be seen as an extension of Eq. (2.13) to loops of length ü = 1 and
ü = 2 (self-loops and multi-edges), and in this sense it is just the probability for the
graph to contain r1 = 0 and r2 = 0 of them.
Notice that at finite N the maximum length of simple loops is limited by N
itself. Moreover probabilistic arguments such as the one leading to Eq. (2.13) fail as
soon as z˜ü ≈ N , that is for lengths greater then ü ≈ lnNln z .
Local weak convergence
Here we define one of the most important characteristic of sparse random graph
ensembles, that of being locally tree-like, in a sounder mathematical framework. In
these ensembles in fact almost any finite neighbourhood of a node is isomorphic to a
random tree in the large graph limit. To accurately define this property we have
to go through some definitions. We will follow the analytical framework proposed
by Aldous and Steele [50], since it provided very useful in turning Cavity Method
predictions to rigorous results.
Let G∗ be the class of graphs with a countable (also infinite) number of nodes
and a distinguished node that we call root. We will define a notion of convergence of
elements in G∗ through which we will infer a topology on G∗, so that we get to use
all the instruments from weak convergence theory. For G ∈ G∗ let us call Bl(G) the
l-neighbourhood of its root.
Definition 1 (Convergence in G∗). Let {Gn} be an infinite sequence of elements of
G∗. We say that {Gn} converges to G∞ if for each integer l there is a nl such that
Bl(Gn) is isomorphic to Bl(G∞) for each n > nl.
It can be shown that it is possible to provide G∗ with a topology compatible with
this notion of convergence, such that it becomes a complete separable metric space.
As a consequence all the tool of weak convergence theory apply and we denote weak
convergence of measure on G∗ as µn d−→ µ.
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Let GN be one of the ensemble of paragraph 2.1.2. Let {GN} be a random
sequence of graphs in G∗ sampled from GN , with root selected uniformly at random.
Denote with {µN} the corresponding sequence of laws. We call {Tl} a random
sequence of trees of increasing depth l that we define inductively. T0 has a single
node i0. T1 is constructed from T0 extracting k0 from {pk}, adding k0 nodes and
linking them with i0. We call these last nodes children of i0. We build T2 extracting
independently for each children im at the first level k˜m new children, sampled
from {pk},at the second level and linking them with im. Each successive level is
constructed analogously, leaves of the preceding level sprouting independently a new
offspring according to an edge-perspective degree-distribution {p˜k}.
Let us call T the random limiting object of {Tl} and µ its law. Graphs sampled
from the ensemble GN are then said to be locally tree-like, as it can be proved that
µN
d−→ µ (i.e. they are locally isomorphic to a random tree). With a little abuse of
notation we could state this as Bl(GN )
d= Bl(T )
d= Tl for large N .
2.1.3 Factor Graphs
In order to introduce the Cavity Method, an useful analytical tool to deal with diluted
disordered systems, it’s convenient to make use of the factor graph mathematical
structure (it’s not mandatory though, we could have resorted to ordinary graphs
with a little more effort and clumsiness). Factor graphs allows us to model a great
variety of inferential statistic problems [15] [72] and are the natural set for the Belief
Propagation (BP) algorithm we are going to introduce in the next paragraph. They
are used in statistical physics as a graph representation of the geometrical structure
(defined by their interactions) imposed on a set of variables.
A factor graph is an ordered triple G = (V, F,E), where V is the set of variable
nodes (without loss of generality we take it to be [N ]) and F is the set of function
nodes (for us will be F = [M ]). E is a set containing ordered couple (i, r) such
that i ∈ V and r ∈ F , so that E ⊂ V × F . We will generically call nodes elements
of both V and G. To easy the notation we will use the letters i, j, ... for variable
nodes (that we shall also call variable nodes) and r, s, ... for function nodes (f-nodes).
In summations or productories where dummy indices i or r are present without
further specifications, they are intended to run over the sets V and F respectively.
Factor graphs can be subsumed in the contest of ordinary Graph Theory as bipartite
graphs and from Graph Theory we shall import definitions and results. We call
neighbourhood of a variable node the set ∂i = {r ∈ F : (i, r) ∈ E} and neighbours
its elements. The degree of a node is the number of its neighbours. We write
unambiguously i ∈ r to mean in i ∈ ∂r. We call v-neighbourhood of i the set of
variable nodes having a common neighbour with i. Specular definitions hold for
f-nodes. A path between nodes is a sequence of edge P = (e1, e2, ..., ep) such that
two consecutive edges share a common node and it length is the number of edge it
contains (p for P ). The distance between two nodes is the length of shortest path
such that the first and the last edge contain respectively the two nodes. With this
definition neighbours of a node are simply nodes at distance one from it and we can
define an l-neighbourhood of a node as the set of nodes at distance at most l from
it. A loop is a path that start and ends with the same node and a tree (we will see
the importance of this definition) is a factor graph without loops.
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Fig. 2.1. Visual representation of the factor graph associated to the bidimensional Ising
model. Black squares are function nodes, white circles are variable nodes.
Having gone through the definitions, we want to relate the abstract mathematical
structure with actual (physical) problems. To do so we extend the factor graph
definition to that of graphical model, that is a factor graph with variables xi associated
to its variable nodes i, taking values in a set X (that we shall suppose to be finite),
and real-valued function ψr associated to each f-node r and taking as argument the
variables associated to its neighbours. If we write xr = {xi : i ∈ r} for the argument
of ψr and x for the entire set of variables associated to G, for a generic graphical
model (that we shall also call G for convenience) we can express the probability
density distribution as
µG(x) =
∏M
r=1 ψr(xr)
ZG
. (2.22)
ZG is a normalization factor that statistical physicists will interpret as the partition
function. Vice-versa to each probability density of type (2.22) (that is every one,
but the corresponding factor graph could be trivial in some cases) we can naturally
assign a graphical model. We arrived then to a probabilistic interpretation of a
factor graph structure, where f-nodes represent ‘interaction’ among variable nodes
neighbours. As an example, in a Ising spin model (see Fig. 2.1) the interaction term
would be
ψij(xi, xj) = eβJxixj . (2.23)
The utility of factor graphs has been discovered by statistical physics community
thanks to the success of Cavity Method in solving computational problems (random
K-Sat for example) that couldn’t be modelled on ordinary (non bipartite) graphs
. Sometimes we will use the term graph instead of factor graph when the context
allows no ambiguity.
2.2 Spin glasses and Random Fields
Archetypal example of disordered systems are spin glasses and random fields models.
Here we will briefly describe their phenomenology. For a broader discussion we point
out to the reader Refs. [13] and [73]. Both models present disorder in the form of
some kind of randomness encoded in the Hamiltonian: random couplings for spin
glasses, and random external magnetic fields for random field models. This kind
of disorder, that can be thought as to correspond to very slow (frozen) degrees of
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freedom, goes under the name of quenched disorder. The free energy of this system
depends on the particular realization of the disorder. One is then usually interested
in the average properties of this system, the most relevant one being the average
free energy
f ≡ Efsample ≡ − 1
βN
E lnZsample, (2.24)
where E is the average over the disorder. Some observables O in disordered systems,
most noticeably the free energy, have the self-averaging property, that is the relation
lim
N→+∞
P (|O − E[O]| > Ô) = 0, (2.25)
holds, therefore almost any realization of the system has the same value of O in the
thermodynamic limit.
Spin glasses are statistical mechanics models of magnetic systems presenting
competing interactions, at odd with the purely ferromagnetic usual ones. In this
thesis we will deal with the Ising spin glass, where the dynamical variables are binary
(Ising) spins {σi}N1=1 taking values in {−1,+1}. Although binary variables provide a
drastic simplification to real systems, Ising models are widely recognized to be able
to catch in many cases most qualitative aspects of real systems. Generalizations to
vectorial spins go under the name of Heisenberg models. Given a graph G = (V,E)
as the underlying topology of the model, we associate to each edge an interaction
Jij extracted independently at random according to some distribution P (J). The
single sample, {Jij}-dependent Hamiltonian is then given by
HJ [{σ}] = −
∑
(i,j)
Jijσiσj − h
∑
i
σi (2.26)
and the corresponding (random) partition function is
ZJ =
∑
{σ}
e−βHJ [{σ}] (2.27)
If P (J) has support only on positive reals the model is called a disordered ferromag-
netic model, while if Jij can take also negative values we call it a spin glass. We call
frustration the presence, in a given sample, of simple loops such that the product of
the signs of Jij along the path is −1, meaning that it is not possible to satisfy each
bond, i.e. to find a configuration {σi} such that σiJijσj = 1 along the frustrated
loop. Frustration is the distinguishing feature of spin glasses , and the cause of some
of their peculiar features, such as degeneracy of ground states and computational
hardness.
The correct solution of the fully-connected spin glass model (the Sherrington-
Kirkpatrick (SK) model) was obtained by Parisi [10] within the replica method,
through a peculiar scheme to escape the symmetry of the action under replica permu-
tation. This approach, called (Full) Replica Symmetry Breaking, beside yielding the
correct value for the average free energy, hinted to a deep probabilistic structure of
the SK models, clarified in the following years. Below a certain temperature Tc the
system enters a disordered glassy phase, characterized by the slowing down of the
dynamics, slow decay of correlation functions, presence of an exponential number of
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pure states. The complexity of states, ergodicity breaking, ultrametricity, stochastic
stability, slowing down of the dynamics,became central concept to the analysis of the
SK model. We point to Refs. [13] and [52] for a detailed discussion of the argument.
Finite dimensional spin glass on the other hand are a much open problem. Two
competing theories, one inspired to the solution of the SK model, the other, the
droplet theory, to domain based arguments, depicts two very different scenarios for
the thermodynamic phase under Tc. Replica symmetry breaking advocates support
the existence of a spin glass phase with an exponential number of pure states [74],
while the droplet community claims that only two symmetry related pure states
exist [75]. Monte Carlo numerical simulations, plagued by the extreme slowing down
of the dynamics, have not given yet conclusive results, despite the intense effort of
the last years.
Another class of disordered systems is that of magnetic systems in a random
external field. The prototype of these systems is the Random Field Ising Model
(RFIM), defined by the Hamiltonian
Hh[{σ}] = −J
∑
(i,j)
σiσj −
∑
i
hiσi, (2.28)
with J > 0 and {hi} independent identically distributed random variables Ehi =
0, Ehihj = δij∆2. The control parameters for the system are the temperature
T and the ratio r = ∆J . A simple argument, due to Imry and Ma, shows that
the lower critical dimension for the system is dl = 2. For d ≥ 2 in fact there is
a critical line rc(T ) in the r − T space separating the paramagnetic phase above
from a ferromagnetic phase below. For pure ferromagnetic systems instead the
lower critical dimension is dl = 2. While there was some argument in favour of a
spin glass phase for some values of the parameters [76, 77], this possibility has been
recently excluded [78]. Another interesting conjecture, based on a supersymmetry
argument [56], concern the equivalence to all order of perturbation theory of random
field systems in dimension d with pure systems in dimension d− 2. This equivalence
is called dimensional reduction, and it would predict a lower critical dimension dl = 3
at odd with the rigorous result dl = 3. Therefore dimensional reduction breaks down
at least at low dimension. Recently some authors, using a functional renormalization
group approach, proposed the value d∗ ≈ 5.1 as the lower critical dimension for the
validity of dimensional reduction [79]. In the RFIM disorder is a relevant direction
for the renormalization group flow, and the phase transition is controlled by the
zero temperature fixed point [53]. In-depth discussions of the RFIM can be found in
Refs. [80] and [73].
2.3 Replica Method
Replica method is a powerful analytical tool to address systems with quenched
disorder [13]. The necessity of its use steams from the difficulty in averaging the
random partition function Z as argument of the logarithm in
f = − 1
βN
E lnZ. (2.29)
20 2. Preliminaries
Its main ingredient is the mathematical identity
lim
n→0
Zn − 1
n
= lnZ, (2.30)
such that we can write
f = lim
n→0−
1
nβN
lnEZn. (2.31)
Computation of EZn is then performed for integer n, since this case is mathematically
tractable. One therefore introduces n copies of the system, called replicas, having
the same disordered in the Hamiltonian. Computation is then carried out, usually
introducing an order parameter and performing a steepest descent evaluation point
in the thermodynamic limit (N ↑ ∞). The n ↓ 0 limit is finally taken, yielding the
average thermodynamic free energy. There are some faulty steps in this approach,
preventing it from being rigorous: analytical continuation to n = 0, which is not an
accumulation point; exchange of the limits n ↓ 0 and N ↑ ∞; saddle point evaluation
is always performed in a restricted subspace, defined through some symmetry related
ansatz), since minimization of the action in the full parametric space is infeasible.
Nonetheless replica method has proved to be an highly effective method and some
of its predictions where proved to be right (sometimes decades later), while none to
be wrong.
Throughout this thesis we will give numerous examples and applications of the
replica method , namely in Chapters 3,4,5,7 and 8, therefore we will not go to great
detail in this paragraph.
As an example of the method, the replicated partition function of the Sherrington-
Kirkpatrick spin glass model, after an Hubbard-Stratonovich transformation and
summation over the the replicated spin configurations, for large N is given by
EZn ∼
∫ n∏
a<b
dqab e−NS[{q}] (2.32)
where the replicated action is given by
S[{q}] = −nβ
2
4 +
β2
2
n∑
a<b
q2ab − ln
∑
σ1,...,σn
e−β
∑
a<b
qabσ
aσb . (2.33)
The order parameter here is the n× n zero diagonal symmetric matrix {qab}, for
a total of n(n−1)/2 degrees of freedom. In order to make the analytical continuation
to real n, a explicitly n-dependent ansatz for {qab} has to be proposed. The most
simple one is to the Replica Symmetric (RS) ansatz, and assumes independence of
the saddle point value of qab from its indexes, that is qab = q for all a, b, a Ó= b. The
RS ansatz is usually exact on fully-connected or locally-tree like topologies in the
high temperature phase. In spin glass systems though, below a certain temperature
Tc a more complicated ansatz that goes under the name Replica Symmetry Breaking
(RSB) is needed. This low temperature phase is called the spin glass phase. In this
thesis we will deal only with RS systems, therefore we point the reader to Refs. [13]
and [15] for an in-depth discussion of the broad phenomenology of the spin glass
phase.
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As a final note we want to discuss the equivalence between to alternative de-
scription for the order parameter in Ising model on diluted systems. One can choose
as a set of order parameters the multioverlaps {qa1...ap}, with p ≥ 1, expressing
correlation among replicas according to
qa1 =
1
N
∑
i
E〈σa1i 〉
qa1a2 =
1
N
∑
i
E〈σa1i σa2i 〉
. . .
qa1...ap =
1
N
∑
i
E〈σa1i . . . σapi 〉
. . .
(2.34)
where {s1i }, . . . , {σni } are the thermally independent replicas and 〈•〉 is the thermal
average. In fully-connected systems only the first two moment qa and qab are
needed to have a complete description of the system, since due the central limit
theorem effective fields acting on replicas are Gaussian distributed. An example of
multioverlap description is given in the matching problem of Chapter 7. Although
the problem is set on a fully-connected graph it acts effectively as a random diluted
graph, since only a small fraction of costs contributed to the relevant configurations.
The other possible description of replicated diluted system, and the on we employ
most often during the thesis, is the one given by the order parameter ρ(σ1, σ2, . . . , σn),
a real or complex valued function of the 2n = |{−1, 1}n| replicated spin configurations.
Throughout the thesis we will use the notation ρ(σ) ≡ ρ(σ1, . . . , σn) and we will
refer to ρ(σ) also as a vector with 2n components. The function ρ(σ) is related to
the multioverlaps {qa1...ap} by
qa1...ap =
∑
σa1 ,...,σap
ρ(σ)σa1 . . . σap . (2.35)
The Replica Symmetric ansatz for this two sets of order parameters corresponds,
with a little abuse of notation, to ρ(s1, . . . , σn) ≡ ρ(∑na=1 σa) and qa1...ap ≡ cp.
2.4 Cavity Method
2.4.1 Belief Propagation
Cavity Method has been developed in the context of mean field glass theory [13] as
an alternative to the Replica Trick approach and turned out to be very effective in
tackling statistical models on locally tree-like structures. It is a generalization of the
long known Bethe-Peierls approximation and it’s main idea, used in different forms
and in different scenarios [13] [15], is that properties of a system of large size do not
change too much if the system is increased by a single element. Following [15] we
will take an algorithmic approach introducing the Cavity Method through Belief
Propagation, a message passing algorithm on single instances of the problem, and
we will deal with random instances in the next paragraph. Belief Propagation (BP)
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is a message passing algorithm on a generic graphical model (G, {ψr}). It gives an
estimate of µ probability distribution marginals that is correct for tree factor graphs
and has proved to be fairly accurate on some models with long (or even short) loops
and short range correlations. If BP equations admit a unique fixed point, BP fixed
point messages can be used to calculate the so called Bethe approximation to free
energy.
Let’s define µ distribution marginals as
µi(xi) =
∑
xV \i
µ(x) i ∈ V ;
µr(xr) =
∑
xV \∂r
µ(x) r ∈ F ;
µA(xA) =
∑
xV \A
µ(x) A ⊂ V.
(2.36)
We then introduce the aforementioned messages, that is we assign to each
(i, r) ∈ E two probability distributions, νˆ(t)r→i(xi) and ν(t)i→r(xi), over the space X,
where index t denotes t-th iteration of the BP algorithm we are going to define.
BP update rules are local, messages at time t + 1 at each edge are calculated
from messages at time t on adjacent edges. We write the BP update rules, also
known as sum-product rules as
νˆ
(t)
r→i(xi) ∼=
∑
xr\i
ψr(xr)
∏
j∈r\i
ν
(t−1)
j→r (xj),
ν
(t)
i→r(xi) ∼=
∏
s∈i\r
νˆ
(t)
s→i(xi).
(2.37)
Symbol ∼= denotes equivalence up to a constant factor given by the normalization
condition.
Starting from a given initial condition {ν(0)i→r}, that could be the uniform dis-
tribution over X (i.e. ν(0)i→r(xi) = 1|X|), one could ask himself if Eq. (2.37) leads to
some limit distributions at finite t or as t ↑ ∞. As a complementary point of view
we can search for solution of
νˆr→i(xi) ∼=
∑
xr\i
ψr(xr)
∏
j∈r\i
νj→r(xj),
νi→r(xi) ∼=
∏
s∈i\r
νˆs→i(xi),
(2.38)
fixed points of dynamic (2.37), and study their stability and their attraction basin.
We notice that a probability distribution over a finite set of |X| elements can be
parametrized as a point of the |X|-dimensional simplex, so distribution limits are
well defined using equivalent norm in these spaces.
The BP estimate of marginal µi after t iterations is given by
ν
(t)
i (xi) ∼=
∏
r∈i
νˆ
(t)
r→i(xi) (2.39)
A first taste of the consistence and utility of these definitions is given by the
following fundamental theorem:
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Teorema 1 (BP is exact on trees). Let (G, {ψr}) be a tree-like graphical model with
diameter t∗. Then:
1. For any initial condition BP messages converge to the unique fixed point in
t∗ + 1 iterations at most.
2. Fixed point messages yield an exact estimate of marginals, ν∗i (xi) = µi(xi) ∀i ∈
V .
Proof. In tree-like graphical models BP it’s just a clever way to sum over variables
in the partition function, beginning from leaf and down to the root. Let Ti→r denote
the connected component including variable i once removed (i, r) from G. We shall
call t∗(i→ r) the depth of Ti→r.
We are going to prove that, for each number of iteration t > t∗(i→ r), message
v
(t)
i→r converges to the marginal distribution of i in the graphical model Ti→r. It
follows that for each t > t∗ every marginal is exactly computed. Proof proceeds
by induction on t∗(i→ r). The first step is trivial: Ti→r is composed by the single
node i, t∗(i→ r) = 0 and its marginal distribution in Ti→r given by (2.39) is equal
to v(t)i→r = 1|X | ∀t > 0 in the original model thanks to (2.37). Let our assumption
hold true for t∗(i→ a) ≤ τ and let’s prove it for t∗(i→ r) = τ + 1. Nodes j ∈ s \ i,
with s ∈ i \ r, are the roots of subtrees with depth τ at most, therefore we can use
our inductive hypothesis and for t > τ messages {ν(t)j→s} correspond to marginals on
respective subtrees. Putting in {ν(t)j→s}(2.37) and thanks to (2.39) they grant the
exact marginal of i in Ti→r, which is the message ν(t+1)i→r in the original model. This
completes the proof.
Since t∗ < N , once fixed the root i, assuming the time to the neighbours of a
given node a to be of order O(dega) and taking the factor graph to be a uniformly
sparse tree, we found an algorithm of complexity O(N) to exactly compute the
marginal µi iterating BP equations only for messages descending from leafs to the
root. This is a huge leap forward compared to the naive approach of summing over
xV \i variables which takes O(|X|N−1) operations. Moreover even on factor graphs
with loops often BP estimates get to be fairly accurate, and especially so when
length of loops are of order O(log(N)), as in the ensemble we are going to study,
and no long range correlations arise. Even in same cases where many short loops
exists, such as in the two index assignment problem, BP has been proven to yield
exact results [81].
Preceding theorem could be generalized as follows, still on tree factor graphs:
given A ⊂ V , let FA = {r ∈ F : ∂r ⊆ A} and ∂A = {r ∈ F : ∂r∩A Ó= ∅}\FA. Then
µA(xA) ∼=
∏
r∈FA
ψr(xr)
∏
r∈∂A
νˆ∗r→i(r)(xi(r)), (2.40)
where i(r) is the unique variable node of A neighbour of the the f-node r ∈ ∂A.
Update rule (2.37) can be often simplified taking into account the symmetries
and the structure of the considered model. When the alphabet X is composed by
two letters, that is variables can take only two values, probability distribution over
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X ( and messages in particular) can be parametrized by a single real number. For a
given parametrization Eq. (2.37) can be recast as equations involving multivariable
real functions, much more analytically and numerically amenable. A typical choice
for Ising-like systems (X = {−1, 1}) is
hˆ
(t)
r→i =
1
2β log
νˆ
(t)
r→i(1)
νˆ
(t)
r→i(−1)
, (2.41)
and the new messages {hˆ(t)r→i} acts as effective magnetic field on spins.
On a tree-like factor graph ensemble G we are mainly interested in the distribution
of messages over the whole graph, that we denote with P (νˆ). In the large graph
limit we can associate to BP equations (2.37) a distributional recursion rule
P (t)(νˆ) = E
∫
δ
(
νˆ − fˆR({νˆsj})
) C∏
j=1
Dj∏
s=1
P (t−1)(νˆsj)dνˆsj (2.42)
that goes under the name of Density Evolution (DE). In last equation expectation
is taken over random f-node residual degree C, random independent variable node
redsidual degrees {Dj} and a compatibility function label R. In fact, in random
graphical models, each f-node has an associated compatibility function randomly
chosen among a certain collection (e.g. in spin glass models the interaction term Jij
is a random number ). Independence of messages coming from different subtrees
is exploited factorizing the incoming messages joint probability distribution. Once
sampled C and {Dj},M(X)-valued function fˆR corresponds to BP updated rules
(we use only factor node to variable node messages for the sake of concision)
fˆR({νˆsj})(x) ∼=
∑
{xj}
ψR(x, {xj})
C∏
j=1
Dj∏
s=1
νˆsj(xj). (2.43)
Fixed points of Density Evolution take a crucial role in Cavity Method as we will
soon elucidate.
2.4.2 Replica Symmetry
Let’s turn our attention to fixed point BP equations
νˆr→i(xi) ∼=
∑
xr\i
ψr(xr)
∏
j∈r\i
∏
s∈j\r
νˆs→j(xj). (2.44)
Cavity Method in its simplest form, the Replica Symmetric (RS) Cavity Method,
assumes that (2.44) have only one solution1 or a symmetry related few (as in the Ising
model in the ferromagnetic phase, we shall omit this case though). In physical terms
this scenario corresponds to a single pure state for the system: the Gibbs measure µ
is not decomposable in a convex linear combination of independent measures (when
this assumptions fails to be true, and an exponential number of pure states arises,
1That is true only for infinite graphs, for finite graphs we speak of quasi-solutions [15] or
approximate solutions but this is unimportant in the present context.
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we have to resort to Replica Symmetry Breaking). What we are establishing is a
one-to-one mapping of the BP (or DE) fixed points to the pure states of the system.
Linkage to usual thermodynamic functions is done through the Bethe free energy
functional fBethe({νˆr→i}) defined as
−βfBethe({νˆr→i}) = 1
N
∑
r∈F
ln
(∑
xr
ψ(xr)
∏
j∈r
∏
s∈j\r
νˆs→j(xj)
)
+ 1
N
∑
i∈V
(1− |∂i|) ln
(∑
xi
∏
r∈i
νˆr→i(xi)
)
.
(2.45)
Free entropy φ gives the correct Helmotz free energy (−βfH = φ) on tree models and
is the RS approximation to the free energy on non tree models, known to be correct
on some simple case (e.g. Ising model on random graphs, two index assignment and
many others). It is also known as the Bethe free entropy. It can be shown that BP
fixed point messages can be recovered through a variational principle applied to
Bethe free entropy. More precisely each BP fixed point is also a local maximum of φ
(considered as a function of |E| messages) and vice versa [15].
On a factor graph ensemble we can use the (supposed to be unique) fixed point
of Density Evolution P∗ and express the average Bethe free energy as
−βfBethe =d
c
ln
( ∑
{xj}
ψR({xj})
C0∏
j=1
Dj∏
s=1
νˆsj(xj)
)
+ (1−D0) ln
(∑
x
D0∏
s=1
νˆj(x)
)
.
(2.46)
Expectation are taken over random variables the random variable node and factor
node degrees D0 and C0, the random variable node residual degrees {Dj}, the
compatibility function node label R and messages {νˆsj} and {νˆj} independently and
identically distributed as P∗. d and c are the mean variable and factor node degrees
respectively.
On locally tree-like factor graphs, where loops’ length is O(lnN), Replica Symme-
try Cavity Method achieves exact values for marginals and thermodynamic functions
as long as correlations between variables remain short-ranged, so that independence
of incoming messages assumption holds true. Obviously Cavity Method scores poorly
on those graphs where short loops are present and near neighbours of a variable
i are strongly correlated even after i removal, as in the case of most models on
finite dimensional lattices. To cope with that generalizations of Belief Propagation
algorithm have been proposed [82] and cluster-based free energy approximation
(of which the Bethe free energy can be considered the simplest level) have been
studied for a long time [83]. Long range correlations are responsible for the failure of
Replica Symmetric assumptions on locally tree-like models and Replica Symmetry
Breaking ansatz have been developed to dispatch a cure extending the Cavity Method
formalism.
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2.5 Combinatorial Optimization
2.5.1 Formulation and link with statistical physics
Optimization has a crucial role in every human activity, because whatever our
purposes are, being them determined by chance, feelings, instinct and reason, it’s
our nature to speculate rationally about the best way to achieve them quickly and
thoroughly. In mathematics and theoretical computer science a generic optimization
problem is characterized by a feasible solution space S and an objective function
f : S → R called the cost function. One is interested in finding the set of optimal
solutions
S∗ = Arg min
s∈S
f(s) (2.47)
and their cost, the optimal cost
E∗ = min
s∈S
f(s). (2.48)
Combinatorial optimization problems are a special class of optimization prob-
lems, the requisite being a finite feasible solution space S. The Matching problem
and the Assignment problem we are going to cover in the next chapters are well
known examples of optimization combinatorial problems, among many others as the
Travelling Salesman Problem, the Minimum Weight Spanning Tree, graph coloring,
boolean satisfiability problems and so on (see [84]) for an introduction to the theme).
All the combinatorial optimizations problems we just mentioned have a natural
representation in terms of factor graphs.
Link between combinatorial optimization and statistical physics is made through
the partition function
Z =
∑
s∈S
e−βf(s) (2.49)
and the solution to the problem is recovered in the limit β ↑ ∞. cost function f is thus
associated to the total energy of a given configuration. To obtain a sensible statistical
physic model the cost function has to be properly scaled (an operation that leaves
S∗ unaltered) in the size of the problem N (often the number of variables involved)
so that thermodynamic quantities are linear in N . Moreover the large N limit has to
be taken, so that model (2.49) is apt only to study the asymptotic behaviour of an
optimization problem. That’s not a hindering limitation however, because threshold
characterizing interesting transitions (e.g. the SAT-UNSAT transition in the random
K-SAT problem) can be made sharp only for N ↑ ∞ and many asymptotic properties
tends to be acquired very fast as N grows.
Very often, at least from a theoretical point of view, one is interested in elucidating
the average behaviour of random instances of some optimization problems.
It turns out that techniques developed by physicists in the contest of spin glass
theory, and the Cavity Method in particular, are well-suited to cope with these
problems. The seminal paper in the field was published in 1985 by Parisi and
Mézard [18]. They used the Replica Trick in the Replica Symmetric approximation
to compute the asymptotic optimal total cost of the random link assignment problem.
After their work many other appeared in the successive years, addressing completely
connected or dense graphical model through the Replica Trick [19,85], which could be
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used in its original form and allowed for Replica Symmetry Breaking. At that time,
on sparse graphical models only the RS ansatz could be applied using the Replica
Trick [86]. The next leap forward was made in 2001 thanks again to Parisi and
Mézard, who showed how to implement the first step of replica symmetry breaking
on sparse graphical models through the Cavity Method [14]. The algorithmic version
of the 1RSB cavity method was then proposed in Ref. [20].
Development in this field through the 2000s have been impressive. The connection
between the Bethe approximation in physics and the Belief Propagation algorithm
from computer science was recognized [87], and a class of heuristic algorithms based
on Kikuchi’s cluster-variation method [83] was proposed [82]. Random constraint
satisfaction problems, such as K-SAT, where characterized in terms of the geometric
structure of the space of solutions, a collective effort which involved many scholars
for two decades, summarized in Ref. [22]. For example, in large instances of the
random 4-SAT problem, calling α the parameter controlling the density of clauses
that have to be satisfied, there exist three values αd < αc < αs such that : for
α < αd almost all solutions belong to unique cluster, that is any two of them are
connected by a path of solution involving a small rearrangement of the configuration
at each step; at α = αd there is the clustering (also said dynamical) transition, and
for αd < α < αc solutions are organized in an exponential (in N) number of clusters;
at α = αc the system undergoes a thermodynamic transition, called the static or
the condensation transition; for αc < α < αs a finite number of clusters carries the
whole Gibbs measure; finally, above αs, the satisfiability threshold, the problem
admits no solutions at all [15].
In this thesis we will focus on a problem with a simple, replica symmetric
structure, the Matching problem, that we present in the next paragraph.
2.5.2 The Matching Problem
The matching problem is a combinatorial optimization problem that has drawn
the attention of both the computer science [84, 88–92] and the statistical physics
[18,19,59,62,93–97] communities for many decades. Among its pletora of applications,
we mention computer vision [98], control theory [99,100] and pattern matching [101].
Variants of the matching problem are the multi-index matching problem [60] and
the set packing problem [6]
Even in its most general formulation, the problem belongs to the P computational
complexity class, and many famous algorithms have been developed to solve it
efficiently [88,89,91].
For a given N × N cost matrix wij , i, j = 1, . . . , N , wij = wji, the minimum
matching problem is formulated as the following integer programming problem:
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minimize E[n;w] ≡
∑
i<j
wijnij
subject to nij ∈ {0, 1} ∀i, j
nii = 0 ∀i
nij = nji ∀i, j∑
j
nij = 1 ∀i
(2.50)
More generally and from a graph theoretic perspective, for an arbitrary graph
G = (V,E) a matching M is a subset of the nodes, M ⊆ E , such that no node in
V has two or more edges in M . Two nodes i and j are matched if (i, j) ∈M , and
in that case we call (i, j) a match. A perfect matching is a matching where each
node is matched. The size of a matching is its cardinality. A maximum matching
is matching such that no other matching has greater size. Notice that maximum
matchings generally are not unique. If we associate a real number wij , that we call
cost or weight, we are considering the weighted matchings. Since in this thesis we
address only weighted matchings we call them matchings as well. A minimum weight
maximum matching is a matching that solves the following problem, that we will
generally call the matching problem:
minimize E[n;w] ≡
∑
(i,j)∈E
wijnij
subject to
∑
(i,j)∈E
nij maximized
nij ∈ {0, 1} ∀(i, j) ∈ E∑
j∈∂i
nij ≤ 1 ∀i ∈ V
(2.51)
Matching that satisfy this property are also called optimal matchings. The function
E[n;w] is the cost function and its mimum value E∗[w] is the optimal (total) cost.
We see that this problem reduces to the formulation 2.50 when the underlying graph
is the complete graph. When G is taken as a complete bipartite graph, we will call
problem 2.51 an assignement problem or a bipartite matching problem.
In this thesis we deal with random instances of the matching problem. One
kind of randomness that we do not examine is the one in the underlying graph G.
Matching on random graphs, in fact, both in its weighted and unweighted versions,
has been investigated in numerous papers [61,90,102,103].
Here we investigate fully-connected models where the randomness is encoded
in the cost matrix {wij}. The archetypal example of such problem is the random
link, where the matrix elemens wij are independent and identically distributed. The
random link problem was investigated, using the replica method, by Parisi and
Mézard [18]. They obtained, for exponentially distributed costs, the celebrated
result
lim
N→+∞
Ew E∗[w] =
pi2
12 , (2.52)
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later proved by Aldous [104] and successively, using different techniques, by Linusson
and Wästlund [105].
A much more difficult problem is the Euclidean matching problem. The cost
matrix here is induce by the distances among N points distributed uniformly in
a box in Rd, wij = ‖xi − xj‖. Therefore the matrix element are highly correlated
and analytical treatment is very difficult. The problem was introduced in Ref. [58]
and studied with the replica method, although a crude approximation was made,
considering only cost correlations among triple of points (triangles) and factorizing all
the others. In Chapter 7 we show how to improve upon their approximations taking
into account correlations in polygons of arbitrary lengths. In Chapter 6 instead we
use a completely different approach, based on continuum approximation, to analyse
the Eulidean bipartite matching problem, where density fluctuations among the two
point sets lead to non-trivial scaling behaviour for the average optimal cost.
Noticeably, on complete graphs, although the BP algorithm does not converge, it
gives the exact optimal configuration and total cost after a certain problem-dependent
iteration step [81, 106]. Also the Cavity method predictions for diluted models have
rigorously proved on locally tree-like structures [103]. .
For numerical analysis we make use of the solver implemented in the Lemon
Graph Library [107]. It is based on Edmond’s blossom algorithm [91], which has
Θ(|V ||E| ln |V |) computational time complexity. This would make for a Θ(N3 lnN)
complexity for the fully connected graphs we deal in this thesis. Since edges
participating in optimal matchings belong to the O(1/N) fraction with the lowest
weights [108], in numerical experiments we prune from the graphs the edges with
weights above a certain cut-off value γ. Obviously γ has to be chosen high enough
to not interfere with the optimal matching. The pruning procedure transforms the
graph in a diluted random graph, therefore the algorithmic complexity is reduced to
Θ(N2 lnN).
2.5.3 The Minimum Cut Algorithm
As an example of application of techniques from combinatorial optimization to
disordered systems, in this paragraph we will show the equivalence between the
problem of finding the ground state configuration in a RFIM and the minimum cut
problem, an combinatorial optimization problem belonging to the P computational
complexity class, also known as min-cut problem). To our knowledge this equivalence
is stated for the first time in Ref. [109]. Consider an instance of the RFIM on graph
G = (V,E). The Hamiltonian is given by
H[σ] = −
∑
(i,j)∈E
Jijσiσj −
∑
i∈V
hi σi, (2.53)
with Jij > 0. We want to find the spins configuration σ∗ that minimizes the energy
of the system. We notice that a spin configuration σ is specified by a partitioning
of V in two sets, V + and V −, V + ∪ V − = V , such that si = 1 for i ∈ V + and
si = −1 for i ∈ V −. The energy of a configuration is determined by the "unsatisfied"
bonds and fields. In fact, if we define the two sets H+ = {i ∈ V : hi > 0} and
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H− = {i ∈ V : hi < 0}, we have
H[V +, V −] = Eref +
∑
i∈V˜ +
j∈V˜ −
2Jij +
∑
i∈V +∩H−
2|hi|+
∑
i∈V −∩H+
2|hi|, (2.54)
where for convenience we set Jij = 0 if (i, j) Ó∈ E. The reference energy Eref is
defined by
Eref = −
∑
(i,j)∈E
Jij −
∑
i∈V
|hi| (2.55)
In order to transpose the energy minimization problem in a minimum cut problem,
we construct an auxiliary oriented graph G˜ = (V˜ , A˜). The node set of the new
graph is the old one plus two additional nodes representing the positive and negative
field respectively, V˜ = V ∪ {+,−}. The arc set A is the union of three sets,
A˜ = E˜ ∪ E+ ∪ E−. E˜ contains two arcs for each edge in E, E˜ = {(i → j) :
(i, j) ∈ E}. The other two sets are defined as E+ = {(+ → i) : i ∈ H+} and
E− = {(i→ −) : i ∈ H−}. We associate a weight J˜ij > 0 to each arc (i→ j) ∈ A˜
according to
J˜ij =

Jij (i→ j) ∈ E˜,
hj (i→ j) ∈ E+,
−hi (i→ j) ∈ E−.
(2.56)
For convenience we also set J˜ij = 0 if (i → j) Ó∈ A. It is now easy to see that we
can rewrite each configuration’s energy in terms of the non-asymmetric matrix J˜ ,
and that minimization of the energy given in Eqs. (2.53) and (2.54) is equivalent to
finding
min
V˜ +,V˜ −
∑
i∈V˜ +
j∈V˜ −
J˜ij (2.57)
Minimization is over all the partition of V˜ in two sets, V˜ + and V˜ −, such that
+ ∈ V˜ + and − ∈ V˜ −. This the exact definition of the minimum cut problem for G˜
with source + and sink −. Its connection to the ground state of the RFIM is thus
established.
Therefore, in order to find the ground state configuration of the RFIM, we can
go trough the construction of the auxiliary graph depicted above and then use one
of the many algorithms available to solve the corresponding minimum cut problem.
In particular the max-flow min-cut theorem, establishes the equivalence through
duality of the minimum cut problem with another celebrated optimization problem
on graphs, the maximum flow problem [84]. Therefore many algorithm used to
solve for the min-cut exploit this connection with the max-flow. In this thesis we
make use of the solver implemented in the Lemon Graph Library [107] based on
a push-relabel maximum flow algorithm [110]. The computational complexity of
this algorithm is Θ(|V |2√|E|). For finite connectivity systems the computational
complexity is therefore Θ(N2.5). Average computational complexity is significantly
inferior, as discussed in Figure 2.2.
Unfortunately minimum cut algorithms work only for positive weights J˜ij , there-
fore they cannot be us find the ground state of Ising spin glasses. Energy minimization
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Fig. 2.2. Timing of the push-relabel minimum cut / maximum flow algorithm implemented
in the Lemon graph library. Simulations were performed on a Core i5 2500k processor.
(Left) RFIM on random regular graphs with conectivity z = 4. (Right) RFIM on a
cubic lattice in dimension d = 3. Averages are taken over 10000 samples. The error
bar is the standard deviation of the population. Quite interestingly the computational
time remains constant in the whole paramagnetic phase up to the transition point and
decreases only in the ferromagnetic phase. Average computational complexity varies
approximately between Θ(N1.5) and Θ(N2) in the range considered.
in spin glass can be stated as a maximum cut problem, and it belongs to the NP
computational complexity class [111]. Best exact solver for spin glasses are usually
based on brunch-and-bound approaches [111].
On the other hand many heuristic solver have been proposed to find spin glass
ground states [111,112]. Noticeably for the present discussion, one of these heuristics,
the Cluster-Exact Approximation (CEA) , is a zero temperature Markov Chain
Monte Carlo algorithm where the standard single spin flip is replaced with the exact
minimization of the energy on a unfrustrated subgraph of the original graph [113].
In fact any unfrustrated Ising system can be gauge transformed in a ferromagnetic
system, therefore the min-cut algorithm can be (locally) applied. Also combination
of genetic algorithms [114] and CEA have been recently proposed and showed to be
highly effective [115].
2.6 Finite size corrections
In finite dimensional systems with periodic boundary conditions one would expect
exponentially decaying finite size corrections, due to arguments somewhat related
to the Euler-McLaurin formula. The system in fact feels its finiteness, as far as
observables are concerned, only through diagrams involving rewiring around the torus.
This implies, for non-critical systems, an additive correction which is exponentially
decaying in the length L of the lattice, or some power of it. Divergence from this
standard behaviour is an interesting phenomena and points towards criticality. The
Euclidean monopartite and bipartite matching problems belong to this class, as we
will investigate in Chapters 6 and 7.
Finite size corrections have been computed in the SK model, on the Almeda-
Thouless line, by Parisi, Ritort and Slanina [116,117]. Their approach is based on a
replicated field theory. Due to the divergence of all the terms in the diagrammatic
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expansion around the saddle point, at the critical point and in the whole spin glass
phase, they have to resum an infinite class of diagrams. They found a O( lnNN )
correction to the free energy and a O(N− 23 ) to the energy. There is some evidence
from numerical simulation of a O(N− 23 ) correction for both the energy and the free
energy in the spin glass phase [118]. Understanding finite size corrections in finite
dimensional spin glasses, a much difficult analytical and numerical (due to long
equilibrating times) task, is of fundamental importance to asses the validity of any
theory competing for the explanation of the glass transition [75,119].
Regarding the deep spin glass phase, the zero temperature point has a special
place. The search of ground state of spin glasses, a minimum cut problem with
positive and negatives capacities, is a computationally hard problem. Nonetheless
many successful heuristic algorithms, such as Cluster Exact Approximation (CEA)
[113], Hierarchical Bayesan Optimization Algorithm (hBOA) [120,121] and Extremal
Optimization (EO) [122], have been developed to deal with large instances of the
problem. In particular, using EO, the finite scaling behaviour of zero temperature
mean field and finite dimensional spin glasses was deeply investigated in Refs.
[123–125].
Finite size corrections in the glassy phase are outside the scope of this thesis
though. In Chapter 4 we will discuss topology related corrections, since in diluted
random graphs simple combinatorial arguments give the scaling of the average
number of loopy subgraphs as powers of 1/N . In Chapter 5 instead, O(1/
√
N) finite
size correction in the RFIM are induced by fluctuations of the total random external
field. Lastly, in the Euclidean Assignment problem investigate in Chapter 6, an
anomalous subleading scaling for the average cost is also due to fluctuations in the
disorder, namely to the differences in local densities among the two sets of points .
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Chapter 3
The Replicated Transfer Matrix
3.1 Introduction
The study of one-dimensional Ising chain with random bonds and/or fields has a
long tradition in the context of disordered systems. Over the years this field has
experienced an interesting change in perspective. Earlier studies were essentially
motivated by the need to obtain solvable version of three-dimensional models [126–
129] and this line of research culminated with the introduction of specific random
Hamiltonians that are actually solvable analytically [130–133]. In the last twenty
years dynamical approaches have also been considered as alternatives to equilibrium
approaches [134–137] while developments in the context of static studies [138,139]
have been mainly motivated by the connection between one dimensional systems
and models defined on sparse random graphs. Random graphs in turn have many
important applications in the context of computer science, artificial intelligence and
information theory [13,15]. In this broader context one is more interested in having
a general formalism that can be applied to any given distribution of the quenched
Hamiltonians at the price of obtaining the result through numerical solution of
implicit equations.
In the general case one would like to study an Ising chain, either open or closed,
of arbitrary length L were the fields and couplings are i.i.d. random variables.
Quantities of interest include the free energy but also all sort of averaged correlation
functions. Indeed, at variance with pure systems, correlations can be averaged
in two different ways: over thermal noise (conventionally referred as connected
correlations) and over the quenched Hamiltonians (disconnected correlations). This
difference is important both at the theoretical and the practical level. Indeed
disconnected correlations happen to be much larger in random field systems (but
not in Spin-Glasses) and lead to a very complex phenomenology, e.g. the increase
in the critical dimension from D = 4 of the pure ferromagnet to D = 6 [80]. In this
chapter we show how to complete this program by means of the replica method,
more precisely by means of the replicated transfer matrix (RTM) approach. As long
as the sources of disorder are independently distributed, one can express the integer
moments of the partition function through traces of powers of the 2n × 2n transfer
matrix of a system of n replicated spins. Then, as usual with replica calculations,
the analytic continuation to n = 0 is performed. We will derive expressions for
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the aforementioned quantities in terms of the solutions of integral equations that
can be solved for instance through population dynamics algorithms. In order to
do so we build on the crucial contribution of Monasson and Weigt [138], who first
characterized the spectral properties of the RTM. The motivation is not only to have
a compilation of useful formulas but also to present some non-trivial features of their
derivation. The most important is connected with the fact that in the limit n→ 0
two families of eigenvalues (corresponding to the Longitudinal and Anomalous sectors
in the Spin-Glass jargon) become degenerate. From the theoretical perspective, this
determines an anomalous behaviour of the disconnected correlation functions and
of corrections to the free energy of closed chains. On a practical side this implies
that one has to determine not only the eigenvalues and eigenvectors of the integral
equations at n = 0 limit but also their first O(n) correction.
While the replica method is at present the only way to derive expressions for all
quantities of interest in a compact form, its well-known drawback is the assumption
that one can make the analytical continuation n→ 0 of expressions whose derivation
makes sense only for positive integer n. One is therefore interested in deriving the
same expressions in a more direct way. Unfortunately there are no general results or
strategies on how to do this and one has to proceed case by case. We will present
a direct probabilistic derivation of many of the expressions obtained through the
replica method. A particularly non-trivial result is the derivation of the formula for
disconnected correlation functions that has been long sought for. Such a derivation is
based on the fact that a direct physical meaning can be attributed to the continuation
of replica expressions to real n, at variance with other classic analytical continuation
tricks ( e.g. dimensional continuation in field theory). Therefore one can first derive
rigorously an expression at any real n and then safely take the limit n → 0. The
only replica expression whose derivation is left as an open problem is the free energy
of closed chains. We recall that closed chains are rather important objects that
appears in perturbative computations developed around the tree approximation [2].
We conclude this introduction by briefly discussing the connection between our
results and the extensive literature on disordered Ising chains. As we said already
earlier studies, appeared in the context of the random field Ising model (RFIM), were
motivated essentially by the possibility of obtaining exact solutions when dealing
with one-dimensional models. It was immediately recognized [126–128] that the
free energy of an infinite chain can be expressed in terms of an iterative equation
which corresponds to the Longitudinal sector in the terminology of RTM. Exact
results can be obtained at zero temperature, where the equation can be solved
explicitly [127] or by enumeration in the special case in which the random fields
are either zero or infinity [129]. Finally it was discovered that some models with
specific distributions of the disorder can be solved analytically [130–133]. Much
effort has been put in the study of the iterative equation relevant to the free energy
of the infinite chain, starting from the observation that when the random fields
and couplings take a discrete number of values ( e.g. H = ±1) the solutions of
the equations may display a multi-fractal structure [140–143]. The approaches
taken to characterize the correlation functions have been less successful. Connected
correlations where computed exactly for the aforementioned solvable models but the
disconnected correlations resisted all efforts [131] to capture their expected peculiar
features (the double pole) [80] up to this work. Later on correlations functions were
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Fig. 3.1. Pictorial representation of the matrix Tn (left), its powers T ün (center) and the
matrix T˜ (ü)n (right).
also studied in a more general framework at zero temperature [144], but again non
considered the disconnected correlations. The results of [131] are system-specific and
not based on iterative methods, only recently [145–147] it has been recognized that
general iterative expressions for connected correlations can be obtained by means of
cavity arguments like those we will present in the following.
The chapter is organized as follows: in Section 3.2 we define the model we are
considering and expose the main results of this chapter; in Section 3.3 we develop all
the spectral formalism of the RTM and we apply it in Section 3.4 to the computation
of free energies and correlation functions. Most of the results obtained with the
RTM are then rederived with a purely probabilistic approach in Section 3.5.
3.2 Definitions and main results
In this chapter we consider one-dimensional Ising spin system with i.i.d. random
fields and couplings , e.g. an isolated chain or a chain embedded in a locally tree-like
graph, therefore described by the product of uncorrelated 2 × 2 random transfer
matrices Mi defined by
Mi(σi+1, σi) = eβJiσi+1σi+hiσi . (3.1)
The partition function of a closed chain of length ü is then a random variable given
by
Zü,c = Tr
ü−1∏
i=0
Mi. (3.2)
A powerful technique to compute the statistical properties of this kind of objects is
the well known replica method [13]. As we shall see, as long as the system stays
in a replica symmetric phase, its statistical properties are encoded in the (replica
symmetric) replicated transfer matrix Tn, the 2n × 2n matrix defined by
Tn(σ, τ) = EJ,h eβJ
∑n
a=1 σ
aτa+βh
∑n
a=1 τ
a
. (3.3)
Here and in the following we denote with σ the vector (σ1, . . . , σn), with the n
replicated spins σa taking values in Z2 = {−1, 1}. A similar definition holds for τ .
As usual in the replica method [13] we shall work at integer value of n and perform
the analytic continuation for n ↓ 0 at the end of the computations. We shall assume
in the following that the field h is an arbitrary distributed external random field, if
we are considering an isolated chain, or, if we are considering a chain embedded in a
locally tree-like graph, to be a random cavity field conditioned to act on a spin that
is already connected to two other spins (its neighbours on the chain). See Figure 3.1
for a representation of Tn and its powers T ün.
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A first spectral analysis of Tn was conducted by Weigt and Monasson [138].
Following their lead we take advantage of the replica index permutation symmetry
of Tn to choose an appropriate bases to express its right eigenvectors. There are
n + 1 non-equivalent irreducible representation of the permutation group, which
can be glued together to form the sectors D(q), q = 0, 1, . . . ,
⌊
n
2
⌋
, partitioning Z⊗n2 .
In the following, with some abuse of notation, we will denote with D(q) the set of
eigenvalues of Tn with eigenvector in that sector. The eigenvectors of Tn in the
sector D(q) can be parametrized by functions gλq (u) that, in the limit n ↓ 0, satisfy
the eigenvalue equation
λ gλq (u) = EJ,h
∫
dv gλq (v) δ (u− uˆ(J, v + h))
(
∂uˆ
∂v
)q
, (3.4)
where uˆ(J, h) = 1β atanh (tanh(βJ) tanh(βh)) is the cavity iteration rule.
In this chapter we extend the analysis of the spectral properties of Tn to achieve
a complete description of the n ↓ 0 limit, derive exact expressions for correlation
functions and free energies of chains. Since Tn is the product of two non-singular
symmetric matrices, it possess a complete orthonormal (in the left-right sense) basis
of left and right eigenvectors with real eigenvalue. The left eigenvector corresponding
to a certain right ψR is simply Eheβh
∑
a
σaψR(σ) ≡ ρh(σ)ψR(σ). Therefore the
spectral decomposition of Tn into the subspaces D(q) is given by
Tn(σ, τ) =
ån2 æ∑
q=0
∑
λ∈D(q)
λ ρλq (σ)ρh(τ)ρλq (τ)
∑
a1<···<aq
b1<···<bq
Qa1...aq ;b1...bq σ
a1 . . . σaqτ b1 . . . τ bq .
(3.5)
Here we have denoted with ρλq (τ) the replica symmetric part of the eigenvector
in the sectorD(q) with eigenvalue λ. The second sum is over all the eigenvalues
of Tn in the sector D(q), given in the n ↓ 0 limit by the solutions of Eq. (3.4).
The coefficients Qa1...aq ;b1...bq have simple algebraic expressions in each sector (see
Eqs. (3.27) and (3.28)) and are invariant under permutations of any of their two
sets of indices. While a different left-right decomposition of Tn has already been
attempted [139], an unfortunate choice in the parametrization of the eigenvectors in
terms of function of two variables led to an unmanageable formalism. Thanks to the
spectral representation (3.5) we can easily take the powers of Tn and contract the
matrix with the quantities we want to average. In Section 3.3 we derive Eqs. (3.4)
and (3.5), and discuss the non-trivial aspects of the small n limit.
One of the applications of the spectral formalism is the computation of the
average free energy of open and closed chains, as exposed in Section 3.4.1. Recently
it has been shown [2] that the first finite size correction to thermodynamic free
energy of systems on diluted graphs can be expressed as a linear combination of
the free energies of closed and open chains. It has also been argued [148] [2] that a
perturbative expansion around the Bethe approximation towards finite dimensional
lattices, shall account for the presence of loops (closed chains) and will contain the
free energies and the correlation function of one-dimensional objects, motivating the
importance of exact and easily approximable expressions for their free energies.
Taking the trace of T ün and performing the n ↓ 0 limit one obtains the average
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free energy of a closed chain of size ü:
− βf cü = −βüf0 +
∑
λ∈D(1)
∆λ ü λü−1 +
∞∑
q=1
dˆq
∑
λ∈D(q)
λü . (3.6)
The non-trivial features of this expression is the presence of a term O(ü λü−1). This is
typically not present in a ordinary eigenvalue decomposition that contains only O(λü).
Its presence is due to the n→ 0 limit combined with the fact that the longitudinal
and anomalous eigenvalues become degenerate. As we said in the introduction this
is a phenomenon that has dramatic physical consequences in the RFIM context [80].
The terms ∆λ, due to the degeneracy between the eigenvalues of the sectors D(0)
and D(1) at n = 0, are expressed in Eq. (3.48). The coefficients dˆq are the analytic
continuation of the degeneracies of the eigenvalues, and are given in Eq. (3.41). We
note that the correction to the intensive free energy f0 (expressed in Eq. (3.43)) is
given by a linear combination of exponential and ü times exponential terms. The
decaying part of f cü is dominated by the largest eigenvalue among the various sectors.
In the computation of the free energy of an open chain, we allow for the incoming
fields at the extremities of the chain to be distributed differently from the fields h
acting on the internal spins, and denote them by h˜. This is in fact what happens in
general when considering an open chain embedded in a sparse graph. The expression
we derived for the average free energy of an open chain of length ü is
−βfoü =− üβf0 + Eh˜
∫
du P (u) 2 log cosh
(
β(u+ h˜)
)
− Eh
∫
dudv P (u)P (v) log cosh (β(u+ v + h))
+ log 2 +
∑
λ∈D(1)
a2λ,0 λ
ü ,
(3.7)
where P (u) is the distribution of cavity messages along the chain and the coefficients
aλ,0 are related to the left eigenvectors of the sector D(0) and given in Eq. (3.59).
Another result we will present is the expression of the connected correlation
functions of two spin at distance ü, in a form that is both analytically exact and
easy to approximate numerically with high precision. In Section 3.4.2 we derive the
formula
〈σ0σü〉qc =
∑
λ∈D(q)
a2λ,q λ
ü , (3.8)
where aλ,k can be computed through the eigenfunction gλq using Eq. (3.64). We
indicate with • the average over all kinds of disorder in the model considered. For
Ising model on sparse random graphs with mean residual degree z, the susceptibility
χq =
∑
i<j
1
NE〈σiσj〉qc diverges when the greatest eigenvalue of D(q) reaches the value
1/z. Therefore the sectors D(1) and D(2) are the relevant ones to the ferromagnetic
and the spin-glass transitions respectively (see Figures 3.2 and 3.3).
The computation of the thermally disconnected correlation function, 〈σ0〉〈σü〉 −
〈σ0〉 〈σü〉, particularly relevant to the RFIM [73], requires a careful treatment of the
analytic continuation to n = 0. The final expression we obtained, Eq. (3.71), is
not a linear combination of terms involving only one eigenvalue, as in the previous
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formulas. The leading term for large ü is easily extracted though: let λ1 be the
greatest eigenvalue of the sector D(1), then
〈σ0〉〈σü〉 − 〈σ0〉 〈σü〉 = ∆λ1 a2λ1,1 ü λü−11 +O(λü1) for ü→ +∞, (3.9)
with ∆λ and aλ,1 given in Eq. (3.48) and Eq. (3.64) respectively. Therefore, on
one-dimensional chains and sparse graphs, the susceptibility corresponding to the
thermally disconnected correlation function present the characteristic double pole
behaviour near the transition point, whose prefactor can also be computed by Eq.
(3.9).
The expressions we found for free energies of chains, Eqs. (3.6) and (3.7), and
the correlation function Eqs. (3.8) and (3.9), are exact for every value of the length
ü of the chain but involve the computation of infinitely many terms. Fortunately it
turns out from our numerical simulations that the spectrum of the integral operator
in Eq. (3.4) is discrete and the eigenvalues are well spaced. Therefore considering
only the first few highest eigenvalues one obtains very good approximations already
at small values of ü. They can be computed numerically, discretizing the kernel of
the integral operator of Eq. (3.4) and directly computing the eigenvalues of the
associated matrix. Moreover the leading eigenvector and eigenvalue of each sector
can be efficiently selected with multiple applications of the discretized operator on
an arbitrarily chosen vector (as it was done to obtain Figures 3.2 and 3.3).
All the results we obtained using the replicated partition function formalism,
with the noticeable exception of the formula for the average free energies of closed
chains Eq. (3.6), can be recovered using a purely probabilistic approach in the same
spirit of the usual cavity method [13] [15].
In Section 3.5.1 we devise two alternative probabilistic derivation for the average
free energies of open chains . The first is based on a recursive equation involving
the moments of the partition function, which leads to an expression for the moment
of the random partition function Znü of an asymmetric open chain in terms of the
left and right eigenvector of an integral operator we also encountered in the RTM
formalism:
Znü (u;x) =
∑
λ∈D(0)
λü(n) gλ0 (u;n)Sλ0 (x;n) [2 cosh(βx)]n. (3.10)
Here n is not related to the number of replicas, since replicas are not present in
this approach, but is an arbitrarily chosen real positive number. The other method
presented in Section 3.5.1 the iteration of the average free energy itself during the
construction of the chain, which requires to keep track of the message of uü the cavity
message propagating through a chain at distance ü from one of the extremities, at
each iteration. The two approaches are deeply related and obviously lead to the
same result.
Crucial to the probabilistic computation of the connected correlation functions,
ah has been noted recently [146] is the random variable Xü defined by Xü ≡ ∂uü∂H0 ,
whereH0 field acting on the same extremity. It turns out that the connected
correlation function of Eq. (3.8) is encoded in the q-the moments of the joint law of
uü and Xü at fixed uü. This object, the function
G(ü)q (u) =
∫
dX Pü(u,X) Xq, (3.11)
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obeys a recursion rule, Eq. (3.87), containing the integral operator of Eq. (3.4).
Expressing G(ü)q (u) in the basis of the eigenvalues of D(q) leads then straightforwardly
to the expression (3.8) we obtained using replicas. Moreover in Section 3.5.2 a more
general result is presented in Eq. (3.90).
The thermally disconnected correlation function σ0σü〉c is computed in Section
3.5.3, using some results we obtained for the connected correlation function and for
the moments of the partition function of an open chain, thanks to the relation
∂
∂H0
∂
∂Hü
Znü,o = n 〈σ0σü〉c Znü,o + n2 〈σ0〉〈σü〉 Znü,o. (3.12)
An alternative approach, technically more difficult, outlined in Section 3.5.3 in-
volves the resolution of an iterative equation for the functionR(ü)(u) = δ(u− uü)〈σ0〉(ü),
which takes into account the shift in the magnetization of the (initial) spin at the
other side of the chain with respect to the spin where a new spin is attached to
increase the length of the chain.
In the following Sections we fill-in all the technical details associated to the
previous claims.
3.3 Spectral decomposition
We present an in-depth treatment of the spectral theory of the replica symmetric
RTM. In Section 3.3.1 we discuss the spectral decomposition of the matrix for
integer values of the number of replicas n. We introduce in Section 3.3.2 an integral
representations of the eigenvectors, in order to discuss the main features of the
analytic continuation to small values of n in Section 3.3.3. In Section 3.3.4 we discuss
some technicalities related to a peculiar aspect of the n ↓ 0 limit, the degeneracy
between the Longitudinal and the Anomalous sectors.
3.3.1 The Permutation Group
The 2n×2n matrix Tn defined by Eq. (3.3) is invariant under the action of the group
of permutations among the replicated spins: for each permutation pi acting on the n
spin, we have the equivalence Tn(pi(σ), pi(τ)) = Tn(σ, τ). This symmetry allows us to
block-diagonalize Tn according to the irreducible representations of the permutation
group. This idea has been first introduced by Weigt and Monasson [138] in order to
compute the eigenvalue spectrum of Tn.
For the sake of completeness we now review Weigt and Monasson’s method, then
we extend it further, in order to achieve the decomposition of the transfer matrix
in terms of left and right eigenvectors. The replicated space is Z⊗n2 . Let’s call ∆m,
with m = 0, ..., n, the subspace of configurations having exactly m spins up. These
subspaces are clearly invariant under any permutation of the replicas, therefore we
can consider the representation of the permutation group in the n+ 1 subspaces ∆m
and look for the irreducible ones. The complete decomposition of ∆m into irreducible
40 3. The Replicated Transfer Matrix
subspaces D(m,q) has been done by Wigner [149]. It reads:
∆0 = D(0,0) ,
∆1 = D(1,0) ⊕D(1,1) ,
. . .
∆m = D(m,0) ⊕ . . .⊕D(m, min(m,n−m)) ,
. . .
∆n−1 = D(n−1,0) ⊕D(n−1,1) ,
∆n = D(n,0) .
(3.13)
Representations D(m,q), at fixed q, are isomorphic and have dimension
dq ≡ dim
(
D(m,q)
)
=
(
n
q
)
−
(
n
q − 1
)
q = 0, ..., ån/2æ , (3.14)
where åxæ is the smallest integer part of x. Notice that by definition d0 = 0. As we
have (n+1−2q) subspacesD(m,q), the q-sector of our matrix Tn will contain (n+1−2q)
eigenvalues with degeneracy dq. One can check that
∑ån/2æ
q=0 dq (n+ 1− 2q) = 2n.
A vector of the space D(m,q) can be constructed using Young tableaux [145], and
has the form
|m, q〉 = (|+〉|−〉 − |−〉|+〉)q SYM (|+〉m−q|−〉n−m−q) , (3.15)
where the operation SYM means a complete symmetrization with respect to the
n − 2q last entries (the first 2q entries are, instead, anti-symmetrized). A basis
of the subspace D(m,q) can be constructed by applying all the transformations of
the permutation group to the vector |m, q〉 in Eq. (3.15) and choosing a maximal
linearly independent subset.
We look for the eigenvectors of Tn in the subspaces
D(q) =
n−q⊕
m=q
D(m,q) q = 0, . . . ,
⌊
n
2
⌋
(3.16)
of dimension dq(n + 1 − 2q). Since Tn has no symmetries beside the replicas
permutation one, it has n+1−2q different eigenvalues in D(q), each with multiplicity
dq. In the following we will refer to the subspaces D(q) as to sectors. Moreover,
with some abuse of notation, we shall use the symbol D(q) for the set of eigenvalues
corresponding to eigenvectors in that sector.
Of particular relevance are the sectors D(0), D(1) and D(2)0 since they are as-
sociated to the Longitudinal, Anomalous and Replicon modes respectively from
mean-field spin-glass theory [150], as we will later show when discussing correlation
functions in Section 3.4.2.
By Eqs. (3.15) and (3.16) it is possible to factorize the replica symmetric part in
the eigenvectors ψλq (σ) of the transfer matrix in the sector D(q), that is we can write
ψλq (σ) = ρλq
(∑
a
σa
) ∑
a1<···<aq
Ca1...aq σ
a1 . . . σaq , (3.17)
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where the replica symmetric part ρλq of the eigenvectors is the one relevant to the
computation of the eigenvalues. By last equation the eigenvectors of the sector
D(0) are completely replica symmetric. The coefficients Ca1...aq are invariant for any
permutation of the indices and are equal to zero if any two of the indices are equal.
Moreover they have to satisfy the constraint
n∑
a1=1
Ca1...aq = 0, (3.18)
which is a necessary and sufficient condition for any vector of the form of Eq. (3.17)
to belong to the subspace D(q). Any set of dq linearly independent coefficient vectors
C can be chosen as an appropriate basis for the subspace. It is easy to prove that
the product of two non-singular symmetric matrices possess a complete orthonormal
(in the left-right sense) basis of left and right eigenvectors with real eigenvalues, and
this is indeed case for Tn. In fact if we define, with a little abuse of notation, the
vector
ρh(σ) ≡ Eheβh
∑
a
σa , (3.19)
than Tn(σ, τ) =
∑
σ′ EJ eβJσσ
′ × δσ′τρh(τ). Moreover the left eigenvector ψL corre-
sponding to a certain right ψR(σ;λ, k) is simply given by
ψL(σ;λ, k) = ρh(σ)ψR(σ;λ, k) , (3.20)
where k denotes one choice of the coefficients Ca1...aq among the dq possible. Imposing
the orthonormality condition∑
σ
ψL(σ;λ, k)ψR(σ;λ′, k′) = δλλ′ δkk′ , (3.21)
with the sum ranging over all the 2n configuration of the replicated spin, and after
successive application of Eq. (3.18), we obtain
∑
σ
ρλq (σ)ρh(σ)ρλ
′
q (σ)
q∏
a=1
(1− σ2a−1σ2a) = δλλ′ (3.22)
along with ∑
a1<···<aq
Cka1...aqC
k′
a1...aq = δkk′ . (3.23)
We are now able to write down the transfer matrix in the spectral form
Tn(σ, τ) =
ån2 æ∑
q=0
Tn,q(σ, τ) (3.24)
where Tn,q is the restriction of Tn to the subspace D(q), defined by
Tn,q(σ, τ) =
∑
λ∈D(q)
λ ρλq (σ)ρh(τ)ρλq (τ)
∑
a1<···<aq
b1<···<bq
Qa1...aq ;b1...bq σ
a1 . . . σaqτ b1 . . . τ bq .
(3.25)
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The coefficients Q appearing in last expression are invariant for any permutation
of the set of indices a or b, therefore they depended only on the number of equal
indexes in the sets {a1, . . . , aq} and {b1, . . . , bq}. They are defined by
Qa1...aq ;b1...bq =
dq∑
k=1
Cka1...aqC
k
b1...bq , (3.26)
and their (q + 1) different values can be computed applying recursively Eqs. 3.18
and 3.23. If we denote Q(q)p the coefficient in the sector D(q) with p pairs of different
indexes, for the first sectors we have
Q
(1)
0 =
n− 1
n
Q
(1)
1 = −
1
n
(3.27)
Q
(2)
0 =
n− 3
2(n− 1) Q
(2)
1 = −
Q
(2)
0
n− 2 Q
(2)
2 = −
2Q(2)1
n− 3 (3.28)
3.3.2 Integral representations
In order to perform the limit n ↓ 0 it is convenient to find a suitable parametrization
for the eigenvectors of the form (3.17). For the replica symmetric part of the
eigenvectors ψλq , see Eq. (3.17), we employ the standard parametrization
ρλq (σ) =
∫
du gλq (u;n)
eβu
∑
a
σa
[2 cosh(βu)]n , (3.29)
in terms of the functions gλq (u;n). Turns out that all the functions gλq parameterizing
the eigenvectors of the sector D(0), are by themselves the eigenfunctions of an integral
operator associated to that sector. In fact, expressing the linear terms in Eq. (3.17)
through the identity
σa1 . . . σaq =
∂
∂Ôa1
. . .
∂
∂Ôaq
∣∣∣∣∣
Ô=0
e
∑
a
Ôaσa (3.30)
and plugging Eq. (3.29) into the eigenvalue equation Tnψq = λψq, we obtain, after
some manipulations, the new eigenvalue equation
λ gλq (u;n) = EJ,h
∫
dv δ
(
u− uˆ(J, h+ v)) (∂uˆ
∂v
)q
Zn(J, h, v) gλq (v;n). (3.31)
The function uˆ(J, x), defined by
uˆ(J, x) = 1
β
atanh (tanh(βJ) tanh(βx)) , (3.32)
will be recognized by the learned reader as the update rule for cavity messages. As
we shall see, the function
Z(J, h, v) = 2 cosh(βJ) cosh (β(v + h))cosh(βv) (3.33)
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is related to the intensive free energy of an chain. Notice that in writing down Eq.
(3.31) we have shifted the problem of finding a complete bases of eigenvectors for the
matrix Tn to the equivalent problem of the spectral decomposition of the integral
operators of Eq. (3.31), for q = 0, . . . , ån2 æ. Turns out that, for a given sector D(q),
the integral operator has a set of left eigenfunctions in the form
Sλq (v;n) = Eh
∫
du gλq (u;n)
[ cosh (β(u+ v + h))
2 cosh(βu) cosh(βv)
]n [
1− tanh2 (β(u+ v + h))
]q
,
(3.34)
as can be inferred from Eq. (3.20) and can be directly verified. In the rest of the
chapter we will assume that the left and right eigenfunctions of the sector D(q)
satisfy the normalization condition∫
du Sλq (u;n) gλ
′
q (u;n) = δλλ′ (3.35)
derived from Eq. (3.22). We are now ready to take the n ↓ 0 limit and discuss its
non trivial aspects.
3.3.3 The small n limit
In the limit n ↓ 0 we obtain an infinite number of sectors D(q), q = 0, 1, . . ., in a
fashion that is characteristic to replicas computations. Setting n = 0 in Eq. (3.31)
we obtain Eq. (3.4), which we rewrite for convenience:
λ gλq (u) = EJ,h
∫
dv δ (u− uˆ(J, h+ v))
(
∂uˆ
∂v
)q
gλq (v) . (3.36)
From now on we shall refer to gλq (v) as a solution of last equation and shall explicitly
express the n dependence for the solutions of (3.31) at finite n. In Figure 3.2 and
Figure 3.3 we show two examples of eigenvalues and eigenfunctions in the sector
D(1) and D(2) respectively.
For q = 0 , i.e. in the sector D(0), Eq. (3.36) admits a unique maximum
eigenvalue λ = 1 by Perron-Frobenius theorem. The corresponding eigenfunction is
the probability distribution of cavity biases, which we call P (u) [15]. We have thus
established a first connection between the cavity method and the RTM formalism,
and we shall enforce this connection in Section 3.5. The other eigenfunctions of D(0)
are characterized by
∫
du gλ0 (u) = 0 at n = 0. It is convenient, to held compatibility
with the normalization condition Eq. (3.35) as we will see, to impose a diverging
scaling for all the eigenfunctions of D(0) except for the first one:
gλ0 (u;n) ∼
1√
n
(
gλ0 (u) + n g˜λ0 (u)
)
. (3.37)
The symbol ∼ denotes equivalence between the r.h.s. ad l.h.s. up to higher order
correction in n, and g˜λ0 is the first correction to the leading order of the eigenfunction
in D(0). Using Eq. (3.37) for the right eigenfunctions and considering also the
correction in n to the eigenvalues, we can compute the left eigenfunctions of D(0)
from Eq. (3.34). In fact we obtain at the leading order
Sλ0 (v;n) ∼
√
nSλ0 (v) =
√
n
[
cλ + Eh
∫
du gλ0 (u) log
(cosh (β(u+ v + h))
cosh(βu)
)]
,
(3.38)
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Fig. 3.2. (Top) The leading eigenvalue λ1 of the sector D(1) in the RFIM, as a function
of the temperature and of the gaussian external field with variance σ2H . (Bottom) The
corresponding right eigenfunction g1(u) at σH = 0.8 . The random fields h and h˜ are
distributed as the cavity fields arriving on a chain embedded in a RRG with connectivity
z = 3, therefore the transition point is localized at λ1 = 12 .
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where cλ is the normalization of the first order correction to the eigenfunction gλ0 ,
that is
cλ ≡
∫
du g˜λ0 (u) =
1
λ− 1 Eh
∫
du gλ0 (u) log
(cosh (β(u+ h))
cosh(βu)
)
. (3.39)
In all calculations involving the sector D(0) we will express the eigenvectors using
Eqs. (3.37) and (3.38), then proceed carefully to take the n ↓ 0 limit.
To find an expression for the left eigenfunctions in the other sectors no such care
is needed to take the n ↓ 0 limit in Eq. (3.34), therefore we straightly obtain
Sλq (v) = Eh
∫
du gλq (u)
[
1− tanh2 (β(u+ v + h))
]q
for q ≥ 1 . (3.40)
The degeneracy between D(0) and D(1) corresponds to the degeneracy between
the Longitudinal and Anomalous eigenvalues in the Hessian of the Sherrington-
Kirkpatrick model [150, 151]. The multiplicity of the eigenvalues in the two sectors,
d0 = 1 and d1 = n− 1, sum up to give an O(n) contribution as should be expected,
while from Eq. (3.14) the other sectors have degeneracies of order O(n) without the
need of further elisions. Therefore it is convenient to define
dˆq =
1 for q = 1 ,limn→0 dqn = (−1)q+1 2q−1q(q−1) for q ≥ 2 . (3.41)
The first eigenvalue of D(0) requires separate considerations. We define the
coefficient f0 from its n expansion:
λ(n) ∼ 1− βf0n. (3.42)
As we already noted, the cavity messages distribution P (u) is the eigenvector
associated to the largest eigenvalue of the sector D(0) for n = 0. The corresponding
left eigenvalue is S(u) ≡ 1. In Section 3.4.1 we shall see that f0 is the intensive free
energy of a chain. From Eq. (3.47) we obtain
− βf0 = EJ,h
∫
dv log [Z(J, h, v)]P (v) . (3.43)
3.3.4 The degeneracy between D(0) and D(1)
A close inspection of the eigenvalue equation (3.36) reveals a surprising relation
between the sectors D(0) and D(1) at n = 0. It can be shown, respectively deriving
or integrating both members of Eq. (3.36) for q = 1 and q = 0, that all the
eigenfunctions of D(1) have a corresponding eigenfunction in D(0) with the same
eigenvalue. On the other hand, all the eigenfunctions of D(0), except for the first one,
i.e. the ones having zero sum, have a corresponding eigenfunction in D(1) with the
same eigenvalue. We have thus established a degeneracy between the Longitudinal
and the Anomalous sectors. The following relations hold:
gλ0 (u) =
1
β
∂u g
λ
1 (u);
1
β
∂u S
λ
0 (u) = −Sλ1 (u). (3.44)
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Fig. 3.3. (Top) The leading eigenvalue λ2 of the sector D(2) in a J = ±1 spin-glass, as a
function of the temperature and of the uniform external field H. The phase diagram is
also shown in the H − T plane. (Bottom) The corresponding right eigenfunctions g2(u)
along the orange line of the top picture. The random fields h and h˜ are distributed
as the cavity fields arriving on a chain embedded in a RRG with connectivity z = 3,
therefore the transition point is localized at λ2 = 12 .
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Particular attention has to be taken in the limits involving these two sectors,
keeping track of the O(n) corrections both to eigenvalues and eigenvectors. A double
pole contribution to some observables, as we shall later see, stems from the first
correction in n to the paired eigenvalues in D(0) and D(1). In fact if we define the
eigenvalue shifts δλ0 and δλ1 by
λ0(n) ∼ λ+ n δλ0, (3.45)
λ1(n) ∼ λ+ n δλ1, (3.46)
and consider the expansion to the first order in n of the eigenvalue equation (3.31)
for q =, from standard perturbation theory we have
δλq = EJ,h
∫
dudv Sλq (u) log [Z(J, h, v)] δ (u− uˆ(J, h+ v))
(
∂uˆ
∂v
)q
gλq (v). (3.47)
The shift difference ∆λ = δλ0 − δλ1 is the relevant quantity we are looking after,
since it arises in the calculation of the free energies of closed chains and of the
thermally disconnecter correlation function, see Section 3.4. Using Eq. (3.47) and
the relation (3.44) between the eigenfunctions in the two sectors, we obtain the
expression
∆λ = −EJ,h
∫
dudv Sλ0 (u)δ (u− uˆ(J, v + h)) [tanh (β(v + h))− tanh(βv)] gλ1 (v)
(3.48)
If we call (•, •) the scalar product in L2 and define the kernel
Q(u, v) = EJ,h δ (u− uˆ(J, v + h)) [tanh (β(v + h))− tanh(βv)] , (3.49)
then Eq. (3.48) can be rewritten as
∆λ = −(Sλ0 , Q gλ1 ). (3.50)
In the next Section we shall apply the formalism we have developed to the computa-
tion of some physically relevant quantities.
3.4 Some Applications of the formalism
3.4.1 Free energy of chains
Let us first consider the average free energy of a closed chain of length ü, each node
receiving i.i.d. random fields h, and call it f cü . If the chain considered is embedded
in a locally tree-like graph, the random fields h are distributed according to the
cavity messages distribution on that graph ensemble. Since TrT ün is the replicated
partition function of this system, the free energy is given by
− βf cü = lim
n→0 ∂n TrT
ü
n , (3.51)
where, thanks the orthonormal decomposition of Tn, the trace can be written in the
form
TrT ün =
n
2∑
q=0
dq
∑
λ∈D(q)
λü . (3.52)
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In last equation the eigenvalue degeneracies dq are given in Eq. (3.14), and the
eigenvalues λ depends implicitly on n. In the small n limit the sum over q can be
extended to infinity. The considerations over the eigenvalues’ shifts and degeneracies
of last Section lead to the final expression
− βf cü = −βüf0 +
∑
λ∈D(1)
∆λ ü λü−1 +
∞∑
q=1
dˆq
∑
λ∈D(q)
λü . (3.53)
The coefficients dˆq are given by Eq. (3.41), the shift differences ∆λ given by Eq.
(3.48) and an expression for the intensive free energy f0 is found in Eq. (3.43). We
notice that all the quantities entering Eq. (3.53) can be expressed in terms of the
eigenvalues and eigenfunctions of Eq. (3.36).
The computation of the average free energy of open chains is a little more
involved. In the definition of open chains, we allow the spins at the extremities to
receive a random field h˜ that could have a distribution different from the one of the
fields acting on the internal spins of the chain. We introduce this relaxation of the
model in order to apply our formalism to the case of open chains embedded in a
generic tree-like random graph.
It is convenient to define the replicated partition function of an open chain of
length ü, conditioned on the configuration of the replicated spins at its extrema in the
following way: starting from T ün, we remove the field h on the right and substitute it
with a field h˜, then we add the other field h˜ on the left (see Figure 3.1). Therefore
we define
T˜ (ü)n (σ, τ) ≡ ρh˜(σ)T ün(σ, τ) ρ−1h (τ)ρh˜(τ), (3.54)
where, with a little abuse of notation, the vector ρh˜ is defined by
ρh˜(σ) ≡ Eh˜ eβh˜
∑
a
σa . (3.55)
By definition the matrix T˜ (ü)n is symmetric (see Figure 3.1 for a pictorial representa-
tion). From Eq. (3.54) and Eq. (3.24) we obtain the spectral decomposition
T˜ (ü)n (σ, τ) =
ån2 æ∑
q=0
∑
λ∈D(q)
λü ρh˜(σ)ρ
λ
q (σ)ρh˜(τ)ρ
λ
q (τ)
∑
a1<···<aq
b1<···<bq
Qa1...aq ;b1...bq σ
a1 . . . σaqτ b1 . . . τ bq .
(3.56)
The average free energy of an open chain of length ü is then given by
− βfoü = lim
n→0 ∂n
∑
σ,τ
T˜ (ü)n (σ, τ) . (3.57)
From Eq. (3.56) it easy to see that only the D(0) sector of T˜ (ü)n contributes to last
equation.
A different behaviour characterize the terms corresponding to the leading eigen-
value at n = 0 (the cavity one) from the others. As in the case of the closed chain,
the extensive contribution to the free energy comes from the leading eigenvalue of
D(0), λ ∼ 1 − nβf0. An O(1) contribution comes from the leading eigenfunction
gλ0 (u;n) = P (u) +O(n), while each other eigenvalue, the ones degenerate with D(0),
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gives an exponential term. Therefore, after a careful treatment of the small n limit,
we arrive to the expression
−βfoü =− üβf0 + Eh˜
∫
du P (u) 2 log cosh
(
β(u+ h˜)
)
− Eh
∫
dudv P (u)P (v) log cosh (β(u+ v + h))
+ log 2 +
∑
λ∈D(1)
a2λ,0 λ
ü ,
(3.58)
with
aλ,0 =
1
λ− 1 Eh
∫
du gλ0 (u) log
[cosh (β(u+ h))
cosh(βu)
]
+ Eh˜
∫
du gλ0 (u) log
[
cosh(β(u+ h˜))
cosh(βu)
] (3.59)
In Eq. (3.58) it is clearly expressed at the order O(1) in ü the free energy shift, with
respect to the free energy of a closed chain, due to the addition of two extremal
spins and the removal of an internal one.
The coefficients aλ,0 are strictly related to the left eigenfunctions Sλ0 defined in
Eq. (3.38). In fact if the random field at the extremities of the chain are distributed
as the one on the internal spins, i.e. h˜ d=h as in the case of a chain embedded in
a Poissonian random graph, then aλ,0 = Sλ0 (0). More generally if a probability
distribution G(0)(u) exists such that
P˜ (h˜) = Eh
∫
du G(0)(u) δ(h˜− (u+ h)) (3.60)
holds, then Eq. (3.59) can be written in the compact form aλ,0 = (Sλ0 , G(0)).
Obviously if h˜ d=h we have G(0)(u) = δ(u). For a chain embedded in a random
regular graphs ensemble instead, G(0)(u) is given by the distribution of cavity biases
Pcav(u) [15], which corresponds to the first eigenvector of the Longitudinal Sector.
Therefore in the random regular graph ensemble (Sλ0 , G(0)) = 0 and no exponential
decays are present in the expression (3.58) for the free energy of open chains.
3.4.2 Correlation functions
We take advantage of the spectral representation of the RTM to find some analytical
expressions for the two-point correlation functions. We consider two spins, σ0
and σü, at distance ü along a chain. As in the previous paragraph, we admit the
possibility for the chain to be embedded in a locally tree-like graph, therefore
the random fields h˜ acting on σ0 and σü can be distributed differently from the
fields h on the internal spin of the chain. The decomposition of T˜ (ü)n (σ, τ) in Eq.
(3.56) can be exploited to obtain the correlation functions. In fact contracting
T˜n
ü(σ, τ) with two spins having the same replica index constrains them to be
in the same thermal state, as in 〈σ0σü〉 = limn→0
∑
σ,τ σ
1 T˜
(ü)
n (σ, τ) τ1. Choosing
different replica indexes instead corresponds to choosing different thermal states, e.g.
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〈σ0〉〈σü〉 = limn→0
∑
σ,τ σ
1 T˜
(ü)
n (σ, τ) τ2. Generalizing this considerations is easy to
obtain
〈σ0σü〉k = lim
n→0
∑
σ,τ
σ1 . . . σk T˜ (ü)n (σ, τ) τ1 . . . τk. (3.61)
Since vectors of the form σ1 . . . σk have non-zero projections in D(q) only for q ≤ k,
only these sectors of the spectral representation of T˜ (ü)n contribute to Eq. (3.61).
The expression for 〈σ0σü〉k is quite complicated and it involves also the correction
for small n to the eigenfunction of D(0) and D(1), as in the case of the thermally
disconnected correlation function we shall later see. Therefore, since this kind of
correlation function has little physical relevance, we won’t report its expression in
terms of the transfer matrix eigenvalues and eigenfunctions.
Far more interesting from the physical viewpoint are the connected correlation
functions. The ferromagnetic connected correlation functions can be expressed as
〈σ0σü〉c = limn→0 12
∑
σ,τ
(
σ1 − σ2) T˜ (ü)n (σ, τ) (τ1 − τ2), as one can rapidly check,
and this expression can be easily generalized to
〈σ0σü〉kc = lim
n→0
1
2k
∑
σ,τ
(
σ1 − σ2
)
. . .
(
σ2k−1 − σ2k
)
T˜ (ü)n (σ, τ)
(
τ1 − τ2
)
. . .
(
τ2k−1 − τ2k
)
.
(3.62)
It is worth noticing that the vector v =
(
σ1 − σ2) . . . (σ2k−1 − σ2k) belongs to the
subspace D(k), therefore we can choose a basis for the spectral representation of
T˜
(ü)
n such that all but one vectors are orthogonal to v. This leads to the following
compact expression for the connected correlation functions:
〈σ0σü〉kc =
∑
λ∈D(k)
a2λ,k λ
ü , (3.63)
with the coefficients aλ,k given by
aλ,k = Eh˜
∫
du gλk (u)
[
1− tanh2
(
β(u+ h˜)
)]k
. (3.64)
As in the case of the coefficient aλ,0 defined in Eq. (3.59), if a solution G(0) of
(3.60) exist then aλ,k is simply given by the projection of G(0) on Sλk , that is
aλ,k = (Sλk , G(0)).
The susceptibilities χk = limN→∞ 1N
∑
i,j 〈σiσj〉kc can be easily computed through
equation (3.63) in a random graph with mean degree and mean residual degree z0
and z respectively. In fact in thermodynamic limit we have
χk = (1−m2)k +
∞∑
ü=1
z0z
ü−1 〈σ0σü〉kc
= (1−m2)k + z0
∑
λ∈D(k)
a2λ,k
λ
1− zλ
(3.65)
At a transition point the largest eigenvalue of one of the sectors D(q) reaches the value
1
z and the corresponding susceptibility diverges. Assuming a smooth behavior for the
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eigenvalue in the high temperature region before the transition, λ(T ) = 1z +O(T −Tc)
for T → T+c , we obtain the mean-field critical exponent γ = 1.
The computation of the thermal disconnected correlation function 〈σ0〉〈σü〉,
relevant to the RFIM transition, is more complicated, since it involves the sub-
leading corrections in n to the eigenvectors of Tn. Great care has to be taken in
the limit limn→0
∑
σ,τ σ
1 T˜
(ü)
n (σ, τ) τ2 = 〈σ0〉〈σü〉. As in Eq. (3.37), let us call g˜λ0 (u)
the correction to the eigenfunction gλ0 (u). We denote with 〈•〉q the expectation over
T˜
(ü)
n (σ, τ) restricted to the sector D(q). Than in D(0) we obtain
〈σ1τ2〉0 ∼ 〈σ∞〉2 +
∑
λ∈D(1)
1
n
a2λ,1 λ
ü + a2λ,1 ü δλ0 λü−1
− 2aλ,1 λü
[ ∫
du g˜λ0 (u) tanh(β(u+ h˜))
+
∫
du gλ0 (u) tanh(β(u+ h˜)) log
cosh(β(u+ h˜))
cosh(βu)
]
,
(3.66)
where the contribution 〈σ∞〉 comes from the cavity eigenvector and is the average
magnetization of a spin at the end of an infinite chain.
Similarly, if we define g˜λ1 (u) by gλ1 (u;n) ∼ gλ1 (u) + n g˜λ1 (u), in the sector D(1) we
have
〈σ1τ2〉1 ∼
∑
λ∈D(1)
−1
n
a2λ,1 λ
ü − a2λ,1 ü δλ1 λü−1
− 2aλ,1 λü
[ ∫
du g˜λ1 (u)
(
1− tanh2(β(u+ h˜))
)
+
∫
du gλ1 (u)
(
1− tanh2(β(u+ h˜))
)
log cosh(β(u+ h˜))cosh(βu)
] (3.67)
Summing the two contributions, the final result for the disconnected correlation
function is
〈σ0〉〈σü〉 = 〈σ∞〉2 +
∑
λ∈D(1)
∆λ a2λ,1 ü λü−1 + αλ λü. (3.68)
Therefore each eigenvalue of the Anomalous sector contributes to 〈σ0〉〈σü〉 with an
simple exponential term and with a term that leads to a double pole behaviour in the
associated susceptibility, with coefficients ∆λ given in Eq. (3.48). The coefficients
αλ of the exponential decays instead are given by
αλ = 2 aλ,1
[ ∫
du gλ1 (u) tanh(β(u+ h˜))
(
tanh(β(u+ h˜))− tanh(βu)
)
−
∫
du g˜λ1 (u)
(
1− tanh2(β(u+ h˜))
)
−
∫
du g˜λ0 (u) tanh(β(u+ h˜))
] (3.69)
Since the magnetization of a spin conditioned to be to be the extremity of a
chain of size ü is given by
〈σü〉 = lim
n→0
∑
σ,τ
σ1 T˜ (ü)n (σ, τ) = 〈σ∞〉 −
∑
λ∈D(1)
aλ,1 aλ,0 λ
ü, (3.70)
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if we call Λ the highest eigenvalue of the sector D(1), the most relevant contributions
to the thermally-disconnected disorder-connected correlation function is given, for
ü→ +∞, by
〈σ0〉〈σü〉 − 〈σ0〉 〈σü〉 ≈ ∆Λ a2Λ,1 üΛü−1 +
(
αΛ − 2〈σ∞〉 aΛ,1aΛ,o
)
Λü. (3.71)
We notice that, while the coefficient of the exponential term is quite hard to compute,
the coefficient a2Λ,1∆Λ, which regulates the leading behaviour, has a much simpler
expression given in Eq. (3.48) and Eq. (3.64). From Eq. 3.71 turns out that near a
ferromagnetic transition point, i.e. Λ = 1z , as long as ∆Λ is not zero, the leading
behavior of the disconnected susceptibility χdisc =
∑
i,j 〈σ0〉〈σü〉 − 〈σ0〉 〈σü〉 reads
χdisc Ä z0 ∆Λ a2Λ,1
1
(1− zΛ)2 . (3.72)
The expected double-pole behavior of the disconnected susceptibility is thus recov-
ered.
3.5 Cavity derivation
In this section we present the derivation of several of the results of last Section using
a probabilistic approach, in the same spirit of the usual cavity method calculations
[13,15]. While this approach is more physically intuitive than the RTM formalism,
it requires the set up of an ad-hoc recursion rule for each observable. Noticeably we
could not recover Eq. (3.53) for the free energy of closed chains.
3.5.1 Open chains
We want to study the statistical properties of a random Ising open chain without
the use of replicas. We start with an asymmetric chain of length ü, whose random
partition function we denote with Zü, constructed iteratively according to the
following procedure: Z0 is the partition function of a single spin receiving a random
field u0, i.e. Z0 = 2 cosh(βu0); at the i-th step of the construction we add a spin
σi, a random coupling Ji between σi and σi−1 and a random field hi−1 on σi−1; the
random variable Zü is the partition function of the system obtained after the ü-th
step of the procedure. Note that the last spin added to the chain has no external
fields acting on it. The following distributional identity can be easily derived:
Zü+1 =
2 cosh(βJü) cosh(β(uü + hü))
cosh(βuü)
× Zü ≡ Z(Jü, hü, uü)× Zü. (3.73)
It is convenient to introduce the quantity Znü (u) ≡ δ(u− uü)Znü , which corresponds
to the expectation of Znü along with the indicator function of the event uü = u. Here
n is an arbitrary chosen positive real number, the symbol being chosen to stress the
analogy with the replica formalism where the quantity n (integer in this case) is the
number of replicated systems. Using this definition from Eq. (3.73) follows readily
Znü+1(u) = EJ,h
∫
dv δ (u− uˆ(J, v + h)) Zn(J, h, v) Znü (v), (3.74)
3.5 Cavity derivation 53
where u˜(J, x) = 1β atanh(tanh(βJ) tanh(βx)) is the usual message passing rule. The
integral operator of Eq. (3.74) is the same we found in the RTM formalism in Eq.
(3.31) for the sector D(0), therefore we can make use of the spectral analysis result
from those paragraphs, in particular of the completeness relation
EJ,h δ (u− uˆ(J, v + h)) Zn(J, h, v) =
∑
λ∈D(0)
λ(n) gλ0 (u;n) Sλ0 (v;n), (3.75)
between left and right eigenvectors. The definition of the left eigenfunctions of D(0)
was already given in Eq. (3.34), but we rewrite it for convenience:
Sλ0 (v;n) = Eh
∫
du gλ0 (u;n)
[ cosh (β(u+ v + h))
2 cosh(βu) cosh(βv)
]n
. (3.76)
Let us define another random partition function, Zü(u;x), obtained from Zü(u)
conditioning on the value of the message u0 on the first spin, that is Zü(u;x) =
Zü(u)|(u0 = x). Since also Znü (u;x) as a function of u obeys equation (3.74), using
the decomposition Eq. (3.75) and the initial condition Z0 = 2 cosh(βu0) we arrive
to the important result
Znü (u;x) =
∑
λ∈D(0)
λü(n) gλ0 (u;n)Sλ0 (x;n) [2 cosh(βx)]n. (3.77)
Using last equation it is easy to compute any moment Znü , n not necessarily integer,
of the partition function of a random asymmetric Ising chain of length ü. More
interesting is the computation of the properties of a symmetric Ising open chain, the
one considered in Section 3.4.1, which receives on each extremity an external field
distributed according to a certain probability distribution P˜ (h˜). As already stated,
this is definition stems from the need to cover the important case of a chain embedded
in a locally tree-like graph. Let us call Zü,o the random partition function of this
open chain. It is related to the random partition function Zü of the asymmetric
open chain by
Zü,o =
cosh(β(uü + h˜ü))
cosh(βuü)
× Zü−1(uü;u1)× 2 cosh(βJ0) cosh(βh˜0)cosh(βu1) (3.78)
where u1 is distributed as u˜(J0, h˜0). From Eq. (3.78) along with Eq. (3.77) and Eq.
(3.76), we derive the main result of this paragraph:
Znü,o =
∑
λ∈D(0)
λü(n) a2λ,0(n). (3.79)
where aλ,0(n) is defined by
aλ,0(n) ≡ Eh˜
∫
du
[
cosh(β(u+ h˜))
cosh(βu)
]n
gλ0 (u;n). (3.80)
In the RTM formalism of Section 3.3 and 3.4, last expression could be derived
from T˜ (ü)n defined in Eq. (3.56) by analytic continuation of Znü,o =
∑
σ,τ T˜
(ü)
n (σ, τ) to
non-integer n.
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The average free energy of an open chain of length ü can then be obtained by
− βfoü = lim
n→0 ∂n Z
n
ü,o. (3.81)
The computation involves computing the order n of all the quantities present in Eq.
(3.79), as it was done in Section (3.4.1). In this paragraph however, without any use
of replicas, we gave a purely probabilistic argument valid for any real value of n. We
refer therefore to Section (3.4.1) for the successive step of the computation of foü ,
leading to the final result Eq. (3.58). Notice that in the notation of that paragraph
aλ,0 is related to aλ,0(n) defined in Eq. (3.80) by aλ,0(n) ∼
√
n aλ,0.
The expression (3.58) for foü could also be obtained by a different approach that
does not involve any limit n ↓ 0 but is technically more difficult. We define the
function ϕ(ü)(u) by
ϕ(ü)(u) ≡ δ(u− uü) logZü, (3.82)
and observe that given the distribution of the cavity message at distance ü along the
chain, uü, which we call G(ü)0 (u), it obeys the iterative rule
ϕ(ü+1)(u) = EJ,h
∫
dv δ (u− uˆ(J, h+ v)) ϕ(ü)(v)
+ EJ,h
∫
dv δ (u− uˆ(J, h+ v)) log
[2 cosh(βJ) cosh(β(v + h))
cosh(βv)
]
G
(ü)
0 (v)
(3.83)
Last equation can be solved decomposing ϕ(ü)(u) and G(ü)0 (v) along the eigenfunctions
of D(0) at n = 0, then ϕ(ü)(u) can be used to obtain foü .
3.5.2 Connected correlation functions
Let us derive the eigenvalue equation (3.4) and the expression for the connected
correlation functions Eq. (3.8), without making any use of replicas. Here we consider
straightly the random open chain with partition function Zü,o, characterized by
independent random external field distributes a h on the internal spins and as h˜ on
the extremities. The connected correlation function 〈σ0σü〉c = 1β ∂〈σü〉∂H0 , where H0 is
an auxiliary field acting on σ0, can be expressed as a function of the message uü,
coming through the chain to the spin σü, and its derivative with respect to H0. In
fact we have
〈σ0σü〉c =
(
1− tanh2(β(h˜ü + uü))
) ∂uü
∂H0
, (3.84)
where h˜ü, as usual, is the random effective field acting on σü and coming eventually
from the rest of the graph. Let us define the random variable Xü by Xü ≡ ∂uü∂H0 . The
average over disorder of Eq. (3.84) and its moments 〈σ0σü〉qc can then be computed
once we know the joint law of the random variables uü and Xü , which we call
Pü(u,X). Since Xü obeys the chain rule Xü+1 = ∂uü+1∂uü Xü the recursion rule for Pü
reads
Pü+1(u,X) = EJ,h
∫
dv dY δ
(
X − ∂uˆ
∂v
Y
)
δ (u− uˆ(J, h+ v)) Pü(v, Y ), (3.85)
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where uˆ is the message passing rule defined in Eq. (3.32). From last expression it
turns out we can write an iteration rule for the momenta of Xü at fixed uü,
G(ü)q (u) =
∫
dX Pü(u,X) Xq , (3.86)
which reads
G(ü+1)q (u) = EJ,h
∫
dv δ (u− uˆ(J, h+ v))
(
∂uˆ
∂v
)q
G(ü)q (v). (3.87)
Equations (3.85) and (3.87) with q = 2 have been recently introduced in literature
[146] in order to derive an analytical expression for the spin-glass susceptibility.
We note that the knowledge of the maximum eigenvalue of the integral operator
of Eq. (3.87) for a generic q allows one to reconstruct the full distribution of the
connected correlation function at large distance [152].
From last equation it is clear the relation of G(ü)q with the eigenfunctions gλq of
Eq. (3.4). In fact, decomposing G(ü)q (u) along the eigenfunctions of D(0), projecting
Eq. (3.87) on the left eigenvectors Sλq (u) and with some computations analogue to
the ones leading from Eq. (3.79) to Eq. (3.80), we arrive to
G(ü)q (u) =
∑
λ∈D(q)
aλ,q λ
ü gλq (u), (3.88)
where aλ,q is defined in Eq. (3.64). Equation (3.88), along with Eq. (3.84), gives the
expression (3.63) obtained with the RTM formalism for the connected correlation
functions.
Following the lead of the previous paragraph, we can extend the above derivation
to compute the disorder averages 〈σ0σü〉qc along with an arbitrary power of Zü,o. The
generalization of Eq. (3.87) in fact becomes
G(ü+1)q (u;n) = EJ,h
∫
dv δ (u− uˆ(J, h+ v))
(
∂uˆ
∂v
)q
Z(J, h, v)G(ü)q (v;n), (3.89)
and Eq. (3.88) generalizes trivially as well. The final result is
〈σ0σü〉qc Znü,o =
∑
λ∈D(q)
λü(n) a2λ,q(n), (3.90)
which extrapolates smoothly to the result we obtained for n = 0, i.e. Eq. (3.63). In
last equation the coefficients aλ,q(n) are defined by
aλ,q(n) ≡ Eh˜
∫
du
[
cosh(β(u+ h˜))
cosh(βu)
]n [
1− tanh2(β(u+ h˜))
]q
gλq (u;n), (3.91)
such that aλ,q(0) = aλ,q.
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3.5.3 The disconnected correlation function
The computations of the thermally disconnected correlation function 〈σ0〉〈σü〉 is
straightforward once we use the results we obtained in the two preceding paragraphs.
In fact, calling H0 and Hü two auxiliary fields we add to the first and the last spin of
the chain respectively and set to zero after the computation, the following relation
holds:
∂
∂H0
∂
∂Hü
Znü,o = n 〈σ0σü〉c Znü,o + n2 〈σ0〉〈σü〉 Znü,o. (3.92)
Using Eqs. (3.79) and (3.90) last expression leads to the main result of this paragraph,
that is
〈σ0〉〈σü〉 Znü,o =
1
n
 ∑
λ∈D(0)
λü(n) b2λ,0(n)−
∑
λ∈D(1)
λü(n) a2λ,1(n),
 (3.93)
where the coefficient bλ,0(n) ≡ ∂ aλ,0(n)∂H0/ü reads
bλ,0(n) = Eh˜
∫
du
[
cosh(β(u+ h˜))
cosh(βu)
]n
tanh(β(u+ h˜))
√
n gλ0 (u;n). (3.94)
We included a factor
√
n in the definition of bλ,0(n) to facilitate the extrapolation
of Eq. (3.93) to small n. In fact for all but the first eigenfunctions of D(0) the
normalization condition imposes the scaling gλ0 (u;n) ∼ 1√n [gλ0 (u) + n g˜λ0 (u)].
We could derive Eq. (3.93) also in the RTM formalism for integer values of n
and then perform an analytic continuation to arbitrary real n. In the limit n ↓ 0 it
is easy to see that the contribution to 〈σ0〉〈σü〉 from the first and the second sums
of Eq. (3.93) are given in Eqs. (3.66) and (3.67) of Section 3.4.2 respectively.
An alternative probabilistic derivation of the formula (3.68) for 〈σ0〉〈σü〉, which
does not require the knowledge of the moments of the partition function and of
〈σ0σü〉c Znü,o, goes through the definition of
R(ü)(u) ≡ δ(u− uü)〈σ0〉(ü). (3.95)
We used the symbol 〈σ0〉(ü) to denote the magnetization of the first spin at the ü-th
iteration of the construction of the asymmetric chain described in Section 3.5.1.
It can be easily shown that the knowledge of R(ü)(u) allows the computation of
〈σ0〉〈σü〉. Since 〈σ0〉(ü) is given by the derivative of the free energy of the chain at
the step ü with respect to a field on the the first spin, considering the free energy
difference after an iteration it is easy to arrive to the relation
〈σ0〉(ü+1) = 〈σ0〉(ü) + [tanh(β(uü + h))− tanh(βuü)] ∂uü
∂h0
. (3.96)
Therefore the recursion rule for R(ü)(u) is given by
R(ü+1)(u) = EJ,h
∫
dv R(ü)(v) δ (u− uˆ(J, h+ v))
+ EJ,h
∫
dv G(ü)1 (v) δ (u− uˆ(J, h+ v)) [tanh(β(v + h))− tanh(βv)],
(3.97)
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where G(ü)1 (v) was defined in Eq. (3.88) in last paragraph. Last equation can be
solved decomposing R(ü)(u) along the eigenfunctions of D(0) at n = 0, and using
Eq. (3.88) for G(ü)1 (v). The computation is lengthy and not trivial, since it involves
expressing g˜λ0 and g˜λ1 (defined in Section 3.4.2) respectively in terms of the basis of
D(0) and D(1) at n = 0. In the end though one arrives at the expression (3.68) for
the disconnected correlation function.
3.6 Conclusions
In the present chapter we presented a thorough analysis of the spectral properties of
the RTM. We have developed a formalism that is suitable to compute many different
types of connected and disconnected correlation functions and can be applied both
to one-dimensional systems and to locally tree-like graphs. The expressions we found
are exact for any value ü of the spin distance and can be approximated numerically
considering only the top eigenvalues of certain integral operators. Also the formalism
can be trivially adapted to perform the same computations in diluted p-spin models.
We also managed to obtain exact formulas for the moments of the partition
function and of the average free energies of open and closed chains of finite length.
It has been recently found that short chains have an important role in the finite
size corrections to disordered models on diluted graphs [2] and in perturbative
expansions around the Bethe approximation on Euclidean systems [148]. Therefore
the analytical tools we have developed also apply to these contexts.
Most of the results have also been derived using rigorous probabilistic arguments.
This approach has the merits of avoiding the complication of the decomposition of
the replicated space Z⊗n2 and of being more physically intuitive than the replica one.
The advantage of the replica method instead is that once the spectral representation
of the RTM is obtained all the observables can be computed just with opportune
contraction. In the cavity analysis an ad-hoc iterative function or a computation
strategy has to be devised for each observable.
Noticeably we did not manage to derive Eq. (3.53) for the free energy of closed
chains using a cavity argument. This is the only point withstanding the proof of the
complete equivalence between the two methods.
A limitation of both the RTM formalism and of its cavity counterpart, is the fact
that it is applicable to the analysis of disordered Ising models only in their replica
symmetric phase. This includes all isolated one-dimensional systems but not diluted
models in the spin glass phase. Therefore an investigation of the spectral properties
of the 1RSB replicated transfer matrix, extending Wigner’s decomposition [149]
to the 1RSB symmetry group, is desirable. Another direction for the extension of
our results, which should not require too much analytical effort [153], is toward the
investigation of Potts models.
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Chapter 4
Finite Size Corrections On
Random Graphs
4.1 Introduction
Finite size corrections to the thermodinamic free energy have been investigated in
fully connected systems [116, 117, 154], mean field optimization problems [93, 95]
and some simple disorder system [155], sometimes as a byproduct of the Hessian
diagonalization [156]. However, to our knowledge, only a solution in zero external
field has been derived for sparse random graphs [157,158] in the replica symmetric
phase.
In the domain of physical spin systems, diluted models represent a class of
mean-field like systems sharing an essential feature of the finite-dimensional ones,
that is the finite coordination number. By consequence diluted models should mimic
the physics of real systems better than the fully-connected ones (we have already
remarked that this is what happens for zero temperature ferromagnets in random
magnetic fields). Moreover when dealing with finite systems, the peculiar structure
of diluted networks should give a first insight on how the topology can modify
thermodynamic quantities. Indeed diluted models are defined on random graphs
which are locally tree-like and have typical loops of size O(logN). However for finite
(and small) sizes these loops become short and much more similar to the short loops
which are abundant in any finite-dimensional network (think e.g. to lattice models).
In this sense we can interpret the 1/N corrections in diluted models as a way to
expand towards finite dimensional models.
In the thermodynamic limit the free energy of diluted systems is exactly the
Bethe free energy. When the number of vertices N in the graph is finite though, the
average free energy density f(N) resents the presence of loops. If f(N) has a regular
expansion aroundN =∞, each term of the 1/N expansion f(N) = f0+f1/N+o(1/N)
would account for the contribution of a certain class of loopy structures. We see
that in the context of diluted systems, finite size corrections and loop expansions
are strictly related concepts. In this Cshapter we set up a formalism, based on
a replicated action, apt to the systematic computation of the f(N) expansion for
diluted disordered Ising systems in the replica symmetric phase. We calculate
explicitly the first correction f1 to the thermodynamic free energy. It is simple
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combinatorics to show that only simple (i.e. non-intersecting) loops can participate
to the O(1/N) correction f1. In fact more complicated loopy subgraphs, with
no dangling edges, typically involve only a fraction O(1/N2) of the total number
of nodes, therefore can only contribute to higher order terms in the free energy
expansion. Obviously this fact naturally emerges from the analytic computation as
well.
In the following we will use the replica method in order to compute disorder-
averaged corrections to the free energy. Then we will rederive the same results using
a probabilistic approach.
We will deal with random regular graphs (RRG) and Erdős-Rényi (ER) graphs
topologies. The replica procedure used is very similar, but is more involved in
the RRG case, so we will describe in greater detail in the ER case, and leave
most details of the RRG computations to Appendix B. On the other hand the
combinatorial/probabilistic arguments are very different instead, the one for RRGs
much shorter since it relies on the expression for the free energies of open and closed
chains obtained in Chapter 3. In both ensembles we corroborate the analytical
results with numerical simulations, conducted on RFIMs and spin-glass systems.
The results obtained and the method used in this Chapter, in particular for the
RRG ensemble, are the foundations for the large M expansion for finite dimensional
systems presented in Chapter 8.
4.2 Erdős-Rényi
4.2.1 The model
We consider a model of N interacting Ising spins {σi = ±1}Ni=1 defined by the
following Hamiltonian:
H = −
∑
i<j
Cij Jijσiσj −
∑
i
hiσi , (4.1)
where we have decoupled the topology of the underlying graph, encoded in the
symmetric adjacency matrix {Cij}, from the exchange interactions {Jij}. The
numbers Cij specify the particular graph considered and take values Cij = 1 or 0
whether the sites i and j are connected or not. In the case of Erdös-Rényi random
graphs [159], the matrix C has the following distribution [160]:
P({Cij}) =
∏
i<j
[
z
N
δ(Cij − 1) +
(
1− z
N
)
δ(Cij)
]
. (4.2)
The spins interact among each other via quenched random couplings Jij , which
are assumed to be identically independently distributed (or fixed to a single value
J). Moreover we allow the spins to interact with a local magnetic field (random
or non-random). The disorder averaged free energy density of the system, at the
temperature T = β−1, is defined as
f(β,N) = −(βN)−1 [logZN (β)]av = f0(β) +
1
N
f1(β) + o
( 1
N
)
, (4.3)
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where the average has to be performed over the topological disorder and the quenched
randomness. The main part of this work is devoted to the analytical computation
of the f1(β) term, the finite size correction to the free energy. The calculation can
be performed in two different ways, known as the replica method and the cavity
method. The latter derivation is particularly useful in order to better understand
the physical meaning of the results, which is less clear in the replica picture.
4.2.2 Computing the free energy density with replicas
The replica calculation of the free energy density starts from the well known identity:
[logZN (β)]av = limn→0
∂
∂n
log [(ZN (β))n]av . (4.4)
The moments of the partition function [(ZN (β))n]av are then evaluated for integer
values of number of replicas n. At the end of the calculation, the analytical continu-
ation to real values of n allows us to take the limit n→ 0. The replicated averaged
partition function reads (from now on we drop the dependence of ZN on β):
[(ZN )n]av =
Tr
∏
i<j
exp
(
βJijCij
n∑
a
σai σ
a
j
)∏
i
exp
(
βhi
n∑
a
σai
)
av
. (4.5)
Performing the average over the topological disorder using the distribution (4.2),
and setting
V (σ, τ) ≡ N log
[
1 + z
N
(
exp
(
βJ
∑
a
σaτa
)J
− 1
)]
,
B(σ) ≡ log
[
exp
(
βh
∑
a
σa
)h]
− 12N V (σ, σ) ,
(4.6)
eq. (4.5) takes the following form:
[(ZN )n]av = Tr
exp
 12N ∑
i,j
V (σi, σj) +
∑
i
B(σi)

 . (4.7)
We can achieve the site factorization of eq. (4.7) by means of the order parameter
ρ˜(σ) = N−1
∑
i
∏
a
δ(σa − σai ) , (4.8)
Enforcing Eq. (4.8) with a δ functional in Eq. (4.7), we trace over the decoupled
sites and then integrate out ρ˜(σ) which appears in Gaussian form. We arrive at an
expression for the auxiliary fields ρ(σ) suitable for saddle-point evaluation: 1
[(ZN )n]av =
√
det(V )
∫
[Dρ]e−NS[ρ] . (4.9)
1The functional measure is [Dρ] =
∏
σ
√
N
2pidρ(σ)
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The replicated action S[ρ] is given by
S[ρ] = 12
∫
dσdτ ρ(σ) V (σ, τ)ρ(τ)− log
∫
dσ exp
[∫
dτ V (σ, τ)ρ(τ) +B(σ)
]
,
(4.10)
where the symbol “
∫
dσ” is a proxy for the more cumbersome notation
∫
dσ ≡∏n
a=1
∑
σa=±1 . Let us now extract the leading order contribution in the replicated
action S[ρ]. We define the matrix U(σ, τ) and the vector H(σ) from the first order
expansion in N of eq. (4.6) to be
U(σ, τ) ≡ exp
(
βJ
∑
a
σaτa
)J
,
H(σ) ≡ log
[
exp
(
βh
∑
a
σa
)h]
,
(4.11)
and write the thermodynamically relevant part of the action (4.10) as S[ρ] =
S0[ρ] + o(1), where
S0[ρ] =
z
2
∫
dσdτ ρ(σ)
(
U(σ, τ)−1)ρ(τ)−log ∫ dσ exp [z ∫ dτ (U(σ, τ)− 1)ρ(τ) +H(σ)] .
(4.12)
The leading order free energy f0 comes from the saddle point of eq. (4.12), followed
by the limit n→ 0, as we will see in the next section. A first O
(
1
N
)
correction to
the free energy comes from the O (1/N) term in eq. (4.10) evaluated at the saddle
point.
Leading free energy
We now evaluate the functional integral (4.9) by the steepest descent method:
lim
N→+∞
− 1
N
log [(ZN )n]av = S0[ρ∗] , (4.13)
where ρ∗(σ) is the solution of the the saddle-point equation:
δS0[ρ]
δρ(σ) = 0 −→ ρ∗(σ) =
exp [z
∫
d σ′U(σ, σ′)ρ∗(σ′) +H(σ)]∫
dσ exp [z
∫
dσ′U(σ, σ′)ρ∗(σ′) +H(σ)]
. (4.14)
In order to take the small n limit we have to use an appropriate parametrization
for the order parameter ρ∗(σ). If we assume a Replica Symmetric (RS) ansatz, a
convenient parametrization for ρ∗(σ) is given by
ρ∗(σ) =
∫
dhP (h)
[exp (βh∑a σa)
(2ch(βh))n
]
. (4.15)
Inserting this parametrization in eq. (4.14) and taking the limit n→ 0 we obtain the
usual self-consistent Cavity equations for the distribution P (h) and Q(u) of cavity
fields and bias respectively:
P (h) =
∞∑
k=0
zk
k! e
−z
∫ [ k∏
i=1
dQ(ui)
]
δ
(
h− hR −
k∑
i=1
ui
)hR
,
Q(u) =
∫
dP (h) δ
[
u− 1
β
th−1 [th(βJ)th(βh)]
]J
.
(4.16)
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The RS free energy density can then be estimated as
f0(β) = β−1 lim
n→0
∂
∂n
S0[ρ∗] (4.17)
and can be explicitly written in term of the distributions P (h) and Q(u) [15].
Fluctuations around the RS saddle point
The Gaussian integral obtained by expanding eq.(4.10) around the saddle point
generates the order 1/N corrections. We set
ρ(σ) = ρ∗(σ) +
χ(σ)√
N
,
S(2)(σ, σ′; ρ) = δ
2S0[ρ]
δρ(σ)δρ(σ′) .
(4.18)
Expanding the action in powers of 1/N we find
S[ρ] = S0[ρ∗] +
1
N
S1[ρ∗] +
1
2N
∫
dσdσ′χ(σ)S(2)(σ, σ′; ρ∗)χ(σ′) + o(N−1) , (4.19)
where S1[ρ∗] is given by the following expression:
S1[ρ∗] =
z
2
∫
dσ [(U(σ, σ)− 1] ρ∗(σ) + z
2
4
∫
dσdσ′ρ∗(σ)
[
U(σ, σ′)− 1]2 ρ∗(σ′) .
(4.20)
The functional integral (4.9) at this order evaluates:
− 1
N
log [(ZN )n]av = S0[ρ∗] +
1
N
S1[ρ∗] +
1
2N log det (1− T ) + o(N
−1)
= S0[ρ∗] +
1
N
S1[ρ∗]− 12N
∞∑
L=1
Tr[TL]
L
+ o(N−1) ,
(4.21)
where the matrix T (σ, σ′) reads
T (σ, σ′) = z
[
U(σ, σ′)ρ∗(σ′)−
(∫
dτU(σ, τ)ρ∗(τ)
)
ρ∗(σ′)
]
. (4.22)
Using the RS parametrization (4.15), it turns out that in the limit n ↓ 0 the trace
Tr
(
TL
)
can be arranged in a linear combination of free energies of closed and open
chains. It all comes down to the fact that the term U(σ, σ′)ρ∗(σ′), present in T (σ, σ′),
can be linked to the replicated transfer matrix of an edge receiving a cavity field at
one of its extremities. In Appendix A.2 we prove the following formula:
∂
∂n
Tr(TL) = −βzL [φcL − L (φaL − φaL−1)]+O(n) , (4.23)
where φc/aL are free energies of closed and open spin chains in the graph of length
L ≥ 1, with φa0 defined as φa0 ≡ −β−1Eh log 2 cosh(βh). Writing the RS free energy
density as:
fRS = f (0)RS +
1
N
f
(1)
RS + o
(
N−1
)
, (4.24)
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and observing that the term S1[ρ∗]/N [viz. eq. (4.20)] cancels out with part of the
first two terms in the sum ∑∞L=1 Tr (TL) /(2NL), the finite size correction of the
RS free energy density f (1)RS can be evaluated as:
f
(1)
RS =
(
z − z
2
2
)
φo0 −
z
2φ
o
1 −
z2
2 (φ
o
2 − 2φo1) +
1
2
∞∑
L=3
zL
L
[
φcL − L(φoL − φoL−1)
]
.
(4.25)
The sum entering the previous formula can be considered as a sum over indepen-
dent loops weighted with the factor
[
φcL − L(φoL − φoL−1)
]
, by noticing that, in the
thermodynamic limit, zL/(2L) is exactly the average number of loops of length L in
a Erdös-Rényi random graph of mean connectivity z. The same formula holds true
also on the Erdös-Rényi ensemble G(N,M), where M = zN/2 is the fixed number
of edges, since the distribution of topological structures such as the number of finite
loops remains the same at the 1/N order.
In the limit of vanishing external field, eq.(4.25), evaluated in the paramagnetic
phase, takes the following simpler form:
f
(1)
RS =
z
2βEJ log ch(βJ)−
1
2β
∞∑
L=3
zL
L
E{Ji} log
[
1 +
L∏
i=1
th(βJi)
]
, (4.26)
where the first term takes into account the fact that the average number of links is
z(N − 1)/2 and the second one is the contribution of all the loops of length L ≥ 3.
The loops we are talking about are topologically defined as non-self-intersecting
closed paths. Self-intersecting closed paths would give contributions proportional to
N−2, since the self-intersection is observed, on average, in a fraction N−2 of the total
number of vertices. While eq. (4.25) is an original contribution to the literature,
its zero field counterpart eq. (4.26) has been already presented [157]. Moreover the
full distribution of f (1) in the absence of external field and in the RS phase has
been rigorously computed [158] an it is consistent with the mean value given by eq.
(4.26).
4.2.3 Computing the free energy density with cavity method
We now show how to compute the finite size corrections to the free energy density
using the cavity method. The reason to be interested in such a kind of calculation is
twofold. Firstly we have to corroborate the physical insight gained from replicas;
secondly we want to establish the equivalence of the two methods beyond the leading
order, showing how both procedures give the same result also at order 1/N .
The cavity method is well defined only in thermodynamic limit. In order to
study 1/N corrections to the free energy density of a model defined on a Erdös-Rényi
random graph (ERRG), we need to define a new ensemble of random graphs of N
vertices, such that in the limit N →∞ any topological structure appears with the
same density it has in the ERRG of N vertices. Here we are assuming that the free
energy of a model of N variables can be written as FN = Nf({di}), where f({di}) is
the free energy density computed in the thermodynamic limit on a model having the
same densities di of topological structures appearing in the finite N model. The new
ensemble we are going to define is required to compute such a free energy density.
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The topological structures we are interested in are the only ones that give
contributions up to order O (1/N), i.e linear chains of length L (i.e. with L edges
and L+ 1 vertices) and loops of length L. Let us start by computing their densities
in a ERRG of N sites, where each link is present with probability z/N . The density
of linear chains of size L (i.e. the number of linear chains per node) is
dchainL =
1
N
(
z
N
)L 1
2N(N − 1) . . . (N − L) Ä
zL
2
(
1− L(L+ 1)2N
)
, (4.27)
and the density of loops of length L is
dloopL =
1
N
(
z
N
)L 1
2LN(N − 1) . . . (N − L+ 1) Ä
1
N
zL
2L . (4.28)
In the new ensemble a random graph of N nodes can be viewed as the union
of basic topological structures (BTS), that, for the present purposes, are chains
and loops. The graph can be build in the following way. For each L ≥ 1, consider
all sequences of L + 1 different indices (i0, i1, . . . , iL) with the condition i0 < iL,
that avoids double counting of a chain; for each sequence of indices draw the
edges (i0, i1), (i1, i2), . . . , (iL−1, iL) with probability aL/NL. Then, for each L ≥ 3,
consider all sequences of L different indices (i1, i2, . . . , iL) with the conditions that
i1 is the smallest among the L indices and i2 < iL (these two conditions ensure
that each loop is counted only once); for each sequence of indices draw the edges
(i1, i2), (i2, i3), . . . , (iL−1, iL), (iL, i1) with probability cL/NL−1.
A useful representation of this graph is in terms of a factor graph, where the
variable nodes are the graph nodes and the factor nodes are the BTS. Thanks to
the scaling of the probabilities used in the building of the graph, the corresponding
factor graph is sparse, since the total number of BTS (i.e., of factor nodes) is given
by
∞∑
L=1
N (N − 1) . . . (N − L)
2
aL
NL+
∞∑
L=3
N (N − 1) . . . (N − L+ 1)
2L
cL
NL−1 Ä N
( ∞∑
L=1
aL
2 +
∞∑
L=3
cL
2L
)
(4.29)
and the coefficients aL and cL are constants.
The sparsity of the factor graph ensures that the whole construction is consistent
in the N → ∞ limit. Indeed the probability that any pair of graph nodes enters
in more than one BTS is O(1/N ). Since in the new ensemble we are interested
in computing the free energy density to leading order, we can safely assume that
any two graph nodes interact through at most one BTS; and this BTS uniquely
determines whether the edge between the two graph nodes is present or not.
The factor graph representation also allows us to write down the free energy
density in a standard way by summing factor nodes and variable nodes contributions
f = 12
∞∑
k=1
akφ
a
k +
1
2
∞∑
k=3
ck
k
φck + φsite , (4.30)
where φok and φck are respectively the free energies of chains and loops of length k
and
φsite =
T
N
∑
i
(1− ni)
∑
σi
µi(σi) logµi(σi) , (4.31)
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with µi(σi) being the single spin marginal and ni the number of BTS where the
variable i enters.
We should now determine the values of the coefficients ak and ck such that the
densities of chains and loops in a typical graph of the new ensemble match those in
eqs. (4.27) and (4.28) in the large N limit. When computing the actual density of a
given topological structure (e.g. a chain or a loop) one should consider that such a
topological structure can coincide with a BTS, or be part of a BST or involve more
than one BST.
As a warm-up, let us compute the density of links (chains of length L = 1) in
the limit N →∞:
dchain1 = limN→∞
1
N
N 2
2
[ ∞∑
k=1
kN k−1 akN k +
∞∑
k=3
N k−2 ckN k−1
]
= 12
[ ∞∑
k=1
kak +
∞∑
k=3
ck
]
,
(4.32)
where kN k−1 in the first sum and N k−2 in the second sum are respectively the
number of chains and loops of length k passing trough a given link, i.e., the number
of possible BTS containing the two variables connected by a given link.
When computing the density of topological structures made of more than one
link, we need to consider that such structures can overlap with more than one BTS.
In order to be concrete let us consider the density of chains of length L = 2:
dchain2 = limN→∞
1
N
N 3
2
(2dchain1
N
)2
+
∞∑
k=2
(k − 1)N k−2 akN k +
∞∑
k=3
N k−3 ckN k−1

(4.33)
where 2dchain1 /N ≡ p1 is the probability of having a link2. The general expression
for densities of linear chains of length L ≥ 3 is the following
dchainL = limN→∞
1
N
NL+1
2
SL
(
2dchain1
N , . . . ,
2dchainL−1
NL−1
)
+
∞∑
k=L
(k − L+ 1) akNL +
∞∑
k=L+1
ck
NL
 ,
(4.34)
where the function SL gives the probability that the L consecutive links comes
from more than one BTS and can be written (see Appendix A) in terms of the
probabilities of having k(< L) consecutive links: pk ≡ 2dchaink /N k. Since each term
in function SL is of order N−L, in the limit N →∞ we have
2dchainL = NLSL(p1, . . . , pL−1) +
∞∑
k=L
(k − L+ 1)ak +
∞∑
k=L+1
ck =
SL(2dchain1 , . . . , 2dchainL−1 ) +
∞∑
k=L
(k − L+ 1)ak +
∞∑
k=L+1
ck = zL
(
1− L(L+ 1)2N
)
.
(4.35)
Note that eq.(4.35) is valid for any L ≥ 1 since S1 ≡ 0 and c2 ≡ 0.
A similar expression can be written for the densities of loops of length L:
dloopL = limN→∞
1
N
NL
2L
[
RL(p1, . . . , pL−1) +
cL
NL−1
]
, (4.36)
2In principle in p1 there are already some contributions entering the sums, but this over-counting
effect is irrelevant in the N →∞ limit.
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where again the function RL represents the probability of generating a loop of size
L by more than one BTS. Since the probability of having k consecutive links is
O(N−k) the function RL is O(N−L) and then
dloopL =
cL
2L =
1
N
zL
2L =⇒ cL =
zL
N
for L ≥ 3 . (4.37)
In other words, making a loop by randomly choosing smaller structures is more
improbable than randomly generating directly such a loop.
The detailed computation of the coefficients ak from Eq. (4.35) is made in
Appendix A. Here we just quote the result
a1 = z +
1
N
(2z2 − z) , (4.38)
aL =
1
N
(zL+1 − zL) for L ≥ 2 . (4.39)
Plugging these coefficients in Eq. (4.30) we finally get
f = z2
(
1− 1
N
)
φo1 +
z2
2N (2φ
o
1 − φo2) +
1
N
∞∑
L=3
zL
2L
[
φcL − L(φoL − φoL−1)
]
+ φsite .
(4.40)
We observe that the sum on the r.h.s matches the sum over loops entering eq.(4.25).
Moreover, if the term φsite is expressed by means of cavity fields, one finds exactly
eq.(4.25). This can be immediately seen in the case of zero external field in all the
paramagnetic phase, where variables are unbiased and we have φsite = −T (1−ü) log 2
with ü = z + (z2/2− z)/N being the density of edges in the factor graph (i.e., the
number of edges in the factor graph per variable node). Substituting this expression
for φsite in Eq. (4.40), simply gives:
f = −T
(
log 2−z2EJ log ch(βJ)
)
+ z2N T EJ log ch(βJ)−
T
2N
∞∑
L=3
zL
L
E{Ji} log
[
1 +
L∏
i=1
th(βJi)
]
,
(4.41)
thus recovering the simplified replica result of Eq. (4.26).
We can conclude that the replica calculation reproduces correctly all the topologi-
cal structures involved in the 1/N corrections to the free energy density. Incidentally
we note that self intersecting loops occur only with probability N−2 and they do
not contribute to 1/N corrections.
Let us finish this section by giving a different interpretation to the present
results. We have seen that under the assumption that finite size corrections can be
computed by the cavity method in a graph with finite densities of certain topological
structures, we have been able to reproduce the replica result (and give to it a more
physical intuition). However, we could assume that replica and cavity methods
should provide the correct free-energy for a very large, but finite, system, and then
conclude that the free-energy of a model only depends on the densities of certain
topological structures. This alternative view can be useful if one aims at computing
the free-energy of a model defined on a finite dimensional lattice, by considering
a lattice as a random graph with strong topological correlations, and making an
expansion in these topological correlations (e.g., number of loops, but not only that).
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4.2.4 Numerical Analysis
In this Section we check the validity of our analytical expressions for the free energy
corrections, eq. (4.25), against numerical simulations. Since from Monte Carlo
simulations one obtains the energy of the systems, in order to avoid an integration
in temperature we decided to work perform the simulations at zero temperature,
where energy and free energy coincides. Moreover since eq. (4.25) holds for arbitrary
disorder in the interaction and in the external field, we choose to keep the former
deterministic and the latter randomly distributed. In this case in fact an exact
polynomial algorithm is available to calculate the ground state. Therefore we apply
eq. (4.25) to compute the finite size corrections to the energy density of the zero-
temperature Random Field Ising Model (zt-RFIM) and compare with numerical
simulations. The model is defined by the following Hamiltonian:
H = −J
∑
i,j
Cijσiσj −
∑
i
hiσi , (4.42)
where the random magnetic fields are Gaussian random variables of zero mean and
variance h2i = 1 and the ferromagnetic exchange coupling J take values in the interval
[0,∞). The underlying graph topology is that of a Erdös-Rényi random graph. Due to
the FKG [161] inequality the model does not undergo replica-symmetry-breaking [78]
at any value of the ferromagnetic interaction strength J , so that our formulae for
the finite size (free) energy density corrections remain valid also below the critical
point, provided that a single pure state is selected. In the ferromagnetic phase the
existence of two energy minima generates additional finite size fluctuations, which
are proportional to N−1/2. These kind of interstate fluctuations overcomes the 1/N
intrastate contribution, which becomes practically invisible in numerical experiments.
In this work we compare analytical predictions and numerical results only in the
paramagnetic phase J < Jc.
The uniqueness of the ground state of the model allows to translate the formula
(4.25) for the free energy density corrections into the corresponding expression for
the ground state energy density corrections. We write the ground state energy
density as the leading term plus the O (1/N) correction:
eGS(N) = eGS0 +
1
N
e(1) + o
( 1
N
)
, (4.43)
where e(1) reads:
e(1) = −
(
z − z
2
2
)
|hc|− z2e
o
1−
z2
2 (e
o
2−2eo1)+
1
2
∞∑
L=3
zL
L
[
ecL − L(eoL − eoL−1)
]
. (4.44)
The random variable hc is the cavity field, distributed according to the zero temper-
ature solution of eq. (4.16), while ea/cL are the energies of open and closed chains in
the graph. The computational time cost of computing the energy density of a chain
of size L by enumeration is exponentially increasing in N , therefore only partial
sums up to L = 7 in eq. (4.44) have been considered in Figure 4.1. To accurately
compute the whole L series, especially near the critical point, some assumptions has
to be made about the large L behaviour of its term. Some of the authors have been
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developing a formalism through which a spectral representation of the replicated
transfer matrix [1] [138,145] can be obtained. Using this result the leading behaviour
ecL − L(eoL − eoL−1) ∼ ALλL (4.45)
has been established for the zero temperature RFIM, which allows to analytically
sum the remaining terms of the series (from L = 8 to infinity). The coefficient λ is
given by the first eigenvalue of the replicated transfer matrix and gives the decay rate
of ferromagnetic correlation functions. It can be computed to high precision with
population dynamics techniques or as the first eigenvalue of an integral operator.
The coefficient A instead has been obtain from a fit of the first five point of the
series. As an alternative approach assuming the validity of the ALλL behaviour
(which fares much better then a simple exponential decay assumptions) both A and
λ could be inferred from a fit of the first terms of the sum. The finite size corrections
of the energy in the RFIM at zero temperature diverges as e(1) ∝ 11−zλ , at odds with
the double pole divergence e(1) ∝ 1(1−zλ)2 which can be found at finite temperature.
This matter has been elucidated in Chapter 3.
At the critical point a scaling analysis of the correction e(1) can be performed.
Calling τ = |J − Jc| the distance from the critical point, mean field theory [80]
predicts the following finite size scaling for τ and e(1) in the critical region:
τ = τ˜
N1/3
, (4.46)
e(1) = e˜(1)N1/3 , (4.47)
The leading correction to the thermodynamic ground state energy density is of order
O(N−2/3) in the whole critical region:
eGS(N) = eGS0 +
1
N2/3
e˜(1) + o
( 1
N2/3
)
for J → Jc . (4.48)
Furthermore eq. (4.43) is not valid in the ferromagnetic phase (for reasons mentioned
in the beginning of this Section), where the leading correction happens to be of
order O(N−1/2):
eGS(N) = eGS0 +
1
N1/2
e′(1) + o
( 1
N1/2
)
for J > Jc . (4.49)
The numerical experiment is performed on a Erdös-Rényi random graph with average
connectivity z = 4.We compute the ground state energy with the Minimum-cut
algorithm [162, 163], using the Lemon Library [107]. To draw the profiles of the
energy density corrections in Figure 4.1 we took the average over 108 samples for each
system size. In the same figure we compare the numerical data with the analytical
prediction given by eq. (4.44) and check the finite size scaling relation given by
equation (4.47). In Figure 4.2a we report the Binder cumulant:
Bi = 32
1− m4
3
(
m2
)2
 , (4.50)
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Fig. 4.1. Finite size corrections of the ground state energy density in the T = 0 RFIM on
Erdös-Rényi random graphs with mean connectivity z = 4. In the upper panel we plot
numerical data for different system sizes and the analytical formula given by eq. (4.44).
Close to the critical point (which is Jc ≈ 0.395) the scaling of the energy corrections is
given by the mean field prediction (4.47) as confirmed by the data collapse shown in
the inset. In the lower panel we show the estimates of the formula (4.44), truncating
the sum over loops with a cutoff L = 3, 4, 5, 6, 7 and extrapolating the whole series as
explained in the main text.
for system sizes ranging from N = 256 to N = 2048. From the intersection of the
curves we identify the critical point, obtaining Jc ∼ 0.395(1).
Figure 4.2b shows the behaviour of the averaged squared magnetization m2. The
finite size scaling of m2 in the critical region is given by the following scaling relation:
m2 = O(N−1/3) = O(τ) for τ → 0. (4.51)
This scaling form is confirmed by the data collapse shown in the inset of Figure 4.2b.
4.3 Random Regular Graphs
4.3.1 Replica formalism for random regular graphs
Let us turn now to the computation of the first finite size correction to the free
energy in RRGs. As usual the Hamiltonian is given by
H = −
∑
i<j
CijσiJijσj −
∑
i
Hiσi, (4.52)
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where the exchange couplings Jij and/or the local magnetic fields Hi are quenched
independent random variables. The matrix Cij represent the entries of the adjacency
matrix of a graph G extracted from the RRG ensemble. They take the values
Cij = 1, 0 depending on whether or not the vertices i and j are connected. Here
we study c-RRGs, i.e., random graphs with vertices having uniform degree c. The
probability measure of the c-RRG ensemble is uniform over all the regular graphs of
degree c.
To solve the model in the thermodynamic limit (i.e. N →∞) and to obtain the
finite size correction to this limit, we have to cast the averaged replicated partition
function [Zn]av into an integral form suited to steepest descent evaluation, as we
did for ER ensemble. This procedure uses standard techniques [160, 164–166] and is
reported in detail in the Appendix B.1. Here we quote only the final result, which
reads
[Zn]av = [det(cU)]1/2eA(N,c)
∫
Dρ e−NS[ρ,N ]. (4.53)
In the last equation the integral is performed over the space of all possible functions
ρ(σ) ≡ ρ(σ1, . . . , σn) of a n-replicated spin, taking 2n different values. The action
S[ρ,N ] is a functional of ρ(σ) and N , and at the leading order in N can be written
as
S0[ρ] = c2
∫
dσdτ ρ(σ)U(σ, τ)ρ(τ)
− log
∫
dσ eB(σ)
[∫
dτU(σ, τ)ρ(τ)
]c (4.54)
The action S0 will be optimized through the steepest-descent method. After
that, we will integrate the Gaussian fluctuations around the optimal saddle point,
thus obtaining the desired finite size corrections. The quantities U(σ, τ) and B(σ)
appearing in Eq. (4.54) are defined by
U(σ, τ) =EJ
[
exp
(
βJ
n∑
a=1
σaτa
)]
(4.55)
and
B(σ) = logEH
[
exp
(
βH
n∑
a=1
σa
)]
(4.56)
The explicit expression for the constant A(N, c) appearing in Eq. (4.53) can be
found in the Appendix B.1.
Saddle point evaluation of S0 leads to the following self-consistence equation for
the order parameter ρ:
ρ∗(σ) =
eB(σ) [
∫
dσ′U(σ, σ′)ρ∗(σ′)]c−1∫
dσ′′eB(σ′′) [
∫
dσ′U(σ′′, σ′)ρ∗(σ′)]c
. (4.57)
Once a solution of Eq. (4.57) has been found, using Eq. (4.54) one gets the
thermodynamic free energy density f0 = limN→∞ f(N). The difficulties of the
problem are all hidden in the solution ρ∗(σ) of the saddle point equation. The
function ρ∗(σ) depends on the replicated spin (σ1, . . . , σn), and hence, it is uniquely
determined by the set of the 2n possible values it can take. The most general solution
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should specify all these 2n values. Here we limit ourselves to the simplest solution,
i.e., the replica symmetric one. This solution has the property to be invariant under
the group of permutations of the replica indexes, therefore ρ∗(σ) can depend only
on the sum ∑na=1 σa. The number of parameters necessary to fully specify a replica
symmetric function is n+ 1 (and hence much smaller than 2n). The most general
replica symmetric parametrization of ρ∗(σ) can be written in the form:
ρ(σ) =
∫
dh P (h) e
βh
∑n
a=1 σa
[2 cosh(βh)]n , (4.58)
where the function P (h) depends implicitly on n and is non-negative and normalized
to one in the limit n→ 0.
Inserting the parametrization (4.58) into the saddle point equation (4.57), and
performing the limit n → 0, we obtain a self consistent equation for the density
P (h):
P (h) = EJ,H
∫ c−1∏
k=1
dhk P (hk) δ
[
h−H −
c−1∑
k=1
uˆ(β, J, hk)
]
, (4.59)
where uˆ(β, x, y) = β−1 tanh−1[tanh(βx) tanh(βy)]. We recognize Eq. (4.59) as the
self-consistent equation for the probability distribution P (h) of the cavity field on
a RRG of connectivity c. Solving the last equation for P (h) one can eventually
evaluate the n = 0 limit of Eq. (4.54) and recover the thermodynamic free energy
f0 ≡ limN→∞ f(N)N , given by the Bethe free energy approximation [15].
4.3.2 Finite size corrections
In this section we present the analytical expression of the first finite size corrections
to the free energy density of disordered Ising models on the RRG ensemble. As we
anticipated in the introduction, we assume the leading correction to the thermody-
namical free energy density to be proportional to 1/N . Therefore, we split f(N)
into the sum of the leading term plus the 1/N correction, that is
f(N) = f0 +
f1
N
+ o
( 1
N
)
. (4.60)
The detailed calculation of the coefficient f1, the main result of this Section, is
given in the Appendices B.2 and B.3. The derivation is based on the expansion of
the contributions of the Gaussian fluctuations of the replicated action around the
saddle point, given by
− 12 log det
(
∂2S0
∂ρ(σ)∂ρ(τ)
∣∣∣∣
ρ∗
)
, (4.61)
as a power series containing the replicated transfer matrix of the system [138] [1].
The final result reads
f1 =
∞∑
ü=3
(c− 1)ü
2ü ∆φü. (4.62)
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Fig. 4.3. Pictorial representation of the argument, given in Section 3.5, to compute the
free energy shift due to the addition of a loop to a large tree graph. It is shown an
open chain embedded in a tree graph (left), its removal from the tree (center) and the
addition of a loop (right).
The terms appearing in last equation and computed in the replica formalism have a
clear physical meaning, as we will readily explain. We call ∆φü the quantity defined
by
∆φü = φcü − ü φ. (4.63)
where φcü is the average free energy of a closed chain (loop) of length ü embedded in
the graph, that is
φcü ≡ −
1
β
[
logZcü
]
av (4.64)
with
Zcü ≡
∑
σ1,...,σü
eβ(r1σ1+J1σ1σ2+···+rüσü+Jüσüσ1). (4.65)
The cavity fields ri are i.i.d. random variables sampled from the distribution
R(r) = EJ,H
∫ c−2∏
k=1
dhk P (hk) δ
[
r −H −
c−2∑
k=1
uˆ(β, J, hk)
]
. (4.66)
In other words, the cavity fields ri represent the effective fields coming from the
rest of the graph on the nodes in a loop. The quantity φ is the intensive average
free energy of a closed chain with random couplings Ji, and random fields ri, i.e.
φ ≡ limü→∞ φ
c
ü
ü , and can be easily computed through cavity method [138] [1].
The fact that the fields ri are independently distributed and that they obey Eq.
4.66, containing the fixed point distribution P (h), indicates that the contribution
of each loop can be considered independently from the others. In fact the factor
(c − 1)ü/2ü in Eq. (4.62) is exactly the average number of loops of length ü in a
RRG of connectivity c. Therefore, the coefficient f1 of the O (1/N) correction can
be expressed as a sum over all the loops in a graph, each one contributing with the
amount ∆φü to the free energy. We call ∆φü a free energy shift since it is the free
energy difference observes in a infinite tree after the addition of a single loop of size
ü, as we will argue in the next Section.
It is yet to be investigated the relation between (4.62) for f1 and an analogous
result that one could derive using the loop calculus formalism [167,168].
We notice that the loops considered here are defined as non-self intersecting
closed paths. In fact, self-intersecting loops would give a contribution of order
O(1/N2) to the average free energy for simple combinatorial arguments.
4.3.3 Probabilistic argument
The computation of the O(1/N) correction to the free energy in the RRG ensemble
can be easily done through simple probabilistic arguments, as one realizes a posteriori
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analysing the final result Eq. (4.62) obtained with the replica formalism. In fact, as
already discussed at the end of the previous Section, at the O(1/N) order loops are
sparsely distributed in the graph and do not interact with each other. Therefore
their contributions to the free energy can be summed up separately and each one of
them can be considered as embedded in an infinite tree. In order to compute the
free energy shift due to the presence of a loop of length ü, we consider a very large
random tree, with partition function ZT , and remove the ü + 1 edges of an open
chain of length ü+ 1, as showed in Figure 4.3. We call σ0, . . . , σü + 1 the cavity spins
of the new graph, that is the ones who lost one (this is the case of σ0 and σü+1)
or two (σ1, . . . , σü) of their adjacent edges. We call Zcav(σ0, . . . , σü+1) the partition
function of this new system, conditioned on the values of the cavity spins. Since we
assumed to start from a tree graph, the partition function Zcav takes the form
Zcav(σ0, . . . , σü+1) = Z˜eh0σ0+r1σ1+...+rüσü+hü+1σü+1 , (4.67)
where Z˜ ≥ 0 and the cavity fields hi and r0/ü+1 are independently distributed
according to P (h) from (4.59) and R(r) from Eq. (4.66) respectively. We recover
the partition function of the original tree adding back the missing links, therefore
we establish the relation
ZT = Z˜ × Zoü+1, (4.68)
where Zoü+1 is the partition function of an open chain of length ü+ 1 with incoming
fields h0, r1, . . . , rü, hü+1. On the other hand, starting from the cavity graph, we can
create another graph G containing exactly one loop. This can be achieved adding an
edge between the spin σ0 and σü+1, and adding other ü edges to form a loop among
the ü internal cavity spins (see Figure 4.3). Notice that with this construction all the
spins retain the same degree that they had in the original graph T . The partition
function of the system defined on G is then given by
ZG = A× Zo1 × Zcü . (4.69)
We are interested in the difference of the average free energy between the system G
an T in the large graph limit. Let us call N the number of nodes in T and G. The
free energy shift is then given by
∆φü = − 1
β
lim
N→∞
[logZG − logZT ]av. (4.70)
For the average free energy φoL of an open chain of length L embedded in a RRG
the following relation holds [1]:
φoL = Lφ+ φs, (4.71)
where φs is a site term that does not depend on L [1]. It is therefore easy to derive
the expected result:
∆φü = φcü − ü φ. (4.72)
We have proven that the free energy difference ∆φü as defined by Eq. (4.70)
corresponds to the quantity φcü − üφ, as it was defined in the last Section. Taking
into account that the average number of loops of length ü in a graph of the RRG
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Fig. 4.4. Finite size corrections to the energy density of a spin glass model on a RRG with
connectivity c = 4 and bimodal random couplings J = ±1. The various panels refer to
different values of the external uniform magnetic field. The results obtained from Monte
Carlo simulations are compared with the analytical values predicted from Eqs. (4.62)
and (4.78). The vertical dashed lines mark the positions of the critical temperatures.
ensemble is zü2ü in the thermodynamic limit, we re-obtain Eq. (4.62) without making
any resort to replicas.
The argument we gave in this Section to compute the first finite size correction to
the free energy is strictly limited to the RRG ensemble. In fact it relies heavily on the
homogeneity of the graphs. On different graph ensembles more refined combinatorial
arguments, as the one given in [2] for Erdös-Rényi random graphs, have to be used.
4.3.4 Numerical Experiment: Spin Glass in a Magnetic Field
In this Section we test our analytical prediction for the finite size correction to
the free energy, Eq. (4.62), on the spin glass in a uniform magnetic field. The
connectivity of the graph is c = 4. In the experiment the couplings Jij are bimodal
random variables, taking value Jij = ±1 with equal probability. We simulate the
model using a parallel tempering Monte Carlo algorithm and three different values
of the external field H = 0.3, 0.5 and 0.7. For each value of the magnetic field H we
simulate systems of three different sizes: N = 26, 28 and 210.
In order to compute the analytical estimate of f1 we proceed in two steps: we
explicitly calculate the first terms of the sum. We computed by transfer matrix
multiplication the partition function and the free energy of closed chain of length
ü, for many realizations of the disorder and up to ü = 7. We then resummed the
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remaining terms of the series using the criterion explained in Ref. [2], that we briefly
recap. Using the formalism of the replicated transfer matrix developed in Ref. [1],
one can show that, in a spin glass, the dominant contribution to f1 comes from
the replicon eigenvalue. Therefore, we use only the knowledge of this eigenvalue to
analytically resum the remaining terms of the series (from ü = 8 to ∞). The large ü
behaviour of the shift ∆φü is given by the expression
∆φü ∼ Aλü for üº 1, (4.73)
where λ is the replicon eigenvalue, the largest eigenvalue satisfying the following
integral equation:
λgλ(u) = EJ,r
∫
du′ gλ(u′)δ[u− uˆ(βJ, r + u′)]
(
∂uˆ
∂u
)2
. (4.74)
Here r is distributed as R(r) defined in Eq. (4.66). The maximum eigenvalue of
the integral operator in last equation can be obtained numerically by population
dynamics techniques. The coefficient A instead can be computed analytically, as
shown in Ref. [1], and takes value A = 3/(2β). We can split the quantity f1 in two
pieces:
f1 ∼ S(L)− 34βLogL+1 [1− (c− 1)λ] , (4.75)
where S(L) is the partial sum over the loops up to ü = L, and the second term is the
resummation of the remaining series from ü = L+ 1 to ü =∞, which we represented
via the function Logp(1− x), defined as:
Logp(1− x) = −
∞∑
ü=p
xü
ü
. (4.76)
In our concrete case we can compute explicitly the first L = 7 terms of the series,
and so, the approximated analytic form of f1 is
f1 ∼ S(7)− 34βLog8 [1− 3λ] for c = 4. (4.77)
In a numerical simulation, measuring the energy is, actually, much simpler than
the free energy (since the last one involves an estimate of the entropy). As a
consequence we preferred to compare analytical and numerical results for the finite
size corrections to the energy density e1. Analytically , the quantity e1 is given by
the usual formula relating energy and free energy:
e1 = f1 + β
∂f1
∂β
. (4.78)
In Figure 4.4 we show the comparison between the experiments and our theoretical
result. The agreement is good at high temperatures, while it deteriorates close to
the critical point. At the critical point in fact every order of the O(1/N) expansion
of the free energy diverges, therefore near the critical point subleading finite size
corrections become increasingly important and extrapolation of e1 obtained from
numerical simulations to its large N limit, that can be derived by our analytical
expression (4.62), is difficult to achieve.
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4.4 Conclusions
In this Chapter we performed a thorough analysis of the O (1/N) correction to the
free energy density in disordered Ising models defined on Erdös-Rényi and random
regular graphs. We derived an analytical formula which can be easily used to quantify
finite size effects, avoiding the subtleties associated with the diagonalization of the
Hessian. We also checked the correctness of our results through a numerical study
of the RFIM at zero temperature in the ER case and of a a spin glass at finite
temperature in the RRG case. In both case we found excellent agreement with the
analytic prediction. Using this formalism though we could not compute the finite
size corrections in the ferromagnetic ordered phase of the RFIM. In this phase in fact
the O (1/N) correction is overshadowed by a O
(
N−
1
2
)
correction. This anomalous
correction will be addressed analytically in Chapter 5.
A much more serious problem arises in the glassy phase of thespin glass model,
where exponentially many pure states are involved. The leading finite size correction
are much bigger than O (1/N), in fact numerical results for the ground state of
spin glasses on RRGs suggest that they are order O
(
N−
2
3
)
or O
(
N−
4
5
)
, depending
(surprisingly) on the bond distribution [124]. The question if our formalism can be
adapted to cover the fullRSB case remains open.
In the ER ensemble we showed how replica results for the 1/N corrections to
the free energy density can be derived also in the cavity formalism, resorting to an
auxiliary graph ensemble which in some sense lifts the O (1/N) contributions to the
leading order. It would be interesting to see if this combinatorial derivation could
be transposed to other graph ensembles.
Our results seems to hold some degree of universality, in fact the free energy
contribution from simple loops at the order O(1/N), can expressed in both ensembles
as ∑
ü≥3
Nü ∆φü, (4.79)
where Nü is the mean number of simple loops of length ü, and ∆φü is the free energy
shift due to the addition of a loop to an infinite tree, defined as
∆φü = φcü − ü(φoü − φoü−1). (4.80)
Moreover using the replicated transfer matrix formalism of the previous Chapter we
can approximate ∆φü, with the leading eigenvalue and corresponding coefficients of
the Longitudinal or the Replicon sector, with good accuracy even for small ü. We
will show in Chapter 8 how to make use of these results to compute the first order
term in the perturbation theory around the Bethe free energy for finite dimensional
systems. It is given also in that case by Eq. (4.79), with only a simple redefinition
of the coefficients Nü.
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Part III
Non-Perturbative Finite Size
Corrections

83
In the last Chapter we computed the first finite size correction to the free
energy in diluted random graphs. The computation was done in a (replicated)
field theoretical frameworks, examining the Gaussian fluctuation around the
saddle point. Eventually higher order terms in the 1/N can be computed in this
framework by standard perturbation theory, and all the terms in this expansion
would have a direct topological interpretation in terms of free energy shifts due
to the presence of loopy structures in the graph.
In same cases though, when there are other competing sources of finite size
corrections or multiplicity of saddle points, this approach fails to capture the
most relevant contributions. Problem specific techniques have to be devised
to deal with them. Here we examine two such cases, where leading finite size
correction are ultimately due to non-perturbative effects.
The first case is the RFIM in the ferromagnetic phase, that, as we mentioned in
last Chapter, presents O(1/
√
N) corrections to the free energy. This phenomena
is present both mean field and finite dimensional systems. We set up a formalism
based on replica theory in order to compute such corrections. While the
approach is general to any random field model, only in mean field topologies
the computations can be carried on exactly.
In the second part of the Chapter we investigate the scaling behaviour of the
average cost in the Euclidean Assignment Problem. We show how the difference
in the number of blue and red points in a small region of space is a source for
the transport field. This is formalized in a Poisson-like equations that yields a
surprisingly ample set of predictions for the leading and subleading behaviour
and coefficients of the average cost for each dimension d.
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Chapter 5
The Random Field Ising Model
5.1 Introduction
We consider for concreteness a system of N Ising spins, σi = ±1, and external
random fields. The following arguments though apply to a general class of models
possessing O(m) symmetry (once the average over disorder is taken). On a given
graph G, the Hamiltonian of the RFIM is
H = −J
∑
(i,j)
σiσj −
N∑
i=1
hi σi, (5.1)
where the first sum is over adjacent spins, J ≥ 0 is a ferromagnetic coupling and the
the fields hi are quenched i.i.d. random variables with zero mean and unit variance,
i.e. E[hi] = 0 and E[hi hj ] = δij .
It takes a simple argument to show that, at least at zero temperature and for
J large enough, the subleading term in N to the average energy E(N) is of order
O(
√
N). In fact in this case, for a given realization of the external fields {hi},
the Gibbs measure is concentrated on the configuration with minimum energy, the
candidates being the one with all the spins up and the one with all the spins down.
For a given graph with M = O(N) edges, the energies of the two states, let us call
them E+ and are E− respectively, are given by
E± = −MJ ∓
N∑
i=1
hi for J º 1. (5.2)
The sum in the r.h.s. is a random variable of variance N , converging to a Gaussian
variable in the thermodynamic limit. Therefore it is easy to see that for the average
energy E(N) = E[min(E+, E−)] we have
E(N) = −MJ −
√
2
pi
√
N + o
(√
N
)
for J º 1. (5.3)
It turns out that the
√
N subleading behaviour we found in this limit case is present
in the whole ferromagnetic region in the J − T (coupling-temperature) plane.
In fact in the ferromagnetic phase the statistical weight is concentrated on
two disconnected regions of the configuration space, having positive and negative
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magnetization respectively, separated by a free energy barrier exponentially increasing
in N . While the two regions are completely equivalent in the pure ferromagnetic
system, once the disordered external field is turned on their free energies start to
differ of a random quantity of order O(
√
N). The total free energy of the system is
then simply given by the minimum among the two, except for some exponentially
decaying terms. Let us first define, for a given realization of the disorder, the
free-energies F+ and F− as the ones corresponding to configurations having positive
and negative magnetization respectively (for simplicity we assume N to be odd). We
assume, and verify a posteriori for the RFIM, that in the ferromagnetic phase the
difference between the free energies of the two states, F+ − F−, is of order O(
√
N).
Then the average free energy of the system is given by
F (N) = − 1
β
E
[
log
(
e−βF+ + e−βF−
)]
= E
[
min(F+, F−)
]
+ exp. vanish. terms.
(5.4)
From these premises it follows simply that the average free energy has an
expansion in N of the form
F (N) = f0N + f1
√
N + o(
√
N), (5.5)
where the coefficients f0 and f1 of the expansion are defined by
f0 = lim
N→+∞
1
N
E
[
F+
]
= lim
N→+∞
1
N
E
[
F−
]
, (5.6)
f1 = lim
N→+∞
−1√
N
E
[ |F+ − F−| ]
2 . (5.7)
To compute f1 we extend a method developed in Refs. [169] and [170–172]. At fixed
N and for a given realization of the disorder, let us call Z+ and Z−, the partition
function constrained to the configurations with positive and negative magnetization.
Considering n and m replicated systems respectively, one can easily see that for
small n and m we have
− 1
β
log E
[
Zn+ Z
m
−
] ∼ nE[F+] +mE[F−]− n22 βVar(F+)
− m
2
2 βVar(F−)− nmβ Covar(F+, F−).
(5.8)
Obviously, for symmetry reasons, E[F+] = E[F−] and Var[F+] = Var[F−]. The free
energies F+ and F− are jointly distributed random variables. If the limit
∆2 ≡ lim
N→∞
1
2N
[
Var(F+)− Covar(F+, F−)
]
= lim
N→∞
1
4N E
[
(F+ − F−)2
] (5.9)
is non-zero, the rescaled variables f+ and f−, defined by
f± =
F± − f0N√
N
, (5.10)
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become non-trivially jointly distributed Gaussian random variables for large N . In
fact, while higher orders cumulants in the n and m expansion of Eq. (5.8) are of
order O(N), with this rescaling they give vanishing contributions.
Since asymptotically f+−f−2 is itself a Gaussian random variable of zero mean
and variance ∆2, it follows that the coefficient f1 of Eqs. (5.5) and (5.7) is given by
f1 = −
∫ dz√
2pi∆2
|z| e− z
2
2∆2 = −∆
√
2
pi
. (5.11)
The computation of the n and m expansions in Eq. (5.8) can be performed using
the standard replica techniques. Since it is impractical to work with the partial
partition functions Z+ and Z−, we define the partition function ZH of the system
having an additional deterministic external field H acting on all the spins. Then we
define the replicated free energy φ(n,m) as
φ(n,m) = lim
H→0+
lim
N→∞
− 1
βN
log E
[
ZnH Z
m
−H
]
. (5.12)
This definition is completely consistent with the l.h.s. of Eq. (5.8) in the ferromag-
netic region, and is even more physically sound in the paramagnetic region, allowing
to treat with a unified formalism the whole phase space.
We compute φ(n,m) for integer values of n and m using the saddle point
technique for N →∞. Then we make an analytic continuation of the solution to
real value of n and m. By definition (5.12) the 0− th order term of the expansion is
zero. Since we are interested only in the quadratic terms of the φ(n,m) expansion,
and since the φ(n,m) is variational in some order parameter, our calculations will
involve only the order parameter computed at n = m = 0 and we do not have to
consider its n and m dependence. As always happens with calculations involving
replicas, the exchange of the n and N limits will be done without particular care.
In the following Sections we will explicitly compute φ(n,m) given by Eq. (5.12)
in two mean field models.
5.2 Fully connected
The first case we consider is that of the RFIM on the fully connected graph. Here
the first sum in the Hamiltonian (5.1) runs over N(N − 1)/2 edges, and the coupling
J has to be rescaled by a factor N−1 in order to obtain an extensive thermodynamic
behaviour. It is then easy to compute the replicated free energy of the system,
defined in Eq. (5.12), through standard Hubbard-Stratonovich transformation is
given by
φFC(n,m) = min
x≥0
{1
2J(n+m)x
2
− 1
β
logEh
[(
2 cosh β(Jx+ h)
)n(2 cosh β(−Jx+ h))m]}. (5.13)
Notice that the order parameter x, the magnetization of the up-state, enters in the
last term of Eq. (5.13) both with a plus and a minus sign. As a technical note, in Eq.
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(5.13) the minimization condition does not ever turn to a maximization when the
number of replicas is small, as it happens in glassy models [13], since the dimension
of the order parameter in the full replica space is n+m and is always greater than
zero in our calculations.
To obtain the O(
√
N) contribution to the free energy we have to compute the
small and n and m expansion of φFC(n,m). As already discussed at the end of the
previous section, only the n = m = 0 saddle point solution, given by the non-negative
solution of
x = Eh tanh β(Jx+ h), (5.14)
appears in the second order expansion of the replicated action. Therefore the
coefficient ∆, defined in Eq. (5.9) and characterizing the O(
√
N) correction though
(5.11), is given by
∆2FC =
1
2β2
{
Eh[(log cosh β(Jx+ h))2]
− Eh[log cosh β(Jx+ h) log cosh β(Jx− h)]
}
.
(5.15)
Last expression can be easily computed for any value of J and β. In order to
compare the analytic prediction with exact results, it is easier to consider the zero
temperature limit of (5.15). This is given by
lim
T→0
∆2FC =
1
4 Eh
(|Jx+ h| − |Jx− h|)2 (5.16)
with x non-negative solution of
x = Eh sign(Jx+ h). (5.17)
We focus on the zero temperature limit for two reason: the zero temperature fixed
point is the one controlling the flow of the renormalization group also starting from
finite temperature [53]; the ground state of the RFIM can be computed efficiently
using exact numerical algorithms.
We implemented an exact and very efficient algorithm to compute the ground
state of a fully connected RFIM, that takes advantage of the topological equivalence
of all the spins. In fact it is easy to realize that among all the configurations having
a certain total magnetization M = ∑i σi, the one with lowest energy is the one
where only the first N−M2 spins with the lowest external field are down.
Therefore, once the spins are sorted according to their external fields (an operation
of time complexity Θ(N logN)), we have to look only to these N + 1 configurations
characterized by M = −N,−N + 2, . . . , N to find the ground state (an Θ(N)
operation). We have thus produced an algorithm of time complexity Θ(N logN)
and with Θ(N) memory requirements. This is a great improvement over the min-cut
algorithm that we used on diluted graphs (as we shall explain in next Section),
that has time and memory complexity Θ(N3) for fully connected graphs. With this
algorithm we where able to perform highly precise averages of systems up to ∼ 106
spins. We then subtract the leading order (in N) term f0N , that can be computed
exactly, to obtain the numeric estimate of the coefficient f1 up to subleading finite
size effects. In Fig. 5.1 we show the perfect agreement between the results of our
exact algorithm and the analytic prediction f1 = −∆
√
2
pi , with ∆ given by Eq.
(5.16), for the RFIM at T = 0.
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Fig. 5.1. The numerical estimates, obtained through the algorithm described in the text,
of the coefficient of the O(
√
N) correction to the average free energy in the RFIM at
zero temperature on the Fully Connected Graph, for many sizes of the system (orange
lines). The numerical curves extrapolate to the analytical prediction of Eqs. (5.11) and
(5.16) for large N (black line). The dashed black line is the asymptotic value
√
2
pi .
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5.3 Random regular graphs
The analytic computation of the O
(√
N
)
correction to the average free energy in
diluted models is slightly more involved. Here we focus on the random regular graph
(RRG) ensemble. Each element of the ensemble is chosen uniformly at random
among all the graphs where each node has fixed connectivity z. The RRG and other
diluted graph ensembles have the property of being locally tree-like, in the sense
that each finite neighborhood of a randomly chosen node is with high probability
a tree in the large N limit, and the density of finite loops goes to zero [15]. This
property allows for the analytical tractation of such models, at list at the leading
order in N .
Following the lead of Ref. [172], we apply the replica technique to Eq. (5.12), to
obtain the replicated free energy
φRRG(n,m) = min
ρ
{z
2 φedge[ρ]− (z − 1)φsite[ρ]
}
, (5.18)
where
φedge[ρ] = log
[
Eh1,h2
∑
σ1,σ2
ρz−1(σ1)
× eβ(h1
∑
a
σa1 +J
∑
a
σa1σ
a
2 +h2
∑
a
σa2 ) ρz−1(σ2)
]
.
(5.19)
and
φsite[ρ] = log
[
Eh
∑
σ
eβh
∑n+m
a=1 σ
a
ρz(σ)
]
(5.20)
A similar expression, for the replicated free energy of spin glasses on RRG, was
derived in Ref. [173] (see also Eq. (7) of Ref. [174] for a more general formulation)
and relies on the hypothesis that the graph contains few short loops.
Eq. (5.18) is a straightforward generalization of these results, the difference
being that the replicas are divided into two blocks of size n and m respectively.
The minimization condition in Eq. (5.18) is imposed over all the functions ρ(σ) =
ρ(σ1, . . . , σn+m) of a n + m replicated Ising spin, taking particular attention to
constrain the first n and last m replicas to be in the up and down state respectively.
Here as in the fully connected case, the dimension of the order parameter, 2n+m, is
always positive, and we do not incur in the usual peculiarity of replica calculations,
the exchange between minimum and maximum conditions.
Under replica symmetry assumptions the order parameter ρ(σ) can be parametrized
in the form
ρ(σ) =
∫ dP (u+, u−)
(2 cosh βu+)n(2 cosh βu−)m e
β(u+
∑n
a=1 σ
a+u−
∑m
a=n+1 σ
a)
. (5.21)
In the small n and m limit the minimum condition gives
P (u+, u−) = Eh
∫ z−1∏
k=1
dP (u+k , u
−
k ) δ
(
u+ − g(h+
∑
k
u+k )
)
δ
(
u− − g(h+
∑
k
u−k )
)
,
(5.22)
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where the function g(x) is the usual cavity iteration rule g(x) = 1β atanh(tanh(βJ) tanh(βx)).
The vanishing auxiliary external field H of Eq. (5.12) selects the solution of Eq.
(5.22), supposed to be unique, such that u+ ≥ 0 ≥ u− (denoting with • the expecta-
tion over P (u+, u−)).
Expanding the replicated free energy φRRG(n,m) to the second order in n and
m we can than derive the O(
√
N) coefficient of the free energy according to Eqs.
(5.8) and (5.11). We note that only the fixed point distribution P (u+, u−) computed
at n = m = 0, that is the solution of (5.22), contributes to the quadratic order of
φ(n,m). The coefficient ∆ appearing in f1 = −∆
√
2/pi than reads
∆2RRG =
1
2β2
{
z
2
(
E[A2+]− E[A+A−]
)
− (z − 1)(E[B2+]− E[B+B−])}. (5.23)
The terms A± and B± stem from the edge and site replicated free energies (φsite
and φedge) respectively. The expectations E[•] are over both the distribution of the
external random field and of the cavity fields. The site terms B+ and B− are defined
by
B± = log
2 cosh β(h+∑zk=1 u±k )∏z
k=1 2 cosh βu±k
. (5.24)
Here the fields u+k and u
−
k are distributed according to P (u
+
k , u
−
k ), solution of Eq.
(5.22), and h is distributed as the external random fields. The edge terms A+ and
A−, appearing in Eq. (5.23), are defined by
A± = log
∑
σ1,σ2
expβ(h±1 σ1 + Jσ1σ2 + h±2 σ2)∏z−1
k=1 4 cosh βu
±
1k cosh βu
±
2k
(5.25)
The random field h+1 is distributed as h+
∑z−1
k=1 u
+
1k, where h is an external random
fields, and analogous definitions follows for the other cavity fields.
We notice that only in the terms E[A+A−] and E[B+B−] of Eq. (5.23) the full
joint distribution P (u+, u−) is needed, not only its marginals.
The computation of ∆2, and therefore of the analytic finite size correction f1, to a
high level of precision through Eq. (5.23), is a computationally easy task. We solved
numerically the fixed point condition Eq. (5.22) through a population dynamic
algorithm. In this case each element of the population is a couple of cavity messages,
u+ and u−, each of them encountering the same external random fields h during the
iterations of the algorithm. As initial condition, in each couple the message u+ is
set to a high positive value, while the message u− is set to a low negative value.
In the paramagnetic phase the stable solution of Eq. (5.22) takes the trivial
form P (u+, u−) = P (u+)δ(u+ − u−). The O(√N) finite size correction is thus zero.
In the ferromagnetic phase instead, the messages u+ and u− become non-trivially
correlated.
We computed with the population dynamics algorithm the solution of the fixed
point Eq. (5.22) at temperature T = 0, for many values of the coupling J and for
connectivity z = 4. The expectations we find in the expression of ∆2 given Eq.
(5.23) are then computed sampling from the population.
92 5. The Random Field Ising Model
As in the case of the fully connected model, it is easier to verify the analytic
predictions working at zero temperature, since the free energy and the energy coin-
cides and the ground state of the system can be obtained through exact polynomial
algorithms.
Therefore the analytical result is compared with an exact numerical algorithm that
exploit the equivalence between the problem of finding the ground state of the RFIM
on an arbitrary graph and the minimum cut optimization problem [109]. We used the
implementation of the Goldberg-Tarjan’s preflow push-relabel algorithm provided by
the open source Lemon Graph Library [107], whose worst case complexity is Θ(N 52 )
for instances of the RRG ensemble. The numerical estimate of the O(
√
N) coefficient
is obtained from a linear combinations of the free energy of systems of different sizes,
and it is given by
f˜1(N) =
E[F (2N)− 2F (N)]
c
√
N
(5.26)
with c = 1√2 − 1. The value of f˜1(N), obtained averaging the minimum cut results
over many samples of the system, should converge for large N to the analytical
value computed trough the population dynamic algorithm applied to Eq. (5.23).
The data plotted in Fig. 5.2 show a very good agreement between experiments
and predictions, although the convergence is slow due to the presence of subleading
O( 1√
N
) finite size effects.
5.4 Conclusions
We argued for the existence of an anomalous O(
√
N) subleading correction to the
thermodynamic average free energy f0 of systems with a zero-mean external random
field. This correction is limited to the ferromagnetic phase, since it is caused by
the difference of free energy among the two pure states. If one is interested only in
asymptotic quantities such as f0 , the slowing down of the convergence can be avoided
in numerical simulations such as Markov Chain Monte Carlo methods choosing an
initial condition uncorrelated to the realization of the disorder (as is indeed usually
done), such that the dynamics gets trapped with equal probability in the state with
lowest free energy or in the other one. Estimations of observables on systems of
finite size through exact algorithms though are bound to follow a behaviour of the
type a(N) ∼ a0 + a1√N , therefore the convergence is much slower then the usual O(
1
N )
behaviour one finds in the paramagnetic phase or in pure systems. On the other
hand when the focus is on the finite size average value of some observable, particular
care has to be taken for the definition used for the finite size free energy and for the
method chosen to equilibrate the system.
Using a formalism inspired by some recent works [169] [170–172] we present a
general framework to compute the coefficient f1 of the O(
√
N) term in the average
free energy. The computation has been carried out, using a variant of the replica
trick, in two solvable mean field systems, the RFIM on the fully connected graph
and on the RRG ensemble. The analytic results obtained, Eqs. (5.11)(5.15)(5.23),
are found to be in strong agreement with the numerical simulations.
A different but equivalent approach to the problem, also based on the replica
trick, can be taken using the techniques of Refs. [175,176]. Instead of computing the
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Fig. 5.2. The numerical estimates, obtained through the min-cut algorithm, of the
coefficient of the O(
√
N) correction to the average free energy in the RFIM at zero
temperature on Random Regular Graphs of connectivity z = 4, for many sizes of
the systems (orange lines). The numerical curves (see Eq. 5.26 for their definition)
extrapolate to the analytical prediction of Eqs. (5.11) and (5.23) for large N (black line).
The dashed black line is the asymptotic value
√
2
pi .
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large deviation function φ(n,m), where n and m replicas are constrained to be in
the up and down state respectively, and expanding to small values of n and m, the
same conclusions could be obtained summing over all the saddle point contributions
obtained from the partitioning of a the replicas in the two sets. We preferred
the approach of Refs. [169] [170–172] because it is conceptually more clear and
analytically less involving (although they share many similarities).
While the formalism we have developed in Section 5.1 is completely general, the
exact computation of the coefficient ∆2 (thus of f1) can be achieved only in mean
field models. In finite dimension one has to resort to a perturbative diagrammatic
expansion of a replicated field theory. We did not take this path, but our numerical
simulations with a min-cut algorithm, using the same procedure described in Section
5.3 for the RRG ensemble, show, qualitatively and also quantitatively, the scenario
depicted in Fig. 5.2. Summing it up, as a general feature of models with zero-mean
random external field, the average free energy density as a first finite size correction
of order O( 1N ) in the paramagnetic phase, and of order O(
1√
N
) in the ferromagnetic
phase.
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Chapter 6
The Euclidean Assignment
Problem
6.1 Introduction and Main Results
In this Section we focus on a restricted version of the matching problem, the complete
bipartite matching problem, also known as the assignment problem, that has a long
standing tradition among the scholars [15, 18, 84]. In this problem we have two sets
having the same cardinality N , let us call them R and B, and we want to find a
one-to-one correspondence between the elements of R and the elements of B in such
a way that all the elements are paired and a certain global function of this matching
(called the cost function) is minimized. An instance of the assignment problem is
a N × N matrix w: each element wij gives the partial cost of the assignment of
the element i ∈ B to the element j ∈ R. From a combinatorial point of view, an
assignment is a permutation pi ∈ SN , where SN is the set of permutations of N
elements. Its cost is defined by
EN [pi;w] =
1
N
N∑
i=1
wipi(i). (6.1)
The optimization problem consists in finding the optimal assignment pi∗, i.e., the
assignment pi∗ that satisfies the property EN [pi∗, w] = minpi∈SN EN [pi;w].
Some interesting questions arise when random instances of the problem are
considered, that is, when the elements of the cost matrix w are chosen accordingly to
a certain probability law. We will discuss the properties of the system for different
choices of the disorder, i.e., of the distribution of w. Let us consider the average
optimal cost EN = EN [pi∗;w], where • denotes the expectation over the instances
w of the problem. If we choose the problem ensemble such that the matrix elements
wij are i.i.d. random variables, we obtain the so-called random assignment problem.
This version of the problem was largely investigated in a set of papers in which
both the distribution of the optimal weights in the large N limit [18, 104] and
the finite sizes corrections [95] were derived using different approaches. In this
context, the celebrated replica approach, directly borrowed from the theory of spin
glasses and disordered systems, proved to be an excellent tool to investigate the
properties of these random optimization problems, and led to the celebrated formula
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limN→∞EN = pi
2
6 under certain assumptions over the distribution of wij [18]. Quite
interestingly the average optimal cost EN for the random assignment problem is
known exactly for every value of N . It is given by the simple formula EN =
∑N
k=1
1
k2 ,
as has been first conjectured in [177] and independently proven in [105] and [178].
From an analytical point of view, a much more difficult problem arises when the
elements of the cost matrix w are correlated. This is indeed the case of the Euclidean
assignment problem, also known as Euclidean bipartite matching problem (Ebmp).
The Ebmp is an assignment problem in which a set of N “blue” points B = {bi}Ni=1
and a set of N “red” points R = {ri}Ni=1 are given on the hypercube [0, 1]d. Each
point is supposed to be generated independently and uniformly at random in the
hypercube. Periodic boundary conditions are imposed (in other words, to avoid
scaling corrections due to border effects, we consider the sets of points on the torus
Td ≡ Rd/Zd). The cost of the matching between two points is then given by a
function of their distance on the torus. We will generalize the Euclidean flat distance
on the torus to a family of functions characterized by a cost exponent p, assuming
that
wij = ‖bi − rj‖p, (6.2)
where ‖bi − rj‖ ≡
√∑d
k=1
(
min
{∣∣∣bki − rkj ∣∣∣, 1− ∣∣∣bki − rkj ∣∣∣})2 is the Euclidean norm
on the torus. Due to the underlying Euclidean structure, the elements of w present
very strong correlations. We shall denote with E(p)N (d) the average cost of the optimal
assignment between N red points and N blue points on Td with cost exponent p,
that is
E
(p)
N (d) ≡ E(p)N [pi∗; {ri,bi}], (6.3)
where the average is intended over the positions of the points and pi∗ is the optimal
permutation. In the following we will sometimes drop the dependence on p and on d
of the optimal cost, and write simply EN .
The scaling behaviour of the leading order of the optimal cost is well known
for p > 1 and all values of d and has been confirmed also by the investigations
conducted by means of statistical physics methods. In fact, from a simple heuristic
argument [58], we expect that, given a red point, the nearest blue points can be
found approximately in a volume of order O
(
1
N
)
around it: their distances from the
red point is, for this reason, of order N− 1d . Supposing that each red point is matched
to one of its nearest blue points, the expected total cost scales as EN = O
(
N−
p
d
)
for large N . It turns out that this asymptotic estimation is correct only for d ≥ 3
as it can be rigorously proved [179]. In a fundamental paper on this subject,
published in 1984, [180] proved that for d = 2 a logarithmic correction appears,
EN = O
((
lnN
N
) p
2
)
. In dimension d = 1 instead, the divergence from the expected
result is even greater, in fact it is informally known to the literature [96,180] (even
if to our knowledge nowhere formally stated), that EN = O
(
N−
p
2
)
in this case. We
can resume the state of the art of knowledge regarding the asymptotic behaviour of
the average optimal cost in the Ebmp, with the following formula:
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β
(p)
N (d) ≡
E
(p)
N (d)
N−
p
d
=

O(N
p
2 ) d = 1,
O
(
(logN)
p
2
)
d = 2,
e
(p)
d +O(N−γd) d > 2.
(6.4)
The determination of the exponents γd is one of the original contributions we present
in this Section and it will be discussed in the following. The coefficients e(p)d are not
known to the literature and could not be derived using our approach either, even
though we give accurate numerical estimates in Table 6.2. The rescaled average
optimal cost, β(p)N (d), is what a physicist would call the intensive energy, and will be
used in the rest of the Section. As with EN , we will sometimes drop the p and d
dependence from it and write simply βN .
The scenario depicted in Eq. (6.4) has to be compared with the one arising in
the Euclidean monopartite matching problem (Emmp). [58] studied analytically this
problem considering the correlations among the costs as perturbations around the
case with random independent entries wij . In the Emmp there is a unique set of
2N points to be matched among themselves. It has been proven [181, 182] that,
in the Emmp, the rescaled average optimal cost β(p)N (d) has a finite limit and is a
self-averaging quantity in every dimension d. The odd behaviour noticed in the
bipartite case in low dimensions is due to the presence of differences, in small regions
of space, between the number of red and blue points, that imply the presence of
“long distance” pairings and the failure of arguments based on subadditivity [59].
Obviously, in the monoportite cases such problems do not exist, since a partial
matching between the points in an arbitrary subregion of [0, 1]d leaves only one point
at most unpaired.
Moreover numeric and analytic arguments [59] show that in the Emmp the first
subleading correction to the large N limit of βN is of order O(N−1) in any dimension.
This assumptions though was also been improperly used in the Ebmp to numerically
extrapolate the value e(p)d = limN→∞ β
(p)
N (d) for d > 2 in the case of flat distances [59]
(i.e. p = 1). This led to some inaccurate estimations of e(1)d that we address in Table
6.2. In fact in Section 6.3 we give numerical evidence that the appropriate value for
the exponent γd of the subleading correction to βN in dimension d > 2, as defined
in Eq. (6.4), is
γd =
d− 2
d
, (6.5)
for any value of p. Notice that in the mean-field limit d → ∞ one recovers the
subleading scaling O(N−1) of the random assignment problem [95,156].
The main focus of this work is the Ebmp with quadratic costs, i.e. the case
p = 2 in Eq. (6.2). In Section 6.2, inspired by some considerations on the continuum
equivalent of the matching problem, the so called Monge–Kantorovič problem, we
present a powerful ansatz, Eq. (6.15), for the asymptotic dependence of the optimal
cost from the realization of the disorder. After a careful treatment of the diverging
quantities, through an appropriate renormalization procedure, we obtain a whole
new set of analytic predictions for βN . In fact we recover the whole scenario given
in Eq. (6.4) for p = 2, deriving the proposed expression Eq. (6.5) for γd as well.
Moreover we refine the classification given in Eq. (6.4), with
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β
(2)
N (d) ∼

1
6N + e
(2)
1 d = 1,
1
2pi lnN + e
(2)
2 d = 2,
e
(2)
d +
ζd(1)
2pi2 N
−γd d > 2,
(6.6)
where ζd(x) is the Epstein zeta function. Here and in the following the symbol ∼
means that the term on the l.h.s. is asymptotically equal to the r.h.s. except for
some additional term decaying faster than each term in the r.h.s. (e.g. β(p)N (1) =
1
6N + e
(2)
1 + o(1)). While the coefficients e
(2)
d have to be determined numerically, we
managed to obtain analytically the coefficients of the leading order expansion of βN
for d = 1, 2 and of the subleading order for d > 2. In the following Sections we give
a detailed derivation of these results.
6.2 A scaling hypothesis for the quadratic cost
6.2.1 The Monge–Kantorovič problem and Monge–Ampère Equa-
tion
Let us now briefly introduce the so called Monge–Kantorovič problem, as the
conclusions of this paragraph have a crucial role in the following discussion. Given
two measure densities ρ1 : Td → R+ and ρ2 : Td → R+, Td = Rd/Zd being the
d-dimensional flat torus,
∫
Td ρ1(x)ddx =
∫
Td ρ2(x)ddx = 1, we defineM as the set
of measure preserving maps µ : Td → Td, i.e. the set of all maps µ such that:
ρ1(x) = ρ2(µ(x)) det Jµ(x) ∀x ∈ Td , (6.7)
where Jµ(x) is the Jacobian matrix of µ, (Jµ(x))ij ≡ ∂µi∂xj (x). Given a transportation
cost function w : Td × Td → R+, we introduce the cost functional
E[µ;w] =
∫
Td
w(x,µ(x))ρ1(x)ddx. (6.8)
We ask for the map M ∈ M that minimizes the cost functional (6.8), i.e., such
that E[M;w] = minµ∈M E[µ;w]. This problem is known in Measure Theory as
the Monge transport problem [183, 184] and a lot of results have been obtained
regarding the existence of the optimal map and its properties [185]. One of the
most interesting cases is the quadratic one, in which the cost is given by the convex
function w(x,y) = ‖x− y‖2, and we have to minimize the functional
E(2)[µ] =
∫
Td
‖x− µ(x)‖2ρ1(x)ddx. (6.9)
In the case of quadratic cost it can be proved that the optimal map can be expressed
as the gradient of a certain function ϕ [184], i.e. M(x) = gradϕ(x). Eq. (6.7) can
be than rewritten in terms of ϕ, obtaining the so called Monge–Ampère equation
ρ1(x) = ρ2(gradϕ(x)) detHessϕ(x), (6.10)
where (Hessϕ(x))ij =
∂2ϕ(x)
∂xi∂xj
is the Hessian matrix of ϕ.
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Suppose now that ρ1(x) = 1+δρ1(x) and ρ2(x) = 1+δρ2(x) , being |δρ1(x)| ¹ 1
and |δρ2(x)| ¹ 1 ∀x ∈ Td. We expect that, under these hypothesis, we can write
M(x) = x + m(x) with ‖m(x)‖ ¹ 1 ∀x ∈ Td: in the first order approximation,
det JM(x) ≈ 1 + divm(x), so Eq. (6.7) becomes:
divm(x) = ρ1(x)− ρ2(x) ≡ δρ(x). (6.11)
In particular, if w(x,y) has the form as in Eq. (6.9) we can introduce m(x) =
gradφ(x), obtaining the simple Poisson equation
∆φ = δρ. (6.12)
Denoting by δρˆn ≡
∫
Td δρ(x) e−2piin·x ddx, in this case the total cost of the transport
is given at the first order by
E(2)[M] ≈
∫
Td
[gradφ(x)]2 ddx =
∑
n∈Zd\{0}
|δρˆn|2
4pi2‖n‖2 . (6.13)
Although the last equation has been derived under assumptions difficult to justify
in the discrete and random version of the Monge–Kantorovič problem, that is in the
Ebmp, we will see how Eq. (6.13) retains its validity also in that case.
6.2.2 The scaling ansatz
Inspired by the previous considerations, we made an ansatz about the functional
dependence of the optimal cost of the Euclidean bipartite matching problem with
quadratic cost from the density of the two sets of points. The ansatz is simple, yet
it is surprisingly predictive.
We denote with ρB(x) ≡ 1N
∑N
i=1 δ (x− bi) ≡ ρ1(x) and with ρR(x) ≡ 1N
∑N
i=1 δ (x− ri) ≡
ρ2(x) the random densities in [0, 1]d of the N B-points and R-points respectively.
We suppose that periodic boundary conditions are imposed, so we work on the
torus Td, as explained in the introduction. Let us call δρ(x) ≡ ρB(x)− ρR(x) the
difference between the two densities and
δρˆn ≡ 1
N
N∑
i=1
(
e−2piin·bi − e−2piin·ri
)
n ∈ Zd, (6.14)
its Fourier modes. Following the hint given by the continuous problem, Eq. (6.13),
we introduce the following functional
EN [δρˆ] ≡
∑
n∈Zd\{0}
|δρˆn|2
4pi2‖n‖2 . (6.15)
Our hypothesis is that the functional EN [δρˆ] at large N captures the leading terms
of the exact optimal cost E(2)N [pi∗; {ri,bi}], i.e. asymptotically E(2)N [pi∗; {ri,bi}] ∼
EN [δρˆ], in the notation of Section 6.1. Note that we are using only (6.12) to evaluate
the scaling of the optimal cost, without any reference to the optimality conditions
itself. However, this is sufficient to reproduce the correct average behaviour: in
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fact, in the limit of validity of our linearisation of the Monge–Ampère equation, the
solution of (6.12) on the torus is unique and therefore determines automatically the
optimal map. It can be shown by direct calculation that |δρˆn|2 = 2N for each n Ó= 0.
Therefore we have
E
(2)
N (d) ∼ EN [δρˆ] =
1
2pi2N
∑
n∈Zd\{0}
1
‖n‖2 ⇒ β
(2)
N (d) ∼ N
2
dEN [δρˆ] =
∑
n∈Zd\{0}
N
2−d
d
2pi2‖n‖2 .
(6.16)
For d ≥ 2 the sum in the previous relation is divergent. However, by means of a
proper regularisation of the sum, we can still extract useful informations on the
scaling of βN . For d = 2 Eq. (6.16) provides, after the regularization procedure, the
leading scaling behaviour with the correct prefactor, whilst for d > 2 the procedure
gives the leading scaling and the prefactor of the subleading behaviour. Sadly, in
no case for d > 2 the coefficient, which we name e(2)d , of the leading term in the βN
expansion can be computed using our formalism.
6.2.3 Case d = 1
0 0.005 0.01 0.015 0.02 0.025 0.03
0.162
0.164
0.166
N−1
1 N
β
N
Numerical data
Fit by f
(2)
1 (N)
0 0.01 0.02 0.03
−0.17
−0.165
−0.16
−0.155
N−1
β
N
−
N 6
Fig. 6.1. Numerical simulations for d = 1; the fit was performed using the three parameters
fit function f (2)1 (N) = α
(2)
1 +
e
(2)
1
N +
c
N2 .
Let us consider the Ebmp in dimension d = 1. In low dimensions, that is for
d = 1, 2, the optimal cost is no longer a subadditive quantity and the fluctuations of
the density of points are dominant [59]. Moreover for d = 1 the optimal cost is also
not self-averaging [59], while for d = 2 this is still an open question.
In one dimension the structure of the optimal matching is known [59, 96]: for
any p > 1 and using open boundary conditions, the optimal matching is the one
associating the k-th blue point to the k-th red point, ordering the points from left to
right along the line. This consideration leads to the prediction β(2)N (1) = O(N
p
2 ) for
the leading behaviour with generic cost exponent p. For closed periodic boundary
conditions, the case we are considering, a similar scenario holds: enumerating the red
points and the blue points clockwise or anticlockwise, the optimal matching is given
by a cyclic permutation, with offset to be determined by the optimality condition.
The one-dimensional case constitutes the simplest application of our formula,
Eq. (6.16), since this is the only where the sum is not divergent. We obtain
straightforwardly
β
(2)
N (1) ∼
N
pi2
+∞∑
n=1
1
n2
= N6 . (6.17)
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This is indeed the exact asymptotic behaviour of βN [96], and it is a first validation
of our very simple ansatz, Eq. (6.15): we were able to catch both the anomalous
scaling O (N) and its correct prefactor.
We checked the validity of Eq. (6.17) averaging the optimal cost of the Ebmp given
by an exact algorithm [107] for system sizes up to N = 2048. We found the numerical
data for 1N βN to be well approximated by a three parameters fitting function of the
form f (2)1 (N) = α
(2)
1 +
e
(2)
1
N +
c
N2 , where an additional correction of higher order is
included. From a least square fit we obtained the coefficient α(2)1 = 0.166668(3), in
perfect agreement with our analytical prediction (see Figure 6.1).
Once verified the validity of Eq. (6.17), we used it to extrapolate the subleading
coefficient e(2)1 , fixing α
(2)
1 = 16 and using the fitting function f
(2)
1 (N) with two free
parameters (see Figure 6.1 and Table 6.1).
6.2.4 Case d = 2
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Fig. 6.2. Numerical simulations for d = 2. We fitted our numerical data for β(2)N (2) using
the function f (2)2 (N) = a lnN + e
(2)
2 + blnN . The
1
lnN correction was suggested by the
right hand plot.
As already stated in the introduction, in dimension two we have that βN =
O (lnN). In this paragraph we will show how to derive this scaling from our ansatz,
Eq. (6.16), and we will also obtain the corresponding prefactor. The sum appearing in
Eq. (6.16) diverges in dimension two and above, therefore we have to find a suitable
regularization to give meaning to the expression. The regularization procedure
presents some peculiarities at d = 2 from which the anomalous scaling arises.
We choose a regularizing smooth function F (x) such that F (0) = 1 and F (x)→ 0
for x → +∞. The function has to decrease rapidly enough to make the series∑
n∈Z2\{0}
1
‖n‖2F
(
2pi‖n‖
2piü−1
)
converge: here we introduced a cut-off in momentum
space, 2piü−1, where ü ≡ 1√
N
is the characteristic length for the system, being
ü of the order of the average distance between a blue point and the nearest red
point. Clearly 2piü−1 → +∞ for N → +∞. Finally, let us denote by Nd(r) =∣∣∣{x ∈ Zd \ {0}|‖x‖ < r}∣∣∣, the number of lattice points (excluded the origin) included
in a ball of radius r centred in the origin in dimension d. Then, for arbitrary
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d = 1 d = 2 d = 3 d = 4 d = 5
1
2pi2 ζd(1)
1
6 − −0.45157 . . . −0.28091 . . . −0.21423 . . .
α
(2)
d 0.166668(3) − −0.4489(16) −0.282(4) −0.2139(13)
e
(2)
d −0.1645(13) 0.1332(5) 0.66251(2) 0.571284(6) 0.584786(2)
Table 6.1. Results of numerical simulations for p = 2. In the first line the analytical
prediction for α(2)d for d Ó= 2 is presented.
a ∈ (0, 1), we can write
∑
n∈Z2\{0}
1
‖n‖2F
( ‖n‖√
N
)
= lim
R→∞
∫ R
a
1
r2
F
(
r√
N
)[
∂N2(r)
∂r
− 2pir
]
dr + 2pi
∫ ∞
a
F
(
r√
N
) dr
r
≈ lim
R→∞
∫ R
a
1
r2
[
∂N2(r)
∂r
− 2pir
]
dr + 2pi
∫ ∞
a√
N
F (r)
r
dr,
(6.18)
where we have isolated in the last term the singular part of the series. The first
integral in the right hand side is well behaved: indeed,
∫ R
a
1
r2
[
∂N2(r)
∂r − 2pir
]
dr =
N2(r)−pir2
r2
∣∣∣R
a
+
∫ R
a
N2(r)−pir2
2r3 . Both the first and the second term are finite in the
R → ∞ limit due to the fact that [186] N2(r) − pir2 ≤ 1 + 2
√
2pir. Therefore we
have
∑
n∈Z2\{0}
1
‖n‖2F
( ‖n‖√
N
)
≈
∫ +∞
a
1
2r3
[
N2(r)− pir2
]
dr+2pi log
√
N
a
+2pi
∫ ∞
1
F (r)
r
dr.
(6.19)
Eq. (6.16) for the case d = 2 can then be rewritten as
β
(2)
N (2) ∼
lnN
2pi + e
(2)
2 . (6.20)
where e(2)2 is some constant. To our knowledge the result limN→∞
β
(2)
N (2)
lnN =
1
2pi is
new to the literature.
The validity of Eq. (6.20) has been confirmed by numerical simulation with
system sizes up to N = 4 · 104. We found a three parameter function of the form
f
(2)
2 (N) = a lnN + e
(2)
2 + blnN to be the best suited to fit the data for βN . From a
least square fit we obtain the coefficient 2pia = 1.0004(6), in perfect agreement with
our analytical prediction (see Figure 6.2). Once verified the validity of Eq. (6.20),
we used it to extrapolate the subleading coefficient e(2)2 , fixing a = 12pi and fitting
the other two parameters (see Figure 6.1 and Table 6.1).
6.2.5 Case d > 2
In dimensions greater than two the average optimal cost has the leading scaling
E
(2)
N (d) = O(N−
2
d ) that one could expect from very simple arguments [18], as
already stated in the introduction. This is in fact the scaling obtained if each point
is matched to one of its nearest points of different type, being their distance of order
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Fig. 6.3. Numerical simulations for d > 2. We fitted our numerical data for β(2)N (d) using
the function f (2)d (N) = e
(2)
d + α
(2)
d N
−γd + cN . The expected value for α
(2)
d was 12pi2 ζd(1).
O(N− 1d ). Moreover it has been proven, using standard sub-additivity arguments,
that βN is a self-averaging quantity and has a finite limit for d > 2 [59]. We will
show that our ansatz Eq. (6.15) accounts for the subleading corrections to βN .
For d ≥ 2 the series ∑n∈Zd\{0} 1‖n‖2 is divergent. As in the previous paragraph,
we use a sufficiently rapidly decaying function F (x), with limx→∞ F (x) = 0 and
limx→0 F (x) = 1, to regularize it. The characteristic length of the system is given by
ü = 1d√
N
. Denoting as before by Nd(r) the number of lattice points inside a sphere
centred in the origin and of radius r, with the exclusion of the origin itself, we can
write∑
n∈Zd\{0}
1
‖n‖2F
( ‖n‖
d
√
N
)
=
∫ +∞
0
1
r2
F
(
r
d
√
N
)[
∂Nd(r)
∂r
− Sd rd−1
]
dr +N
d−2
d Sd
∫ ∞
0
F (r) rd−3dr
≈
∫ +∞
0
1
r2
[
∂Nd(r)
∂r
− Sd rd−1
]
dr +N
d−2
d Sd
∫ ∞
0
F (r) rd−3dr,
(6.21)
where Sd = 2pi
d
2
Γ( d2 )
is the unit sphere surface in d dimensions. The last term in
Eq. (6.21) gives the leading order contribution to βN , but in our formalism it cannot
be explicitly computed since it depends on the choice of the regularizing function
F (x). We name the other integral on the right hand side as
Σd ≡
∫ +∞
0
1
r2
[
∂Nd(r)
∂r
− Sd rd−1
]
dr. (6.22)
Σd gives the first subleading correction to the leading scaling of βN . Moreover it
can be shown (see appendix C.1) that Σd = ζd(1), the analytic continuation to the
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point s = 1 of the function
ζd(s) ≡
∑
n∈Zd\{0}
1
‖n‖2s for Re s >
d
2 . (6.23)
The previous function is a particular case of a more general class of zeta functions,
called Epstein zeta functions. Therefore we are able to compute analytically the
subleading behaviour of βN for d > 2,
β
(2)
N (d) ∼ e(2)d +
ζd(1)
2pi2Nγd , γd ≡
d− 2
d
. (6.24)
The expression for ζd(1) is given by Eq. (C.6), while the intensive costs e(2)d have to
be determined numerically. Note that for d→ +∞ we recover the correct meanfield
scaling behaviour already analysed by [59] for the random assignment problem, i.e.
γd → 1. However, for finite d, the scaling behaviour can be very different from the
mean field one.
We verified the validity of Eq. (6.24) with numerical simulation on systems with
sizes up to N = 10648 in dimension d = 3, N = 14641 in dimension d = 4 and
N = 32768 in dimension d = 5. We used three parameter functions of the form
f
(2)
d (N) = e
(2)
d +
α
(2)
d
Nγd +
c
N to fit our data for β
(2)
N (d). The scaling exponents γd are
readily confirmed to be the right ones (see Figure 6.3) and the fitted coefficients
α
(2)
d are in strong agreement with the analytical prediction
ζd(1)
2pi2 (Table 6.1). Then
we fixed the α(2)d =
ζd(1)
2pi2 in f
(2)
d (N) to extrapolate the extensive coefficients e
(2)
d ,
reported in Table 6.1.
6.3 Results for generic p
The asymptotic form we proposed for the average optimal cost E(2)N (d) in the Ebmp
with quadratic costs and periodic boundary conditions, Eq. (6.15), could not be
extended to cover the case of generic cost exponent p. Nonetheless, our numerical
simulations give strong evidence that, for d > 2 and any p > 0, βN has the asymptotic
form
β
(p)
N (d) ∼ e(p)d +
α
(p)
d
Nγd
, γd ≡ d− 2
d
. (6.25)
We thus find the same scaling exponent γd analytically predicted only for the case
p = 2. The non-trivial scaling exponent γd differs from the mean-field exponent
γ∞ = 1 of the random link matching problem [95] and of the Eucliden monopartite
matching [59]. The identification of the correct exponent γd is crucial to the
extrapolation of e(p)d from numerical data. Since in the literature a mean-field like
scaling has been considered [59], we report in Table 6.2 the values of e(p)d and α
(p)
d
for different values of p. They were obtained fitting βN with functions of the form
f
(p)
d (N) = e
(p)
d +
α
(p)
d
Nγd +
c
N . In Figure 6.4 we plot β
(1)
N , β
(3)
N and β
(4)
N for d = 3, 4, 5,
along with the data already presented for p = 2 for comparison. The scaling exponent
γd = d−2d is confirmed by our simulations. Generalizing the case p = 2, we therefore
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Fig. 6.4. Numerical simulations for d > 2. We fitted our numerical data for β(p)N (d)
using the function f (p)d (N) = e
(p)
d + α
(p)
d N
−γd + cN . We plotted the results obtained for
p = 1, 3, 4. Fit results are presented in Table 6.2.
conjecture that the optimal cost as a function of the difference of the density of
point δρ(x), for |δρ(x)| ¹ 1 and in dimension d > 2, can be approximated by
E(p)N [δρˆ] ≡ A(p)d
∑
n∈Zd\{0}
|δρˆn|2
4pi2‖n‖2 . (6.26)
where A(p)d are unknown parameters. From last equation, the asymptotic form Eq.
(6.25) for βN can be derived, but at odds with the case p = 2 where A(2)d ≡ 1 for
any d, the lack of knowledge of the value of the parameters A(p)d forbids the analytic
prediction of the subleading coefficients α(p)d . We also notice that Eq. (6.26) cannot
be extended to dimensions d = 1, 2, since it is incompatible with the scaling scenario
depicted in Eq. (6.4).
The ansatz given in Eq. (6.15) for p = 2 has been a posteriori confirmed by the
correct prediction of both the exponents γd and the subleading coefficients α(2)d . On
the other hand, for generic p, the ansatz (6.26) is only supported by the fact that
it gives the correct exponents γd, which is the reason itself why it was introduced.
Therefore we tried to verify the internal consistence of Eq. (6.26). In fact after some
algebraic manipulations and averaging over the disorder one can derive
A
(p)
d ∼
‖n‖2piN2
2
(
E
(p)
N [pi∗; {ri,bi}]− E(p)N
)
|δρˆn|2. (6.27)
where we used the notation introduced in Eq. (6.3). We computed numerically
the r.h.s of the previous equation for d = 3 and sizes up to N = 10648. The
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p = 1
d = 3 d = 4 d = 5
α
(p)
d −0.233(2) −0.152(17) −0.127(16)
e
(p)
d 0.7472(2) 0.7181(2) 0.73905(5)
p = 3
d = 3 d = 4 d = 5
α
(p)
d −0.652(3) −0.36(1) −0.28(4)
e
(p)
d 0.6313(2) 0.4804(1) 0.4830(1)
p = 4
d = 3 d = 4 d = 5
α
(p)
d −0.863(3) −0.44(2) −0.34(1)
e
(p)
d 0.6286(2) 0.4183(2) 0.41043(4)
Table 6.2. Results of the fit of numerical data for β(p)N (d) by a function of the form
f
(p)
d (N) = e
(p)
d +
α
(p)
d
Nγd +
c
N .
p = 1 p = 2 p = 3 p = 4
A
(p)
3 from Eq. (6.26) 0.516(5) 1 1.44(1) 1.908(4)
A
(p)
3 from Eq. (6.27) 0.51(3) 0.99(2) 1.46(3) 1.96(2)
Table 6.3. Values of A(p)d for d = 3, extrapolated from Eqs. (6.26) and (6.27) respectively,
as explained in the main text. The error in the second row are upscaled by a factor ten
from those given by our fitting program (gnuplot), to assure the compatibility with the
case p = 2.
computation is numerically quite heavy since the density fluctuation are small.
While the l.h.s. of equation (6.27) is independent of the mode n in the large N limit,
we observed a finite size effect that seemed to be best accounted for by the scaling
form A(p)3 (n, N) ∼ A(p)3 + b 13√N + c
( ‖n‖
3√
N
)2
. Using this three parameters function to
fit our whole set of data (‖n‖ < 10) at fixed p, we extrapolate the values of A(p)3
that we report in Table 6.3. In the same table we compare these extrapolations
with the predictions steaming from Eq. (6.26), that is A(p)d =
α
(p)
d
α
(2)
d
= α(p)d 2piζd(1) , where
the coefficients α(p)d where computed in Table 6.2. The agreement between the
two different sets of values is quantitatively and qualitatively good, even though
we cannot definitively affirm the validity of Eq. (6.26) due to the complexity and
imprecision of the procedure utilized to test it. A more sound verification would
be to manually excite one of the modes through the addition a position dependent
shift of the form Ôn cos(2pin ·x) to each randomly generated point in one of the sets.
One should then observe a linear response of the totat cost to the variation of Ô as
predicted by Eq. (6.26).
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6.4 Conclusions and perspectives
In the present work we proposed a simple form for the asymptotic behaviour of the
average optimal cost, E(2)N (d), in the Euclidean bipartite matching problem with
quadratic costs and periodic boundary conditions. This ansatz, Eq. (6.15), contains
no free parameters and leads to a strong set of predictions in every dimension,
resumed in Eq. (6.6). The rescaled cost β(2)N (d) ≡
E
(2)
N
N
− 2
d
for low dimensions is a
diverging quantity in the Ebmp, at odds with the monopartite case. We were able
to prove that limN→∞
β
(2)
N (1)
N =
1
6 and limN→∞
β
(2)
N (2)
logN =
1
2pi for d = 1 and d = 2
respectively. Above the critical dimension of the system, d = 2, the rescaled cost
β
(2)
N (d) has a finite limit which is inaccessible to our formalism. We were able though
to determine analytically both the subleading scaling, O(N−γd) with γd = d−2d , and
its prefactor ζd(1)2pi2 . All the above claims are overwhelmingly supported by numerical
simulations.
Finally, we provided numerical evidences that, in dimension d > 2, the subleading
scaling exponent γd we predicted for the case of quadratic costs is the same for
arbitrary cost exponent p. This led us to extend the ansatz proposed for quadratic
costs, Eq. (6.15), to the general form Eq. (6.25) for d > 2. We tested numerically
the validity of Eq. (6.25), obtaining good but not definitive results, therefore we
proposed another numerical procedure that could give a firmer validation to the
theory.
Although our scaling ansatz proved itself to be very powerful, as discussed above,
a deeper theoretical investigation is required to derive analytically the limit of β(p)(d)
at large N , not computable in our framework. Moreover, a rigorous justification of
our simple ansatz is desirable, and could be inspired by the considerations we made
in Section 6.2.1 on the Monge–Kantorovič problem.
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Chapter 7
The Euclidean Matching
Problem
We consider in this Chapter the Euclidean matching problem (EMP), not to be
confused with the bipartite Euclidean matching problem we dealt in Chapter 6. Here
there is no local density fluctuation among the points belonging to different sets,
trivially since there is a unique set of points. As a consequence the source of the
anomalous scaling behaviour addressed in Chapter 6 here is not present, and the
leading cost is extensive in any dimension once rescaled according to a standard
prescription.
We will perform a first principle calculation for the average cost in the EMP
using the replica method, generalizing the computation of Parisi and Mézard [58].
Since the replicated action contains infinitely many diagrams, we will approximate
the result considering only the terms corresponding to polygons, something akin to
the HNC approximation for liquid systems.
We compute the contributions of polygons as a perturbation to the mean-field
(Bethe) term. We will show that this loop contributions are formally equivalent to
the terms appearing in the O (1/N) correction to the total cost in the random-link
matching problem, the one with independent random costs, as recently computed
by Ratiéville and Parisi [95]. In Ref. [95] the finite size correction was computed
according to the scheme we presented in Chapter 4, the only difference being that
the authors proceeded through the diagonalization of the Hessian, therefore leaving
uncovered the connection with the simple loops of the graphs. Here we establish
this connection, relating the random-link model with the Euclidean model, where
the terms in the action corresponding to loops appear explicitly since the beginning
of the calculation.
Ultimately both the first finite size correction in the mean-field system and the
polygons’ contributions in the Euclidean model are due to the presence of simple
loops of finite size in the interaction graph. The only difference is that the correlations
among the cost of the edges in the loops are present only in the Euclidean system.
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7.1 Replica calculation
Let’s consider the monopartite euclidean matching problem with N points uniformly
distributed in the [0, 1]d box. The rescaled intensive energy eN , according to the
considerations of Chapter 6 is defined by
eN =
1
N1−
p
d
∑
i<j
|xi − xj |p n∗ij (7.1)
where n∗ij is the optimal matching and p > 0 is the cost exponent. Notice that we
choose to work with N points, as in Ref. [59], instead of the 2N points of Ref. [58].
This to compare our result with the more up to date numerical computations of
Houdayer.
We will give the details of the calculation since they are non-trivial and where
not specified in the original articles of Parisi and Mézard [18,58]. We denote with •
the average over the distribution the joint distribution of the lengths üij = |xi − xj |
as induced by the uniformly distributed displacement of the points in the box. The
replicated partition function for the model reads
Zn =
∑
{naij}
n∏
a=1
N∏
i=1
δ(
∑
j
naij − 1)
∏
i<j
e−βN
p
d lpij
∑
a
naij (7.2)
=
∫ ∏
i,a
dλai
2pi e
iλai
∏
a
∏
i<j
(
1 + e−i(λ
a
i +λaj )−βN
p
d lpij
)
(7.3)
≡
∫ ∏
i,a
dλai
2pi e
iλai
∏
i<j
(1 + uij), (7.4)
(7.5)
where in the last line we defined
uij =
n∑
r=1
e−rβN
p
d lpij
∑
α:|α|=r
e−i
∑
a∈α(λ
a
i +λaj ). (7.6)
We can now expand the products of the uij as a sum over all the subgraphs of the
complete graph. If we call K = {(i, j) : i, j = 1, . . . , N} the set of the N(N − 1)/2
edges, we then have ∏
i<j
(1 + uij) = 1 +
∑
E⊂K
∏
e∈E
ue, (7.7)
A scaling analysis of the lengths distribution shows that leading order contributions
in N are given by generalized loops, that is subgraphs with no dangling edges. We
keep only the terms corresponding to simple loops, so that our approximate partition
function takes the form
Zn ≈
∫ ∏
i,a
dλai
2pi e
iλai e
1
2
∑
i,j
uij+
∑
ü≥3
1
2ü
∑
i1,...,iü
ui1i2ui2i3 ...uiüi1 (7.8)
(7.9)
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Introducing the order parameters
Qα =
1
N
N∑
i=1
e−i
∑
a∈α λ
a
i α ⊆ {1, . . . , n}, α Ó= ∅, (7.10)
and Qˆα as the associated Lagrange multiplier, we can write
Zn ≈
∫ ∏
i,a
dλai
2pi e
iλai
∏
α
dQˆα dQα e−NiQαQˆα+iQˆα
∑
i
e
−i
∑
a∈α λ
a
i
× e
N
2
∑n
r=1 gr
∑
α:|α|=r Q
2
α+N
∑
ü≥3
1
2ü
∑
r1,...,rü
gr1...rü
∑
α:|α|=rQα1∪α2 ...Qαü∪α1 .
(7.11)
Here the notation |α| = r stands for α1 = r1, α2 = r2, . . . . We have also defined
the averaged quantities
gr ≡Sd
∫
dl ld−1 e−βlp =
Γ( dν )Sd
(βr)
d
p
, (7.12)
gr1...rü ≡
∫
dPü(l1, . . . , lü) e−β
∑ü
e=1 rel
p
e , (7.13)
with the spherical shell surface given by Sd = dpi
d
2
Γ(1+ d2 )
. Pü is the joint distributions of
the lengths in the polygon of ü edges. Now that we have decoupled the sites we can
perform the integration over the lambdas. We obtain
Zn ≈
∫ ∏
α
dQˆα dQα e−βNS[Q,Qˆ]. (7.14)
The action replicated free energy S[Q, Qˆ] is defined by
S[Q, Qˆ] =SMF [Q, Qˆ] +
∑
ü≥3
1
2üSü[Q], (7.15)
with
−βSMF [Q, Qˆ] =−
∑
α
iQˆαQα +
1
2
n∑
r=1
gr
∑
α:|α|=r
Q2α
+ log
[∫ ∏
a
dλa
2pi e
i
∑
a
λa+
∑
α
iQˆα e
−i
∑
a∈α λ
a
]
(7.16)
and
−βSü[Q] =
∑
r1,...,rü
gr1...rü
∑
α:|α|=r
Qα1∪α2 χαü∩α1=∅ . . . Qαü∪α1 χαü∩α1=∅, (7.17)
where χ is the indicator function.
We will now compute the partition function (7.14) through saddle point evalua-
tion.
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7.2 RS saddle point
We restrict the saddle point analysis to the mean field action. Subsequently we will
consider the terms Sü as a perturbation to the the saddle point. Therefore the saddle
point equations read
iQˆα = gr(α)Qα (7.18)
Qα =<< e−i
∑
a∈α λ
a
>> (7.19)
Here r(α) is the cardinality of the set α, r(α) = |α| and the expectation << • >>
is over the (normalized) integrand in the logarithm of Eq. (7.16)
In order to compute the saddle point we make the Replica Symmetric assumption
Qα ≡ Qr(α), iQˆα ≡ iQˆr(α). (7.20)
At the leading order in small n, after some manipulations [19], the replicated action
is given by
−βSMF ∼ n
{
−
∑
r≥1
(−1)r−1
r
iQˆrQr +
1
2
∑
r≥1
(−1)r−1
r
grQ
2
r
−
∫
du
(
e−e
u − e−
∑
r
(−1)r−1
r! iQˆr e
ru)} (7.21)
It is now convenient to parametrize the variable Qr, Qˆr with the function
G(u) ≡
∑
r≥1
(−1)r−1
r! iQˆr e
βru. (7.22)
In the previous definition we inserted a factor β in the exponent to have a good
zero temperature limit, as we shall later see. From last two equation it follows
immediately
SMF = n
{1
2
∫
du G(u) e−G(u) −
∫
du
(
e−e
βu − e−G(u))} (7.23)
To write last equation we also exploited the saddle point equations
iQˆr = grQr (7.24)
and
Qr = β
∫
du e
βru
r! r e
−G(u) (7.25)
From last two equation and the definition of G(u) given in Eq. (7.22), we can write
a saddle-point self consistent equation for G(u):
G(u) = Sd
p
∫
dv
∫ +∞
0
dl ls ∂
∂v
I(β(u+ v − l)) e−G(v) (7.26)
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with
I(x) =
+∞∑
r=1
(−1)r−1
(r!)2 e
rx = 1− J0
(
2e
x
2
)
(7.27)
In Eq. (7.26) we also introduced for convenience the coefficient s, defined as
s = d
p
− 1. (7.28)
7.3 Corrections from polygons
Using the RS assumption and treating the term Sü as a first order perturbation to
the mean field saddle point, the correlation terms in the action due to the polygonal
graphs can be written as
Sü =− 1
β
∑
α1,...,αü
∫ ü∏
i=1
ddxi
ü∏
i=1
e−βr(αi)|xi−xi+1|
p
Qr(αi)+r(αi+1) 1αi∩αi+1=∅. (7.29)
. We see that in the spatial part we have a convolution, therefore we can apply a
Fourier transforms to deal with it. We define the function
g˜r(k) ≡ Sd
∫
dl ld−1 e−βr lp 0F1
(
d
2 ,−
1
4k
2l2
)
(7.30)
in order to write in the loop free energy in the compact form
Sü =− 1
β
Sd
(2pi)d
∫
dk kd−1
∑
α1...αL
ü∏
i=1
Qri+ri+1 1αi∩αi+1=∅ g˜ri(k),
=− 1
β
Sd
(2pi)d
∫
dk kd−1 Tr
[
T ü(k)
] (7.31)
In the last line we have introduced the operator
Tαα′(k) = Qr+r′ 1α∩α′=∅
√
g˜r(k)g˜r′(k), (7.32)
which is the analogue for the Euclidean matching problem of the operator of Eq.
(4.22) we encounter in Chapter 4 when dealing with diluted graphs. An import
difference here, is the presence of spatial correlations in the couplings on top of the
simple loop topology, due to the Euclidean structure of the ambient space. From
now on we shall omit the dependence on k. Following Ref. [156] we decompose
the matrix T in the irreducible representations of the replica permutation group.
The method is similar to the spectral formalism we employed in Chapter 3 for the
replicated Ising transfer matrix. The restriction of T to the irreducible subspaces
D(q), q = 0, 1, . . . , is given, in the mall n limit, by the matrices
N
(q)
rr′ = (−1)r
′ (r + r′ − 1)!(r′ − 1)!
(r − 1)!(r′ − q)!(r′ + q − 1)! Qr+r′
√
g˜rg˜r′ (7.33)
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Still following Ref. [156] we can apply a transformation to the matrices N (q) that
does not alter the eigenvalues. We then consider the matrices
M
(q)
rr′ = (−1)r
′+q (r + r′ + 2q − 1)!
(r + 2q − 1)!r′! Qr+r′+2q g˜r′+q (7.34)
The eigenvalue equation for M (q) reads
λcr =
∑
r′
M
(q)
rr′ cr′ = (−1)q
1
(r + 2q − 1)!
∑
r′
(−1)r′ (r + r
′ + 2q − 1)!
r′! Qr+r
′+2q g˜r′+qcr′
= (−1)q β
∫
dv e
β(r+q)v
(r + 2q − 1)!
∑
r′
(−1)r′ e
β(r′+q)v−G(v)
r′! g˜r
′+qcr′
(7.35)
We can then turn last eigenvalue equation in an integral eigenvalue equation noticing
that if {cr} satisfies last equation then
f(u) =
∑
r
(−1)r e
β(r+q)u−G(u)2
r! cr g˜r+q (7.36)
satisfies
λf(u) = (−1)q
∫
dv A(q)(u, v)f(v) (7.37)
with
A(q)(u, v) = β e−
G(u)
2 −
G(v)
2 +βq(u+v)
∑
r
(−1)r eβr(u+v)
(r + 2q − 1)! r! g˜r+q(k) (7.38)
We notice that A(q) depends implicitly on the mode k through g˜r+q(k) defined in
Eq. (7.30).
Finally the contribute in the action of the polygons of length ü can be expressed
in terms of the traces of the operator A(q) as
Sü = − 1
β
Sd
(2pi)d
∑
q≥0
dq
∫
dk kd−1 Tr
(
(−1)qA(q)k
)ü
. (7.39)
In last equation, as expected from the discussion of Chapter 3, the Sectors’ degen-
eracies are given by
dq =
(
n
q
)
−
(
n
q − 1
)
(7.40)
and in particular d0 = n and d1 = n− 1.
7.4 The zero temperature limit
7.4.1 Mean Field term
Let us consider the limit β ↑ ∞ for the mean field part of the action. For the function
I(x) defined in Eq. (7.27) we have [18]
lim
β→∞
I(βx) = θ(x). (7.41)
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The argument leading to the above equation involves the representation of the sum
in I(x) as a path in the complex plane. The saddle point equation (7.26) becomes
G(u) = Sd
p
∫
dv (u+ v)s θ(u+ v) e−G(u). (7.42)
We can then compute the average cost of the optimal matching in the mean field
approximation through the formula
eMF ≡ lim
β→∞
lim
n→0
SMF
n
(7.43)
= 12
∫
du G(u) e−G(u) −
∫
du
(
θ(−u)− e−G(u)
)
(7.44)
We now turn to the computation of the zero temperature limit for the polygonal
corrections to the free energy.
7.4.2 Longitudinal and Anomalous Sectors
Before considering the T ↓ 0 (i.e. β ↑ ∞) limit for the average free energy, some
considerations regarding the Longitudinal and Anomalous sectors, represented by
the matrices N0rr′ and N1rr′ , in the decomposition of Tαα′ . At finite n the two
representations read [95,156]
N
(0)
rr′ (n) =
(
n− r
r′
)
Qr+r′
√
g˜rg˜r′ r, r
′ = 1, . . . , n (7.45)
whose n eigenvalues have to be counted multiplicity d0 = 1, and
N
(1)
rr′ (n) =
(
n− r
r′
)
Qr+r′
√
g˜rg˜r′
r′
r′ − n r, r
′ = 1, . . . , n− 1, (7.46)
which has n−1 eigenvalues, each one contributing with a multiplicity d1 = n−1. As
it can be readily seen the two matrices have the same limit at n = 0. At odds with
the replicated Ising transfer matrix considered in Chapter 3 though, the dimension
of N (0) is n and not n+ 1, and for n ↓ 0 all its eigenvalues coincides with the one
of N (1), and the total multiplicity then becomes n, as expected. In the Ising RTM
case instead, the first eigenvalue λ = 1 of the Longitudinal Sector does not appear
in the Anomalous Sector.
The correspondent continuous operators, according to definition (7.38) and after
some manipulations, differ only by an overall minus sign, and are given by
A(0/1)(u, v; k) = (−1)0/1Sd
p
e−
G(u)
2 −
G(v)
2
∫ ∞
0
dl ls 0F1
(
d
2 ,−
1
4k
2l
2
p
)
∂
∂v
J0(eβ(u+v−l)).
(7.47)
The operators A(0/1)(u, v; k) are thus well defined in the zero temperature limit,
where we obtain
A(0/1)(u, v; k) = (−1)1/0 e−G(u)2 −G(v)2 Θk(u+ v). (7.48)
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with
Θk(h) ≡ Sd
p
hs θ(h) 0F1
(
d
2 ,−
1
4k
2 h
2
p
)
. (7.49)
Therefore eigenvalues of A(0/1) are finite and, due to the factor 1β in Eq. (7.39),
do not contribute to the zero temperature limit of Sü.
A finite contribution is given by the first order correction to the eigenvalues for
small n though. Moving alone with the computation, in order to account correctly
for all the terms in the small n limit, the eigenvalue shifts can be computed using
the matrix
∆rr′ ≡ lim
n→0
1
n
[
N
(0)
rr′ (n)−N (1)rr′ (n)
(
t]
= (−1)
r′+1
r′
r + r′ − 1
(r − 1)!r′!Qr+r′
√
g˜r(k)g˜r′(k),
(7.50)
along with ordinary perturbation theory. The contribution to the loop correction Sü
given by the degeneracy between the first two sectors is then given by
Γü = − lim
β→∞
Sd
(2pi)d
∫
d
dk kd−1
∑
λ
ü
∆λ
β
λü−1 (7.51)
where ∆λ is defined in term of the left and right eigenvectors eigenvectors, 〈Lλ| and
|Rλ〉, of N (0)(n = 0) as
∆λ ≡ 〈Lλ|∆|Rλ〉. (7.52)
While we expect the eigenvalues λ of N (0) to be finite in the large β limit, as
discussed in the next paragraph. Moreover, according to result for the random link
case of Ref. [95], we also expect ∆λ = O(β) for large β, therefore we have a non-null
contribution Γü from the first two Sectors to the zero temperature free energy.
7.4.3 Sectors q ≥ 2
Following the same procedure of Parisi and Ratiéville [95] we compute the β ↑ ∞
limit of the operator A(q) defined in Eq. (7.38). We will see that the limit is non
trivial only if q is appropriately scaled with β. In fact we can rewrite the operator
A(q) as
A(q)(u, v) = β e−
G(u)
2 −
G(v)
2
i
2pi
Sd
p
∫
C
dz
∫ ∞
0
dl eS(z,l,q,β) ls 0F1
(
d
2 ,−
1
4k
2l
2
p
)
(7.53)
with
S(z, ü, q, β) = βq(u+ v − l)− z + e
β(u+v−l)
z
− 2q log(−z) (7.54)
For large β the exponential term in the integrand becomes concentrated on the point
given by the saddle point conditions
∂S
∂z
= 0; ∂S
∂l
= 0, (7.55)
while the other terms in the integrand do not depend on β. The saddle point
conditions give
z∗ = −q; l∗ = u+ v − 2log(q)
β
(7.56)
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It is easy to see that in the summation over q the only terms giving a non zero
contribution are of order log q ∼ β. Fixing β to β = log(q)/t we obtain l∗ = u+v−2t.
The computation of the saddle point contribution and of the Gaussian fluctuation
for the integral in Eq. (7.53) is formally equivalent to the one performed in the
appendices of Ref. [95]. In the defining
Hk,t(u, v) ≡ lim
β→∞
A(q=e
βt)(u, v), (7.57)
we obtain
Hk,t(u, v) = e−
G(u)
2 −
G(v)
2 Θk(u+ v − 2t) (7.58)
with
Θk(h) ≡ Sd
p
hs θ(h) 0F1
(
d
2 ,−
1
4k
2 h
2
p
)
. (7.59)
We notice that Θ0(u+ v) corresponds to the kernel of the integral operator of the
saddle point Eq. (7.42). Some considerations are now in order to proceed further.
Since in Eq. (7.39) we have an alternating sign in q, we split the contribution in
odds and even sectors. As showed in Ref. [95] the sectors q = 0 and q = 1 do not
contribute to the zero temperature limit. For large β and small n we obtain, the
contribution to Sü from the irreducible sectors with q ≥ 2 is given by
−n
β
Sd
(2pi)d
∫
dk kd−1
− ∑
q>1
q even
2q − 1
q(q − 1) Tr
(
A
(q)
k
)ü
+ (−1)ü
∑
q>1
q odd
2q − 1
q(q − 1) Tr
(
A
(q)
k
)ü
(7.60)
Moreover, still for large β the sum over the sectors q turns into an integral :
1
β
∑
q odd
2
q
q=eβt−→
∫ +∞
0
dt (7.61)
Finally, using the zero temperature limit of the operator A(q) given in Eq. (7.58),
we arrive to compute the contribution to the energy of small simple loops from the
sectors q ≥ 2:
Ωü =

2Sd
(2pi)d
∫∞
0 dtdk kd−1 TrHük,t ü odd
0 ü even
(7.62)
7.4.4 Wrapping it up
The total average energy e in our approximation is thus given by
e ≈ eMF +
∑
ü≥3
1
2ü eü (7.63)
where
eü ≡ lim
β→∞
lim
n→0
Sü
n
= Γü + Ωü (7.64)
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contains the contribution Γü from the degeneracy of the Longitudinal and Anomalous
sectors
Γü = − lim
β→∞
Sd
(2pi)d
∫
d
dk kd−1
∑
λ
ü
∆λ
β
λü−1, (7.65)
and the contribution form higher sectors
Ωü =

2Sd
(2pi)d
∫∞
0 dt dk kd−1 TrHük,t ü odd
0 ü even
(7.66)
The operator Hk,t has eigenvalue λ = 1 for k = t = 0. We show it taking
the derivative of saddle point equation (7.42) for G(u) and integrating by parts,
obtaining the relation
G′(u) =
∫
dv Θ0(u+ v) G′(v) e−G(v). (7.67)
Then it is easy to prove that the function
h(u) = G′(u) e−
G(u)
2 (7.68)
is eigenfunction of H0,0 with eigenvalue λ = 1.
We performed numerical simulations to compute the value of the eigenvalues
of Hk,t. First we discretize the zero temperature saddle point equation (7.42) for
G(u). Then we discretize the operator Hk,t and compute its eigenvalues with the
linear algebra library Armadillo [187]. The result is shown in Fig. 7.1. Hk,t has a
discrete spectrum, its eigenvalues continuously decreasing in both k and t. We focus
the analysis on the largest eigenvalue of Hk,t, since it dominates the trace of Hük,t
for large ü. The largest eigenvalue λ(k, t) is decreasing in t and k and, moreover for
k = t = 0 we have λ(0, 0) = 1, with eigenfunction h(u) as already stated. For large ü
the dominant contribution in the integration over k and t is given by the region of
small t and k. In that region the leading behaviour is given by
λ(k, t) ∼ e−at−bk2 . (7.69)
as it can be seen in Fig. 7.1.
Using the knowledge of the k = t = 0 eigenfunction h(u) defined in Eq. (7.68),
we can use perturbation theory to determine the coefficient a and b of Eq. (7.69).
Le us define the cavity message distribution
P (u) = G′(u) e−G(u) (7.70)
Perturbation theory in t gives
a = −2Sd
p
∫
dudv P (u) (u+ v)sθ(u+ v)P ′(v)∫
du h2(u) (7.71)
where in the second line we have used Eq. (7.67) along with an integration by parts.
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Fig. 7.1. Maximum eigenvalue of the operator Hk,t of Eq. (7.58) as a function of t (left)
and k (right). Black lines are numerical fit of the form λ = exp(A−Bx− Cx2).
Using the analytic formula for G(u)
G(u) = ln
(
1 + e
Sd
d
u
)
for d = p, (7.72)
equation (7.71) gives
a = 43 for d = p. (7.73)
This result is confirmed by numerical simulations.
The perturbation in k to Ht,k is obtained expanding to the first order in k2 the
hypergeometric function in definition of g˜r(k) in Eq. (7.22). We have
b = 16
Sd
p
∫
dudv P (u)(u+ v)s+
2
p θ(u+ v)P (v)∫
du h2(u) (7.74)
Some further progress can be made for p = 1, 2. In fact a few integrations by parts,
along with
∫
G′e−G =
∫
P = 1, yield
b = s+ 1
6
∫
du G′2(u) e−G(u)
for p = 2, (7.75)
and
b = (s+ 2)(s+ 1)6
∫
du G(u)e−G(u)∫
du G′2(u) e−G(u)
for p = 1, (7.76)
In the analytically solvable case d = p we have
b =
{
pi2
36 p = d = 1
1
6 p = d = 2
(7.77)
Once we assume the leading dependence on k2 and t of the eigenvalues λ(k, t), we
can perform separately the two integrations in Ωü:∫
dt e−atü = 1
ü
1
a
, (7.78)∫
dk kd−1 e−bk2ü = 1
ü
d
2
Γ(d2)
2b d2
. (7.79)
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Using these results to approximate Ωü we obtain
∑
ü≥3
Ωü ≈ Sd(2pi)d
Γ(d2)
2ab d2
∑
ü≥3
ü odd
1
ü2+
d
2
(7.80)
The sum over ü can be expressed in term of the generalized Rienmann zeta
function ζ(x, y), thus giving
∑
ü≥3
Ωü ≈ Sd(2pi)d
Γ(d2)
2ab d2
1
22+ d2
ζ
(
2 + d2 ,
3
2
)
(7.81)
A similar approximation can be done for the terms Γü, at the present point we
did not make the computation though.
7.5 Finite size corrections
7.5.1 Connection with the random link problem
Let us take a step back from the Euclidean Matching Problem and consider the
random link model, where the elements wij of the cost matrix are extracted inde-
pendently at random according to a certain distribution (after a proper rescaling of
the costs with N) ρ(w) = cwγ , where c, γ > 0 are some coefficients. According to
Parisi and Mézard [156], and as in the calculations we performed in Chapter 4 on
diluted graphs, there are two terms contributing to the O (1/N) correction to the
average cost. The first one, ∆F 1, comes from the 1/N correction to the action itself.
The second one, ∆F 2, is due to the Gaussian fluctuations around the saddle point.
This second correction, at finite temperature, can be written, using our notation, as
∆F 2 = lim
n→0
1
2βn ln det(I− T) (7.82)
with
Tαα′ = Qr(α)+r(α′) 1α∩α′=∅
√
gr(α)gr(α′) −
1
2Qr(α)Qr(α′)
√
gr(α)gr(α′), (7.83)
and
gr =
∫
dw ρ(w) eβrw. (7.84)
These last formulas differs from the ones presented in Refs. [156] and [95] due a
different notation: their Qr is rescaled by a factor gr and the consider a matching
among 2N points instead than N . At this point we see that the matrix T corresponds
exactly to our transfer matrix for the polygonal correction T (k) defined in Eq. (7.32),
except for wo reasons. One is the dependence on the mode k. This is natural since
in the random link model we loose the spatial correlation of the costs in the polygon
and the zero mode encodes all the relevant information. The second is the additional
term Qr(α)Qr(α′). In Ref. [95] this is shown to contribute only in the Anomalous
and Longitudinal sectors, and it has the effect of exactly counterbalancing the same
contributions of the term Qr(α)+r(α′) 1α∩α′ , therefore O(1/N) Gaussian fluctuations
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in the random link problem are given only by the Sectors q ≥ 2 and contribute
positively to the free energy.
Expanding the logarithm in Eq. (7.82), as we did in Chapter 4 with the Hessian
in random graphs, we obtain
∆F 2 = lim
n→0−
1
βn
∑
ü≥1
1
2ü TrT
ü (7.85)
The structure of O (1/N) finite size correction, ∆F 1 + ∆F 2, in the random link
problem, is similar to the one we found in Chapter 4 for Ising models on Erdős-Rényi
graphs. In fact, as clearly stated in Ref. [60], each nodes in the complete edge has
only a finite number of low cost edges relevant for the optimal matches. Therefore
the complete graph is well approximated with a Poissonian random graph with finite
connectivity. The ü = 2 term in Eq. (7.85) is cancelled out by a corresponding term
in ∆F1. Therefore the total finite size correction ∆F = ∆F 1 + ∆F 2 is ultimately
due to two factors. The first, corresponding to the term ü = 1 in Eq. (7.85), is due
to the fluctuation on the number of edges in the Poissonian graph. The second,
corresponding to the terms ü ≥ 3, is given by the presence of simple loops of finite
length. Last proposition is confirmed by previous arguments and comparison of Eq.
(7.85) and Eqs. (7.15,7.31) for the Euclidean matching problem.
We have thus established the connection between finite size correction in the mean
field matching model, i.e. the random link problem, and the polygonal correction to
the Bethe approximation of the leading cost in the Euclidean version of the problem.
7.5.2 Anomalous scaling behaviours
Let us consider again the random link problem. We will show how we can derive an
anomalous scaling for the second order correction to the thermodynamic free energy.
We express the average optimal cost as
eRL(N) = e∞ + e1
1
N
+ o
( 1
N
)
. (7.86)
For ρ(w) ∼ 1, corresponding to the case d = p in the Euclidean matching, e∞ = pi212
[18]. For simplicity we will stick to this case, the argument is general though.
Following the discussion of previous paragraph we approximate the e1 with the
contribution given by loops. According to Ref. [95] we have
e1 ≈
∑
ü≥3
ü odd
1
2ü
∫
dt TrHüt , (7.87)
where
Ht(u, v) = e−
G(u)
2 −
G(v)
2 θ(u+ v − 2t) (7.88)
Once again we stress the equivalence between last equation and the operator Hk,t
of Eq. (7.58). We approximate traces with powers of the leading eigenvalue of Ht
we arrive to the expression, as we did in Section 7.4. Since for large ü the integral
is dominated by the region of small t, we can use the asymptotic form λ(t) ∼ e−at.
Integration in t in Eq. (7.87) than yields
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Fig. 7.2. Average optimal cost in the monopartite random link matching as a fuction of
N . The subsubleading scaling has an anomalous O(N− 32 ) behaviour.
e1 ≈ c
∑
ü≥3
ü odd
1
ü2
, (7.89)
where c is some constant.
Since the probability for a random path of length ü in the complete graph to
intersect itself is O(ü2/N) for large ü and N , therefore we expect a correction to last
formula that can be as expressed in terms of a regularizing function,∑ ü≥3
ü odd
1
ü2 f(ü
2/N).
Equivalently we can introduce a cutoff Λ =
√
N on the series, and write
c
Λ∑
ü≥3
ü odd
1
ü2
= e1 +O
( 1√
N
)
. (7.90)
Therefore the asymptotic expansion of the average optimal cost in the random
link problem takes the form
eRL(N) = e∞ + e1
1
N
+ e 3
2
1
N
3
2
+ o
( 1
N
3
2
)
. (7.91)
We have thus individuated a subleading correction with a non trivial fractional
exponent. This result is confirmed by numerical simulations as shown in Figure
7.2. Fit of numerical data give e1 = 0.063(3) and e 3
2
= 1.35(6) for exponentially
distributed costs, whereas the leading value, as computed in Ref. [18], is e∞ = pi
2
12 .
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A similar argument can be used to compute a finite size correction in the
Euclidean matching. In this case the loops contribute to the leading order energy
approximately with
c
∑
ü≥3
ü odd
1
ü2+
d
2
. (7.92)
We now impose a cutoff Λ. Some simple considerations will allow us to find its
scaling with N . In fact from Eq. 7.30 we see that dimensionally [k] = [ü−2. At finite
size the integration over k in Eq. (7.31) is replaced by a sum over the Fourier modes
corresponding to the box [0, L]d, with L = N 1d since we rescaled the original unit
box. Therefore the cutoff Λ has to scale as Λ ∼ k−2min ∼ L2, and we have
c
Λ∑
ü≥3
ü odd
1
ü2+
d
2
= c
∑
ü≥3
ü odd
1
ü2+
d
2
+O
( 1
Ld+2
)
. (7.93)
According to this argument the optimal cost in the Euclidean matching problem
should scale as
ed(N) = ed + ∆d
1
Ld+2
+ o
( 1
Ld+2
)
. (7.94)
Unfortunately numerical simulations contradicts this scenario. In dimension d = 3
and with flat cost exponent , p = 1, we averaged the optimal cost over 106 to 107
samples for each size of the box L = 8, 10, 12, . . . , 22 and with N = Ld points. The
results are clearly incompatible with the scaling 1/L5 from of Eq. (7.94). It turns out
our data is compatible both with a fitting function of the form e3(N) ≈ a+b/L3+c/L5
and one with the form ed(N) ≈ a+ b/Lc. This results are presented in Fig. 7.3 and
Table 7.1.
The O(1/Ld+2) correction we have highlighted is overshadowed by a slower
correction coming from some other mechanism, possibly O (1/N). In any case the
presence of non-exponential correction to the leading order energy is per se an
unusual feature for a finite dimensional system, denoting a critical behaviour.
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d = 3 a b c
e(N) ≈ a+ b/L3 + c/L5 0.317010(1) 0.033(2) -0.5(1)
e(N) ≈ a+ b/Lc 0.317009(1) 0.009(2) 2.5(1)
Table 7.1. Fitted parameters from numerical simulations on the EMP with N = Ld points
and flat distances (p = 1).
7.6 Conclusions
We performed a detailed replica calculations for the average cost in the Euclidean
matching problem. We expanded upon the work of Parisi and Mézard [58], which
considered only correlation in the costs of links forming triangles, including all
the cost correlations on simple loops. The approach we took is based on the
diagonalization of a replicated transfer matrices in the irreducible subspaces of the
replica permutation group. This approach is the same used in Refs. [13] and [95]
to compute the O(1/N) finite size correction to the random link matching problem
trough the diagonalization of the Hessian. For the leading order in N of the EMP
our computations gives the result
ed ≈ eMF +
∑
ü≥3
1
2üΓü +
∑
ü≥3
ü odd
1
2üΩü, (7.95)
where eMF is the mean field term computed in the random link (i.e. independent
weights) approximation, Γü is the contribution from the Longitudinal and Anomalous
Sectors degeneracy in the loops of length ü, and Ωü id the contribution from the other
Sectors, which is null for even lengths. Additionally we showed how to efficiently
compute the terms Ωü and Γü, although some analytical progress can still be done
for Γü. Finally we proved the equivalence, up to a simple Fourier mode dependence,
between the terms Γü, and the terms appearing in the 1/N computation in the
random link problem as computed by Parisi and Ratieville [95].
The work presented in this Chapter is incomplete, although the great part of
the expected results have been achieved. A more in-depth analysis of the term Γü
is needed, and also analytic results have to be confirmed by numerical simulations.
We will address these deficiencies in the following months.
In the long term perspective, we expect that the terms in the Euclidean replicated
action which are of higher order in the in the number of cycles are in one-to-one
correspondence to higher order terms in the O (1/N) expansion of the random link
matching problem.
The results of this Chapter nicely fit with the discussion of the O(1/N) finite
size corrections in diluted random graphs of Chapter 4, characterizing simple loops
contributions to the free energy, and with we present in the next Chapter on the
large M expansion.
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Chapter 8
The Large M Expansion
8.1 Introduction
Analytical investigation of finite dimensional disordered systems is a difficult challenge
for physicist, scholars relying on uncontrolled renormalization schemes [188–190]
and facing diverging (already at the first order) perturbative theories [191].
Fully-connected mean field models would constitute a solid starting point for
perturbative expansions, but they could fail to capture qualitative feature of finite
dimensional systems [192]. Another class of mean field models, possessing some of
the feature of real systems, is that of diluted random graphs. As already discussed
in Chapter 2, diluted graphs, being locally tree-like in the thermodynamic limit, can
be investigated through the use of Cavity Method, which we will also call Bethe
approximation (although generally this name indicates the Replica Symmetric Cavity
Method).
Many attempts to perform systematic expansion around the Bethe approximation
where produced in recent years, namely those of Parisi and Slanina [193], Chertkov
and Chernyak [167,168], Montanari and Rizzo [157,194] (can only compute corrections
to marginals), Mori and Tanaka [195, 196]. While some of this attempts are very
promising [167, 196], they where conceived to be applied to single realizations of the
disorder, therefore it is difficult to see how to use them to compute disorder averages.
The other schemes are plagued by infrared divergences [193] or are algorithmically
oriented and limited to the computation of marginals and not free energies [157].
In this Chapter we contribute to the literature developing a formalism to system-
atically perform a perturbative expansion around the Bethe free energy for disorder
system in finite dimension, which we call large M expansion. We will employ a
combinatorial technique to interpolate between an arbitrary finite graph and a locally
tree-like graph infinite graph, for which the Bethe approximation holds true.
We will make use of both the Replica and the Cavity Method in our computation.
The replica computation is similar to the one performed in Chapter 4, but it is
slightly more involved, since we have also to address an U(1) symmetry giving some
null modes. This work is at an early stage, therefore the results we presents are
incomplete. Some additional effort is required in the future to polish the formalism
and explore its applications. We will see though that the work we reported in
Chapter 4 on the the finite size correction in diluted random graph is a valuable
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Fig. 8.1. Pictorial representation of the M layer construction. The rightmost figure
outlines a simple loop in the M -graph, corresponding to a non-backtracking closed path
in the original lattice.
guide for the large M expansion.
8.2 The model
Here we introduce the general idea of our large M expansion. Let G = (V, F,E) be
an arbitrary factor graph, with V and F its variable and factor nodes set respectively,
and E its edge set. To each node i ∈ V we associate a variable xi taking values
in a set X having finite or infinite cardinality. To each factor r ∈ F we associate
a random interaction ψ(xi : i ∈ ∂r ; Jr), where Jr is some parameter encoding the
realization of the disorder. The partition function of the system is given by
Z(J) =
∑
x
∏
r∈F
ψ(xi : i ∈ ∂r ; Jr) (8.1)
We then create M copies of our system. We will refer to the different copies as
layers and label them with the Greek letters α, beta = 1, . . . ,M . Each variable of
the new system is then labelled by a couple (i, α), with i ∈ V, α ∈ [M ]. We consider
for each layer α a different realization of the disorder Jα. The partition function of
the whole system is trivially
Z(J1)× · · · × Z(JM ) =
∑
x1...xM
M∏
α=1
∏
r∈F
ψ(xiα : i ∈ ∂r ; Jrα). (8.2)
Now we introduce the main ingredient of the construction. For each link (r, i) ∈ E
define a permutation piri of the labels α = 1, . . . ,M and rewire the links according
to these permutations. The partition function of the new system is thus given by
ZM ({Jα},pi) =
∑
{xα}
∏
α
∏
r
ψ(xiβ : i ∈ ∂r , β = piri(α) ;Jrα). (8.3)
We refer to the M graph as to the factor graph underlying the partition function
ZM . The free energy of the model is defined as
FM ≡ − 1
βM
EJEpi logZM ({Jα},pi) (8.4)
Alternative definitions can be considered for FM , exchanging quenched averages
with annealed averages or sampling the same disorder for each of the M layers.
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Fig. 8.2. Average energy for the RFIM at zero temperature on the square lattice d = 2
and L = 16. The values extrapolate to the energy of an infinite random regular graph
with connectivity z = 4.
SettingM = 1 in FM we trivially obtain the average free energy F of the original
model. More thought is required to understand the M ↑ ∞ limit.
The infinite computational tree of the graph is sort of "unfolded".
We resume the previous considerations in
F1 = F , lim
M→+∞
FM = FBethe. (8.5)
We now assume that FM has a regular 1/M expansion around the pointM = +∞,
to write
FM = FBethe +
+∞∑
k=1
Ak
1
Mk
. (8.6)
We have thus produce a perturbative expansion around the Bethe free energy for
any given factor graph (see Fig 8.2). Notice that we did not take a large graph limit
in order to produce it. Generally the limit N ↑ ∞ and M ↑ ∞ do not commute.
8.3 Replica Calculation
Here we discuss ho to apply the replica method to compute the large M expansion
for the Ising model on an arbitrary graph G = (V,E). The Hamiltonian appearing
in the random partition function ZM is given by
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HM [σ] = −
M∑
α,β=1
∑
(i,j)
Cαβij J
αβ
ij σiασjβ −
∑
α
∑
i
hαi σiα (8.7)
with i.i.d. couplings Jαβij and fields hαi . They elements of the adjacency matrix
Cαβij of the M are induced by the uniformly chosen permutation of the links. Their
joint probability distribution is factorized on each edge (i, j), and is given by
P(C) =
∏
(i,j)
P (Cij) (8.8)
with
P (C) = 1
M !
∑
{Cαβ=0,1}
∏
α
δ
∑
β
Cαβ = 1
∏
β
δ
(∑
α
Cαβ = 1
)
(8.9)
We notice that these are exactly the constrains defining a bipartite matching. In
order to perform the quenched average over coupling, fields and the realization of
the M graph, we have to replicate the system. The replicated Hamiltonian is then
given by ∑na=1HM [σa] and the replicated system will contain n×N ×M spins σaiα.
As usual we will often suppress the replica index from now on.The computation of
the replicated partition function is very similar to the one performed for the RRG
in Appendix B.1, therefore here we will skip some of the passages. After introducing
the Lagrange multiplicators λαi→j to open the Kronecker delta in P(C) we obtain
ZnM =
1
(M !)|E|
∑
σ
∫ ∏
(i→j)
∏
α
[
dλαi→j
2pi e
−iλαi→j
]∏
i,α
eH(σiα)
×
∏
(i,j)
∏
α,β
e
log
(
1 + eiλ
α
i→j U(σiα,σjβ) e
iλ
β
j→i
)
.
(8.10)
The functions U(σ, τ) and H(σ) are defined by
U(σ, τ) = EJ eJ
∑n
a=1 σ
aτa (8.11)
eH(σ) = Eh eh
∑n
α=1 σ
α (8.12)
As we will later check we can expand the logarithm just to the first order around
one. In fact higher powers are suppressed by the λ integrations. Therefore we have
ZnM =
1
(M !)|E|
∑
σ
∫ ∏
(i→j)
∏
α
[
dλαi→j
2pi e
−iλαi→j
]∏
i,α
eH(σiα)
×
∏
(i,j)
e
∑
α,β
e
iλα
i→j U(σiα,σjβ) e
iλ
β
j→i
(8.13)
Defining for each directed link the function ρi→j(σ) through
ρˆi→j(σ) =
∑
α
eiλ
α
i→j δ(σ − σiα), (8.14)
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using the relation
e
∫
uUv = e
∫
1
4 (u+v)U(u+v)− 14
∫
(u−v)U(u−v)
=
∫ dx dy
pi detU e
−
∫
xU−1x−
∫
yU−1y+
∫
u(x+iy)+
∫
v(x−iy) (8.15)
and integrating out the lambdas we obtain
ZnM =
1
(M !)|E|
∑
σ
∫ ∏
(i,j)
dρˆi→jdρˆj→i
pi2n detU e
−
∫
ρˆi→jU−1ρˆj→i
×
∏
a
ρˆi→j(σiα)
∏
β
ρˆj→i(σjβ)
∏
i,α
eH(σiα)
(8.16)
The integration variable ρˆi→j are complex and such that ρˆi→j = ρˆ∗j→i. We can
now sum over the spin configurations. We make the change of variables ρˆi→j(σ) =√
M
∫
U(σ, τ)ρj→i(τ). Notice that we inverted the site indexes, to obtain more
meaningful message passing equations at the saddle point, as we will later show.
The equation for the replicated partition function now reads
ZnM =
[
MMM2
n detU
pi2nM !
]|E| ∫ ∏
(i,j)
[dρi→j dρj→i] e−MS[ρ], (8.17)
with the action S[ρ] defined by
S[ρ] =
∑
(i,j)
∫
dσdτ ρi→j(σ)U(σ, τ) ρj→i(τ)−
∑
i
log
∫
dσ eH(σ)
∏
k∈∂i
[
∫
Uρk→i](σ).
(8.18)
We notice that the action is invariant under a complex rotation of the fields
ρi→j(σ)→ ρi→j(σ)eiθi→j , (8.19)
with θi→j = θj→i, since the two field a re complex conjugate. In order to integrate
over the orbits we can introduce for each edge the constraints
2pi
∫
drij rij δ
(∑
σ
ρi→j(σ)− rij
)
δ
(∑
σ
ρj→i(σ)− rij
)
(8.20)
rescaling the fields ρ by a factor rij we can integrate out the rij . In fact after the
rescaling the r dependent part for each edge is given by
2pi
∫
drij rij(r2ij)2
n−1 e−Mr
2
ij
∫
ρi→jUρj→i r2Mij =
piΓ(M + 2n)
MM+2n
e−(M+2
n) log
∫
ρi→jUρj→i
(8.21)
At this point we finally arrive to
ZnM =
[
piΓ(M + 2n) detU
pi2nM !
]|E| ∫
dρ δ
(∑
ρ− 1
)
e−MS[ρ]. (8.22)
The integration measure and the delta function in last equation stand for
dρ δ
(∑
ρ− 1
)
≡
∏
(i,j)
[
dρi→jdρj→i δ
(∑
σ
ρi→j(σ)− 1
)
δ
(∑
σ
ρj→i(σ)− 1
)]
.
(8.23)
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The action S[ρ] is defined by
S[ρ] =
(
1 + 2
n
M
)∑
(i,j)
log
∫
dσdτ ρi→j(σ)U(σ, τ) ρj→i(τ)
−
∑
i
log
∫
dσ eH(σ)
∏
k∈∂i
[
∫
Uρk→i](σ)
(8.24)
The learned reader will recognize at this point that S[ρ] has the form of the Bethe
free entropy. we will later see that at the saddle point the function ρj→i(σ) will
correspond to a distribution of cavity fields hj→i.
8.4 RS Saddle Point
We proceed to the saddle point evaluation of the action, subject to the constraints
δ(∑ ρ − 1). For the time being we ignore the constraints, we will later see that
there exist a set of ρi→j satisfying the unconstrained saddle point equation that is
compatible with them. Let us define
ρˆi→j(σ) ≡
∫
dτ U(σ, τ)ρi→j(τ) (8.25)
The saddle point conditions for M →∞, ∂S∂ρj→i(σ) = 0, give∫
Uρi→j(σ)∫
ρi→j U ρj→i
−
∫
UeH(σ)
∏
k∈∂i\j ρˆk→i(σ)∫
eH
∏
k∈∂i ρˆk→i
= 0 (8.26)
which can be otherwise stated as
ρi→j(σ)∫
ρi→j U ρj→i
=
eH(σ)
∏
k∈∂i\j ρˆk→i(σ)∫
eH
∏
k∈∂i ρˆk→i
. (8.27)
We see that given a solution {ρj→i} of last equations, we can multiply each function
ρj→i for a different arbitrary constant cj→i and obtain a new solution. This scale
invariance is destroyed thanks to the constraints ∑σ ρj→i(σ) in Eq. (8.22), which,
by the same scaling invariance property, can always be met by the unconstrained
saddle point. Here we consider the Replica Symmetric approximation. In this case
the value of ρi→j(σ) depends only on the sum of the
∑n
a=1 σ
a. As usual we can
parametrize the order parameter at the saddle point with a function P (h):
ρi→j(σ) =
∫
dh Pi→j(h)
eβh
∑
a
σa
(2 cosh βh)n (8.28)
For each value of n the normalization condition implies
∫
dhPi→j(h) = 1. In the
n → 0 limit the saddle point equations (8.27) become the distributional cavity
equation
Pi→j(h) =EH
∫ ∏
k∈∂i\j
dQk→i(uk) δ
(
h− (H + ∑
k∈∂i\j
uk
))
Qi→j(u) =EJ
∫
dPi→j(h) δ (u− u˜(J, h))
(8.29)
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Inserting previous two equation in the action (8.24), we finally obtain
lim
M→∞
FM = FBethe (8.30)
with
− βFBethe =
∑
(i,j)
φij +
∑
i
(1− |∂i|)φi. (8.31)
The edge and site free entropies are defined by
φij =<< ln [4 cosh(hi→j) cosh(hj→i) cosh(Jij)(1 + tanh(hi→j) tanh(hj→i) tanh(Jij)] >>
(8.32)
and
φi = << ln
[
2 cosh(Hi +
∑
k∈∂i
uk→i)
]
>> (8.33)
8.5 The 1/M term
The computation in the replica formalism of the 1/M term, that is the Gaussian
contribution to the action, poses some technical difficulties that we did not manage
to overcome yet. The presence of the constraints in the partition function 8.22,
ultimately due to the gauge invariance, kill the corresponding directions in the
functional space, therefore we have to change accordingly the base in order to compute
only the relevant fluctuations. The presence of a Gauge invariance is common to
all the problems involving bipartite matching, therefore was not encountered in the
ER and RRG finite size corrections of Chapter 4. This problem was encountered
also in Ref. [156] and [95] when computing the 1/N correction to the random link
matching problem. In that case though, they could bypass the problem not including
the longitudinal sector contribution in the diagonalization of the Hessian, since
that sector is exactly the one suppressed by the constraints. Since we don’t want
to proceed to the direct diagonalization of the Hessian but we want to retain our
physical interpretation for the correction to the free energy in terms of closed and
open chains, that road cannot be taken. The approach we plan to take exploits the
formal limit
δ
(∑
σ
ρi→j(σ)− 1
)
= lim
Ô→0
1
2piÔe
− 12Ô(
∑
σ
ρi→j(σ)−1)2 . (8.34)
Therefore we add some extra Gaussian terms to the action to suppress longitudinal
fluctuations. Note that using the integral representation of δ (∑σ ρi→j(σ)− 1) using
a Lagrange multiplier would give null modes in the Hessian as well.
We did not complete yet the replica calculation of the Hessian, therefore, for
the time being, we leverage the result obtained in the diluted graphs to obtain the
expression for the 1/M term we where looking for.
We assume that we deal with a regular lattice in dimension d with periodic
boundary conditions. In this case the solution to the saddle point equation is
homogeneous,
ρi→j(σ) ≡ ρ(σ) Pi→j(h) ≡ P (h), (8.35)
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and the asymptotic free energy is exactly the same of RRGs with connectivity 2d.
Writing the expansion of the free energy as
FM = FBethe + ∆F 1
M
+ o
( 1
M
)
(8.36)
the first sub-leading order term in the expansion has to take the form
∆F =
∑
ü≥3
Nü ∆φü (8.37)
The coefficients ∆φü are exactly the same, qualitatively and quantitatively, as those
computed in random regular graphs in Chapter 4.
∆φü = φcü − ü(φoü − φoü−1). (8.38)
The coefficient Nü, accounting for the average number of loops in the graph, is not
(2d−1)ü
2ü , as one would expect in the RRG ensemble. In fact one convince himself
that the average number of loops at the order O(1/M) in the M−graph is given by
the number of non-backtracking paths of length ü, both simple and non simple, on
the original lattice. If we define the 2|E| × 2|E| non-backtracking matrix B, indexed
by the directed edges i→ j of the lattice, as
Bk→l,j→i = δlj(1− δik), (8.39)
then the coefficient Nü is given by
Nü = 12ü TrB
ü (8.40)
In order to compute Eq. (8.37) we approximate the free energy shift ∆φü with
the highest eigenvalue in the relevant sector of the replicated transfer matrix (see
Chapter 3), that is
∆φü ∼
{
c1üλü1 for the RFIM
c2λü2 for the spin-glass
(8.41)
With this approximation, it turns out that the series in Eq. (8.37) can be exactly
resummed, since we can compute the generating function for the number of non-
backtracking walks, as we show in the next paragraph.
8.6 Non-Backtracking Random Walks
Let us first establish some notations for the number of non-backtackig walks in the
infinite lattice Zd:
bü(x) ≡ # NBWs of length ü from 0 to x
bˆü(k) ≡
∑
x∈Zd
bü(x) eikx k ∈ [−pi, pi]d
Bˆz(k) ≡
∑
ü≥0
bˆü(k) zü
(8.42)
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Notice that since we are interested in closed paths we have to compute bü(0). We
will use a result obtained in Ref. [197] for Bˆz(k), the generating function of the
Fourier transform of bü(x). The authors proved the relation
Bˆz(k) =
1− z2
1 + (2d− 1)z2 − 2z∑dι=1 cos kι . (8.43)
We now show how to compute the generating function for Nü, that we call Aü. This
is related to Bˆz(k) by
A(z) =
∫ ddk
(2pi)d Bˆz(k) (8.44)
Using last two equations, some simple manipulations give
A(z) =
∫ ddk
(2pi)d (1− z
2)
∫ +∞
0
dt e
−t
(
1+(2d−1)z2−2z
∑d
ι=1 cos kι
)
= (1− z2)
∫ +∞
0
dt e−t(1+(2d−1)z2) [I0(2zt)]d
(8.45)
where Iα(x) is the modified Bessel function of the first kind of order α. In two
dimensions we have
A(z ; d = 2) = (1− z2) 2
pi
K
(
16z2
(3z2+1)2
)
3z2 + 1 (8.46)
where K(x) is the complete elliptic integral of the first kind.
More generally for every dimension d we have
A(z)→
{
1 for z → 0
+∞ for z → 12d−1
(8.47)
The analytic knowledge of the generating function A(z) through Eq. (8.45),
along with the results from the replicated transfer matrix theory of Chapter 3 that
yield Eq. (8.41), allow to approximate the infinite sum of Eq. (8.37) to a high degree
of precision.
8.7 Conclusions
In this Chapter we proposed a new perturbative approach around the Bethe approx-
imation for finite dimensional disordered systems. The expansion parameter is the
number M of layers in a auxiliary random lattice models. For M = +∞ we obtain
an infinite RRG graph, to which all the machineries of Cavity and Replica Methods
apply. The first contribution to the the free energy in a 1/M expansion is computed,
although the replica computations poses some problems yet to be addressed. The
result for the coefficient ∆F of the O(1/M) term
∆F =
∑
ü≥3
Nü ∆φü, (8.48)
appears to be sound, motivated by a cavity argument and by the results of Chapter
4. Hopefully we will soon address the difficulties in the replica computation and
investigate the analytical and numerical consequences of our approach.
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Conclusions
Along this thesis I discussed many different topics, strictly or loosely related. Here I
resume and discuss briefly the results we achieved, trying to underline their common
ground, and I invite the reader to refer to the conclusions of the various chapters for
more specific discussions.
One research line bridges the work on finite size corrections in diluted random
graphs of Chapter 4 and Refs. [2] [3], with the large M expansion around the Bethe
approximation that we proposed in Chapter 8. We can express the result we derived
for the coefficient ∆f of the 1/N and the 1/M terms in diluted random graphs and
lattice models respectively through the unique formula
∆f =
∑
ü≥3
Nü ∆φü. (8.49)
This formula relates the first correction to the Bethe free energy to the presence of
simple (i.e. non-intersecting) loops. The factor φü here is the free energy difference
due to the addition of a closed chain of length ü to an infinite tree. The coefficient
Nü is a combinatorial factor accounting for the average number of simple loops of
length ü. It takes value z˜ü/(2ü), with z˜ the average residual degree, while in the large
M expansion for finite dimensional lattices is the number of closed non-backtracking
paths of length ü in the lattice. The infinite sum in last equation can be computed
with high degree of precision thanks to the replicated transfer matrix formalism we
developed in Chapter 3 and Ref. [1]. A short term goal is to fix some issues, due
to gauge symmetries, in the replica computation for the large M expansion, thus
supporting with the replica formalism the result obtained through the probabilistic
argument. In mid/long term perspective it would be desirable to find a general rule
to express the free energy shift of a loopy structure to an infinite graph. An accurate
comparison with Loop Calculus of Cherniak and Chertkov [167] is also needed.
Finally, the large M formalism could help to shed some light on phenomena, such
as the breaking of dimensional reduction in the RFIM [56], normally not captured
by perturbative theories [57].
Another line of research is dedicated to the Euclidean Matching Problem, both
in its monopartite (Chapter 7) and bipartite versions (Chapter 6 and Ref. [5]). As
we discuss in depth in Chapter 6, bipartiteness as deep consequences for the optimal
matching and the scaling behaviour of its cost, therefore the two problems require
separate analysis.
In the bipartite case, through a continuous approximation for this discrete
optimization problem, we propose a (stochastic) Poisson equation relating a transport
field and the density differences among the two set of points. The average optimal
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cost can then be expressed as an infinite series, diverging for d ≥ 2, that we manage
to regularize with an analytic continuation. In the end, in the case of quadratic
costs, the following original results:
ed(N) ∼

1
6N + e1 d = 1,
1
2pi lnN + e2 d = 2,
ed + ζd(1)2pi2 N
−γd d > 2,
(8.50)
with γd = d−2d . We see that the effects of set-to-set fluctuations captured by our
approximation is dominant for low dimension, while for d > 2 gives an anomalous
subleading scaling. Noticeably in our formalism the intensive O(1) term can not be
predicted in any dimension. We hope that similar techniques could be applied to
other optimization problems as well.
The approach to the monopartite problem in Chapter 7 is completely different.
It is based on a replica computation that goes beyond the simple mean field approx-
imation including the correlation among the weights of the link in simple loops. The
expression we obtain is similar to Eq. (8.49). In fact, in relation to the O(1/N) and
O(1/M) expansion discussed above, analyzing the O(1/N) finite size in the random
link matching problem we managed to show a one-to-one correspondence between
the terms appearing in the fully-connected model and the ones in Euclidean model,
ultimately relating all to the presence of small simple loops. This Chapter represent
another brick establishing the connection between finite size corrections in mean field
models and perturbative expansions in finite dimensional systems. The perspective
here as well is to compute the contribution of more complex loopy structures and to
extract from the series the scaling of finite size corrections.
Throughout these works the results for the Replicated Transfer Matrix of Chapter
3 and Ref. [1] proved to be valuable conceptual, analytical and numerical tools. It is
desirable to extend the formalism to the 1RSB scenario and to p-spin models.
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Appendix to Chapter 4.2
A.1 Coefficients aL
The coefficients aL can be determined by computing recursively all the functions SL.
A little bit of thought should convince oneself that SL is given by the probability
of the event EL ≡ {L consecutive links are present}, by splitting it in at least two
smaller events EL1 and EL2 with L1 + L2 = L. Since pL = Prob[EL] it should be
clear that qL ≡ pL − SL is like a “connected” probability to obtain the L links from
a unique structure. It is not hard to derive a recursive equation for the functions
SL, valid for any L ≥ 2:
SL = q1pL−1 + q2pL−2 + · · ·+ qL−1p1 , (A.1)
from which we get, for any L ≥ 1,
pL(1 + q0) =
L∑
k=0
qkpL−k , (A.2)
where q0 ≡ 0 and p0 = 1 thanks to the fact that pL = zL[1 − L(L + 1)/2N ]. The
above equation can be easily solved by introducing the generating functions:
p(x) ≡
∞∑
k=0
pkx
k ,
q(x) ≡
∞∑
k=0
qkx
k ,
(A.3)
that must satisfy
(1 + q0)[p(x)− p0] = q(x)p(x)− q0p0 =⇒ q(x) = p0 − 1
p(x) . (A.4)
Keeping only terms up to order 1/N the result is
q(x) = zx− 1
N
zx
1− zx , (A.5)
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implying
q1 = z
(
1− 1
N
)
qk = −z
k
N
for k ≥ 2 . (A.6)
Rewriting eq.(A.2) as
qL =
∞∑
k=L
(k − L+ 1)ak +
∞∑
k=L+1
ck , (A.7)
we can obtain
qL − qL+1 =
∞∑
k=L
ak + cL+1 =⇒
∞∑
k=L
ak = qL = −z
L
N
∀L ≥ 2 , (A.8)
by noticing that cL = −qL for L ≥ 3. Moreover, for L = 1 we have
∞∑
k=1
ak = q1 − q2 = z + z
2 − z
N
. (A.9)
In conclusion the coefficients aL are given by the following expressions
a1 = z +
1
N
(2z2 − z) ,
aL =
1
N
(zL+1 − zL) for L ≥ 2 .
(A.10)
A.2 Combinatorics of Tr
(
TL
)
Here we prove eq. (4.23), relating Tr
(
TL
)
in the small n limit to the free energies
of open and closed cavity chains. Let’s rewrite our 2n × 2n matrix as:
T (σ, σ′) =z E
{ 1
[2ch(βh)]n
[
eJ
∑
a
σaσ′a+h
∑
a
σ′a
− 1[2ch(βh′)]n
(∫
dτ eJ
∑
a
σaτa+h
∑
a
τa
)
eh
′∑
a
σ′a
]}
.
(A.11)
where expectation is taken over the coupling J and the cavity fields h, h′, which are
distributed according to the solution of eq. (4.16). We immediatly note that the
factor [2ch(βh)]n reduces to 1 + n log 2ch(βh) + o(n), in the small n limit, allowing
to rewrite T (σ, σ′), with o(n) accuracy, as:
T (σ, σ′) =z E
[
eJ
∑
a
σaσ′a+h
∑
a
σ′a −
(∫
dτ eJ
∑
a
σaτa+h
∑
a
τa
)
eh
′∑
a
σ′a
]
+ nzEh log 2ch(βh) + o(n) .
(A.12)
We recognize that the term E[eJ
∑
a
σaσ′a+h
∑
a
σ′a ] is the replicated transfer matrix of
a one-dimensional chain, and so when we take the trace of T (σ, σ′) we simply get:
Tr[T ] = −nβz[φc1 −
(
φa1 + β−1Eh log 2ch(βh)
)
] + o(n) . (A.13)
A.2 Combinatorics of Tr
(
TL
)
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When computing the trace of TL, for L ≥ 2, the term nzEh log 2ch(βh) in eq.
(A.12) gives only contributions of order o(n) and thus can be completely ne-
glected in the following calculation. Let’s call A = E[eJ
∑
a
σaσ′a+h
∑
a
σ′a ] and
B = E[
(∫
dτ eJ
∑
a
σaτa+h
∑
a
τa
)
eh
∑
a
σ′a ]. The product TL is formed of a linear
combination of all the possible products of L matrices chosen between A and B,
therefore we now consider the traces of such products. A simple inspection shows
immediately the Tr
(
AL
)
is nothing else that the replicated partition function of a
cavity loop, that is a closed chain of length L embedded in a locally tree-like random
graph. Consider instead a term with one insertion of the matrix B, TrA . . . ABA . . ..
Since B is factorized, its insertion prevents the closure of the chain and we obtain
the replicated partition function of an open cavity chain of length L. Generalizing
the argument we can see that the trace of a product containing k matrices B yields
the product of k replicated partition functions of open chains, whose total lengths
adds up to L. Since in the n ↓ 0 limit products of partition functions become the
sum of free energies, we can write
∂
∂n
Tr
(
TL
)
= −βzL[ φcL + L∑
l=1
bl φ
a
l
]
+ o(1) , (A.14)
where the coefficients bl have to be determined. It is easy to see that bL = −L and
bL−1 = L, while a simple combinatoric argument gives the remaining coefficients. We
can construct an open chain of length l < L−1 in the first l+1 positions of the product
and than multiply for the L possible ways of obtaining the same trace. So we consider
products of the form BAl−1B×{2L−l−1 different combinations of A and B}. Taking
into account the number of insertions of B in the last L− l − 1 positions we obtain
bl = L×
L−l−1∑
k=0
(−1)k
(
L− l − 1
k
)
= 0 for l < L− 1 , (A.15)
which immediately yields eq. (4.23).
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Appendix to Chapter 4.3
B.1 Integral representation of [Zn]av
The average of the replicated partition function of the model reads:
[Zn]av =
∑
{σ}
∏
i<j
exp
(
βJijCij
n∑
a=1
σai σ
a
j
)∏
i
exp
(
βHi
n∑
a=1
σai
)
av
, (B.1)
where the sum has to be taken over the replicated spins {σai } for i = 1, . . . , N and
a = 1, . . . , n. The average [ · ]av has to be performed over the RRG ensemble,
the couplings Jij and the random fields Hi. The graph ensemble is defined by the
probability of sampling one of its element, having adjacency matrix Cij . This is
given by
P(C) = 1N
∏
i<j
[(
1− c
N
)
δ(Cij) +
c
N
δ(Cij − 1)
]∏
i
δ
∑
j Ó=i
Cij − c
 . (B.2)
Here the variable c is the connectivity of the nodes, the weighting factors 1− cN and
c
N have been chosen for convenience and N is a normalization factor. Let us define
U(σi, σj) = EJ
(
eβJ
∑
a
σai σ
a
j
)
,
B(σi) = logEH
(
eβH
∑
a
σai
)
.
(B.3)
The arguments of the functions U(σi, σj) and B(σi) indicate the replicated spins
σi ≡ (σ1i , . . . , σni ). When it can cause confusion, the replica label a will be explicitly
written.
After averaging over the graph ensemble [198], Eq. (B.1) takes the following
form:
[Zn]av =
1
N
∑
{σ}
∫ (∏
i
dλi e−iλic+B(σi)
)
exp
∑
i<j
log
[
1 + c
N
(
eiλiU(σi, σj)eiλj − 1
)] ,
(B.4)
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where we used the integral representations of the Kronecker δ-functions appearing
in P(C): ∏
i
δ
∑
j
Cij − c
 = ∫ 2pi
0
∏
i
dλi
2pi e
iλi
(∑
j Ó=i Cij−c
)
. (B.5)
We expand the argument of the exponential in Eq. (B.4) to obtain
∑
i<j
log
[
1 + c
N
(
eiλiU(σi, σj)eiλj − 1
)]
=
(
c
2N +
c2
2N2
)∑
ij
eiλiU(σi, σj)eiλj

− c2N
[∑
i
e2iλiU(σi, σi)
]
− c
2
4N2
∑
ij
e2iλiU2(σi, σj)e2iλj

+A(N, c) +O
( 1
N
)
,
(B.6)
where the constant A(N, c) is given by
A(N, c) = −cN2 +
c
2 −
c2
4 . (B.7)
In order to compute the sum over the spin variables in Eq. (B.4), we need to
decouple the sites. Site factorization can be achieved by introducing two functions
ρ1(σ) and ρ2(σ), defined as
ρ1(σ) =
1
N
∑
i
eiλi
∏
a
δ(σa − σai ),
ρ2(σ) =
1
N
∑
i
e2iλi
∏
a
δ(σa − σai ),
(B.8)
if we are interest only in the first correction in 1N . To obtain higher orders in the
expansion we would need up to c different functions ρk(σ), as will be clear from what
follows. Using ρ1(σ) and ρ2(σ), along with the expansion (B.6), Eq. (B.4) becomes
[Zn]av ∼ exp
{
Nc
2
(
1 + c
N
)∫
dσ dτ ρ1(σ)U(σ, τ)ρ1(τ)
+N log
∫ dλ
2pi dσ exp
[− icλ+B(σ)− c2N e2iλU(σ, σ)]
− c
2
4
∫
dσ dτ ρ2(σ)U2(σ, τ)ρ2(τ) +A(N, c)− logN
}
,
(B.9)
up to the order O(1). In the previous equation the notation
∫
dσ stands for:
∫
dσ ≡
n∏
a=1
∑
σa=±1
. (B.10)
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We note also that the function U(σ, σ), evaluated on the same first and second
arguments, is independent on σ. To lighten the notation we then define:
U(σ, σ) = EJenβJ ≡ U0. (B.11)
Proceeding in the calculation, we introduce two δ-functionals to enforce the
definitions of ρ1(σ) and ρ2(σ):
1 =
∫
Dρk δ
[
ρk(σ)− 1
N
∑
i
eikλi
∏
a
δ(σa − σai )
]
for k = 1, 2. (B.12)
The functional measure Dρ is defined as Dρ ≡ ∏σ∈Rn dρ(σ). Moreover, we use the
following integral representation of the δ-functional:
δ[ρ] =
∫
Dρˆ e−
∫
dσ ρ(σ)ρˆ(σ), (B.13)
where Dρˆ ≡ ∏σ∈Rn dρˆ(σ)2pi , to rewrite the replicated partition function (B.9) as
[Zn]av ∼
∫ ( 2∏
k=1
DρkDρˆk
)
exp
{
−N
∫
dσ ρ1(σ)ρˆ1(σ)
+ Nc2
(
1 + c
N
)∫
dσ dτ ρ1(σ)U(σ, τ)ρ1(τ)
−
∫
dσ ρ2(σ)ρˆ2(σ)− c
2
4
∫
dσ dτ ρ2(σ)U2(σ, τ)ρ2(τ)
+N log
∫
dσ eB(σ)
∫ dλ
2pi exp
[
ρˆ1(σ)eiλ − icλ+ e
2iλ
N
(
ρˆ2(σ)− cU02
)]
+A(N, c)− logN
}
.
(B.14)
We now can carry out the λ integration, expanding the exponential and obtaining
∫ 2pi
0
dλ
2pi exp
[
ρˆ1(σ)eiλ − icλ+e
2iλ
N
(
ρˆ2(σ)− cU02
)]
=
c/2∑
m=0
1
m!(c− 2m)!
ρˆ1(σ)c−2m
Nm
(
ρˆ2(σ)− cU02
)m
.
(B.15)
In the sum on the r.h.s. of Eq. (B.15) we retain only the leading terms, corresponding
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to m = 0 and m = 1. The partition function (B.14) now reads
[Zn]av ∼
∫ ( 2∏
k=1
DρkDρˆk
)
exp
{
−N
∫
dσ ρ1(σ)ρˆ1(σ)
+ Nc2
(
1 + c
N
)∫
dσ dτ ρ1(σ)U(σ, τ)ρ1(τ)−
∫
dσ ρ2(σ)ρˆ2(σ)
− c
2
4
∫
dσ dτ ρ2(σ)U2(σ, τ)ρ2(τ) +N log
∫
dσ eB(σ)ρˆ1(σ)c
+ c(c− 1)
∫
dσeB(σ)ρˆ1(σ)c−2
(
ρˆ2(σ)− cU02
)
∫
dσ eB(σ)ρˆ1(σ)c
+A(N, c)− logN −N log c!
}
.
(B.16)
At this point it is natural to define a new field r(σ) as
r(σ) = c2
∫
dσ eB(σ)ρˆ1(σ)c−2∫
dσ eB(σ)ρˆ1(σ)c
, (B.17)
and to observe that the integral over ρˆ2(σ) gives∫
Dρˆ2 exp
{
−
∫
dσρˆ2(σ)
[
ρ2(σ)− c− 1
c
r(σ)
]}
= δ
[
ρ2 − c− 1
c
r
]
. (B.18)
Integrating out also ρ2, we obtain
[Zn]av ∼
∫
Dρ1Dρˆ1 exp
{
−N
∫
dσ ρ1(σ)ρˆ1(σ) +
Nc
2
(
1 + c
N
)∫
dσ dτ ρ1(σ)U(σ, τ)ρ1(τ)
+N log
∫
dσ eB(σ)ρˆ1(σ)c − (c− 1)
2
4
∫
dσ dτ r(σ)U2(σ, τ)r(τ)
− (c− 1)U02
∫
dσ r(σ) +A(N, c)− logN −N log c!
}
.
The integral over ρ1 is Gaussian and can be performed explicitly and we get:
[Zn]av ∼[det(cU)]−1/2
∫
Dρˆ1 exp
{
− Nc2
∫
dσ dτ ρˆ1(σ)U−1(σ, τ)ρˆ1(τ)
+N log
∫
dσ eB(σ)ρˆ1(σ)c +
1
2
∫
dσ dτ ρˆ1(σ)U−1(σ, τ)ρˆ1(τ)
− (c− 1)
2
4
∫
dσ dτ r(σ)U2(σ, τ)r(τ)− (c− 1)U02
∫
dσ r(σ)
+A(N, c)− logN −N log c!
}
.
(B.19)
We make the following change of variables, introducing at last the order parameter
ρ(σ) through
ρˆ1(σ) = c
∫
dσ U(σ, τ)ρ(τ), (B.20)
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which redefines also the field r(σ) as
r(σ) = e
B(σ) [
∫
dτ U(σ, τ)ρ(τ)]c−2∫
dσ eB(σ) [
∫
dτ U(σ, τ)ρ(τ)]c
. (B.21)
The computation of the factor logN can be done among the same lines of the
preceding derivation, and gives [198]:
logN ∼ N(c log c− log c!− c) + c2 +
1
4 −
log 2
2 . (B.22)
Calling for brevity A(N, c) the quantity
A(N, c) = A(N, c) +Nc log c−N log c!− logN
= Nc2 −
c2 + 1
4 +
log 2
2 ,
(B.23)
we obtain the final expression of the [Zn]av up to the order O(1), that is
[Zn]av ∼ [det(cU)]1/2eA(N,c)
∫
Dρ e−NS0[ρ]−S1[ρ]. (B.24)
Here the integration measure is given by Dρˆ ≡ ∏σ∈Rn dρ(σ)√2pi , and the functionals
S0[ρ] and S1[ρ] read
S0[ρ] = c2
∫
dσ dτ ρ(σ)U(σ, τ)ρ(τ)− log
∫
dσ eB(σ)
[∫
dτ U(σ, τ)ρ(τ)
]c
,
S1[ρ] = −c
2
2
∫
dσ dτ ρ(σ)U(σ, τ)ρ(τ) + (c− 1)
2
4
∫
dσ dτ r(σ)U2(σ, τ)r(τ)
+ (c− 1)U02
∫
dσ r(σ).
(B.25)
B.2 Computing the finite size corrections
There are two sources for the 1/N finite size corrections to the thermodynamic
free energy density. The first contribution comes from the subleading part of the
replicated action S1[ρ], evaluated in the saddle point solution ρ∗, given in eq. (4.57).
The second one stems from the Gaussian integral obtained by expanding the leading
action S0[ρ] around the saddle point. This is given by
[det(cU)]1/2
∫
Dχ e− 12
∫
χ∂2S∗0 χ = e−
1
2 log det(I−Σ), (B.26)
where χ(σ) is the rescaled fluctuation of ρ(σ) around the saddle point and we omitted
the dependence on the replicated spins in the exponent of the l.h.s.. The matrix
Σ(σ, τ) is defined as
Σ(σ, τ) = (c− 1)T (σ, τ)− c
[∫
dσ′ U(σ, σ′)ρ∗(σ′)
]
ρ∗(τ),
T (σ, τ) = U(σ, τ)r∗(τ).
(B.27)
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Summing up all the contributions, the averaged replicated partition function [Zn]av
up to order O(1) becomes:
[Zn]av ∼ exp
[
A(N, c)−NS0[ρ∗]− S1[ρ∗] + 12
∞∑
ü=1
1
ü
Tr Σü
]
. (B.28)
The introduction of the auxiliary matrix T (σ, τ) will simplify a lot the computa-
tion of the trace appearing in Eq. (B.28). The crux is to observe that ρ∗(σ) is a left
eigenvector of T (σ, τ) with eigenvalue 1, i.e.∫
dσ ρ∗(σ)T (σ, τ) = ρ∗(τ). (B.29)
This property can be verified by acting on the left with T (σ, τ) on the saddle point
equation (4.57).
It is useful to define also an auxiliary function ρˆ∗(σ) as follows:
ρˆ∗(σ) =
∫
dτ U(σ, τ)ρ∗(τ). (B.30)
As a consequence of the saddle point equation (4.57), the function ρˆ∗(σ) has the
following interesting property: ∫
dσ ρˆ∗(σ)ρ∗(σ) = 1. (B.31)
Using the definition of T (σ, τ) and ρˆ∗(σ), the matrix Σ(σ, τ) can be cast in a simpler
form, that reads
Σ(σ, τ) = (c− 1)T (σ, τ)− cρˆ∗(σ)ρ∗(τ). (B.32)
The two matrices T (σ, τ) and ρˆ∗(σ)ρ∗(τ) in the r.h.s of Eq. (B.32) they do commute
with each other, as can be checked by inspection. Therefore, the trace of the ü-th
power of the matrix Σ can be written as
Tr Σü =
ü∑
k=0
(
ü
k
)
(c− 1)ü−k(−c)k Tr
[
(ρˆ∗ρ∗)k T ü−k
]
. (B.33)
Observing that in all the terms of the sum, but the one corresponding to k = 0, the
matrix T is multiplied on the left by its left eigenvector with unitary eigenvalue, we
easily get the following result:
Tr
[
(ρˆ∗ρ∗)k T ü−k
]
=
{
TrT ü fork = 0
1 fork Ó= 0. (B.34)
We can now immediately evaluate Eq. (B.33) and we find:
Tr Σü = (c− 1)ü
[
TrT ü − 1
]
+ (−1)ü. (B.35)
Inserting Eq. (B.35) into Eq. (B.28) we get
[Zn]av ∼ exp
[
−NS0[ρ∗]− S1[ρ∗] + 12
∞∑
ü=1
(c− 1)ü
ü
[
TrT ü − 1
]
+A(N, c)− log 22
]
.
(B.36)
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The term S1[ρ∗] can be expressed using the matrix T in the following way:
S1[ρ∗] = c
2 + 1
4 +
(c− 1)2
4
[
TrT 2 − 1
]
+ c− 12 [TrT − 1] . (B.37)
Therefore we see that the terms ü = 1 and ü = 2 in the sum in Eq. (B.36) cancel out
with the terms coming from S1[ρ∗]. Moreover, using the definiton of A(N, c), and
the noting that S0[ρ∗] equals
S0[ρ∗] = c2 − log
∫
dσ eB(σ)
[∫
dτ U(σ, τ)ρ∗(τ)
]c
, (B.38)
we finally obtain
[Zn]av ∼ exp
{
N log
∫
dσ eB(σ)
[∫
dτ U(σ, τ)ρ∗(τ)
]c
+ 12
∞∑
ü=3
(c− 1)ü
ü
[
TrT ü − 1
] }
.
(B.39)
We split the free energy density f(N) into the sum of the leading term plus the
1/N correction:
f(N) = f0 +
1
N
f1 + o(1/N). (B.40)
The quantity f1 is given by
f1 = − 1
β
lim
n→0
∞∑
ü=3
(c− 1)ü
2ü ∂n TrT
ü. (B.41)
B.3 Evaluating TrT ü
The matrix T (σ, τ) is defined as T (σ, τ) = U(σ, τ)r(τ). In the replica-symmetric
regime, we can parametrize the field r(σ) as
r(σ) =
∫
dr Rn(r)
eβr
∑n
a=1 σ
a
[2 cosh(βr)]n , (B.42)
where the density Rn(r) is non-negative and normalized to 1 in the limit n→ 0. In
order to compute the O(1/N) correction to the free energy, we need also to compute
its normalization up to order O(n). Inserting the parametrization (B.42) in the
equation defining r(σ), i.e. Eq. (B.21), and considering also the n-dependence of
the distribution Pn(h) parametrizing ρ(σ), we obtain∫
dr Rn(r) = 1− nEJ,r,u log
[cosh(βJ) cosh(βr + βu)
cosh(βr) cosh(βu)
]
+O(n2). (B.43)
The random variable u is called a cavity bias and is drawn from the distribution
Q(u) = EJ
∫
dh P (h) δ[u− uˆ(β, J, h)], (B.44)
with P (h) solution of Eq. (4.59). In Eq. (B.43) the random variable r is distributed
as R(r) = limn→0Rn(r), solution to Eq. (B.21).
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With this considerations in mind, the matrix T (σ, τ) can be written, for small n,
as
T (σ, τ) =EJ,r
[
n∏
a=1
exp (βJσaτa + βrτa)
]
− nEJ,r,u log
[2 cosh(βJ) cosh(βr + βu)
cosh(βu)
]
+O(n2).
(B.45)
The first term in Eq.(B.45) is the replicated transfer matrix of a 1-dimensional
disordered Ising chain with random couplings J and random fields r. Let’s call
Tn(σ, τ) this first term.
The second term in Eq. (B.45) is proportional to the thermodynamic free-energy
density φ of an Ising chain with random couplings J and random fields r [138] [1],
explicitly:
EJ,r,u log
[2 cosh(βJ) cosh(βr + βu)
cosh(βu)
]
= −βφ. (B.46)
The full matrix T (σ, τ), in the limit n→ 0, then becomes:
T (σ, τ) = Tn(σ, τ) + nβφ+O(n2). (B.47)
Taking the trace Tr
(
T ü
)
we find
TrT ü = TrT ün + nüβφ+ o(n2). (B.48)
Now we observe that
lim
n→0 ∂n TrT
ü
n = −βφcü, (B.49)
where φcü is the free energy of a closed chain (loop) of length ü, receiving a field r on
each of its vertex. Eventually taking the derivative and then the limit n→ 0 of the
full trace TrT ü, we get
lim
n→0 ∂n TrT
ü = −β (φcü − üφ) ≡ ∆φü. (B.50)
Coming back to the equation (B.41) for f1, and substituting the previous result
(B.50), we finally obtain the formula given in the main text:
f1 =
∞∑
ü=3
(c− 1)ü
2ü ∆φü. (B.51)
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Appendix to Chapter 6
C.1 Evaluation of Σd
In this appendix we will show that, in dimension d > 2, the function
ζd(s) =
∑
n∈Zd\{0}
1
‖n‖2s , (C.1)
a particular Epstein zeta function defined for Re s > d2 , analytically continued to
the point s = 1, takes the value of Σd defined in Eq. (6.22), i.e. ζd(1) = Σd. Then
we will derive an easily computable representation of the analytic continuation of
ζd(s) which was already presented in the literature [180,199].
Let us fix d > 2 and a > 0. Then, for Re s > d2 , we can rewrite Eq. (C.1) as
ζd(s) = lim
R→+∞
 ‖n‖≤R∑
n∈Zd\{0}
1
‖n‖2s − Sd
∫ R
a
rd−1
r2s
dr + Sd
∫ R
a
rd−1
r2s
dr

= lim
R→+∞
 ‖n‖≤R∑
n∈Zd\{0}
1
‖n‖2s − Sd
∫ R
a
rd−1
r2s
dr
+ Sd ad−2s2s− d.
(C.2)
Assuming that the limit in the last equation exists also for Re s < d2 , we have isolated
the singular term. The analytic continuation of ζd(s) then reads
ζd(s) = lim
R→+∞
 ‖n‖≤R∑
n∈Zd\{0}
1
‖n‖2s − Sd
∫ R
0
rd−1
r2s
dr
 for Re s < d2 , (C.3)
where to limit a→ 0 has been taken. Note that, comparing the previous equation
with Eq. (6.22), ζd(1) ≡ Σd. On the other hand, for Re s > d2
ζd(s) =
∑
n∈Zd\{0}
1
Γ(s)
∫ +∞
0
zs−1 e−‖n‖
2z dz
= pi
s
Γ(s)
∫ +∞
0
zs−1
(
Θd(z)− 1
)
dz,
(C.4)
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where Θ(z) is defined by Θ(z) ≡ ∑+∞n=−∞ e−pin2z ≡ ϑ(0; iz), where ϑ(τ ; z) is the
Jacobi theta function. Noticing that for z ¹ 1 asymptotically we have Θ(z) ∼ 1√
z
,
while Θ(z) ∼ 1 + 2 e−z for z º 1, we can isolate the singular parts of ζd(s) writing
ζd(s) =
pis
Γ(s)
[ 2
2s− d −
1
s
+
∫ +∞
1
zs−1
(
Θd(z)− 1
)
dz +
∫ 1
0
zs−1
(
Θd(z)− 1
z
d
2
)
dz
]
.
(C.5)
Last expression can be readily continued to the region Re s < d2 . Using the property√
tΘ(t) = Θ(t−1), we can write
Σd = ζd(1) = pi
[ 2
2− d − 1 +
∫ +∞
1
(
1 + z
d
2−2
) (
Θd(z)− 1
)
dz
]
. (C.6)
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Appendix to Chapter 8
D.1 Normalization Factor
Let’s compute the total number N of realizations of GM . Simple combinatorics
gives N = (M !)|E|. We will rederive this results using delta functions and Lagrange
multipliers. We have
N =
∑
{n}
∏
(i→j)
∏
a
δ
(∑
b
nabij = 1
)
. (D.1)
Using Lagrange multipliers to expand the Kronecker deltas we obtain
N =
∫ ∏
(i→j)
∏
a
dλai→j
2pi e
−iλai→j ×
∏
(i,j)
∏
ab
(1 + eiλ
a
i→j+iλbj→i)
=
∫ ∏
(i→j)
∏
a
dλai→j
2pi e
−i
∑
i→j
∑
a
λai→j+
∑
(i,j)(
∑
a
e
iλa
i→j )(
∑
b
e
iλb
j→i )
=
[∫ ∏
a
dλa1→2
2pi
dλa2→1
2pi e
−i
∑
a
λa1→2−i
∑
a
λa2→1+(
∑
a
eiλ
a
1→2 )(
∑
a
eiλ
a
2→1 )
]|E|
(D.2)
where the second passage will be a posteriori justified. Using the relation
eAB = e
(A+B)2−(A−B)2
4 =
∫ dx dy
pi
e−x
2−y2+A(x+iy)+B(x−iy) (D.3)
e poi integrando su λ si ottiene
N =
[∫ dx dy
pi
e−x
2−y2(x+ iy)M (x− iy)M
]|E|
=
[∫ dx dy
pi
e−(x
2+y2)(x2 + y2)M
]|E|
= Γ(M + 1)|E|
(D.4)
where we obtained the expected result in last equation passing through polar
coordinates.
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