The problem of text-dependent speaker verification under noisy conditions is becoming ever more relevant, due to increased usage for authentication in real-world applications. Classical methods for noise reduction such as spectral subtraction and Wiener filtering introduce distortion and do not perform well in this setting. In this work we compare the performance of different noise reduction methods under different noise conditions in terms of speaker verification when the text is known and the system is trained on clean data (mis-matched conditions). We furthermore propose a new approach based on dictionary-based noise reduction and compare it to the baseline methods.
Introduction
Speaker verification (SV) is becoming more and more relevant in commercial products as it allows for hands-free authentication. In this setting a speaker claims to have identity X and speaks an utterance and it is up to the system either to accept or reject the claim based on the recorded speech. The setup can be further strengthened by requiring a fixed passphrase from the speaker, which should be the same at enrollment and test time. One problem with using speech for authentication is the corruption of the recorded speech due to additive noise. Depending on the setting the noise can be different and have different characteristics, which will in general degrade the performance of SV.
One way of dealing with noise, is to apply pre-processing before submitting it to feature extraction. There are many speech enhancement and noise reduction algorithms for this purpose, such as Wiener filtering, Spectral Substraction and minimum mean-square estimation, see e.g., [1, 2, 3] and the references in [4] . These are all derived from signal-level metrics, which do not guarantee good performance when used as frontends for SV. Sadjadi et. al. [5] investigate the performance of speech enhancement techniques for speaker identification under noisy and mis-matched conditions and conclude that for low signal-to-noise ratios (0, 5 and 10 dB), there is generally a performance gain, but that enhancement can degrade performance at higher SNR and perform worse than using the noisy signal directly. The authors furthermore propose to use mean Hilbert envelope coefficients (MHEC) as features and show that they outperform conventional mel-frequency cepstrum coefficients (MFCC). In [6] different front-ends for speaker identification were compared and it was found that noise reduction based on minimum statistics noise estimation (MSNE) did not improve performance compared to no processing., but it helped when fused with other front-ends.
A new method for noise suppression or speech enhancement, denoted sparse coding or exemplar-based sparse representation, has attracted a lot of interest within the last decade [7] . The basic idea is to learn dictionaries of either speech, noise or both and then at test time model the noisy speech as a linear combination of exemplars from the speech and noise dictionary. The clean speech can thus be estimated by only retaining the contribution from the speech dictionary. It has been demonstrated to perform well for different types of noise [8, 9] . The advantage of this method for speaker verification is that the enhancement is based on previously seen speech from the speaker, thus it is not likely to introduce distortions as may be the case for standard approaches. The disadvantage of this method is the need for training data both for speech and noise. However given that most systems have a voice activity detector (VAD), it becomes possible to update the noise dictionary using the recordings of non-speech segments as done in [10] .
In this paper we compare the performance of different wellknown enhancement algorithms for the task of speaker verification when the back-end is trained on clean data, i.e., mismatched conditions. This is similar to [5] , but here we consider text-dependent speaker verification instead of speaker recognition and the evaluation is done on the recent RSR2015 database. We furthermore propose to apply sparse coding to the task of front-end speech enhancement for text-dependent speaker verification. For this task a few enrollment recordings are available for each speaker, which can be used to train a speaker-and utterance dependent dictionary/codebook. Because the text to be spoken at training and test time are the same, the speech dictionary can model this reduced signal space very well with a limited number of entries/exemplars. At test time the dictionary corresponding to the claimed identity is then used to enhance the speech.
In Sec. 2 the problem is formally defined and in Sec. 3 we briefly introduce the concept of sparse coding for speech enhancement and how we apply it in this task. Finally, the experimental results are reported in Sec. 4 and a conclusion on the work along with directions for future work are given in Sec. 5.
Problem Formulation
In this work we consider a single-channel signal model with additive noise which is un-correlated with the speech of interest. The signal models in time-and STFT domain are thus respectively given by
where x(n), s(n) and w(n) are the recorded signal, the speech signal and the noise in the time domain, respectively, and X(k, f ), S(k, f ) and W (k, f ) are the corresponding STFT domain signals with k and f denoting the frame index and the frequency index, respectively.
Methods

Non-negative Sparse Coding (NNSC)
Given a noisy recording of the speech we can compute the magnitude short-time Fourier-transform (STFT), |X|, and represent it as a linear combination of columns from a speech dictionary in the following way
where D is a dictionary and H is the activation matrix. For the rest of the paper all STFT are magnitude unless stated otherwise. The decomposition can be achieved by applying nonnegative matrix factorization (NMF), which solves the following optimization problem
where || · ||F is the Frobenius norm, || · ||1 is the 1-norm, α is a small positive number and ≥ means that the elements of D and H must be non-negative. The optimization problem is solved using a multiplicative gradient method which alternates between updating H and D, and is given by [11] ,
where • denotes the Hadamard product (element-wise). It is noted that other cost functions can be used as well [11] and that the original form does not contain the sparsity-inducing term on H in (3). However, it has been demonstrated to be beneficial for modeling speech [9] . Normalization was applied to the columns of D after every iteration to accomodate the scaling ambiguity, which is inherent to the decomposition.
NNSC for noise reduction
Under the assumption of additive noise, we can further decompose the dictionary and activation matrix into a speech part and a noise part,
= Ds Dn Hs Hn
The general approach for denoising under NNSC is to train Ds and Dn individually on suitable data, i.e., data that matches the condition at test time, prior to test time using the procedure in Sect. 3.1. To reduce noise at test time, we then decompose the magnitude STFT of the noisy speech according to(6a) using NMF and only update Hs and Hn via the following rules
where αs and αn are the sparsity paramters for speech and noise, respectively. An estimate of the magnitude STFT of clean speech is then found by multiplying the Wiener gain function onto the noisy STFTŜ
The time-domain estimate is obtained using the phase from the noisy signal and applying the overlap-add method. Finally the time-domain signal is submitted to a feature extraction module.
Experiments
Evaluation Database and Noise Database
In this study we used a part of the RSR2015 database [12] 
We used five different noise types; white Gaussian noise (WGN), babble, cantine, PC-fan and car noise. WGN was generated in MATLAB, babble noise was generated by adding speech from Librispeech corpus [13] , cantine and PC-fan was recorded and car noise was taken from [14] . All noise material was split into a training set used for training the dictionaries and a test set for evaluation. The noise was added by taking out a random segment matching the length of the relevant speech signal and then scaling it according to the desired SNR and finally adding it to the speech.
Speaker Verification Back-end
We used normal 13-dimensional MFCC features with logenergy and including delta and delta-delta coefficients and a conventional i-Vector system [15] was setup as back-end for speaker verification. The UBM consisted of 64 components and was trained on the TIMIT training data from the male speakers only. The same data was used for training the total-variability matrix which was set to have a rank of 400. An energy-based VAD was used to discard noise-only feature frames in both training and testing procedures. We used the cosine-similarity measure for scoring. It should be noted, that this back-end did not utilize temporal information as would normally be the case for text-dependent speaker verification. However, this is not an issue when only comparing the speech enhancement methods. Since three utterances, session 1, 4 and 7, were available for enrollment for each speaker, an i-Vector was computed for each utterance and the mean of these three was used as the final iVector.
Baseline Frontends
A number of different well-known speech enhancement algorithms were chosen for comparison. We chose spectral subtraction [16] (Ssub, implementation from [4] ), minimum meansquared error (MMSE, implementation from [17] ) and Wiener filtering [18] (Wiener, implementaion from [4] ) as they are theoretically well-founded algorithms designed according to signal level metrics and have been successfully applied in a number of applications.
Settings for NNSC noise reduction
A dictionary for each speaker was learned by computing the STFT of utterances from session 1, 4 and 7 (same data as enrollment for SV system) and concatenating speech-only frames and then applying (4) until convergence. Becasue each of the three utterances was recorded in different sessions, we found that it was important to normalize the time-domain signal before computing the STFT. All STFT were computed using a 32ms window with 16ms overlap and an FFT length of 512. For determining the best settings for the dictionaries in terms of sparsity, α, and number of columns, initial experiments were carried out using exhibition noise along with the development set described earlier. Based on this the size of the dictionaries (speech and noise) were set to 64 and the sparsity for speech, αs, was set to 0.001 and the sparsity for noise, αn, was set to 0.1 at training time but 0 at test time. At test time the algorithm was set to terminate when the relative change was less than 10 −4 or after 500 iterations.
Speaker Verification Results
In this section we state the results in terms of equal-error-rate (EER) for the different noise types, SNR levels and algorithms (Tabs. 2-6), and we furthermore state the average improvement relative to merely using the un-processed noisy signal as input directly, in Tab. 1. It is noted that the performance on the proposed method changes under clean condition depending on noise type due to using different noise dictionaries, whereas the baseline methods do not, which is to be expected. The general trend across all noise types is that all the enhancement algorithms does improve performance for SNR≤10 dB, which is in line with the results obtained in [5] . The proposed method outperforms the other algorithms with a substantial margin in this range of SNR levels except for the case of babble noise. For SNR levels of 15 and 20 dB, both spectral subtraction and Wiener filtering perform better than MMSE and the proposed method. We believe that the limited number of entries in the dictionary (64) is not able to span the full signal subspace at these SNR-levels, thus the added distortion becomes greater than the noise removed. However, this should be investigated further. Finally, only Wiener filtering does not reduce performance when clean speech is used as input. It is also seen that MMSE seems to give the overall worst performance.
To explain the performance of the proposed method on different noise types, we plotted the average values of entries in the noise dictionaries and speaker dictionaries for each frequency bin, i.e.,
It is seen in Fig. 1 that noise types where the proposed method perform well (PCfan, car and WGN) are not very similar to the characteristics of the speaker dictionaries. As the opposite case, babble and cantine noise are very similar to the speaker dictionaries. We can furthermore explain the lower performance of babble with the fact that this is non-stationary and different speakers were used to generate train and test data, thus unseen speakers have occured during testing.
To further analyse the performance of the different methods we have included spectrograms of an utterance for the clean, noisy and processed signals in Fig. 2 . When comparing the spectrograms it is seen, that spectral subtraction and MMSE are very aggressive and distort the signal, whereas the proposed method does not seem to distort the speech as much, which explains why it performs so well in this scenario. 
Conclusion
In this paper we have proposed non-negative sparse coding for speech enhancement for text-dependent speaker verification, and the performance was compared with spectral subtraction, MMSE and Wiener filtering for five different noise types at six different SNR levels. The method was superior for low SNRlevels (0-10dB) increasing performance by ≈ 27−35% relative to the unprocessed signal. Wiener filtering and spectral subtraction performed better at higher SNR-levels while all algorithms decreased performance relative to using the un-processed signal, when no noise was added to the signal. An interesting path to follow is to create multiple dictionaries with different size and sparsity for different SNR-levels, as the proposed method currently does not perform well for higher SNR-levels. Another interesting approach to investigate is to concatenate the frequency vector (columns of STFT) to capture temporal information which is highly desired in the case of textdependent speaker verification. Finally it would be interesting to compare the methods under matched conditions, i.e., when the back-end is trained on processed data.
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