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Abstract
We study a 1D transport equation with nonlocal velocity. First, we prove eventual regu-
larization of the viscous regularization when dissipation is in the supercritical range with
non-negative initial data. Next, we will prove global regularity for solutions when dissipation
is slightly supercritical. Both results utilize a nonlocal maximum principle.
Keywords: Active scalar, Supercritical dissipation, Nonlocal velocity, Modulus of
continuity
1. Introduction
We will consider solutions to the following initial value problem
θt = (Hθ)θx − (−∆)
αθ (1)
θ(x, 0) = θ0(x)
for (x, t) ∈ R× [0,∞) and 0 ≤ α < 1/2. Here, H is the Hilbert transform
Hθ(x) = P.V.
1
π
∫
θ(y)
x− y
dy
The equation has an L∞ maximum principle which makes the range 0 ≤ α < 1/2 supercrit-
ical. The equation can be thought of as a 1D model for the 2D surface quasi-geostrophic
(SQG) equation
θt = u · ∇θ − (−∆)
αθ on R2 × [0,∞)
u = ∇⊥∆−1/2θ.
In addition, (1) also has similarities with the Birkhoff-Rott equations for the evolution
of vortex sheets (see [3] for more references). For α ≥ 1/2, the problem (1) is globally
well-posed for initial data in H3/2−2α and locally well-posed for 0 ≤ α < 1/2. [6]. For
0 ≤ α < 1/4, finite time blow up has been shown to be possible [10, 3].
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In the range 1/4 ≤ α < 1/2, it is unknown whether there is finite time blow-up or
global regularity. One can think of the term (−∆)αθ as smoothing while the nonlinear
term (Hθ)θx as introducing singular behavior. In the supercritical range, scaling favors
the nonlinear term and standard methods for proving regularity are not sufficient. For
1/4 ≤ α < 1/2, if one were to prove the more interesting result of global regularity, one
would need to discover some mechanism of nonlinear depletion present in the equation.
In this paper, we will show that two results that are true for the SQG equation also
hold for this 1D model. First, we will show eventual regularization for dissipation in the
supercritical regime 0 < α < 1/2 with non-negative initial data. Second, we will prove global
regularity for the slightly supercritical version of this equation. For the SQG equation, the
arguments rely on dissipation in the ”perpendicular” direction [8] or incompressibility of
the fluid velocity [5, 11], which are both absent in our 1D setup. In our results, we will
need to carefully use the structure of the nonlinearity as well as the exact formula for the
dissipation term. The new ingredients in our proof are Lemma 2.7 and a part of section
3.3.
2. Eventual Regularization
In this section, we will closely follow the arguments of Kiselev [8]. We will work with
solutions to the dissipative regularization of (1):
θt = (Hθ)θx − (−∆)
αθ + ǫ∆θ (2)
θ(x, 0) = θ0(x).
The solutions of (2) will be smooth and we will estimate the Holder norms of these solutions
uniformly in ǫ > 0. The limit obtained by letting ǫ → 0 will yield a candidate for a
weak solution θ(x, t) ∈ Cw([0,∞);L
2) ∩ L2([0,∞);H1/2) ∩ L∞([0,∞);L2). However, this
regularity appears to be insufficient to conclude that θ solves (1) in the standard weak sense.
The equation is not conservative. On the other hand, the limit will inherit our estimates on
the regularization. By having control of high enough Holder norms, the following theorem
allows us to conclude smoothness :
Theorem 2.1. Let θ be a solution of (2) with non-negative initial data. Let β > 1 − 2α
and let 0 < t0 < t < ∞. If θ ∈ L
∞([t0, t];C
β(R)) then θ ∈ C∞((t0, t] × R) with bounds
independent of ǫ.
The proof of Theorem 2.1 is analogous to the proof of Theorem 3.1 in Constantin and
Wu [1] where they showed a similar result is true for the SQG equation. Their argument for
SQG uses Besov space techniques and does not rely heavily on incompressibility, the key
difference between (1) and SQG. Since we have non-negative initial data, solutions of (1)
are bounded in L2 without the need of incompressibility [3], a condition necessary to show
the analogous result for SQG. Also, (1) posess the same scaling as SQG and the Hilbert
transform is bounded on the Holder and Besov spaces, like the Riesz transforms, which is
needed in the proof.
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The main result of this section is the following theorem.
Theorem 2.2. Let θ(x, t) be the limit obtained in (2) by letting ǫ → 0 with θ0 ∈ L
∞ ∩
H3/2−2α and non-negative. Then there exist times 0 < T1(α, θ0) ≤ T2(α, θ0) such that θ is
smooth for 0 < t < T1 and t > T2 (θ will be a classical solution of (1) for these times).
Remark. For T1 ≤ t ≤ T2, it is unclear in what sense the θ above is a solution of (1). The
theorem follows from uniform in ǫ estimates for (2) and such estimates can be regarded as
the main result of this section.
To control Holder norms, we will show that a certain family of moduli of continuity is
eventually preserved under the evolution.
Definition 2.3. A function ω(ξ) : (0,∞) 7→ (0,∞) is a modulus of continuity if ω is
increasing, continuous on (0,∞), concave, and piecewise C2 with one-sided derivatives
defined at every point in [0,∞). A function f(x) obeys ω if |f(x) − f(y)| < ω(|x − y|) for
all x 6= y.
To prove that solutions preserve a modulus of continuity we state the following lemma,
which describes the scenario in which the modulus is broken.
Lemma 2.4. Let θ(x, t) be a solution of (1). Suppose that ω(ξ, t) is continuous on (0,∞)×
[0, T ], piecewise C1 in the time variable (with one-sided derivatives defined at all points) for
each fixed ξ > 0, and that for each fixed t ≥ 0, ω(ξ, t) is a modulus of continuity. Assume in
addition that for each t ≥ 0, either ω(0+, t) > 0, or ∂ξω(0+, t) =∞, or ∂
2
ξξω(0+, t) = −∞,
and that ω(0+, t), ∂ξω(0+, t) are continuous in t with values in R∪∞. Let the initial data
θ0(x) obey ω(ξ, 0). Suppose that for some t > 0 the solution θ(x, t) no longer obeys ω(ξ, t).
Then there exist t1 > 0 and x, y ∈ R, x 6= y such that for all t < t1, θ(x, t) obeys ω(ξ, t)
while
θ(x, t1)− θ(y, t1) = ω(|x− y|, t1).
The proof of preceding lemma can be found in [8] for the periodic case. Decay results
for solutions from [6] allow the lemma to be extended to the non-periodic setting [7]. We
will use the same moduli of continuity as in [8]:
ω(ξ, ξ0) =
 βHδ
−βξβ−10 ξ + (1− β)Hδ
−βξβ0 , 0 < ξ < ξ0
H(ξ/δ)β , ξ0 ≤ ξ ≤ δ
H, ξ > δ
where β > 1 − 2α. Observe that if 2‖θ0‖L∞ ≤ ω(0, δ) = (1 − β)H, then θ0 obeys ω(ξ, δ).
Thus, for every bounded initial data, we can find a modulus that is obeyed.
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It is known that for 0 < α < 1/2,
(−∆)αθ(x) = P.V.
∫ ∞
−∞
θ(x)− θ(x+ y)
|y|1+2α
dy,
see [2] for a proof. We will need the following estimate of the dissipation terms:
Lemma 2.5. (Dissipation Estimate) Let ξ = |x− y|. Then
−(−∆)αθ(x, t) + (−∆)αθ(y, t) ≤ Dα(ξ, t)
where
Dα(ξ, t) = cα
(∫ ξ
2
0
ω(ξ + 2η, t) + ω(ξ − 2η, t) − 2ω(ξ, t)
η1+2α
dη +
∫ ∞
ξ
2
ω(ξ + 2η, t) − ω(2η − ξ, t)− 2ω(ξ, t)
η1+2α
dη
)
.
See [8] for the proof. Theorem 2.2 is an easy consequence of the following lemma, which we
will prove later.
Lemma 2.6. Assume that θ0(x) of (1) obeys ω(ξ, δ). Then there exist positive constants
C1,2 = C1,2(α, β) such that if ξ0(t) is a solution of
dξ0
dt
= −C2ξ
1−2α
0 , ξ0(0) = δ, (3)
and H ≤ C1δ
1−2α, then the solution θ(x, t) obeys ω(ξ, ξ0(t)) for all t such that ξ0(t) ≥ 0.
Proof of Theorem 2.2 The solution ξ0(t) of (3) becomes zero and stays zero in finite
time. Then eventually, the solution θ(x, t) obeys ω(ξ, 0) and we can uniformly bound its
Cβ norm, β > 1− 2α. 
To prove lemma 2.6, we will show that the breakthrough scenario described in lemma
2.4 cannot happen. Suppose there exists t1 > 0 such that θ(x, t) obeys ω(ξ, t) for t < ξ0(t1)
and θ(x, t1) − θ(y, t1) = ω(ξ, ξ0(t1)) where ξ = |x − y|. Then it is not hard to see that
∇θ(x, t1) = ∂ξω(ξ, ξ0(t1))
x−y
ξ = ∇θ(y, t1) and ∆θ(x, t1) −∆θ(y, t1) ≤ 2∂
2
ξξω(ξ, t1) (details
are in [8]). Also, by (2), lemma 2.5,
∂t
[
θ(x, t)− θ(y, t)
ω(ξ, ξ0(t))
]∣∣∣∣
t=t1
≤
Ω(x, y, t1)∂ξω(ξ, ξ0(t1)) + dα(ξ, t1) + 2ǫ∂
2
ξξω(ξ, t1)− ∂tω(ξ, ξ0(t1))
ω(ξ, ξ0(t1))
(4)
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where Ω(x, y, t1) = Hθ(x, t1)−Hθ(y, t1) and
dα(ξ, t1) =
1
2
(−(−∆)αθ(x, t1) + (−∆)
αθ(y, t1)) +
1
2
Dα(ξ, t1).
If we can show that the numerator of the right hand side of (4) is negative, then the
modulus of continuity must have been broken at an earlier time, a contradiction. Because
of the concavity of ω, 2ǫ∂2ξξω(ξ, t1) ≤ 0 and since we want our estimates to be independent
of ǫ, we will ignore this term.
Lemma 2.7.
Ω(x, y) = Hθ(x)−Hθ(y) ≤ C
[
ξ2α ((−∆)αθ(x)− (−∆)αθ(y)) + ξ
∫ ∞
ξ/2
ω(r)
r2
dr
]
For simplicity of expression, we have omitted time in our expressions.
Proof.
The first term on the right side will control the singular behavior of the Hilbert trans-
forms near the kernel singularity and the second term will control the behavior away from
the singularity. Where appropriate, integrals will be understood in the principal value sense.
Let x˜ = x+y2 . Then∣∣∣∣∣
∫
|x−z|≥ξ
θ(z)
x− z
dz −
∫
|y−z|≥ξ
θ(z)
y − z
dz
∣∣∣∣∣ =
∣∣∣∣∣
∫
|x−z|≥ξ
θ(z)− θ(x˜)
x− z
dz −
∫
|y−z|≥ξ
θ(z)− θ(x˜)
y − z
dz
∣∣∣∣∣
≤
∫
|x˜−z|≥ξ/2
∣∣∣∣ 1x− z − 1y − z
∣∣∣∣ |θ(z)− θ(x˜)| dz
≤ Cξ
∫
|x˜−z|≥ξ/2
1
|x˜− z|2
|θ(z)− θ(x˜)| dz ≤ Cξ
∫ ∞
ξ/2
ω(r)
r2
dr
Now, we will estimate the other part. Observe that
Hθ(x)−Hθ(y) =
∫ ∞
−∞
θ(x+ z)− θ(x)
z
dz −
∫ ∞
−∞
θ(y + z)− θ(y)
z
dz
Then
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∫
|z|<ξ
θ(x+ z)− θ(x)
z
dz −
∫
|z|<ξ
θ(y + z)− θ(y)
z
dz − ξ2α((−∆)αθ(x)− (−∆)αθ(y))
=
∫
|z|<ξ
θ(x+ z)− θ(x)
z
dz −
∫
|z|<ξ
θ(y + z)− θ(y)
z
dz − ξ2α
∫ ∞
−∞
θ(x)− θ(x+ z)
|z|1+2α
dz
+ξ2α
∫ ∞
−∞
θ(y)− θ(y + z)
|z|1+2α
dz
=
∫
|z|<ξ
(θ(x+ z)− θ(y + z) + θ(y)− θ(x))
(
1
z
+
ξ2α
|z|1+2α
)
+
∫
|z|>ξ
(θ(x+ z)− θ(y + z) + θ(y)− θ(x))
ξ2α
|z|1+2α
dz
=
∫
|z|<ξ
(θ(x+ z)− θ(y + z)− ω(ξ))
(
1
z
+
ξ2α
|z|1+2α
)
+
∫
|z|>ξ
(θ(x+ z)− θ(y + z)− ω(ξ))
ξ2α
|z|1+2α
dz ≤ 0
The last inequality follows from the facts that
θ(x+ z)− θ(y + z)− ω(ξ) ≤ 0
and that in our region of integration
1
z
+
ξ2α
|z|1+2α
≥
1
z
+
1
|z|
≥ 0
Thus, we have control over the Hilbert transforms near the kernel singularity. Combining
our estimates, we get the result. 
Proof of Lemma 2.6
We want to show
∂tω(ξ, t1) > (Hθ(x, t1)−Hθ(y, t1))∂ξω(ξ, ξ0(t1)) + dα(ξ, t1) (5)
From Lemma 3.3 of [8], we can choose the constant C2 in (3) small enough so that we
have ∂tω(ξ, ξ0(t)) >
1
4Dα(ξ, t) at t = t1 (ξ
′
0(t) is small). By Lemma 5.3 of [8], we can replace
ξ
∫ ∞
ξ/2
ω(r)
r2
dr in Lemma 2.7 by ω(ξ, ξ0). Using an argument very similar to Lemma 3.3 of
[8], it can be shown that for all 0 < ξ < δ,
Cω(ξ, ξ0(t1))∂ξω(ξ, ξ0(t1)) ≤ −
1
4
Dα(ξ, t1).
6
where C is the constant from Lemma 2.7. Now, for 0 < ξ < δ, we have
Cξ2α∂ξω(ξ, ξ0(t1)) ≤ CβHξ
2αδ−βξβ−1 = Cβ
H
δ1−2α
(
ξ
δ
)2α+β−1
By choosing C1 in H ≤ C1δ
1−2α small enough we can bound the expression above by
1
2
. Then
Cξ2α∂ξω(ξ, ξ0(t1)) ((−∆)
αθ(x, t1)− (−∆)
αθ(y, t1)) ≤
1
2
((−∆)αθ(x, t1)− (−∆)
αθ(y, t1))
Combining these estimates with Lemma 2.7, we have (5). 
3. Well-posedness for Slightly Supercritical Hilbert Model
In this section, we prove global regularity for our model for which the dissipation can be
supercritical by a logarithm. Specifically, we will look at solutions of the following equation
θt = (Hθ)θx − Lθ, θ(x, 0) = θ0(x) (6)
for θ0 ∈ H
3/2(R), where Lθ = (−∆)
1/2
log(1−∆)θ is a Fourier multiplier operator with multiplier
P (ξ) =
|ξ|
log(1 + |ξ|2)
.
For simplicity, we will only concern ourselves with a dissipative operator of this form. The
results of this section can easily be generalized to other similar dissipative operators. The
main result of this section is the following
Theorem 3.1. Assume that θ0 ∈ H
3/2(R). Then there exists a unique smooth solution θ
of (6).
First, we have local existence of smooth solutions that we will eventually show can be
extended.
Proposition 3.2. Let 0 < α < 1/2 and θ0 ∈ H
3/2. Then there exists T > 0 such that (6)
has a unique solution θ up to time T that satisfies
sup
0<t<T
tβ/(2α)‖θ(t, ·)‖H˙3/2−2α+β <∞
for any β ≥ 0 and
lim
t→0
tβ/(2α)‖θ(t, ·)‖H˙3/2−2α+β = 0
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for any β > 0. Furthermore, we can extend the solution beyond T if ‖∇θ‖L1(0,T ;L∞) <∞.
Proof. This result is analogous to Theorem 4.1 and Proposition 6.2 of Dong [6] where
it is done for the usual fractional laplacian dissipation. The argument for the dissipation
we are using is very similar. We will present the modification necessary to make their proof
work. The general idea is that L is more dissipative then (−∆)α for 0 < α < 1/2. Let θ be
a solution of (6) and let θj = ∆jθ be the jth Littlewood-Paley projection. Applying ∆j to
both sides of (6) we get
∂tθj + (Hθ)(θj)x + Lθj = [Hθ,∆j]θx (7)
where [H,∆j ] is a commutator with [Hθ,∆j ]θx = (Hθ)(θj)x −∆j((Hθ)(θx)). By applying
Plancherel and using that ∆j localizes θ in the frequency space,∫
R
θjLθj dx ≥ 2
2αjC‖θj‖
2
L2
for some constant C. Then by multiplying both sides of (7) by θj and integrating we get
1
2
d
dt
‖θj‖
2
L2 + 2
2αjC‖θj‖
2
L2 ≤
∫
R
([Hθ,∆j]θx +Hθxθj/2) θj dx.
This is the same type of inequality used in Dong [6] and one can apply the methods there to
arrive at the a priori bounds needed to conclude local existence as well as higher regularity
despite the absence of a divergence free property
Dong also proves a Beale-Kato-Majda type blow up criterion for (1) and the result still
holds true for (6) with our logarithmic dissipation. The contribution from the dissipa-
tion term is still non-negative, which is the only fact used about dissipation in his proof.
Specifically, by Plancherel, for any regular enough function f ,∫
R
fLf dx ≥ 0

Thus, if we can show ‖∇θ‖∞ is bounded uniformly in time, then Theorem 3.1 is proved.
Having such a bound will allow us to extend local solutions indefinitely. To have a bound on
‖∇θ‖∞, we will show the evolution preserves a family of moduli of continuity. If a function
f ∈ C2(R) obeys a modulus ω satisfying ω′(0) < ∞ and ω′′(0) = −∞, then ‖∇f(x)‖∞ <
ω′(0)(see [9]). Therefore, if θ preserves a modulus of continuity, ‖∇θ‖∞ < ω
′(0).
3.1. Writing L as dissipative nonlocal operator
In the proofs, it will be easier to write L as a nonlocal dissipative nonlocal operator,
which the following version of lemmas 5.1 and 5.2 from [4] allows us to do.
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Lemma 3.3. The operator L can be written as
Lθ(x) =
∫
R
(θ(x)− θ(x+ y))K(y) dy.
Also, there exists a positive constant C such that
1
C
1
|y|
P (|y|−1) ≤ K(y) ≤ C
1
|y|
P (|y|−1)
where the lower bound holds for |y| < 2σ for some small constant σ.
Since are not assured positivity of the kernel K, by the previous lemma, we will not
have the L∞ maximum principle. The following result (Lemma 5.4 from [4]) allows us to
circumvent this.
Lemma 3.4. Let θ solve (6). Then there exists a constant M = M(P, θ0) such that
‖θ(·, t)‖L∞ ≤M for all t ≥ 0.
Using the notation from Lemma 3.3, let ϕ be a smooth radially decreasing function that
is identically 1 on |y| ≤ σ and vanishes identically on |y| ≥ 2σ. Let
K1(y) = K(y)ϕ(y)
K2(y) = K(y)(1− ϕ(y))
Now, we decompose the dissipation term L:
Lθ(x) = L1θ(x)+L2θ(x) :=
∫
R
(θ(x)−θ(x+y))K1(y) dy+
∫
R
(θ(x)−θ(x+y))K2(y) dy. (8)
Let
m(r) =
1
C
P (r−1)ϕ(r)
where C is the constant from Lemma 3.3. Then we have the following lower bound on L1
that we will use extensively:
L1θ(x) ≥
∫
R
(θ(x)− θ(x+ y))
m(|y|)
|y|
dy
The operator L1 satisfies the following conditions satisfied by more general nonlocal dissi-
pative operators
1. there exists a positive constant C0 > 0 such that
rm(r) ≤ C0 for all r ∈ (0, 2σ)
for some r0 > 0.
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2. there exists some a > 0 such that ram(r) is non-increasing.
We also have the following dissipation estimate whose proof is analogous to Lemma 2.5.
Lemma 3.5. Suppose θ obeys a modulus of continuity ω. Suppose there exists x, y with
|x− y| = ξ > 0 such that θ(x)− θ(y) = ω(ξ). Then
L1θ(x)− L1θ(y) ≥ D(ξ)
where
D(ξ) = A
∫ ξ/2
0
(2ω(ξ)− ω(ξ + 2η) − ω(ξ − 2η))
m(2η)
η
dη
+ A
∫ ∞
ξ/2
(2ω(ξ)− ω(ξ + 2η) + ω(2η − ξ))
m(2η)
η
dη
and A is a constant.
3.2. The Moduli of Continuity
The modulus from [4] will work here. Fix a small constant κ > 0. For any B ≥ 1, define
δ(B) to be the solution of
m(δ(B)) =
B
κ
.
We can also assume that δ(B) ≤ σ/2 by choosing κ small enough. Let ωB(ξ) be a continuous
function with ωB(0) = 0 and
ω′B(ξ) = B −
B2
2Caκ
∫ ξ
0
3 + log(δ(B)/η)
ηm(η)
dη, for 0 < ξ < δ(B), (9)
ω′B(ξ) = γm(2ξ), for ξ > δ(B), (10)
where Ca = (1 + 3a)/a
2 and γ > 0 is a constant dependent on κ,A, and m. It is shown in
[4] that ωB is a indeed a modulus of continuity.
Now, we will show that solutions will initially obey some ωB(ξ) for some B large enough.
Since evolution immediately smooths out the initial data, we can assume θ0 is a smooth as
needed. By Lemma 3.4, it suffices to find B such that ωB(ξ) ≥ min{ξ‖∇θ0‖L∞ , 2M} for all
ξ > 0 whereM is from Lemma 3.4. By concavity of ω, we are left to show that ωB(b) ≥ 2M
where b = 2M/‖∇θ0‖L∞ . Choose B large so b > δ(B), so
ωB(b) = ωB(δ(B)) +
∫ b
δ(B)
ω′B(η) dη ≥ γ
∫ b
δ(B)
m(2η) dη →∞
as δ(B)→ 0. By choosing B possibly even larger we can have ωB(σ) ≥ 2M ≥ 2‖θ(·, t)‖L∞
where σ is from our decomposition of L earlier. Therefore, the modulus can only be broken
for 0 < ξ < σ and solutions will initially obey a modulus from the family {ωB}B≥1.
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3.3. The moduli are preserved
To prove a modulus of continuity is preserved, we will rule out the breakthrough scenario
described in Lemma 2.4. Let t1 be the time of breakthrough. By using (6) and Lemma 3.5,
∂t (θ(x, t)− θ(y, t))|t=t1 ≤ (Hθ(x, t1)−Hθ(y, t1))ω
′(ξ)−DB(ξ) + L2θ(y, t1)− L2θ(x, t1)
where ξ = |x− y|. If the right side of the equation above is negative then the modulus was
broken at an earlier time, a contradiction. In [4], they show
|L2θ(x, t)− L2θ(y, t)| ≤
1
2
DB(ξ)
for 0 < ξ < σ so to prove Theorem 3.1, it suffices to show
(Hθ(x, t1)−Hθ(y, t1))ω
′
B(ξ)−
1
2
DB(ξ) < 0 (11)
for 0 < ξ < σ where DB is the expression from Lemma 3.5 with ωB being the modulus. For
simplicity, we will now omit t1 from our expressions involving θ.
Case: ξ ≥ δ(B)
By a similar argument to the proof of Lemma 2.7,∣∣∣∣∣
∫
|x−z|≥2ξ
θ(z)
x− z
dz −
∫
|y−z|≥2ξ
θ(z)
y − z
dz
∣∣∣∣∣ ≤ Cξ
∫ ∞
ξ
ωB(η)
η2
dη.
Integrating by parts
ξ
∫ ∞
ξ
ωB(η)
η2
dη = ωB(ξ) + γξ
∫ ∞
ξ
m(2η)
η
dη.
By property (2) of m,∫ ∞
ξ
m(2η)
η
dη ≤ ξam(2ξ)
∫ ∞
ξ
1
η1+a
dη ≤
m(2ξ)
a
Now, we have
ξ
∫ ∞
ξ
ωB(η)
η2
dη ≤ ωB(ξ) +
γξm(2ξ)
a
For δ(B) ≤ ξ ≤ 2δ(B), it is not hard to see that
γξm(2ξ)
a
≤ ωB(ξ),
the details are in [4]. For ξ > 2δ(B), we have ξ − δ(B) ≥ ξ/2 so
ωB(ξ) ≥ γ
∫ ξ
δ(B)
m(2η) dη ≥ γm(2ξ)(ξ − δ(B)) ≥
γξm(2ξ)
2
.
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Thus, we have,
Cξ
∫ ∞
ξ
ωB(η)
η2
dη ≤ C
(
1 +
2
a
)
ωB(ξ).
In [4], they prove the following estimate on the dissipation term
−DB(ξ) ≤ −
2− ca
C
ωB(ξ)m(2ξ)
where ca = 1 + (3/2)
−a. Then we obtain(∫
|x−z|≥2ξ
θ(z)
x− z
dz −
∫
|y−z|≥2ξ
θ(z)
y − z
dz
)
ω′B(ξ)−
1
4
DB(ξ) ≤
(
Cγ
a+ 2
a
−
2− ca
4C
)
ωB(ξ)m(2ξ) < 0
if we set γ small enough. In other words, we have used some of the dissipation to control the
modulus of the Hilbert transform away from the kernel singularity. Now, we will concern
ourselves with the other part of the Hilbert transform. A novel step is that instead of using
DB we will use the expression for L1θ directly. We want to show(∫
|x−z|≤2ξ
θ(z)
x− z
dz −
∫
|y−z|≤2ξ
θ(z)
y − z
dz
)
ω′B(ξ)−
1
4
(L1θ(x)−L1θ(y)) < 0. (12)
After a similar manipulation as in the proof of Lemma 2.6, the left side of (12) is precisely∫
|z|<2ξ
(θ(y)− θ(z + y)− θ(x) + θ(x+ z))
[
ω′B(ξ)
z
+
1
4
m(z)
|z|
]
dz
+
∫
|z|≥2ξ
(θ(y)− θ(z + y)− θ(x) + θ(x+ z))
1
4
m(z)
|z|
dz
By hypothesis, we have θ(y)− θ(x) = ωB(ξ), so
θ(y)− θ(z + y)− θ(x) + θ(x+ z) = ωB(ξ)− θ(z + y) + θ(x+ z) < 0.
If we can show
ω′B(ξ)−
1
4m(z)
z
> 0
for −2ξ < z < 0 then we are done. However,
ω′B(ξ)−
1
4
m(z) = γm(2ξ)−
1
4
m(z) < 0
from the fact that m is non-increasing and choosing γ small enough. Therefore, we have
(11) and the case when ξ ≥ δ(B) is complete.
Case: 0 < ξ ≤ δ(B) The argument for this case is exactly the same as in [4] with no mod-
ifications. Therefore, the proof of theorem 3.1 is complete. 
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