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Abstract
The heart is one the most important organs in the human body and many other
live creatures. The electrical activity in the heart controls the heart function, and
many heart diseases are linked to the abnormalities in the electrical activity in the
heart. Mathematical equations and computer simulation can be used to model the
electrical activity in the heart. The heart models are challenging to solve because of
the complexity of the models and the huge size of the problems.
Several cell models have been proposed to model the electrical activity in a single
heart cell. These models must be coupled with a heart model to model the electrical
activity in the entire heart. The bidomain model is a popular model to simulate the
propagation of electricity in myocardial tissue. It is a continuum-based model con-
sisting of non-linear ordinary differential equations (ODEs) describing the electrical
activity at the cellular scale and a system of partial differential equations (PDEs)
describing propagation of electricity at the tissue scale. Because of this multi-scale,
ODE/PDE structure of the model, splitting methods that treat the ODEs and PDEs
in separate steps are natural candidates as numerical methods.
First, we need to solve the problem at the cellular scale using ODE solvers. One
of the most popular methods to solve the ODEs is known as the Rush–Larsen (RL)
method. Its popularity stems from its improved stability over integrators such as the
forward Euler (FE) method along with its easy implementation. The RL method
partitions the ODEs into two sets: one for the gating variables, which are treated
by an exponential integrator, and another for the remaining equations, which are
treated by the FE method. The success of the RL method can be understood in
terms of its relatively good stability when treating the gating variables. However,
ii
this feature would not be expected to be of benefit on cell models for which the
stiffness is not captured by the gating equations. We demonstrate that this is indeed
the case on a number of stiff cell models. We further propose a new partitioned
method based on the combination of a first-order generalization of the RL method
with the FE method. This new method leads to simulations of stiff cell models that
are often one or two orders of magnitude faster than the original RL method.
After solving the ODEs, we need to use bidomain solvers to solve the bido-
main model. Two well-known, first-order time-integration methods for solving the
bidomain model are the semi-implicit method and the Godunov operator-splitting
method. Both methods decouple the numerical procedure at the cellular scale from
that at the tissue scale but in slightly different ways. The methods are analyzed in
terms of their accuracy, and their relative performance is compared on one-, two-,
and three-dimensional test cases. As suggested by the analysis, the test cases show
that the Godunov method is significantly faster than the semi-implicit method for
the same level of accuracy, specifically, between 5 and 15 times in the cases presented.
Second-order bidomain solvers can generally be expected to be more effective
than first-order bidomain solvers under normal accuracy requirements. However, the
simplest and the most commonly applied second-order method for the PDE step, the
Crank–Nicolson (CN) method, may generate unphysical oscillations. We investigate
the performance of a two-stage, L-stable singly diagonally implicit Runge–Kutta
method for solving the PDEs of the bidomain model and present a stability analysis.
Numerical experiments show that the enhanced stability property of this method
leads to more physically realistic numerical simulations compared to both the CN
and Backward Euler (BE) methods.
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Chapter 1
Introduction
In its report of May 2014, the World Health Organization identified ischaemic
heart disease as the leading cause of death in the world in 2012 with 7.4 million deaths
[World Health Organization (2014)]. This represents a 23% increase over the number
of deaths caused by ischaemic heart disease in 2000 and 13% of the total deaths
caused by the top 10 causes of death in the world in 2012 [World Health Organization
(2014)].
The cost of the heart disease is high, both in terms of human suffering and mon-
etary cost, with more than one in four adults in the United States coping with some
form of heart disease [Murphy et al. (2013)] and well over US$170 billion being spent
annually on treatment [Heidenreich et al. (2011)]. Abnormalities in the electrical ac-
tivity of the heart are often cited as the cause of many types of heart disease, e.g.,
stroke [Heart and Stroke Foundation of Canada (2002)].
The use of mathematical models and computer simulation of the electrical activity
of the heart is an efficient way to study the heart and heart disease. It is simpler
and less expensive than real experiments and provides predictive power.
The electrophysiological behaviour of the heart can be mathematically modelled
by differential equations. In particular, the electrical activity and ionic currents of
a single heart cell can be described by a system of ordinary differential equations
(ODEs). These ODEs are coupled with a system of partial differential equations
(PDEs) in order to model the propagation of the electrical activity throughout the
entire heart.
A human heart has approximately 10 billion muscle cells, and it is infeasible and
unnecessary to model the whole heart at the cellular level. Therefore, a volume-
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averaging approach is used at the cellular level, to obtain a description of the whole
heart. In the volume-averaging approach, a quantity at each cell is viewed as an
averaged over a volume containing multiple cells. The volume is assumed to be
small compared to the size of the heart but large compared to the size of a cell.
One of the most widely used mathematical models that uses the volume-averaging
approach to describe the electrical activity in myocardial tissue is the bidomain
model, first proposed by Tung in 1978 [Tung (1978)]. It is a multi-scale model that
couples the electrical activity at the cellular scale with the propagation of electricity
at the tissue scale.
In the bidomain model, it is assumed the heart is divided into two separate do-
mains: the intracellular and the extracellular. The intracellular domain represents
the space inside the cells, and the extracellular domain represents the space be-
tween the cells. The two domains are co-located, and they are separated by the cell
membrane. There are small channels called gap junctions embedded in the cell mem-
brane that allow current to pass directly from one cell to another, without entering
the space between the two cells [Sundnes et al. (2006)].
The most common formulation of the bidomain model is in terms of three primary
variables, the transmembrane potential, the extracellular potential, and a vector of
states that describe the dynamic electrical properties of the cell membrane. Sim-
plified models such as the monodomain model are also widely used by the research
community, but the bidomain model is considered the most accurate and general
continuum-based model of cardiac tissue electrophysiology.
The bidomain model is challenging to solve in realistic situations. As mentioned,
a human heart has approximately 10 billion muscle cells, and there are typically tens
of state variables per cell. Although the individual simulation of the state of each cell
is not necessary to obtain clinically useful data, the computational requirements to
perform a realistic simulation of even a single heartbeat are nonetheless formidable.
In addition, the bidomain model usually includes a stiff, non-linear ODE model de-
scribing the average electrical behavior of individual heart cells over volume elements
[Sundnes et al. (2006)], and rapid dynamics and steep gradients in the solution lead
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to strict resolution requirements in space and time. For example, in [Potse and Vinet
(2008)], two billion variables are used. Consequently, a great deal of effort has been
devoted to the study of efficient numerical methods and software for solving the
bidomain model; see, e.g., [Vigmond et al. (2008)] for a review of bidomain solvers.
A common way to solve the monodomain or bidomain model is via splitting, i.e.,
splitting the system ODEs from the system of PDEs and solving each system sepa-
rately. In particular, when solving the monodomain or bidomain model numerically,
a system of ODEs for the averaged electrical activity of a number of myocardial
cells must be solved at each node of the discretized spatial domain. Accordingly, the
efficiency of the numerical method used for solving the ODEs for cell models plays
an important role in solving the monodomain or bidomain model efficiently.
In this thesis, we present a new efficient method to solve the cell models. We
consider the numerical solution of 37 myocardial cell models from the CellML model
repository [Auckland Bioengineering Institute (2011)]; see also [Spiteri and Dean
(2010)] and [Spiteri and Dean (2012)]. The range of cell models encompasses widely
varying degrees of stiffness that can be characterized by analyzing the eigenvalues of
the Jacobian matrix [Spiteri and Dean (2010)]. The level of stiffness of a particular
model determines whether a given numerical method can solve the model efficiently.
One of the most popular methods for solving the ODEs that describe the dynamic
behaviour of myocardial cell models is known as the Rush–Larsen (RL) method
[Rush and Larsen (1978)]. Its popularity stems from its improved stability prop-
erties over integrators such as the forward Euler (FE) method coupled with its
easy implementation. There have been recent attempts to build on the success
of RL [Sundnes et al. (2009)], [Perego and Veneziani (2009)]. In particular, a gen-
eralized RL method of second order, which we denote by GRL2, was proposed in
[Sundnes et al. (2009)], where it was shown to outperform RL on three cell mod-
els. A generalized RL method of first order, which we denote by GRL1, was also
described but not investigated.
GRL2 only outperformed the explicit mid-point rule, a standard second-order
explicit Runge–Kutta method, on the single stiff cell model used in the study. This
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qualitative characterization of performance of GRL2 relative to RL and FE is con-
firmed in [Spiteri and Dean (2010)] (see also [Spiteri and Dean (2012)]) on 37 cell
models; i.e., RL is the most efficient method on the majority of cell models, with
GRL2 being most successful on the stiffest ones. This also leads to the observation
that most cell models are only moderately stiff, lending a way to understand the suc-
cess of RL as an efficient general-purpose method. The RL method is a partitioned
method [Hairer et al. (1993)] for solving ODEs. It partitions the ODEs into two
sets: one for the gating variables, which are treated by an exponential integrator,
and another for the remaining equations, which are treated by the FE method.
The earliest publications on exponential integration date back as far as [Hersch
(1958)] and [Certaine (1960)]. Besides cardiac electrophysiology, exponential inte-
gration is also popular in neural simulations, e.g., [Butera and McCarthy (2004);
Rotter and Diesmann (1999)], mainly in the context of linear, constant-coefficient
ODEs. With the advent of efficient algorithms for evaluating products of matrix
exponentials with vectors, there has been a relatively recent resurgence in interest
in exponential integration in other applications, in particular problems where the
eigenvalues of the Jacobian of the solution have large negative real parts (such as
for spatial discretizations of parabolic problems) or are large and purely imaginary
(such as in highly oscillatory problems); e.g., see [Hochbruck and Ostermann (2010)]
for an in-depth survey. The exponential method used as part of the RL method
corresponds to the exponential Euler method [Hochbruck and Ostermann (2010)]
with the Jacobian matrix approximated by its diagonal. Interestingly, this appears
to be the sense in which exponential integration was proposed in [Certaine (1960)];
however it falls short of the modern definition of the method.
The success of the RL method can be understood in terms of the relatively good
stability provided by the exponential part of the integration when treating the gating
variables. However, this approach may not be expected to work well on cell models
for which the stiffness is not captured by the gating equations.
We focus on the performance of three basic numerical methods, FE, RL, and
GRL1. All of these methods are first order. The order of a method has an effect
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on the amount of computation required for the method to reach a given level of
accuracy. However, for the purposes of this study, we wish to remove any potentially
confounding issues of order and focus only on issues of stability and stiffness. By
analyzing the eigenvalues of the Jacobian matrix of the stiff cell models, we find
that only a few of the equations are responsible for the stiffness, and in many cases,
these equations are not associated with gating variables. In addition, the ODEs
classified as stiff are in fact not stiff on the entire interval of integration. Using
this information, we construct a partitioned method combining GRL1 with FE that
handily outperforms the three basic methods on five stiff models.
We then study the behaviour of two popular first-order time-integration methods
for solving the bidomain model. Both methods decouple the solution of the model at
the cellular scale from that at the tissue scale in efforts to make the overall simulation
more efficient.
The first method is the described in [Southern et al. (2009)] and is loosely re-
ferred to here as the semi-implicit method; see also, e.g., [Pitt-Francis et al. (2009);
Whiteley (2006)] for similar usage. This method is implemented as the default bido-
main solver in the Chaste software environment [Pitt-Francis et al. (2009)]. The sec-
ond method is the first-order operator-splitting method described in [Sundnes et al.
(2006)]. The origin of this method dates back to [Godunov (1959)] and is referred
to here as the Godunov method. This method decouples the solution to the model
at the cellular and tissue scales in a slightly different way than the semi-implicit
method.
We present a comparative accuracy analysis for these two methods and find
that, under conditions normally satisfied in practice, the error for the semi-implicit
method is generically larger than that of the Godunov method. Provided numerical
stability is not an issue, this suggests that the Godunov method can take larger time-
steps than the semi-implicit method while meeting prescribed accuracy requirements.
Because the cost per step of the Godunov method is comparable to that of the semi-
implicit method, we hypothesize that the tradeoff in overall computation favours
the Godunov method. This hypothesis is tested by comparing the computational
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performance of both methods to solve the bidomain model to typical accuracies
required in practice. The methods are tested on four one-dimensional (1D) problems,
a two-dimensional (2D) problem, and a three-dimensional (3D) problem. We find
that indeed the Godunov method outperforms the semi-implicit method in every
case considered, being between 5 and 15 times faster for the same level of accuracy.
First-order methods for solving the bidomain model have been proposed many
times in the literature. For example, the forward Euler (FE) method has been
used frequently; see, e.g., [Muzikant et al. (2002); Sambelashvili and Efimov (2004);
Ten Tusscher and Panfilov (2006); Tranquillo et al. (2004)]. An investigation of the
stability of FE applied to the bidomain model was performed in [Puwal and Roth
(2007)]. To combat the disadvantages of explicit methods such as FE while retain-
ing the implementational simplicity of first-order methods, first-order semi-implicit
methods were investigated in [Keener and Bogar (1998)] and [Whiteley (2006)]. Al-
though first-order methods can be easily implemented and analyzed, a comparison
in [Sundnes et al. (2005)] of a first- and a second-order method showed that the
second-order method gives a better approximation of the conduction velocity.
Therefore, we then study second-order methods for solving the bidomain model.
The first example of a second-order method for the bidomain model, based on Strang
splitting [Strang (1968)], was presented in [Sundnes et al. (2005)]. After splitting the
PDEs from the ODEs, the PDEs were integrated in time with the Crank–Nicolson
(CN) method. This method has also been used to integrate the PDEs resulting from
various first-order splitting methods; see, e.g., [Qu and Garfinkel (1999); Whiteley
(2006)].
The CN method is one of the simplest implicit second-order methods to imple-
ment. However, it has relatively poor error-damping properties that may result in
simulations with unphysical oscillations [Whiteley (2006)]. To overcome this limita-
tion, we investigate a second-order method based on Strang splitting and a second-
order L-stable singly diagonally implicit Runge–Kutta (SDIRK2) method (see, e.g.,
[Ascher and Petzold (1998)]) to integrate the PDEs. L-stability is an enhanced nu-
merical stability property designed to maximally damp high-frequency oscillations
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in numerical solutions. Although the individual SDIRK2 steps are more computa-
tionally expensive than those of CN, the computational cost of solving the ODEs is
generally non-negligible, and the overall increase in acceptable step sizes from using
the SDIRK2 method as the PDE solver can ultimately lead to a favorable tradeoff.
1.1 Contributions of the thesis
1. We performed a stiffness analysis based on the study of the eigenvalues of
the Jacobian matrix and presented a new efficient method to solve the cell
models. The new method is often one or two orders of magnitude faster than
the RL method for stiff cell models. This study was published in the IEEE
Transactions on Biomedical Engineering in 2012 [Marsh et al. (2012)].
2. We performed an accuracy analysis based on the study of the error bounds
to compare two popular first-order bidomain solvers, i.e., the semi-implicit
method and the Godunov method. We showed that the error bound for the
Godunov method is always smaller than the error bound for the semi-implicit
method and the Godunov method is between 5 and 15 times faster than the
semi-implicit method for the same level of accuracy. This study has been
submitted to the Journal of Computational and Applied Mathematics.
3. We performed a stability analysis based on the study of the amplification fac-
tors to investigate a popular second-order time-integration method (the CN
method) for solving the bidomain model and presented a more efficient alterna-
tive (the SDIRK2 method). The alternative leads to more physically realistic
numerical simulations with 4 to 10 times larger time steps. This study was
published in the Frontiers in Physics in 2014 [Torabi Ziaratgahi et al. (2014)].
4. We created a Chaste software patch for the Godunov, CN, and SDIRK2 meth-
ods for the bidomain and monodomain models. Chaste is a software package
mostly written in C++ developed by the Computational Biology Group at the
Oxford University Computing Laboratory [Pitt-Francis et al. (2009)].
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1.2 Structure of the thesis
The remainder of this thesis is structured into four chapters. Chapter 2 provides
background information on the physiology of the heart and an introduction to math-
ematical models of the electrical activity of the heart and their derivation. Chapter
3 describes the numerical methods used to solve ordinary differential equations and
first- and second-order methods used to solve the bidomain model. This chapter
also present analysis for all of the given methods. Chapter 4 describes the numerical
experiments and provides results. Chapter 5 describes conclusions and future work.
There are also four appendices. Appendix A explains how to apply the finite
element method to the bidomain model. Appendix B provides the proof of the
error bounds for the finite element method. Appendix C provides the derivation of
the local truncation errors for the semi-implicit and Godunov methods. Appendix
D provides the derivation of the amplification factors for the Cranck–Nicolson and
SDIRK2 methods.
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Chapter 2
Background
In this chapter, we begin with some basic information about heart physiology.
Then we explain how to derive some of the heart cell models and present several cell
models. Finally, we explain how to derive the heart models and present two different
heart models, i.e., the bidomain model and the monodomain model.
2.1 The heart physiology
The heart is a muscular organ that pumps blood throughout the body. The blood
provides oxygen and nutrients for cells and removes carbon dioxide and other metabolic
wastes from cells. The heart has two atria and two ventricles. The right atrium re-
ceives blood from the body and sends it to the right ventricle. Then the right
ventricle sends the blood to the lungs, where oxygen is diffused into the blood and
carbon dioxide is diffused out of the blood. On the other hand, the left atrium re-
ceives blood from the lungs and sends it to the left ventricle. Then the left ventricle
sends the blood throughout the body [Bailey (2012)].
The pumping of the heart is the result of contraction that is activated by the
sinoatrial node that is located on the right atrium. It is the heart’s pace maker
and can initiate an electrical stimulus. The stimulus propagates an electrical wave
throughout the atria, causing the contraction of the atria and flow of the blood from
the atria to the ventricles [Katz (2006)]. Then the electrical current is carried to
the atrialventrical node that is located between the atria and the ventricles. The
atrialventrical node propagates the electrical wave throughout the Purkinje fibre
(located in the inner ventricular walls), causing the contraction of the ventricles
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and flow of the blood from the ventricles to the outside of the heart [Katz (2006)].
Figure 2.1 represents a graphical view of the heart including the atria and ventricles,
the sinoatrial and atrialventrical nodes, and the direction of the electrical current
through the heart.
Figure 2.1: A graphical view of the heart [Sundnes et al. (2006)].
The heart cells contain electrically charged ions that enable them to respond
to the electrical signals and transmit signals between different parts of the cell.
This causes an electrical current to pass to the neighbouring cells and therefore, the
electrical current can be propagated throughout the heart [Sundnes et al. (2006)].
The cell membrane consists of bilayer lipids that have polar heads and non-polar
tails. The lipids are organized such that the cell membrane can act as an electrical
insulator between the interior and the exterior of the cell. However, there are a
number of proteins embedded in the cell membrane, called gap junctions that form
small channels and connect the cells directly. The ions can move from one cell to
another via gap junctions, without entering the extracellular domain [Sundnes et al.
(2006)]. Figure 2.2 represents a graphical view of the cell membrane including the
bilayer lipids and a gap junction passing positive ions.
The ions cause a difference in the electrical potential between the intracellu-
lar and extracellular domains, called the transmembrane potential [Sundnes et al.
(2006)]. When a heart cell is at rest, i.e., there is no electrical stimulus, the in-
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Figure 2.2: A graphical view of the cell membrane [Sundnes et al.
(2006)].
tracellular potential is negative compared to the extracellular potential. If a strong
enough stimulus is applied to the cell, the permeability of the cell membrane to
the ions is changed, allowing a rapid flux of positive ions into the cell. This is a
fast process called depolarization that increases the transmembrane potential from
its negative resting value to values around or above zero [Sundnes et al. (2006)].
The depolarization phase is followed by a slower process called repolarization, when
the transmembrane potential gradually returns to the initial resting potential value.
The complete cycle of depolarization and repolarization is called an action potential
[Sundnes et al. (2006)]. Figure 2.5 represents a plot of the action potential for the
FitzHugh–Nagumo model [FitzHugh (1961)].
2.2 The cell and heart models
2.2.1 Derivation of the cell models
The electrical activity in a single heart cell can be modelled by a system of ODEs.
To derive such a system of ODEs, we need to study the behaviour of the cell mem-
brane. As mentioned, the cell membrane has two main phases: depolarization and
repolarization, and the complete cycle is the action potential. To model the action
potential, we start with a simple ODE with a cubic polynomial as the right-hand
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side
dv(t)
dt
= −A2(v(t)− vrest)(v(t)− vth)(v(t)− vmax), (2.1)
where parameter A determines the upstroke velocity, i.e., the rate of change of the
transmembrane potential in the depolarization phase, vrest is the resting value of the
transmembrane potential, vth is the threshold value of the transmembrane potential,
and vmax is the maximum value of the transmembrane potential.
If the initial value of v is greater than vth, then v approaches vmax. However, if
the initial value of v is smaller than vth, then v approaches vrest. The diffusive effects
(non-zero conductivities in the cardiac tissue) can bring v from values smaller than
vth to values greater than vth. Also, if v is greater than vth only on small region of
domain, the diffusive effects can bring v in other regions of the domain to values
greater than vth.
The advantage of (2.1) is that it captures the essential part the action potential,
i.e., the depolarization phase, with a simple equation. However, it cannot reproduce
the repolarization phase. See Figure 2.3 for a plot of the transmembrane potential
v using the ODE (2.1).
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Figure 2.3: Plot of the transmembrane potential v for the ODE (2.1)
with A = 0.001, vrest = −85 mV, vth = −65 mV, and vmax = 40 mV.
The repolarization phase can be reproduced by adding a second variable w called
recovery variable to (2.1). This results in the FitzHugh–Nagumo model [FitzHugh
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(1961)]
dv(t)
dt
= − c1
v2amp
(v(t)− vrest)(v(t)− vth)(v(t)− vmax)− c2w(t) + Istim(t),
dw(t)
dt
= b(v(t)− vrest − c3w(t)),
(2.2)
where vamp = vmax−vrest, vth = vrest+avamp, a, b, c1, c2, and c3 are given parameters,
and Istim is an applied stimulus current that triggers the action potential of the cell.
We note that w does not have any physiological interpretation and is only added to
the system to reproduce the repolarization phase by v.
The advantage of (2.2) is that it captures both depolarization and repolarization
phases. However, after repolarization, v undershoots to values significantly below
vrest before approaching vrest again. See Figure 2.4 for a plot of the transmembrane
potential v using (2.2).
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Figure 2.4: Plot of the transmembrane potential v for the FitzHugh–
Nagumo model (2.2) with vrest = −85 mV, vmax = 40 mV, a = 0.13,
b = 0.013, c1 = 0.26 ms
−1, c2 = 0.1 ms
−1, and c3 = 1 ms
−1, where
Istim = 0.05vamp for 50 < t < 60 ms and Istim = 0 mV otherwise
[Sundnes et al. (2006)].
To overcome the problem, Rogers and McCulloch [Rogers and McCulloch (1994)]
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suggested a modification of the FitzHugh–Nagumo model
dv(t)
dt
= − c1
v2amp
(v(t)− vrest)(v(t)− vth)(v(t)− vmax)− c2
vamp
(v(t)− vrest)w(t) + Istim(t),
dw(t)
dt
= b(v(t)− vrest − c3w(t)).
(2.3)
See Figure 2.5 for a plot of the transmembrane potential v using (2.3).
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Figure 2.5: Plot of the transmembrane potential v for the modified
FitzHugh–Nagumo model (2.3) with vrest = −85 mV , vmax = 40 mV,
a = 0.13, b = 0.013, c1 = 0.26 ms
−1, c2 = 0.1 ms
−1, and c3 = 1 ms
−1,
where Istim = 0.05vamp for 50 < t < 60 ms and Istim = 0 mV otherwise
[Sundnes et al. (2006)].
As we saw, the action potential can be modelled by a simple two-variable model.
However, to describe how the physiological changes affect the cells, the physiological
details of the cells must be modelled as well. To model the physiological details of the
cells, we study the cell membrane. The cell membrane consists of lipids and proteins,
and it is impermeable to ions. The proteins form channels through the membrane
where ions can pass. Ionic channels are essential for the behaviour of excitable cells,
and the permeability of the ionic channels depends on the transmembrane potential
and the concentration of the ions.
We assume that [O] is the concentration of channels in the open state, [C] is
the concentration of channels in the closed state, α is the rate of opening, and β is
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the rate of closing. The variables α and β depend on transmembrane potential, i.e.,
α = α(v) and β = β(v).
The total rate of channel opening d[O]
dt
is the sum of rate of the opening of closed
channels α[C] minus the rate of closing of open channels β[O]. That is, the con-
centration of open channels changes both because closed channels open and open
channels close. This can be summarized in the following formula
d[O]
dt
= α[C]− β[O]. (2.4)
Similarly we have
d[C]
dt
= −α[C] + β[O]. (2.5)
By adding (2.4) and (2.5), we have
d([O] + [C])
dt
= 0,
which is consistent because the total number of channels [O] + [C] is constant, and
therefore, its rate of change is zero.
By dividing (2.4) by the total number of channels [O] + [C] we have
dm(t)
dt
= α(1−m(t))− βm(t), (2.6)
where m(t) = [O]
[O]+[C]
. Equation (2.6) describes the opening and closing of the ion
channels.
2.2.2 The cell models
Several cell models are presented to describe the electrical activity in a single heart
cell, e.g., atrial cells, ventricular cells, human cells, rat cells, etc. They are grouped
in three categories: phenomenological models, first-generation models, and second-
generation models. Phenomenological models such as the FitzHugh–Nagumo model
(1961) [FitzHugh (1961)] describe the electrical behaviour of the cells using equations
as simple as cubic polynomials. The first-generation models such as Beeler–Reuter
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(1977) [Beeler and Reuter (1977)], Luo–Rudy Phase I (1991) [Luo and Rudy (1991)],
and Noble (1962) [Noble (1962)], describe the cellular behaviour as well as some
of underlying physiological details such as ionic currents. The second-generation
models such as Jafri et al. (1998) [Jafri et al. (1998)], Luo–Rudy Phase II (1994)
[Luo and Rudy (1994)], and Noble et al. (1998) [Noble et al. (1998)], present a
detailed description of the underlying physiology of the cells.
Many important cell models are derived from the Hodgkin–Huxley model, first
proposed in 1952 [Hodgkin and Huxley (1952)]. This type of model can be written
as
dv(t)
dt
= − 1
Cm
nion∑
i=1
Ii(v(t),m(t), c(t), t), (2.7a)
dcj(t)
dt
= gj(cj(t),m(t), v(t), t), j = 1, 2, ..., nc, (2.7b)
dmk(t)
dt
= αk(v(t))(1−mk(t))− βk(v(t))mk(t), k = 1, 2, ..., nm. (2.7c)
Equation (2.7a) describes the evolution of the transmembrane potential v, where
Ii is the total transmembrane current carried by ion i of nion ions and Cm is the
capacitance of the cell membrane per unit area. Equation (2.7b) describes the dy-
namic variations in nc intracellular ionic concentrations. Equation (2.7c) describes
the opening and closing of nm ion channels in the cell membrane expressed by the
gating variable vector m with components mk, where αk = αk(v) and βk = βk(v).
The ODEs given by (2.7a) and (2.7b) are generally nonlinear; however, αk and βk in
(2.7c) are only nonlinear functions of v.
One example is dv(t)
dt
= − 1
Cm
∑
INa + IK + ..., where INa is a sodium current and
IK is a potassium current. We have IK = g¯Kn
4(v − EK), where g¯K is open channel
conductance, n4 is the open probability of the ensemble of channels, and EK is the
reversal potential. For more details, see, e.g., [Sundnes et al. (2006), Reumann et al.
(2009)].
Markov models present generalization of the Hodgkin–Huxley models and can
model complex behaviours [Fink and Noble (2009)]. Markov models have larger
degree of freedom in the model structure and have higher flexibility than Hodgkin–
Huxley models [Fink and Noble (2009)].
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In this thesis, we consider 37 verified cell models from the CellML model repos-
itory [Auckland Bioengineering Institute (2011)]; see also [Spiteri and Dean (2010)]
and [Spiteri and Dean (2012)]. Table 2.1 contains the name of each model, the
reference to the original paper, the total number of variables, the number of gat-
ing variables, and a brief description of the model. The smallest model is that of
FitzHugh–Nagumo (1961) with two variables. The largest model is that of Bon-
darenko et al. (2004) with 41 variables. We note that the model of Winslow et al.
(1999) used in this thesis has 31 variables, representing a reduced form of the original
model, and is subsequently referred to as Winslow31. In Winslow31, the intracellular
sodium concentration and one of the calcium handling mechanisms from the original
model are taken as constants [Sundnes et al. (2001)].
Table 2.1: Summary of the 37 myocardial cell models studied. Three
types of myocardial cell model variants (endocardial cell, epicardial cell,
and M-cell) exist for each of the models marked with an asterisk.
Model Reference Number of Number of Description
variables gating variables
Beeler–Reuter (1977) [Beeler and Reuter (1977)] 8 6 Mammalian ventricle
Bondarenko et al. (2004) [Bondarenko et al. (2004)] 41 8 Mouse ventricle
Courtemanche et al. (1998) [Courtemanche et al. (1998)] 21 15 Human atrium
Demir et al. (1994) [Demir et al. (1994)] 27 10 Rabbit sinoatrial node
Demir et al. (1999) [Demir et al. (1999)] 29 11 Rabbit sinoatrial node
DiFrancesco–Noble (1985) [DiFrancesco and Noble (1985)] 16 9 Mammal Purkinje fibre
Dokos et al. (1996) [Dokos et al. (1996)] 18 8 Rabbit sinoatrial node
Faber–Rudy (2000) [Faber and Rudy (2000)] 19 12 Guinea pig ventricle
FitzHugh–Nagumo (1961) [FitzHugh (1961); Nagumo et al. (1962)] 2 0 Nerve membrane
Fox et al. (2002) [Fox et al. (2002)] 13 10 Canine ventricle
Hilgemann–Noble (1987) [Hilgemann and Noble (1987)] 15 3 Rabbit atrium
Hund–Rudy (2004) [Hund and Rudy (2004)] 29 20 Canine ventricle
Jafri et al. (1998) [Jafri et al. (1998)] 31 5 Guinea pig ventricle
Luo–Rudy (1991) [Luo and Rudy (1991)] 8 6 Guinea pig ventricle
Maleckar et al. (2008) [Maleckar et al. (2008)] 30 12 Human atrium
McAllister et al. (1975) [McAllister et al. (1975)] 10 9 Canine Purkinje fibre
Noble (1962) [Noble (1962)] 4 3 Mammal Purkinje fibre
Noble–Noble (1984) [Noble and Noble (1984)] 15 8 Rabbit sinoatrial node
Noble et al. (1991) [Noble et al. (1991)] 17 6 Guinea pig ventricle
Noble et al. (1998) [Noble et al. (1998)] 22 8 Guinea pig ventricle
Nygren et al. (1998) [Nygren et al. (1998)] 29 12 Human atrium
Pandit et al. (2001) [Pandit et al. (2001)] 26 12 Rat left-ventricle
Pandit et al. (2003) [Pandit et al. (2003)] 26 13 Rat left-ventricle
Puglisi–Bers (2001) [Puglisi and Bers (2001)] 17 11 Rabbit ventricle
Sakmann et al. (2000)* [Sakmann et al. (2000)] 21 6 Guinea pig ventricle
Stewart et al. (2009) [Stewart et al. (2009)] 20 13 Human Purkinje fibre
Ten Tusscher et al. (2004)* [Ten Tusscher et al. (2004)] 17 10 Human ventricle
Ten Tusscher et al. (2006)* [Ten Tusscher and Panfilov (2006)] 19 12 Human ventricle
Wang–Sobie (2008) [Wang and Sobie (2008)] 35 11 Neonatal mouse ventricle
Winslow31 [Winslow et al. (1999)] 31 8 Canine ventricle
Zhang et al. (2000) [Zhang et al. (2000)] 15 14 Rabbit sinoatrial node
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2.2.3 Derivation of the bidomain model
Consider an arbitrary domain for the heart. Suppose that in this domain, E(x, t)
is the electric field, u(x, t) is the electric potential, J(x, t) is the electric current
density, and σ(x) is the conductivity. The component of the electric field E(x, t) in
any direction is the negative of the rate of change of the electric potential u(x, t) in
that direction; therefore
E(x, t) = −∇u(x, t). (2.8)
The electric current density J(x, t) is directly proportional to the electric field
E(x, t). The proportionality constant is called the conductivity σ(x); therefore
J(x, t) = σ(x)E(x, t). (2.9)
The heart muscles consist of separate muscle sheets, and each sheet consists of
separate muscle fibres. The conductive properties of the heart depend on the direc-
tion of the electricity propagation. The conductivity is higher in the fibre direction
than in the cross-fibre direction, and it is higher in the sheet direction than in the
cross-sheet direction. Therefore, there are three conductivity values: parallel to the
fibres σl, perpendicular to the fibres but parallel to the sheet σt, and perpendicular
to the sheet σn, and we have σn < σt < σl.
From equations (2.8) and (2.9), we have
J(x, t) = −σ(x)∇u(x, t). (2.10)
Equation (2.10) can be applied to the intracellular and extracellular regions;
therefore
Ji(x, t) =− σi(x)∇ui(x, t), (2.11a)
Je(x, t) =− σe(x)∇ue(x, t), (2.11b)
where subscript i denotes the intracellular region and subscript e denotes the extra-
cellular regions.
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We suppose that the heart boundary is non-conductive. Therefore, any current
leaving one domain must enter the other; i.e.,
∇ · Ji(x, t) = −∇ · Je(x, t). (2.12)
From equations (2.11) and (2.12), we have
∇ · (σi(x)∇ui(x, t)) +∇ · (σe(x)∇ue(x, t)) = 0. (2.13)
The difference between the extracellular and intracellular domains, i.e., the trans-
membrane potential is
v(x, t) = ui(x, t)− ue(x, t). (2.14)
If we substitute equation (2.14) in equation (2.13), then we have
∇ · (σi(x)∇(v(x, t) + ue(x, t))) +∇ · (σe(x)∇ue(x, t)) = 0,
and finally we have
∇ · (σi(x)∇v(x, t)) +∇ · ((σi(x) + σe(x))∇ue(x, t)) = 0. (2.15)
The cell membrane is an insulator between the intracellular and extracellular
domains. Therefore, charge could be accumulated in each domain. However, any
charge accumulation in one domain immediately attracts an opposite charge in the
other domain. Therefore, the sum of intracellular charge accumulation qi(x, t) and
the extracellular charge accumulation qe(x, t) do not change over time; i.e.,
∂
∂t
(qi(x, t) + qe(x, t)) = 0. (2.16)
In the extracellular domain, the current change at a point is equal to the rate of
the charge accumulation at that point minus the ionic current exiting the extracel-
lular domain at that point
−∇ · Je(x, t) = ∂qe(x, t)
∂t
− χIion(s(x, t), v(x, t), t), (2.17)
where χ is the cell membrane area per unit volume, Iion(s(x, t), v(x, t), t) is related
to the cell model, and s(x, t) is a vector that contains all variables needed to com-
pletely describe the state of the cardiac cell. These typically include the values
19
of gating variables of ionic channels (Hodgkin–Huxley or Markov type), concen-
trations of ionic species in specified compartments and other descriptors of internal
state. See, e.g., [Hodgkin and Huxley (1952), Fink and Noble (2009), Luo and Rudy
(1991), Jafri et al. (1998)] for more details and examples of Iion(s(x, t), v(x, t), t) and
s(x, t).
Using equations (2.12), (2.16), and (2.17), we have
−∇ · Ji(x, t) = ∂qi(x, t)
∂t
+ χIion(s(x, t), v(x, t), t). (2.18)
The separated charge q(x, t) is defined to be the half of the difference between
the extracellular and intracellular charges; i.e.,
q(x, t) =
1
2
(qi(x, t)− qe(x, t)). (2.19)
On the other hand, if Cm is the capacitance of the cell membrane, then
v(x, t) =
q(x, t)
χCm
. (2.20)
Therefore, if we differentiate equation (2.20) with respect to time and use equation
(2.19), we have
χCm
∂v(x, t)
∂t
=
1
2
∂(qi(x, t)− qe(x, t))
∂t
.
If we add 1
2
∂qi(x,t)
∂t
to the both sides, we have
χCm
∂v(x, t)
∂t
+
1
2
∂qi(x, t)
∂t
=
∂qi(x, t)
∂t
− 1
2
∂qe(x, t)
∂t
,
and using equation (2.16) we have
χCm
∂v(x, t)
∂t
=
∂qi(x, t)
∂t
.
By adding χIion(s(x, t), v(x, t), t) to both sides and using equation (2.18), we
have
χCm
∂v(x, t)
∂t
+ χIion(s(x, t), v(x, t), t) = −∇ · Ji(x, t),
and from equation (2.11) we have
χCm
∂v(x, t)
∂t
+ χIion(s(x, t), v(x, t), t) = −∇ · (σi(x)∇ui(x, t)). (2.21)
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Using equation (2.14) and (2.21), we have
χCm
∂v(x, t)
∂t
+ χIion(s(x, t), v(x, t), t) = ∇ · (σi(x)∇(v(x, t) + ue(x, t))),
and finally we have
χCm
∂v(x, t)
∂t
+ χIion(s(x, t), v(x, t), t) = ∇ · (σi(x)∇v(x, t)) +∇.(σi(x)∇ue(x, t)).
(2.22)
Using equations (2.15), (2.22), we have the final form of the bidomain equations
χCm
∂v
∂t
+ χIion(s, v, t) = ∇ · (σi∇v) +∇ · (σi∇ue) , (2.23a)
0 = ∇ · (σi∇v) +∇ · ((σi + σe)∇ue) (2.23b)
2.2.4 Derivation of the bidomain boundary conditions
If J(x, t) is the electric current density and nˆ(x) is the unit normal vector to the
boundary and J(x, t) and nˆ(x) makes an angle θ, then the current passing through
the boundary is equal to the inner product of J(x, t) and nˆ(x)
nˆ(x) · J(x, t) = |nˆ(x)||J(x, t)| cos θ.
We assume that the heart boundary is surrounded by a non-conductive medium;
therefore no current passes through the boundary, or nˆ(x) · J(x, t) = 0. Therefore,
for the intracellular and extracellular domains, we have
nˆ(x) · Ji(x, t) = 0,
nˆ(x) · Je(x, t) = 0,
and from equation (2.11) we have
nˆ(x) · (σi(x)∇ui(x, t)) = 0, (2.25a)
nˆ(x) · (σe(x)∇ue(x, t)) = 0. (2.25b)
Using equations (2.14) and (2.25), we have the final form of the bidomain bound-
ary conditions
nˆ(x) · (σi(x)∇v(x, t) + σi(x)∇ue(x, t)) = 0, (2.26a)
nˆ(x) · (σe(x)∇ue(x, t)) = 0. (2.26b)
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2.2.5 Bidomain model
If we assume that the electrical activity in a single heart cell is modelled by the
system of ODEs
∂s(x, t)
∂t
= f (s(x, t), v(x, t), t), (2.27)
then by combining equations (2.23) and (2.27), we get the final formulation of the
bidomain equations [Sundnes et al. (2006)]
∂s
∂t
= f (s, v, t), (2.28a)
χCm
∂v
∂t
+ χIion(s, v, t) = ∇ · (σi∇v) +∇ · (σi∇ue) , (2.28b)
0 = ∇ · (σi∇v) +∇ · ((σi + σe)∇ue) , (2.28c)
with boundary conditions (2.26)
nˆ · (σi∇v + σi∇ue) = 0, (2.29a)
nˆ · (σe∇ue) = 0, (2.29b)
where the arguments of the functions have been omitted for simplicity, s is related to
the ionic activity in the heart, f (s, v, t) and Iion(s, v, t) are related to the cell model,
v is the transmembrane potential, ue is the extracellular potential, σi and σe are the
conductivity tensors, χ is the area of cell membrane per unit volume, and Cm is the
capacitance of the cell membrane per unit area.
2.2.6 Monodomain model
If we suppose that σe = λσi, where λ is a constant scalar, then from equation (2.28c)
we have
∇ · (σi∇v) + (1 + λ)∇ · (σi∇ue) = 0,
or
∇ · (σi∇ue) = − 1
1 + λ
∇ · (σi∇v). (2.30)
Now if we substitute equation (2.30) into equation (2.28b), we have
χCm
∂v
∂t
+ χIion(s, v, t) = ∇ · (σi∇v)− 1
1 + λ
∇ · (σi∇v),
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or
χCm
∂v
∂t
+ χIion(s, v, t) =
λ
1 + λ
∇ · (σi∇v).
From σe = λσi and equation (2.29b), we have nˆ · (σi∇ue) = 0 and inserting this
into equation (2.29a) gives nˆ · (σi∇v) = 0. Therefore, the final formulation of the
monodomain equations is [Sundnes et al. (2006)]
∂s
∂t
= f (s, v, t), (2.31a)
χCm
∂v
∂t
+ χIion(s, v, t) =
λ
1 + λ
∇ · (σi∇v), (2.31b)
with boundary condition
nˆ · (σi∇v) = 0. (2.32)
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Chapter 3
Numerical Methods
In this chapter, we begin by introducing different ODE solvers, i.e., numerical
methods for solving the cell models. We explain the concept of stiffness that is our
tool for analysing the ODE solvers and explain some basic and partitioned methods.
Then we describe two different first-order bidomain solvers, i.e., the semi-implicit
method and the Godunov method and present a comparative error analysis. Finally,
we describe a second-order bidomain solver, i.e., Strang method with two different
time-integration methods, i.e., the CN method and the SDIRK2 method and present
a stability analysis.
3.1 ODE solvers
3.1.1 Stiffness
Most of the cell models can be formulated as an initial-value problem (IVP) for a
system of ODEs of the form
dy
dt
= f(t,y), y(t
n
) = yn, (3.1)
for tn < t < tn+1, where y ∈ RM , f : R × RM → RM , and ∆tn = tn+1 − tn.
The component variables of the vector y are dependent on the cell model, but they
typically include the transmembrane potential v, a number of gating variables, and
a set of ionic concentrations.
An important consideration in the efficient numerical solution of differential equa-
tions is the concept of stiffness. Despite its pervasiveness in practice, there is no
universally accepted theoretical definition of stiffness. In this section, an IVP (3.1)
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is considered to be stiff on a time interval with respect to a given numerical method
and error tolerance when stability requirements force the numerical method to take
smaller step sizes than those dictated by accuracy requirements [Ascher and Petzold
(1998)]. Generally, step sizes required for a non-stiff method applied to a stiff model
are much smaller than accuracy requirements dictate, resulting in a numerical solu-
tion that is much more accurate (and hence more costly to compute) than desired. In
order to reduce computational effort, it is preferred that step sizes be chosen based
only on accuracy requirements.
The cell models considered in this thesis range from non-stiff to moderately stiff
to stiff for typical accuracy requirements. The level of stiffness of a particular model
determines whether a given numerical method can solve the model efficiently. The
characterization of stiffness in each cell model is therefore important in order to
choose the appropriate numerical method to efficiently solve that particular model
to a given accuracy. Given the wide range of cell models and their associated levels
of stiffness, it is not surprising that no single numerical method is the most effective
on all the models.
Related to the stiffness of an IVP (3.1) are the eigenvalues of the Jacobian matrix,
J = ∂f
∂y
(t,y), evaluated over time. The magnitude and nature of these eigenvalues
(i.e., whether they are real, imaginary, or complex) can provide information as to
the degree of stiffness present in an IVP at a given time. A stiff IVP typically has
eigenvalues λ with large negative real parts on some time interval. Such eigenvalues
force the time step ∆t to be small so that λ∆t is within the stability region of the
numerical method. Implicit methods can be used to solve stiff models because of
their large stability regions. However, due to their construction, implicit methods
are computationally costly per time step, particularly for the cell models that are
usually large and nonlinear systems of ODEs. IVPs that have eigenvalues with large
imaginary parts also tend to be difficult to solve by standard solvers; however they
are not normally considered to be stiff according to the classical treatment of stiffness.
The extreme values for the real and imaginary components of the eigenvalues for
the 37 cell models studied are reported in Table 3.1 along with the percentage of
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time when a complex eigenvalue pair was present [Spiteri and Dean (2012)]. For the
typical accuracies with which we are concerned in this section, the models with small
negative real eigenvalues, such as the FitzHugh–Nagumo model, are considered to
be non-stiff. Similarly, the models with large negative real eigenvalues, such as the
model of Pandit et al. (2003) and Winslow31, are considered to be stiff.
Table 3.1: Extreme values of the eigenvalues of the Jacobian for each
cell model. The minimum real part of the set of eigenvalues is denoted
min(Re(λ)) and the maximum real part of the set of eigenvalues is
denoted max(Re(λ)). Similarly, the minimum and maximum imaginary
parts are denoted min(Im(λ)) and max(Im(λ)). The percentage of
the solution interval in which there is at least one pair of complex
eigenvalues is also reported [Spiteri and Dean (2012)].
Model min(Re(λ)) max(Re(λ)) min(Im(λ)) max(Im(λ)) % Complex
Beeler–Reuter (1977) –8.20E+1 1.55E–2 –1.97E+0 1.97E+0 45
Bondarenko et al. (2004) –8.49E+3 4.51E+0 –2.80E+0 2.80E+0 53
Courtemanche et al. (1998) –1.29E+2 1.87E–1 –4.50E+0 4.50E+0 82
Demir et al. (1994) –3.80E+1 4.79E–1 –7.95E–2 7.95E–2 74
Demir et al. (1999) –3.82E+1 4.81E–1 –7.95E–2 7.95E–2 72
DiFrancesco–Noble (1985) –2.63E+1 1.88E+0 –6.14E–1 6.14E–1 56
Dokos et al. (1996) –2.99E+1 5.06E–1 –1.19E–1 1.19E–1 97
Faber–Rudy (2000) –1.84E+2 1.37E–2 –5.61E–1 5.61E–1 58
FitzHugh–Nagumo (1961) –4.39E–1 1.78E–1 –4.59E–2 4.59E–2 28
Fox et al. (2002) –4.39E+2 4.44E–2 –4.19E–1 4.19E–1 65
Hilgemann–Noble (1987) –3.25E+1 1.58E–1 –2.25E–1 2.25E–1 25
Hund–Rudy (2004) –1.95E+2 9.22E–1 –3.74E+0 3.74E+0 62
Jafri et al. (1998) –4.42E+3 4.82E+0 –2.35E–1 2.35E–1 47
Luo–Rudy (1991) –1.51E+2 7.01E–2 –4.11E–2 4.11E–2 73
Maleckar et al. (2008) –4.16E+1 2.42E–1 –3.43E–1 3.43E–1 28
McAllister et al. (1975) –1.83E+2 1.49E+0 –3.02E+0 3.02E+0 68
Noble (1962) –9.80E+0 1.74E+0 –1.28E–1 1.28E–1 24
Noble–Noble (1984) –1.25E+1 4.77E–1 –1.03E–1 1.03E–1 92
Noble et al. (1991) –3.89E+1 4.35E+0 –1.72E–1 1.72E–1 20
Noble et al. (1998) –3.60E+1 5.71E+0 –2.35E–1 2.35E–1 47
Nygren et al. (1998) –4.03E+1 2.05E+0 –3.88E–1 3.88E–1 24
Pandit et al. (2001) –6.92E+3 4.30E+0 –1.43E+0 1.43E+0 12
Pandit et al. (2003) –7.54E+4 3.87E+0 –9.11E–1 9.11E–1 35
Puglisi–Bers (2001) –1.91E+2 2.22E+0 –1.07E–1 1.07E–1 41
Sakmann et al. (2000) – Endo –2.97E+1 7.21E–1 –7.48E–2 7.48E–2 84
Sakmann et al. (2000) – Epi –2.96E+1 6.98E–1 –7.47E–2 7.47E–2 75
Sakmann et al. (2000) – M-cell –2.98E+1 1.98E+0 –7.58E–2 7.58E–2 72
Stewart et al. (2009) –1.38E–1 3.34E–3 –1.57E–3 1.57E–3 92
Ten Tusscher et al. (2004) – Endo –1.17E+3 1.01E–1 –4.64E+0 4.64E+0 17
Ten Tusscher et al. (2004) – Epi –1.17E+3 9.74E–2 –4.70E+0 4.70E+0 18
Ten Tusscher et al. (2004) – M-cell –1.17E+3 9.75E–2 –4.70E+0 4.70E+0 21
Ten Tusscher et al. (2006) – Endo –1.26E+3 4.00E+0 –4.77E+0 –4.77E+0 50
Ten Tusscher et al. (2006) – Epi –9.44E+2 2.84E+0 –5.01E+0 5.01E+0 51
Ten Tusscher et al. (2006) – M-cell –9.81E+2 4.36E+0 –4.64E+0 4.64E+0 34
Wang–Sobie (2008) –1.23E+2 1.23E+0 –1.24E+0 1.24E+0 46
Winslow31 –1.84E+4 1.53E+0 –4.22E–1 4.22E–1 63
Zhang et al. (2000) –2.22E+1 1.29E–1 –1.00E–1 1.00E–1 89
The stiffness can be explained by the rapid change in concentration as well. The
concentration of intracellular compartments changes because of flux of ions into and
out of defined volumes. Sometimes the fluxes are across the cell membrane (that
is, a component of Iion) whereas other times the fluxes are between intracellular
compartments. When the flux is into a small volume, the derivative gets high.
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For example, the stiffest ODE in the Jafri et al. (1998) is (3.2) (see equation (14)
in [Jafri et al. (1998)] for the details):
d[Ca2+]ss
dt
= Bss
[
Jrel
VJSR
Vss
− JxferVmyo
Vss
+ (ICa)
Acap
2VssF
]
. (3.2)
The denominator of equation (3.2) includes a parameter called Vss (subspace volume)
that is a small volume. Therefore, the flow of calcium ions causes a rapid change in
concentration so that d[Ca
2+]ss
dt
is large.
3.1.2 Basic methods
The solutions to myocardial cell models must generally be obtained through the use
of numerical methods. One common numerical method used to solve an IVP (3.1)
is the forward Euler (FE) method. The FE method is a first-order explicit method
that is widely used because of its ease of implementation. However, the FE method
is often severely limited by stability constraints when problems are stiff.
Another first-order method that is commonly used to solve cell models is the
Rush–Larsen (RL) method, proposed in 1978 [Rush and Larsen (1978)]. The RL
method combines the FE method for equations of the form (2.7a) and (2.7b) with an
exponential integrator method that exploits the quasi-linearity of the gating equa-
tions given by (2.7c). It is generally regarded as the method of choice for solving
myocardial cell models due to its generally superior efficiency compared with stan-
dard numerical methods.
Recent work has focused on developing and improving methods used to solve
cell models. One method of interest is a generalization of the RL method, proposed
by Sundnes et al. in [Sundnes et al. (2009)]. Local linearization is applied to each
equation in the cell model, generalizing the linearization used by the RL method for
the gating equations to obtain a second-order generalized RL (GRL2) method. A
first-order generalized RL (GRL1) method was also mentioned, but its study was
not pursued.
In [Spiteri and Dean (2008)], two implicit-explicit Runge–Kutta methods, ARK3
and ARK5, are proposed for solving cell models and compared to a range of explicit
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and implicit methods, including the FE and RL methods, explicit Runge–Kutta
methods, the explicit Dormand–Prince pair, a fourth-order singly diagonally implicit
RK method, and the Radau IIA method. For a constant step size, the RL method
was shown to be most efficient out of the methods listed, i.e., it takes minimum CPU
time to satisfy a certain error tolerance using fix time steps. For a variable step size,
the ARK3 and ARK5 methods were shown to be the most efficient. Another family
of second-order generalized RL methods was proposed by Perego and Veneziani in
[Perego and Veneziani (2009)], similar to classical multi-step methods such as the
Adams–Bashforth and Adams–Moulton two-step schemes, but with improved abso-
lute stability properties.
We focus on the performance of three basic methods: FE, RL, and GRL1. Their
formulation is presented in detail, and they are assessed in terms of their efficiency
in solving the 37 cell models listed in Table 2.1. The FE and GRL1 methods are sub-
sequently combined into a partitioned method that is more computationally efficient
than the RL method for stiff cell models.
The FE method approximates (3.1) by
yn+1 = yn +∆tn f(tn,yn), (3.3)
where ∆tn = tn+1 − tn.
The RL method applies the FE method to the ODEs for non-gating variables
present in (3.1) but uses a different technique for the ODEs satisfied by gating
variables. These ODEs have the form (2.7c) that, for a typical gating variable y, can
be reformulated as
dy
dt
=
y∞ − y
τy
, (3.4)
where
y∞ =
αy
αy + βy
, τy =
1
αy + βy
,
and where αy = αy(Vm) and βy = βy(Vm). The RL method assumes the transmem-
brane potential Vm is constant over each step, allowing (3.4) to be treated as a linear
ODE with an exact solution given by
yn+1 = y∞ + (y
n − y∞)e−
∆tn
τy . (3.5)
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The GRL1 method decouples and linearizes the ODE system around a point
y = yn at time t = tn to obtain
dyi
dt
= fi(y
n) +
∂
∂yi
fi(y
n) (yi − yni ) , yi(tn) = yni , (3.6)
for i = 1, 2, . . . ,M , where the subscript i denotes component i of a vector. The exact
solution of (3.6) is given by
yi(t) = y
n
i +
a
b
(
eb(t−t
n) − 1
)
, i = 1, 2, . . . ,M, (3.7)
where a = fi(y
n) and b = ∂fi(y
n)/∂yi. The numerical solution y
n+1 at time t = tn+1
is obtained by
yn+1i = y
n
i +
a
b
(
eb(∆t
n) − 1
)
, i = 1, 2, . . . ,M. (3.8)
In practice, if |∂fi(y)/∂yi| < δ, where δ = 10−8 for double-precision calculations, the
limit as ∂fi(y)/∂yi → 0 is used instead of (3.7) to get
yi(t) = y
n
i + a(t− tn), i = 1, 2, . . . ,M.
The numerical solution, which is also exact when ∂fi(y)/∂yi = 0, is then obtained
by
yn+1i = y
n
i + a∆t
n, i = 1, 2, . . . ,M.
In order to use the GRL1 method, the diagonal of the Jacobian matrix ∂f/∂y
is required. Numerical Jacobians are used throughout, with a special implemen-
tation in practice because only the diagonal elements are required. This reduces
computational cost because unnecessary components of the Jacobian matrix are not
computed. The finite-difference approximation of ∂fi(y)/∂yi is obtained by
∂fi(y)/∂yi ≈ fi(y1, . . . , yi−1, yi +∆, yi+1, . . . , yM)− fi(y)
∆
,
where ∆ = 10−8 for double-precision calculations.
The RL and GRL1 methods treat the gating equations (2.7c) similarly. In other
words, if yi is a gating variable then (3.8) reduces to (3.5). The key difference between
the methods is in their treatment of the non-gating variables: GRL1 applies an
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exponential integrator based on local linearization to non-gating variables whereas
RL uses the FE method.
A summary of the three basic numerical methods used in this section is presented
in Table 3.2. We note that the method that is the least stable but computationally
cheapest per step is the FE method, and the method that is the most stable but
computationally costliest per step is the GRL1 method. This tradeoff of stability
for computational cost per step is typical for numerical methods to solve stiff IVPs.
It is often the case that the increase in stable step size more than offsets increase
in computational cost per step, leading to a less expensive computation (i.e., more
efficient method) overall.
Table 3.2: Summary of basic numerical methods
Method
Gating variables Non-gating variables
(gating equations) (non-linear equations)
FE FE integrator (3.3) FE integrator (3.3)
RL Exponential integrator (3.8) FE integrator (3.3)
GRL1 Exponential integrator (3.8)
Local linearization (3.6) +
Exponential integrator (3.8)
3.1.3 Partitioned methods
By analyzing the eigenvalues of the Jacobian matrix of stiff cell models, it can be
determined that only a few of the ODEs are responsible for the stiffness of the model.
This provides a means by which the system of ODEs can be partitioned into stiff and
non-stiff subsystems. This eigenvalue analysis also reveals on which sub-interval(s)
of the entire interval of integration the IVP is stiff. This permits a partitioning of
the interval of integration into stiff and non-stiff subintervals.
We consider five of the stiffest models, namely those of Bondarenko et al. (2004),
Jafri et al. (1998), Pandit et al. (2003), the endocardial variant of the model of
Ten Tusscher et al. (2004) (TT2004-endo), and Winslow31. The models of Pandit
et al. (2001) and the Epicardial and M-cell variants of the model of Ten Tusscher et
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al. (2004, 2006) are excluded to maximize diversity. The plots of the real parts of
the eigenvalues of the Jacobian matrix of these five models are given in Figures 3.1
to 3.5. In the figures, the overall distribution of the eigenvalues of the Jacobian is
given followed by a close up of the sub-interval on which the eigenvalues take on
their largest negative real values.
The negative eigenvalues and their corresponding ODEs are labelled in the figures.
The plots also show that the ODEs that capture the stiffness of the system are not
stiff on the entire interval of integration. From close examination of the eigenvalues,
we find that only two out of 41 ODEs from the model of Bondarenko et al. (2004)
(Figure 3.1(b)), only four out of 31 ODEs from the model of Jafri et al. (1998)
(Figure 3.2(b)), only two out of 26 ODEs from the model of Pandit et al. (2003)
(Figure 3.3(b)), only one out of 19 ODEs from TT2004-endo (Figure 3.4(b)), and
only two out of 31 ODEs from Winslow31 (Figure 3.5(b)) are responsible for the
stiffness of the models. We also identify that the stiffness is approximately contained
within the subinterval [20, 75] for the model of Bondarenko et al. (2004), [0, 50] for
the model of Jafri et al. (1998), [105, 195] for the model of Pandit et al. (2003),
[0, 12] ∪ [290, 400] for TT2004-endo, and [0, 40] for Winslow31.
Table 3.3 summarizes the relevant attributes of five of the stiffest models, namely
those of Bondarenko et al. (2004), Jafri et al. (1998), Pandit et al. (2003), the
endocardial variant of the model of Ten Tusscher et al. (2004) (TT2004-endo), and
Winslow31. The models of Pandit et al. (2001) and the Epicardial and M-cell
variants of the model of Ten Tusscher et al. (2004, 2006) are excluded to maximize
diversity. The table reports the number of variables in each model, the number of
equations in the stiff subsystem, the names of the stiff ODE variables, and the stiff
and non-stiff subintervals. The notation for the stiff ODE variables has been unified
for the purposes of presentation.
Table 3.3: Stiff models and their attributes.
Model ODEs No. of stiff ODEs Stiff ODE variables Stiff subinterval Non-stiff subinterval
Bondarenko et al. (2004) 41 2 PO1, [Ca
2+]ss [20, 75] [0, 20]
Jafri et al. (1998) 31 4 PC1, [Ca
2+ ]ss,CCa0,CCa1 [0, 50] [50, 300]
Pandit et al. (2003) 26 2 PO1,PC1 [105, 195] [0, 105] ∪ [195, 250]
TT2004-endo 19 1 m [0, 12] ∪ [290, 400] [12, 290]
Winslow31 31 2 PC1, [Ca
2+]ss [0, 40] [40, 300]
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(a) Real parts of eigenvalues of Jacobian.
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(b) Close up of real parts of eigenvalues of Jacobian.
Figure 3.1: Real parts of eigenvalues of Jacobian over time interval
[0, 75] ms for the model of Bondarenko et al. (2004); stiff variables PO1
and [Ca2+]ss are highlighted.
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(b) Close up of real parts of eigenvalues of Jacobian.
Figure 3.2: Real parts of eigenvalues of Jacobian over time interval
[0, 300] ms for the model of Jafri et al. (1998); stiff variables [Ca2+]ss,
PC1, CCa0, and CCa1 are highlighted.
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(a) Real parts of eigenvalues of Jacobian.
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(b) Close up of real parts of eigenvalues of Jacobian.
Figure 3.3: Real parts of eigenvalues of Jacobian over time interval
[0, 250] ms for the model of Pandit et al. (2003); stiff variables PO1 and
PC1 are highlighted.
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(b) Close up of real parts of eigenvalues of Jacobian.
Figure 3.4: Real parts of eigenvalues of Jacobian over time interval
[0, 400] ms for TT2004-endo; stiff variable m is highlighted.
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(b) Close up of real parts of eigenvalues of Jacobian.
Figure 3.5: Real parts of eigenvalues of Jacobian over time interval
[0, 300] ms for Winslow31; stiff variables PC1 and [Ca
2+]ss are high-
lighted.
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An important point to note from Table 3.3 is that the majority of stiff variables
identified are not gating variables. This means that most of the stiffness of these
models is not captured by gating variables. The exception of note is the model of
Ten Tusscher et al. (2004), which from Table 3.1 is shown to be the least stiff of the
five models considered.
We expect that the RL method is best suited for the integration of stiff models
for which the stiffness is captured by the gating variables, e.g., in the model of Ten
Tusscher et al. (2004), where the only stiff variable is the gating variable m. In the
case of stiff models for which the stiffness is not captured by gating variables, we
expect the RL method to perform less well because its step size can be adversely
impacted by stability restrictions imposed by the FE method being applied to stiff
non-gating equations. For such models, we expect a method such as GRL1 that treats
stiff non-gating equations with an exponential integration method to outperform the
RL method. Furthermore, we expect a combination of the GRL1 method and the FE
method that takes advantage of partitioning the ODE system and time interval into
stiff and non-stiff subsets to perform even more effectively. Specifically, we propose
to use the FE method for the entire ODE system on the non-stiff portion of the time
domain and the GRL1 method for the stiff variables combined with the FE method
for the non-stiff variables on the stiff subinterval of integration. We refer to this new
partitioned method as GRL1/FE|FE.
3.2 Bidomain solvers
The bidomain model is difficult to solve as a fully coupled system because the dis-
cretized system is typically large and strongly nonlinear. Therefore, it is common
to decouple the discretized bidomain model into a system of non-spatially coupled
ODEs at each spatial mesh point and a system of PDEs in order to compute the
solution. One natural way is to simply decouple the system of ODEs from the system
of PDEs in the bidomain model.
On the other hand, the system of PDEs in the bidomain model is nonlinear.
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However, the PDEs of the bidomain equation are linear in v and ue when the Iion
term is removed. This suggests the use of operator-splitting methods as another
natural way to divide the solution process in order to reduce the complexity of each
sub-problem to more manageable levels. The basic idea is to separate the solution of
the nonlinear ODEs of the cell model from that of the linear PDEs. The Godunov
method is a first-order operator-splitting method and the Strang method is a second-
order operator-splitting method.
3.2.1 First-order bidomain solvers
Both the semi-implicit and Godunov methods are first-order bidomain solvers that
decouple the bidomain model into a system of ODEs and a system of PDEs. The
main difference between the methods is in their treatment of the Iion term, which is
nonlinear in v. The semi-implicit method includes the Iion term in the PDE system,
rendering it formally nonlinear, whereas the Godunov method includes the Iion term
in the ODE systems, rendering the PDE system linear.
We now describe both methods in detail and provide a comparative error analysis.
In the analysis, both methods are assumed to employ the finite element method to
spatially discretize the system of PDEs and a first-order explicit method to discretize
the ODE systems. These choices are meant to reflect the implementation of the semi-
implicit method as the default time-integration method within the Chaste software
environment. For simplicity of exposition, we set Istim ≡ 0 in the remainder of this
section.
3.2.1.1 The semi-implicit method
The semi-implicit method proposed in [Whiteley (2006)] is based on the backward
Euler (BE) method to discretize (2.28) in time but with the Iion term evaluated
at time tn instead of tn+1, thus avoiding nonlinearities in the discretization. For
improved efficiency, the implementation as the default time-integration method in
Chaste follows [Southern et al. (2009)], with a method similar to the forward Euler
(FE) method replacing the BE method used in [Whiteley (2006)] as the ODE solver.
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Specifically, the semi-implicit method used by Chaste as its default time-integration
method to advance the numerical solution from time t = tn to time tn+1 = tn+∆t is
a so-called non-standard finite-difference method, see, e.g., [Mickens (1994)], given
by
sn+1 − sn
∆t
= f (sn, vn, tn), (3.9a)
χCm
vn+1 − vn
∆t
+ χIion(s
n+1, vn, tn) = ∇ ·
(
σi∇vn+1
)
+∇ ·
(
σi∇un+1e
)
, (3.9b)
0 = ∇ ·
(
σi∇vn+1
)
+ ∇ ·
(
(σi + σe)∇un+1e
)
,
(3.9c)
where ∆t is the time step and superscripts indicate the time step index. Although
not strictly necessary, ∆t is generally constant in practice.
Standard application of the finite element method to discretize equations (3.9b)
and (3.9c) in space yields the fully discrete form
Sn+1 = Sn +∆tf (Sn,vn, tn), (3.10a)

χCm
∆t
A+Ai Ai
Ai Ai+e



 vn+1
un+1e

 =


χCm
∆t
Avn − χAIion(Sn+1,vn, tn)
0

 , (3.10b)
where S, v, and ue are vectors representing the restrictions of v, ue, and s to the
discretized spatial domain and the elements of matrices A, Ai, and Ai+e are given
by
A(j, k) =
∫
Ω
φj φk dx,
Ai(j, k) =
∫
Ω
σi∇φj · ∇φk dx,
Ai+e(j, k) =
∫
Ω
(σi + σe)∇φj · ∇φk dx,
where j, k = 1, 2, . . . ,M , M is the number of mesh points, and the φ are the finite
element basis functions. See Appendix A for more details on applying the finite
element method to the bidomain model.
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3.2.1.2 The Godunov method
The Godunov method first described in [Godunov (1959)] is generally based on
decomposing a system of ODEs into a number of sub-systems that are treated sep-
arately. Each sub-system is advanced in time, with advanced values of variables fed
back into sub-systems that have not yet been advanced.
Consider an initial value problem of the form
dv
dt
= (L1 + L2)v,
v(0) = v0,
where L1 and L2 are linear operators on v and v0 is the initial condition. Now the
Godunov method is
1. Solve the following problem for t ∈ [0,∆t]:
du
dt
= L1(u),
u(0) = v0.
2. Solve the following problem for t ∈ [0,∆t]:
dw
dt
= L2(w),
w(0) = u(∆t).
To apply the Godunov method to the bidomain model, we suppose that
L1(v) = − 1
Cm
Iion(s, v, t),
L2(v) =
1
χCm
(
∇ ·
(
σi∇vn+1
)
+∇ ·
(
σi∇un+1e
) )
.
This means that equation (2.28b) is split into two differential equations for v, a linear
PDE of the form (2.28b) without the Iion term, and a non-linear PDE involving only
the Iion term and no spatial derivatives. This second PDE (that reduces to an ODE
at each mesh point) forms a sub-system with (2.28a) for s.
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Therefore, this split results in two sub-systems to be solved for each time step.
One is a system of ODEs describing cellular reactions and the ionic current,
∂s
∂t
= f (v, s, t), (3.12a)
∂v
∂t
= − 1
Cm
Iion(v, s), (3.12b)
and the other is the linear PDE system describing electrical conductance
χCm
∂v
∂t
= ∇ · (σi∇v) +∇ · (σi∇ue), (3.13a)
0 = ∇ · (σi∇v) +∇ · ((σi + σe)∇ue). (3.13b)
One step of the Godunov method to advance from time tn to time tn+1 = tn+∆t
involves the solution of the two sub-systems (3.12) and (3.13) and consists of two
phases:
1. Using the solution at time tn as the initial condition, solve sub-system (3.12)
for tn < t ≤ tn+1.
2. Using the solution of phase 1 as the initial condition, solve sub-system (3.13)
for tn < t ≤ tn+1.
Using an FE-like method to discretize the nonlinear system of ODEs and the
BE method to discretize the resulting linear system of PDEs in time yields the two
sub-systems
sn+1 − sn
∆t
= f (sn, vn, tn), (3.14a)
vˆn+1 − vn
∆t
= − 1
Cm
Iion(s
n, vn, tn), (3.14b)
and
χCm
vn+1 − vˆn+1
∆t
= ∇ ·
(
σi∇vn+1
)
+∇ ·
(
σi∇un+1e
)
, (3.15a)
0 = ∇ ·
(
σi∇vn+1
)
+ ∇ ·
(
(σi + σe)∇un+1e
)
. (3.15b)
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The Godunov operator-splitting method is the implicit-explicit Runge–Kutta method
[Ascher et al. (1997)] given by
Sn+1 = Sn +∆tf (Sn,vn, tn), (3.16a)
vˆn+1 = vn − ∆t
Cm
Iion(S
n,vn, tn), (3.16b)
followed by the update from solving

χCm
∆t
A+Ai Ai
Ai Ai+e



 vn+1
un+1e

 =


χCm
∆t
Avˆn+1
0

 , (3.17)
obtained by application of the finite element method to discretize (3.15), where A,
Ae, and Ai+e are the matrices defined in (3.10). See Appendix A for more details
on applying the finite element method to the bidomain model.
Substituting (3.16b) into (3.17) yields
Sn+1 = Sn +∆tf (Sn,vn, tn), (3.18a)

χCm
∆t
A+Ai Ai
Ai Ai+e



 vn+1
un+1e

 =


χCm
∆t
Avn − χAIion(Sn,vn, tn)
0

 . (3.18b)
We note that (3.18a) is identical to (3.10a), and (3.18b) and (3.10b) only differ in
the right-hand side vector. Assuming the costs for (iteratively) solving the linear
systems (3.18b) and (3.10b) are comparable, the computational cost per step of the
Godunov method is comparable to that of the semi-implicit method.
3.2.1.3 Comparative error analysis
We now present a comparative error analysis for the time-integration methods pre-
sented. For the purposes of the analysis, we assume that the conductivities are
constant. In one dimension, we further define λ = σe/σi. Thus, we can use (2.28c)
to write ue in terms of v and simplify the bidomain model (2.28) to the monodomain
model (see, e.g., [Sundnes et al. (2006)]),
∂s
∂t
= f (s, v, t), (3.19a)
∂v
∂t
=
λ
1 + λ
1
χCm
∇ · (σi∇v)− 1
Cm
Iion(s, v, t). (3.19b)
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If we apply the finite element method to (3.19b), then we associate the standard
semi-discrete (in space) ODE system with the semi-implicit method, and it takes the
form
A
dvh,SI
dt
= − λ
1 + λ
1
χCm
Aivh,SI − 1
Cm
AIion(S,vh,SI , t), (3.20)
and therefore, the fully discrete system for the semi-implicit method is
S
n+1
SI
− Sn
SI
∆t
= f(SnSI ,v
n
SI , t
n) (3.21a)
A
v
n+1
SI
− vn
SI
∆t
= − λ
1 + λ
1
χCm
Aiv
n+1
SI
− 1
Cm
AIion(S
n+1
SI
,vnSI , t
n). (3.21b)
On the other hand, if we apply the Godunov splitting to (3.19b), then we have
∂v
∂t
= − 1
Cm
Iion(s, v, t), (3.22a)
∂v
∂t
=
λ
1 + λ
1
χCm
∇ · (σi∇v) , (3.22b)
and if we apply the finite element method to (3.22b), then the semi-discrete (in
space) ODE system for the Godunov method is
A
dvh,G
dt
= − λ
1 + λ
1
χCm
Aivh,G, (3.23)
and therefore, the fully discrete system for the Godunov method is
Sn+1G − SnG
∆t
= f (SnG,v
n
G, t
n), (3.24a)
vˆn+1G − vnG
∆t
= − 1
Cm
Iion(S
n
G,v
n
G, t
n), (3.24b)
A
vn+1G − vˆn+1G
∆t
= − λ
1 + λ
1
χCm
Aiv
n+1
G . (3.24c)
We begin with the temporal discretization error for (3.19a), which reduces to a
system of ODEs at each mesh point. Both the semi-implicit and Godunov meth-
ods use the same (FE) time discretization to advance (3.19a) for s; hence (3.21a)
and (3.24a) are identical and v is fixed to vn. Starting from the same initial condi-
tion (Sn,vn) for comparative purposes, the local truncation errors (see, e.g., [Iserles
(2008)]) of (3.21a) and (3.24a) are thus identical and equal to
τs =
∆t
2
(
∂fn
∂t
+
∂fn
∂s
fn
)
+O(∆t2), (3.25)
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where fn = f(Sn,vn, tn).
Consequently, to compare the total error of the semi-implicit and Godunov meth-
ods, we only need to compare the error of v in (3.19b) for both methods. The error
of the semi-implicit method includes contributions from the spatial and temporal
discretizations of PDE (3.19b). The error of the Godunov method includes contri-
butions from the splitting of PDE (3.19b), the spatial and temporal discretizations
of PDE (3.22b), and the temporal discretization of ODE (3.22a).
If we suppose that v is the solution of (3.19b) restricted to the mesh defined by
the spatial discretization, vh,SI is the solution of (3.20), and vSI is given by (3.21b),
then the error of the semi-implicit method satisfies
ǫSI = ‖v − vSI‖ℓ2 ≤ ‖v − vh,SI‖ℓ2 + ‖vh,SI − vSI‖ℓ2 , (3.26)
where ‖.‖ℓ2 is the ℓ2-norm and ‖v − vh,SI‖ℓ2 and ‖vh,SI − vSI‖ℓ2 can be interpreted
as the spatial and temporal discretization errors of PDE (3.19b), respectively.
Similarly, if we suppose that vsplit is the solution of (3.22b) restricted to the
mesh, vh,G is the solution of (3.23), and v
G is given by (3.24c), then the error of the
Godunov method satisfies
ǫG = ‖v − vG‖ℓ2 ≤ ‖v − vsplit‖ℓ2 + ‖vsplit − vh,G‖ℓ2 + ‖vh,G − vG‖ℓ2 , (3.27)
where ‖v − vsplit‖ℓ2 can be interpreted as the splitting error of PDE (3.19b) and
‖vsplit − vh,G‖ℓ2 as the spatial discretization error of PDE (3.22b) and ‖vh,G − vG‖ℓ2
includes the temporal discretization error of PDE (3.22b) and the temporal dis-
cretization error of ODE (3.22a).
We now compare the accuracy of the semi-implicit and Godunov methods by
comparing ǫSI and ǫG. We consider a general analysis of the spatial discretization
error introduced from the use of the finite element method; see, e.g., [Thomee (2006)].
For simplicity of exposition, suppose that the coefficient of the diffusion term in
(3.19b) is equal to unity.
Let Sh be a family of finite-dimensional subspaces of L
2(Ω) and Th be a family of
operators Th : L
2(Ω) → Sh approximating the exact solution operator T : L2(Ω) →
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H10 (Ω) of the elliptic problem
∆u+ g = 0 in Ω,
nˆ · ∇u = 0 on ∂Ω;
i.e., u = Tg, or T = −(∆)−1, such that Th is self-adjoint, positive semi-definite on
L2(Ω), and positive definite on Sh, and such that ||(Th−T )g||L2 ≤ Chs||g||L2
s−2
with
constant C > 0 independent of g and h, 2 ≤ s ≤ r for a positive integer r ≥ 2, and
g ∈ Hs−2(Ω), where
||w||L2 =
(∫
Ω
w2dx
)1/2
, ||w||L2r =

∑
|α|≤r
||Dαw||L2


1/2
,
with α = (α1, α2, · · · , αd) and Dα = ( ∂∂x1 )
α1
( ∂
∂x2
)
α2 · · · ( ∂
∂xd
)
αd denoting a derivative
with respect to x of order |α| = ∑dj=1 αj ; i.e., the sum consists of all such derivatives
of order at most r. In the numerical experiments described below, the finite element
method is of order of O(h2); i.e., r = 2.
If u1 is now the solution of the time-dependent, non-homogeneous problem
∂u1
∂t
= ∆u1 + g in Ω× (0,∞),
nˆ · ∇u1 = 0 on ∂Ω× (0,∞),
u1(x, 0) = u
0
1(x) in Ω¯,
that corresponds with (3.19b) and uh,SI is the solution of the semi-discrete problem
Th
∂uh,SI
∂t
= −uh,SI + Thg for t ≥ 0,
uh,SI(0) = u
0
h,SI,
that corresponds with (3.20), then following [Thomee (2006)] and [Thomee (1980)],
it can be shown that
||u1(t)−uh,SI(t)||L2 ≤ ||u01−u0h,SI ||L2+4Chr||u01||L2r+6Chr
∫ t
0
∥∥∥∥∥∂u1(t
′)
∂t
∥∥∥∥∥
L2r
dt′. (3.28)
See Appendix B for the proof of the finite element method error bound (3.28).
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Similarly, if u2 is the solution of the time-dependent, homogeneous equation
∂u2
∂t
= ∆u2 in Ω×]0,∞),
nˆ · ∇u2 = 0 on ∂Ω×]0,∞),
u2(x, 0) = u
0
2(x) in Ω¯,
that corresponds with (3.22b) and uh,G is the solution of the semi-discrete problem
Th
∂uh,G
∂t
= −uh,G for t ≥ 0,
uh,G(0) = u
0
h,G,
that corresponds with (3.23), then following [Thomee (2006)] and [Bramble et al.
(1977)], it can be shown that
||u2(t)− uh,G(t)||L2 ≤ 2
√
3Chr
∥∥∥u02∥∥∥L2r . (3.29)
See Appendix B for the proof of the finite element method error bound (3.29).
Assuming both methods start with the same initial condition and noting that
u01 = v
0 and u02 = vˆ
1, then (3.14b) yields
∥∥∥u02∥∥∥L2r ≤
∥∥∥u01∥∥∥L2r +
∆t
Cm
∥∥∥I0ion∥∥∥L2r .
Therefore, (3.29) can be written as
||u2(t)− uh,G(t)||L2 ≤ 2
√
3Chr
(∥∥∥u01∥∥∥L2r +
∆t
Cm
∥∥∥I0ion∥∥∥L2r
)
, (3.30)
where the constant C is the same as in (3.28).
Identifying g = −Iion/Cm allows us to write∥∥∥∥∥∂u1(t
′)
∂t
∥∥∥∥∥
L2r
≤ ‖∆u1(t′)‖L2r +
1
Cm
‖Iion(t′)‖L2r .
Now assuming ∆t ≤ t, ‖∆u1(t′)‖L2r ≤ ‖∆u1‖L∞(0,t;L2r), and ‖Iion(t′)‖L2r ≤ ‖Iion‖L∞(0,t;L2r)
for all 0 ≤ t′ ≤ t, we can write (3.28) as
‖u1−uh,SI‖ ≤ ||u01−u0h,SI ||L2+4Chr||u01||L2r+6Chr
t
Cm
(‖∆u1‖L∞(0,t;L2r)+‖Iion‖L∞(0,t;L2r)).
(3.31)
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and (3.30) as
‖u2 − uh,G‖L2r ≤ 2
√
3Chr
(∥∥∥u01
∥∥∥
L2r
+
t
Cm
‖Iion‖L∞(0,t;L2r)
)
. (3.32)
We note that the error bounds (3.31) and (3.32) are given for continuous functions
(in time and space). However, analogous bounds are still valid for discrete functions
using the ℓ2-norm.
Because the bound (3.31) is generally larger than (3.32), we expect the spatial
discretization error associated with the semi-implicit method to exceed that associ-
ated with the Godunov method. In practical calculations, the spatial error typically
dominates the temporal error. This suggests that the semi-implicit method may gen-
erally be less accurate than the Godunov method in practice. A similar argument
may be used to suggest that the temporal error of the semi-implicit method is also
generally larger than that of the Godunov method.
To determine the temporal discretization error for the semi-implicit method, we
find the local truncation error of (3.21b) to be
τSI =
∆t
2
[(
λ
1 + λ
1
χCm
)2
AiA
−1Aiv
n +
λ
1 + λ
1
χC2m
AiI
n
ion +
1
Cm
A
∂Inion
∂t
−
2
Cm
A
∂Inion
∂s
fn
]
+ O(∆t2), (3.33)
where for brevity Inion := Iion(S
n,vn, tn). We note that the expression (3.33) captures
the temporal discretization error of PDE (3.19b), i.e., ‖vh,SI − vSI‖ℓ2 . See Appendix
C for the derivation of the local truncation error (3.33).
Similarly, for the Godunov method, using (3.24b), the local truncation error of
(3.24c) is
τG =
∆t
2


(
λ
1 + λ
1
χCm
)2
AiA
−1Aiv
n +
λ
1 + λ
1
χC2m
AiI
n
ion +
1
Cm
A
∂Inion
∂t

+O(∆t2).
(3.34)
See Appendix C for the proof of the local truncation error (3.34).
Application of the triangle inequality immediately yields that the bound on ‖τSI‖
is larger than that for ‖τG‖. Thus, it may be reasonable to expect ‖τSI‖ to exceed
‖τG‖, and the numerical experiments presented in chapter 4 show that this is true
in practical cases using ‖ · ‖ℓ2.
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A summary of the contributions to the errors in the semi-implicit and Godunov
methods is presented in Table 3.4.
Table 3.4: Summary of the error analysis
Error type Semi-implicit method Godunov method
Temporal discretization error
Local truncation error (3.25) Local truncation error (3.25)
for ODEs (3.19a)
Spatial discretization error
Error bound (3.31) Error bound (3.32)
for PDE ((3.19b) or (3.22b))
Splitting error for PDE (3.19b) —
Local truncation error (3.34)
Temporal discretization error
Local truncation error (3.33)
for PDE ((3.19b) or (3.22b))
Temporal discretization error
for ODE (3.22a)
—
Our analysis suggests that the spatial and temporal discretizations of the semi-
implicit method can be expected to be larger than those of the Godunov method.
Consequently, we expect the semi-implicit method to be less accurate than the Go-
dunov method for a given discretization. Put differently, for a given spatial dis-
cretization, the semi-implicit method requires a smaller time step than the Godunov
method to achieve a given level of accuracy.
To determine which method may ultimately be more efficient in practice, the
computational cost per step of each method must be considered. As we mentioned
earlier, the semi-impilict and Godunov methods have comparable computational
costs per step. Consequently, the increase in ∆t afforded to the Godunov method
through increased accuracy rendering it more efficient than the semi-implicit method.
This is demonstrated in the next chapter using a diverse set of numerical experiments.
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3.2.2 Second-order bidomain solvers
The second-order operator-splitting method is called Strang method [Strang (1968)].
If we recall the initial-value problem of the form
dv
dt
= (L1 + L2)v,
v(0) = v0,
then the Strang method is
1. Solve the following problem for t ∈
[
0, ∆t
2
]
:
du
dt
= L1(u),
u(0) = v0.
2. Solve the following problem for t ∈ [0,∆t]:
dw
dt
= L2(w),
w(0) = u
(
∆t
2
)
.
3. Solve the following problem for t ∈
[
∆t
2
,∆t
]
:
du
dt
= L1(u),
u
(
∆t
2
)
= w(∆t).
One step of the splitting method to advance from time tn to time tn+1 = tn+∆t
involves the solution of the two sub-systems (3.12) and (3.13) and consists of three
phases:
1. Using the solution at time tn as the initial condition, solve sub-system (3.12)
for tn < t ≤ tn + ∆t
2
.
2. Using the solution of phase 1 as the initial condition, solve sub-system (3.13)
for tn < t ≤ tn+1.
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3. Using the solution of phase 2 as the initial condition, solve sub-system (3.12)
for tn + ∆t
2
< t ≤ tn+1.
The Strang method outlined above yields second-order convergence provided each
of the phases 1, 2, and 3 are solved with (at least) second-order accuracy. A Strang
method was presented in [Sundnes et al. (2005)] that applied a third-order SDIRK
method for the ODEs (3.12) and the CN method for the PDEs (3.13). This method
was shown to give second-order convergence, but in some cases it suffered from
instabilities, likely due to the use of the CN method in phase 2. Accordingly, we
wish to see the effect of replacing CN with a more stable method.
3.2.2.1 Method of lines
The focus of this section is on the time discretization of the PDEs (3.13). Using
the method of lines, we apply a spatial discretization (specifically, a finite element
method) to transform the PDE system (3.13) into an ODE system and then inves-
tigate a number of different time-discretization methods. The FE method is used
for the time discretization of the cell model ODEs (3.12). The FE method is first
order and hence the overall operator-splitting method formally becomes first order.
However, the cell model ODE systems are stiff enough that the time step of explicit
methods are dictated by stability rather than accuracy, and the time step required for
stability of the FE method renders highly accurate numerical solutions. The errors
from this part of the solution algorithm are therefore sub-dominant, and we observe
second-order convergence for the overall solution, as demonstrated in Section 4.4.
If we apply the finite element method to the PDEs (3.13), we get a linear system
of differential-algebraic equations (DAEs) of the form

 χCmAdvdt
0

 = −

 Ai Ai
Ai Ai+e



 v
ue

 , (3.36)
whereA,Ae, andAi+e are the matrices defined in (3.10). See, e.g., [Ascher and Petzold
(1998)], for an introduction to DAEs and their solution and see Appendix A for more
details on applying the finite element method to the bidomain model.
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3.2.2.2 Solution of (3.36) by the θ-rule
For completeness, we now specify the algorithm commonly used to solve the DAEs
(3.36). The method is a standard θ-rule, which yields the trapezoidal rule for θ =
1/2 that corresponds to the CN method for (3.13) and the BE method for θ =
1. We apply a θ-rule to the differential part of (3.36) and introduce un+θe as an
approximation to ue at time t
n + θ∆t. This gives the linear system


χCm
∆t
A+ θAi Ai
Ai
1
θ
Ai+e



 vn+1
un+θe

 =

 (
χCm
∆t
A+ (θ − 1)Ai)vn
θ−1
θ
Aiv
n

 , (3.37)
where we have scaled the second block row by 1/θ to obtain a symmetric system for
solution by a conjugate-gradient (CG) iterative solver. An alternative derivation of
this block system, based on first discretizing the system in time and then in space,
is found in [Sundnes et al. (2005, 2006)]. A detailed study of alternative splitting
methods, with particular focus on the effects of matrix lumping and the choice of
numerical quadrature, is found in [Krishnamoorthi et al. (2013)].
3.2.2.3 Solution of (3.36) by the SDIRK2 method
As mentioned, numerical experiments show that the method based on (3.37) is stable
for large ∆t when θ = 1 but may suffer from significant step-size restrictions to reduce
unphysical oscillations when θ = 1/2. Because numerical experiments presented in
[Sundnes et al. (2005)] suggest that the Strang method gives a better approximation
of the conduction velocity, we examine the Strang methods but with better stability
properties for the PDE solver. In particular, we expect the L-stability property to be
relevant in suppressing unphysical oscillations due to its strong damping properties.
SDIRK methods are arguably the simplest possible L-stable methods. The simplest
SDIRK method is BE, and it is also L-stable. SDIRK methods can be viewed as
combining steps similar to the case where θ = 1 in order to produce higher order.
We consider the L-stable, two-stage, second-order SDIRK method (SDIRK2) defined
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by the Butcher tableau
γ γ 0
1 1− γ γ
1− γ γ
,
with γ = (2 − √2)/2; see, e.g., [Ascher and Petzold (1998)] for an explanation of
the Butcher tableau for specifying Runge–Kutta methods. For a general initial-value
problem dy/dt = f (t,y), y(t0) = y0, this method advances a known approximate
solution yn at time t = tn to a new approximate solution yn+1 at time t = tn+1 by
means of the iteration
Y (1) −∆tγf (tn,γ,Y (1)) = yn,
yn+1 −∆tγf (tn+1,yn+1) = yn +∆t(1− γ)f (tn,γ,Y (1)),
where tn,γ = tn + γ∆t.
Because (3.36) is a DAE system, application of the SDIRK2 method is slightly
more complicated, but it is made easier by the fact that (3.36) is linear. Applied to
this system, the first stage of the SDIRK2 method requires solving the block system

χCm
∆t
A+ γAi γAi
γAi γAi+e



 v(1)
u(1)e

 =


χCm
∆t
Avn
0

 ,
to find the values Y (1) = (v(1), u(1)e ). As before, we have scaled the second row (but
now by γ∆t) to obtain a symmetric system. The second stage involves solving the
system


χCm
∆t
A+ γAi γAi
γAi γAi+e



 vn+1
un+1e

 =


χCm
∆t
Avn + (γ − 1)(Aiv(1) +Aiu(1)e )
0

 ,
to find the approximations yn+1 = (vn+1,un+1e ) at the next time step. The linear
systems to be solved are similar to those for the θ-rule. The fact that these linear
systems have identical coefficient matrices is exploited to improve the efficiency of the
SDIRK2 method [de Sturler (1996)]. Specifically, for a given method and constant
∆t, the coefficient matrix is in fact constant throughout the simulation. Thus, it can
be factored once at the beginning of each simulation and subsequent linear system
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solves at each step consist of only forward and backward substitutions. Because
the SDIRK2 method requires two such solves per step, it is asymptotically twice as
expensive as CN or BE for advancing (3.36). This does not imply, however, that the
overall cost for solving the bidomain model is twice as expensive when using SDIRK2
because the solution of (3.36) represents only part of the overall solution process.
3.2.2.4 Stability analysis
We now utilize a von Neumann stability analysis, see, e.g., [Strikwerda (2004)], for the
CN and SDIRK2 methods applied to the bidomain model in the context of operator-
splitting. For this purpose and in light of (3.13), we consider the one-dimensional
heat equation ∂u
∂t
= k ∂
2u
∂x2
on the interval [−L,L], where k = σ
χCm
. Piecewise linear
functions are used as basis functions in the finite element method.
A von Neumann stability analysis yields expressions for the amplification factor
G(ϕ), where uˆn+1(ω) = G(ϕ)uˆn(ω), ϕ = ω∆x, and uˆn(ω) is the Fourier transform of
un. For the CN method,
GCN (ϕ) =
1 + 2c2 − rs2
1 + 2c2 + rs2
, (3.38)
whereas for the SDIRK2 method,
GSDIRK2(ϕ) =
(1 + 2c2)
(
1 + 2c2 + 2r(2γ − 1)s2
)
(
1 + 2c2 + 2rγs2
)2 , (3.39)
where c = cos(ϕ
2
), s = sin(ϕ
2
), r = k∆tPDE
(∆x)2
, ∆tPDE is the time step used in (3.13), ∆x
is the (uniform) mesh spacing, and ω = nπ
L
is the wave number, for n = 1, 2, . . . , N ,
with N = L
∆x
. See Appendix D for the derivation of the amplification factors (3.38)
and (3.39).
It can be shown that |GCN(ϕ)| ≤ 1 and |GSDIRK2(ϕ)| ≤ 1 for all ϕ, ∆t > 0; there-
fore both CN and SDIRK2 methods are unconditionally linearly stable. However,
if G(ϕ) & −1, then the oscillatory components are propagated as weakly damped
oscillations in time. GCN & −1 if rs2 is large, i.e., if ϕ ≈ ±π and r is large. However,
GSDIRK & −1 if and only if
(
4γ2s2
)
r2 +
(
8(1 + 2c2)γ − 2(1 + 2c2)
)
r + 2(1+2c
2)2
s2
≈ 0.
This condition is generally harder to satisfy, and therefore, SDIRK2 rarely generates
sustained oscillations.
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We can further identify the relationships of the simulation parameters with the
size of the oscillations generated by CN. In particular, ∆tPDE and the conductivity
values have a direct relationship with the size of the oscillations; i.e., larger values
of these parameters lead to larger oscillations. Conversely, Cm, χ, and ∆x have
an inverse relationship with the size of the oscillations; i.e., smaller values of these
parameters lead to larger oscillations. From this analysis, there is no information
about the relationship between the time step ∆tODE used for the ODEs and the
size of the oscillations. However, empirically we do not observe any relationship, nor
would we expect one provided the ODE integration is stable. A summary of the
relationships of the different simulation parameters with the size of the unphysical
oscillations appears in Table 3.5.
Table 3.5: Relationship of parameters with size of unphysical oscilla-
tions.
Parameter Relationship
∆tODE none
∆tPDE direct
σi, σe direct
∆x inverse
Cm inverse
χ inverse
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Chapter 4
Numerical Experiments
In this chapter, we begin by introducing an error the size of which is used to
quantify the accuracy of a numerical solution. Then we describe the numerical
experiments for the cell models. After that, we present the numerical results for the
first-order bidomain solvers, i.e., the semi-implicit method and the Godunov method.
Finally, we present the numerical results for the second-order bidomain solvers, i.e,
the Strang method with CN and SDIRK2.
4.1 Mixed root-mean-square error
In order to evaluate the accuracy and efficiency of numerical methods over the in-
terval t ∈ [t0, tf ], it is necessary to have a measure of the accuracy of the numerical
solution. This can be done by computing an average of the error in the numerical
solution at N points in t ∈ [t0, tf ]. However, in order to compute an average of
the error, either the exact solution must be known or a reference solution must be
computed for all N points. In this case, a reference solution is a numerical solution
to (2.7) that is known to have converged to d digits of accuracy in v (and ue for
the bidomain model) at all N points, where d is sufficiently large and determined
by comparing increasingly accurate solutions and counting the number of matching
digits for all N points.
To assess the accuracy of the numerical solution of a myocardial cell model, we
use the Mixed Root Mean Square (MRMS) error [Marsh et al. (2012)], defined by
[MRMS]w =
√√√√ 1
N
N∑
i=1
(
w¯i − wi
1 + |w¯i|
)2
,
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where w¯i and wi, respectively, denote the reference solution and the numerical solu-
tion for the (scalar) quantity w at space-time point i.
4.2 ODE experiments
In this section, we assess the performance of the three basic numerical methods FE,
RL, and GRL1 on the 37 cell models listed in Table 2.1. In the spirit of work-precision
analysis, e.g., [Hairer et al. (1993)], the performance of a method is measured in rela-
tion to the least amount of CPU time required to achieve a specified error tolerance.
We also assess the performance of the proposed GRL1/FE|FE method on the five
stiffest cell models from Table 2.1.
The results from solving the 37 cell models with FE, RL, and GRL1 are listed in
Table 4.1. Matlab’s ode15s method [Shampine and Reichelt (1997)] was used with a
sequence of decreasing absolute and relative tolerances to 10−12 to compute reference
solutions with seven to ten matching digits at N = 100 equally spaced points in the
intervals of integration. The MRMS error between the reference solution and the
computed solution was computed using linear interpolation as necessary. A signifi-
cant part of our analysis consisted of determining the maximum constant step sizes
that satisfied a 5% MRMS error tolerance for the transmembrane potential for each
of the models with respect to the reference solutions. This enabled us to determine
the efficiency of a numerical method as the amount of computation time (i.e., the
product of the number of steps and the computational cost per step) required to
achieve a given accuracy; see, e.g., [Hairer et al. (1993)]. Timings reported are the
minimum run time out of 100 runs for these step sizes. Constant step sizes are used
to reflect the scenario of the ODEs being solved within the context of solving the
monodomain or bidomain equation via operator splitting. Timings were computed
in Matlab R2010a on an HP Z400 with an Intel Xeon W3520 2.66 GHz quad-core
processor with 16 GB of DDR3 RAM running 64-bit Ubuntu 9.04. Hyperthreading
and turbo-boost were enabled while the timings were computed.
From Table 4.1, we find that the FE method wins on nine models, the RL method
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Table 4.1: Step size, in milliseconds, and execution time, in seconds,
of the four numerical methods using the largest step size with less than
5% MRMS error. The shortest execution time has been highlighted in
bold text for each model.
Model FE RL GRL1
∆t Time ∆t Time ∆t Time
Beeler–Reuler (1977) 2.53E–2 3.53E–2 7.20E–1 1.40E–3 8.08E–1 3.85E–3
Bondarenko et al. (2004) 2.13E–4 2.23E+0 2.13E–4 2.28E+0 7.47E–3 8.41E–1
Courtemanche et al. (1998) 1.94E–2 2.11E–1 7.97E–2 5.60E–2 9.60E–2 3.01E–1
Demir et al. (1994) 5.95E–2 1.52E–2 5.32E–2 1.76E–2 1.18E–1 9.03E–2
Demir et al. (1999) 5.96E–2 1.74E–2 4.73E–2 2.36E–2 9.99E–2 1.26E–1
DiFrancesco–Noble (1985) 7.73E–2 8.21E–2 1.95E–1 3.40E–2 2.07E–1 3.22E–1
Dokos et al. (1996) 7.02E–2 2.87E–2 1.22E–1 1.64E–2 8.02E–2 2.78E–1
FitzHugh–Nagumo (1961) 2.72E–3 6.02E–3 NA NA 2.60E–3 1.35E–1
Faber–Rudy (2000) 1.12E–2 2.05E–1 2.01E–2 1.17E–1 4.06E–2 6.28E–1
Fox et al. (2002) 4.62E–3 2.94E–1 4.33E–2 3.31E–2 1.16E–1 8.77E–2
Hilgemann–Noble (1987) 6.25E–2 1.93E–2 8.06E–2 1.51E–2 1.52E–1 9.77E–2
Hund–Rudy (2004) 7.80E–3 3.11E–1 5.33E–3 4.85E–1 5.47E–3 4.88E+0
Jafri et al. (1998) 5.76E–4 3.65E+0 5.77E–4 3.59E+0 1.41E–3 1.71E+1
Luo–Rudy (1991) 1.35E–2 1.33E–1 1.23E–1 1.30E–2 3.15E–1 1.01E–2
Maleckar et al. (2008) 5.02E–2 7.86E–2 8.87E–2 4.60E–2 4.20E–1 1.29E–1
McAllister et al. (1975) 2.47E–2 7.35E–2 4.69E–1 4.41E–3 2.53E–1 2.38E–2
Noble (1962) 2.02E–1 2.83E–3 1.47E–1 3.69E–3 1.10E–1 1.77E–2
Noble–Noble (1984) 2.04E–1 5.65E–3 1.21E–1 9.57E–3 9.27E–2 1.21E–1
Noble et al. (1991) 5.15E–2 2.15E–2 1.53E–1 7.46E–3 1.04E–1 1.17E–1
Noble et al. (1998) 5.56E–2 5.37E–2 1.57E–1 1.96E–2 8.86E–2 3.47E–1
Nygren et al. (1998) 5.36E–2 9.44E–2 8.88E–2 5.88E–2 2.06E–1 2.77E–1
Pandit et al. (2001) 2.91E–4 4.94E+0 2.91E–4 5.13E+0 2.40E–2 6.02E–1
Pandit et al. (2003) 2.65E–5 5.55E+1 2.65E–5 5.68E+1 1.57E–2 9.67E–1
Puglisi–Bers (2001) 5.97E–3 1.39E+0 1.45E–2 7.81E–1 3.23E–2 1.04E+0
Sakmann et al. (2000) – Endo 6.90E–2 5.12E–2 4.99E–2 6.94E–2 4.16E–2 8.87E–1
Sakmann et al. (2000) – Epi 6.90E–2 5.24E–2 4.16E–2 8.32E–2 3.83E–2 9.67E–1
Sakmann et al. (2000) – M-cell 6.86E–2 5.26E–2 2.32E–1 1.51E–2 4.21E–1 8.80E–2
Stewart et al. (2009) 1.52E+1 4.42E–1 2.05E+2 3.48E–2 1.74E+2 3.78E–1
Ten Tusscher et al. (2004) –Endo 1.78E–3 1.77E+0 1.24E–1 2.65E–2 1.37E–1 2.18E–1
Ten Tusscher et al. (2006) –Endo 1.62E–3 1.29E+0 7.03E–2 3.10E–2 1.29E–1 1.67E–1
Ten Tusscher et al. (2004) –Epi 1.78E–3 1.79E+0 1.12E–1 2.97E–2 1.19E–1 2.51E–1
Ten Tusscher et al. (2006) –Epi 2.14E–3 9.86E–1 1.16E–1 1.90E–2 1.75E–1 1.23E–1
Ten Tusscher et al. (2004) –M-cell 1.76E–3 1.33E+0 1.21E–1 2.03E–2 1.02E–1 2.23E–1
Ten Tusscher et al. (2006) –M-cell 2.06E–3 1.01E+0 1.27E–1 1.72E–2 1.38E–1 1.54E–1
Wang–Sobie (2008) 1.66E–2 6.21E–2 5.27E–2 1.90E–2 9.36E–2 1.20E–1
Winslow31 1.07E–4 1.41E+1 1.07E–4 1.49E+1 9.38E–5 2.15E+2
Zhang et al. (2000) 9.97E–2 5.14E–2 4.57E–1 1.16E–2 3.04E–1 1.12E–1
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wins on 24 models, and the GRL1 method wins on four models. Moreover, the RL
method is never more than about 50% less efficient than the FE method. This
confirms that the popularity of the RL method in practice is well justified. The
secrets to its success lie mainly in its partitioning of the ODE system into gating
and non-gating variables and solving the equations for the gating variables with an
exponential integrator. The RL method has the best combination of stability and
computational expense per step for moderately stiff models. Because the majority of
the 37 cell models are moderately stiff, the RL method is the best single method for
most models. The GRL1 method is the most efficient for three of the stiffest models,
those of Bondarenko et al. (2004), Pandit et al. (2001), and Pandit et al. (2003).
The performance of the partitioned method GRL1/FE|FE is determined for five
of the stiffest cell models, namely those of Bondarenko et al. (2004), Jafri et al.
(1998), Pandit et al. (2003), the endocardial variant of the model of Ten Tusscher
et al. (2006) (TT2006-endo), and Winslow31, according to the partitions reported
in Table 3.3, and the results are reported in Table 4.2. For GRL1/FE|FE, ∆tns and
∆ts are the step sizes used in the non-stiff and stiff regions, respectively.
From Table 4.2, we see that GRL1/FE|FE is the most efficient method for all
five of the stiff models considered. For the two stiffest models, namely those of
Pandit et al. (2003) and Winslow31, GRL1/FE|FE is almost 5 and 3 times faster,
respectively, than its next closest competitor. For these models, RL is not the most
efficient basic method; GRL1/FE|FE is about 270 and 3 times faster than RL in these
cases. For the slightly less stiff models of Bondarenko et al. (2004) and Jafri et al.
(1998), GRL1/FE|FE is about 9 and 5 times faster than its next closest competitor,
respectively. We note RL is the most efficient basic method for the model of Jafri et
al. (1998). Finally for TT2006-endo that only has a single stiff variable, the gating
variable m, GRL1/FE|FE is 12% faster than its next closest competitor, RL.
These improvements can generally be understood as follows. In the stiff regions,
the GRL1/FE|FE method can generally take larger step sizes than the RL method
applied to the entire region because the partitioning of the ODEs better captures
the stiffness for treatment by the exponential integrator than partitioning along
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the lines of gating vs. non-gating variables. Moreover because the use of GRL1
is limited to the relatively small number of stiff ODEs, it is also computationally
cheaper per step than RL. In the non-stiff regions, GRL1/FE|FE reduces to FE,
which is the cheapest method per step out of those considered. The GRL1/FE|FE
method can also generally take larger steps on these regions than the corresponding
steps for FE applied to the entire region because it is not impacted by restrictions
from the stiff regions. Based on this analysis, we also expect that a method based
on partitioning the time interval into stiff and non-stiff regions and applying RL and
FE respectively to these regions would outperform RL (see [Spiteri and Dean (2010)]
and [Spiteri and Dean (2012))] but not GRL1/FE|FE.
Table 4.2: Step size, in milliseconds, and execution time, in seconds,
of the basic methods (FE, RL, GRL1) and the partitioned method
GRL1/FE|FE using the largest step sizes that gives less than 5%
MRMS error for five of the stiffest cell models. The shortest exe-
cution time has been highlighted in bold text for each model. For
GRL1/FE|FE, ∆tns is the step size used by the FE method in the non-
stiff region and ∆ts is the stiff step size used by the GRL1/FE method
in the stiff region.
Model FE RL GRL1 GRL1/FE|FE
∆t Time ∆t Time ∆t Time ∆tns ∆ts Time
Bondarenko et al. (2004) 2.13E–4 2.23E+0 2.13E–4 2.28E+0 7.47E–3 8.41E–1 3.02E–2 7.59E–3 9.59E–2
Jafri et al. (1998) 5.76E–4 3.65E+0 5.77E–4 3.59E+0 1.41E–3 1.71E+1 5.29E–3 2.29E–3 6.84E–1
Pandit et al. (2003) 2.65E–5 5.55E+1 2.65E–5 5.68E+1 1.57E–2 9.67E–1 1.99E–2 6.59E–3 2.10E–1
TT2006-endo 1.62E–3 1.29E+0 7.03E–2 3.10E–2 1.29E–1 1.67E–1 1.08E–1 1.00E–1 2.55E–2
Winslow31 1.07E–4 1.41E+1 1.07E–4 1.49E+1 9.38E–5 2.15E+2 5.00E–3 7.70E–5 4.85E+0
When solving the monodomain or bidomain model in practice, other devices, such
as table lookups of activation and inactivation variables and switching to larger time
steps when all model points are depolarized, are often used to reduce computation
times [Trudel et al. (2004)]. The use of such devices would not be expected to alter
the applicability of the results of this study to the monodomain or bidomain model.
First, assuming that table lookups is used on the dominant computational part of
f(t,y) from (3.1), its use would align the computational expense per step for methods
that use RL even more closely with that of FE. This would increase the competi-
tiveness of such RL-based methods, especially for large simulations. Nonetheless,
the relative times between methods should remain comparable to those reported.
Second, switching to larger time steps when all model points are depolarized can be
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related to the strategy of adjusting the method and time step for each point based
on stiffness/non-stiffness intervals as described in Tables 3.3 and 4.2. The repolar-
ization phase roughly corresponds to the non-stiff regions. Hence, the results from
Table 4.2 can be thought of as a mechanism to increase the step size and switch to
the most appropriate numerical method to reduce the overall computation time.
4.3 First-order bidomain experiments
In this section, we assess the performance of the semi-implicit and Godunov methods
by means of numerical experiments consisting of four one-dimensional problems, a
two-dimensional problem, and a three-dimensional problem. These experiments in-
clude two different initial conditions and four different cell models with a wide range
of stiffness characteristics. The Chaste software environment [Pitt-Francis et al.
(2009)] is used for all of the numerical tests. The (Chaste default) interpolation
approach, i.e., ionic current interpolation, is used to interpolate the Iion term as
required in the finite element method [Pathmanathan et al. (2011)]. To solve the
linear systems associated with each method, the default pair of Krylov subspace
(KSP) solver and preconditioner in Chaste are used, i.e., the conjugate gradient
solver with block Jacobi preconditioner. Timings were computed in Chaste 3.1 run-
ning in serial on a dual Hex Core Intel Xeon X5650 2.66 GHz with 12 GB of RAM
running Red Hat Enterprise Linux Server 5.7. Timings (both absolute and rela-
tive) are naturally affected by any parallelism introduced in the computations, e.g.,
the number of cores, available memory, and specific architecture, especially as these
relate to the relative expense of solving (2.28a) versus (2.28b)–(2.28c).
In order to assess the accuracy of the semi-implicit and Godunov methods, ref-
erence solutions are generated in Chaste using the semi-implicit method but with
Heun’s method (instead of FE) for advancing the s variables. By comparing succes-
sive solutions computed by halving the time step and doubling the number of mesh
points, reference solutions with two to four matching digits between the successive
solutions were computed for each numerical experiment. For 1D cases, solutions
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were compared at Nt = 21 equally spaced points in the time interval and Nx = 101
equally spaced points in the space interval, for a total of N = NtNx = 2121 points.
A similar approach can be used for 2D and 3D cases. To calculate the accuracy of
the numerical solutions, we use the MRMS error on the transmembrane potential
and the extracellular potential.
4.3.1 1D experiments
The bidomain model was simulated in one dimension with two cell models,
namely, those of Courtemanche et al. [Courtemanche et al. (1998)] and Winslow31
[Winslow et al. (1999)]. The model of Courtemanche et al. has 21 cellular state vari-
ables and is considered to be moderately stiff, whereas Winslow31 has 31 variables
and is considered to be highly stiff [Marsh et al. (2012); Spiteri and Dean (2010)].
Two different initial conditions were used. The first is given by
v(x, 0) = v0 + 100(1− sin(x)),
s(x, 0) = s0,
ue(x, 0) = 0,
Istim(x, t) = 0, x ∈ [0, 1] cm, t ∈ [0, tf ] ms,
(4.1)
where v0 and s0 are the default resting state values for v and s, respectively, for the
particular cell model used [Auckland Bioengineering Institute (2011)]. The second
is given by
v(x, 0) = v0,
s(x, 0) = s0,
ue(x, 0) = 0,
(4.2)
Istim(x, t) =


−50 000 µA/cm3, x ∈ [0, 0.1] cm, t ∈ [0, 2] ms,
0, otherwise.
For all the simulations, the (Chaste default) parameter values χ = 1400 /cm,
Cm = 1 µF/cm
2, σi = 1.75 mS/cm, and σe = 7 mS/cm were used, and the spatial
domain was [0, 1] cm. The time interval was [0, 5] ms for the model of Courtemanche
et al. and is [0, 10] ms for Winslow31.
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Two reference solutions with four matching digits between successive numerical
solutions were generated using ∆t = 5 · 10−7 ms with 20, 001 mesh points for the
model of Courtemanche et al. and 50, 001 mesh points for Winslow31. The maximum
constant time step and minimum number of mesh points that yielded a numerical
solution that approximately satisfied a 5% MRMS error tolerance for v were found
with both the semi-implicit and Godunov methods; the MRMS errors for ue were
found to be smaller (cf. Table 4.3).
The plots of the transmembrane potential obtained from the Godunov method
for the model of Courtemanche et al. at t = 0 ms, t = 1 ms, and t = 5 ms using
the initial conditions (4.1) and (4.2) are given in Figures 4.1 and 4.2, respectively.
The plots of the transmembrane potential obtained from the Godunov method for
the model of Winslow et al. at t = 0 ms, t = 5 ms, and t = 10 ms using the
initial conditions (4.1) and (4.2) are given in Figures 4.3 and 4.4, respectively. The
corresponding plots for the reference solution and the solution from the semi-implicit
method are indistinguishable to normal visual accuracy and are thus omitted.
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Figure 4.1: Transmembrane potential from the Godunov method at
t = 0 ms (– – –), t = 2 ms ( · – · – · ), and t = 5 ms (——) for the
model of Courtemanche et al. with the initial condition (4.1).
For the initial conditions (4.1) and (4.2), Figures 4.5 and 4.6 show normalized
local truncation errors computed directly from (3.33) and (3.34) for the model of
Courtemanche et al., respectively, and Figures 4.7 and 4.8 show normalized local
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Figure 4.2: Transmembrane potential from the Godunov method at
t = 0 ms (– – –), t = 2 ms ( · – · – · ), and t = 5 ms (——) for the
model of Courtemanche et al. with the initial condition (4.2).
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Figure 4.3: Transmembrane potential of the Godunov solution at
t = 0 ms (– – –), t = 5 ms ( · – · – · ), and t = 10 ms (——) for
Winslow31 with the initial condition (4.1).
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Figure 4.4: Transmembrane potential of the Godunov solution at
t = 0 ms (– – –), t = 5 ms ( · – · – · ), and t = 10 ms (——) for
Winslow31 with the initial condition (4.2).
truncation errors computed directly from (3.33) and (3.34) for the model of Winslow
et al., respectively. These figures were produced using the typical values ∆t = 1·10−2
ms and N∗x = 201 values of the reference solution where required and normalized
by N∗x . From these figures, we see that the size of the normalized local truncation
error of the semi-implicit method is never less than that of the Godunov method.
Combined with the analysis from Section 3.2.2, this suggests the Godunov method
may be expected to outperform the semi-implicit method.
The maximum time steps used to obtain the solutions with approximately 5%
MRMS error are reported in Table 4.3. For the model of Courtemanche et al., we
used 101 mesh points for the case with initial condition (4.1) and 401 mesh points
with the initial condition (4.2). For the model of Winslow et al., we used 251 mesh
points for the case with the initial condition (4.1) and 1001 mesh points with the
initial condition (4.2).
Table 4.3 also shows the error and timing results, from which we see that the
Godunov (G) method can take a larger time step than the semi-implicit (SI) method1
and provide less than 5% MRMS error for v. The Godunov method is 10.2 and
1Specifically, ten times larger for the problems tested.
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Figure 4.5: Normalized local truncation errors computed directly from
(3.33) and (3.34) for the model of Courtemanche et al. with the initial
condition (4.1).
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Figure 4.6: Normalized local truncation errors computed directly from
(3.33) and (3.34) for the model of Courtemanche et al. with the initial
condition (4.2).
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Figure 4.7: Normalized local truncation errors computed directly from
(3.33) and (3.34) for Winslow31 with the initial condition (4.1).
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Figure 4.8: Normalized local truncation errors computed directly from
(3.33) and (3.34) for Winslow31 with the initial condition (4.2).
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10.0 times faster than the semi-implicit method for the model of Courtemanche et
al. with initial conditions (4.1) and (4.2), respectively, and 9.8 and 9.7 times faster
for Winslow31 with initial conditions (4.1) and (4.2), respectively. We note that
approximately 80% to 90% of the total execution time is spent on advancing the cell
states via (3.9a) for these problems.
Table 4.3: Time step, in milliseconds, MRMS errors, and execution
time, in seconds, of the semi-implicit and Godunov methods for the
model of Courtemanche et al. and Winslow31.
Cell model Method ∆t (ms) [MRMS]v [MRMS]ue Execution time (s)
Courtemanche SI 1 · 10−3 0.048 0.022 2.45
with IC (4.1) G 1 · 10−2 0.033 0.028 0.24
Courtemanche SI 1 · 10−4 0.042 0.020 52.99
with IC (4.2) G 1 · 10−3 0.040 0.018 5.30
Winslow31 SI 1 · 10−5 0.031 0.020 477.99
with IC (4.1) G 1 · 10−4 0.029 0.019 50.77
Winslow31 SI 1 · 10−5 0.037 0.011 1846.58
with IC (4.2) G 1 · 10−4 0.034 0.010 189.41
Similar experiments to satisfy a 5% MRMS error tolerance on v were performed
in 1D with the initial condition (4.1) for other cell models including the model
of Maleckar et al. [Maleckar et al. (2008)], the Luo–Rudy phase 1 (LR1) model
[Luo and Rudy (1991)], the model of Noble et al. 1998 [Noble et al. (1998)], and
the epicardial variant of the model of Ten Tusscher et al. (2006) (TT2006-epi)
[Ten Tusscher and Panfilov (2006)]. The results showed that the Godunov method
outperforms the semi-implicit method in all of these cases by factors of 15, 6, 8, and
9, respectively; full details are omitted.
4.3.2 2D experiment
The bidomain model with the LR1 cell model was simulated to assess the perfor-
mance of the semi-implicit and Godunov methods over a two-dimensional domain
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with the initial condition,
v(x, y, 0) = v0 + 100(1− sin(xy)),
s(x, y, 0) = s0,
ue(x, y, 0) = 0,
(4.3)
where v0 and s0 are the default resting state values for v and s, respectively, for
the LR1 cell model. The LRI cell model has 8 cellular state variables and is
considered to be relatively non-stiff [Marsh et al. (2012); Spiteri and Dean (2010)].
The (Chaste default) parameter values χ = 1400 /cm, Cm = 1 µF/cm
2, and
σi = diag(σ
f
i , σ
n
i ), σe = diag(σ
f
e , σ
n
e ), with σ
f
i = σ
n
i = 1.75 mS/cm, σ
f
e = σ
n
e = 7
mS/cm were used, the spatial domain was [0, 1] cm ×[0, 1] cm with 101× 101 mesh
points, and the time interval was [0, 5] ms.
A reference solution with two matching digits was generated using ∆t = 5 · 10−6
ms and 1001× 1001 mesh points. The maximum constant time step and minimum
number of mesh points that yielded a numerical solution that approximately satis-
fied a 5% MRMS error tolerance for v were found with both the semi-implicit and
Godunov methods; the MRMS errors for ue were found to be smaller (cf. Table 4.4).
The plots of the transmembrane potential of the Godunov solution at t = 0 ms,
t = 1 ms, and t = 5 ms are given in Figure 4.9. The corresponding plots for the ref-
erence solution and the semi-implicit method are indistinguishable to normal visual
accuracy and are thus omitted.
Normalized values of the local truncation errors computed directly from (3.33)
and (3.34) are shown in Figure 4.10 for the analogous 1D problem with the initial
condition (4.1). The figure was produced using the typical values ∆t = 1 · 10−2 ms
and N∗x = 201 values of the reference solution where required and normalized by
N∗x . The plots of the normalized local truncation error over time show that the size
of the normalized local truncation error of the semi-implicit method is never less
than that of the Godunov method. Combined with the analysis from Section 3.2.2,
this suggests the Godunov method may be expected to outperform the semi-implicit
method.
The maximum time steps used to obtain the solutions with approximately 5%
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(a) Transmembrane potential at t = 0 ms.
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(b) Transmembrane potential at t = 1 ms.
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(c) Transmembrane potential at t = 5 ms.
Figure 4.9: Transmembrane potential of the Godunov solution for the
LR1 cell model at t = 0 ms, t = 1 ms, and t = 5 ms on [0, 1] cm ×[0, 1]
cm domain.
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Figure 4.10: Normalized local truncation errors computed directly
from (3.33) and (3.34) for the LR1 cell model with the initial condition
(4.3).
MRMS error are reported in Table 4.4. Table 4.4 also shows the error and timing
results, from which we see that the Godunov method can again use a larger time
step (five times larger) than the semi-implicit method to provide less than 5% MRMS
error for v. Consequently, the Godunov method is 4.6 times faster than the semi-
implicit method for the LR1 cell model over the two-dimensional domain. We note
that approximately 40% to 45% of the total execution time is spent on advancing
the cell states via (3.9a) for this problem.
Table 4.4: Time step, in milliseconds, MRMS errors, and execution
time, in seconds, of the semi-implicit and Godunov methods for the
LR1 cell model.
Method ∆t (ms) [MRMS]v [MRMS]ue Execution time (s)
SI 2 · 10−3 0.033 0.009 38.87
G 1 · 10−2 0.030 0.033 8.47
A similar experiment to satisfy a 5% MRMS error tolerance on v was performed
for this problem with the initial condition (4.2) with the stimulus region extended
to 2D, i.e., [0, 0.1] cm ×[0, 0.1] cm. This experiment, which is similar to the experi-
ment in [Torabi Ziaratgahi et al. (2014)], also showed that Godunov method is more
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efficient than the semi-implicit method; full details are omitted.
4.3.3 3D experiment
The bidomain model with the TT2006-epi cell model was simulated to assess the
performance of the semi-implicit method and the Godunov method over a three-
dimensional domain with the initial condition,
v(x, y, z, 0) = v0 + 100(1− sin(xyz)),
s(x, y, z, 0) = s0,
ue(x, y, z, 0) = 0,
(4.4)
where v0 and s0 are the default resting state values for v and s, respectively, for
TT2006-epi. TT2006-epi has 19 cellular state variables and is considered to be a
highly stiff cell model [Marsh et al. (2012); Spiteri and Dean (2010)]. The (Chaste
default) parameter values χ = 1400 /cm, Cm = 1 µF/cm
2, σi = diag(σ
f
i , σ
n
i , σ
t
i),
σe = diag(σ
f
e , σ
n
e , σ
t
e), with σ
f
i = σ
n
i = σ
t
i = 1.75 mS/cm, σ
f
e = σ
n
e = σ
t
e = 7 mS/cm
were used, the spatial domain was [0, 1] cm ×[0, 1] cm ×[0, 1] cm with 51× 51× 51
mesh points, and the time interval was [0, 5] ms.
Because of the size of the problem, we were unable to generate a reference solu-
tion using Chaste. Instead, a reference solution was generated with two matching
digits in Nektar++ [Nektar (2012)], which is a code based on spectral elements, us-
ing the following protocol. First, seven solutions were generated with polynomial
degree 11 and time steps ∆t = 2−k · 10−2 ms, k = −1, 0, . . . , 5 . The Strang
operator-splitting method [Strang (1968)] together with the spectral/hp element
method [Nektar (2012)] for the spatial discretization of the PDE system (2.28b)–
(2.28c), the first-order IMEX Gear method [Ethier and Bourgault (2008)] for the
temporal discretization of (2.28b)–(2.28c), and the FE method for (2.28a) were used
in Nektar++ to generate the seven solutions. Richardson extrapolation [Richardson
(1911)] was then used to generate the reference solution.
The maximum constant time step and minimum number of mesh points that
yielded a numerical solution that approximately satisfied a 5%MRMS error tolerance
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for v were found with both the semi-implicit and Godunov methods; the MRMS
errors for ue were found to be smaller (cf. Table 4.5). The plots of the transmembrane
potential of the Godunov solution at t = 0 ms, t = 1 ms, and t = 5 ms are given in
Figure 4.11. The corresponding plots for the reference solution and the semi-implicit
are visually indistinguishable at normal resolutions and hence are omitted.
Normalized values of the local truncation errors computed directly from (3.33)
and (3.34) are shown in Figure 4.12 for the analogous 1D problem with the initial
condition (4.1). The figure was produced using the typical values ∆t = 1 · 10−2 ms
and N∗x = 201 values of the reference solution where required and normalized by
N∗x . The plots of the normalized local truncation error over time show that the size
of the normalized local truncation error of the semi-implicit method is never less
than that of the Godunov method. Combined with the analysis from Section 3.2.2,
this suggests the Godunov method may be expected to outperform the semi-implicit
method.
The maximum time steps used to obtain the solutions with approximately 5%
MRMS error are reported in Table 4.5. Table 4.5 also shows the error and timing
results, from which we see that the Godunov method can again use a larger time
step (ten times larger) than the semi-implicit method to provide less than 5% MRMS
error for v. Consequently, the Godunov method is 7.7 times faster than the semi-
implicit method for TT2006-epi over the three-dimensional domain. We note that
approximately 40% to 55% of the total execution time is spent on advancing the cell
states (3.9a) for this problem.
Table 4.5: Time step, in milliseconds, MRMS errors, and execu-
tion time, in seconds, of the semi-implicit and Godunov methods for
TT2006-epi.
Method ∆t (ms) [MRMS]v [MRMS]ue Execution time (s)
SI 2.5 · 10−3 0.028 0.004 1232.88
G 2.5 · 10−2 0.035 0.044 160.32
A similar experiment to satisfy a 5% MRMS error tolerance on v was performed
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(a) Transmembrane potential at t = 0 ms.
(b) Transmembrane potential at t = 1 ms.
(c) Transmembrane potential at t = 5 ms.
Figure 4.11: Transmembrane potential of the Godunov solution for
TT2006-epi at t = 0, t = 1, t = 5 on [0, 1]× [0, 1]× [0, 1] cm domain.
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Figure 4.12: Normalized local truncation errors computed directly
from (3.33) and (3.34) for TT2006-epi with the initial condition (4.4).
for this problem with the initial condition (4.2) with the stimulus region extended
to 3D, i.e., [0, 0.1] cm ×[0, 0.1] cm ×[0, 0.1] cm. This experiment, which is similar
to the experiment in [Niederer et al. (2011)], also showed that Godunov method is
more efficient than the semi-implicit method; full details are omitted.
4.4 Second-order bidomain experiments
In this section, we study aspects of simulations of the bidomain model when using
the SDIRK2 method as the PDE solver in an operator-splitting method. We consider
the order of convergence, accuracy, stability, and efficiency of the SDIRK2 method
compared to the CN and BE methods. For the numerical experiments in one dimen-
sion, the direct solver MUMPS [MUMPS (2012)] is used to solve the associated linear
systems. For the numerical experiments in two and three dimensions, a CG iterative
solver with a block Jacobi preconditioner is used. All of the numerical results were
generated within the Chaste software environment [Pitt-Francis et al. (2009)].
4.4.1 Order of convergence
Because extremely fine spatial and temporal resolutions are required to produce a
highly accurate reference solution for convergence testing, we consider a simple one-
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dimensional problem. The bidomain model was solved for a one-cm spatial interval
[0,1], and reference solutions were generated for two cell models, the Luo–Rudy
phase 1 (LR1) model [Luo and Rudy (1991)] and the model of Courtemanche et
al. [Courtemanche et al. (1998)], with the initial condition
v(t = 0,x) = v0 + 100(1− sin(x)),
s(t = 0,x) = s0,
ue(t = 0,x) = 0,
where v0 and s0 are the resting values for v and s, respectively, for the particular cell
model. We use the (Chaste default) values χ = 1400/cm, Cm = 1 µF/cm
2, σi = 1.75
mS/cm, and σe = 7 mS/cm and simulate the model for t ∈ [0, 5] ms.
A reference solution for each bidomain simulation described below was computed
with Chaste using the semi-implicit method with Heun’s method as the ODE solver.
Successive solutions were computed by halving the time step and doubling the num-
ber of spatial mesh points until four or more matching digits were obtained at 21
equally spaced points in the temporal interval and 101 equally spaced points in the
spatial interval, for a total of 2121 comparison points. The resolutions required for
the reference solutions were ∆t = 5 · 10−8 ms, ∆x = 1/30 000 cm for the LR1 cell
model and ∆t = 5 · 10−7 ms, ∆x = 1/20 000 cm for the cell model of Courtemanche
et al.
Numerical experiments were performed to determine the order of convergence
using the SDIRK2 method to solve (3.13). The error is computed for each numerical
experiment by computing the absolute error of the solution at x = 0.5 cm relative
to the reference solution. The order of convergence is computed from
p =
log(ǫ1/ǫ2)
log(∆t1/∆t2)
, (4.5)
where log is the natural logarithm, ∆t1 and ∆t2 are two successive step size choices
and ǫ1 and ǫ2 are the corresponding errors. Table 4.6 confirms the second-order
convergence of the SDIRK2 method.
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Table 4.6: Convergence results for the SDIRK2 method applied as the
PDE solver for the bidomain model. Errors are computed at t = 5 ms
at x = 0.5 cm with ∆x = 5 · 10−3 cm for the LR1 cell model and
∆x = 1 · 10−2 cm for the cell model of Courtemanche et al.
Cell model ∆t ǫ p
LR1
2.50 · 10−2 6.49 · 10−3 —
1.25 · 10−2 1.76 · 10−3 1.88
6.25 · 10−3 4.35 · 10−4 2.02
3.13 · 10−3 9.23 · 10−5 2.24
Courtemanche
1.25 · 10−1 1.46 · 10−2 —
5.00 · 10−2 2.80 · 10−2 1.80
2.50 · 10−2 5.60 · 10−4 2.32
1.25 · 10−2 1.05 · 10−4 2.41
4.4.2 Unphysical oscillations
We observed unphysical oscillations in different situations, including different spa-
tial dimensions, i.e., from one to three, different mesh sizes, different cell models,
i.e., LR1 [Luo and Rudy (1991)], Courtemanche et al. [Courtemanche et al. (1998)],
Maleckar et al. [Maleckar et al. (2008)], Noble et al. [Noble et al. (1991)], Nygren et
al. [Nygren et al. (1998)], Winslow et al. [Winslow et al. (1999)], and Ten Tusscher
et al. (2006) [Ten Tusscher and Panfilov (2006)], and different initial conditions, i.e.,
continuous initial conditions (with stimulus) and discontinuous initial conditions. We
now present two different scenarios in which unphysical oscillations are exhibited.
4.4.2.1 Scenario I: Coarse Time Step
Scenario I is similar to a numerical experiment in [Whiteley (2006)]. The spatial
domain is [0, 0.5] cm × [0, 0.5] cm, discretized uniformly with a spatial resolution
of ∆x = ∆y = 0.0025 cm with N = 40 401 nodes and 80 000 triangles. We use
∆tPDE = 0.4 ms, ∆tODE = 0.01 ms, χ = 1400 /cm, Cm = 1 µF/cm
2, and the LR1
cell model. The tissue fibres are taken to be parallel and aligned with the x-axis,
yielding diagonal conductivity tensors σi = diag(σ
f
i , σ
n
i ), σe = diag(σ
f
e , σ
n
e ), with
σfi = σ
f
e = 2.63 mS/cm, σ
n
i = 0.263 mS/cm, and σ
n
e = 1.087 mS/cm. A stimulus
with amplitude of −50 000 µA/cm3 and duration of 2 ms is applied to the lower left-
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Figure 4.13: Plots of the transmembrane potential at the spatial point
(0.125, 0.125) and t ∈ [0, 20] ms for Scenario I: (a) reference solution,
(b) CN solution, (c) SDIRK2 solution, and (d) BE solution.
hand corner region [0, 0.1] cm × [0, 0.1] cm, causing an excitation wave to spread
across the domain. The simulation duration is 20 ms. Unphysical oscillations can
be generated in three dimensions similarly.
For comparison purposes, we generated a reference solution with ∆x = ∆y =
0.001 cm, ∆tPDE = 0.01 ms, and ∆tODE = 0.001 ms. Figure 4.13(a) shows a time
series plot of the reference solution at the spatial point (0.125, 0.125). The oscillations
in the solution produced using CN at the spatial point (0.125, 0.125) are displayed
in Figure 4.13(b). These oscillations are attenuated during the plateau phase, at
which point the solution looks more physically reasonable. The corresponding plots
for SDIRK2 and BE can be seen in Figures 4.13(c) and 4.13(d), respectively.
In Figure 4.14(a), the reference solution is displayed on [0, 0.5] cm × [0, 0.25] cm.
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(a) Reference Solution (b) CN
(c) SDIRK (d) BE
Figure 4.14: Plots of the transmembrane potential on [0, 0.5] cm
× [0, 0.25] cm at t = 8 ms for Scenario I: (a) reference solution, (b) CN
solution, (c) SDIRK2 solution, and (d) BE solution.
The corresponding solution produced by CN is displayed in Figure 4.14(b). Unphysi-
cal oscillations can be seen across the action potential wavefront. The corresponding
plots for SDIRK2 and BE are displayed in Figures 4.14(c) and 4.14(d), respectively.
There are obvious inaccuracies in all the solutions because of the relatively coarse
meshes, but it is also clear that neither the SDIRK2 nor BE methods exhibit un-
physical oscillations.
All other things being equal, one way to decrease the oscillations for CN is to de-
crease ∆tPDE. The oscillations in the solution produced using CN with ∆tPDE = 0.3
ms at the spatial point (0.125, 0.125) are displayed in Figure 4.15(a). The correspond-
ing plots for ∆tPDE = 0.2 ms and ∆tPDE = 0.1 ms can be seen in Figures 4.15(b)
and 4.15(c), respectively. As can be seen, suppression of unphysical oscillations to
visual accuracy requires the use of ∆tPDE = 0.1 ms.
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Figure 4.15: Plots of the transmembrane potential at the spatial
point (0.125, 0.125) and t ∈ [0, 20] ms for Scenario I using CN with (a)
∆tPDE = 0.3 ms, (b) ∆tPDE = 0.2 ms, and (c) ∆tPDE = 0.1 ms.
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These observations can be understood in terms of the amplification factors of
the methods. For the purposes of analysis, in equations (3.38) and (3.39), we let
σ = 0.263 mS/cm, L = 0.5, ∆x = 0.0025 cm, and N = 0.5/0.0025 = 200, with
ϕ = ϕ(n) = ω(n)∆x = nπ
L
∆x. The CN and SDIRK2 amplification factors as a
function of wave number index n are shown in Figure 4.16. The amplification factor
of the BE method behaves similarly to that of the SDIRK2 method (details omitted).
Figure 4.16 shows that although both methods have similar damping properties
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Figure 4.16: CN and SDIRK2 amplification factors from equa-
tions (3.38) and (3.39) for Scenario I.
at low wave numbers for ∆tPDE = 0.4 ms, at high wave numbers (as n → N),
GCN(ϕ) → −1+ (weak damping) whereas GSDIRK(ϕ) → 0 (strong damping). CN
has better damping properties using ∆tPDE = 0.1 ms.
4.4.2.2 Scenario II: Fine Time Step
In Scenario II, the spatial domain is [0, 0.4] cm × [0, 0.4] cm, discretized uniformly
with a spatial resolution of ∆x = ∆y = 1 · 10−3 cm with N = 160 801 nodes
and 320 000 triangles. We use ∆tPDE = 1 · 10−2 ms and ∆tODE = 1 · 10−3 ms.
We use χ = 1400 /cm, Cm = 1 µF/cm
2, the LR1 cell model, and conductivities
2.63 mS/cm along the fibre in both the intracellular and extracellular conductivity
tensors, 0.263 mS/cm perpendicular to the fibre in the intracellular conductivity
80
0 0.5 1 1.5 2−150
−100
−50
0
50
100
t  (ms)
v 
 
(m
V)
0 0.5 1 1.5 2−150
−100
−50
0
50
100
t  (ms)
v 
 
(m
V)
(a) Reference Solution (b) CN
0 0.5 1 1.5 2−150
−100
−50
0
50
100
t  (ms)
v 
 
(m
V)
0 0.5 1 1.5 2−150
−100
−50
0
50
100
t  (ms)
v 
 
(m
V)
(c) SDIRK (d) BE
Figure 4.17: Plots of the transmembrane potential at the spatial point
(0.004, 0.032) and t ∈ [0, 2] ms for Scenario II: (a) reference solution,
(b) CN solution, (c) SDIRK2 solution, and (d) BE solution.
tensor, and 1.087 mS/cm in the extracellular conductivity tensor. A discontinuous
initial condition with v0 = 100 mV on [0, 0.004] cm × [0, 0.032] cm and v0 = −83.853
mV otherwise is used, causing an excitation wave to spread across the square. A
simulation duration of 2 ms suffices to capture the behaviour of interest. Unphysical
oscillations can be generated in three dimensions similarly.
For comparison purposes, we generated a reference solution with ∆x = ∆y =
5 · 10−4 cm, ∆tPDE = 1 · 10−3 ms, and ∆tODE = 1 · 10−4 ms; it is shown in Fig-
ure 4.17(a). The oscillations in the solution produced using CN at the spatial point
(0.004, 0.032) are displayed in Figure 4.17(b). The corresponding plots for SDIRK2
and BE are displayed in Figures 4.17(c) and 4.17(d), respectively.
In Figure 4.18(a), the reference solution is displayed on [0, 0.2] cm × [0, 0.1] cm.
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(a) Reference Solution (b) CN
(c) SDIRK (d) BE
Figure 4.18: Plots of the transmembrane potential on [0, 0.2] cm
× [0, 0.1] cm at t = 2 ms for Scenario II: (a) reference solution, (b) CN
solution, (c) SDIRK2 solution, and (d) BE solution.
The solution produced by CN is displayed in Figure 4.18(b). The corresponding
plots for SDIRK2 and BE are shown in Figures 4.18(c) and 4.18(d), respectively.
The SDIRK2 and BE solutions agree well with the reference solution.
Unphysical oscillations can be seen around the location of the discontinuity. The
initial solution is displayed on [0, 0.05] cm × [0, 0.05] cm in Figure 4.19(a). The
oscillations in the solution produced using CN at time 0.1 ms are displayed in Fig-
ure 4.19(b). The corresponding plots at time 0.2 ms and 0.5 ms can be seen in
Figures 4.19(c) and 4.19(d), respectively.
All things being equal, one way to decrease the oscillations for CN is to decrease
∆tPDE. The oscillations in the solution produced using CN with∆tPDE = 5 · 10−3 ms
at the spatial point (0.004, 0.032) are displayed in Figure 4.20(a). The corresponding
plots for ∆tPDE = 2·10−3 ms and ∆tPDE = 1·10−3 ms can be seen in Figures 4.20(b)
and 4.20(c), respectively. As can be seen, suppression of unphysical oscillations to vi-
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(a) t = 0 ms (b) t = 0.1 ms
(c) t = 0.2 ms (d) t = 0.5 ms
Figure 4.19: Plots of the transmembrane potential on [0, 0.05] cm
× [0, 0.05] cm using CN for Scenario II at (a) t = 0 ms, (b) t = 0.1 ms,
(c) t = 0.2 ms, and (d) t = 0.5 ms.
83
0 0.1 0.2 0.3 0.4 0.5−150
−100
−50
0
50
100
t  (ms)
v 
 
(m
V)
(a) ∆tP DE = 0.005 ms
0 0.1 0.2 0.3 0.4 0.5−150
−100
−50
0
50
100
t  (ms)
v 
 
(m
V)
(b) ∆tP DE = 0.002 ms
0 0.1 0.2 0.3 0.4 0.5−150
−100
−50
0
50
100
t  (ms)
v 
 
(m
V)
(c) ∆tP DE = 0.001 ms
Figure 4.20: Plots of the transmembrane potential at the spatial point
(0.125, 0.125) and t ∈ [0, 0.5] ms for Scenario II using CN with (a)
∆tPDE = 0.005 ms, (b) ∆tPDE = 0.002 ms, and (c) ∆tPDE = 0.001 ms.
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sual accuracy requires the use of∆tPDE = 1·10−3 ms. A solution with approximately
the same accuracy can be obtained using the SDIRK2 method with a ∆tPDE ten
times as large. Such an increase in time step would more than offset the additional
cost of using the SDIRK2 method as the PDE solver.
As in Scenario I, these observations can be understood in terms of the amplifica-
tion factors of the methods. In equations (3.38) and (3.39), we let σ = 2.63 mS/cm,
L = 0.4, ∆x = 0.001 cm, and N = 0.4/0.001 = 400, where ϕ = ϕ(n) = ω(n)∆x =
nπ
L
∆x. The CN and SDIRK2 amplification factors as a function of wave number in-
dex n are given in Figure 4.21, again showing that for ∆tPDE = 0.01 ms as n→ N ,
GCN(ϕ)→ −1+ whereas GSDIRK(ϕ)→ 0. CN has better damping properties using
∆tPDE = 0.001 ms.
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Figure 4.21: CN and SDIRK2 amplification factors from equa-
tions (3.38) and (3.39) for Scenario II.
4.4.3 Efficiency comparison
When solving the bidomain model with operator-splitting methods, the total CPU
time is the sum of the time spent on solving the ODE systems in (3.12) and the PDEs
in (3.13). The relative time spent on each part varies with the numerical methods
used and, in particular, with the choice of cell model. However, when optimal-order
PDE solvers are applied, the ratio is independent of mesh size [Sundnes et al. (2006)].
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The great variability in cell models used makes it generally difficult to quantify the
contribution of each part, but both typically make a significant contribution to the
total CPU time, and spending around 50% of the CPU time on each part is not
uncommon when using biophysically detailed cell models.
Because the matrices in (3.36) are constant in time and therefore assembled only
once, the CPU time for the PDE step is dominated by solving linear systems. The CN
and BE methods require one linear system solve per time step, while the SDIRK2
method requires two. If there were no other computational costs associated with
solving the bidomain model, one step of a fractional-step method using the SDIRK2
method would be twice as costly as one using CN or BE. However, this upper bound
is generally not sharp. Suppose for instance that when using the CN method as
the PDE solver, α% of the total CPU time is spent on solving (3.13) and the rest
is spent on (3.12). The cost of the fractional-step method using SDIRK2 relative
to CN is then 100+α%. Depending on the choice of cell model, α may vary from
almost negligible to well above 50%, and these variations affect the relative overall
cost of using the SDIRK2 method. However, in Scenarios I and II above we saw that
removing the oscillations when using the CN method required time step reductions
on the order of 4 to 10, yielding much larger CPU times than those required when
using the SDIRK2 method.
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Chapter 5
Conclusions and Future Work
5.1 Conclusions
The numerical solution of the bidomain model is computationally demanding. Ac-
cordingly, the efficiency of the numerical methods is of paramount importance. In
this thesis, different numerical methods for heart simulation were studied and anal-
ysed for their efficiency. Numerical methods for solving myocardial cell models as
well as first- and second-order numerical methods for solving the bidomain model
were presented.
We studied different ODE solvers for myocardial cell models. Because of its
overall efficiency and relative ease of implementation, the Rush–Larsen method is a
popular and effective method for solving the ODEs that describe the evolution of dy-
namic myocardial cell models. The Rush–Larsen method partitions the ODE system
into gating and non-gating variables and solves the equations for the gating variables
with an exponential integrator and the equations for the non-gating variables with
the forward Euler method. However, this approach cannot be expected to work well
on cell models for which the stiffness is not captured by the gating variables.
We showed that in fact the stiffness in the stiffest cell models is caused by non-
gating variables, thus leading to underperformance of the Rush–Larsen method. We
demonstrated that a generalized Rush–Larsen method of first order performs well
on the stiffest cell models. Using an eigenvalue analysis, we were able to partition
the ODEs and the interval of integration into stiff and non-stiff subsets and hence
proposed a partitioned method based on the generalized Rush–Larsen and forward
Euler methods that outperforms all other basic methods considered on the stiffest
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cell models. In principle, the process of partitioning and switching between the
generalized Rush–Larsen and forward Euler methods can automated. The design
and implementation of practical strategies to do so are left as future work.
We then studied and analysed different bidomain solvers. We presented analysis
that suggested that the semi-implicit method, which is part of the default bidomain
solver in the prominent Chaste software environment, is generally not as efficient as
the Godunov operator-splitting method under typical conditions in practice. This
hypothesis was demonstrated to hold on a comprehensive set of test problems in
one, two, and three dimensions, where it was observed that the Godunov method is
between 5 and 15 times faster than the semi-implicit method for the same level of
accuracy in the cases considered.
Consequently, we generally recommend the use of the Godunov method over the
semi-implicit method for the numerical solution of the bidomain for typical practical
accuracies of around 5% MRMS error or in situations where numerical stability is
not a limiting factor. A rigorous investigation as to the conditions under which the
local truncation error (3.33) of the semi-implicit method is larger than (3.34) of the
Godunov method is left as future work.
We also investigated second-order numerical methods within the commonly used
operator-splitting technique for solving the bidomain model. Specifically, we con-
sidered a two-stage, second-order, L-stable SDIRK2 method to solve the split linear
PDE system (3.13) as an alternative to the popular CN and BE methods. The BE
method is L-stable and widely used for solving the bidomain model, but previous
studies have indicated that second-order methods based on the CN method are more
efficient than first-order methods [Sundnes et al. (2005)]. However, as demonstrated
in [Whiteley (2006)], the poor damping properties of CN may lead to unphysical
oscillations for certain combinations of spatial and temporal resolutions. Although
such oscillations are normally transient, they may lead to solver divergence and fail-
ure in the context of operator-splitting and strongly non-linear cell models.
We applied von Neumann stability analysis to explain the oscillations seen in
[Whiteley (2006)] in terms of the amplification factor of the numerical method. Fur-
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thermore, the stability analysis revealed qualitative relations between model param-
eters and the magnitude of unphysical oscillations. The stability analysis confirmed
the superior damping properties of the L-stable SDIRK method, and it predicted that
weakly damped oscillations do not generically occur for this method. Numerical ex-
periments confirmed this result, and switching from CN to SDIRK2 was observed to
be effective for suppressing unphysical oscillations.
Use of the SDIRK2 method within a fractional-step method represented a robust
alternative to using the popular CN method for solution of the bidomain model.
Being a method of second order, the accuracy is comparable to the CN method.
The computational cost of the SDIRK2 step is greater than that of CN. However,
the cost of the overall solver may be dominated by other factors such as solving
the ODEs, in particular for large, complicated, or stiff cell models. Preliminary
efficiency estimates indicated that the use of CN results in a slightly more efficient
method when strict error tolerances are used because unphysical oscillations are not
normally observed. However, such error tolerances may not always be necessary
to obtain useful data in practice. In such cases, the data can be more efficiently
obtained using the SDIRK2 method proposed. Overall, the added robustness of
SDIRK2 comes with a relatively small computational cost while at the same time
eliminating the possibility that unfortunate parameter combinations lead the solver
to generate unphysical oscillations and potentially fail.
5.2 Future Work
In this thesis, we studied first- and second-order methods for the bidomain model. In
theory, higher-order methods are generally expected to be more efficient than lower-
order methods for sufficiently small error tolerances. Therefore, applying third- and
fourth-order methods to the heart models is naturally the next step. To implement
higher-order methods, we can use higher-order time and space discretization methods
combined with higher-order operator-splitting methods.
An initial-value problem of the form du
dt
= (L1 + L2)u can be solved by splitting
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the problem into du
dt
= L1u and
du
dt
= L2u and using operator-splitting methods.
The first-order operator-splitting method proposed by Godunov in 1959 [Godunov
(1959)]
un+1 = e∆tL1e∆tL2un,
which corresponds to solving du
dt
= L1u for time step ∆t and then using the solution
as the initial condition for solving du
dt
= L2u for time step ∆t. See Section 3.2.1.2 for
a complete description of the Godunov method.
The second-order operator-splitting method proposed by Strang in 1968 [Strang
(1968)]
un+1 = e
1
2
∆tL1e∆tL2e
1
2
∆tL1un,
which corresponds to solving du
dt
= L1u for time step
1
2
∆t, then using the solution
as the initial condition for solving du
dt
= L2u for time step ∆t, and finally using the
solution as the initial condition for solving du
dt
= L1u for time step
1
2
∆t. See Section
3.2.2 for a complete description of the Strang method.
A third-order operator-splitting method (OS3) proposed by Ruth in 1983 [Ruth
(1983)]
un+1 = e
7
24
∆tL1e
2
3
∆tL2e
3
4
∆tL1e−
2
3
∆tL2e−
1
24
∆tL1e∆tL2un,
and a fourth-order operator-splitting method (OS4) proposed by Forest and Ruth in
1989 [Forest and Ruth (1989)]
un+1 = e0.68∆tL1e1.35∆tL2e−0.18∆tL1e−1.70∆tL2e−0.18∆tL1e1.35∆tL2e0.69∆tL1un.
We note that both third- and fourth-order operator-splitting methods involve back-
ward steps.
In 1990, Yoshida proposed 6th- and 8th-order operator-splitting methods and
a general formula to construct an arbitrary even-order operator-splitting method
[Yoshida (1990)]
un+1 =
2N∏
i=1
eci∆tL1edi∆tL2un,
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where ci and di are real numbers.
Sheng studied the stability of the operator-splitting methods and proved that to
have stability, methods have to take forward steps (positive ci and di), and under
stability conditions explained in [Sheng (1989)], the order of the operator-splitting
methods cannot be larger than two. To have higher orders, the methods have to
take negative steps (negative ci and di), leading to instability [Sheng (1989)].
Sornborger applied third- and fourth-order operator-splitting methods to a linear
parabolic equation and claimed that despite the use of backward steps, the methods
are stable [Sornborger (2007)].
We investigated the heat equation ut = σuxx subject to Neumann boundary con-
ditions, initial condition u(x, 0) = sin(π
2
x), and exact solution u(x, t) = e−σ(
pi
2
)2t sin(π
2
x)
over the spatial domain [−1, 1] cm.
We implemented the Chebyshev differentiation method to discretize space
(see, e.g., [Trefethen (2000)]) and a third-order SDIRK method (SDIRK3)
[Ascher and Petzold (1998)] and a fourth-order SDIRK method (SDIRK4)
[Najafi-Yazdi and Mongeau (2013)] to discretize time. Table 5.1 confirms the third-
and fourth-order convergence.
Table 5.1: Convergence results for the heat equation with σ = 1.
Errors are computed at t = 1 ms at x = 0.5 cm with ∆x = 4 · 10−2 cm.
SDIRK3 SDIRK4
∆t ǫ p ǫ p
2.00 · 10−2 1.31 · 10−6 — 1.76 · 10−7 —
1.00 · 10−2 1.63 · 10−7 3.00 1.17 · 10−8 3.91
5.00 · 10−3 2.05 · 10−8 3.00 7.58 · 10−10 3.95
2.50 · 10−3 2.56 · 10−9 3.00 4.75 · 10−11 4.00
We then applied the third- and fourth-order operator-splitting methods to the
heat equation by splitting ut = σuxx to ut = σauxx and ut = σbuxx, where σ = σa+σb.
If σa = σb, then we observe the third-order convergence for the heat equation (see
Table 5.2).
We were not able to observe the fourth-order convergence for the heat equation
with σa = σb using the fourth-order operator-splitting method (see Table 5.3). We
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Table 5.2: Convergence results for the heat equation using the third-
and fourth-order operator-splitting methods with σa = σb = 0.5. Errors
are computed at t = 1 ms at x = 0.5 cm with ∆x = 1 · 10−1 cm for
OS3 and ∆x = 2 · 10−1 cm for OS4.
OS3 with SDIRK3 OS4 with SDIRK3
∆t ǫ p ǫ p
1.00 · 10−1 2.02 · 10−5 — 3.82 · 10−4 —
5.00 · 10−2 2.59 · 10−6 2.97 4.67 · 10−5 3.03
2.50 · 10−2 3.27 · 10−7 2.98 5.83 · 10−6 3.00
1.25 · 10−2 4.10 · 10−8 3.00 7.72 · 10−7 2.91
also observed instability issues related to the backward steps for the heat equation
using the third- and fourth-order operator-splitting methods.
Table 5.3: Convergence results for the heat equation using the fourth-
order operator-splitting method with σa = σb = 0.5. Errors are com-
puted at t = 1 ms at x = 0.5 cm with ∆x = 2 · 10−1 cm
OS4 with SDIRK4
∆t ǫ p
5.00 · 10−3 5.18 · 10−8 —
2.50 · 10−3 5.24 · 10−8 -0.0170
1.25 · 10−3 5.25 · 10−8 -0.0010
6.25 · 10−4 5.25 · 10−8 -0.0001
For σa 6= σb, we did not observe third- and fourth-order convergence and observed
more instability issues related to the backward steps than for σa = σb.
Finally, we implemented the same discretizations to the monodomain equations
(2.31). The behaviour we observed for the monodomain equations was similar to the
behaviour observed for the heat equation with σa 6= σb. We did not observe third-
and fourth-order convergence and observed instability issues related to the backward
steps. However, we were able to generate accurate numerical solutions (less than 5%
MRMS error).
Performing a stability analysis for higher-order operator-splitting methods, de-
signing an optimal higher-order method based on the stability analysis, and compar-
ing the efficiency of the optimal higher-order method with lower-order methods are
left as future work.
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Appendix A
The finite element method for
the bidomain model
Consider the bidomain PDEs
χCm
∂v
∂t
= −χIion(s, v, t) +∇ · (σi∇v) +∇ · (σi∇ue) , (A.1a)
0 = ∇ · (σi∇v) +∇ · ((σi + σe)∇ue) , (A.1b)
and its boundary conditions
nˆ · (σi∇v + σi∇ue) = 0,
nˆ · (σe∇ue) = 0.
(A.2)
To apply the finite element method, we introduce an appropriate function space
Vh, multiply (A.1a) and (A.1b) by a test function φ ∈ Vh, and integrate to get∫
Ω
χCm
∂v
∂t
φ dx = −
∫
Ω
χIion(s, v, t)φ dx+
∫
Ω
∇ · (σi∇v)φ dx+
∫
Ω
∇ · (σi∇ue)φ dx,
0 =
∫
Ω
∇ · (σi∇v)φ dx+
∫
Ω
∇ · ((σi + σe)∇ue)φ dx.
Using Green’s identity, we obtain∫
Ω
χCm
∂v
∂t
φ dx = −
∫
Ω
χIion(s, v, t)φ dx−
∫
Ω
σi∇v · ∇φ dx+
∫
∂Ω
φ (σi∇v · nˆ) ds
−
∫
Ω
σi∇ue · ∇φ dx+
∫
∂Ω
φ (σi∇ue · nˆ) ds,
0 = −
∫
Ω
σi∇v · ∇φ dx+
∫
∂Ω
φ (σi∇v · nˆ) ds
−
∫
Ω
(σi + σe)∇ue · ∇φ dx+
∫
∂Ω
φ ((σi + σe)∇ue · nˆ) ds.
Using the boundary conditions (A.2), we get a weak form of (A.1) as
∫
Ω
χCm
∂v
∂t
φ dx = −
∫
Ω
χIion(s, v, t)φ dx−
∫
Ω
σi∇v · ∇φ dx−
∫
Ω
σi∇ue · ∇φ dx,
0 = −
∫
Ω
σi∇v · ∇φ dx−
∫
Ω
(σi + σe)∇ue · ∇φ dx.
This is true for all φ in Vh. If we introduce basis functions φj, j = 1, 2, . . . ,M , the
unknown fields v and ue are then approximated as linear combinations of the basis
functions
v =
M∑
j=1
vjφj, ue =
M∑
j=1
ujφj , (A.3)
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where vj , uj are time-dependent coefficients and φj are appropriate (spatial) basis
functions. We also interpolate Iion as
∑M
j=1(Iion)jφj, where (Iion)j is the ionic current
at node j. Hence, for i = 1, 1, 2, . . . ,M we get
−χCm
M∑
j=1
∂vj
∂t
∫
Ω
φjφi dx = χ
M∑
j=1
(Iion)j
∫
Ω
φjφi dx+
M∑
j=1
vj
∫
Ω
σi∇φj · ∇φi dx
+
M∑
j=1
(ue)j
∫
Ω
σi∇φj · ∇φi dx,
0 =
M∑
j=1
vj
∫
Ω
σi∇φj · ∇φi dx+
M∑
j=1
(ue)j
∫
Ω
(σi + σe)∇φj · ∇φi dx.
Therefore, we get a linear system of differential-algebraic equations (DAEs) of
the form [
Ai Ai
Ai Ai+e
] [
v
ue
]
=
[
−χCmAdvdt − χAIion
0
]
,
where v,ue are the vectors of time-dependent coefficients vi, ui and the sub-matrices
have elements given by
A(j.k) =
∫
Ω
φj φk dx,
Ai(j, k) =
∫
Ω
σi∇φj · ∇φk dx,
Ai+e(j, k) =
∫
Ω
(σi + σe)∇φj · ∇φk dx.
If we use linear hat functions as basis functions φj, then for one-dimensional
problems, the sub-matrices have the following tridiagonal form:
A =
∆x
6


2 1
1 4 1
1 4 1
. . .
. . .
. . .
1 4 1
1 2


,
Ai =
σi
∆x


1 −1
−1 2 −1
−1 2 −1
. . .
. . .
. . .
−1 2 −1
−1 1


,
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Ai+e =
σi + σe
∆x


1 −1
−1 2 −1
−1 2 −1
. . .
. . .
. . .
−1 2 −1
−1 1


.
It is also straightforward to show that if we apply the finite element method to
the monodomain PDE (2.31b), then we get a linear system of the form
λ
1 + λ
Aiv = −χCmAdv
dt
− χAIion.
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Appendix B
Proof of the finite element method
error bounds
B.1 Finite element method error bound for the SI
method
Note: In this section, for simplicity of exposition, we suppose u = u1, uh = u
SI
h ,
‖.‖ = ‖.‖L2 , and
∥∥∥.||r = ‖.‖L2r .
We know that Th
∂uh
∂t
+ uh = Thg, T
∂u
∂t
+ u = Tg, and ∂u
∂t
− g = ∆u. Therefore, if
we define e := uh − u, we have
Th
∂e
∂t
+ e =
(
Th
∂uh
∂t
+ uh
)
−
(
Th
∂u
∂t
+ u
)
= Thg −
(
Th
∂u
∂t
+ u
)
= Thg −
(
T
∂u
∂t
+ u
)
+ (T − Th) ∂u
∂t
= Thg − Tg + (T − Th) ∂u
∂t
= (T − Th) (−g) + (T − Th) ∂u
∂t
= (T − Th)
(
∂u
∂t
− g
)
= (T − Th)∆u.
Therefore, if we define ρ := (Th − T )∆u, we get
Th
∂e
∂t
+ e = −ρ. (B.1)
If we multiply (B.1) by ∂e
∂t
and integrate over Ω, we get
∫
Ω
Th
∂e
∂t
∂e
∂t
dx +
∫
Ω
e
∂e
∂t
dx = −
∫
Ω
ρ
∂e
∂t
dx,
and by the product rule, we get
∫
Ω
Th
∂e
∂t
∂e
∂t
dx +
1
2
∂
∂t
(∫
Ω
e2dx
)
= − ∂
∂t
(∫
Ω
ρedx
)
+
∫
Ω
∂ρ
∂t
edx.
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Because (u, v) =
∫
Ω uvdx and ‖u‖2 = (u, u), we get(
Th
∂e
∂t
,
∂e
∂t
)
+
1
2
∂
∂t
‖e‖2 = − ∂
∂t
(ρ, e) +
(
∂ρ
∂t
, e
)
.
Because Th is positive semi-definite, we have
(
Th
∂e
∂t
, ∂e
∂t
)
≥ 0, and therefore
∂
∂t
‖e‖2 ≤ −2 ∂
∂t
(ρ, e) + 2
(
∂ρ
∂t
, e
)
.
Now using the Cauchy–Schwarz inequality, we have
∂
∂t
‖e‖2 ≤ 2 ∂
∂t
‖ρ‖ . ‖e‖+ 2
∥∥∥∥∥∂ρ∂t
∥∥∥∥∥ . ‖e‖ .
If we integrate over [0, t], we get
∫ t
0
∂
∂s
‖e (s)‖2 ds ≤ 2
∫ t
0
∂
∂s
‖ρ (s)‖ . ‖e (s)‖ ds+ 2
∫ t
0
∥∥∥∥∥∂ρ (s)∂t
∥∥∥∥∥ . ‖e (s)‖ ds,
hence
‖e (t)‖2 − ‖e (0)‖2 ≤ 2 ‖ρ (t)‖ . ‖e (t)‖ − 2 ‖ρ (0)‖ . ‖e (0)‖+ 2
∫ t
0
∥∥∥∥∥∂ρ (s)∂t
∥∥∥∥∥ . ‖e (s)‖ ds,
hence
‖e (t)‖2 ≤ sup
0≤s≤t
‖e (s)‖ .
[
‖e (0)‖+ 4 sup
0≤s≤t
‖ρ (s)‖+ 2
∫ t
0
∥∥∥∥∥∂ρ (s)∂t
∥∥∥∥∥ ds
]
.
This is true for any τ ∈ [0, t], in particular for τ such that
‖e (τ)‖ = sup
0≤s≤t
‖e (s)‖ .
Therefore, we get
‖e (t)‖ ≤ ‖e (τ)‖ ≤ ‖e (0)‖+ 4 sup
0≤s≤t
‖ρ (s)‖+ 2
∫ t
0
∥∥∥∥∥∂ρ (s)∂t
∥∥∥∥∥ ds. (B.2)
Using the definition of derivative and the Cauchy–Schwarz inequality, we can show
that
∂ ‖ρ (s)‖
∂t
≤
∥∥∥∥∥∂ρ (s)∂t
∥∥∥∥∥ .
Therefore, if we take integral over [0, t], we get
∫ t
0
∂ ‖ρ (s)‖
∂s
ds ≤
∫ t
0
∥∥∥∥∥∂ρ (s)∂t
∥∥∥∥∥ ds.
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Therefore, for any t ≥ 0, we have
‖ρ (t)‖ ≤ ‖ρ (0)‖+
∫ t
0
∥∥∥∥∥∂ρ (s)∂t
∥∥∥∥∥ ds,
and hence
sup
0≤s≤t
‖ρ(s)‖ ≤ ‖ρ (0)‖+
∫ t
0
∥∥∥∥∥∂ρ (s)∂t
∥∥∥∥∥ ds. (B.3)
Using (B.2) and (B.3), we get
‖e (t)‖ ≤ ‖e (0)‖+ 4 ‖ρ (0)‖+ 6
∫ t
0
∥∥∥∥∥∂ρ (s)∂t
∥∥∥∥∥ ds.
Here e (0) = u0h − u0 and
‖ρ (0)‖ =
∥∥∥(Th − T )∆u0∥∥∥ ≤ Chr ∥∥∥∆u0∥∥∥
r−2
≤ Chr
∥∥∥u0∥∥∥
r
,∥∥∥∥∥∂ρ (s)∂t
∥∥∥∥∥ =
∥∥∥∥∥(Th − T )∆∂u (s)∂t
∥∥∥∥∥ ≤ Chr
∥∥∥∥∥∂u (s)∂t
∥∥∥∥∥
r
,
and therefore
‖u (t)− uh (t)‖ ≤
∥∥∥u0 − u0h∥∥∥ + 4Chr ∥∥∥u0∥∥∥r + 6Chr
∫ t
0
∥∥∥∥∥∂u (s)∂t
∥∥∥∥∥
r
ds.
B.2 Finite element method error bound for the
Godunov method
Note: In this section, for simplicity of exposition, we suppose u = u2, uh = u
G
h ,
‖.‖ = ‖.‖L2 , and ‖.‖r = ‖.‖L2r .
Lemma. For 0 ≤ ℓ ≤ m, we have
‖u (t)‖m ≤ Cˆt−
1
2
(m−ℓ)
∥∥∥u0∥∥∥
ℓ
,
where Cˆ = sup
s≥0
(
sm−ℓexp (−2s)
)
.
Proof. See Lemma 3.2 in [Thomee (2006)].
We know that Th
∂uh
∂t
+uh = 0, T
∂u
∂t
+u = 0, and ∂u
∂t
= ∆u. Therefore, if we define
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e := uh − u and ρ := (Th − T )∆u, we have
Th
∂e
∂t
+ e =
(
Th
∂uh
∂t
+ uh
)
−
(
Th
∂u
∂t
+ u
)
= 0−
(
Th
∂u
∂t
+ u
)
= −
(
T
∂u
∂t
+ u
)
+ (T − Th) ∂u
∂t
= 0 + (T − Th) ∂u
∂t
= (T − Th)∆u
= −ρ.
Therefore, similar to the previous section, we can show that
∂
∂t
‖e‖2 ≤ −2 ∂
∂t
(ρ, e) + 2
(
∂ρ
∂t
, e
)
.
If we multiply by t and use the product rule, we get
∂
∂t
(
t ‖e‖2
)
− ‖e‖2 ≤ −2
(
∂
∂t
(t (ρ, e))− (ρ, e)
)
+ 2t
(
∂ρ
∂t
, e
)
.
If we integrate over [0, t], we get
∫ t
0
∂
∂s
(
s ‖e (s)‖2
)
ds ≤ −2
∫ t
0
∂
∂s
(s (ρ (s) , e (s)) )ds+
∫ t
0
‖e (s)‖2 ds
+ 2
∫ t
0
(ρ (s) , e (s)) ds+ 2
∫ t
0
s
(
∂ρ (s)
∂t
, e (s)
)
ds,
hence
t ‖e (t)‖2 ≤ −2(t (ρ (t) , e (t)) )+
∫ t
0
[
‖e (s)‖2 + 2 (ρ (s) , e (s)) + 2s
(
∂ρ (s)
∂t
, e (s)
)]
ds,
and using the Cauchy–Schwarz inequality and multiplying by 1
t
, we have
‖e (t)‖2 ≤ 2 ‖ρ (t)‖ . ‖e (t)‖+1
t
∫ t
0
[
‖e (s)‖2 + 2 ‖ρ (s)‖ . ‖e (s)‖+ 2s
∥∥∥∥∥∂ρ (s)∂t
∥∥∥∥∥ . ‖e (s)‖
]
ds.
(B.4)
On the other hand, we have
(
2 ‖ρ (t)‖ − 1
2
‖e (t)‖
)2
= 4 ‖ρ (t)‖2 + 1
4
‖e (t)‖2 − 2 ‖ρ (t)‖ . ‖e (t)‖ ≥ 0,
hence
2 ‖ρ (t)‖ . ‖e (t)‖ ≤ 4 ‖ρ (t)‖2 + 1
4
‖e (t)‖2 . (B.5)
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Similarly, we have
(‖e (s)‖ − ‖ρ (s)‖)2 = ‖e (s)‖2 + ‖ρ (s)‖2 − 2 ‖e (s)‖ . ‖ρ (s)‖ ≥ 0,
hence
2 ‖e (s)‖ . ‖ρ (s)‖ ≤ ‖e (s)‖2 + ‖ρ (s)‖2 . (B.6)
Similarly, we have
(
s
∥∥∥∥∥∂ρ (s)∂t
∥∥∥∥∥− ‖e (s)‖
)2
= s2
∥∥∥∥∥∂ρ (s)∂t
∥∥∥∥∥
2
+ ‖e (s)‖2 − 2s
∥∥∥∥∥∂ρ (s)∂t
∥∥∥∥∥ . ‖e (s)‖ ≥ 0,
hence
2s
∥∥∥∥∥∂ρ (s)∂t
∥∥∥∥∥ . ‖e (s)‖ ≤ s2
∥∥∥∥∥∂ρ (s)∂t
∥∥∥∥∥
2
+ ‖e (s)‖2 . (B.7)
Using (B.4)-(B.7), we get
‖e (t)‖2 ≤ 4 ‖ρ (t)‖2 + 1
4
‖e (t)‖2 + 1
t
∫ t
0

3 ‖e (s)‖2 + ‖ρ (s)‖2 + s2
∥∥∥∥∥∂ρ (s)∂t
∥∥∥∥∥
2

ds,
hence
‖e (t)‖2 ≤ 16
3
‖ρ (t)‖2 + 1
t
∫ t
0

4 ‖e (s)‖2 + 4
3
‖ρ (s)‖2 + 4
3
s2
∥∥∥∥∥∂ρ (s)∂t
∥∥∥∥∥
2

ds, (B.8)
Now we recall Th
∂e
∂t
+ e = −ρ. If we take the inner product of this equation by e, we
get (
Th
∂e
∂t
, e
)
+ (e, e) = − (ρ, e) .
Using the definition of derivative and the fact that Th is self-adjoint, we have
∂
∂t
(The, e) = 2
(
Th
∂e
∂t
, e
)
,
and hence
1
2
∂
∂t
(The, e) + ‖e‖2 = − (ρ, e) ≤ ‖ρ‖ . ‖e‖ ≤ 1
2
‖ρ‖2 + 1
2
‖e‖2 .
Therefore, if we take integral over [0, t], we get
∫ t
0
∂
∂s
(The (s) , e (s)) ds+
∫ t
0
‖e (s)‖2 ds ≤
∫ t
0
‖ρ (s)‖2 ds,
hence
(The (t) , e (t))− (The (0) , e (0)) +
∫ t
0
‖e (s)‖2 ds ≤
∫ t
0
‖ρ (s)‖2 ds.
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Because Th is positive semi-definite and The (0) = 0, we have
∫ t
0
‖e (s)‖2 ds ≤
∫ t
0
‖ρ (s)‖2 ds (B.9)
Using (B.8) and (B.9), we get
‖e (t)‖2 ≤ 16
3
‖ρ (t)‖2 + 1
t
∫ t
0

16
3
‖ρ (s)‖2 + 4
3
s2
∥∥∥∥∥∂ρ (s)∂t
∥∥∥∥∥
2

ds, (B.10)
On the other hand, we have
‖ρ (s)‖ = ‖(Th − T )∆u (s)‖ ≤ Chr ‖∆u (s)‖r−2 ≤ Chr ‖u (s)‖r .
If we use the lemma for m = ℓ = r and note that in this case 0 ≤ Cˆ ≤ 1, we get
‖ρ (s)‖ ≤ Chr ‖u (s)‖r ≤ Chr
∥∥∥u0∥∥∥
r
. (B.11)
In addition, ∂u
∂t
= ∆u. Therefore, we have
s
∥∥∥∥∥∂ρ (s)∂t
∥∥∥∥∥ = s
∥∥∥∥∥(Th − T )∆∂u (s)∂t
∥∥∥∥∥ = s
∥∥∥(Th − T )∆2u (s)∥∥∥
≤ Chrs
∥∥∥∆2u (s)∥∥∥
r−2
≤ Chrs ‖u (s)‖r+2 .
If we use the lemma for m = r + 2 and ℓ = r and note that in this case 0 ≤ Cˆ ≤ 1,
we get
s
∥∥∥∥∥∂ρ (s)∂t
∥∥∥∥∥ ≤ Chrs ‖u (s)‖r+2 ≤ Chr
∥∥∥u0∥∥∥
r
. (B.12)
Using (B.10)-(B.12), we get
‖e (t)‖2 ≤
(
16
3
+
16
3
+
4
3
)
C2h2r
∥∥∥u0∥∥∥2
r
= 12C2h2r
∥∥∥u0∥∥∥2
r
,
and therefore
‖e (t)‖ ≤ 2
√
3Chr
∥∥∥u0∥∥∥
r
.
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Appendix C
Derivation of the local truncation
errors
C.1 Local truncation error for the SI method
We start with
A
v (tn+1)− v (tn)
∆t
= − λ
1 + λ
1
χCm
Aiv
(
tn+1
)
− 1
Cm
AIion
(
S
(
tn+1
)
,v (tn) , tn
)
.
Therefore, the local truncation errors for the SI method is
τ SI = −Av (t
n+1)− v (tn)
∆t
− λ
1 + λ
1
χCm
Aiv
(
tn+1
)
− 1
Cm
AIion
(
S
(
tn+1
)
,v (tn) , tn
)
,
hence
τ SI = −Av (t
n) + ∆tv˙ (tn) + ∆t
2
2
v¨ (tn) +O (∆t3)− v (tn)
∆t
− λ
1 + λ
1
χCm
Ai
(
v (tn) + ∆tv˙ (tn) +O
(
∆t2
))
− 1
Cm
A
(
Iion (S (t
n),v (tn) , tn)−∆t∂Iion
∂s
(S (tn),v (tn) , tn)
∂s
∂t
(tn) +O
(
∆t2
))
,
hence
τ SI = −A
(
v˙n +
∆t
2
v¨n +O
(
∆t2
))
− λ
1 + λ
1
χCm
Ai
(
vn +∆tv˙n +O
(
∆t2
))
− 1
Cm
A
(
Inion +∆t
∂Inion
∂s
∂sn
∂t
+O
(
∆t2
))
.
Because Av˙n = − λ
1+λ
1
χCm
Aiv
n − 1
Cm
AInion and
∂sn
∂t
= fn, we get
τ SI = −A
(
∆t
2
v¨n +O
(
∆t2
))
− λ
1 + λ
1
χCm
Ai
(
∆tv˙n +O
(
∆t2
))
− 1
Cm
A
(
∆t
∂Inion
∂s
fn +O
(
∆t2
))
,
hence
τ SI =
∆t
2
(
−Av¨n − λ
1 + λ
2
χCm
Aiv˙
n − 2
Cm
A
∂Inion
∂s
fn
)
+O
(
∆t2
)
. (C.1)
110
On the other hand, we have
Av˙n = − λ
1 + λ
1
χCm
Aiv
n − 1
Cm
AInion, (C.2)
so if we multiply both sides by −AiA−1, we get
−Aiv˙n = λ
1 + λ
1
χCm
AiA
−1Aiv
n +
1
Cm
AiI
n
ion. (C.3)
In addition, using (C.2) we have
−Av¨n = − ∂
∂t
(Av˙n) = − ∂
∂t
(
− λ
1 + λ
1
χCm
Aiv
n − 1
Cm
AInion
)
=
λ
1 + λ
1
χCm
Aiv˙
n +
1
Cm
A
∂Inion
∂t
,
and using (C.3) we have
−Av¨n = −
(
λ
1 + λ
1
χCm
)2
AiA
−1Aiv
n − λ
1 + λ
1
χC2m
AiI
n
ion +
1
Cm
A
∂Inion
∂t
. (C.4)
If we now substitute (C.3) and (C.4) in (C.1), we get
τ SI =
∆t
2

−
(
λ
1 + λ
1
χCm
)2
AiA
−1Aiv
n − λ
1 + λ
1
χC2m
AiI
n
ion +
1
Cm
A
∂Inion
∂t
+2
(
λ
1 + λ
1
χCm
)2
AiA
−1Aiv
n +
λ
1 + λ
2
χC2m
AiI
n
ion −
2
Cm
A
∂Inion
∂s
fn


+O
(
∆t2
)
,
Therefore the local truncation error for the SI method is
τ SI =
∆t
2


(
λ
1 + λ
1
χCm
)2
AiA
−1Aiv
n +
λ
1 + λ
1
χC2m
AiI
n
ion +
1
Cm
A
∂Inion
∂t
− 2
Cm
A
∂Inion
∂s
fn
]
+O
(
∆t2
)
.
C.2 Local truncation error for the Godunov method
We start with
A
v (tn+1)− vˆ (tn+1)
∆t
= − λ
1 + λ
1
χCm
Aiv
(
tn+1
)
.
Therefore, the local truncation errors for the Godunov method is
τG = −Av (t
n+1)− vˆ (tn+1)
∆t
− λ
1 + λ
1
χCm
Aiv
(
tn+1
)
.
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Because
vˆ(tn+1)−v(tn)
∆t
= − 1
Cm
Iion (S (t
n),v (tn) , tn), we get
τG = −Av (t
n+1)− v (tn)
∆t
− λ
1 + λ
1
χCm
Aiv
(
tn+1
)
− 1
Cm
AIion (S (t
n),v (tn) , tn) ,
hence
τG = −Av (t
n) + ∆tv˙ (tn) + ∆t
2
2
v¨ (tn) +O (∆t3)− v (tn)
∆t
− λ
1 + λ
1
χCm
Ai
(
v (tn) + ∆tv˙ (tn) +O
(
∆t2
))
− 1
Cm
A (Iion (S (t
n),v (tn) , tn) ,
hence
τG = −A
(
v˙n +
∆t
2
v¨n +O
(
∆t2
))
− λ
1 + λ
1
χCm
Ai
(
vn +∆tv˙n +O
(
∆t2
))
− 1
Cm
AInion.
Because Av˙n = − λ
1+λ
1
χCm
Aiv
n − 1
Cm
AInion, we get
τG = −A
(
∆t
2
v¨n +O
(
∆t2
))
− λ
1 + λ
1
χCm
Ai
(
∆tv˙n +O
(
∆t2
))
,
hence
τG =
∆t
2
(
−Av¨n − λ
1 + λ
2
χCm
Aiv˙
n
)
+O
(
∆t2
)
. (C.5)
If we now substitute(C.3) and (C.4) in (C.5), we get
τG =
∆t
2

−
(
λ
1 + λ
1
χCm
)2
AiA
−1Aiv
n − λ
1 + λ
1
χC2m
AiI
n
ion +
1
Cm
A
∂Inion
∂t
+2
(
λ
1 + λ
1
χCm
)2
AiA
−1Aiv
n +
λ
1 + λ
2
χC2m
AiI
n
ion

+O (∆t2) ,
Therefore the local truncation error for the Godunov method is
τG =
∆t
2

( λ
1 + λ
1
χCm
)2
AiA
−1Aiv
n +
λ
1 + λ
1
χC2m
AiI
n
ion +
1
Cm
A
∂Inion
∂t

+O (∆t2) .
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Appendix D
Derivation of the amplification factors
D.1 Amplification factor for the CN method
Consider the one-dimensional heat equation ∂u
∂t
= k ∂
2u
∂x2
. If we apply the finite ele-
ment method to discretize space (similar to what we did for the bidomain model in
Appendix A) and the CN method to discretize time, we get(
1− r
2
)(
un+1j−1 + u
n+1
j+1
)
+ (4 + r)un+1j =
(
1 +
r
2
) (
unj−1 + u
n
j+1
)
+ (4− r)unj ,
where r = k ∆t
(∆x)2
and unj is the numerical solution at time step n and mesh point j.
Now if ǫnj is the round-off error of u
n
j , we can write(
1− r
2
) (
ǫn+1j−1 + ǫ
n+1
j+1
)
+ (4 + r) ǫn+1j =
(
1 +
r
2
) (
ǫnj−1 + ǫ
n
j+1
)
+ (4− r) ǫnj .
Using the von Neumann stability analysis, we define ǫnj (t, x) = e
ateiwx. Therefore,
we get
ea(t+∆t)
[(
1− r
2
) (
eiw(x−∆x) + eiw(x+∆x)
)
+ (4 + r) eiwx
]
= eat
[(
1 +
r
2
)(
eiw(x−∆x) + eiw(x+∆x)
)
+ (4− r) eiwx
]
,
hence
ea∆t
[(
1− r
2
)(
e−iw∆x + eiw∆x
)
+ 4 + r
]
=
(
1 +
r
2
)(
e−iw∆x + eiw∆x
)
+ 4− r,
hence
ea∆t
[(
1− r
2
)
(2 cos (w∆x)) + 4 + r
]
=
(
1 +
r
2
)
(2 cos (w∆x)) + 4− r,
hence
ea∆t [2 + 2 (1 + cos (w∆x)) + r (1− cos (w∆x))] = 2+2 (1 + cos (w∆x))−r (1− cos (w∆x)) ,
hence
ea∆t
[
2 + 4 cos2
(
w∆x
2
)
+ 2r sin2
(
w∆x
2
)]
= 2 + 4 cos2
(
w∆x
2
)
− 2r sin2
(
w∆x
2
)
.
Therefore, the amplification factor of the CN method is
ea∆t =
1 + 2 cos2
(
w∆x
2
)
− r sin2
(
w∆x
2
)
1 + 2 cos2
(
w∆x
2
)
+ r sin2
(
w∆x
2
) .
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D.2 Amplification factor for the SDIRK2 method
Consider the one-dimensional heat equation ∂u
∂t
= k ∂
2u
∂x2
. If we apply the finite ele-
ment method to discretize space (similar to what we did for the bidomain model in
Appendix A) and the SDIRK2 method to discretize time, we get
(1− γr)
(
un+γj−1 + u
n+γ
j+1
)
+ (4 + 2γr)un+γj = u
n
j−1 + u
n
j+1 + 4u
n
j ,
where r = k ∆t
(∆x)2
and unj is the numerical solution at time step n and mesh point j.
Now if ǫnj is the round-off error of u
n
j , we can write
(1− γr)
(
ǫn+γj−1 + ǫ
n+γ
j+1
)
+ (4 + 2γr) ǫn+γj = ǫ
n
j−1 + ǫ
n
j+1 + 4ǫ
n
j ,
Using the von Neumann stability analysis, we define ǫnj (t, x) = e
ateiwx. Therefore,
we get
ea(t+γ∆t)
[
(1− γr)
(
eiw(x−∆x) + eiw(x+∆x)
)
+ (4 + 2γr) eiwx
]
= eat
[
eiw(x−∆x) + eiw(x+∆x) + 4eiwx
]
,
hence
eaγ∆t
[
(1− γr)
(
e−iw∆x + eiw∆x
)
+ 4 + 2γr
]
= e−iw∆x + eiw∆x + 4,
hence
eaγ∆t [(1− γr) (2 cos (w∆x)) + 4 + 2γr] = 2 cos (w∆x) + 4,
hence
eaγ∆t [2 + 2 (1 + cos (w∆x)) + 2γr (1− cos (w∆x))] = 2 + 2 (1 + cos (w∆x)) ,
hence
eaγ∆t
[
2 + 4 cos2
(
w∆x
2
)
+ 4γr sin2
(
w∆x
2
)]
= 2 + 4 cos2
(
w∆x
2
)
.
Therefore, the amplification factor of the first stage of the SDIRK2 method is
eaγ∆t =
1 + 2 cos2
(
w∆x
2
)
1 + 2 cos2
(
w∆x
2
)
+ 2γr sin2
(
w∆x
2
) .
For the second stage of the SDIRK2 method, we get
(1− γr)
(
un+1j−1 + u
n+1
j+1
)
+(4 + 2γr)un+1j = (1− γ) r
(
un+γj−1 + u
n+γ
j+1 − 2un+γj
)
+unj−1+u
n
j+1+4u
n
j ,
hence
(1− γr)
(
ǫn+1j−1 + ǫ
n+1
j+1
)
+(4 + 2γr) ǫn+1j = (1− γ) r
(
ǫn+γj−1 + ǫ
n+γ
j+1 − 2ǫn+γj
)
+ǫnj−1+ǫ
n
j+1+4ǫ
n
j ,
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hence
ea(t+∆t)
[
(1− γr)
(
eiw(x−∆x) + eiw(x+∆x)
)
+ (4 + 2γr) eiwx
]
= ea(t+γ∆t) (1− γ) r
(
eiw(x−∆x) + eiw(x+∆x) − 2eiwx
)
+eat
(
eiw(x−∆x) + eiw(x+∆x) + 4eiwx
)
,
hence
ea∆t
[
(1− γr)
(
e−iw∆x + eiw∆x
)
+ 4 + 2γr
]
= eaγ∆t (1− γ) r
(
e−iw∆x + eiw∆x − 2
)
+ e−iw∆x + eiw∆x + 4,
hence
ea∆t [(1− γr) (2 cos (w∆x)) + 4 + 2γr] = eaγ∆t (1− γ) r (2 cos (w∆x)− 2)+2 cos (w∆x)+4,
hence
ea∆t [2 + 2 (1 + cos (w∆x)) + 2γr (1− cos (w∆x))]
= eaγ∆t (1− γ) (−2r) (1− cos (w∆x)) + 2 + 2 (1 + cos (w∆x)) ,
hence
ea∆t
[
2 + 4 cos2
(
w∆x
2
)
+ 4γr sin2
(
w∆x
2
)]
= eaγ∆t (1− γ) (−4r) sin2
(
w∆x
2
)
+ 2 + 4 cos2
(
w∆x
2
)
.
hence
ea∆t =
eaγ∆t (1− γ) (−2r) sin2
(
w∆x
2
)
+ 1 + 2 cos2
(
w∆x
2
)
1 + 2 cos2
(
w∆x
2
)
+ 2γr sin2
(
w∆x
2
) .
If we now replace eaγ∆t from the amplification factor of the first stage of the SDIRK2
method, we get
ea∆t =
1+2 cos2(w∆x2 )
1+2 cos2(w∆x2 )+2γr sin2(
w∆x
2 )
(1− γ) (−2r) sin2
(
w∆x
2
)
+ 1 + 2 cos2
(
w∆x
2
)
1 + 2 cos2
(
w∆x
2
)
+ 2γr sin2
(
w∆x
2
) ,
and if we simplify it, we get the amplification factor of the SDIRK2 method
eaγ∆t =
(
1 + 2 cos2
(
w∆x
2
)) (
1 + 2 cos2
(
w∆x
2
)
+ 2 (2γ − 1) r sin2
(
w∆x
2
))
(
1 + 2 cos2
(
w∆x
2
)
+ 2γr sin2
(
w∆x
2
))2 .
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