Abstract. In 1991 Lorentzen and Nilsen showed how to use linear programming to prove lower bounds on the size of difference triangle sets. In this note we show how to improve these bounds by including additional valid linear inequalities in the LP formulation. We also give some new optimal difference triangle sets found by computer search.
Given a difference triangle set {a ij | 1 ≤ i ≤ I, 0 ≤ j ≤ J} we have associated difference triangles {X ijk | 1 ≤ i ≤ I, 1 ≤ j ≤ J, 1 ≤ k ≤ J + 1 − j} where X ijk = a i,j+k−1 − a i,k−1 . The ith difference triangle is {X ijk | 1 ≤ j ≤ J, 1 ≤ k ≤ J + 1 − j}. Its top row is {X i1k | 1 ≤ k ≤ J}. Clearly each difference triangle is determined by its top row. The maximum difference in each difference triangle is its bottom element X iJ1 which is the sum of the top row.
We can now formulate a linear program which gives a lower bound for m = M (I, J). The LP variables will be m and the top elements {X i1k | 1 ≤ i ≤ I, 1 ≤ k ≤ J} of the difference triangles. Minimizing m will be the objective. Clearly since m is the maximum difference we have:
Also since the differences are all distinct positive integers we know that the sum of any n of them will be at least as large as the sum of the first n positive integers or n(n + 1)/2. So if S is a subset of the differences, we have:
where
(since X ijk = j+k−1 h=k X i1h the inequalities (2) can be expressed in terms of our LP variables). This is essentially the LP formulation used by Lorentzen and Nilsen [3] to bound M (I, J). In practice when solving the LP, we use symmetry to reduce the IJ variables {X i1k | 1 ≤ i ≤ I, 1 ≤ k ≤ J} to (J + 1)/2 variables (since the difference triangles can be permuted and reflected). Also we do not use all the inequalities (2). Instead we start with a small subset and solve the LP. Then we check if any of the unused inequalities are violated by the solution. If we find a violated inequality, we add it to the subset and resolve the LP repeating as necessary. If the number of inequalities becomes too large, we delete some of the non-binding ones. In practice this procedure rapidly produces a solution without having to solve large LP's.
Given a solution to a subset problem we can quickly check the inequalities (2) as follows. We use the solution to compute the remaining elements of the difference triangles. We next sort all IJ(J + 1)/2 elements from smallest to largest. We then compute the partial sums and compare to the corresponding partial sums of the smallest IJ(J +1)/2 positive integers. If, for example, we find the sum of the n smallest differences is less than n(n + 1)/2, then we have found a violated inequality (2) which can be added to our subset LP. Otherwise we have shown the solution to the subset LP is also a solution to the entire LP. In practice the above procedure is modified to reflect the reduced number of LP variables due to symmetry.
The above produces the bounds on M (I, J) in Lorentzen and Nilsen [3] . Using the following lemma we can improve these bounds when I > 1. or dividing by n and rearranging m ≥ r + (n − 1)/2 as claimed.
Now we can use Lemma 1 to strengthen the inequalities (1) when I > 1 as follows. By symmetry the LP solution will have m = X iJ1 1 ≤ i ≤ I. However the X iJ1 are actually distinct positive integers and m is their maximum. This means using Lemma 1 we may replace (1) with
Clearly this will improve the lower bound on m by (I − 1)/2. However we can do still better. (3) is just one of a family of inequalities for m each corresponding to a subset T of the IJ(J + 1)/2 differences and derived by use of Lemma 1. When T is the set of the I bottom elements of the difference triangles, we obtain (3). In general, we have
Again as with (2) these inequalities can be rewritten in terms of our LP variables. Similarly it is easy to check given a solution of a LP containing a subset of the inequalities (4) whether any of the remaining inequalities (4) are violated. Simply compute and sort the differences X ijk and verify (4) for sets T consisting of the n largest differences 1 ≤ n ≤ IJ(J + 1)/2. Again in practice this procedure is modified to reflect the reduced number of variables due to symmetry.
Remark 1: Let S and T be the entire set of differences in (2) and (4) respectively. Then we have m ≥ n+1 2 + n−1 2 = n where n = IJ(J + 1)/2. So the bound given by our LP formulation is always at least as good as the trivial bound M (I, J) ≥ IJ(J + 1)/2 from the fact that all IJ(J + 1)/2 differences must be distinct. This is not true for Lorentzen and Nilsen's formulation.
We have solved the LP with inequalities (2) and (4) using the above described iterative procedure for 1 ≤ I ≤ 15, 5 ≤ J ≤ 20 (for J ≤ 4 the solution gives the trivial bound M (I, J) ≥ IJ(J + 1)/2 mentioned in Remark 1 above). The resulting lower bounds on M (I, J) are listed in Table 1 . These bounds are generally improvements (compare [1] , [3] ). In most cases however there is still a considerable gap between these bounds and the best upper bounds known. For example the lower bound for M (15, 10) in [1] is 958, the lower bound using Lorentzen and Nilsen's formulation is 962 and the lower bound in this paper is 974. This remains far from the best upper bound known for M (15, 10), 1415 (from [1] ). The fault may be more with the upper bound than with the lower bound however as the known ways of constructing (I, J) difference triangle sets do not seem to be very good for large I. In a few cases the lower bound in this paper is known to be quite good. For example exhaustive search (see below) has shown M (5, 5) = 79 (the claim that M (5, 5) = 83 in [2] and propagated elsewhere is incorrect). The Lorentzen and Nilsen [3] lower bound for this case is 75, the lower bound in this paper is 77.
Remark 2: For small values of J we can solve the LP for all values of I obtaining:
We have also found some new exact values of M (I, J) by computer search using a program similar to that described in [4] . We have M (2, 9) = 121, M (3, 7) = 100, M (5, 5) = 79 and M (9, 4) = 91. Examples obtaining these values are given in Table 2 . The first two are unique, the third is probably not unique and the last is far from unique. The web page <http://www.research.ibm.com/people/s/shearer/dtsub.html> lists these values as well as numerous additional improvements on the results in [4] . 
