Abstract: This paper presents a sensor fault detection and diagnosis approach for industrial combustion processes. Clustering algorithms are applied to the measurements of controllable process variables involved in single-input-single-output feedback control loops. Current data points from the process are compared with the clusters to identify sensor faults. Once the measurements of controllable process variables are obtained, a decision-tree algorithm monitors response process variables based on the controllable and noncontrollable process variables as predictors ͑inputs͒. Test data and training data residuals generated by the decision-tree algorithm are analyzed with statistical process control limits to identify sensor faults.
Introduction
Measurements in industrial processes ensure product quality and operational safety. For example, in automotive assembly, optical sensors monitor assembly quality ͑Li and Chen 2006͒. In a safetycritical process ͑e.g., a nuclear power plant͒ sensors measuring process variables are important for ensuring the plant safely ͑Me-hranbod and Soroush 2003͒. Any false reading could lead to disastrous outcomes. In a coal-fired power plant, faulty sensors ͑e.g., the sensors measuring coal input͒ could result in combustion inefficiency, thus increasing the energy production cost and emission of pollutants. Performance of any controlled process is greatly affected by sensor readings, as the feedback control loop uses their values to act. For example, if in a power plant a fuel sensor reads less fuel than the actual value, the control system logic prompts the air system to input less air, leading to inefficient combustion.
To detect, identify, and reconstruct the sensor faults, a systematic approach is needed. Traditionally, two ways to deal with sensory faults have been used, preventive maintenance and condition-based maintenance. Preventive maintenance is accomplished by regular checking and calibration of sensors, while condition-based maintenance is based on monitoring a process's real-time condition and automatically detecting sensor faults.
The recent research ͑Xu et al. 1999; Perla et al. 2004; Cho et al. 2004; Lee et al. 2004; Li and Chen 2006; Mehranbod and Soroush 2003; Mehranbod et al. 2005; Simani et al. 2000͒ on sensor fault detection and diagnosis has focused on the conditionbased maintenance aiming at the development of automated sensor fault detection systems, which offer cost advantages over the preventive maintenance systems.
With the development of information and sensor technology, many process variables in a power plant can be sampled at high frequencies and stored in a data historian. Examples of process variables that are directly measured include: temperature, pressure, flow rate, weight, and voltage. Some variables, e.g., efficiency and heat rate, are calculated based on predefined equations and other directly measured variables. Measurement error can occur due to sensor malfunction ͑fault͒ or a complete failure. Complete sensor failures are relatively easy to detect. Once detected, the failed sensors can be fixed or replaced. Sensor malfunctions ͑faults͒ are more difficult to detect due the variety of the faults and the nonlinearity of the process.
Most existing methods for sensor detection and diagnosis begin with analyzing the process data by various data analysis techniques. Recent advances in data-mining support and complement current sensor fault detection and diagnosis methods.
Sensor Fault Definition
Different application domains may use different definitions of sensor faults. In this paper, sensor fault is defined as a deviation from its normal reading. Sensor faults ͑except of complete failure͒ are classified into four types ͑Qin and Li 1999; Abdelghani and Friswell 2007͒: bias, drift, precision degradation, and multiplication fault. Denote the reading of a fully functioning sensor at time t as x ‫ء‬ ͑t͒. Sensor malfunction could cause the actual reading deviation from the actual value. For bias fault, x͑t͒ is the actual sensor reading and can be expressed as x͑t͒ = x ‫ء‬ ͑t͒ + b, where b is constant and could be positive or negative. For the drift fault, x͑t͒ = x ‫ء‬ ͑t͒ + a ϫ ͑t − t f ͒, where a is a constant, t f is the time stamp when the drift starts and over time it becomes larger. For precision degradation fault, x͑t͒ = x ‫ء‬ ͑t͒ + , where is a random variable with N͑0, 2 ͒. The value of usually is greater than the inherent white noise of the sensor. For the multiplication fault, x͑t͒ = c ϫ x ‫ء‬ ͑t͒, where c is a constant. For example, if c = 0.8, the faulty sensor reads less for each sampling time compared to the normal reading. In some cases, the sensor fault could be a combination of the other types of faults.
Literature Review
Sensor fault detection and diagnosis ͑sensor validation͒ is concerned with sensor error detection, faulty sensor identification, and faulty sensor reconstruction ͑Qin and Li 1999͒. Sensor error detection is focused on testing faulty sensors in the process by observing the online process data. Alarm is produced once the sensor error occurs. The next step after detecting sensor error is to identify the malfunctioning sensor and communicate this information to the maintenance personnel to perform the necessary repair or maintenance. The final step is to estimate the magnitude of the sensor error, and if possible, compensate the error and output the correct readings for the faulty sensor. Emerging solutions for sensor validation are model-based ͑Lin and Qin 2005͒. For example, Juricic and Zele ͑2002͒ developed robust fault test statistics based on a single-input-single-output ͑SISO͒ transfer function.
Process models can be constructed based on the first principles ͑energy conservation, material balance͒, neural networks, principle component analysis, and so on. The actual behavior of the process is compared with the constructed model, and residuals are generated to evaluate sensory faults.
Linear Model for Sensor Validation
Linear models have been extensively studied and used in sensor validation due to the well established theory and models. For example, in ͑Qin and Li 1999; Qin and Li 2001; Lin and Qin 2005͒ , linear models ͑a principle component analysis or a statespace model͒ were used to model the process, and thus the residuals which results could be expressed in the form of a linear model. However, many processes are nonlinear. To cope with nonlinearities of the process data, kernel principle component analysis ͑Cho et al. 2004; Lee et al. 2004͒ was used to detect faulty sensors. A kernel function transforms the data into a highdimensional feature space, and a linear model detects faulty sensors based on the transformed information. Simani et al. ͑2000͒ applied a linear state-space model to create a bank of dynamic observers. Assuming that there is only one sensor fault in the input and output measurements, Simani et al. ͑2000͒ approach could generate residuals which identify a single sensor fault. Li and Chen ͑2006͒ used a linear manufacturing faultquality model to develop a control chart which was sensitive to sensor faults and insensitive to process faults based on certain assumptions.
Conservation Laws and Data Reconciliation
Data reconciliation involves optimization to adjust data according to the conservation laws and other possible constraints ͑Crowe 1996; Kikuchi and Jha 2006͒. The conservation laws and possible constraints could be used to monitor whether the sensor readings are normal. If sensor faults occur, certain conservation laws would be violated.
Besides traditional signal denoising techniques ͑e.g., moving average, wavelet denoising͒, data reconciliation can further improve the quality of the process data. Learning from the denoised and reconciled data leads to more robust models.
Neural Network Approach
A neural network learns from a training data set and mimics the behavior of a complex, nonlinear system. Neural networks are widely used to predict the sensor readings based on various measurements. A significant difference between the neural network predicted value and the actual sensor reading is a good indication of a sensor fault. The magnitude of the fault can be estimated from the predicted value and actual sensor reading. Xu et al. ͑1999͒ applied a neural network approach for sensor validation in a power generation process. Perla et al. ͑2004͒ trained a neural network for the detection and isolation of a distillation process sensor fault, whose time-delay effects were considered during the training stage.
One shortcoming of the sensor validation approach based on neural networks is slow training. Once the process changes, the neural network needs to be retrained, which may not meet the real-time monitoring requirements. Another shortcoming is that the neural network knowledge is not explicit. It is difficult to understand and analyze sensor fault information using neural network predictions.
Bayesian-Belief Network Approach
Mehranbod and Soroush ͑2003͒ proposed a Bayesian-belief network for sensor fault detection and diagnosis. The writers assumed that the process faults ͑shifts͒ did not exist and that an accurate process model was available. The values of process variables were discretized into several categories, and each category was assigned with a prior probability. Similarly, sensor fault ͑bias͒ was also discretized into several categories and prior possibilities were assigned to each category. Based on the process sensor reading and its normal reading, Mehranbod and Soroush ͑2003͒ could calculate the probabilities for the categories of sensor bias and find the most probable category of sensor fault. This method differentiates among bias, drift, and precision degradation based on whether the most probable sensor fault category changes over time. Mehranbod et al. ͑2005͒ further investigated their Bayesian-belief network-based approach for sensor fault diagnosis in a multistage process.
Data-Mining Approach
Data-mining algorithms extract knowledge from large data sets. They are especially helpful in modeling complex systems when it is difficult to develop analytical models based on first principles. For highly nonlinear and nonstationary processes, a linear modelbased sensor validation may generate excessive false alarms.
The Intelligent Data Understanding Group at NASA ͑Bay and Schwabacher 2003͒ applied data-mining algorithms ͑e.g., clustering, outlier detection͒ to monitor complex processes ͑e.g., the space shuttle launch͒ and successfully identified dangerous process faults. An online clustering algorithm ͑Aggarwal et al. 2005͒ was developed to detect network intrusions. Kusiak and Shah ͑2006͒ developed a fault detection system for water chemistry faults in power plants using a data-mining approach.
A sensor validation system should be easy to implement, computationally efficient to meet real-time monitoring requirement, able to learn the process continuously, and provide useful information easily so that users can analyze possible sensor faults. This paper is based on the premise that a data-mining approach provides a general framework to build such a system. The proposed sensor fault detection system is unique and novel in terms of its two-step hierarchical structure. It classifies the monitored combustion process variables into three classes, i.e., controllable process variables, noncontrollable, and response variables. It uses the measured values of these variables to detect faults.
Illustrative Example of Single-Input-Single-Output Feedback Control
In this section, a SISO feedback control system is discussed ͑see Fig. 1͒ , where a process variable x is manipulated and is called a controllable variable. The user sets the value of set points, and the control output u is generated by the controller. The controllable process variable x is measured by a sensor. This measurement ͑feedback͒ is compared to the set point s. Assume that all process data are available, with each data point represented as P t = ͓s͑t͒ , u͑t͒ , x͑t͔͒ and stored at sampling time t. By learning from the operational process data, the relationship among s, u, and x could be captured. It is important to note that x and s should be close to each other in a steady state. Furthermore, in a steady state, the data points should be around a centroid ͓c͑s͒ , c͑u͒ , c͑x͔͒ with some variations, and theoretically c͑s͒ should equal c͑x͒. Since the set point value is established by an operator or is determined by another controller, it changes rather infrequently. Most variations come from u and x, with x͑t͒ oscillating around the set point. The value of u͑t͒ varies around a mean value.
Assume that the controller function is u͑t +1͒ = f͓s͑t͒ , s͑t͒ − x͑t͒ , u͑t͔͒, which means the future control output is based on the current set point s͑t͒, control output u͑t͒, and the difference between the current set point and the process variable s͑t͒ − x͑t͒. Note that the actual process variable is x ‫ء‬ ͑t͒. If there is no sensor fault, in a steady state x͑t͒ = x ‫ء‬ ͑t͒Ϸs͑t͒. If the sensor has a bias fault at time t +1, x͑t +1͒ = x ‫ء‬ ͑t +1͒ + b, which causes the process variable x to deviate from the set point s. In order to make the next time reading x͑t +2͒ closer to the set point s͑t͒, a new control output is generated by letting u͑t +2͒ = f͓s͑t͒ , s͑t͒ − x͑t +1͒ , u͑t +1͔͒. It can be observed that after some time the reading of the faulty sensor eventually becomes almost equal to s͑t͒. However, the control output shifts from u͑t +1͒ to u͑t + ͒. Then, the steady state centroid changes from ͓c͑s͒ , c͑u͒ , c͑x͔͒ to ͓c͑s͒ , u͑t + ͒ , c͑x͔͒.
Assume the steady state process can be represented by the function x = F͑u͒. The process function is constructed from operational ͑normal͒ process data in the absence of sensor faults, F͓u͑t + ͔͒ F͓u͑t +1͔͒ = x ‫ء‬ ͑t +1͒Ϸs͑t͒Ϸx͑t + ͒. In case of a bias sensor fault, the value predicted by F͑ . ͒ is not equal to either the set point or current measurement. If there is no bias-type sensor fault at time t, F͓u͑t͔͒ = x ‫ء‬ ͑t͒ and x͑t͒ should be equal. If there is a sensor fault, the two values are not equal and the fault magnitude can be estimated from the residual F͓u͑t͔͒ − x͑t͒.
Suppose the function F͑ . ͒ representing the process changes in time. The process changes from F t ͑ . ͒ to F t+1 ͑ . ͒ without the sensor fault. In such case s͑t͒Ϸx͑t͒ = F t ͓u͑t͔͒ F t+1 ͓u͑t +1͔͒ = x͑t +1͒ and u͑t͒Ϸu͑t +1͒. The controller detects the difference between the process variable x͑t +1͒ and the set point s͑t͒, and generates new control output at the next sampling time from equation u͑t +2͒ = f͓s͑t͒ , s͑t͒ − x͑t +1͒ , u͑t +1͔͒. After time , x͑t + ͒ is almost equal to s͑t͒, which means that F t+1 ͓u͑t + ͔͒ = x͑t + ͒ = s͑t͒. Since F t ͑ . ͒ is not equal to F t+1 ͑ . ͒, the control output shifts from u͑t͒ to u͑t + ͒, thus making F t+1 ͓u͑t + ͔͒ = F t ͓u͑t͔͒ Ϸ s͑t͒. The change of a process function may generate a false alarm if the sensor detection scheme is based on monitoring the residual between a process function's prediction and the steady state process variable measurement. The challenge is how to differentiate the process change from sensor fault, as both impacts the control output in the SISO feedback control system. Is there any difference in the way they affect the control output? One alternative is to build models based on recent data and update the model whenever new data points become available.
Another way to detect process change is by monitoring a simple feedback controller ͑e.g., proportional-integral-derivative controller͒ performance ͑Seborg et al. 2003͒ . Research results from monitoring controller performance can be found in ͑Qin 1998; Paulonis and Cox 2003͒. A frequent assumption is that sensor fault does not impact a controller's performance. A controller is usually designed and tuned to fit the process. When there is a change in the process, the performance of a controller may also be affected. Specific algorithms can be developed to monitor the controller performance and confirm whether a potential process change has taken place. Recent research on process fault detection can be found in ͑Yen and Ho 2003; Lo et al. 2006; Khomfoi and Tolbert 2007; Cusido et al. 2008͒ , where tank process and simple machines are investigated. This paper is focused on sensor fault detection in an industrial combustion process. The process is assumed to be normal and in a steady state. In other words, it is assumed that the process changes and sensor faults do not happen at the same time.
Sensor Fault Detection Framework
A combustion process ͑e.g., power generation͒ can be represented as a triplet ͑y , x , v͒, where x R l is a vector of l controllable variables ͑manipulated inputs, e.g., air flow, coal input͒, v R m is a vector of m noncontrollable variables ͑e.g., outside air temperature, coal heat value͒; y R k is a vector of k system response variables ͑output variables, e.g., steam temperatures͒. The response variables change with controllable and noncontrollable variables. Here it is assumed that the sensors measuring controllable and response variables are going to be faulty, and they are of particular interest for sensor fault detection in this study. The underlying process is represented as y = f͑x , v͒ where f͑ . ͒ is a function capturing the process in steady states, and it may change in time.
Assume that each controllable variable is involved in a simple SISO feedback control loop. For a given structure of a control system a sensor fault diagnosis system can be developed with a distinct treatment of controllable and response variables. Here, the measurements of noncontrollable variables are assumed to be reliable. This can be achieved by enforcing appropriate maintenance procedures or measurement redundancy. Fig. 2 shows the logic flow of the proposed sensory diagnosis system. The system will first observe the process data and detect whether there are faults in the controllable variables. If a fault is detected, the system will analyze the fault type and determine the cause. If there are no faults, the system will use the measurements of controllable and noncontrollable variables to detect whether there are faults in the response variables. The faults detected will prompt further analysis. If there are no faults in the sensory data, the new data points will be used to update the knowledge base of the system. The knowledge base will include clusters and prediction models learnt with the data-mining algorithms.
To implement the proposed sensor fault detection system in a power plant, it is necessary to ensure the values of the required noncontrollable variables are available. Then, for each controllable variable x, a clustering algorithm or a regression algorithm can be applied to extract the relationships ͑patterns͒ among the controller output, its set point, and x. This way a predictive model can be built for each response variable y. The monitoring task involves two steps. The first step is to check whether the measurements from the noncontrollable and controllable variables are reliable. If they are reliable, their measurements are used to predict the response variable and compare the predicted values with the observed ones.
Sensor Fault Diagnosis of Controllable Variables
The sensor fault diagnosis system uses the control output, set point, and the process variable for each controller ͑e.g., see Fig.  1͒ . Based on this information, data-mining algorithms build models for all controllable process variables. For a controllable variable x, a training data set consisting of fault-free ͑normal͒ data points in steady states is stored in the data historian. For example, the training set may include n data points ͕P t 1 , P t 2 , . . . , P t i , . . . , P t n ͖ collected at different times. Each data point P t at time t can be expressed as a three-dimensional point P t = ͓s͑t͒ , u͑t͒ , x͑t͔͒, where s, u, and x are set point, control output, and process variable measurements, respectively.
Definition 1: a training data set for a controllable process variable comprises normal data points collected sequentially at steady states. Let TrainSet= ͕P t 1 , P t 2 , . . . , P t i , . . . , P t n ͖, where index t 1,. . ., t n are time instances arranged in ascending order.
An ideal training data set should contain all the possible steady states of controllable variable x. However, sometimes it is not possible to obtain such a training data set. For example, the set point of x could be continuously set at values between 0 and 100 ͑in an industrial process, values of a set point, control output, and process variable are usually scaled between 0 and 100͒. The k-means clustering algorithm ͑Tan et al. 2006͒ applied to the training data set generates a number of clusters. A maximum variation constraint imposed on the set points during the clustering process will limit the variation of the set point dimension. The basic notation used by the k-means algorithm is shown in Table 1 The centroid c j is composed of a set point, control output, and process variable measurements and has the form c j = ͓c j ͑s͒ , c j ͑u͒ , c j ͑x͔͒. The radius of a cluster C j is computed from
2 , which can be expanded to the following expression:
A cluster's radius can be projected on its different dimensions. Radius r j projected on its set point dimension can be written as
Similarly r j ͑u͒ and r j ͑x͒ are the radius projected on the control output and the process variable measurement, respectively. Definition 2: a limiting radius r͑s͒ is a predefined variation limit in the set point dimension for every cluster. Similarly r͑u͒ and r͑x͒ are variation limits in the control output dimension and process variable measurement dimension, respectively.
A limiting radius for each dimension can be estimated for each training data set or be specified by a domain expert. It serves as a default value of a cluster radius when creating new clusters during online monitoring of the process. Parameter r͑s͒ is used to constrain the variations of a cluster in its set point dimension.
The value of r͑s͒ is usually small, even zero, since the set point in a steady state should not have a large variation. Assigning a small value to r͑s͒ allows a clustering algorithm to group similar set point values together and reduce the number of clusters with unique set point values.
To make sure that all clusters have their set point radius smaller than r͑s͒, the simple k-means algorithm is modified as Algorithm 2 shown next. i.e., split the cluster into two clusters. 6. Until every cluster's set point radius is smaller than r͑s͒.
Besides Algorithm 2, other clustering algorithms can be developed. The k-means algorithm was selected as the basis of Algorithm 2 due to its simplicity.
Definition 3: a set of centroids contains cluster centroids learnt from the training data set. Let CentroidSet= ͕c 1 , c 2 , . . . ,c i . . . ,c k ͖, each centroid c i has related statistics: m i , r͑s͒, r i ͑u͒, and r i ͑x͒.
A centroid can be interpreted as: if the value of set point s is about c i ͑s͒ within the limiting radius r͑s͒, then the process variable should be around c i ͑x͒ with variation r i ͑x͒; the control output should be around c i ͑u͒ with variation r i ͑u͒.
Given future data points P t = ͓s͑t͒ , u͑t͒ , x͑t͔͒, t = 1 , . . . ,n and assuming that centroid c i can be found, where s͑t͒Ϸc i ͑s͒ under the constraint r͑s͒, different types of sensor faults will show different patterns by comparing P t and c i . If there is a bias fault in x, a gap between u͑t͒ and c i ͑u͒ larger than the variation r i ͑u͒ is observed. If there is a drift fault in x, the gap between u͑t͒ and c i ͑u͒ increases in time. Similarly, if there is a multiplication fault in x, a gap between u͑t͒ and c i ͑u͒ is observed, and this gap may increase for larger values of x.
For a precision degradation fault in x, i.e., values of x have larger variations in steady states, x͑t͒ will fluctuate around c i ͑x͒ and outside of the radius r i ͑x͒. Since control output u is affected by the feedback information of x, u͑t͒ will fluctuate around c i ͑u͒ and outside of the radius r i ͑u͒.
Besides extracting clusters from the training data set, predictive models can be constructed based on data collected for set points or control outputs. For example, regression analysis can be used to construct the mapping F 1 ͑ . ͒ from s to u. For an incoming data point P t , a centroid which satisfies the set point limiting radius constraint may not be found. In other words, a new set point could appear that was not present in the training data set. In such a scenario, a predictive model would be used to make the prediction û ͑t͒ = F 1 ͓s͑t͔͒. The value of û ͑t͒ would be compared with the actual recorded value u͑t͒. If the difference between û ͑t͒ and u͑t͒ was smaller than a predefined threshold, P t could be considered as a fault-free point. Otherwise, there could be a process change or a sensor fault.
Definition 4: predictive model F 1 ͑ . ͒ is a one-to-one mapping between set point s and control output u. F 1 ͑ . ͒ can be built from a training data set and updated periodically using new normal data points. The model training error of F 1 ͑ . ͒ is denoted as e F 1 , which is the average absolute difference between F 1 ͑s͒ and u over the training data set.
The function F 1 ͑ . ͒ can be constructed from a training data set. For example, a linear or piecewise linear regression could be used to approximate the relation between s and u. Since F 1 ͑ . ͒ involves only single-input and single-output, computational time for building such a function is almost negligible.
The function F 1 ͑ . ͒ can also be used to estimate the fault magnitude. If a point P t = ͓s͑t͒ , u͑t͒ , x͑t͔͒ is considered to be faulty in a steady state where x͑t͒Ϸs͑t͒, the actual measurement of process variable x could be estimated from x͑t͒ = ŝ͑t͒ = F 1 −1 ͓u͑t͔͒, where F 1 −1 ͑ . ͒ is the inverse function of F 1 ͑ . ͒. By comparing x͑t͒ and x͑t͒, the fault magnitude could be estimated.
Definition 5: a set of faulty data points FaultySet includes data points that are considered as faulty and snapshots of centroids or predictive models corresponding to these faulty points, i.e., FaultySet= ͕͑P t , t ͉͒t is the time stamp when P t is considered faulty͖.
The parameter t could be a centroid used to compare it with P t and thus allow P t to be classified as faulty at time t. Similarly, t could be a predictive function F 1 ͑ . ͒ used to compare F 1 ͓s͑t͔͒ with u͑t͒, and thus allow P t to be classified as faulty at time t.
Algorithm 3 creating a new centroid for a new set point is shown next.
Algorithm 3
Input: An new data point P t , F 1 ͑ . ͒, e F 1 , FaultySet, CentroidSet. Output: Updated FaultySet, CentroidSet. Analyzing the faulty data set could provide information on the type of faults or detect possible process changes for a single controllable variable. It is also easy to visualize clusters and data points since the sensor fault detection system only involves threedimensional points for each controllable variable. Human users can better assess a controllable variable when combined with a set point, control output, and a process variable.
Sensor Fault Diagnosis of Response Variables
Once the measurements of controllable variables are available, a predictive model ŷ = f y ͑x , v͒ can be built for every response variable y by using all controllable variables x and noncontrollable variables v as predictors. Comparing the model-predicted value ŷ͑t͒ with a sensor measured y͑t͒ at time t generates a residual. Fault diagnosis and alarming schemes can be developed based on analyzing the residuals over a certain time period. In other words, ŷ͑t͒ is regarded as the "true" value of response variable y at time t. Sensor reading y͑t͒ should be close to the predicted value ŷ͑t͒. If there were major differences between these two values over certain time periods, a sensor fault or process change could happen. Control chart techniques and hypothesis testing ͑Mitra 1998; Montgomery 2005͒ could be borrowed to monitor the residuals and their variations generated by comparing ŷ͑t͒ and y͑t͒. Updating the predictive model with recent normal data points alleviates the process change impact and helps identifying true sensor faults.
Definition 6: a training data set for a response process variable y comprises normal data points which should contain rich information about the behavior of y. Let y _ TrainSet = ͕P t 1 , P t 2 , . . . , P t i , . . . , P t g ͖, where index t 1,. . ., t g are time instances arranged in ascending order, and g is the number points in a training data set. P t i is a multidimensional point and can be written as P t i = ͓y t i , x͑1͒ t i , . . . ,x͑l͒ t i , v͑1͒ t i , . . . ,v͑m͒ t i ͔.
Definition 7: a predictive model ŷ = f y ͓x͑1͒ , . . . ,x͑l͒ , v͑1͒ , . . . ,v͑m͔͒ is built from a training data set for a response process variable y. The mean residual Train of the predictive model from the training data set is calculated as Train =1/ g͚ i=1 g ͑y t i − ŷ t i ͒. Similarly the standard deviation Train residuals for a training data set is Train
Once the predictive model is built from a training data set, it can be deployed for detection of future sensor faults.
Definition 8: a testing data set for response process variable y includes n data points immediately following time t g . Let y _ TestSet= ͕P t g+1 , P t g+2 , . . . , P t g+i , . . . , P t g+n ͖, where index t g+1,. . ., t g+n are time instances arranged in ascending order and usually in a consecutive form. For example, the testing data points are collected every minute.
Usually n should not be too large because the predictive model is built from historical data and the underlying process may change over a long period of time. For example, if ŷ = f y ͓x͑1͒ , . . . ,x͑l͒ , v͑1͒ , . . . ,v͑m͔͒ is built from the data one month ago, it may not be accurate enough for predicting the current process's response variable y. 
2 . Based on the concepts from the statistical process control, if there is no fault in the measurement of y, Test should be within the control limits derived from Train and other applicationdependent information, which can used to detect whether there is a mean shift or drift in the measurement. Similarly precision degradation of measurements of y will make Test out of the control limits derived from Train and other application-dependent information.
The upper and lower control limits for deciding whether Test is out of the control limit are calculated using model ͑1͒ ͑Mitra 1998͒ where n = number of points in y _ TestSet; ␣/2,n−1 2 = right ␣ / 2 percentage points of the chi-square distribution; n − 1 = degree of freedom of the chi-square distribution.
If Test   2 is above UCL 2 , the data points in y _ TestSet are considered faulty, and precision degradation may exist in the measurements of y. LCL 2 is set as 0 because small variations in the testing residuals mean the measured y and predicted y are very close, which is a good sign of fault-free sensor measurements.
Definition 10: a set of potential faults y _ FaultSet for response variable y includes a snapshot of the predictive model f y ͑ . ͒ Built from y _ TrainSet, the testing data set y _ TestSet, Train , Train . y _ FaultSet= ͕͓f y ͑ . ͒ , y _ TestSet, Train , Train ͔. . .͖.
Algorithm 7 presented next performs online monitoring of response variable y.
Algorithm 7
Input: y _ TrainSet, y _ TestSet. Output: Updated y _ FaultSet and y _ TrainSet.
1. Build a predictive model f y ͑ . ͒ from the training data set;
use model ͑1͒ and model ͑2͒ to calculate the control limits. are within the control limits, add the data points of y _ TestSet to y _ TrainSet. Otherwise, there are faults in the measurements of the test data points. Add current ͓f y ͑ . ͒ , y _ TestSet, Train , Train ͔ to y _ FaultSet. Algorithm 7 could be used repeatedly when y _ TestSet is continuously updated with the new data streams. For example, every hour, a new testing data set could be sampled from the data stream. Based on y _ FaultSet, residuals could be visualized and analyzed later for fault diagnosis.
Many data-mining algorithms are able to learn the predictive model from fault-free ͑normal͒ process data. In this study, a decision-tree algorithm ͑Quinlan 1993͒ is selected rather than a neural network to build the predictive model. There are two main reasons for using the decision-tree algorithm to build the predictive model.
First, the computational time to build a decision-tree is much faster than training a neural network, which makes updating the prediction model easier and faster. Second, the prediction accuracy of a decision-tree is stable even when the predictors are noisy.
The decision-tree algorithm usually needs the decision variable to be categorical. The continuous response variable y has to be placed into different categories before building the predictive model. For example, if y is a response variable standing for the lower bed temperature in a boiler, it is a continuous value and most of its values range from 1,300 to 1 , 500°F. Thus lower bed temperature could be categorized into 10 categories in Table 2 using the fixed-length interval approach. "LT_1300" means the temperature value is lower than 1 , 300°F, "HT_1500" means the temperature value is higher than 1 , 500°F. "1300_1325" means the temperature is greater than or equal to 1 , 300°F, but lower than 1 , 325°F. The interval length used in Table 2 is 25°F. Table 3 shows cross-validation results for a predictive model of a lower bed temperature ͑Witten and Frank 2005͒. It also reflects the predictive model's residuals and their variation. The values in the diagonal of the confusion matrix ͑Table 3͒ are the correctly predicted ͑classified͒ instances. One disadvantage of the categorization is that it causes misclassification in the neighboring categories. The lower bed temperature values which are a little higher than 1 , 300°F could be misclassified as "LT_1300" by the decision-tree model. In some engineering applications 1 , 301°F and 1 , 299°F may not matter, but they belong to two different categories based on Table 2 . For a decision-tree algorithm, it is extremely difficult to classify such instances. For example, in the third row of Table 3 , two instances of class b ͑"1300_1325"͒ are misclassified as class a ͑"LT_1300"͒. In the second row of Table  3 , two instances of class a are classified as class b.
To mitigate the problem caused by categorization, the misclassified instances around the diagonal of a confusion matrix will be added to the diagonal count. For example, in Table 3 , instances of class b could be regarded as correctly classified when the predicted classes are either a, b or c.
Since the continuous temperature values are categorized into 10 categories, the calculation of residuals between predicted temperature and measured temperature is illustrated next. For example, if the measured temperature is "LT_1300," the predicted temperature is "1300_1325," the residual will be minus Ϫ1 by using "LT_1300" "minus" "1300_1325." Similarly, if the predicted temperature is "1300_1325," the measured temperature will be "1350_1375," and the residual will be 2.
For the training data set of Table 3 , Train and Train are Ϫ0.0032 and 0.2764, respectively. Data-mining algorithms tend to fit the training data set very well, and their performance on the future data will degrade as time increases, and the underlying process changes over time. Thus a very small Train will result in very tight control limits based on models ͑1͒ and ͑2͒. As a result, the monitoring algorithm may be too sensitive and generate false alarms for the operators. Considering the neighborhood accuracy, Train can be replaced with max͑ Train ,1͒. If Train is smaller than 1, 1 will be used for Train . 
Industrial Case Study
The approach developed in this paper has been tested on the combustion process ͓a boiler at the University of Iowa Power Plant ͑UIPP͔͒. The data historian installed at the UIPP monitors hundreds of process variables. This large volume of data provides the opportunity to use data-mining algorithms to develop a sensor fault detection and diagnosis system. Table 4 shows a set of selected important process variables used in this case study. The controllable variables are denoted as x͑1͒ through x͑5͒. They have corresponding set points and control outputs. Later in the paper, symbols "s" and "u" are used to indicate corresponding set points and control outputs. For example, s͑1͒ is the set point of x͑1͒, u͑1͒ is the control output of x͑1͒. The noncontrollable variables v͑1͒ and v͑2͒ are provided from the lab tests of the coal and oat hull and are assumed to be fault-free. The value of the response variable y͑1͒ changes according to the input variables.
The combustion process at UIPP is complex because the boiler burns coal and oat hull at the same time. The coal and oat hull mixing ratio changes according to the availability of oat hull. For example, if the truck delivering the oat hull is delayed, the oat hull consumption is decreased and the coal input is increased. Moreover, the steam load demand also changes over time. Thus there are numerous steady states of the process, and the process shifts from one state to another, which challenges the traditional steady state assumption of many sensor fault diagnosis methods.
Detection of Sensor Fault in Manipulated Input Sensors
Oat hull input is selected here as an example to validate the methods discussed in this paper. The training data set consists of data points collected between "11/15/2007 9:03 AM" and "12/29/2007 8:52 PM;" the sampling frequency is one minute. Data points in transient states are deleted and thus a training data set of 36,076 steady state data points is established. By analyzing the training data set, the limiting radius of control output u͑2͒ is set as 2, and the limiting radius of process variable x͑2͒ is also set as 2. The limiting radius of set point s͑2͒ is set as 0.1. Applying Algorithm 2, a set of clusters ͑centroids͒ is generated. Tables 5 and 6 show two clusters ͑named Cluster 1 and Cluster 2, respectively͒ extracted from the training date set with different set point values.
The centroid for Cluster 1 in Table 5 is: c = ͓c͑s͒ , c͑u͒ , c͑x͔͒ = ͑50.27, 40.1515, 49.926͒. The centroid for Cluster 2 in Table 6 is ͑42. 4014,28.3725,42.9636͒. A linear predictive model F 1 ͑ . ͒ can be built for s͑2͒ and u͑2͒. Once a new set point value occurs, F 1 ͑ . ͒ can be used to predict u͑2͒ based on s͑2͒. Based on the training data set, a linear regression is used to build F 1 ͑ . ͒ ͑see Fig. 3͒ . The linear equation is u͑2͒ = −8.1143+ 0.9674ϫ s͑2͒.
Algorithm 6 is used to monitor the oat hull control loop based on the knowledge learnt from the training data set. The algorithm monitors the data points starting from "12/29/2007 8:53 PM." Faulty data points are identified and saved to the faulty data set.
At "1/2/2008 4:25 PM," some faulty data points began to be identified based on Cluster 2 of Table 6 .
At "1/2/2008 4:25 PM," P t = ͓s͑t͒ , u͑t͒ , x͑t͔͒ = ͑42.375, 36.4375, 42.1396͒, s͑2͒ is 42.375 which is within the set point limiting radius of cluster 2, i.e., ͉42.375-42.4014͉ = 0.026Յ 0.1. But u͑2͒ is 36.4375, which exceeds the control output limiting 8:45 PM" are continuously identified as faulty points by Cluster 1. Fig. 5 shows patterns similar to that of Fig. 4 , where there is a mean shift in control output values.
The sensor fault of measuring oat hull weight was detected and confirmed on January 8, 2008, by UIPP engineers. By using the approach, cluster 2 identified the fault much earlier than January 8, 2008.
Sensor Fault Detection of Response Variables
A decision-tree was trained to predict the lower bed temperature by using x͑1͒ − x͑5͒ and v͑1͒ − v͑2͒ as predictors. Once the measurements in the controllable variables are assured, they can be fed into the decision-tree model to make a reliable prediction about the response variable.
The training data set y _ TrainSet is composed of 69,117 data points sampled between "10/21/2007 11:14 AM" and "12/31/ 2007 4:14 PM." The testing data set y _ TestSet is composed 1,440 data points ͑instances͒ starting from "12/31/2007 4:15 PM" to "1/1/2008 4:14 PM." The points in y _ TestSet will be numbered from 1 to 1,440 in ascending time sequence ͓Figs. 6͑a-d͔͒. Both training and testing data sets are verified, and there are no sensor faults in the measurements.
A decision-tree based predictive model ŷ͑1͒ = f y͑1͒ ͑x , v͒ is built from the training data set, and its cross-validation confusion matrix is shown in Table 2 . It is easily seen that most of the residuals will fluctuate between Ϫ1 and +1. Theoretically the training residuals should follow a normal distribution with zero mean and small standard deviation. The mean of the training residuals, Train , is calculated as Ϫ0.0032, with standard deviation Train = 0.2764. Since 0.2764Ͻ 1, Train = max͑0.2764, 1͒ = 1. Thus the control limits can be calculated from models ͑1͒ and ͑2͒. UCL 1 = 0.0759, CenterLine 1 = −0.0032, LCL 1 = −0.0823; let ␣ =5, UCL 2 = 1.0744, CenterLine 2 =1, LCL 2 =0. Fig. 6͑a͒ shows that the decision-tree based predictive model made a good prediction about the future lower bed temperature, which verified the prediction capability of the predictive model built from the historical data set. Test and Test 2 are 0.0368 and 0.6234, which are within the corresponding control limits. Most residuals are between 1 and Ϫ1 in Fig. 6͑a͒ .
Bias fault and precision degradation fault are tested by using . ͑a͒ Residuals of the normal test data set; ͑b͒ residuals of the test data set when white random noise of 25 is added to the lower bed temperature; ͑c͒ residuals of the test data set when a bias fault of Ϫ25 is incorporated into the lower bed temperature; and ͑d͒ residuals of the test data set when white noise of 5 is added to every controllable variable's measurement of the normal test data set Algorithm 7. For bias fault, a −25°F measurement fault is added into y͑1͒ of all data points in y _ TestSet, y͑1͒ t = y͑1͒ t ‫ء‬ + b, where y͑1͒ t ‫ء‬ is the actual value of response variable y͑1͒ at time t. Similarly, for precision degradation fault, a white random noise ϳ N͑0,25 2 ͒ is added into y͑1͒ of all data points in y _ TestSet, y͑1͒ t = y͑1͒ t ‫ء‬ + . Fig. 6͑b͒ showed the residuals when the precision degradation fault was added into the normal testing data set. Fig.  6͑c͒ showed residuals when a bias fault of Ϫ25 was added into the normal testing data set.
For Fig. 6͑b͒ is larger than UCL 2 , which indicates a precision degradation fault in the testing data set.
For Fig. 6͑c͒ when a bias fault of Ϫ25 was added into the normal test data set, its corresponding Test and Test 2 were Ϫ0.9667 and 0.6132, respectively. The residual mean Test is lower than LCL 1 , but the residual variation Test 2 is within the control limit, which indicates a minus bias fault in the test data set.
The residuals of Figs. 6͑a-c͒ were generated from the testing data set when all measurements of the controllable variables x were correct. Fig. 6͑d͒ shows the residuals when a white random noise ϳ N͑0,5 2 ͒ was added to every controllable variable's measurements of the testing data set. That is x͑i͒ t = x͑i͒ t ‫ء‬ + , i =1...5. For Fig. 6͑d͒ are all within the control limits, thus indicating no fault in the testing data set. An experiment of Fig. 6͑d͒ tested the robustness of the decision-tree based predictive model to generate fault detection residuals even when there were small noises in some predictor measurements.
Conclusions
A sensor-diagnosis system based on a data-mining approach was developed. The system follows a two-stage strategy of identifying sensor faults of controllable and response variables. A clustering algorithm was applied to controllable variables involved in the simple feedback control loops. A decision-tree algorithm was used to build a predictive model of each response variable. The observed and predicted variables generated residuals used in fault detection. The proposed model detected faults in nonstationary processes. An industrial boiler process was used to validate the proposed approach. The system was able to detect bias and precision degradation faults. The decision-tree based predictive model was proven to be robust to handle noisy data. The proposed approach is somewhat sensitive to the process changes; however, learning from the recent data and updates to the knowledge mitigates this problem.
