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VARIATIONAL INTEGRATORS FOR UNDERACTUATED
MECHANICAL CONTROL SYSTEMS WITH SYMMETRIES
LEONARDO COLOMBO, FERNANDO JIME´NEZ, AND DAVID MARTI´N DE DIEGO
Abstract. Optimal control problems for underactuated mechanical systems
can be seen as a higher-order variational problem subject to higher-order con-
straints (that is, when the Lagrangian function and the constraints depend on
higher-order derivatives such as the acceleration, jerk or jounces). In this paper
we discuss the variational formalism for the class of underactuated mechanical
control systems when the configuration space is a trivial principal bundle and
the construction of variational integrators for such mechanical control systems.
An interesting family of geometric integrators can be defined using discretiza-
tions of the Hamilton’s principle of critical action. This family of geometric
integrators is called variational integrators, being one of their main properties
the preservation of geometric features as the symplecticity, momentum preser-
vation and good behavior of the energy. We construct variational integrators
for higher-order mechanical systems on trivial principal bundles and their exten-
sion for higher-order constrained systems and we devote special attention to the
particular case of underactuated mechanical systems
1. Introduction
The construction of variational integrators have received a lot of interest in the
recent years from the theoretical and applied points of view. The goal of this
paper is to develop variational integrators for optimal control problems of me-
chanical systems defined on a trivial principal bundle, paying particular attention
to underactuated mechanical control systems. Underactuated control systems are
characterized by the fact that they have more degrees of freedom than actuators.
The presence of underactuated mechanical systems is ubiquitous in engineer-
ing applications; for instance, the underactuation may arise from a failure in the
fully actuated regime or in the design of less costly devices. Optimal control prob-
lems of underactuated mechanical systems can be seen as a variational problem
involving Lagrangians defined on higher-order tangent bundles subject to higher-
order constraints. That is, Lagrangian and constraint functions depending not
just on positions and velocities, but also on acceleration and sometimes higher-
order derivatives of the curve in the configuration space. The purpose of the
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optimal control problem is to find a curve of the state variables and control in-
puts which satisfies the controlled equations and minimizes a cost function subject
to initial and final boundary conditions. We will use the equivalence between
optimal control problems of underactuated mechanical systems and second-order
variational problems with second-order constraints (see [3]) when the configuration
manifold is a trivial principal bundle. To develop this process it is necessary to
obtain the second-order Euler-Lagrange equations, calculation which is showed in
great detail. Furthermore, the Lagrange-Poincare´ equations follow from the Euler-
Lagrange ones after applying a symmetry reduction procedure. Moreover, recent
developments in the theory of k−splines on SO(3) and the Clebsh-Pontryagin op-
timal control problem (see [19, 20]), suggest that the higher-order situation may be
relevant. Consequently, we extend the previous calculation to this case, obtaining
Lagrange-Poincare´ equations using a left trivialization of the tangent bundle of a
Lie group.
Higher-order variational problems also have been used in the applications to
longitudinal studies in computational anatomy. This kind of studies seeks, among
other goals, to determine a path that interpolates optimally through a time-order
series of images or shapes. Depending on the specific application, the interpolant
will be require to have a certain degree of spatiotemporal smoothness. If a higher-
order degree of smoothness is required, a natural approach is to investigate higher-
order variational formulation of the interpolation problem (see for example [8],[10],
[20] and [39]).
In order to obtain variational integrators for the systems described above, we
extend the theory of discrete mechanics, which is based on discrete calculus of vari-
ations, to higher-order systems subject to higher-order constraints. The discrete
approach proposed in this work (we will employ our setting or our approach hence-
forth for sake of simplicity) follows the ideas proposed by Marsden and Wendlandt
[37] and Marsden and West [38] for first order systems without constraints. In
particular, we shall develop the discrete analogue of higher-order Euler-Lagrange
and Lagrange-Poincare´ equations (introduced by Gay-Balmaz, Holm and Ratiu in
[18]) for trivial principal bundles and its extension to constrained systems. With
this particular purpose, we use the discrete Hamilton’s principle and the adding of
Lagrange multipliers in order to obtain discrete paths that approximately satisfy
the dynamics and the constraints. Such formulation gives us the preservation of
important geometric properties of the mechanical system, such as momentum, sym-
plecticity, group structure and good behavior of the energy (see [21]). The preser-
vation of these geometric properties produces an improved qualitative behavior,
and also a more accurate long-time integration than with a standard integrator.
The methods studied in this paper are founded on recently developed structure-
preserving numeric integrators for optimal control problems (see [3, 8, 13, 14, 15,
25, 27, 28, 31, 35, 40] and references therein) based on solving a discrete optimal
control problem as a discrete variational problem with constraints (see [3, 14, 15] for
the continuous counterpart). These numerical integrators are used for simulating
and controlling the dynamics of satellites, spacecrafts, underwater vehicles, mobile
robots, helicopters and wheeled vehicles [4, 9, 30]. More concretely, previous results
(upon which the present ones are based) can be found in [13] and [24], where
mainly the treated configuration manifolds are Lie groups and in the second work
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the authors solve optimal control problems with a different view point, where they
construct variational integrators for systems with piecewise controls. Previous
numerical methods are developed only for the case of higher-order tangent bundles
[15],[16] or several copies of the Lie algebra of a Lie group (see for example [8], [13]).
Both correspond to numerical methods for higher-order Euler-Lagrange equations
and Euler-Poincare´ equations, respectively. However, real systems are typically
modeled over a manifold which admits a Lie group of symmetries (mainly SE(2),
SO(2), SE(2) and SE(3)). Therefore, applying standard reduction theory we
derive a system defined on a quotient bundle. This bundle is, in several cases,
the cartesian product of the previously mentioned spaces; that is, a higher-order
tangent bundle and several copies of a Lie algebra associated with the symmetry
Lie group. Thus we design geometric integrators for this type of spaces, which
includes the previous ones as particular cases, and we apply this construction to
the desing of variational integrator for optimal control problems of mechanical
systems in presence of Lie groups symmetries (see [5],[6], [16], [15]).
To be self-contained, we introduce a brief background in discrete mechanics.
1.1. General Background. A discrete Lagrangian is a map Ld : Q × Q → R,
which may be considered as an approximation of the integral action defined by a
continuous Lagrangian L : TQ→ R,
Ld(q0, q1) ≈
∫ h
0
L(q(t), q˙(t)) dt,
where q(t) is the unique solution of the Euler-Lagrange equations for L; q(0) = q0,
q(h) = q1 and the time step h > 0 is small enough.
Given the grid {tk = kh | k = 0, . . . , N}, with Nh = T , define the discrete
path space Cd(Q) := {qd : {tk}Nk=0 → Q}. This discrete path space is isomorphic
to the smooth product manifold which consists of N + 1 copies of Q. The discrete
trajectory qd ∈ Cd(Q) will be identified with its image qd = {qk}Nk=0 where qk :=
qd(tk).
Define the action sum Ad : Cd(Q) → R, associated to Ld, by summing the dis-
crete Lagrangian on each adjacent pair
Ad(qd) :=
N−1∑
k=1
Ld(qk−1, qk),
where qk ∈ Q for 0 ≤ k ≤ N. Note that the discrete action inherits the smoothness
of the discrete Lagrangian.
The discrete variational principle then requires that δAd = 0 where the variations
are taken with respect to each point qk, 1 ≤ k ≤ N − 1 along the path, and
the resulting equations of motion (a system of difference equations), given fixed
endpoints q0 and qN , are
D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = 0, (1)
where D1 and D2 denote the derivative of the discrete Lagrangian with respect to
the first and second arguments, respectively. These equations are usually called
discrete Euler–Lagrange equations.
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If the matrix D12Ld(qk, qk+1) is regular, it is possible to define a (local) discrete
flow ΥLd : Q × Q → Q × Q, by ΥLd(qk−1, qk) = (qk, qk+1) from (1). This discrete
flow preserves the (pre-)symplectic form on Q × Q, ωd, i.e. Υ∗Ldωd = ωd (see [37],
[38] and references therein).
Given an action of a Lie group G on Q, we can consider the G−action on Q×Q
g · (qk, qk+1) := (g · qk, g · qk+1). Denoting by g the Lie algebra of G we can define
two discrete momentum maps
J±d (qk, qk+1) : g→ R
ξ 7→ 〈Θ±Ld(qk, qk+1), ξQ×Q(qk, qk+1)〉
for ξ ∈ g. Here ξQ×Q(qk, qk+1) := (ξQ(qk), ξQ(qk+1)) where
ξQ(q) =
d
dt
∣∣∣
t=0
(exp(tξ) · q)
denotes the fundamental vector field and Θ+Ld(qk, qk+1) := D2Ld(qk, qk+1)dqk+1,
Θ−Ld(qk, qk+1) := −D1Ld(qk, qk+1)dqk are the discrete Poincare´-Cartan 1-forms on
Q×Q. If the Lagrangian is G−invariant then Jd := J+d = J−d and Jd ◦Υd = Jd.
1.2. Goals, contributions and organization of the paper. The main goal
of this work is to develop variational integrators for optimal control problems of
underactuated mechanical systems defined on a trivial principal bundle. This is
achieved in section §5, where the process is showed in great detail for two exam-
ples. With that purpose, other contributions are presented previously. Namely: in
§2 the continuous Euler-Lagrange (Lagrange-Poincare´) equations for higher-order
tangent bundles when the configuration manifold is a trivial principal bundle are
obtained, particularly in theorem 2.2; section §3 is devoted to the construction of
variational integrators for higher-order mechanical systems with symmetries where
we obtain the discrete higher-order Euler-Lagrange and Lagrange-Poincare´ equa-
tions in theorem 3.2; in §4 higher-order constraints are added into the picture and
consequently we obtain the equations of motion for constrained system, both in
the continuous and discrete cases by using Lagrange multipliers; and, finally, in §5
we study optimal control problems, we apply the techniques developed previously
in order to obtain the design of geometric numerical integrators for this kind of
optimal control problems and explore two examples: the optimal control of a vehi-
cle whose configuration space is the Lie group SE(2), and the associated optimal
control problem of a homogeneous ball rotating on a plate.
2. Higher-order Euler-Lagrange equations on trivial principal
bundles
2.1. Higher-order tangent bundles. In this subsection we recall some basic
facts of the higher-order tangent bundle theory. At some point, we will particularize
this construction to the case when the configuration space is a Lie group G. For
more details see [32].
Let M be a differentiable manifold of dimension n. It is possible to introduce
an equivalence relation in the set C l(R,M) of l-differentiable curves from R to M .
By definition, two given curves in M , γ1(t) and γ2(t), where t ∈ (−a, a) with a ∈ R
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have contact of order l at q0 = γ1(0) = γ2(0) if there is a local chart (ϕ,U) of M
such that q0 ∈ U and
ds
dts
(ϕ ◦ γ1(t))
∣∣∣
t=0
=
ds
dts
(ϕ ◦ γ2(t))
∣∣∣
t=0
,
for all s = 0, ..., l. This is a well-defined equivalence relation in C l(R,M) and the
equivalence class of a curve γ will be denoted by [γ]
(l)
0 . The set of equivalence classes
will be denoted by T (l)M and it is not hard to show that it has a natural structure
of differentiable manifold. Moreover, τ lM : T
(l)M →M where τ lM
(
[γ]
(l)
0
)
= γ(0) is
a fiber bundle called the tangent bundle of order l of M.
Define the left- and right-translation of G on itself
` : G×G → G , (g, h) 7→ `g(h) = gh,
r : G×G → G , (g, h) 7→ rg(h) = hg.
Obviously `g and rg are diffeomorphisms.
The left-translation allows us to trivialize the tangent bundle TG and the cotan-
gent bundle T ∗G as follows
TG → G× g, (g, g˙) 7−→ (g, g−1g˙) = (g, Te`g−1 g˙) = (g, ξ),
T ∗G → G× g∗, (g, αg) 7−→ (g, T ∗e `g(αg)) = (g, α),
where g = TeG is the Lie algebra of G and e is the neutral element of G. In the
same way, we have the identification TTG ≡ G× 3g where 3g stands for g× g× g.
Throughout this paper, the notation nV , where V is a given space, denotes the
cartesian product of n copies of V . Therefore, in the case when the manifold M
has a Lie group structure, i.e. M = G, we can use the left trivialization to identify
the higher-order tangent bundle T (l)G with G× lg. That is, if g : I → G is a curve
in C l(R, G), where I ⊂ R, then:
Υ(l) : T (l)G −→ G× lg
[g]
(l)
0 7−→
(
g(0), g−1(0)g˙(0), d
dt
∣∣∣
t=0
(g−1(t)g˙(t)), . . . , d
l−1
dtl−1
∣∣∣
t=0
(g−1(t)g˙(t))
)
.
It is clear that Υ(l) is a diffeomorphism.
We will denote ξ(t) := g−1(t)g˙(t), therefore
Υ(l)([g]
(l)
0 ) = (g, ξ, ξ˙, . . . , ξ
(l−1)) ,
where
ξ(j)(t) =
dj
dtj
(g−1(t)g˙(t)), 0 ≤ j ≤ l − 1
and g(0) = g, ξ(j)(0) = ξ(j), 0 ≤ j ≤ l − 1. We will use the following notations
without distinction ξ(0) = ξ, ξ(1) = ξ˙, ξ(2) = ξ¨ and so on, when referring to the
derivatives.
We may also define the surjective mappings τ
(j,l)
G : T
(l)G → T (j)G, for j ≤ l,
given by τ
(j,l)
G
(
[g]
(l)
0
)
= [g]
(j)
0 . With the previous identifications we have that
τ
(j,l)
G (g(0), ξ(0), ξ˙(0), . . . , ξ
(l−1)(0)) = (g(0), ξ(0), ξ˙(0), . . . , ξ(j−1)(0)).
It is easy to see that T (1)G ≡ G× g, T (0)G ≡ G and τ (0,l)G = τ lG.
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2.2. Euler-Lagrange equations for trivial principal bundles. In this sub-
section and the two subsequent ones we derive, from a variational point of view,
the Euler-Lagrange equations for the trivial principal bundle M = Q × G where
Q is a n−dimensional differentiable manifold and G is a Lie group. We consider
the cases of the tangent bundle (see [11] for more details), second-order tangent
bundle and higher-order tangent bundle where we show the process step by step
since it may be enlightening for the reader.
Let L : TM → R be a Lagrangian function. Since TG can be identified with
G × g after a left-trivialization, we can consider a Lagrangian function as L :
TQ×G× g→ R.
The motion of the mechanical system is described by applying the following
variational principle:
δA(c) := δ
∫ T
0
L(c(t), c˙(t))dt := δ
∫ T
0
L(q(t), q˙(t), g(t), ξ(t))dt = 0, (2)
where c is a smooth curve on Q × G and, with some abuse of notation, c˙(t) ∈
TQ×G× g, which locally reads c˙(t) = (q(t), q˙(t), g(t), ξ(t)). The variations δq(t)
satisfy δq(0) = δq(T ) = 0, and δξ verify δξ(t) = η˙(t)+[ξ(t), η(t)] = η˙(t)+adξ(t)η(t),
where η(t) is an arbitrary curve on the Lie algebra with η(0) = η(T ) = 0 given by
η = g−1δg (see [22]). This variational principle gives rise to the Euler-Lagrange
equations on trivial principal bundles
d
dt
(
∂L
∂q˙
)
=
∂L
∂q
, (3a)
d
dt
(
∂L
∂ξ
)
= ad∗ξ
(
∂L
∂ξ
)
+ `∗g
∂L
∂g
, (3b)
where ad∗ : g∗ → g∗ is the coadjoint representation of the Lie algebra g. If the
Lagrangian L is left-invariant, that is, L does not depend on the variable on G,
we can perform a reduction procedure yielding a reduced Lagrangian function
Lred : TQ× g→ R. Then the above equations are rewritten as
d
dt
(
∂Lred
∂q˙
)
=
∂Lred
∂q
(4a)
d
dt
(
∂Lred
∂ξ
)
= ad∗ξ
(
∂Lred
∂ξ
)
, (4b)
which are called Lagrange-Poincare´ equations (see [11]).
2.3. Second-order Euler-Lagrange equations for trivial principal bundles.
In this subsection we develop from a variational point of view, Euler-Lagrange
equations for second-order Lagrangian systems defined in a trivial principal bundle,
moreover, when the second-order Lagrangian is G-invariant we obtain second-order
Lagrange-Poincare´ equations. These results also appear in [18] with the motivation
of future studies in computational anatomy.
Let L : T (2)Q×G× 2g→ R be a Lagrangian function. The problem consists in
finding the critical curves of the action defined by
A(c) :=
∫ T
0
L(c(t), c˙(t), c¨(t))dt :=
∫ T
0
L(q(t), q˙(t), q¨(t), g(t), ξ(t), ξ˙(t))dt
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among all the smooth curves c in (Q × G) with fixed endpoint conditions. As
in the previous subsection we employ the notation c¨(t) ∈ T (2)Q × G × 2g which
locally reads c¨(t) = (q(t), q˙(t), q¨(t), g(t), ξ(t), ξ˙(t)). In order to clarify the procedure
of taking variations in a Lie group we introduce here some notation. We shall
consider arbitrary variations of the curve c, i.e. δc = (δq, δq(1), δq(2), δg, δξ, δξ˙),
where δq := d
d
|=0q, δq(l) := d
l
dtl
δq ( for l = 1, 2), and δg := d
d
|=0g. Here  7→ q
and  7→ g are smooth curves on Q and G respectively, for  ∈ (−a, a) ⊂ R, such
that q0 = q and g0 = g. For any , we define an element of the Lie algebra by
ξ := g
−1
 g˙. Its corresponding variation δξ induced by δg is δξ = η˙ + [ξ, η] where
η := g−1δg ∈ g. Therefore
δA(c) = δ
∫ T
0
L(q(t), q˙(t), q¨(t), g(t), ξ(t), ξ˙(t))dt
=
d
d
∣∣∣
=0
∫ T
0
L(q(t), q˙(t), q¨(t), g(t), ξ(t), ξ˙(t))dt
=
∫ T
0
(〈∂L
∂q¨
,
d2
dt2
(δq)
〉
+
〈∂L
∂q˙
,
d
dt
(δq)
〉
+
〈∂L
∂q
, δq
〉
+
〈∂L
∂g
, δg
〉
+
〈∂L
∂ξ˙
,
d
dt
(δξ)
〉
+
〈∂L
∂ξ
, δξ
〉)
dt.
Using twice integration by parts and the endpoint conditions q(0) = q(T ) = q˙(0) =
q˙(T ) = 0 and η(0) = η(T ) = η˙(0) = η˙(T ) = 0, the stationary condition δA(c) = 0
implies
0 =
∫ T
0
〈 d
dt
(
d
dt
∂L
∂q¨
− ∂L
∂q˙
)
+
∂L
∂q
, δq
〉
dt
+
∫ T
0
〈
`∗g
(
∂L
∂g
)
, η
〉
dt+
∫ T
0
〈(
− d
dt
+ ad∗ξ
)(
∂L
∂ξ
− d
dt
∂L
∂ξ˙
)
, η
〉
dt
Therefore, δA(c) = 0 if and only if c ∈ C∞(Q×G) is a solution of the second-order
Euler-Lagrange equations for L : T (2)Q×G× 2g→ R,
d
dt
(
∂L
∂q˙
− d
dt
∂L
∂q¨
)
=
∂L
∂q
, (5a)(
d
dt
− ad∗ξ
)(
∂L
∂ξ
− d
dt
∂L
∂ξ˙
)
= `∗g
∂L
∂g
, (5b)
which split into a Q part (5a) and a G part (5b). The previous development,
reaching equations (5), shall be considered as the proof of the following result,
Theorem 2.1. Let L : T (2)Q × G × 2g → R be a Lagrangian where the left-
trivialization ξ(t) := g−1(t)g˙(t) ∈ g has been considered, and η(t) is a curve on g
with fixed endpoints η(0) = η(T ) = 0. The curve c ∈ C∞(Q×G) satisfies δA(c) = 0
for the action A : C∞(Q×G)→ R given by
A(c) =
∫ T
0
L(q, q˙, q¨, g, ξ, ξ˙)dt,
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with endpoint conditions δq(0) = δq(T ) = 0 and δq˙(0) = δq˙(T ) = 0; if and only if
c is a solution of the second-order Euler-Lagrange equations for L,
∂L
∂q
− d
dt
∂L
∂q˙
+
d2
dt2
∂L
∂q¨
= 0,
`∗g
∂L
∂g
+ ad∗ξ
∂L
∂ξ
− ad∗ξ
(
d
dt
∂L
∂ξ˙
)
− d
dt
∂L
∂ξ
+
d2
dt2
∂L
∂ξ˙
= 0.
Corollary 2.1. If the Lagrangian L : T (2)Q × G × 2g → R is left-invariant, that
is if L does not depend on g ∈ G, we can induce a reduced Lagrangian Lred :
T (2)Q× 2g→ R whose equations of motion are
∂Lred
∂q
− d
dt
∂Lred
∂q˙
+
d2
dt2
∂Lred
∂q¨
= 0, (6a)
ad∗ξ
∂Lred
∂ξ
− ad∗ξ
(
d
dt
∂Lred
∂ξ˙
)
− d
dt
∂Lred
∂ξ
+
d2
dt2
∂Lred
∂ξ˙
= 0. (6b)
These equations are called second-order Lagrange-Poincare´ equations.
2.4. Higher-order Euler-Lagrange equations on trivial principal bundles.
The previous ideas can be extended to Lagrangians defined on a higher-order trivial
principal bundle. We identify the higher-order tangent bundle T (l)M , for l > 2,
with T (l)Q×G× lg after a left trivialization.
Let L be Lagrangian defined on T (l)Q×G× lg, where we have local coordinates
(q, q˙, q¨, . . . , q(l), g, ξ, ξ˙, . . . , ξ(l−1)), ξ = g−1g˙. Let us denote the variations
δq =
d
d
∣∣∣
=0
q, δq
(j) =
(
dj
dtj
)
δq, δξ(s) =
ds
dts
(δξ) , δg =
d
d
∣∣∣
=0
g
for j = 1, . . . , l; s = 1, . . . , l − 1 and  7→ q and  7→ q denotes smooth curves
on Q and G respectively with q0 = q and g0 = g. The variation δξ is induced by
δg through ξ = g−1g˙ as δξ = η˙ + [ξ, η], where η is the curve on the Lie algebra
given by η = g−1δg with fixed endpoints. Therefore, from Hamilton’s principle,
integrating k times by parts and using the boundary conditions δq
(j)(0) = δq(j)(T ) = 0, j = 1, . . . , l − 1;
η(0) = η˙(0) = . . . = η(l−1)(0) = 0,
η(T ) = η˙(T ) = . . . = η(l−1)(T ) = 0,
(7)
(and therefore, δξ(s)(0) = δξ(s)(T ) = 0, for s = 1, . . . , l − 1) we follow the same
procedure as in the previous subsections in order to obtain the higher-order Euler-
Lagrange equations for L : T (l)Q×G× lg→ R. Define the action functional
A(c) :=
∫ T
0
L(c(l)(t))dt (8)
for c ∈ C∞(Q×G) and c(l)(t) ∈ T (l)Q×G× lg locally given by
c(l)(t) = (q(t), q˙(t), . . . , q(l)(t), g(t), ξ(t), . . . , ξ(l−1)(t)),
and look for its critical points. The result is enclosed in the following theorem.
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Theorem 2.2. Let L : T (l)Q × G × lg → R be a Lagrangian where the left-
trivialization ξ(t) := g−1(t)g˙(t) ∈ g has been considered, and η(t) is a curve on g.
The curve c ∈ C∞(Q × G) satisfies δA(c) = 0 for the action functional defined in
(8) if only if c, taking into account the endpoint conditions (7), is a solution of the
higher-order Euler-Lagrange equations:
l∑
j=0
(−1)j d
j
dtj
(
∂L
∂q(j)
)
= 0,
(
d
dt
− ad∗ξ
) l−1∑
s=0
(−1)s d
s
dts
(
∂L
∂ξ(s)
)
= `∗g
(
∂L
∂g
)
.
As in the previous cases, if the Lagrangian is left-invariant the right-hand side of
the second equation vanishes and one obtains the higher-order Lagrange-Poincare´
equations (after introducing the reduced Lagrangian Lred : T
(l)Q× lg→ R), which
coincide with the equations given in [18] for G-invariant Lagrangians.
3. Discrete higher-order Lagrange-Poincare´ equations
In this section we will derive, using discrete calculus of variations, the dis-
crete Euler-Lagrange equations corresponding to a Lagrangian defined on a left-
trivialized higher-order tangent bundle to M = Q × G, that is, T (l)Q × G × lg,
where G is a finite dimensional Lie group and g its Lie algebra. First we analyze
the second-order case (l = 2) since this is just a particular instance of what we con-
sider as the higher-order setting, i.e. an arbitrary l such that l ≥ 2; nevertheless,
we detail the derivation of the discrete second-order Euler-Lagrange equations for
convenience of the reader. The following results are an extension of previous ideas
given in [13] to the case of trivial principal bundles.
3.1. Discrete second-order Euler-Lagrange equations on trivial principal
bundles. A natural discretization of the second order tangent bundle of a manifold
M is given by three copies of it (see [2] for more details). Therefore we take
3(Q × G) ≡ 3Q × 3G as a discretization of T (2)(Q × G). Next, we develop the
discrete mechanics in the case of trivial principal bundles, with the main propose
of obtaining the discrete Euler-Lagrange equations (in analogy with (1)).
For fixed (q0, g0), (q1, g1), (qN−1, gN−1), (qN , gN) ∈ Q × G, define the space of
sequences
C
2(N+1)
d := {(q(0,N), g(0,N)) = (q0, q1, . . . , qN , g0, g1, . . . , gN) ∈ (N+1)Q×(N+1)G},
which is isomorphic to (N + 1)Q× (N + 1)G. The discrete action associated with
a discrete Lagrangian Ld : 3(Q×G)→ R is given by
Ad(q(0,N), g(0,N)) :=
N−2∑
k=0
Ld(qk, qk+1, qk+2, gk,Wk,Wk+1), (9)
where Wk := g
−1
k gk+1 ∈ G. We employ this relationship (which is called reconstruc-
tion equation), and therefore the triple (gk,Wk,Wk+1) instead of (gk, gk+1, gk+2).
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Discrete Hamilton’s principle for second-order trivial principal bundles:
Hamilton’s principle establishes that the sequence (q(0,N), g(0,N)) ∈ C2(N+1)d is a so-
lution of the discrete Lagrangian system determined by Ld : 3(Q×G)→ R if and
only if (q(0,N), g(0,N)) is a critical point of Ad.
We now proceed to derive the discrete equations of motion applying discrete
Hamilton’s principle. For it, we consider variations of the discrete action sum,
that is,
0 = δ
N−2∑
k=0
Ld(qk, qk+1, qk+2, gk,Wk,Wk+1) (10)
=
N−2∑
k=0
(
3∑
j=1
(DjLd|k)δqk+j−1 + (D4Ld|k)δgk +
6∑
j=5
(DjLd|k)δWk+j−5
)
,
where we use the notation DsLd|k := DsLd(qk, qk+1, qk+2, gk,Wk,Wk+1) and Ds
denotes the partial derivative with respect to the s−th variable. Variations of Wk
are given by considering the Lie algebra element Σk := g
−1
k δgk ∈ g. Therefore, we
have that
δWk := −ΣkWk +WkΣk+1, (11)
where gk,Wk ∈ G. Note that the variations of Wk (11) are not general ones, but
they are determined by the left trivialization Wk := g
−1
k gk+1. In this sense, we
could say that these variations are not free but constrained.
From now on, we will use the following notation,
Ld(qk, qk+1, qk+2, gk,Wk,Wk+1) :=Ld|(gk,Wk,Wk+1)(qk, qk+1, qk+2)
=Ld|(qk,qk+1,qk+2,Wk,Wk+1)(gk)
=Ld|(qk,qk+1,qk+2,gk)(Wk,Wk+1)
and therefore
DiLd|(gk,Wk,Wk+1)(qk, qk+1, qk+2) = DiLd(qk, qk+1, qk+2, gk,Wk,Wk+1) with i = 1, 2, 3,
DLd|(qk,qk+1,qk+2,Wk,Wk+1)(gk) = D4Ld(qk, qk+1, qk+2, gk,Wk,Wk+1),
D1Ld|(qk,qk+1,qk+2,gk)(Wk,Wk+1) = D5Ld(qk, qk+1, qk+2, gk,Wk,Wk+1),
D2Ld|(qk,qk+1,qk+2,gk)(Wk,Wk+1) = D6Ld(qk, qk+1, qk+2, gk,Wk,Wk+1).
With this notation, rearranging the sum indexes, (10) can be decomposed in the
following way:
N−2∑
k=0
3∑
j=1
(DjLd|k)δqk+j−1 =
N−2∑
k=2
(
D1Ld|(gk,Wk,Wk+1)(qk, qk+1, qk+2)
+D2Ld|(gk−1,Wk−1,Wk)(qk−1, qk, qk+1)
+D3Ld|(gk−2,Wk−2,Wk−1)(qk−2, qk−1, qk)
)
δqk
(where q0, q1, qN−1 and qN have been taken fixed points and therefore δq0 = δq1 =
δqN−1 = δqN = 0).
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The part of (10) corresponding to the variations on G is decomposed as
N−2∑
k=0
(D4Ld|k)δgk +
N−2∑
k=0
6∑
j=5
(DjLd|k)δWj+k−5 =
N−2∑
k=0
(
DLd|(qk,qk+1,qk+2,Wk,Wk+1)(gk)δgk +D1Ld|(qk,qk+1,qk+2,gk)(Wk,Wk+1) δ Wk
+D2Ld|(qk,qk+1,qk+2,gk)(Wk,Wk+1) δ Wk+1
)
=
N−2∑
k=0
DLd|(qk,qk+1,qk+2,Wk,Wk+1)(gk) (gkΣk)
+
N−2∑
k=0
D1Ld|(qk,qk+1,qk+2,gk)(Wk,Wk+1) (−ΣkWk +WkΣk+1)
+
N−2∑
k=0
D2Ld|(qk,qk+1,qk+2,gk)(Wk,Wk+1) (−Σk+1Wk+1 +Wk+1Σk+2) =
N−2∑
k=2
`∗gkDLd|(qk,qk+1,qk+2,Wk,Wk+1)(gk) Σk
+
N−2∑
k=2
(
`∗Wk−1D1Ld|(qk−1,qk,qk+1,gk−1)(Wk−1,Wk)− r∗WkD1Ld|(qk,qk+1qk+2,gk)(Wk,Wk+1)
−r∗WkD2Ld|(qk−1,qk,qk+1,gk−1)(Wk−1,Wk) + `∗Wk−1D2Ld|(qk−2,qk−1,qk,gk−2)(Wk−2,Wk−1)
)
Σk,
where we have used that δgk = gk Σk and δWk = −ΣkWk +WkΣk+1. Also we have
rearranged the sum index and take into account that Σ0 = Σ1 = ΣN−1 = ΣN = 0
since g0, g1, gN−1 and gN are fixed. From these equalities we obtain the following
theorem:
Theorem 3.1. Consider the discrete curve (q(0,N), g(0,N)) ∈ C2(N+1)d with fixed
points (q0, g0), (q1, g1), (qN−1, gN−1), (qN , gN) and variations δgk = gkΣk and
δWk = −ΣkWk + WkΣk+1, where Σk, k = 2, ..., N − 2 are arbitrary elements
of the Lie algebra g. Then, the discrete curve satisfies δAd(q(0,N), g(0,N)) = 0 for
Ad : C
2(N+1)
d → R, given in (9) if and only if (q(0,N), g(0,N)) satisfies the discrete
second-order Euler-Lagrange equations for Ld : 3Q× 3G→ R given by
0 = D1Ld|(gk,Wk,Wk+1)(qk, qk+1, qk+2) +D2Ld|(gk−1,Wk−1,Wk)(qk−1, qk, qk+1)
+D3Ld|(gk−2,Wk−2,Wk−1)(qk−2, qk+1, qk),
0 = `∗gkDLd|(qk,qk+1,qk+2,Wk,Wk+1)(gk)
+ `∗Wk−1D1Ld|(qk−1,qk,qk+1,gk−1)(Wk−1,Wk)− r∗WkD1Ld|(qk,qk+1,qk+2,gk)(Wk,Wk+1)
− r∗WkD2Ld|(qk−1,qk,qk+1,gk−1)(Wk−1,Wk) + `∗Wk−1D2Ld|(qk−2,qk−1,qk,gk−2)(Wk−2,Wk−1),
Wk = g
−1
k gk+1, for k = 2, ..., N − 2.
We recall here that the discrete Lagrangian Ld : 3Q× 3G → R is a function of
the six variables (qk, qk+1, qk+2, gk,Wk,Wk+1), nevertheless, in the equations above
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and below for sake of simplicity we only display the variables involved in the partial
derivatives and reorder these derivatives with respect to them.
Corollary 3.1. If the discrete Lagrangian Ld is G-invariant, that is, Ld does not
depend on the first variable on G, we may define a reduced discrete Lagrangian
Lredd : 3Q× 2G→ R and the equations in theorem 3.1 are rewritten as
0 = D1L
red
d |(Wk,Wk+1)(qk, qk+1, qk+2) +D2Lredd |(Wk−1,Wk)(qk−1, qk, qk+1)
+D3L
red
d |(Wk−2,Wk−1)(qk−2, qk+1, qk),
0 = `∗Wk−1D1L
red
d |(qk−1,qk,qk+1)(Wk−1,Wk)− r∗WkD1Lredd |(qk,qk+1,qk+2)(Wk,Wk+1)
− r∗WkD2Lredd |(qk−1,qk,qk+1)(Wk−1,Wk) + `∗Wk−1D2Lredd |(qk−2,qk−1,qk)(Wk−2,Wk−1),
Wk = g
−1
k gk+1 for k = 2, ..., N − 2.
These equations are called discrete second-order Lagrange-Poincare´ equations.
3.2. Discrete higher-order Euler-Lagrange equations on trivial principal
bundles. It is easy to extend the presented techniques to higher-order discrete me-
chanical systems. We proceed analogously to the second-order case showed above.
Consider a system determined by a higher-order Lagrangian L : T (l)(Q×G)→ R,
l ≥ 1 defined on the left-trivialized higher-order tangent bundle T (l)Q×G×lg. The
associated discrete problem is established by replacing the left-trivialized higher-
order tangent bundle by (l + 1) copies of Q×G.
For simplicity, we use the following notation as in [2] and [16]: if (i, j) ∈ (N∗)2
with i < j, q(i,j) denotes the (j − i+ 1)-tupla (qi, qi+1, ..., qj−1, qj).
Let Ld : (l+ 1)(Q×G)→ R be a discrete Lagrangian. For fixed initial and final
conditions
(
(q, g)(0,l−1); (q, g)(N−l+1,N)
) ∈ (Q×G)2l with N > 2l, which stands for
((q0, g0), (q1, g1), ..., (ql−1, gl−1); (qN−l+1, gN−l+1), (qN−l+2, gN−l+2), ..., (qN , gN)) .
As in the second-order case the space of discrete sequences is defined by
C
2(N+1)
d := {(q(0,N), g(0,N)) = (q0, q1, . . . , qN , g0, g1, . . . , gN) ∈ (N+1)Q×(N+1)G},
while the discrete action associated with a discrete Lagrangian Ld : (l+1)(Q×G)→
R is given by Ad : C
2(N+1)
d → R:
Ad(q(0,N), g(0,N)) :=
N−l∑
k=0
Ld(q(k,k+l), gk,W(k,k+l−1)), (12)
whereWk = g
−1
k gk+1 ∈ G.We recall that q(k,k+l) = (qk, qk+1, ..., qk+l) andW(k,k+l−1) =
(Wk,Wk+1, ..., qk+l−1). For instance, if l = 3, then the discrete Lagrangian Ld :
4Q× 4G→ R is given by Ld(qk, qk+1, qk+2, qk+3, gk,Wk,Wk+1,Wk+2).
Discrete Hamilton’s principle for higher-order trivial principal bundles.
Discrete Hamilton’s principle states that the sequence (q(0,N), g(0,N)) ∈ C2(N+1)d is a
solution of the discrete Lagrangian system determined by Ld : (l+ 1)(Q×G)→ R
with l ≥ 1, if and only if (q(0,N), g(0,N)) is a critical point of Ad.
In the following, we proceed in an analogous way to the second-order case in
order to obtain the discrete Euler-Lagrange equations. Namely, we take variations
VARIATIONAL INTEGRATORS FOR CONTROL SYSTEMS WITH SYMMETRIES 13
of the discrete action sum and take into account that δgk = gkΣk and δWk =
−ΣkWk +WkΣk+1:
δ
N−l∑
k=0
Ld(q(k,k+l), gk,W(k,k+l−1)) =
N−l∑
k=0
l+1∑
j=1
DjLd|(gk,W(k,k+l−1))(q(k,k+l)) δqk+j−1
+
N−l∑
k=0
DLd|(q(k,k+l),W(k,k+l−1))(gk) δgk
+
N−l∑
k=0
l∑
j=1
DjLd|(q(k,k+l),gk)(W(k,k+l−1)) δWk+j−1 =
N−l∑
k=0
l+1∑
j=1
DjLd|(gk,W(k,k+l−1))(q(k,k+l)) δqk+j−1
+
N−l∑
k=0
DLd|(q(k,k+l),W(k,k+l−1))(gk) (gkΣk)
+
N−l∑
k=0
l∑
j=1
DjLd|(q(k,k+l),gk)(W(k,k+l−1)) (−Σk+j−1Wk+j−1 +Wk+j−1Σk+j) .
Using the fixed endpoint conditions and rearranging the sums we arrive to
δ
N−l∑
k=0
Ld(q(k,k+l), gk,W(k,k+l−1)) =
N−l∑
k=l
(
l+1∑
j=1
DjLd|(gk−j+1,W(k−j+1,k−l+j))(q(k−j+1,k−j+1+l))
)
δqk
+
N−l∑
k=l
`∗gk DLd|(q(k,k+l),W(k,k+l−1))(gk) Σk
+
N−l∑
k=l
(
l∑
j=1
(
`∗Wk−1DjLd|(q(k−j,k−j+l),gk−j)(W(k−j,k−j+l−1))
−r∗WkDjLd|(q(k−j+1,k−j+l+1),gk−j+1)(W(k−j+1,k−j+l))
))
Σk.
From these equalities we obtain the following theorem:
Theorem 3.2. Consider the discrete curve (q(0,N), g(0,N)) ∈ C2(N+1)d with fixed
points
(
(q, g)(0,l−1); (q, g)(N−l+1,N)
)
where l ≥ 2 and N > 2l. Consider also the
variations δgk = gkΣk and δWk = −ΣkWk + WkΣk+1, where Σk, k = l, ..., N − l,
are arbitrary elements of the Lie algebra g. Then, the discrete curve (q(0,N), g(0,N))
satisfies δAd(q(0,N), g(0,N)) = 0 for Ad : C
2(N+1)
d → R, given in (12) if and only if
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(q(0,N), g(0,N)) satisfies the discrete higher-order Euler-Lagrange equations:
0 =
l+1∑
j=1
DjLd|(gk−j+1,W(k−j+1,k−j+l))(q(k−l+1,k−j+1+l)),
0 = `∗gk DLd|(q(k,k+l),W(k,k+l−1))(gk)
+
l∑
j=1
(
`∗Wk−1DjLd|(q(k−j,k−j+l),gk−j)(W(k−j,k−j+l−1))
−r∗WkDjLd|(q(k−j+1,k−j+l+1),gk−j+1)(W(k−j+1,k−j+l))
)
,
Wk = g
−1
k gk+1, with l ≤ k ≤ N − l.
Corollary 3.2. If the discrete Lagrangian Ld is G-invariant, we may introduce
the reduced discrete Lagrangian Lredd : (l + 1)Q× lG→ R and the equations in the
previous theorem are rewritten as
0 =
l+1∑
j=1
DjL
red
d |(W(k−j+1,k+l−j))(q(k−l+1,k−j+1+l)),
0 =
l∑
j=1
(
`∗Wk−1DjL
red
d |(q(k−j,k−j+l))(W(k−j,k−j+l−1))
−r∗WkDjLredd |(q(k−j+1,k−j+l+1))(W(k−j+1,k−j+l))
)
,
Wk = g
−1
k gk+1 with k = l, ..., N − l
These equations are considered as the discrete higher-order Lagrange-Poincare´
equations.
4. Mechanical systems with constraints on higher-order trivial
principal bundles
In this section we derive, from a discretization of Hamilton’s principle and us-
ing Lagrange multipliers, an integrator for higher-order Lagrangian systems with
higher-order constraints when the configuration space is a trivial principal bun-
dle. Previously we derive the continuous higher-order Euler-Lagrange equations
for such systems with higher-order constraints.
4.1. Mechanical systems defined on higher-order trivial principal bundles
subject to higher-order constraints: Consider the Lagrangian system deter-
mined by L : T (l)Q×G× l g→ R with constraints given by Φα : T (l)Q×G× l g→
R, 1 ≤ α ≤ m. We denote by M the constraint submanifold locally defined by the
vanishing of these m constraint functions. Define the action functional
A(c) :=
∫ T
0
L(c(l)(t))dt,
where c is a smooth curve in M = Q×G and, as above, we denote by c(l) a curve
belonging to the higher-order tangent bundle T (l)M which in local coordinates
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reads as
c(l)(t) = (q(t), q˙(t), . . . , q(l)(t), g(t), ξ(t), ξ˙(t), . . . , ξ(l−1)). (13)
The variational principle is given by minA(c),
subject to Φα(c(l)) = 0 for 1 ≤ α ≤ m,
(14)
where we shall consider the boundary conditions q(0) = q(T ) = q(j)(0) = q(j)(T ) =
0, j = 1, . . . , l; η(s)(0) = η(s)(T ) = 0 for s = 0, . . . , l − 1; where ξ = g−1g˙ and
η(t) is a curve in the Lie algebra g with fixed endpoints induced by the variations
δξ = η˙ + [ξ, η].
Definition 4.1. A curve c ∈ C∞(Q×G) will be called a solution of the higher-order
variational problem with constraints if c is a critical point of the problem defined
by (14).
Following [33] we characterize the regular solutions of the higher-order varia-
tional problem with constraints as the Euler-Lagrange equations for an extended
Lagrangian L˜ : T (l)Q×G× lg×Rm → R defined by
L˜(c(l)(t), λ(t)) = L(c(l)(t))− λα(t)Φα(c(l)(t))
where λα : I ⊂ R→ R, α = 1, ...,m, which are regarded Lagrange multiplier.
The equations of motion for L˜ are
0 =
l∑
j=0
(−1)j d
j
dtj
(
∂L
∂q(j)
− λα ∂Φ
α
∂q(j)
)
,
0 =
(
d
dt
− ad∗ξ
) l−1∑
s=0
(−1)s d
s
dts
(
∂L
∂ξ(s)
− λα ∂Φ
α
∂ξ(s)
)
− `∗g
(
∂L
∂g
− λα∂Φ
α
∂g
)
,
0 = Φα(c(l)(t)), for 1 ≤ α ≤ m,
g˙ = gξ.
If the extended Lagrangian is left-invariant (that is, L˜ does not depend on the
variables onG) these equations are rewritten as the higher-order Lagrange-Poincare´
equations with higher-order constraints.
0 =
l∑
j=0
(−1)l d
j
dtj
(
∂Lred
∂q(j)
− λα∂Φ
α
red
∂q(j)
)
,
0 =
(
d
dt
− ad∗ξ
) l−1∑
s=0
(−1)s d
s
dts
(
∂Lred
∂ξ(s)
− λα∂Φ
α
red
∂ξ(s)
)
,
0 = Φα(c(l)(t)), for 1 ≤ α ≤ m.
g˙ = gξ,
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4.2. Discrete variational problem with constraints on higher-order trivial
principal bundles: In this subsection we will get the discretization of the last
variational principle with the purpose of obtaining the discrete higher-order Euler-
Lagrangian equations for systems subject to discrete higher-order constraints.
Let Ld : (l + 1)(Q × G) → R and Φαd : (l + 1)(Q × G) → R be the discrete
Lagrangian and discrete constraints, respectively, for 1 ≤ α ≤ m, and denote by
Md ⊂ (l+1)(Q×G) the constraint submanifold locally determined by the vanishing
of these m discrete constraint functions. As before, we define the discrete action
sum by
Ad(q(0,N), g(0,N)) =
N−l∑
k=0
Ld(q(k,k+l), gk,W(k,k+l−1)),
where Wk = g
−1
k gk+1. Therefore, we can consider the following problem as the
higher-order discrete variational problem with constraints: minAd(q(0,N), g(0,N))subject to Φαd (q(0,N), g(0,N)) = 0, for α = 1, ...,m,
where
(
(q, g)(0,l−1); (q, g)(N−l+1,N)
)
are fixed, which stands for q(0,l−1), q(N−l+1,N),
g(0,l−1) and g(N−l+1,N).
The optimization problem posed as above is equivalent to the unconstrained
higher-order discrete variational problem defined by the discrete extended La-
grangian L˜d : (l + 1)(Q×G)× Rm → R,
L˜d(q(k,k+l), gk,W(k,k+l−1), λkα) := Ld(q(k,k+l), gk,W(k,k+l−1))
+ λkα Φ
α
d (q(k,k+l), gk,W(k,k+l−1))
for k = 0, ..., N − l and where λα are the Lagrange multipliers, α = 1, ...,m (see
[33] for example). Furthermore, consider the discrete action sum
˜Ad(q(0,N), g(0,N), λ(0,N−l)) :=
N−l∑
k=0
L˜d(q(k,k+l), gk,W(k,k+l−1), λkα),
where λ(0,N−k) := (λ0, ..., λN−k), and each λj is a vector with components λjα, 1 ≤
α ≤ m. The unconstrained variational problem is defined as the minimization of A˜d
where q(0,l−1), g(0,l−1), q(N−l+1,N), g(N−l+1,N) are fixed, λ are free and k = 0, ..., N−l.
The critical points of the unconstrained problem will be those satisfying
δA˜d(q(0,N), g(0,N), λ
(0,N−l)) = 0,
where now we take arbitrary variations δqk, δWk = ΣkWk + WkΣk+1 with k =
0, . . . , N − 2 for arbitrary elements Σk = gkδgk ∈ g, k = 0, . . . , N − 1. Thus, the
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higher-order discrete Euler-Lagrange equations with constraints are
0 =
l+1∑
j=1
(
DjLd|(gk−j+1,W(k−j+1,k−j+l))(q(k−l+1,k−j+1+l))
+λk−j+1α DjΦ
α
d |(gk−j+1,W(k−j+1,k−j+l))(q(k−l+1,k−j+1+l))
)
,
0 = `∗gk DLd|(q(k,k+l),W(k,k+l−1))(gk) + λkα `∗gk DΦαd |(q(k,k+l),W(k,k+l−1))(gk)
+
l∑
j=1
(
`∗Wk−1DjLd|(q(k−j,k−j+l),gk−j)(W(k−j,k−j+l−1))
−r∗WkDjLd|(q(k−j+1,k−j+l+1),gk−j+1)(W(k−j+1,k−j+l))
)
+
l∑
j=1
(
λk−jα `
∗
Wk−1DjΦ
α
d |(q(k−j,k−j+l),gk−j)(W(k−j,k−j+l−1))
−λk−j+1α r∗WkDjΦαd |(q(k−l+1,k−j+l+1),gk−j+1)(W(k−j+1,k−j+l))
)
,
equations valid in the range l ≤ k ≤ N − l, and also subject to
0 = Φαd (q(k,k+l), gk,W(k,k+l−1)),
Wk = g
−1
k gk+1 for 0 ≤ k ≤ N − l
Note that these equations are an extension of the higher-order Euler-Lagrange
equations obtained in theorem 3.2, where we have added Lagrange multipliers into
the picture and therefore the constrained problem is replaced by an unconstrained
problem in a larger space (with the Lagrange multipliers).
Remark 4.2. In [16] we have shown that under some regularity conditions, the
discrete system with constraints preserves a symplectic 2-form (see Remark 3.4 in
that paper). In this sense, the methods that we are deriving are automatically sym-
plectic methods. Moreover, under a group of symmetries preserving the discrete
Lagrangian and the constraints, we additionally obtain momentum preservation.
The preservation of the symplectic form and momentum map are important prop-
erties which guarantee the competitive qualitative and quantitative behavior of the
proposed methods and are mimicking the corresponding properties of the continu-
ous problem to be simulated. That is, these methods can allow substantially more
accurate simulations at lower cost for higher-order problems with constraints.
Additionally, since the methods are automatically symplectic, the well known
backward error analysis theory (see, for instance [21]) shows that the discrete flow
associated with a symplectic integrator applied to a Hamiltonian system can be
interpreted as the exact continuous solution of a modified Hamiltonian system
(see [23] for the relation of constrained problems and hamiltonian ones).This fact
explain the excellent long-time energy behavior of the proposed methods since they
are preserving this modified Hamiltonian system close to the original one.
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5. Application to optimal control of underactuated mechanical
systems
The purpose of this section is to study optimal control problems in the case of
underactuated mechanical systems, that is, a Lagrangian control system such that
the number of the control inputs is fewer than the dimension of the configuration
space (also called “superarticulated mechanical system” following the nomencla-
ture given in [1]).
Now, we introduce briefly the optimal control problem. Consider a mechanical
system which configuration space is a differentiable manifold M and whose dynam-
ics is determined by a Lagrangian L : TM → R. The control forces are modeled
as a mapping f : TM × U → T ∗M , where for x ∈ M we have f(vx, u) ∈ T ∗xM ,
vx ∈ TxM and u ∈ U , being U ⊂ Rr the control space, an open subset on Rr
containing the 0 and u(t) the control parameter. Since we are treating the un-
deractuated case, it follows that r < dim M . Observe that this last definition
also covers configuration and velocity dependent forces such as dissipation or fric-
tion. The motion of the system is described by applying the Lagrange-d’Alembert
principle, which requires that the solution x(t) ∈M , where t ∈ [0, T ], must satisfy
δ
∫ T
0
L(x(t), x˙(t))dt+
∫ T
0
f(x(t), x˙(t), u(t)) δx(t)dt = 0, (15)
where (x, x˙) are local coordinates on TM and we consider arbitrary variations
δx ∈ Tx(t)M with δx(0) = δx(T ) = 0. In what follows we assume that all the
systems are controllable, that is, for any two points x0 and xf in the configuration
space M , there exists an admissible control u(t) defined in [0, T ] such that the
system with initial condition x0 reaches the point xf at time T (see [3, 9] for more
details). As in the previous sections consider a trivial bundle M = Q×G and the
mechanical problem reduced to TQ × g, that is L reduces to Lred : TQ × g → R
and fred : TQ× g× U → T ∗M × g∗. Moreover and for simplicity assume that the
forces fred are linear, that is,
f(q, q˙, ξ, u) = uaB
a(q) ∈ T ∗Q× g∗, (16)
where Ba denotes a set of r linear independent sections of the vector bundle pi :
T ∗Q×g∗ → Q. This set of sections can be decomposed as Ba := (µa, ηa), such that
µa(q) ∈ T ∗qQ and ηa(q) ∈ g∗. Taking the reduced Lagrangian Lred : TQ × g → R,
applying equations (15) and considering the control forces (16), we obtain the
following control equations
d
dt
(
∂Lred
∂q˙
)
− ∂Lred
∂q
= uaµ
a(q), (17a)
d
dt
(
∂Lred
∂ξ
)
− ad∗ξ
(
∂Lred
∂ξ
)
= uaη
a(q). (17b)
In order to state the optimal control problem we need to introduce a cost functional,
thus the optimal control problem consists on finding a trajectory (q(t), ξ(t), u(t)) of
the state variables and control inputs satisfying (17), subject to initial conditions
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(q(0), q˙(0), ξ(0)) and final conditions (q(T ), q˙(T ), ξ(T )), and extremizing
J(q, ξ, u) =
∫ T
0
C(q(t), q˙(t), ξ(t), u(t)) dt, (18)
where C : TQ× g× U → R is the cost functional.
Our purpose is to transform this optimal control problem into a second-order
variational problem with second-order constraints. For that, complete Ba to a
basis BA = {Ba,Bα} of sections of the vector bundle pi, where Bα := (µα, ηα).
Here A = (a, α) is set such that A = 1, ..., (dimQ+ dim g)) =(dimM), a = 1, ..., r
and α = r + 1, ..., (dimQ + dim g), recalling that r < (dim Q + dim g). Take its
dual basis BA = {Ba,Bα} of sections of the vector bundle τ : TQ× g→ Q. Thus
〈BA,BB〉 = δAB, (19)
where 〈·, ·〉 denotes the paring between TQ × g and T ∗Q × g∗. Let denote Ba :=
{(Xa, χa)} and Bα := {(Xα, χα)} sections of τ and introduce indexes in the coor-
dinates of Q and g, namely qi, i = 1, ..., dimQ and s = 1, ..., dim g. Under these
considerations, taking into account (19) we can rewritte the equations (17) as(
d
dt
(
∂Lred
∂q˙i
)
− ∂Lred
∂qi
)
X ia(q) +
〈 d
dt
(
∂Lred
∂ξ
)
− ad∗ξ
∂Lred
∂ξ
, χa(q)
〉
= ua, (20a)(
d
dt
(
∂Lred
∂q˙i
)
− ∂Lred
∂qi
)
X iα(q) +
〈 d
dt
(
∂Lred
∂ξ
)
− ad∗ξ
∂Lred
∂ξ
, χα(q)
〉
= 0, (20b)
Note that the equation (20a) provides a complete expression of the control vari-
ables ua in terms of the other variables and their first and second time derivatives,
i.e. ua = Fa(q
i, q˙i, q¨i, ξ, ξ˙): This relationship allows us to define a second-order
Lagrangian function L˜ : T (2)Q × 2g → R by replacing the control inputs in the
cost function, namely
L˜(qi, q˙i, q¨i, ξ, ξ˙) = C
(
qi, q˙i, ξ, Fa(q
i, q˙i, q¨i, ξ, ξ˙)
)
.
On the other hand, the equation (20b) can be reinterpreted as a set of constraints
depending on the configuration variables and their first and second time derivatives,
that is,
Φα(qi, q˙i, q¨i, ξ, ξ˙) =
(
d
dt
(
∂Lred
∂q˙i
)
− ∂Lred
∂qi
)
Xiα(q) +
〈 d
dt
(
∂Lred
∂ξ
)
− ad∗ξ
∂Lred
∂ξ
, χα(q)
〉
;
Finally, this procedure shows how the proposed optimal control problem is equiv-
alent to a second-order variational problem with second-order constraints. Conse-
quently, we can apply the techniques introduced above to discretize.
Remark 5.1. It is possible to extend our analysis to systems with external forces
f ex : TQ× g→ T ∗Q× g∗ given by the following diagram
TQ× g f
ex
//
τ
##
T ∗Q× g∗
pi
zz
Q
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just by adding the corresponding term in (15), namely:
0 = δ
∫ T
0
L(q(t), q˙(t), ξ(t))dt
+
∫ T
0
f(q(t), q˙(t), ξ(t), u(t)) δ(q, ξ)(t)dt+
∫ T
0
f ex(q(t), q˙(t), ξ(t)) δ(q, ξ)(t)dt,
yielding the equations of motion
d
dt
(
∂L
∂q˙
)
− ∂L
∂q
= uaµ
a(q) + fˆ ex(q, q˙, ξ),
d
dt
(
∂L
∂ξ
)
− ad∗ξ
(
∂L
∂ξ
)
= uaη
a(q) + f¯ ex(q, q˙, ξ),
where we decompose the external forces as
f ex : TQ× g −→ T ∗Q× g∗
(q, q˙, ξ) 7−→ (fˆ ex(q, q˙, ξ), f¯ ex(q, q˙, ξ)).
Remark 5.2. We have shown how to transform an optimal control problem into
a second-order variational one with second-order constraints. Thus, we may apply
directly the theory developed in §4.2 to obtain suitable variational discretizations
approximating the continuous dynamics. However, one could apply a more straight
discretization strategy when dealing with this problems; more concretely, choosing
a sequence of discrete controls {uk} equations (17) can be discretized after setting
a suitable discrete Lagrangian Ld : Q×Q×G→ R as
D2Ld(qk−1, qk) +D1Ld(qk, qk+1) =(ua)kµa(qk),
νk+1 − Ad∗Wkνk =(ua)kηa(qk),
(22)
where the discrete momenta are defined by
νk = r
∗
Wk
∂Ld
∂W
(Wk)
with Wk ∈ G. Moreover, we can choose a suitable discretization of the cost function
as Cd : Q×Q×G× U → R. With these ingredients, the discrete optimal control
problem may be defined as the minimization of
∑N−1
k=0 Cd(qk, qk+1,Wk, uk) subject
to (22) as optimality conditions and suitable endpoint conditions.
5.1. Optimal control of an underactuated vehicle. Consider a rigid body
moving in SE(2) with a thruster to adjust its pose. The configuration of this
system is determined by a tuple (x, y, θ, γ), where (x, y) is the position of the
center of mass, θ is the orientation of the blimp with respect to a fixed basis, and γ
the orientation of the thrust with respect to the body basis (see [9] and references
therein). Therefore, following the notation M = Q×G, the configuration manifold
is M = S1×SE(2), where γ is the local coordinate of S1 and (x, y, θ) are the local
coordinates of SE(2).
The Lagrangian of the system is given by its kinetic energy
L(γ, x, y, θ, γ˙, x˙, y˙, θ˙) =
1
2
m(x˙2 + y˙2) +
1
2
J1θ˙
2 +
1
2
J2(θ˙ + γ˙)
2,
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where m is the mass of the body and J1, J2 are the momenta of inertia around its
center of mass. The control forces are
F 1 = cos(θ + γ) dx+ sin(θ + γ) dy − p sin γdθ,
F 2 = dγ;
where they are applied to a point on the body with distance p > 0 from the center
of mass, along the body x-axis.
The possible control forces are modeled by the codistribution determined by
Fc = span{F 1, F 2}.
Therefore, an admissible control force would be Fc = u1F
1 + u2F2.
The Lagrangian is invariant under the left (trivial) action of the Lie group G =
SE(2):
ϕSE(2) : SE(2)× S1 × SE(2) → S1 × SE(2);
(h, (γ, g)) 7→ (γ, h g),
where the second line stands for
((a, b, α), (γ, (x, y, θ)) 7→ (γ, (x cosα− y sinα + a, x sinα + y cosα + b, θ + α),
γ ∈ S1, h = (a, b, α) ∈ SE(2) and g = (x, y, θ) ∈ SE(2). A basis of the Lie algebra
se(2) of SE(2) is given by
e1 =
 0 −1 01 0 0
0 0 0
 , e2 =
 0 0 10 0 0
0 0 0
 , e3 =
 0 0 00 0 1
0 0 0
 ,
whose elements can be identified with eˆ1 = (1, 0, 0)
T , eˆ2 = (0, 1, 0)
T and eˆ3 =
(0, 0, 1)T through the isomorphism se(2) ∼= R3 (see [22]). Thus, an element ξ ∈
se(2) is of the form ξ = ξ1 eˆ1 + ξ2 eˆ2 + ξ3 eˆ3.
Taking into account the SE(2) left-invariance of this system, we may consider
the quotient space TM/SE(2) = T (S1 × SE(2))/SE(2) as phase space. This
quotient space is isomorphic to the product manifold TS1×se(2), which has vector
bundle structure over S1 given by τS1 ◦ pr1, where pr1 : TS1 × se(2) → TS1 and
τS1 : TS1 → S1 are the canonical projections. After the bundle projection φ :
M → Q, in this case φ : S1 × SE(2) → S1, we can name the bundle structure
τφ := τS1 ◦ pr1 : TS1 × se(2) → S1. A section of this vector bundle (where we will
denote the space of sections by Γ(τφ)) is given by a pair (Y, g), where Y ∈ X(S1)
and g : S1 → se(2) is a smooth map. A global basis of Γ(τφ) is established, using
the previous notation, by:
e1 =
(
∂
∂γ
, 0
)
, e2 = (0, eˆ1), e3 = (0, eˆ2), e4 = (0, eˆ3).
Analogously, we denote the global basis of Γ(piφ), where piφ : T
∗S1 × se(2)∗ → S1,
as
e∗1 = (dγ, 0), e
∗
2 = (0, eˆ
∗
1), e
∗
3 = (0, eˆ
∗
2), e
∗
4 = (0, eˆ
∗
3),
and where the basis of se(2)∗ is eˆ∗i , i = 1, 2, 3.
22 LEONARDO COLOMBO, FERNANDO JIME´NEZ, AND DAVID MARTI´N DE DIEGO
The reduced Lagrangian function in the reduced space, Lred : TS1 × se(2)→ R,
is
Lred(γ, γ˙, ξ) =
1
2
m(ξ21 + ξ
2
2) +
J1 + J2
2
ξ23 + J2ξ3γ˙ +
J2
2
γ˙2.
According to the previous notation and (16), the linear control forces are:
f(γ, γ˙, ξ, u) = u1(dγ, 0) + u2(0, cos γ eˆ
∗
1 + sin γ eˆ
∗
2 − p sin γ eˆ∗3). (23)
Therefore we have that µ1(γ) = dγ, µ2(γ) = 0, η1(γ) = 0 and η2(γ) = cos γ eˆ∗1 +
sin γ eˆ∗2 − p sin γ eˆ∗3.
Considering the reduced Lagrangian and the control forces f(γ, γ˙, ξ, u) in (23),
then the equations (17) are now given by
J2(ξ˙3 + γ¨) = u1,
mξ˙1 = u2 cos γ,
mξ˙2 + (J1 + J2)ξ1ξ3 + J2ξ1γ˙ −mξ1ξ3 = u2 sin γ,
(J1 + J2)ξ˙3 + J2γ¨ −mξ2(ξ1 + ξ3) = −u2p sin γ.
Furthermore, equations (20) reads
J2(ξ˙3 + γ¨) = u1
m(cos γξ˙1 + sin γ(ξ˙2 − ξ1ξ3)) + (J1 + J2)ξ1ξ3 sin γ + J2ξ1γ˙ sin γ = u2,
m(cos γ(ξ˙2 − ξ1ξ3)− sin γξ˙1) + ξ1ξ3(J1 + J2) cos γ + J2ξ1γ˙ cos γ = 0,
J1 + J2
p
(ξ˙3 + pξ1ξ3) +
J2
p
(γ¨ + pξ1γ˙) +m
(
ξ˙2 − ξ1ξ3 − ξ2ξ1 + ξ3ξ2
p
)
= 0.
The optimal control problem consists on finding a trajectory of the state vari-
ables and control inputs satisfying the las equations, from given initial and final
conditions (γ(0), γ˙(0), ξ(0)), (γ(T ), γ˙(T ), ξ(T )) respectively and extremizing the
functional
J =
∫ T
0
(ρ1u
2
1 + ρ2u
2
2) dt,
where the cost function is given by C(u1, u2) = ρ1u
2
1 + ρ2u
2
2 and ρ1 and ρ2 are
constants denoting weights in the cost function.
As showed in the previous subsection, this optimal control problem is equiva-
lent to a second-order Lagrangian problem with second-order constraints. Such a
problem consists on the extremization of the action functional
A(γ, ξ) =
∫ T
0
L˜(γ, γ˙, γ¨, ξ, ξ˙)dt,
subject to constraints Φα(γ, γ˙, γ¨, ξ, ξ˙) = 0, α = 1, 2. where L˜ : T (2)S1×2se(2)→ R
is defined by
L˜(γ, γ˙, γ¨, ξ, ξ˙) = C(u1(γ, γ˙, γ¨, ξ, ξ˙), u2(γ, γ˙, γ¨, ξ, ξ˙)),
that is,
L˜(γ, γ˙, γ¨, ξ, ξ˙) = ρ2J
2
2 (ξ˙3 + γ¨)
2 + (24)
ρ1
(
m(cos γξ˙1 + sin γ(ξ˙2 − ξ1ξ3)) + (J1 + J2)ξ1ξ3 sin γ + J2ξ1γ˙ sin γ
)2
.
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and the second-order constraints are given by
Φ1 = m(cos γ(ξ˙2 − ξ1ξ3)− sin γξ˙1) + ξ1ξ3(J1 + J2) cos γ + J2ξ1γ˙ cos γ, (25a)
Φ2 =
J1 + J2
p
(ξ˙3 + pξ1ξ3) +
J2
p
(γ¨ + pξ1γ˙) +m
(
ξ˙2 − ξ1ξ3 − ξ2ξ1 + ξ3ξ2
p
)
. (25b)
In the following paragraphs we treat the discretization of the variational problem
as in the subsection 3.1.
Following the prescription in Theorem 3.1 and the further conclusion in Corollary
3.1, we shall consider a discrete Lagrangian as an approximation of the associated
discrete problem. Moreover, since we are dealing with a constrained problem, we
must include the discrete constraints in the variational procedure as shown in §4.2.
Therefore, the discrete Lagrangian and constraints read: L˜d : 3(S1)×2SE(2)→ R,
Φαd : 3(S1) × 2SE(2) → R, α = 1, 2. The discrete Lagrangian L˜d and the discrete
constraints Φαd are chosen as:
L˜d(γk, γk+1, γk+2,Wk,Wk+1) =
hL˜
(
γk + γk+1 + γk+2
3
,
γk+2 − γk
2h
,
γk+2 − 2γk+1 + γk
h2
,
τ−1(Wk)
h
,
τ−1(Wk+1)− τ−1(Wk)
h2
)
,
Φαd (γk, γk+1, γk+2,Wk,Wk+1) =
hΦα
(
γk + γk+1 + γk+2
3
,
γk+2 − γk
2h
,
γk+2 − 2γk+1 + γk
h2
,
τ−1(Wk)
h
,
τ−1(Wk+1)− τ−1(Wk)
h2
)
,
where τ : g→ G is a general retraction map (see Appendix), L˜ is defined in (24)
and Φα are defined in (25). As a local diffeomorphism, the retraction map τ allows
us to relate the group elements Wk with the algebra elements ξk by τ(h ξk) =
Wk. Roughly speaking, this is done because the algebra is a vector space and
therefore much more handable than the Lie group; in addition, we stay in the space
where the original continuous problem is defined. Finally, the original configuration
group elements gk are recovered from the reconstruction equation gk+1 = gkWk =
gkτ(h ξk) as mentioned just after the equation (9). Moreover, γk, γk+1, γk+2 ∈ S1
while Wk,Wk+1 ∈ SE(2). Note that we are taking a symmetric approximation to
γ(kh), that is γk+γk+1+γk+2
3
. Additionaly, we are taking the usual discretizations for
the first and second derivatives, that is
γ˙(kh) ' γk+2 − γk
2h
, γ¨(kh) ' γk+2 − 2γk+1 + γk
h2
, ξ˙(kh) ' ξk+1 − ξk
h
,
where se(2) 3 ξk = τ−1(Wk)/h. Taking advantage of the retraction map, we define
the discrete Lagrangian and the discrete constraints on the Lie algebra, that is,
L˜d : 3(S1) × 2se(2) → R, Φαd : 3(S1) × 2se(2) → R, α = 1, 2 (with some abuse of
notation, we employ the same notation, that is L˜d and Φ
α
d , for the Lagrangian and
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constraints in both spaces). The extended Lagrangian reads
L˜d(γk, γk+1, γk+2, ξk, ξk+1) + λ
k
αΦ
α
d (γk, γk+1, γk+2, ξk, ξk+1) =
hL˜
(
γk + γk+1 + γk+2
3
,
γk+2 − γk
2h
,
γk+2 − 2γk+1 + γk
h2
,
ξk + ξk+1
2
,
ξk+1 − ξk
h
)
+λkαΦ
α
(
γk + γk+1 + γk+2
3
,
γk+2 − γk
2h
,
γk+2 − 2γk+1 + γk
h2
,
ξk + ξk+1
2
,
ξk+1 − ξk
h
)
,
where again we take symmetric approximations to γk and ξk. Finally, as in §4.2,
applying discrete variational calculus we obtain the discrete Euler-Lagrange equa-
tions with discrete constraints
0 = D1L˜d|(ξk,ξk+1)(γk, γk+1, γk+2) + λkαD1Φαd |(ξk,ξk+1)(γk, γk+1, γk+2) (26a)
+D2L˜d|(ξk−1,ξk)(γk−1, γk, γk+1) + λk−1α D2Φαd |(ξk−1,ξk)(γk−1, γk, γk+1)
+D3L˜d|(ξk−2,ξk−1)(γk−2, γk−1, γk) + λk−2α D3Φαd |(ξk−2,ξk−1)(γk−2, γk−1, γk),
0 = Ad∗τ(hξk−1)(dτ
−1
hξk−1)
∗
(
D1L˜d|(γk−1,γk,γk+1)(ξk−1, ξk) +D2L˜d|(γk−2,γk−1,γk)(ξk−2, ξk−1)
)
(26b)
− (dτ−1hξk)∗
(
D1L˜d|(γk,γk+1,γk+2)(ξk, ξk+1) +D2L˜d|(γk−1,γk,γk+1)(ξk−1, ξk)
)
+ Ad∗τ(hξk−1)(dτ
−1
hξk−1)
∗ (λk−1α D1Φαd |(γk−1,γk,γk+1)(ξk−1, ξk) + λk−2α D2Φαd |(γk−2,γk−1,γk)(ξk−2, ξk−1))
− (dτ−1hξk)∗
(
λkαD1Φ
α
d |(γk,γk+1,γk+2)(ξk, ξk+1) + λk−1α D2Φαd |(γk−1,γk,γk+1)(ξk−1, ξk)
)
,
k = 2, ..., N − 2; α = 1, 2 (26c)
0 = Φαd (γk, γk+1, γk+2, ξk, ξk+1), k = 0, ..., N − 2; α = 1, 2. (26d)
As before, we only display the variables involved in the partial derivatives. To
derive (26b) the properties of the right-trivialized derivative of the retraction map
and its inverse, (see appendix, proposition 5.2) have been used (see [7, 24, 26]).
The equations (26) are the ones to be solved when we want to determine the set
of unknowns that we pass to detail.
In order to obtain the complete set of unknowns, that is γ(0,N), ξ(0,N), λ
(0,N−2)
α ,
we also have to take into account the reconstruction equation, which in this case
has the form
gk+1 = gkτ(hξk), (27)
where gk ∈ SE(2).
From §4.2, we recall that (setting l = 2) q(0,1), g(0,1), q(N−1,N), g(N−1,N) are fixed,
while all the λ are free. This can be translated in this example as (γ0, γ1) and
(γN−1, γN) are fixed in the S1 part, leaving γ(2:N−2) as unknowns (i.e. N − 3
unknowns). On the other hand, (g0, g1) and (gN−1, gN) in the SE(2) part are also
fixed, which by means of (27) imply that ξ0 and ξN−1 are fixed. Nevertheless,
due to the reconstruction discretization gk+1 = gkτ(hξk), it is clear that fixing ξk
implies constraints in the neighboring points, in this case gk+1 and gk. If we allow
ξN , that means constraints at the points gN+1 and gN . Since we only consider time
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points up to T = Nh, having a constraint in the beyond-terminal configuration
gN+1 makes no sense. Hence, to ensure that the effect of the terminal constraint on
ξ is correctly accounted for, the set of algebra points must be reduced to ξ(0,N−1).
Furthermore, since ξ0 and ξN−1 are also fixed, the final set of algebra unknowns
reduces to ξ(1,N−2) (i.e. 3(N − 2) unknowns, since dim se(2) = 3).
On the other hand, the boundary condition g(T ) is enforced by the relation
τ−1(g−1N g(T )) = 0, which means that gN = g(T ). It is possible to translate this
condition in terms of algebra elements as
τ−1
(
τ(hξN−1)−1...τ(hξ0)−1g−10 g(T )
)
= 0. (28)
We have 2(N − 1) extra unknowns when adding the Lagrange multipliers λ(0,N−2)α
(recall that, in this case α = 1, 2). Summing up, we have
(N − 3) + 3(N − 2) + 2(N − 1)
unknowns (corresponding to γ(2,N−2) + ξ(1,N−2) + λ
(0,N−2)
α ) for
(N − 3) + 3(N − 3) + 3 + 2(N − 1)
equations (corresponding to (26a)+ (26b)+(28)+(26d)). Consequently, our dis-
crete variational problem (which comes from the original optimal control problem)
has become a nonlinear root finding problem. From the set ξ(0,N−1) we can recon-
struct the configuration trajectory by means of the reconstruction equation (27).
For computational reasons it is useful to consider the retraction map τ as the
Cayley map for SE(2) instead of a truncation of the exponential map.
We also would like to stress that derivation of these discrete equations have a
pure variational formulation and as a consequence (see [38] for the case of first order
systems), the integrators defined in this way are symplectic, momentum preserving
and they have a good energy behavior (see [5],[6], [16], [15] and Remark (4.2)).
5.2. Optimal Control of a Homogeneous Ball on a Rotating Plate. We
consider the following well-known problem (see [3, 29, 33]), namely the model of
a homogeneous ball on a rotating plate. A (homogeneous) ball of radius r > 0,
mass m and inertia mk2 about any axis rolls without slipping on a horizontal table
which rotates with angular velocity Ω about a vertical axis x3 through one of its
points Apart from the constant gravitational force, no other external forces are
assumed to act on the sphere. Let (x, y) be denote the position of the point of
contact of the sphere with the table. The configuration space of the sphere is
M = R2 × SO(3), parametrized by (x, y, g), g ∈ SO(3), all measured with respect
to the inertial frame. Let ω = (ω1, ω2, ω3) be the angular velocity vector of the
sphere measured also with respect to the inertial frame. The potential energy is
constant, so we may put V = 0.
The nonholonomic constraints are given by the non-slipping condition. i.e.
x˙+
r
2
tr(g˙gTE2) = −Ωy, y˙ − r
2
tr(g˙gTE1) = Ωx,
where {E1, E2, E3} is the standard basis of so(3) and tr represents the usual trace
of matrices.
The matrix g˙gT is skew-symmetric, therefore we may write
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g˙gT =
 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0

where (ω1, ω2, ω3) represents the angular velocity vector of the sphere. Then, we
may rewrite the constraints in the usual form:
x˙+ rω2 = −Ωy, y˙ − rω1 = Ωx.
In addition, since we do not consider external forces the Lagrangian of the system
corresponds with the kinetic energy
K(x, y, g, x˙, y˙, g˙) =
1
2
(mx˙2 +my˙2 +mk2(ω21 + ω
2
2 + ω
2
3)).
Observe that the Lagrangian is metric on M which is bi-invariant on SO(3) as
the ball is homogeneous.
M = R2×SO(3) is the total space, a trivial principal SO(3)-bundle over R2 with
respect the right SO(3)−action given by (x, y, R) 7→ (x, y, RS) for all S ∈ SO(3)
and (x, y, R) ∈ R2 × SO(3). The action is in the right side since the symmetries
are material symmetries.
The bundle projection φ : M → Q, in this case φ : R2 × SO(3) → R2, is just
the canonical projection on the first factor. Therefore, we may consider the corre-
sponding quotient bundle TM/SO(3) over Q = R2. We will identify the tangent
bundle to SO(3) with so(3)×SO(3) by using right translation. Note that through-
out the previous exposition we have employed the left trivialization. However, we
would like to point out that the right trivialization just implies minor changes in
the derivation of the equations of motion (see [22]). An (left) equivalent proce-
dure was taken into account in the previous example when defining the reduced
Lagrangian Lred.
Under this identification between T (SO(3)) and so(3) × SO(3), the tangent
action of SO(3) on T (SO(3)) ∼= so(3)× SO(3) is the trivial right action
ϕSO(3) : so(3)× SO(3))× SO(3)→ so(3)× SO(3); ((ω,R), S) 7→ (ω,RS), (29)
where ω ∈ so(3) and R, S ∈ SO(3). Thus, the quotient bundle TM/SO(3) is
isomorphic to the product manifold TR2× so(3), and the vector bundle projection
is τφ := τR2 ◦ pr1, where pr1 : TR2 × so(3) → TR2 and τR2 : TR2 → R2 are the
canonical projections.
A section of the vector bundle τφ : TR
2 × so(3)→ R2 is a pair (X, f), where X
is a vector field on R2 and f : R2 → so(3) is a smooth map. Therefore, a global
basis of sections of TR2 × so(3)→ R2 is
e1 =
(
∂
∂x
, 0
)
, e2 =
(
∂
∂y
, 0
)
, e3 = (0, E1), e4 = (0, E2), e5 = (0, E3).
There exists a one-to-one correspondence between the space of sections of τφ (we
denote it by Γ(τφ)) and the G-invariant vector fields on M . If [[·, ·]] is the Lie
bracket on the space Γ(τφ), then the only non-zero fundamental Lie brackets are
[[e4, e3]] = e5, [[e5, e4]] = e3, [[e3, e5]] = e4.
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Moreover, it follows that the Lagrangian function L = K and the constraints are
SO(3)-invariant. Consequently, L induces a reduced Lagrangian function Lred on
TM/SO(3) ' TR2 × so(3). Thus, we have a constrained system on TM/SO(3) '
TR2×so(3) and note that in this case the constraints are nonholonomic and affine
in the velocities. This kind of systems was analyzed by J. Corte´s et al [17] (in
particular, this example was carefully studied). The constraints define an affine
subbundle of the vector bundle τφ which is modeled over the vector subbundle D
generated by the sections
D = span{e5; re1 + e4; re2 − e3}.
Moreover, the angular momentum of the ball about the axis x3 is a conserved
quantity since the Lagrangian is invariant under rotations about the axis x3 and
the infinitesimal generator for these rotations lies in the distribution D. The con-
servation law is written as ωz = c, where c is a constant (equivalently ω˙z = 0).
Then by the conservation of the angular momentum the second-order constraints
appear.
After some computations the equations of motion for this constrained system
are precisely
x˙− rω2 = −Ωy, y˙ + rω1 = Ωx, ω˙3 = 0, (30)
together with
x¨+
k2Ω
r2 + k2
y˙ = 0, y¨ − k
2Ω
r2 + k2
x˙ = 0.
Now, we pass to the optimization problem. Assume full controls over the motion
of the center of the ball (the shape variables). The controlled equations of motion
are:
x¨+
k2Ω
r2 + k2
y˙ = u1, y¨ − k
2Ω
r2 + k2
x˙ = u2, (31)
where (u1, u2) ∈ U ⊂ R2, subject to
ω2 − 1
r
x˙ =
Ωy
r
, ω1 +
1
r
y˙ =
Ωx
r
, ω˙3 = 0. (32)
Next, we consider the optimal control problem for this system following the tech-
niques proposed in this paper.
Let C be the cost function given by
C(u1, u2) =
1
2
(
u21 + u
2
2
)
.
Considering fixed initial and final endpoints (x(0), y(0)), (x(T ), y(T )); (x˙(0), y˙(0)),
(x˙(T ), y˙(T )) in R2 and ω(0), ω(T ) ∈ so(3), we look for a curve (q(t), ω(t), u(t)),
where q(t) ∈ R2, on the reduced space that steers the system from (q(0), ω(0)) to
(q(T ), ω(T )) minimizing ∫ T
0
1
2
(
u21 + u
2
2
)
dt,
and subject to the constraints given by equations (32). Note that R(0), R(T ) ∈
SO(3), the initial and final configurations of the problem, are also fixed. Its dy-
namics is given by the reconstruction equation R˙(t) = R(t)ω(t).
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We define the second-order Lagrangian L˜ : T (2)R2 × 2so(3)→ R
L˜(x, y, x˙, y˙, x¨, y¨, ω1, ω2, ω3, ω˙1, ω˙2, ω˙3) =
1
2
(
x¨+
k2Ω
r2 + k2
y˙
)2
+
1
2
(
y¨ − k
2Ω
r2 + k2
x˙
)2
, (33)
from
L˜(q, q˙, q¨, ω, ω˙) = C(u1(q, q˙, q¨, ω, ω˙), u2(q, q˙, q¨, ω, ω˙)),
where the relationships ui(q, q˙, q¨, ω, ω˙), i = 1, 2, come from (31); subject to the
constraints Φα : T (2)R2 × 2so(3)→ R, α = 1, 2, 3,
Φ1 = ω1 +
1
r
y˙ − Ωx
r
, Φ2 = ω2 − 1
r
x˙− Ωy
r
, Φ3 = ω˙3.
As a constrained variational problem with constraints, the optimal control prob-
lem is prescribed by solving the following system of 4-order differential equations
(ODEs).
0 = λ1
Ω
r
+
λ˙2
r
+ x(iv) +
2k2Ω
...
y
r2 + k2
− k
4Ω2x¨
(r2 + k2)2
0 = λ2
Ω
r
+
λ˙1
r
+ y(iv) − 2k
2Ω
...
x
r2 + k2
− k
4Ω2y¨
(r2 + y2)2
,
0 = λ˙1 + λ2ω3 − λ3ω2,
0 = λ˙2 − λ1ω3 + λ3ω1,
0 = λ˙3 + λ1ω2 − λ2ω1,
0 = ω1 +
1
r
y˙ − Ωx
r
,
0 = ω2 − 1
r
x˙− Ωy
r
,
0 = ω˙3.
In addition, the configurations R ∈ SO(3) are given by the reconstruction equation
R˙ = Rω.
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In the particular case when the angular velocity Ω depends on the time (see
[3, 28]), the equations of motion are rewritten as
0 = λ1
Ω(t)
r
+
λ˙2
r
+ x(iv) +
k2Ω′′(t)y˙
r2 + k2
+
2k2Ω′(t)y¨
r2 + k2
+
2k2Ω(t)
...
y
r2 + k2
,
+
k2Ω′(t)
...
y
r2 + k2
− k
4Ω2(t)x¨
(r2 + k2)2
− 2k
4Ω′(t)Ω(t)x˙
(r2 + k2)2
0 = λ2
Ω(t)
r
+
λ˙1
r
+ y(iv) − k
2Ω′′(t)x˙
r2 + k2
− 3k
2Ω′(t)x¨
r2 + k2
− 2k
2Ω(t)
...
x
r2 + k2
,
− k
4Ω2(t)y¨
(r2 + y2)2
− 2k
4Ω(t)Ω′(t)y˙
(r2 + k2)2
,
0 = λ˙1 + λ2ω3 − λ3ω2,
0 = λ˙2 − λ1ω3 + λ3ω1,
0 = λ˙3 + λ1ω2 − λ2ω1,
0 = ω1 +
1
r
y˙ − Ω(t)x
r
,
0 = ω2 − 1
r
x˙− Ω(t)y
r
,
0 = ω˙3.
As in the previous example, we discretize this problem by choosing a discrete
Lagrangian L˜d and discrete constraints Φ
α
d . We set L˜d : 3(R
2) × 2so(3) → R and
Φαd : 3(R
2)× 2so(3)→ R, α = 1, 2, 3, as
L˜d(qk, qk+1, qk+2, ωk, ωk+1) + λ
k
αΦ
α
d (qk, qk+1, qk+2, ωk, ωk+1) =
hL˜
(
qk + qk+1 + qk+2
3
,
qk+2 − qk
2h
,
qk+2 − 2qk+1 + qk
h2
,
ωk + ωk+1
2
,
ωk+1 − ωk
h
)
+λkαΦ
α
(
qk + qk+1 + qk+2
3
,
qk+2 − qk
2h
,
qk+2 − 2qk+1 + qk
h2
,
ωk + ωk+1
2
,
ωk+1 − ωk
h
)
,
We employ the same unknowns-equations counting process than in the previous
example to find out that the number of unknowns matches the number of equations.
Therefore, our discrete variational problem (which comes from the original optimal
control problem) has become again in a nonlinear root finding problem. As before,
for computational reasons, it is useful to consider the retraction map τ as the
Cayley map for SO(3).
To test the behavior of our numerical integrator, we used the output of the
sophisticated algorithm FSolve of Matlab 7.6.0 using a shooting method with sen-
sitive derivatives to the boundary value problem . Now we show some simulations
of our method for T = 4, r = 1, Ω = 0.3 and ω3 = m = k = 1; simulations which
provide the expected behavior regarding the accuracy error and the approximation
of the “continuous dynamics”:
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Figure 1. Left: Simulation of the method with q0 = (1, 0) v0 =
(1, 1), qN = (6, 0), vN = (1, 1), N = 33. Blue arrows show the
(scaled) angular velocity. Right: Error (root-mean-square error) in
position and angular velocity for different values of h.
The following table shows the root mean square error in positions and angular
velocities
h Error in position Error in angular velocity
0.4 0.2471 0.1995
0.22 0.1746 0.1576
0.1250 0.1173 0.1204
0.0714 0.0866 0.1020
0.04 0.0705 0.0932
0.0225 0.0606 0.0875
Figure 2. Cost function 1
2
(u21 + u
2
2)
Observe that directly from construction the method is symplectic. We expect that
this family of symplectic integrators could quantitative and qualitative benefit from
structure preservation (see [12] and references therein).
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Figure 3. Controls u1 and u2
Conclusions
In this paper, we have designed a new class of variational integrators for optimal
control problems of underactuated mechanical systems, showing how developments
in the theory of discrete mechanics and discrete calculus of variations with con-
straints can be used to construct numerical algorithms for optimal control problems
with certain geometric desirable features,v(these features follow directly from the
variational structure and were showed in [2], [5],[6], [15] and [16]. Also see Remark
(4.2)).
We construct variational principles for higher-order systems with higher-order
constraints (both in the continuous and discrete settings) and we use these de-
velopments to solve optimal control problems where the configuration space is a
trivial principal bundle. From a discretization of Hamilton’s principle we derive
the discrete version of the problem. We show two concrete applications of our
ideas: the optimal control of an underactuated vehicle and a (homogeneous) ball
rotating on a plate.
It is our intention to extend this construction to the case of non-trivial fiber
bundles using a connection to split the reduced space [11].
Appendix: Retraction maps
In this appendix we will review the basics notions about retraction maps and
the Cayley transformation (as an example of retraction map) which we use along
this work.
A way to discretize a continuous problem is using a retraction map τ : g → G
which is an analytic local diffeomorphism. This application maps a neighborhood
of 0 ∈ g to a neighborhood of the identity e ∈ G. As a consequence, it is possible
to deduce that τ(ξ)τ(−ξ) = e for all ξ ∈ g.
The retraction map is used to express small discrete changes in the group configu-
ration through unique Lie algebra elements (see [28]), namely ξk = τ
−1(g−1k gk+1)/h,
where ξk ∈ g. That is, if ξk were regarded as an average velocity between gk and
gk+1, then τ is an approximation to the integral flow of the dynamics. The differ-
ence g−1k gk+1 ∈ G, which is an element of a nonlinear space, can now be represented
by the vector ξk, in order to enable unconstrained optimization in the linear space
g for optimal control purposes.
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It will be useful in the sequel, mainly in the derivation of the discrete equations
of motion, to define the right trivialized tangent retraction map as a function
dτ : g× g→ g by
Tτ(ξ) · η = Trτ(ξ)dτξ(η),
where η ∈ g. Here we use the following notation, dτξ := dτ(ξ) : g → g. The
function dτ is linear in its second argument. From this definition the following
identities hold (see [7] for further details)
Proposition: Given a map τ : g → G, its right trivialized tangent dτξ : g → g
and its inverse dτ−1ξ : g → g, are such that for g = τ(ξ) ∈ G and η ∈ g, the
following identities hold:
∂ξτ(ξ) η = dτξ η τ(ξ) and ∂ξτ
−1(g) η = dτ−1ξ (η τ(−ξ)).
The most natural example of a retraction map is the exponential map at the
identity e of the group G, expe : g → G. We recall that, for a finite-dimensional
Lie group, expe is locally a diffeomorphism and gives rise to a natural chart [36].
Then, there exists a neighborhood U of e ∈ G such that exp−1e : U → exp−1e (U) is
a local C∞−diffeomorphism. A chart at g ∈ G is given by Ψg = exp−1e ◦ `g−1 .
In general, it is not easy to work with the exponential map. In consequence it
will be useful to use a different retraction map. More concretely, the Cayley map
(see [7, 21] for further details) will provide us a proper framework in the examples
shown along the paper.
The Cayley map. The Cayley map cay : g→ G is defined by
cay(ξ) = (e− ξ
2
)−1(e+
ξ
2
)
and is valid for a class of quadratic groups (see [21] for example) that include the
groups of interest in this paper (e.g. SO(3), SE(2) and SE(3)). Its right trivialized
derivative and inverse are defined by
dcayx y = (e−
x
2
)−1 y (e+
x
2
)−1, dcay−1x y = (e−
x
2
) y (e+
x
2
).
The Cayley map for SE(2): The coordinates on SE(2) are (θ, x, y) with matrix
representation for g ∈ SE(2) given by
g =
 cos θ −sinθ xsin θ cosθ y
0 0 1
 .
Using the isomorphic map ·ˆ : R3 → se(3) given by
vˆ =
 0 −v1 v2v1 0 v3
0 0 0
 ,
where v = (v1, v2, v2)
T ∈ R3, the set {eˆ1, eˆ2, eˆ3} can be used as a basis for se(3),
where {e1, e2, e3} is the standard basis of R3. The map cay : se(3) → SE(2) is
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given by
cay(vˆ) =
 14+v21
(
4− v21 −4v1 −2v1v3 + 4v2
4v1 4− v21 2v1v2 + 4v3
)
0 0 1
 ,
while the map dτ−1ξ becomes the 3× 3 matrix
dcay−1vˆ = I3 −
1
2
adv +
1
4
(v1v 03×2) ,
where
adv =
 0 0 0v3 0 −v1
−v2 v1 0

and I3 denotes the 3× 3 identity matrix.
The Cayley map for SO(3): The group of rigid body rotations is represented
by 3 × 3 matrices with orthonormal column vectors corresponding to the axes of
a right-handed frame attached to the body. On the other hand, the algebra so(3)
is the set of 3 × 3 antisymmetric matrices. A so(3) basis can be constructed as
{eˆ1, eˆ2, eˆ3}, eˆi ∈ so(3), where {e1, e2, e3} is the standard basis for R3. Elements
ξ ∈ so(3) can be identified with the vector ω ∈ R3 through ξ = ωα eˆα, or ξ = ωˆ.
Under such identification the Lie bracket coincides with the standard cross product,
i.e., adωˆ ρˆ = ω × ρ, for some ρ ∈ R3. Using this identification we have
cay(ωˆ) = I3 +
4
4+ ‖ ω ‖2
(
ωˆ +
ωˆ2
2
)
, (34)
where I3 is the 3× 3 identity matrix. The linear maps dτξ and dτ−1ξ are expressed
as the 3× 3 matrices
dcayω =
2
4+ ‖ ω ‖2 (2I3 + ωˆ), dcay
−1
ω = I3 −
ωˆ
2
+
ω ωT
4
. (35)
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