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Bootstrapping bilinear models of robotic
sensorimotor cascades
Andrea Censi and Richard M. Murray1
Abstract We consider the bootstrapping problem, which consists in learn-
ing a model of the agent’s sensors and actuators starting from zero prior
information, and we take the problem of servoing as a cross-modal task to
validate the learned models. We study the class of bilinear dynamics sen-
sors, in which the derivative of the observations are a bilinear form of the
control commands and the observations themselves. This class of models is
simple yet general enough to represent the main phenomena of three repre-
sentative robotics sensors (field sampler, camera, and range-finder), appar-
ently very different from one another. It also allows a bootstrapping algo-
rithm based on hebbian learning, and that leads to a simple and bioplausi-
ble control strategy. The convergence properties of learning and control are
demonstrated with extensive simulations and by analytical arguments.
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Fig. 1: The bootstrapping problem. Can an agent with no prior information about its sen-
sors and actuators learn a model of its sensorimotor cascade, and to use it for useful tasks?
Being able to solve this problem would allow us to realize truly plug-and-play robotics,
and would give us insight into some of the profound features of the nature of intelligence.
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1 Introduction
Two features of natural intelligence that we are far from emulating in arti-
ficial systems are its adaptiveness and generality. The human neocortex is
highly uniform and its parts can be repurposed; for example, the visual cor-
tex is repurposed to process tactile information in blind subjects [4]. Repro-
ducing the same adaptability in artificial systems is a vast problem consid-
ered in various forms (and by various names) in several fields, such as AI,
machine learning, robotics, and the specialized (and fairly distinct) fields of
epigenetic and developmental robotics [1, 16].
A rather extreme, yet concrete, version of the problem has been put for-
ward by Kuipers and colleagues in a long series of papers (see [13, 19, 20]
and references therein). Suppose that an agent starts its life with no prior in-
formation about its sensors and actuators. It can read the sensors output as a
sequence of values, but no semantics is associated to them. Likewise, it does
not know how the unlabeled commands it can generate affect the world.
The bootstrapping problem concerns creating a model for its sensorimotor
cascade from scratch, and using it to achieve useful tasks.
Bootstrapping can be seen as an extreme form of system identification/calibration.
Currently, there exist autocalibration techniques that can estimate paramet-
ric models of the dynamics (for example, the odometric parameters) or the
extrinsic sensor configuration, (although the solutions, rather than general,
tend to be tailored to specific sensors or groups of sensors), but always the
type of sensors/actuators being calibrated is known a priori. Can a robot
learn to use an unknown sensor and unknown actuators? Can the same
learning algorithm work for a range-finder and a camera? These are, at the
moment, open questions. They are important for practical robotics applica-
tions: it would be extremely convenient, if you could just attach any sen-
sor to a robot, and the robot would learn how to use it, without tedious
programming. More in general, we believe that robotic systems are the per-
fect benchmark for supposedly “universal learning agents”, which so far
have been studied for only perception/classification tasks [6], or as body-
less agents [10].
The most complete exemplification of Kuipers and colleagues’ idea of a
bootstrapping agent is the Spatial Semantic Hierarchy [12]. They show that it
is possible to start from uninterpreted sensor data and build successive lay-
ers of representation up to a topological map of the environment. The crucial
transition from continuous sensor values to symbolic representations de-
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pends on the definition of trackers, distinctive features in the sensory stream
whose behavior is predicted by the agent’s action. Their work offers several
opportunities for extension. One concern is that their results remain largely
anecdotal, in the sense that they are illustrated by simulations/experiments,
but not by proofs; this makes it hard to build on them. The other concern is
that most of the results regard the case of range-finders: while they showed,
in principle, that the same design pattern could be applied to different sen-
sor modalities, it is unclear whether exactly the same algorithm could be run
unchanged for different sensorimotor cascades. The two aspects of provabil-
ity and generality are our focus in this paper.
This paper shows that it is possible to design unsupervised learning algo-
rithms that learn generative models of a robotics sensorimotor cascade, for
a wide range of sensors, and use that model to perform useful tasks. More-
over, the model we consider is simple enough that many of its properties
can be proved theoretically.
Throughout the paper, we consider three classes of sensors: cameras;
range-finders, devices sensing the distance to the closest obstacle; and field
samplers, devices that sample a generic spatial field, such as the concentra-
tion of a chemical substance. We call these three “canonical” sensors, in the
sense that they are representative of many others. For example, the range-
finder abstraction encompasses both sparse sonar-like sensors, as well as
dense lidar-like sensors. The camera abstraction encompasses RGB and in-
frared cameras. The field-sampler is general enough to represent olfactory
and temperature sensors (see, e.g., [8, 15]). The idea is that, even if these
three sensors do not capture all possible sensors, they cover enough ground
such that, if we present an algorithm that can work for all of these, then it
would be fair to think it is a “generic” algorithm. As for the robot dynamics,
we limit the analysis to fully actuated robots controlled in velocity (still, the
agent does not know which command is which).
Models are only as good as the actions they generate. To show that the
bootstrapping agent has acquired a useful model of its sensorimotor cas-
cade, we consider its performance in the servoing task. Let y be the observa-
tions (for example, the raw pixel intensities returned by a camera), and let u
be the commands. We define servoing as follows.
Problem 1. Given a goal observation y?, choose u(t) such that y(t)→ y?.
This is an interesting task to consider because the problem statement is
simple, it makes sense for all sensor modalities, and the ability to solve it
means that the agent has captured a significant part of its sensorimotor cas-
cade’s actual model.
Our approach has been to study a model which is fairly general, yet sim-
ple enough to be learned and analyzed. In Section 2 we consider the ab-
stract class of bilinear dynamics sensors and we design a two-phase bootstrap-
ping strategy. During a first unsupervised learning phase, the agent learns a
representation of its sensorimotor cascade using a simple Hebbian-learning
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based algorithm. In the second phase, the control action solving the servoing
task is given as a function of the learned model. In Section 3 the algorithm
is validated in simulation, for various configurations of the three sensors.
Section 4 concerns actually proving that the algorithm works for the three
canonical sensors.
2 Bootstrapping bilinear dynamics sensors
At the heart of bootstrapping, there is a problem of prediction: how do ac-
tions change the agent’s view of the world? Specifically, how do the actions u
change y? Any model we decide to use must be general enough to be ap-
plied to different sensorimotor cascades, must be informative enough so that
we can use it to solve the problem of servoing, and it must be simple enough
so that it is easy to learn and analyze. In this section, we argue that the sim-
plest yet useful model for robotics sensorimotor cascades is assuming that y˙
is a bilinear form of y and u; if this holds exactly, we call the sensor a bilinear
dynamics sensor (BDS). We then study the problem of learning unsupervis-
edly the model of a BDS and how to use that model for servoing.
Notation and formal definitions
We consider sensors composed of a set of sensory elements (sensels) that are
physically related to one another. We write the observations as y = {ys}s∈Y ,
where s is the sensel position ranging over the sensel space Y . In the case of
a camera, the sensels span the visual sphere S2; s corresponds to a pixel’s
direction, and ys to the intensity measured by that pixel. Real robots have
discrete sensors with a finite number of sensels; but to make the deriva-
tion simpler we pretend that the sensel space Y is continuous. The values
returned by the sensors lie in a certain output space O. For a color camera,
O would be the RGB space; for a range-finder, O would be R+ (distances).
For simplicity, we will just assume O to beR; everything can be extended to
more complicated output spaces. At each time, the sensor returns the obser-
vations as a function from Y to R, assumed differentiable. A formal signa-
ture for the observations y is y : time→ C1(Y ;R).
We assume that there is an inner product defined on C1(Y ;R). This
means that we have a way to measure the dissimilarity of two observa-
tions by the norm induced by the inner product. We use the tensorial no-
tation to represent the inner product. Let ys represent the value of y at the
sensel s ∈ Y . We put the index up in “ys” with analogy to covariant tensors.
Given two observations y1 and y2, their inner product 〈〈y1, y2〉〉 can be rep-
resented by contracting ys1, y
v
2 with a (0, 2) tensor msv: 〈〈y1, y2〉〉 = msvys1yv2.
Here, using the Einstein convention, summation (integration) is assumed
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over indices that appear twice (up and down). The inner product allows to
define a norm ‖y‖2 = 〈〈y, y〉〉 as well as a conjugation operation y 7→ y∗ by
y∗s = msvyv.
Why using a bilinear model
In the most general case, a continuous-time dynamical system can be writ-
ten as x˙ = f (x, u); y = h(x), where x represents the hidden state. However,
one seldom sees an explicit model of this kind for sensors such as cameras
or range finders, because the function h should encode all information re-
garding the environment, and a closed form is impossible to write except
in the simplest of environments. One alternative representation is focusing
on the observations dynamics y˙ = g(y, u, x). In Section 4 we show that, for
the three canonical sensors, this can actually be written in a closed form. In
most cases, the function g depends on the underlying unobservable state x.
An agent that does not have access to the state x (and its dynamics) cannot
learn such a model. This motivates us to look at approximating the observa-
tions dynamics by disregarding the dependence on the state, thus looking
for models of the form y˙ = g(y, u). Because the agent has access to y, y˙,
and u, learning the map g from the data is a well-defined problem.
Rather than trying to learn a generic nonlinear g, which appears to be
a daunting task, especially for cases where y consists of thousands of ele-
ments (pixels of a camera), our approach has been to keep simplifying the
model until one obtains something tractable. For example, a second-order
linearization of g leads to the expression
y˙ = a+ Ay+ Bu+ C(y, y) + D(y, u) + E(u, u). (1)
Here A and B are linear operators, but C, D, E are tensors (later we make
the tensor notation more precise). If y and u have dimensions n and k, then
C, D, E have dimensions, respectively, n× n× n, n× n× k, and n× k× k.
We can ignore some terms in (1) by using some assumptions regarding
our specific context. For example, if we assume that u represents a “move-
ment” or “velocity” command, in the sense that if u is 0, then the pose does
not change, and y does not change as well (u = 0⇒ y˙ = 0), we can omit the
terms a, Ay and C(y, y), and we are left with y˙ = Bu+ D(y, u) + E(u, u).
If we assume that u is a symmetric velocity commands, in the sense that
applying +u gives the opposite effect of applying −u, then we can get rid
of the E(u, u) term as well. We are left with the model y˙ = Bu + D(y, u),
where D is a bilinear operator. We can incorporate Bu into the second term
by assuming there is a trivial observation whose value is always 1. In con-
clusion, our ansatz for a generic robotic sensor is a bilinear model of the kind
y˙ = D(y, u).
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Definition 1. A sensor is a bilinear dynamics sensor (BDS), for a certain
choice of control commands u, if the derivative of y depends linearly on u
and y. In formulas, there exists a (1,2) tensor M such that
y˙s = Msviy
vui. (2)
Bootstrapping and servoing with BDS
As explained in the introduction, the task we focus is servoing/homing
(Problem 1). The solutions we study are two-part strategies, composed by
a learning and a control phase. In the first learning phase, the agent builds
a representation of its sensorimotor cascade. Then, the agent uses the repre-
sentation it has built to solve the task during the action phase.
In the learning phase, the agent randomly samples control commands u
from any zero-mean distribution with positive definite covariance. Mean-
while, it estimates three quantities: the average observation at each sensel
y:
ys = E{ys}, (3)
the (2, 0) covariance tensor P:
Psv = cov(ys, yv), (4)
and the (3, 0) tensor T defined by
Tsvi = E{(ys − ys) y˙vui}. (5)
These expectations can be computed online. For example:
ys(k + 1) =
k
k + 1
ys(k) +
1
k + 1
ys(k).
We note that these computations can be implemented on a neural architec-
ture; equation (5) is similar to three-way Hebbian learning between y, y˙, and
u. In fact, the expectation of the product of the three terms (ys − ys), y˙v, ui
can be thought as an approximation of the frequency that the three signals
are active together.
Lemma 2. Let P, Q be the covariance of y and u. Then the tensor T tends asymp-
totically to:
Tsvi = MsqjP
qvQij. (6)
Proof. We can prove that this tends to:
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Tsvi = E{y˙s (yv − yv) ui}
Substituting the model 2 for y˙,and changing indices.
= E{(Msqjyquj)(yv − yv)ui} (7)
Independence of u, y, and the fact that M is a constant.
= MsqjE {yq (yv − yv)}E{uiuj} (8)
E {yq (yv − yv)} = cov(yq, yv)
= MsqjP
qvQij.
uunionsq
In the expression (6), we can observe a general pattern. Every quantity
that the agent learns ultimately depends on three factors:
1. The agent’s sensorimotor cascade. In this case, M.
2. The environment statistics. In this case, the covariance P represents the ef-
fect of the specific environment in which learning takes place. For exam-
ple, in the case of a camera, the covariance P depends on the statistics of
the environment texture, and it would change in different environments.
3. The experience the agent had in such environment. In this case, Q captures the
kind of “training” the agent had in the environment.
In the control phase, the agent uses the learned tensors T and P to generate
the commands. The following proposition is the main result of this section.
Proposition 3. Assume that the agent is equipped with a BDS (Definition 1), that
it has learned P and T using equations (4)–(5), and Q is positive definite. Then the
control law
ui = −(yv − yv?)∗TsviP−1vq yq (9)
corresponds to a descent direction of the error metric ‖y − y?‖. Moreover, if the
operators {Msviyv}ki=1 commute, y? is asymptotically stable.
Proof. The first part of the proof shows that the control is a descent direction
for V = ‖y − y?‖2. Defining the error signal es = ys − ys?, we can write
V = 12 e
smrser. The derivative of V can be computed as follows.
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V˙ = e˙smrser = y˙smrser
= [Msviu
iyv]mrser
Expanding u using (9).
= −Msvi[ezmzwTwxiP−1xp yp]yvmrser
Expanding T using (6).
= −Msviezmzw[MwqjPqxQij]P−1xp ypyvmrser
Reordering everything.
= −yvMsviezmzwMwqjPqxP−1xp ypQijmrser
Tensors P and P−1 cancel.
= −(yvMsvimrser)Qij(ypMwpjmzwez)
Let gi = yvMsvimrse
r .
= −giQijgj ≤ 0.
This proves that V never increases. If we prove that g is never 0 in a neigh-
bourhood of y?, then V˙ < 0, and V is then a Lyapunov function, making y?
asymptotically stable. To prove this second part we have to use some tools
from nonlinear system theory [18, Chapter 11, page 540]. In general, because
the Lie algebra is nilpotent of order 0, any solution of the equation (2) can
be written in the form
y = exp(M··1b1) exp(M
··2b2) · · · exp(M··kbk)y?, (10)
where the bj are known as the Philip Hall coordinates, and exp represents
the exponential of a linear operator. We are interested only on the behavior
near y?, therefore we can linearize each of the term as
exp(M··jbj) = I +M
·
·jbj + o(‖b‖2).
The linearized version of (10) is then
ys = ys? +M
s
vjb
jyv? + o(‖b‖2).
From this we get es = Msvjy
v
?bj + o(‖b‖2), which we substitute in the defini-
tion of gi to obtain
gi = yv?M
s
vimrse
r + o(‖b‖2)
= yv?M
s
vimrs(M
r
qjy
q
?bj) + o(‖b‖2).
Recall that we are in a neighborhood of y? (but not precisely at y?). This
implies that b is not zero; otherwise, from (10) we get y = y?. Assuming
that the Mrqjy
q
? commute, we also have that Mrqjy
q
?bj 6= 0r. In fact, if they
commute, we can write (10) as y = exp(Mrqjy
q
?bj)y? and the argument of the
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exponential must be different from 0. These two together imply that gi =
yv?Msvimrs(M
r
qjy
q
?bj) 6= 0 near the origin. Here the abundance of indices is
masquerading the simplicity of the assertion. Without indices: suppose there
is a vector v 6= 0, and a linear operator A such that Av 6= 0; then A∗Av 6= 0.
In this case, v = b and Avi = y
v
?Msvi. uunionsq
Remark 4. It is a classic result [2] that, if a system such as (2) is nonholo-
nomic, there exists no smooth controller that stabilizes y? asymptotically. In
particular (9) is smooth in y, therefore it cannot work in the nonholonomic
case. Instead, the requirement that the operators {Msviyv}ki=1 commute is a
technical necessity for having a compact proof and can probably be relaxed.
Improvements on the basic strategy
The bootstrapping strategy has a couple of interesting properties: the ten-
sors T and P can be learned using simple Hebbian learning, and the re-
sulting control strategy is a bilinear form of the observations y and the er-
ror y − y?. These two properties allow a very efficient engineering imple-
mentation, and at the same time make the algorithm implementable using
neural networks (“bioplausible”). The only operation that is not bioplausi-
ble is computing P−1. This motivates looking for ways to get around such
computation.
Whitening the observations. If the observations had covariance equal to the
identity, we could omit the term P−1. This suggests one way to proceed: find
a transformation z = Wy such that z has unit covariance. In the signal pro-
cessing community, the problem of finding a suitable transformation W is
well known and it is called whitening. It is a well studied problem because
it is needed as a first step before performing independent component anal-
ysis [11]. Numerous algorithms exist for whitening, most of them having a
neural implementation [5].
Omitting “ P−1” from (9). One could also ask whether it is possible to sim-
ply omit P−1 even when it is different from the identity. We can prove the
following technical condition on P and M that makes it possible to omit
the P−1 from (9) and still obtain a suitable minimization strategy.
Proposition 5. Assume that P and M commute, in the sense that, defining Pqv =
Pqrmrv, it holds that M·qjP
q
· = P·sMs·j. Then the control strategy
ui = −(ys − ys?)∗Tsvi (yv)∗ (11)
minimizes the error metric V = 12 e
∗
s Psvev, where es = ys − ys?.
Proof. Consider a definite positive error metric V = 12 e
rXsres for some defi-
nite positive tensor X. We can compute the gradient flow as follows:
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V˙ = erXrsy˙s = erXrsMsviy
vui.
Therefore, any control command of the form
uj = −QijerXrsMsviyv (12)
is a descent direction for V. Write now the control strategy (11) and expand
its terms:
uj = −(yv? − yv)∗Tsvj (ys)∗
Definition of ∗.
= −ermrsTswjmwvyv
Using Lemma 2.
= −QijermrsMsqjPqwmwvyv
Definition of P··.
= −QijermrsMsqjPqvyv
Commutation property.
= −QijermrsPsqMqvjyv
Definition of P·.
= −Qijer (mrsPswmwq)Mqvjyv (13)
By comparing (12) and (13) one can see that (12) is a descent direction for
the quadratic form 12 e
rXsres with Xrs = mrvPvwmws. uunionsq
We shall discuss the meaning of the commutation condition when we get
to discussing the actual sensors. We will see that in some cases the covari-
ance P acts as a smoothing operation, and that the tensor M is similar to a
gradient operation, and we will be able to interpret the condition MP = PM
in more intuitive terms as “the gradient commutes with smoothing”. Also
note that now the error function depends on the covariance P; in contrast
with the previous proposition, now the environment statistics influence the
actions.
3 Simulations and experiments
This section shows that the bootstrapping strategy seems to work for the
three canonical sensors considered; the next section will justify theoretically
some of these findings.
We simulate a planar omnidirectional robot controlled in velocity. The
commands are u = (u1, u2, u3) = (vx, vy,ω). In our case, simulations are
precious because we can try several different sensor configurations. We sim-
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ulate a 180deg range finder, an omnidirectional camera, and a field sampler,
with the sensels placed on a ring. In the three cases, the observations y are,
respectively, the range readings, the luminance readings, and the field inten-
sity. We use a custom simulator. 1 The bootstrapping part consists in placing
the robot in a randomly-generated map at random places (simulated as a
uniform variable on the subset of SE(2) that does not intersect any obsta-
cle), and simulate the sensor output y , y˙ when the robot chooses a random
command u (simulated as a Gaussian random variable with spherical co-
variance).
We found out that, if one uses environment shapes which are too simple,
the learned model will pick up the characteristic of the environment. For
example, if a robot with a 360deg range-finder is always placed in a room
of the same size, say 10m, it will learn that, if the readings in front measure
1m, it is likely that the readings in the back measure 9m — this knowledge
is represented implicitly in the estimated covariance matrix, which will re-
port strong negative correlation between readings in front and in the back.
We do not want to see these effects, which are not representative of the real
world, and to prevent them we simulate random environments composed of
randomly sampled polygonal walls . See Fig. 1 for examples of the random
environments used. It seems that, as long as there is some variability, the
results are largely independent of the details of how the randomness is in-
troduced. These observations motivated the definition of the environment’s
symmetry group (Definition 12) and how it affects the observation covariance.
For simulating a camera sensor, one should choose a random texture for
the surfaces: for example, sample a luminance value independently for each
20cm section of the surface, and smooth the result. Choosing structured in-
puts such as sinusoids introduces unwanted correlation. This motivated the
definition of monotone environment (Definition 18).
For the field sampler, we simulated a random distribution of point sources
with quadratic decay. We simulated various sensors configurations. For the
field-samplers, we simulated sensels disposed either in a ring or a 180deg
semiring. There is nothing special about the ring configuration: the method
would work with an arbitrary disposition and ordering of the sensels. How-
ever, putting the sensels on a regular shape produces results which are eas-
ier to interpret. We also simulated “normalized” field-samplers, in which
the output of a sensel is divided by the sum of the other sensels, such that
the sum is one. This “winner-take-all” mechanism is ubiquitous in biological
systems. For the camera, we simulated a 180 and 360deg field of view. Like-
wise, for the range-finder, we simulated 180 and 360deg field of view, plus
180deg field of view with a foveal sensel disposition (denser in the center).
We also tried different extrinsic configuration, with the sensor rototranslated
with respect to the robot center.
1 The Python/C++ source code is available at http://purl.org/censi/2010/boot.
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Figures 2 onward show the learned tensors. In all figures, blue means
negative and red positive; each figure is normalized independently from
the others. Subfigures b–c show the covariance (P) and information (P−1)
tensors of the simulated sensors. These tensors are given as a function of the
sensels position s, v. In these three simulated agents, where the sensels are
disposed on a semicircle, we let s, v be the angle with respect to the robot
front. The covariance encodes information on the sensel topology. For the
camera and range-finder, the covariance is sparse and local: only sensels that
are very close to each other are correlated, and the correlation is a function of
the sensels distance. The covariance/information matrix act very similarly
to convolution/deconvolution operators.
Subfigures d–f show the learned tensor T. If there are n sensels and 3
commands, then T is a n× n× 3 tensor. We show the 3 bidimensional slices
Tsv(1), Tsv(2), Tsv(3). For example, the slice Tsv(1) describes how the linear ve-
locity vx is related to y(s) and y˙(v). Subfigures g-i show the normalized ten-
sor TP−1 used in the control law (9). While T depends on the environment
(because of the internal dependence on the covariance P, which depends on
the environment statistics), TP−1 cancels out the environmental contribu-
tion. Perhaps the results for range-finder and camera are easier to interpret.
If one imagines the slices Tsvi as linear operators that, applied to y, give y˙,
it is evident that the agent learns local spatial gradients; we shall see this
theoretically.
We also tried the learning algorithm with real range-finder data from the
Rawseeds project2 [3], and we obtained similar results, which convinced us
of the validity of the simulations. In this case, rather than static pictures, we
give links to videos that show the learning in real time. video:LaserDisplay3
shows the observations, which consists in the data from two Sick range-
finders spliced together. video:LaserBDSLearning4 shows the evolution of the
tensor T, which is qualitatively similar to the simulation results. video:LaserCorr5
shows the evolution of the covariance P: due to the fact that the robot visits
regular, structured environments (e.g., corridors), the variance is different
at each sensel, and the correlation is not only a function of the sensels dis-
tance (see [7] for analogous conclusions for camera data).
Figures 14 onward show the convergence properties of the control law (9)
and the simplified control law (11), in simulation. We are interested in eval-
uating the radius of convergence. We sample numerous environments and
goal configurations; then we compute the control law in a volume around
the goal configuration. We show the results as “success maps”: we slice the
q = (x, y, θ) volume at the three planes (x, y), (x, θ), (θ, y), and we count the
percentage of times the control law pointed the robot in the right direction,
2 Data available at http://www.rawseeds.org.
3 http://purl.org/censi/2010/be#LaserDisplay
4 http://purl.org/censi/2010/be#LaserBDSLearning
5 http://purl.org/censi/2010/be#LaserCorr
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meaning that it would have decreased the distance to the goal6. Light green
means > 99%; see the caption for the other values. For the field sampler
and camera (Fig. 14-15), we can see that the control law (9) gives local con-
vergence, while the simplified version (11) has worse performance. For the
range-finder (Fig. 16), both give robust convergence.
The rest of the paper is dedicated to proving the results suggested by the
simulations.
Fig. 1: Examples of random worlds simulated for learning. The red rays represent the
range-finder readings. The black and white arc around the robot represent the simulated
output of camera. Note the random geometry and the random texture. Figure best viewed
on screen zooming in on the details.
6 In formulas: let the goal be q = (x, y, θ) = (0, 0, 0). Then a “successful” command is
one for which d‖q‖/dt ∝ xu1 + yu2 + θu3 < 0. Note that here we treat SE(2) locally as a
subset of R3.
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(a) Robot (b) Tsv(1) – vx (c) Tsv(2) – vy (d) Tsv(3) – ω
(e) Psv (f) P−1sv (g)(TP-1)s(1)v – vx (h) (TP-1)
s(2)
v –
vy
(i) (TP-1)s(3)v – ω
Fig. 2: Tensors learned for robot with a field sampler, with sensels placed on a 360deg ring.
Each axis corresponds to an angle on the ring. Red means positive; blue negative; white
zero. Subfigures e–f show correlation and information matrix, as a function of the sensel
positions s, v ∈ Y , which can be thought of the angle on the sensor ring. The correlation
is almost identically 1; this depends on the statistics of the field we simulated. Figure b–
d show the three slices of the learned tensor T, for the three commands (vx , vy,ω). The
tensor element Tisv represents the interaction between the i-th command, the observation
ys and the derivative y˙v. Figures g–i show the 3 slices of the normalized tensor TP−1.
(Images best seen in color.)
(a) Robot (b) Tsv(1) – vx (c) Tsv(2) – vy (d) Tsv(3) – ω
(e) Psv (f) P−1sv (g)(TP-1)s(1)v – vx (h) (TP-1)
s(2)
v –
vy
(i) (TP-1)s(3)v – ω
Fig. 3: Tensors learned for robot with omnidirectional camera. See Fig. 2 for a general
description of the figures. All pictures are a functions of two sensels s, v ∈ Y , which
corresponds to the pixel orientation. In e–f , we can see that the covariance matrix of a
camera is sparse and local: only nearby sensels interact. Figures b–d show the learned
tensor T; if one interprets each slice as a linear operator that, applied to y, gives y˙, it is
clear that all three represents functions of the gradient of y. Depending on the particular
environment, the gradient is more or less smoothed by the covariance. This is confirmed
theoretically – see Fig. 1. Figures g–i represent the slices of the normalized tensor TP−1:
here the effect of the environment statistics are factored away and an even more local
operator is obtained.
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(a) Robot (b) Tsv(1) – vx (c) Tsv(2) – vy (d) Tsv(3) – ω
(e) Psv (f) P−1sv (g)(TP-1)s(1)v – vx (h) (TP-1)
s(2)
v –
vy
(i) (TP-1)s(3)v – ω
Fig. 4: Tensors learned for robot with range-finder (180deg FOV). See Fig. 2 for a gen-
eral description of the figures. It is interesting to compare these results with the camera
results in Fig. 3. The covariance is less local: this means that, in the environment we sim-
ulated, the range readings are more correlated than the covariance; that is, they change
less abruptly. As a consequence, the tensor T is less local than the corresponding tensor
for the camera. Figures g–i show that the normalized tensor TP−1, where the effect of the
environment statistics is removed, has a more local character.
(a) Robot (b) Tsv(1) – vx (c) Tsv(2) – vy (d) Tsv(3) – ω
(e) Psv (f) P−1sv (g)(TP-1)s(1)v – vx (h) (TP-1)
s(2)
v –
vy
(i) (TP-1)s(3)v – ω
Fig. 5: Tensors learned for a robot with 180deg camera.
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(a) Robot (b) Tsv(1) – vx (c) Tsv(2) – vy (d) Tsv(3) – ω
(e) Psv (f) P−1sv (g)(TP-1)s(1)v – vx (h) (TP-1)
s(2)
v –
vy
(i) (TP-1)s(3)v – ω
Fig. 6: Tensors learned for a robot with omnidirectional range-finder.
(a) Robot (b) Tsv(1) – vx (c) Tsv(2) – vy (d) Tsv(3) – ω
(e) Psv (f) P−1sv (g)(TP-1)s(1)v – vx (h) (TP-1)
s(2)
v –
vy
(i) (TP-1)s(3)v – ω
Fig. 7: Tensors learned for a robot with 180deg range-finder, denser in the middle.
(a) Robot (b) Tsv(1) – vx (c) Tsv(2) – vy (d) Tsv(3) – ω
(e) Psv (f) P−1sv (g)(TP-1)s(1)v – vx (h) (TP-1)
s(2)
v –
vy
(i) (TP-1)s(3)v – ω
Fig. 8: Tensors learned for a robot with 180deg range-finder, translated laterally.
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(a) Robot (b) Tsv(1) – vx (c) Tsv(2) – vy (d) Tsv(3) – ω
(e) Psv (f) P−1sv (g)(TP-1)s(1)v – vx (h) (TP-1)
s(2)
v –
vy
(i) (TP-1)s(3)v – ω
Fig. 9: Tensors learned for a robot with 180deg range-finder, translated forward.
(a) Robot (b) Tsv(1) – vx (c) Tsv(2) – vy (d) Tsv(3) – ω
(e) Psv (f) P−1sv (g)(TP-1)s(1)v – vx (h) (TP-1)
s(2)
v –
vy
(i) (TP-1)s(3)v – ω
Fig. 10: Tensors learned for a robot with 180deg range-finder, rotated.
(a) Robot (b) Tsv(1) – vx (c) Tsv(2) – vy (d) Tsv(3) – ω
(e) Psv (f) P−1sv (g)(TP-1)s(1)v – vx (h) (TP-1)
s(2)
v –
vy
(i) (TP-1)s(3)v – ω
Fig. 11: Tensors learned for a robot with field sampler (sensels placed on a 180deg semir-
ing).
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(a) Robot (b) Tsv(1) – vx (c) Tsv(2) – vy (d) Tsv(3) – ω
(e) Psv (f) P−1sv (g)(TP-1)s(1)v – vx (h) (TP-1)
s(2)
v –
vy
(i) (TP-1)s(3)v – ω
Fig. 12: Tensors learned for a robot with field sampler (sensels placed on a 180deg semir-
ing), with normalization.
(a) Robot (b) Tsv(1) – vx (c) Tsv(2) – vy (d) Tsv(3) – ω
(e) Psv (f) P−1sv (g)(TP-1)s(1)v – vx (h) (TP-1)
s(2)
v –
vy
(i) (TP-1)s(3)v – ω
Fig. 13: Tensors learned for a robot with field sampler (sensels placed on a 360deg ring),
with normalization.
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(a) x, y plane (b) y, θ plane (c) θ, x plane
(d) x, y plane (e) y, θ plane (f) θ, x plane
Fig. 14: Statistics of the convergence of the two control laws for robot with a field sampler,
with sensels placed on a 360deg ring. Figures (a)-(c) show the results for the simplified
control law (11), the figures (d)-(f) show the results for the control law (9). We put the
goal at the origin, and considered starting positions sampled in a 1m×1m×45deg par-
allelepiped around the goal. We show the convergence results along three slices in the
planes x, y, y, θ, θ, x. The figures show the percentage of times (over 200 trials with ran-
dom environments) that the control law indicated a direction decreasing the error metric.
The color scale is: 0% <25% >25% >50% >75% >95% 100%. These
figures are best seen on a computer screen.
(a) x, y plane (b) y, θ plane (c) θ, x plane
(d) x, y plane (e) y, θ plane (f) θ, x plane
Fig. 15: Convergence results for robot with omnidirectional camera. See the caption of
Fig. 14 for an explanation of the color scales.
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(a) x, y plane (b) y, θ plane (c) θ, x plane
(d) x, y plane (e) y, θ plane (f) θ, x plane
Fig. 16: Convergence results for robot with range-finder (180deg FOV). See the caption of
Fig. 14 for an explanation of the color scales. For the range-finder, both control laws have
large convergence radius.
(a) x, y plane (b) y, θ plane (c) θ, x plane
(d) x, y plane (e) y, θ plane (f) θ, x plane
Fig. 17: Convergence results for a robot with 180deg camera.
(a) x, y plane (b) y, θ plane (c) θ, x plane
(d) x, y plane (e) y, θ plane (f) θ, x plane
Fig. 18: Convergence results for a robot with omnidirectional range-finder.
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(a) x, y plane (b) y, θ plane (c) θ, x plane
(d) x, y plane (e) y, θ plane (f) θ, x plane
Fig. 19: Convergence results for a robot with 180deg range-finder, denser in the middle.
(a) x, y plane (b) y, θ plane (c) θ, x plane
(d) x, y plane (e) y, θ plane (f) θ, x plane
Fig. 20: Convergence results for a robot with 180deg range-finder, translated laterally.
(a) x, y plane (b) y, θ plane (c) θ, x plane
(d) x, y plane (e) y, θ plane (f) θ, x plane
Fig. 21: Convergence results for a robot with 180deg range-finder, translated forward.
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(a) x, y plane (b) y, θ plane (c) θ, x plane
(d) x, y plane (e) y, θ plane (f) θ, x plane
Fig. 22: Convergence results for a robot with 180deg range-finder, rotated.
(a) x, y plane (b) y, θ plane (c) θ, x plane
(d) x, y plane (e) y, θ plane (f) θ, x plane
Fig. 23: Convergence results for a robot with field sampler (sensels placed on a 180deg
semiring).
(a) x, y plane (b) y, θ plane (c) θ, x plane
(d) x, y plane (e) y, θ plane (f) θ, x plane
Fig. 24: Convergence results for a robot with field sampler (sensels placed on a 180deg
semiring), with normalization.
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(a) x, y plane (b) y, θ plane (c) θ, x plane
(d) x, y plane (e) y, θ plane (f) θ, x plane
Fig. 25: Convergence results for a robot with field sampler (sensels placed on a 360deg
ring), with normalization.
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4 Analysis for the three canonical sensors
In the previous section, we showed by simulation that bootstrapping works
for the three canonical sensors. In this section, we consider the problem of
justifying this theoretically. The main results are summarized in Fig. 1. In
summary, the three canonical sensors have something in common at a cer-
tain level of abstraction, as can been seen by the fact that their bootstrapped
tensors are formally very similar. Because the camera and range-finder are
not precisely BDS, we have to provide separate proofs of convergence. We
need several preliminary results.
Pure BDS? Y Sensor dynamics Bootstrapped tensors Convergence
proof for (9)
Convergence
proof for (11)
Field sampler Yes. R3 y˙s = ∇iysvi
+ (s×∇ys)i ωi
Tsvi = ∇R3j PsvQij
Tsv(i+3) = (s×∇R3 Psv)jQij
Yes. Yes for
translation.
Camera No.
(hidden state)
R3 × S2 y˙s = µs∇iysvi
+ (s×∇ys)i ωi
Tsvi = µs∇S2j PsvQij
Tsv(i+3) = (s×∇S2 Psv)jQij
Yes. Yes for
rotation.
Range-finder No.
(nonlinearity)
R3 × S2 y˙s = (∇i log ys − s∗i )vi
+ (s×∇ys)i ωi
Tsvi = ∇S2j β(Psv)Qij
Tsv(i+3) = (s×∇S2 Psv)jQij
Yes for
rotation.
Yes for
rotation.
Fig. 1: Summary of the results in this section. The third column shows the equation for the
sensor dynamics: as one can see, these three apparently different sensors have a somewhat
similar dynamics. The next column shows the tensor learned; for the camera and range-
finder, which are not exactly BDS, these tensors could be considered a “projection” of the
nonlinear dynamics to the BDS space. The last two columns indicates whether we have
a formal proof that the general control laws for BDS work for the particular sensors—see
the text for details. The tensor P is the covariance of y; the tensor Q is the covariance of u;
µs is the average nearness (inverse of distance) in direction s.
We start with a series of definitions and results common for all sensors.
We assume the reader to be familiar with basic Lie group theory [18]. Us-
ing the standard notation, given a group G and two elements a, b ∈ G, we
indicate their product as ab ∈ G , and a−1 is the inverse of a.
Definition 6. Let C be the configuration space in which the robot moves. We
assume that C is a subgroup of SE(3).
Example. Examples of subgroups of SE(3) are: SE(3) itself; SE(2) (planar
rototranslations), SO(3) (pure rotations), R3 (pure translations), or R, for a
robot constrained to live on a straight line7.
We assume that the underlying dynamics is a rigid body controlled in
velocity. For C = SE(3) the commands u are the linear and angular veloc-
7 The researcher that worked with it would agree this is a good model for the Pioneer
3-AT from Activmedia.
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ity v, ω. Let t ∈ R3, R ∈ SO(3) be position and attitude, and ·ˆ be the hat
map [18]. Then the dynamics are t˙ = Rv; R˙ = Rωˆ.
We already introduced the sensel space Y , but it has not been given any
structure yet. Here we characterize it by its interaction with C.
Definition 7. Let Y be the sensel space. We assume that it is a metric space,
where for two sensel positions s1, s2 ∈ Y , the function d(s1, s2) indicates the
distances between the positions. We also assume that there is a left action
of C on Y . In particular, for every q ∈ C and s ∈ Y , we can define the
element qs ∈ Y , and q1(q2s) = (q1q2)s.
Example. For example, for a pan-tilt-roll “robotic” camera, Y = S2, C =
SO(3), and the action qs corresponds to applying the rotation q to s ∈ S2.
Finally, we have to give some structure to the world around the robot.
“World” is everything needed to compute the sensor output, apart from the
robot pose. For a range-finder, the world includes the 3D environment struc-
ture; for a camera, it includes the texture, reflectance, and illumination infor-
mation as well. We use a construction typical of stochastic geometry [14,17]:
we assume that the set of worlds W can be factorized into a “shape” and
“pose” component, in the sense that, for each world, there are many others
that share the same shape (including color, texture, etc.), but rototranslated.
Therefore, we let W ≡ S× SE(3), where S is called shape space. We write an
element of W as a tuple 〈s, p〉, with s ∈ S and p ∈ SE(3).
All three sensors are “relative”, in the following sense.
Definition 8. Given a sensel space Y , a pose space C, and a shape-pose space
W ≡ S× SE(3), the map y : W× C×Y → O corresponds to a relative sensor
if the following two properties hold for all x ∈ C.
y(〈s, p〉 , q, s) = y(〈s, xp〉 , xq, s) [P1] (1)
y(〈s, p〉 , q, s) = y(〈s, p〉 , qx−1, xs) [P2] (2)
Remark 9. Property P1 corresponds to the fact that there is an intrinsic ambi-
guity in choosing the frame of reference. The world and the robot have both
a pose with respect to some fixed coordinate frame, but the output of the
sensor depends only of the relative pose q−1p (let x = q−1 in (1) to see this
fact). Property P2 describes the fact that the robot is “carrying” the sensor:
ultimately the output at sensel s depends only on qs, therefore it is invariant
if we apply x to s and multiply q by x on the right.
Remark 10. Is this the most general case? Actually, no. There are a couple of
assumptions that one would want to relax in future work. For example, we
are assuming that the sensor is instantaneous, that the output depends only
on the current pose and not from the history. The other assumption is that
we assume that all sensors are rigidly mounted on the same rigid body. We
cannot deal with articulated bodies, or even a pan-tilt camera.
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The bootstrapping strategy proposed in Section 2, specifically equations (3)-
(5), is described by means of statistical operators such as expectations. To
predict the outcome, we have to specify something about the probability
distribution of the stimuli that the agent experienced. Firstly, we give it a
name.
Definition 11. Let pT(〈s, p〉 , q) be the training probability distribution of
worlds/poses that the agent has experienced during its bootstrapping phase.
We want the training distribution to have some regularity. We describe
the regularity with the language of Lie groups.
Definition 12. Define the set symmetry group of pT as the subgroup Sym of C
such that, for all x ∈ Sym, pT(〈s, p〉 , q) = pT(〈s, xp〉 , q).
Example. Consider a planar robot (C = SE(2)), and assume we believe that,
at the end of bootstrapping, the robot experience did not privilege one par-
ticular orientation over the others. Then we would set Sym to be the group
of planar rotations.
At this point we are ready to give a technical definition and relative
proposition, on which many other results are based.
Definition 13. Consider two couples of sensels (s1, v1), (s2, v2), where s1, v1, s2, v2 ∈
Y . We call the training distribution mixing if d(s1, v1) = d(s2, v2) implies that
there exists a x ∈ Sym such that (s2, v2) = (xs1, xv1).
Proposition 14. For a mixing training distribution, the expectation of any func-
tion of two sensels s, v ∈ Y is only a function of their distance; for all functions φ,
we can write E{φ(ys, yv)} as ϕ(d(s, v)) for some other function ϕ.
Proof. The proof consists in showing that E{φ(ys, yv)} has the same value
for two couples of sensels (s1, v1), (s2, v2) that have the same distance. Write
the expectation for (s2, v2) by showing the dependence of y on the pose q
and the world 〈s, p〉.
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E{φ(ys2 , yu2)} = E{φ(y(〈s, p〉, q, s2), y(〈s, p〉, q, v2))}
By assumption, s2 = xs1 and u2 = xv1 for some x ∈ Sym.
= E{φ(y(〈s, p〉, q, xs1), y(〈s, p〉, q, xv1))}
Because this is a relative sensor, property (2) holds.
= E{φ(y(〈s, p〉, qx, s1), y(〈s, p〉, qx, v1))}
Now using property (1) applied to (qx)−1.
= E{φ(y(〈s, (qx)−1p〉, (qx)−1 qx, s1),
y(〈s, (qx)−1p〉, (qx)−1 qx, v1))}
Simplifying, and using the fact that (qx)−1 = x−1q−1.
= E{φ(y(〈s, x−1q−1p〉, e, s1), y(〈s, x−1q−1p〉, e, v1))}
If x is in the group of symmetries Sym, x−1 is as well.
Using the mixing property (Definition 13), we can remove x−1.
= E{φ(y(〈s, q−1p〉〉, e, s1), y(〈s, q−1p〉, e, v1))}
Reusing property (1) in the other direction.
= E{φ(y(〈s, p〉, q, s1), y(〈s, p〉, q, v1))}
= E{φ(ys1 , yv1)}
Because E{φ(ys, yv)} has the same value for all couples of sensel with a
fixed distance, it must be a function of only the distance. uunionsq
Corollary 15. For a relative sensor in the mixing case, the covariance of two
sensels is a function of only their distance: cov(ys, yv) = f (d(v, s)).
Proof. This follows directly from Proposition 14, applied to the function
φ(ys, yv) = (ys −E{ys}) (yv −E{yv}). uunionsq
Proposition 16. In a mixing environment, the expected value of the sensels
does not depend on s: E{ys} = y.
Proof. Apply Proposition 14 with s = u and the function φ(ys, ys) = ys.
The expectation depends on s only through d(s, s) = 0, and therefore it is
independent of s. uunionsq
Corollary 17. Under the conditions of Lemma 14, the gradient of y with
respect to the sensor space has expected value 0: E{∇ys} = 0.
Proof. This is simple consequence of the linearity of the expectation:E{∇y(s)} =
∇E{y(s)} = ∇y = 0. uunionsq
We define a property of the environment useful in the future.
Definition 18. We call the environment monotone if the covariance of the
values of two sensels is a monotone function of the distance between the
sensels.
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Fig. 2: Example of non monotone environment.
Remark 19. While this fact might be intuitive, it is not always true. It is true
in general that the covariance reaches the maximum when the distance is 0,
however, then it is not always monotonically decreasing. Usually that means
that there is some structure in the environment. We offer an intuitive exam-
ple in Fig. 2: suppose that a robot with a camera is an environment that (on
average) appears periodic on the retina with period ∆θ; then the correlation
between pixels will be an oscillatory function of the distance with period
approximately ∆θ.
4.1 Analysis of field sampler
We start with our definition of a field sampler.
Definition 20. Let the sensels space be Y = R3. The sensor y is a field
sampler if there exists a field H : R3 → R such that ys = H(t +Rs), where
t ∈ R3 and R ∈ SO(3) are the agent position and attitude.
We can show that a field tensor is indeed a perfect BDS, and therefore all
the relevant results from Section 2 apply.
Proposition 21. A field sampler is a BDS, because its observations dynamics are
bilinear in y and u = (v,ω):
y˙s = (∇iys)vi + (s×∇ys)iωi.
Proof. The proof is simple and consists of simple algebraic manipulations.
Nevertheless it allows to introduce several notations and conventions. The
derivative of the observations are given by:
y˙s = ∇H|z=t+Rs · (Rv+Rωˆs), (3)
where we used the fact that t˙ = Rv and R˙ = Rωˆ. We want to express ∇H
as a function of y. Note that, inverting the sensor model, we obtain H(z) =
y(RT(z− t)). Deriving that relation, we obtain∇H · x = ∇y|s=RT(z−t) ·RTx.
Substituting in (3), we obtain:
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y˙s = ∇y|s=RT(z−t)RT(Rv+Rωˆs)
Because RT=R−1
= ∇iys(v+ ωˆs)i (4)
Using the property aT bˆc = aT(b× c) = (b× a)T c.
= (∇iys)vi + (s×∇ys)iωi. (5)
The expression (4) that we find is bilinear in y and u = (v,ω), therefore a
field sampler is a BDS. uunionsq
We can compute the exact form for the learned tensor T. Assuming the
general case of a fully actuated rigid body in SE(3), the tensor T has 6 com-
ponents for the last index. The first three (1 ≤ i ≤ 3) correspond to linear
velocity, and the last three (4 ≤ i ≤ 6) to the angular velocity.
Proposition 22. The learned tensor for a field sampler is
Tsvi = ∇jPsvQij, (6)
Tsv(i+3) = (s×∇Psv)j Qij. (7)
Proof. We show the computation for the linear velocity components:
Tsvi , E{(ys − ys) y˙vvi} = E{(ys − ys) (∇jyv)vjvi}
= ∇jE{(ys − ys) yv}E{vjvi} = ∇jPsvQij.
The formula for the others is obtained similarly. uunionsq
Proposition 23. For a mixing training distribution, the condition of Proposition 5
are satisfied for pure translation (C = R3), and hence the simplified control (11)
can be used.
Proof. The commutation condition instantiated for the field sampler requires
us to verify that we can interchange the order of∇ and P in (6). Because the
environment is mixing, we know from Proposition 14 that the covariance
can be written as a function of the sensel distance: Psv = f (d(s, v)). There-
fore, when P is used as a linear operator, it corresponds to smoothing with
a radially symmetric function. Noting that in R3 gradient and radially sym-
metric smoothing commute concludes the proof. uunionsq
In conclusion, a field sampler is a sensor whose dynamics is precisely that
of a BDS, and therefore, the analysis is quick and compact.
4.2 Analysis of camera
In general, the sensel space of a camera is Y = R3 × S2: each pixel captures
the light arriving to a particular focus point (in R3) from a particular di-
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rection on the unit sphere (S2). For simplicity, we consider a central camera
with only one focus point, so that the sensel space is just Y = {0} × S2.
Proposition 24. Let ys, s ∈ S2, be the luminance signal captured by the camera.
Let µs be the nearness, the inverse of the distance in direction s. Then the dynamics
of y are
y˙s = µs∇iysvi + (s×∇ys)iωi. (8)
See [9] for a proof. From this it follows that a camera is a BDS only for pure
rotation, or with the environment at infinity, because of the dependence on
the hidden state µ.
However, we can show that a useful BDS approximation can be learned.
What happens is that, when learning the observation dynamics, the hidden
state µs gets filtered out and appears only as a multiplicative factor in the
BDS tensor.
Proposition 25. Assuming that nearness and luminance are independent in pT,
the learned tensors for a camera are
Tsvi = µs∇jPsvQij, (9)
Tsv(i+3) = (s×∇Psv)j Qij.
Proof. The proof is similar as Proposition 22: write the definition of Tsvi, sub-
stitute (8) and carry on the computation. uunionsq
Because the camera is not a BDS, we cannot use the stock results for con-
vergence. However, the control law (9), when instantiated for the camera,
has the same form as the one we studied in our previous work on bioplau-
sible visual control [9]. Referring to those results, we can say that (9) lo-
cally converges. As for the convergence of the simplified control (11), we
can prove the analogous of Proposition 23, this time for rotation rather than
translation.
Proposition 26. In a mixing environment, ignoring the conditions at the borders
of the sensels area, the condition in Proposition 5 is satisfied for rotations (C =
SO(3)), and hence the simplified control law (11) can be used.
Proof. For compactness, define the differential operator y(s) 7→ s ×∇y(s)
as Sy. We have to prove that the application of the covariance and S com-
mute: SP = PS. Just like Proposition 23, start by noticing that, because the
environment is mixing, the covariance is a function of the sensel distance:
Psv = f (d(s, v)). Therefore, it acts as a convolution on the sphere. We indi-
cate the convolution of a function y defined on the sphere with a kernel f by
f∗y. An explicit expression is given by:
( f∗y)(s) =
ˆ
f (d(s, v))y(v)dv.
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One can see by direct computation that f∗ is self-adjoint:
〈〈y1, f∗y2〉〉 = 〈〈 f∗y1, y2〉〉. (10)
Let r ∈ SO(3). Define the rotated function r ◦ y as (r ◦ y) (s) = y(rs). We can
prove that rotation and convolution commute:
r ◦ ( f∗y) = f∗(r ◦ y).
This can be seen by direct computation:
(r ◦ ( f∗y)) (s) =
ˆ
f (d(rs, v))y(v)dv
Change of variable: v = ru, dv = du.
=
ˆ
f (d(rs, ru))y(ru)du
The distance is invariant to rotations.
=
ˆ
f (d(s, u))y(ru)du
= f∗(r ◦ y).
Let y1, y2 : S
2 → R, and consider the inner product of y1 with r ◦ ( f∗y2). By
the commutation property,
〈〈y1, r ◦ ( f∗y2)〉〉 = 〈〈y1, f∗(r ◦ y2)〉〉.
Moreover, using (10), we get
〈〈y1, r ◦ ( f∗y2)〉〉 = 〈〈 f∗y1, r ◦ y2〉〉.
The next step is computing the directional derivative of both sides with re-
spect to r at r = Id. As explained in more detail in [9], the generic formula
is
Dry(rs)|r=Id ·ω = (s×∇y(s))iωi.
This leads to 〈〈y1, s×∇( f∗y2)〉〉 = 〈〈 f∗y1, s×∇y2〉〉, or, using a shorter no-
tation
〈〈y1, S( f∗y2)〉〉 = 〈〈 f∗y1, Sy2〉〉.
We can move back the convolution to the right in the second term to obtain
〈〈y1, S( f∗y2)〉〉 = 〈〈y1, f∗(Sy2)〉〉.
Because this holds for all y1, y2, we have proved that S f∗ = f∗S, which, in
the case of mixing environment, is equivalent to SP = PS. uunionsq
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4.3 Analysis for range-finder
Each reading of a range-finder measures the distance from a an origin point
(in R3) to the closest obstacle in a certain direction (in S2). Like the camera,
in principle, the sensel space for a range-finder is Y = R3 × S2, but for sim-
plicity we consider the case where all rays have the same origin. We start by
providing an expression for the observation dynamics—even though range-
finders are popular sensors, we could not find this in the published litera-
ture.
Proposition 27. Let ys be the range reading (distance to the obstacle in direction s).
Then the dynamics of a range-finder are
y˙s = (∇i log ys − s∗i )vi + (s×∇ys)i ωi. (11)
Proof. (This proof is due to Shuo Han) The model for the rotation part is
analogous to the field-sampler and camera. Hence we are only concerned in
proving the result for translation. For clarity, we use the more widespread
notation, and let the range readings be σ (rather than y). Write σ = σ(s, t) as
a function of the direction s and the robot position t ∈ R3. Then we have to
prove that
∂
∂t
σ(s, t) = ∇ log σ(s, 0)− sT .
Without loss of generality, we can assume we are computing the derivative
at t = 0. In a neighbourhood of 0, it holds that
‖t+ σ(s)s‖ = σ
(
t+ σ(s)s
‖t+ σ(s)s‖ , 0
)
, (12)
as can be seen by geometric inspection of Fig. 3. The proof is based on the
environment
s
t
σ(s, t)
0
Fig. 3: Geometry of range-finder sensing.
implicit function theorem applied to the relation (12). Define the function
n(v) : R3 → R3 as the vector v normalized by its module: n(v) , v/‖v‖ .
Then the following holds:
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F(σ, s, t) = ‖t+ σ(s)s‖ − σ(n(t+ σ(s)s), 0) = 0.
We can compute the derivative ∂∂tσ(s, t) using the implicit function theorem
applied to F:
∂σ
∂t
=
(
∂F
∂σ
)−1 ∂F
∂t
.
To this end, we first recall that ∂∂v‖v‖ = v
T
‖v‖ , and we compute the derivative
of n(v) as
∂
∂v
n(v) =
∂
∂v
v
‖v‖ =
I
‖v‖ + v
∂
∂v
1
‖v‖ =
I
‖v‖ + v
∂
∂v
1
‖v‖ =
I
‖v‖ −
v
‖v‖2
∂
∂v
‖v‖
=
I
‖v‖ −
v
‖v‖2
vT
‖v‖ =
1
‖v‖
(
I − vv
T
‖v‖2
)
=
1
‖v‖
(
I − n(v)n(v)T
)
.
We use the shortcut x = t+ σ(s)s, and σ0(s) = σ(s, 0).
∂F
∂t
=
xT
‖x‖ −∇uσ0(u)(1− uu
T)|u=n(x)
1
‖x‖
(
I − n(x)n(x)T
)
.
For the other, we simply obtain ∂F∂σ =
∂F
∂p s. We compute
∂σ
∂t :
∂σ
∂t
= − ∂F/∂p
∂F/∂σ
= −
xT
‖x‖ −∇uσ0(u)(1− uuT)|u=n(x) 1‖x‖
(
I − n(x)n(x)T)(
xT
‖x‖ −∇uσ0(u)(1− uuT)|u=n(x) 1‖x‖ (I − n(x)n(x)T)
)
s
Simplifying the ‖x‖.
= − x
T −∇uσ0(u)(1− uuT)|u=n(x)
(
I − n(x)n(x)T)
xTs−∇uσ0(u)(1− uuT)|u=n(x) (I − n(x)n(x)T) s
This expression is valid in a neighborhood of t = 0. We now compute the
limit as t → 0. We have
x → σ(s)s, ‖x‖ → σ(s), n(x)→ s.
Substituting all of these, we obtain
∂σ
∂t
= − σ(s)s
T −∇sσ0(s)(1− ssT)
(
I − ssT)
σ(s)sTs−∇sσ0(s)(1− ssT) (I − ssT) s
Using the fact that (I − ssT)s = 0, and ∇sσ0(s)(1 − ssT) = ∇sσ0(s) (the
gradient is tangent to s), we simplify it to
∂σ
∂t
= −σ(s)s
T −∇sσ0(s)
σ(s)
=
∇sσ0(s)
σ(s)
− sT = ∇s log σ(s)− sT .
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uunionsq
Note that the rotational part is exactly the same as the camera model (8),
because rotation has the same effect on range and luminance data. The
“−s∗i ” term means that if the velocity v is in the direction on s, then the
range decreases (the remaining nonlinear term ∇i log σs is less intuitive).
We can prove the following regarding the bootstrapping strategy.
Proposition 28. If the training distribution is mixing (Definition 13) and the en-
vironment is monotone (Definition 18) the learned tensors for a range-finder are
Tsvi = ∇jβ(Psv)Qij, (13)
Tsv(i+3) = (s×∇Psv)j Qij,
where β(Psv) is an element-wise scalar function of Psv.
Proof. The proof for the rotational part is the same as the camera. As for
translation, notice that a compact way to write the dynamics is σ˙s = (∇j log σs−
s∗j )v
j. Straight computation gives the following.
Tsxi = E{(σs − σs) σ˙xvi}
Using the observation dynamics.
= E{(σs − σs) (∇j log σx − x∗j )vjvi}
Separating the two terms
= Qij
[
E{(σs − σs)∇j log σx} −E{x∗j (σs − σs)}
]
The second term disappears given that x∗j is a constant.
= Qij
[
E{(σs − σs)∇j log σx}
]
We can pull out ∇due to linearity.
= Qij∇jE{(σs − σs) log σx}.
At this point, note that if we had σx instead of log σx inside the expectation,
the result would be Psx, the covariance of σ. Define Rsx = E{(σs − σs) log σx}.
Then we can invoke Proposition 14 to say that Rsx is a function of d(s, x).
Because the environment is monotone, we know there is a 1-to-1 correspon-
dence between Psx and d(s, x), therefore we can write Rsx as a function
of Psx. uunionsq
Because range-finders and cameras are equivalent under pure rotations,
it is immediate to show convergence of (9) in that case. In particular, the
equivalent of Proposition 26 holds. It is instead challenging to prove con-
vergence of (9) for translation. The main reason is that P−1 does not cancel
the term β(P) in (13), due to the nonlinearity of β.
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5 Conclusions and future work
This paper presents a contribution to the vast problem of bootstrapping,
which consists in estimating and using models of a sensorimotor cascade,
starting from uninterpreted commands and observations. We have shown
that the abstraction of bilinear dynamics sensors (BDS) is general yet pow-
erful enough to represent the main phenomena of a representative selection
of robotics sensors (field samplers, cameras, and range-finders).
To the best of our knowledge, this is the first presentation of a bootstrap-
ping agent that can provably learn to use a variety of sensors to solve the
same cross-modality task. The algorithm is also simple, consisting only of
a few lines of code; it is fast, being extremely parallelizable. With respect
to the approach of Kuipers and his group, we focused on a more “continu-
ous” rather than a “symbolic” solution, and this made it possible to actually
prove strong results concerning the convergence of the learning process and
the control law.
So far we have been focusing more on the sensors rather than actua-
tors, as we only considered the case of fully-actuated velocity control. Previ-
ous work [9] suggests that control in velocity can be extended to control in
forces/torques with relatively little effort. Instead, it seems more challeng-
ing learning a hidden state and its dynamics. This would be useful in the
case of a camera, where the observation dynamics depends on the nearness.
The other challenge is learning a more nonlinear model (perhaps by learn-
ing additional levels of Taylor approximations after the bilinear terms); this
would be useful in the case of the range-finder, which is not a pure BDS for
its nonlinearity.
Acknowledgements. Thanks to Shuo Han and Scott Livingston for pre-
cious comments on the first version of this paper.
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