An error probability analysis is performed for a communications link with convolutional coding and soft-decision Viterbi decodin implemented (FFH/BFSK) spread spectrum system. The generated signal is transmitted throu h a frequency nonjamming and additive white Gaussian noise. To reduce the effects of partial-band jamming, ratiostatistic combining is introduced at the receiver before the soft decision Viterbi decoding. With the use of convolutional coding and soft decision Viterbi decoding, the performance of the receiver is improved dramatically when the EblNj is greater than about 12 dB, and multiple hops per bit are not required in order to force the jammer to move from a partial-band to a full-band jamming strategy. on a fast frequency-hopped binary f requency-shift selective, slowly fading channe P with partial-band
Introduction
The error probability analysis of a communications link employing convolutional codin with (FFH/BFSKi spread spectrum receiver with ratiostatistic com ining and a channel with Ricean fading and partial-band jamming is presented in this paper. The implementation of convolutional coding with soft decision Viterbi decoding extends the research performed in [l] .
At the transmitter, convolutional coding is first implemented on the data. After that, the transmitter transmits L hops for each encoded bit. The channel is modeled as a Ricean fading channel. Both partialband jamming and thermal noise are also assumed to affect the channel.
The FFH/BFSK receiver with ratio-statistic combining and soft decision Viterbi decoding is shown in Fi . 1. At the receiver, the signals are dehop ed filters. Before oing to the soft-decision Viterbi decombiner 21. This is used to nonlinearly combine the BFEK demodulator which are then combined to obtain the decision statistics. The largest output of the soft decision Viterbi decodin implemente f on a fast frequenc -hopped, binary P requency-shift keying and cfemodulated by a pair of noncoherent matc R ed coder, the signa ps are passed through a ratio-statistic out uts o I the detectors of the two branches of the two envelope detectors is first inverted and then multiplied with the difference of the out uts of the two branches of the receiver. This normakes the output of the receiver when a hop experience a large amount of jamming noise. Thus, the effects of partial-band jamming on the receiver are minimized.
The channel for each hop is modeled as a frequency non-selective, slowly fading Ricean process and each hop is assumed to fade independently. With these assumptions, it is implied that the channel's coherence bandwidth is larger than the signal bandwidth but smaller than the smallest frequency spacing. Furthermore, the channel coherence time is larger than the hop duration. The dehopped signal is modeled as a Ricean random variable and consists of a nonfaded (direct) component and a Rayleigh-faded (diffuse) component.
There are two types of interference considered in this paper. These are partial-band jamming and wideband interference. The partial-band jamming can be caused either by a partial-band jammer or some unintended narrowband interference. This is modeled as an additive Gaussian noise. If y is the fraction of the spread bandwidth that is jammed, then the partial-band jamming will be present in both branches of the BFSK demodulator with probabilit y. If N1/2 is the average power spectral density o[the interference over the entire spread bandwidth, then if the partial-band interference is present, its power spectral density is N 1 / ( 2 7 ) . The wideband interference is assumed to be caused by thermal noise or other wideband interferences. The power spectral density of this wideband noise is defined as No/2. 
2
(1) If the ratio-statistic BFSK demodulator has a noise equivalent bandwidth of B He, then the received noise power for a given hop k is with probability y with probability ( 1 -7 ) (2) If the bit rate is Rb, then with L hops/bit, t'hi hop rate Rh = LRb. Therefore, the noise equivalent bandwidth, B , must satisfy B 2 Rh. Furthermore, the overall spread bandwidth is assumed to be very large compared to the hop rate. Since we assume that the bit energy is constant, the coded bit energy, E,, is related to the uncoded bit energy, Et,, and the code rate, r , by E, = rEh.
Analysis
The analysis of bit error probability for the receiver depicted in Fig. 1 is performed in this paper. This analysis requires the statistics of the sampled outputs x i k , i = 1 , 2 of each envelope detector for a given hop k of a bit.
In order to determine the bit error probabilities for a radio-statistic combined receiver and a Ricean fading channel, we need to first determine the probability density function the normalized decision statistic which is the normalized, sampled outputs sions.
Probability of Bit Error, Pb
It is well known that the probability of bit error for soft-decision Viterbi decoding is upper bounded by [3-51
where w, is the number of paths of weight j times the number of ones in the information sequence corresponding to one of these paths, k is the number of input bits to the encoder, Pj is the probability that the all-zero path is eliminated by a path of weight j , and dfree is the free distance of the code. This is the normal union bound used to evaluate the performance of coded systems. To determine the tightness of the bound, we need to compare it with a simulation of the system under consideration since an analytic solution does not exist. This bound is reasonably ti ht for a conventional MFSK system with no fading f31.
Therefore, we can expect the bound to be tight for the normalized receiver , especially when the number of hops per bit is small.
As the hops are independent and identically distributed, Pj is derived from where pp(ip) is the probability of coded bit error given that ip of L hops in pth coded transmission are jammed. This is simplified to a simple binomial expression of the form where 4 = [il i~ . . . i j ] and Pj(i) is the conditional probability that the all-zero path is eliminated by a path of wei ht j given that hops are jammed and The conditional probability Pj(i) is equal to the probability that the sum of j samples from the signalpresent detector branch is smaller than the sum of ' samples from the signal-absent detector branch [4f. Thus,
where Y is the random variable representing the ratio-statistic combined outputs summed over j coded transmissions. Without loss of enerality, it is assumed that the signal is present in % ranch 1.
It is observed that in order to determine the bound on bit error probabilities given by (3) for a ratiostatistic receiver and a h c e a n fading channel, we need to first determine the conditional probability density function of Y .
Probability Density Function of the Normalized Decision Variable Y
In order to determine the pdf of the ratio-statistic combined sampled outputs of each hop, we let U: For branch 2, fading has no effect on x 2 k since there is no si nal present. Therefore, the pdf of the random varia % le X 2 k is [6] From Fig. 1 Using (7)- (10)] we obtain the conditional pdf of Yk as P,71 for 0 5 Yk 5 1. Let the total average signal power be U-:] which is a summation of a2 {average power of the direct component} and 2a2 {average power of the diffuse component}. This total average signal power is assumed to remain constant for each hop. It should be noted that when a2 = 0, the channel is a Rayleigh 
Numerical Results

Numerical Procedure
The conditional probability of bit errors given that i hops of the j bits have partial-band jamming is obtained by numerical convolution of (19) followed by numerical integration of ( 6 ) . The results of the numerical computation are then substituted into 5 to (3) where the weights ( w j ) , the coding free distance cif,,,), and the number of input bits (k) are used to etermine the probability of bit error. System performance is evaluated for various values of jamming fraction y, diversity, fading conditions, the values of bit energy-to-jamming noise density ratio (@,/NI), and the ratio of the direct-to-diffuse signal energy (a2/2g2). This ratio of the direct-todiffuse signal energy is assumed to be the same for each hop k of the bit.
obtain Pj. This result for Pj is then substitute 6' into 6 The asymptotic probability of bit error is about as compared to that of the uncoded performance of lo-'. It is observed that coding improves performance when Eb N I is greater than 12 dB. It is also strategy is full band jamming.
Performance for Rayleigh Fading Channels
with code of constraint lengt 1; v = 4 and L = 2.
seen for Rayleig h fading that the worst case jamming
Performance for Ricean Fading Channels
Fig . 3 shows the performance of the receiver when 7 = 1.0 (full band jamming), 0.25, 0.1, and 0.01 (v = 4, L = 2, and a2/2a2 = lo). The asymptotic bit error probability is about 10-l' as compared to for the uncoded case. Also, coding improves the performance when &,/NI is greater than 10 dB. Furthermore, it can be seen that the worst case jamming strategy is quite close to full band jamming.
Conclusion
When convolutional coding with Viterbi soft decision decoding is employed in conjunction with FFH/BFSK utilizing ratio-statistics combining, the s stem performance IS superior to the erformance of t i e equivalent uncoded system when $ / N I is greater than 12 dB. Below 12 dB uncoded system performance is too poor for coding to be effective. In addition, at high & / N I , the asymptotic probability of bit error improves dramatically as compared to the uncoded system. The jammin strategy required to jamming. This means that the enemy jammer needs to spread its jamming power over a much wider bandwidth.
Due to non-coherent combining losses, there is some degradation in performance when the hop per bit ratio is increased and the received signal is at moderate & / N I .
It is found, as expected, that when a stronger code (higher constraint length) is used that performance is improved, especially for high Eb/NI. 
