Abstract. In the Naïve Bayes classification problem using a vertically partitioned dataset, the conventional scheme to preserve privacy of each partition uses a secure scalar product and is based on the assumption that the data is synchronised amongst common unique identities. In this paper, we attempt to discard this assumption in order to develop a more efficient and secure scheme to perform classification with minimal disclosure of private data. Our proposed scheme is based on the work by Vaidya and Clifton[1], which uses commutative encryption to perform secure set intersection so that the parties with access to the individual partitions have no knowledge of the intersection. The evaluations presented in this paper are based on experimental results, which show that our proposed protocol scales well with large sparse datasets.
Introduction
Privacy-preserving data mining aims to allow computation of useful aggregate statistics over the entire dataset without compromising the privacy of individual data. The parties collaborating to obtain aggregate results may not fully trust each other, such as a Sybil attack [2] resistant recommendation system [3] or the Naïve Bayes classifier [1] . Such parties may also be competitors in the same field, for example companies which may have privacy policies restricting access to each other's customer datasets.
Vertically partitioned data is an important data distribution model often found in real life. For example, Table 1 illustrates two datasets partitioned vertically where attributes A 1 and A 2 are owned by Alice (A); and Bob (B) 4 owns the attribute A 3 and a target class C, which indicates whether or not to play tennis on the day. Alice and Bob separately collect the different features, e.g. temperature, humidity, etc. for each day. Collaboratively performing Naïve Bayes classification allows them to accurately predict the decision to play or not, i.e. predict C given A 1 , A 2 and A 3 , although they can not share each other's datasets.
Syncronous and Asynchronous Partitions:
Vaidya and Clifton presented, in [1] , a secure protocol for Naïve Bayes classification for vertically partitioned datasets without revealing the individual partitions. Their protocol combines homomorphic public-key encryption algorithm to compute scalar product of two vectors, with the secure function evaluation [4] for comparison of class c ∈ C in terms of conditional attributes, i.e. P r(C = c|a 1 , a 3 ). Their protocol assumes that the input vectors are of the same dimensions. Hence, the partitioned datasets are synchronous with the days (in our example in Table 1 ) when the attributes are observed. However, datasets may not always be synchronous. For example, the dataset in Table 2 is vertically but asynchronously partitioned, where attributes are stored with common IDs. This type of asynchronous partitions are of frequent occurrences in our daily lives. Examples include some content service providers with common user IDs, while hospitals and pharmacies may share some common patient identities.
Before delving further, we define few terms that we use in this paper:
asynchronous partitions are vertical partitions of a dataset which are more generalised cases of synchronous partitions. Asynchronous partitions do not necessarily exhibit a coherent sequence of data between the partitions, for example, by having missing and duplicate instances, or not being indexed by the same identity column. index set is a set, denoted by ID, of values for identities of all instances in a dataset or its partition.
The simplest solution to the problem of asynchronously partitioned datasets is to sort instances by IDs so as to make the two datasets consistent by IDs, and then perform secure scalar product protocols on the vectors. However, it is not so easy. Attributes may be missing for certain IDs, e.g. for id = 2 in Bob's partition. One ID may have multiple instances, e.g. the 3rd and the 6th instances conflict for the common id = 3 in Bob's partition. The most significant issue in asynchronous partitions is scalability. The conventional vector-based approaches are not efficient for datasets in which most instances are empty, i.e. sparse datasets and this leads us to what is often called the sparsity problem, e.g. [5] .
missing values Datasets may consist of missing values for some IDs, which contributes to low density of data. For example, the density is only 0.03 in "EachMovie" dataset 5 [6] ! duplicate assignment Datasets may assign the same ID to distinct instances.
The arbitrary assignment of IDs can make datasets inconsistent. scalability Vector-based approach requires processing for each element of the input vector even if most elements are empty. Such schemes do not scale well as the computational costs increase dramatically with increases in dataset size in sparse datasets.
Our goal and approaches: The goal of this paper is to construct a privacypreserving protocol for applying the Naïve Bayes classifier to vertically and asynchronously partitioned datasets, which deals with the issues of (1) missing values, (2) duplicate assignments, and (3) scalablity. In order to address these issues in asynchronous partitions, we introduce the secure set intersection scheme presented by Agrawal et al. in [7] , which uses commutative public-key encryption. The particular advantage of the scheme is that it works only on non-zero elements and is, therefore, appropriate for sparse datasets.
The contributions of this paper are: (1) first work of its kind, to our knowledge, to consider asynchronously partitioned datasets; (2) a secure privacy preserving scheme which scales well with the size of data and works efficiently with sparse datasets; (3) a performance based evaluation of an experimental implementation of the proposed scheme; and (4) an analytical evaluation of the scheme in terms of the how much information is revealed.
Organisation: This paper is organised as follows. In Section 2, we review some of the fundamental concepts and the existing work in privacy-preserving data mining. In section 3, we present our proposed schemeIn Section 4, we evaluate our scheme based on an experimental implementation.
Building Blocks

Naïve Bayes Classifier
Naïve Bayes is a widely used classifier based on the Bayes theorem, where the class with the highest likelihood is chosen. Since the algorithm is simple but efficient to implement, it is widely used for many purposes including email spam filtering, prediction of credit scoring, and so on.
Given attributes a 1 , a 2 , the most probable class variable, c M AP , is determined by
Computing c M AP , however, requires computation of the conditional probability for every combination of a 1 and a 2 . This is not realistic because it implies an exhaustive observation of the data instances. Instead, the Naïve Bayes classifier makes a naïve assumption that all attributes are independent, i.e. P r(a i , a j ) = P r(a i )P r(a j ). The assumption allows us to predict the most likely class variable without requiring the exhaustive combinations of attributes. We can do this as follows:
Secure Scalar Product Based Scheme
Vaidya and Clifton proposed a privacy-preserving scheme for the Naïve Bayes classifier in [1] . The method allows two parties, each having access to only one partition of a vertically partitioned dataset to predict the most likely target class for any given instance without revealing data from each other's partitions. Predicting the most likely class requires evaluation of conditional probabilities of attributes, e.g. a given c i , i.e. P r(a|c i ), through collaborative computation by Alice with attribute a ∈ A 1 and by Bob with class c i ∈ C. By denoting a binary vector a corresponding to the attribute a ∈ A 1 with 1 for which a = 'sunny' in Table 1 and 0 otherwise, i.e. a = (1, 1, 0, 0), we have the conditional probability represented by the scalar product of a and c as:
The two partitions of the datasets are synchronous. Bob computes P r(c i ) without the help of Alice and both parties securely and jointly compute the scalar product of a and c in illustrated in Algorithm 1 [8] .
Algorithm 1 Secure Scalar Product
Input: Alice has n-dimensional vector x = (x1, . . . , xn). Bob has n-dimensional vector y = (y1, . . . , yn). Output: Alice has sA and Bob has sB such that sA + sB = x · y.
1. Alice generates a homomorphic public-key pair and sends the public key to Bob. 2. Alice sends to Bob n ciphertexts E(x1), . . . , E(xn).
3. Bob chooses sB at random, computes
and send c to Alice. 4. Alice decrypts c to get sA = D(c) = x1y1 + · · · + xnyn − sB.
After evaluating conditional probabilities for every attribute in every target class, both parties apply the secure logarithm protocol proposed in [9] . Finally, a secure addition and comparison circuit [4] is used to determine the highest value for the target class. Since Yao's protocol [4] is known to be functionally complete at the cost of heavy computational overhead, we cannot directly apply it to a function taking shares (i.e. shares x i belongs to Alice while shares y i belongs to Bob) of the scalar products for every attribute to determine the class without the secure logarithm protocol.
The drawback of the protocol is the strong assumption of a synchronous partition, i.e. (1) vectors a and c have the same dimension, (2) elements correspond to each other for two vectors. The secure scalar product based methods, hence, can not simply be applied to asynchronously partitioned datasets such as Table 2 .
Naïve Solution to Asynchronous Partition: Sort-and-Match
The simplest (but naïve) solution to the problem of applying the aforementioned secure scalar product scheme [1] to asynchronously partitioned dataset is to sort both sides with a unique common identity and then apply the scheme. Ordered by such unique identities, the partitions of the dataset are transformed into constant-dimension binary vectors with 0 for missing instances. Candidates for such common unique identities include transaction IDs, cellphone IDs, customer IDs, amongst others.
Sorting asynchronously partitioned dataset is not deterministic because some distinct entries share the same identities. For example, recall the example in Table 2, where the instance for id = 2 is missing while id = 3 has two inconsistent instances: one is "low" and the other is "high" for attribute A 3 . These incompletenesses and inconsistencies can be addressed by assigning values distributed in the observed statistics, e.g. class variable c for id = 2 (missing) is given as: c = 0 with probability 1/5, 1 with probability 4/5.
Similarly, the inconsistent values, such as id = 3, can be replaced by high or low with even chances. Note that these assignments decrease the accuracy of prediction! Dataset partitions do not always have common unique identities. For instance, certain medical data are maintained with common names and postal addresses. Alternatively, a hash value of some private information such as common name may be used as a pseudo identity. Since the range of secure hash algorithm is sometimes too large to apply the secure scalar product protocol, it may be possible to use only a small portion of hash value for the pseudo identity.
This simple scheme is, however, not scalable with respect to the dimension of vectors. The secure scalar product protocol requires a number of encryptions and modular exponentiations linearly related to the dimensions of the vectors. In order to ensure privacy, every element of the vectors is taken into account even if it is empty, thus resulting in a waste of computational resources for sparse datasets.
3 Proposed scheme
Idea
In order to perform Naïve Bayes in a scalable way, we introduce a secure set intersection protocol, which allows Alice and Bob with subsets X and Y , respectively, to compute X ∩ Y without revealing X or Y . Intersection is an useful primitive for many data mining algorithms and hence has been studied so far in [10, 11] . The scheme presented in [10] uses oblivious polynomial evaluation that suffers from the linear relation between computational cost and the order of the polynomial. It is, therefore, not appropriate for our purpose. For our study, we focus on the scheme presented by Agrawal, et. al. in [7] , which uses commutative public-key encryption, which is performed only for active (i.e. not missing) elements and therefore is more appropriate for sparse datasets.
The aforementioned intersection protocol, however, reveals intermediate results to get the final prediction for the class variable, because one party must learn how many elements belong to both Alice and Bob in order to proceed with the protocol. On the other hand, the existing secure scalar product preserves the secrecy about the size of intersection |X ∩ Y | through an additional random number (s B at Step 3 in Algorithm 1). The revealed information is critical to privacy preservation. Therefore, we propose a new secure protocol based on [7] in order to improve both privacy and scalability for privacy-preserving data mining.
Secure Set Intersection Protocol
Agrawal, et. al. proposed, in [7] , a secure intersection protocol using a publickey encryption algorithm that is commutative, i.e. f (g(x)) = g(f (x)) and proved its security under assumption of semi-honest model and random-oracle model.
For concrete discussion, we illustrate the scheme in Algorithm 2 using a power function f e (x) = x e mod p defined under Decisional Diffie-Hellman hypothesis as commutative encryption 6 .
Algorithm 2 Secure Intersection Protocol
Input: Alice has subset X = {x1, . . . , xn A }, Bob has subset Y = {y1, . . . , yn B }. Output: Intersection |X ∩ Y |.
Let Zq be a multiplicative group with prime order q and H be a secure hash function that maps into range G. Algorithm 2 with an input of set of n elements requires n hash value evaluation, 2n modular exponentiations for each party 7 , and n-element set comparison, which runs in n log n time with any appropriate algorithm. So, total complexity is O(n) + O(n log n) = O(n log n), but the most significant cost is that for modular exponentiation. Supposing t e be a processing time for exponentiations, the cost of 2n exponentiations is 2nt e .
While the polynomial interpolation based algorithm in [10] , known as popular intersection protocol, requires O(n log log n) modular exponentiations for oblivious polynomial evaluation, we will show, later in this paper, that the computational cost is considerably large and hence the commutative encryption is proper for large-scale data mining.
Proposed Protocol: Distorted Intersection
The goal of our protocol is to compute a conditional probability of c ∈ C given a ∈ A j , P r(c|a), where party A has the attribute A j and B has the target class C. We denote as index sets, X and Y , defined over the ranges of A j and C, as
For instance, the datasets in Table 2 define the corresponding index sets for a = sunny and c = yes as X sunny,A1 = {1, 2} and Y yes = {3, 4, 5} respectively.
In order to hide the size of intersection from Alice (A), Bob (B) wishes to add random noise to his secret input. However, B does not know which elements belong to the intersection prior to the execution of the protocol. Hence, he makes his own input distorted by discarding some elements with random probability p = s B /n B so that A cannot learn the exact size of the intersection without knowledge of the random probability distribution.
With the randomisation step, the resulting size of the intersection is skewed with p as s A = |X ∩ Y |s B /n B , which is known to A who does not know p; while, B knows p but does not know s A . Therefore, both parties participate in Yao's secure multi-party protocol to compute the multiplication
which gives the conditional probability
Finally, the prediction of target class for a given instance, c N B , is obtained from Equation 1. Yao's protocol allows them to compare several candidates of the class without revealing any partial intermediate information.
Our proposed protocol is described in Algorithm 3.
Algorithm 3 Distorted Intersection
Input: Alice has subset X = {x1, . . . , xn A }, Bob has subset Y = {y1, . . . , yn B }. Output: shares of intersection, such that sA · sB = |X ∩ Y |. 
Alice chooses random u ∈
Evaluation
The purpose of our evaluation is to answer the following questions: Table 3 . Processing time for cryptographical primitives (2048 bit Paillier) primitives time (sec) encryption tE = 1.1 decryption tD = 1.6 exponentiation tP = 0.15 -Is the proposed scheme more efficient than [1] ? -What scalability in terms of dimension does the proposed scheme achieve? -How secure is the proposed scheme for privacy-preservation?
Performance evaluation
In order to evaluate performance improvement of the proposed scheme in comparison with others, we implement the following schemes for the secure Naïve Bayes classifier:
1. Scalar product based scheme, Vaidya and Clifton [1] , which requires a homomorphic encryption and a secure function evaluation of comparison of additively shared value (SFE 1 ), 2. Set intersection schemes, proposed by Freedman, Nissim and Pinkas [10] , requiring a secure polynomial evaluation, and 3. Commutative encryption scheme, proposed in this paper, which requires a homomorphic encryption and a secure function evaluation of comparison of multiplicatively shared value (SFE 2 ).
Test implementation Our trial experimental system is implemented using Java (SDK 1.6.0) running on Intel Core2 Duo CPU 2.53 GHz, 2GB, Windows 7 (32 bit). We use the Paillier encryption with |n 2 | = 2048 bit modulus for additive homomorphic property, with a proprietary public key format. Table 3 shows the average processing time of our trial implementation for encryption, decryption and modular exponentiation, denoted by t E , t D and t P , respectively. Note that the cost of decryption is higher than that of encryption because of property of Paillier encryption [12] .
Secure Scalar Product The secure scalar product based scheme requires N encryptions and one decryption plus secure function evaluation of comparison of shared sum (SFE 1 ), i.e.
where N is the dimension of the vectors. Note that mostly N ≫ n, where n is the number of active IDs in the asynchronously partitioned dataset. It is also well known that matrix of items and users is sparse for many datasets [6] , [13] . We will estimate performance of SFE in a subsequent section. Figure 1 shows processing time for the secure scalar product (without SFE), which bears a linear relation to N , the size of dimension of the vectors. Secure Set Intersection The secure set intersection protocol [10] takes a large computational cost to evaluate n-degree polynomial, as T 3 = n 2 where n is the size of subset of active IDs. Figure 2 illustrates the processing time evaluated in our trial implementation, with 1024 bit modulus, the block size parameter b = 1, 2, 3, described in [10] . The protocol is free from the dimension size N , but the squared complexity does not scale well for a practical problem.
Secure Function Evaluation (SFE)
We use the generic two-party secure function evaluation evaluation system, Fairplay [14] . Fairplay consists of a compiler of a high level procedural definition language, SFDL, into a one-pass Boolean circuit in a language called SHDL.
With Fairplay, we can perform secure function without revealing inputs. Figure 3 is the source code 'SharedCmp' to securely test s A0 + s B0 > s A1 + s B1 where s A0 , s A1 are owned by Alice and values s 0 and s 1 , additively shared as s 0 = s A0 + s B0 are compared. The bit size is 16.
The example shows that Fairplay allows us to code arbitrary functions easily. However, due to the processing cost, multiplication and division are not provided as primitive operations [14] . We have to code those as programmed functions to perform comparison for multiplicatively shared values as s A0 · s B0 > s A1 · s B1 . (In our trial implementation, we omit the division since we can replace it by multiplication with some constant). Table 4 shows the average processing time measured by Alice and Bob for several classes. Both parties have almost the same overhead to jointly evaluate comparison. In this experiment, we use 16-bit integers. Table 5 gives our estimation of performance for SFE 1 (addition) and SFE 2 (multiplication) based on the experimental measurement. Based on the runtime complexity, the curve fitting polynomial in terms of size of input x and the processing time when x = 10bits(= 1024) are given. Figure 4 illustrates the estimation. We observe that the cost for secure multiplication increases with respect to the input size, and hence the our proposed scheme has a considerable large constant time overhead.
Scalability of Proposed Scheme Our proposed Algorithm 3 requires as many encryptions as the number of active users, n, and runs in time
where t c is the cost of comparison of n size lists. We may omit the overhead for comparison because t c ≪ t e , t d . Since n ≪ N , it runs faster than the secure scalar product based protocol (T 1 ). However, the constant overhead for secure function evaluation of multiplicatively shared values (SFE 2 ) is higher than that of additive shared values (SFE 1 ). The proposed protocol is scalable in terms of the entire size of dataset, N , but suffers the constant overhead of SFE.
Therefore, we conclude that the proposed scheme is efficient only for large sparse datasets such that
where α = n/N assuming n is proportional to the entire size of dataset. We illustrate the scalability of our proposed scheme in Figure 5 , where the proposed one is more efficient than the secure scalar product based scheme [1] when N is large. Most of asynchronously partitioned datasets are considered as ones with small fractions of intersection. Consequently, we can say that the proposed scheme improves the performance for large scale sparse datasets.
Security
In [7] , assuming the random oracle model and no hash collisions, and in semihonest model, there is no polynomial-time algorithm that can distinguish between a random value and H(x) u given x. This means that Algorithm 2 preserves the privacy of input subsets X and Y . With zero-knowledge proof, the security in the random oracle model can even be extended to a malicious model where parties behave arbitrarily.
Algorithm 1 is also proved as secure even after one party (Alice) learns the result of the protocol, s A = x 1 y 1 + · · · + x n y n − s B , which is randomised with s B chosen uniformly by the other party (Bob). More formally, learning partial result s A reveals nothing about the distribution of s A + s B , which is distributed uniformly over group Z q of order q, that is, the conditional probability of the sum given s A is identical to apriori probability, i.e. P r(s A + s B |s A ) = P r(s A + s B ) = 1/q. SFE also preserves the secrecy of shared inputs under the assumptions of semantically secure public key algorithm.
However, the distortion in Algorithm 3 is not uniform. Let z be the size of intersection |X ∩ Y |, and p be a probability to apply commutative encryption in the algorithm, defined as p = s B /n B . The conditional probability of the algorithm outputs s A given z is computed with the binomial distribution as:
Then, what can Alice guess about z after she learns the output of the algorithm, s A ? Bayes theorem gives to her an useful hint, i.e. the probability distribution of z as
, where we assumes P r(z) = 1/(n+1). Figure 6 illustrates the skewed distribution of z given s A , for s A = 0, 3, 6 and n = 10, p = 0.5. We observe that probability The analysis assumes Alice already knows the probability p = s B /n B chosen by Bob. Since Alice has no idea about s B , the probability is uniformly distributed over [0, 1] and hence P r(p) = 1/n B . For example, the distribution of z given s A = 3 and p = 1/2 is distributed with the most likely value of L(z) = 6 = s A /p in Figure 6 . If p = 1/3, the distribution will be shifted to more to the right, with the most likely value L(z) = 9 = 3s A . Accordingly, the distribution of z becomes flat with many possible value p and therefore the overall entropy is preserved in our scheme.
Conclusion
We have proposed a scalable privacy-preserving Naïve Bayes classifier for asynchronously partitioned datasets. Our proposed scheme is based on the work presented in [7] using a public-key encryption algorithm that satisfies commutative property. The performance of our proposed protocol is shown to be better than the scheme based on the secure scalar product [1] when the matrix is sparse, i.e. most entries are missing and the fraction of active data is small, that is n ≪ N , which frequently happens in asynchronously partitioned datasets. Table 6 gives the summary of the features of our proposed protocol. . Probability distribution of size of intersection z given sA (n = 10, p = sB/nB = 0.5, uniform apriori probability P r(z) = 1/(n + 1)) Secure Scalar Product [8] Commutative encryption [7] input N -dimension binary vectors integer subset of size n computation cost T1 = tEN + tD + SF E1 T3 = tP n + n log n + SF E2 accuracy accurate accurate with probability sB/nB security P r(z|X.Y ) = 1/N P r(z|sA) > 1/n
