Microfluidic devices are becoming increasingly common and are seen in applications ranging from biology to nanotechnology and manufacturing. Flow behavior in these small domains can often be counterintuitive because of the low Reynolds number or the relative importance of surface forces. Microparticle image velocimetry (μPIV) is a quantitative method that can be used to characterize the performance of such microfluidic systems with spatial resolutions better than one micron. Illustrating the impact of this measurement technique, more than 100 journal articles are published per year that feature μPIV velocity measurements. This article discusses the fundamentals of the technique, its theoretical background, and several applications. 
INTRODUCTION
Micron-resolution particle image velocimetry (μPIV, also known as micro-PIV) refers to the measurement technique wherein fluid motion is measured in a spatially resolved manner with resolved length scales ranging from 10 −4 m to 10 −7 m. Flow-tracing particles, either artificially added or naturally occurring, are used to make the motion of the fluid observable. Two or more images of the moving particles are captured and analyzed using spatial correlation methods to infer the fluid's velocity field from the particle motion. This measurement technique borrows from the macroscopic particle image velocimetry (PIV) method-extensive reviews of the PIV technique are given by Adrian (1991 Adrian ( , 2005 and Raffel et al. (2007) -but it has considerably different optical and mechanical constraints and is thus regarded as a separate technique. Before the development of spatially resolved, microscopic flow measurement techniques, such as μPIV, most experiments conducted in microscale geometries consisted of bulk flow measurements, such as flow rate, pressure drop, and thrust (for a review, see Gad-el-Hak 1999 and Tai 1998) .
Efforts toward developing μPIV can be traced to the particle-streak velocimetry experiments described by Taylor & Yeung (1993) and Brody et al. (1996) , among others. They used epifluorescent microscopy and long exposure times to record streak images of moving submicron fluorescent particles, from which the fluid velocity field was inferred, albeit in an irregularly spaced and low-spatial resolution manner. The μPIV technique commonly used in microfluidics today was first introduced by Santiago et al. (1998) . They used epi-fluorescent illumination to record discrete particle images (i.e., not streaked) of fluorescent particles and correlation methods to calculate the speed of the particles, and thus the fluid, with spatial resolutions of less than 10 μm. Meinhart et al. (1999) followed up this work by using a similar technique to measure the flow in a microchannel with spatial resolutions less than a single micron and a total measurement volume size of 13.6 × 0.9 × 2.2 μm (27 μm 3 or 27 femtoliters). Since this early work, there have been many variations and extensions of the technique. As a result, the original μPIV technique is now commonly referred to as classical μPIV. There are currently more than 100 journal articles published per year in which μPIV is the primary measurement technique, and as of November 2008, there have been cumulatively approximately 450 journal papers published (see Figure 1) . Comprehensive reviews on the subject have been published by Sinton (2004) Cumulative number of articles, data as of November 2008.
VOLUME ILLUMINATION
The small length scales associated with measuring fluid motion at the microscale create several challenges. To resolve these issues, one must make judicious choices involving seed particles, particle illumination and recording, and particle-image interrogation/post-processing algorithms.
In macroscale PIV, flow-tracing particles are usually illuminated by a sheet of light, which defines the measurement plane (Adrian 1991) . At the microscale, however, it is common to use volume illumination (Santiago et al. 1998) or evanescent illumination (Zettner & Yoda 2003) . Figure 2 is a schematic drawing of a typical epi-fluorescent μPIV system. A double-pulsed laser is used to generate monochromatic Nd:YAG laser light (NewWave Research, Inc., 47613 Warm Springs Blvd., Fremont, CA) . These types of laser systems are specifically designed for PIV applications and consist of two Nd:YAG laser cavities, beam-combining optics, and frequencydoubling crystals. The laser emits two pulses of light at 532 nm. The duration of each pulse is on the order of 10 ns, and the time delay between light pulses can vary from tens of nanoseconds to a few seconds. The illumination light is delivered to the microscope to broadly illuminate the microfluidic device.
A number of investigators have used continuous-chromatic light sources (instead of pulsedlight sources), such as mercury arc lamps or halogen lamps, to provide illumination (see Santiago et al. 1998) . In this situation, an excitation filter must be used such that only a narrow wavelength band of light illuminates the test section. If a continuous-light source is used, then a mechanical or electro-optical shutter must be inserted into the optical path to gate the light before it reaches the image recording device, or the image recording device must gate the light itself.
The microfluidic test section must be designed with at least one optically transparent wall, so that it can be viewed with the objective lens. A barrier filter must be positioned between the mirror and the relay lens that passes the fluorescent light from the seed particles, while filtering out illumination light that is reflected by the surface of the test section.
Typically, a sensitive large-format interline-transfer CCD (charge-coupled device) camera is used to record the particle-image fields. A large-format CCD array is desirable because it facilitates Schematic view of a μPIV apparatus using pulsed laser-light illumination into an epi-fluorescent inverted microscope. The illumination light is reflected by a dichroic mirror into a flowing microchannel being charged by a syringe pump. Fluorescently labeled seed particles (commonly polystyrene) are excited by the illumination light and emit fluorescent light that passes through a barrier filter and dichroic mirror, recorded by a CCD or CMOS camera, and then digitally processed. a large spatial dynamic range. The interline-transfer feature is desirable for two particle image frames to be recorded within ∼200-ns time delays.
In volume illumination, the entire depth of the test section is illuminated by a volumetric cone of light, and the measurement plane must then be defined by the depth of field of the recording lens (as shown in Figure 3 ). Although this is not feasible at the macroscale, it is feasible at the microscale. Microscope objective lenses have large apertures with sharply defined objective planes, thereby allowing particles to transition quickly from being in focus to being out of focus.
Equations describing the measurement depth for volume illumination are presented by Meinhart et al. (2000) and Olsen & Adrian (2000) . The theory for correlation depth was originally developed by Olsen & Adrian (2000) and verified experimentally by Bourdon et al. (2004) .
The f number (commonly used in macroscale imaging) can be related to NA for an infinitycorrected lens following ,
where n 0 is the index of refraction of the immersion medium, and NA is the numerical aperture. By applying the paraxial approximation, Equation 2 can be reduced to Bourdon et al. (2006) use the paraxial approximation to derive an expression for depth of correlation, z corr , as
The small parameter ε ≈ 0.01 is a customary value for the threshold weighting function, and M is magnification. Example of volume illumination, in which epi-illumination is used such that the light is transmitted through the objective lens and an immersion medium (air or oil), thereby illuminating a volumetric cone of light in the microchannel. The measurement plane is defined as the object focal plane. This particular schematic shows a red blood cell adhered to the bottom of the microchannel. The object plane can be scanned in the out-of-plane direction through movement of the objective lens. NA = 0.7; M = 40, NA = 1.25; and M = 63, NA = 1.4 imaging systems (using 1.0-μm-diameter fluorescent particles) (see Bourdon et al. 2006) . Surprisingly, the depth of correlation agrees more closely to experiments when using the paraxial approximation relation between the f number and NA (Equation 3) than when using the exact relationship given by Equation 2. Table 1 shows typical values of the depth of correlation for common lenses. Zettner & Yoda (2003) were the first to report the use of an evanescent field to illuminate flowtracing particles in a microchannel. An evanescent field refers to the light that leaks through an interface when a light beam in a high-refractive-index material is totally internally reflected by a low-refractive-index medium. The evanescent field decays exponentially with distance from the interface and is typically on the order of 200 nm thick (depending upon indices of refraction and incident angle). This mode of illumination can be used to illuminate only those particles very near the wall and effectively reduce the out-of-plane thickness of the measurement plane to the order of several hundred nanometers. Typical implementations of evanescent wave illumination have required relatively large in-plane interrogation regions ( Jin et al. 2004; Li & Yoda 2008; Sadr et al. 2004 Sadr et al. , 2005 Zettner & Yoda 2003) . This is because of the relatively small number of particles in the immediate vicinity of the wall and the high occurrence of unpaired particle images. Zettner & Yoda (2003) initially reported a measuring volume of 40 × 40 × 0.38 μm (608 μm 3 or 608 femtoliters), whereas Li & Yoda (2008) reported a measuring volume of 154 × 24 × 0.2 μm (740 μm 3 or 740 femtoliters). When designing a μPIV experiment, one must decide where spatial resolution is most important. If in-plane spatial resolution is the most important consideration, traditional volume illumination μPIV may be the better choice. However, if out-of-plane resolution near a wall is the most important consideration, then evanescent wave illumination may be the better option.
EVANESCENT WAVE IMAGING

FLOW-TRACING PARTICLES
The diameters of flow-tracing particles for μPIV typically range from 200 nm to 2 μm. These particles are usually made out of fluorescently labeled polystyrene latex (PSL). Fluorescent PSL particles are available from manufacturers such as Duke Scientific (http://www. dukescientific.com), Bangs Laboratories (http://www.bangslabs.com), and Invitrogen (http:// probes.invitrogen.com). These particles provide good visibility for diameters down to ∼200 nm, when using high-numerical aperture (NA = 1.4) oil-or water-immersion objective lenses. Pouya et al. (2005) introduced quantum dots (QDs) as a new type of flow-tracing particle for μPIV. QDs have several advantages over fluorescent polystyrene particles. They are quite small with hydrodynamic diameters of ∼18 nm, do not suffer from photobleaching, and exhibit a relatively large Stokes' shift. However, the small size of QDs causes them to exhibit a high degree of Brownian motion, i.e., have a high diffusivity. The high levels of Brownian motion associated with QDs can be reduced by conjugating ∼60 QDs to a single polystyrene nanoparticle (Freudenthal et al. 2007 ). This has the additional advantage of allowing independent control of the particle diffusivity and emission color. Beyond PSL particles and QDs, there are many other possible choices for particle types-too many to be fully enumerated here.
Regardless of the choice of particle type, particle size must be optimized carefully such that it is sufficiently small compared to the length scale of the flow, so that it follows the flow faithfully and does not clog the device (Sharp & Adrian 2005) . The particle must also be sufficiently large so that it can be readily imaged and sufficiently dampen Brownian noise.
Random thermal noise in the velocity fields can result from Brownian motion. This source of error ε B is quantified by Santiago et al. (1998) , relative to a displacement in the x direction, x, as
where the random-mean-square particle displacement is denoted by S 2 and u is the local fluid velocity. The diffusivity of spherical particles, D, is estimated by the Stokes-Einstein equation
where k B is Boltzmann's constant, T is the absolute fluid temperature, and μ is the dynamic viscosity of the working fluid. For a given characteristic velocity, the error due to Brownian motion (Equation 5) establishes a lower limit on the measurement time interval t and particle diameter d p . Importantly, the relative Brownian intensity error decreases as the time delay between exposures increases. Larger time intervals produce flow displacements proportional to t, whereas the root mean square of the Brownian particle displacements grows as t 1/2 . In practice, Brownian motion is an important consideration for 50-to 500-nm particles with characteristic flow velocities of less than approximately 1 mm s −1 . For lower velocities, on the order of 0.5 mm s −1 , and seed particles of 500 nm diameter, the lower limit for the time delay is approximately 100 μs (assuming a maximum of 20% error due to Brownian motion). The Brownian error can be reduced further by both averaging over several particles in a single interrogation spot and by ensemble averaging over multiple realizations. The diffusive uncertainty decreases as 1/ √ N, where N is the total number of particles used in the average (Bendat & Piersol 1986 ).
IMAGE INTERROGATION METHODS FOR μPIV
By definition, microfluidics refers to flows with relevant length scales of, say, 100 nm to 100 μm. These small length scales generally ensure that the relevant Reynolds numbers are relatively low, and in many cases of order one or smaller. This simplifies the fluid mechanics analysis and renders many problems to be quasi-steady or periodic. As a result, novel types of processing algorithms can be used, such as ensemble correlation-also commonly referred to as correlation averaging.
Correlation averaging was originally developed to reduce the influence of Brownian motion, low seed particle concentration, and low-quality images. In correlation averaging, an ensemble of particle-image pairs is collected over a specified sample period. In the case of periodic flows, the ensemble is collected at a particular phase. Each set of image pairs is spatially correlated. The resulting correlation functions for coincident interrogation regions are then ensemble averaged (or phase averaged for periodic flows) to obtain an averaged correlation function. This averaged correlation function provides a more reliable estimate of the mean particle displacement than standard correlation functions from single image pairs. This is especially true in situations of low particle density and high Brownian motion (Devasenathipathy et al. 2003 , Meinhart et al. 2000 , Wereley & Meinhart 2005 .
The main drawback of this technique is that all instantaneous information is lost. Therefore it is not well-suited for many macroscale flows, such as turbulence studies where one is interested in analyzing coherent structures, turbulence intensities, Reynolds stresses, etc.
The correlation averaging technique was originally demonstrated by Meinhart et al. (2000) . They compared three different averaging algorithms applied to a series of images acquired from a steady Stokes flow of water through a 30 μm × 300 μm glass microchannel. The signal-tonoise ratio for measurements obtained from a single pair of images was relatively low, because there were on average only 2.5 particle images located in each 16 × 64 pixel interrogation window. The velocity measurements were noisy, and approximately 20% appear to be erroneous, and it was therefore a good candidate for correlation averaging. The three different types of averaging schemes compared were (a) image averaging, in which the images are averaged to produce an average first image and an average second image that were then correlated; (b) correlation field averaging, in which the correlation function for each interrogation region is averaged across all image pairs; and (c) velocity field averaging, in which a velocity measurement is calculated for each interrogation region in each image pair and then averaged across all image pairs.
The relative performance of the three averaging algorithms was compared by varying the number of image pairs used in each averaging technique from 1 to 20. The fraction of valid measurements for each technique was determined by identifying the number of velocity measurements in which the streamwise velocity component deviated by more than 10% from the known solution at each point. The fraction of valid measurements for each of the three averaging algorithms was determined as a function of the number of realizations used in the average. The average correlation method outperformed the other two methods and produced fewer than 0.5 to 1% erroneous measurements after averaging eight realizations (Meinhart et al. 2000) . The image averaging method produced approximately 95% reliable velocity measurements and reached a maximum at four averages. Further increases in the number of realizations used to average the images actually decreased the signal-to-noise ratio and produced noise in the correlation plane due to random correlation between nonpaired particle images. The average velocity method reached a maximum of 88% reliable measurements using only two velocity averages. Further increases in the number of averages decreased the fraction of reliable measurements, due to the increasing probability of encountering an erroneous velocity estimate. It should be noted that these particular numbers will vary from measurement to measurement, but the trends are fairly universal.
Correlation averaging increases the effective particle-image density and allows the corresponding interrogation region to be reduced in size, thereby increasing spatial resolution. In principle, this effect can be extended down to interrogation regions consisting of only a single pixel. Standard cross-correlation requires two multipixel interrogation windows to calculate a single valid displacement vector. The first interrogation window defines the in-plane spatial resolution of the velocity measurement. The second interrogation window should be sufficiently large and offset appropriately from the first window so that it contains nearly all the information contained in the first window. Furthermore, the windows should be sufficiently small so that effects due to velocity gradients are negligible. The spatially averaged two-dimensional (2D) correlation can be written as
where P and Q denote the size of the interrogation window in the x and y direction, respectively. The image intensity functions in the first and second windows are denoted by f and g, respectively. The integers m and n are the displacement components in the correlation domain. The parameters that influence the accuracy and reliability of the measurements stem from the particle density, image quality, and interrogation window size. Enlarging the window size can increase the number of particle images used in the correlation. However, larger interrogation regions result in lower spatial resolutions and may produce significant bias errors in the presence of large velocity gradients. To mitigate this problem, researchers proposed a novel algorithm denoted as single-pixel evaluation (SPE) (Westerweel et al. 2004 ) to drastically increase the spatial resolution without decreasing SNR. The cross-correlation function from Equation 7 can be rewritten for an interrogation region consisting of a single pixel averaged over k time steps such that
where N is the number of image pairs used in the correlation (Gui & Wereley 2002 ). The idea is to shrink the interrogation window to one pixel and collect spatial information by varying the second pixel location within a specified radius. Based on the correlation averaging technique described by Meinhart et al. (2000) , the SNR can be increased by increasing the number of image pairs in a given sample. Assuming a particle density of, say, 10 particles over a 32 × 32 pixel window (i.e., 9.77 × 10 −3 particles per pixel), at least 1024 image pairs are required in SPE to reach the same SNR (i.e., particles per pixel) as that obtained by standard cross-correlation of a 32 × 32 pixel window. The accuracy of the SPE technique can be improved further by using a more accurate finitedifference approximation. Equation 8 is a first-order accurate forward difference approximation (hence the FDI subscript on SPE,FDI above). This can be improved by using a second-order accurate central difference approximation (denoted SPE,CDI ) such that
which contains an extra term to account for the backward-time correlation. In addition to improving the measurement accuracy, this approach provides rapid elimination of the background noise, which results from effectively doubling the number of the image pairs. Theoretically, an ultimate in-plane resolution of 60 nm would be attained when a 60-nm particle is imaged with an M = 100, NA = 1.4 objective lens and a CCD camera with a 6-μm pixel size.
2D VELOCIMETRY
Flow Through a Rectangular Capillary
The accuracy of μPIV was initially established by measuring the velocity field in a 30 μm × 300 μm × 25 mm rectangular glass microchannel (Wilmad Industries), which has a known analytical solution (Meinhart et al. 1999) . The flow in the glass microchannel was imaged using an inverted epi-fluorescent microscope and a Nikon Plan Apochromat oil-immersion objective lens with a magnification M = 60 and a numerical aperture NA = 1.4 (as shown in Figure 2 ). The object plane was placed at approximately 7.5 ± 1 μm from the bottom of the 30-μm-high microchannel. Because deionized water (refractive index n w = 1.33) was used as the working fluid, the effective numerical aperture of the objective lens was limited to approximately NA ≈ 1.23. A Harvard Apparatus syringe pump was used to maintain an average 200 μl h −1 flow rate through the microchannel. The particle images were analyzed using a custom-written PIV package described by Wereley et al. (1998) . The following processing steps were used: (a) correlation averaging, (b) background removal, and (c) central difference interrogation (Wereley & Meinhart 2001) .
For this experiment, 20 realizations were correlation averaged to obtain a high-quality signalto-noise ratio. The first interrogation window was chosen to be 120 × 8 pixels. The high aspect ratio of the interrogation region was chosen to provide high spatial resolution in the wall-normal direction, where there existed a large velocity gradient. The signal-to-noise ratio resulting from these interrogation techniques was sufficiently high, so that there were no erroneous velocity measurements. Figure 4 shows the resulting correlation-averaged velocity-vector field. The spatial resolution, defined by the size of the first interrogation window, was 120 × 40 pixels in the region far from the wall and 120 × 8 pixels near the wall. In physical units, this corresponds to a spatial resolution of 13.6 μm × 4.4 μm and 13.6 μm × 0.9 μm, respectively. The agreement between the experimental results and the analytical solution is within 2% of the full-scale measurement, confirming for the first time that μPIV can be used to measure accurately 2D velocity-vector fields in microchannels (as reported in Meinhart et al. 1999 ). Velocity-vector field measured in the near-wall region of a nominally 30 μm × 300 μm channel. The spatial resolution is 0.98 μm per interrogation region. Figure taken from Meinhart et al. 1999. with 200-nm fluorescent polystyrene particles. The experiment is described in detail by . The x, y, and z coordinates are in the streamwise, cross-stream, and wall-normal directions, respectively. A pseudosteady flow with a mean velocity of 1.95 mm s −1 (measured using the μPIV technique) was actuated using a syringe pump. The Reynolds number of the flow was Re ≈ 0.15, making the flow well within the Stokes' flow regime. A nominal 200 × 200 μm region of interest was imaged using an oil-impression M = 60×, NA = 1.4 lens. A total of 100 image pairs were recorded at each of four vertical z locations from the bottom microchannel wall. The time delay, t, between image pairs was adjusted at each z location to maintain characteristic particle displacements of approximately eight pixels.
Flow Around an Adherent Blood Cell
The interrogation region size was chosen to be 24 × 24 pixels, with 50% overlap. The resulting in-plane spatial resolution was ∼3 μm and the velocity-vector spacing ∼1.5 μm. Figure 5 shows the averaged 2D velocity-vector field centered at z ∼ 1.8 μm from the bottom wall. From Table 1 , we estimate the characteristic thickness of the measurement plane to be z ∼ 2 μm. The missing data near the center of the vector field result from the red blood cell occupying that region. The uncertainty of PIV velocity vectors is estimated to be approximately 1% FS. The velocity field is resolved sufficiently such that information about the shear stress on the cell wall can be extracted.
3D VELOCIMETRY
The extension of μPIV into 3D space has been achieved by a number of techniques, including scanning multiple 2D planes, digital holography, and confocal fluorescent microscopy.
Multiple 2D Planes
For steady and periodic flows, volumetric μPIV information can be obtained by scanning the objective lens in the out-of-plane direction. Using this technique, one can extend the 2D realization Measurements of flow around an adherent red cell in a microchannel as shown in Figure 3 . The velocityvector spacing is 0.88 μm. The velocity field was taken at z = 1.76 μm above the microchannel floor (see Figure 3 ). The red cell is drawn (not to scale) to show its location. 
where f (x, y) is an arbitrary function of integration, which must be known a priori, and can be a wall boundary condition w = 0, or a plane of symmetry. Here, we choose the wall condition w = 0 at z = 0. Figure 6 compares the out-of-plane w component of velocity estimated by μPIV measurements to numerical simulation results. The velocity profiles agree to within 3% FS ).
Digital Holography
Digital holography for microflows was first introduced by Yang & Chuang (2005) who used a photopolymer plate to record stereoscopic images of flow over a backward facing step. Satake et al. (2005 Satake et al. ( , 2006 ) developed a holographic particle-tracking method and applied it to a 92-μm-diameter micropipe. A typical reconstructed holographic image of 1-μm-diameter particles is shown in Figure 7 . From these particle-image fields, 104 3D velocity vectors were recovered. The holographic technique has been extended recently by Kim & Lee (2007) . Typical reconstructed holographic images of 1-μm-diameter particles. Several particle images are highlighted by circles. Figure taken A major drawback to holographic imaging is the relatively low particle density that can be recorded. In an effort to obtain relatively high image density, Sheng et al. (2006) were able to achieve approximately 1000 particle images using 0.75-μm-and 3.2-μm-diameter particles in measurement volumes having depths of 1-10 mm.
An indirect method of using holographic imaging to obtain velocity information was developed by di Leonardo et al. (2006) . In this approach, they used holographic techniques to create multiple optical traps in a flowing microchannel. These optical traps were actuated on and off to trap and release polystyrene beads to probe the velocity at multiple locations in a microchannel flow.
Stereo Imaging
Stereo PIV allows one to measure all three components of velocity in a single 2D plane. The stereo-imaging technique has been developed and used successfully in macroscale PIV (Arroyo & Greated 1991 , Prasad 2000 , Willert 1997 ). Stereo-PIV hardware and software are also available commercially.
The application of stereo imaging to μPIV is considerably more complicated than its application to macroscale PIV due to conflicting requirements between the spatial resolution and accuracy of the out-of-plane velocity component. High spatial resolution necessitates a large imaging aperture (i.e., large-numerical aperture objective lens). However, a large numerical aperture limits the offaxis viewing angle, which is required for accurate stereo imaging.
The first successful stereo μPIV measurements were reported by Lindken et al. (2006) . They investigated the 3D flow in a T-shaped micromixer with cross-sectional dimensions of 800 × 200 μm 2 , at a Reynolds number Re = 120. A typical three-component velocity field is shown in Figure 8 . To achieve off-axis viewing, they used low numerical apertures of NA = 0.14 and 0.28. Their reported spatial resolution was 44 × 44 × 15 μm 3 , with an out-of-plane distance between successive measurement planes of 22 μm. Bown et al. (2006) compared the performance of stereo μPIV to computational fluid dynamics results of flow over a micron-scale backward facing step. They reported spatial resolutions of 10 × 10 × 10 μm 3 . The results indicate that the accuracy of correlation-based measurements is limited by the degree of overlap between the two stereo-imaged object fields. They suggested that particle tracking is more accurate than correlation-based methods and that the accuracy of stereo PIV is not affected by the slight misalignment between the two object planes. 
Particle-Image Defocusing
The complexity of stereo imaging optics can be mitigated by employing defocusing digital particle image velocimetry (DDPIV). With DDPIV, particle images are recorded through a single collection lens and a multihole aperture (Willert & Gharib 1992) . The DDPIV technique was applied to a micron-scale backward facing step by Yoon & Kim (2006) . By averaging over 2000 vector volumes, they achieved an average spatial resolution of 5 μm (in plane) and 1 μm (out of plane). Pereira et al. (2007) obtained 3D velocity measurements of an evaporating water droplet using a 400 × 300 × 150 μm volume with 2-μm-diameter seed particles. Figure 9 shows a reconstructed 3D trajectory (and the respective planar projections) of a single particle in the evaporating droplet. The relatively complex fluid motion in the droplet is clear.
The concept of particle-image defocusing can also be applied to single-aperture imaging systems. Extending the technique of deconvolution microscopy, Park & Kihm (2006) used a single aperture to record images of 500-nm fluorescent particles flowing over a spherical obstacle. They estimated the out-of-plane location of individual particles by comparing the particle-image diameter to the point-spread function of the recording optics.
Confocal Imaging
Confocal imaging occurs when the illumination and recording optics are focused on a single coincidental spot. Figure 10 shows the optical path through a confocal imaging system. Confocal imaging can decrease significantly the depth of field, while increasing the signal-to-noise ratio of the image. Because confocal imaging can only image a single point at any one instance in time, it must scan over a 2D plane to obtain a single image. The application of fluorescent confocal microscopy to μPIV was first demonstrated by Park et al. (2004) . The time duration required to scan a 2D plane places restrictions on the applicability of confocal to high-speed microfluidic applications. A Nipkow disk is commonly used to increase the scanning rate of confocal systems (see Figure 10) .
A comparison between standard epi-fluorescence imaging and confocal imaging was presented by Park et al. (2004) and is shown in Figure 11 . Here, 200-nm-diameter fluorescent particles are imaged through a 100-μm ID pipe. The image shown in Figure 11a was taken using a standard 40× objective lens. The background light decreases the quality of the in-focus particle-image field. By comparison, the image in Figure 11b was taken using confocal imaging. The confocal images clearly have higher signal-to-noise ratios and provide stronger signals for the correlation operation, as compared to the standard epi-fluorescence images shown in Figure 11a .
In this particular situation, improvement in particle-image quality could also have been achieved in the epi-fluorescent imaging mode by using a higher-numerical aperture objective lens, say an M = 60, NA = 1.4 oil-immersion lens. This would have provided high-quality images, without requiring the expensive hardware associated with confocal microscopy. Furthermore, epifluorescence imaging does not suffer from the restriction of measuring relatively low-speed velocity fields, which results from the time required for confocal scanning a 2D plane.
The primary advantages of confocal microscopy are the sharp extinction of background light from out-of-focus images and the increased spatial resolution in the out-of-plane direction. These advantages come at the cost of the requirement that the image plane be scanned point by point.
The ability of confocal imaging to optically section static and dynamic images is a valuable tool for microfluidic diagnostics (Chao et al. 2005) . The technique has been applied to study flow of blood cells in a physiological fluid by Lima et al. (2006) and used to measure simultaneously velocity fields and pH fields by Ichiyanagi et al. (2007) .
Digital microfluidics is a growing field of microfluidics, in which discreet oil/water droplets are formed and manipulated in a microfluidic device. Kinoshita et al. (2007) applied confocal μPIV Ultra-high-speed confocal imaging system with a piezo objective positioned. The system incorporates a specially balanced Nipkow disk to achieve 2D imaging rates of 5000 frames per second. CMOS, complementary metal oxide semiconductor. Figure courtesy of J. Posner, ASU, 2009. to investigate a digital microfluidic device in which water/glycerol droplets were surrounded by silicone oil flowed through a 100 × 58 μm PDMS microchannel. Figure 12 shows a typical velocity field inside a water/glycerol droplet at 12 μm. The flow is viewed in a frame of reference traveling with the droplet. After scanning multiple planes using confocal imaging, investigators applied the continuity equation (Equation 10) to estimate the out-of-plane velocity components, thereby measuring the full 3D 3-C velocity field with a spatial resolution of 9.1 × 9.1 × 2 μm.
FUTURE DIRECTIONS AND CONCLUDING REMARKS
Although it is difficult to predict the exact future directions of μPIV, it is likely that imaging technologies will continue to improve. Illumination sources, such as lasers, will become more reliable, obtain higher efficiencies, and be further reduced in cost. In addition, CCD and CMOS cameras will become more sensitive, and have higher framing rates and lower readout noise.
These somewhat predictable improvements in technology will provide new opportunities for μPIV measurements that would have been considered impractical just a few years ago by classical a b
Figure 11
Typical images of 200-nm-diameter flow-tracing particles imaged in a 100-μm ID pipe using (a) standard epi-fluorescent imaging with a 40× objective lens and using (b) confocal microscopy. Figure taken μPIV standards. One such example is currently being developed at Arizona State University by Klein & Posner (2009) (see Figure 10) . The system uses a specially balanced ultra-high-speed Nipkow disk in a confocal imaging configuration. The objective lens can be scanned in the out-ofplane direction using a piezo positioner, which is capable of scanning 100-μm channel depths in 1 ms. A diode pumped solid-state laser provides continuous excitation light. A high-speed CMOS camera (Phantom V12.1) is used to record fluorescent images and is capable of 6242 frames per second in full resolution mode (1280 × 800 pixels) with 40% quantum efficiency. This confocal imaging system has been used to obtain 2D confocal images with frame rates approaching 5000 frames per second (Klein & Posner 2009 ). 3D volumes can be scanned in real time with repetition rates of 30 Hz.
As reported above, there are several methods in the literature for measuring all three components of velocity: multiple 2D image slices, holographic imaging, stereo imaging, and particle defocusing. Technological improvements in high-speed cameras have facilitated the development of real-time PIV. Coupling this with improvements in objective-lens-positioning technology has allowed researchers to obtain 2D imaging slices in real time (see Erkan et al. 2008 2D velocity measurements of a water droplet surrounded by oil flowing through a microchannel. The particles were imaged using confocal microscopy. Figure taken from Kinoshita et al. 2007 .
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2009). Once a 3D image field is obtained, the out-of-plane component of velocity can be estimated using a variety of techniques: (a) integrating the continuity equation, (b) analyzing the peak in the cross-correlation functions (Erkan et al. 2008) , or (c) tracking 3D reconstructed particle images. If technology trends continue on their current trajectory, we predict that the preferred method for measuring three-component velocity fields within the next 5 years will be the reconstruction of multiple 2D image slices. This technique does not require off-axis viewing, is compatible with the high-numerical aperture imaging, and avoids the complex alignment and registration steps associated with stereo imaging. Furthermore, the method of reconstructing multiple 2D images is compatible with both standard 2D epi-fluorescence imaging and confocal imaging.
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