In this paper, we fit three univariate mixture distributions to the image coefficients in four sparse domains [ordinary discrete wavelet transform (DWT), discrete complex wavelet transform (DCWT), discrete contourlet transform (DCOT) and discrete curvelet transform (DCUT)]. By estimating the parameters of these mixture priors locally using adjacent coefficients in the same scale, we characterize the heavy-tailed nature and the intrascale statistical dependency of these coefficients. Using these mixture-local-priors, we derive estimators using maximum a posteriori (MAP) and minimum mean squared error (MMSE) for image denoising. Using the proposed shrinkage functions in these sparse domains for various window sizes from our simulations, we conclude that: 1) among these transforms the DCWT is preferred both in terms of performance and computational cost, 2) the best window size for denoising depends on the noise level and type of image, 3) incorporating interscale dependency into the denoising process results in some improvement only for uncrowded images, and 4) the MMSE estimators outperform the MAP estimators if the input peak signal-to-noise ratio (PSNR) is greater than 28dB and the MAP estimators are preferred for PSNR smaller than 22dB.
I. INTRODUCTION
Image denoising is the problem of estimating the noise-free image from the noisy observation.
The image denoising literature may be categorized into deterministic and stochastic approaches.
In the first approach, each pixel of image is considered as an unknown deterministic variable and a non probabilistic framework is employed to solve this problem. In the second approach, the image and noise are modeled as random fields and Bayesian methods such as MAP and MMSE estimators are employed for estimation of clean data from noisy observations. In the stochastic approach, the employed distributions for the clean image and the noise have significant impact on the performance of the noise reduction process. Noise sources are approximated by additive white Gaussian noise (AWGN) model in most literature (e.g., [1] - [14] ) including this paper.
Early methods perform image denoising in single-resolution domains [1] . In contrast to these methods, the statistical properties of images is more accurately characterized in the multiresolution and sparse domains such as DWT [15] , DCWT [16] , DCOT [17] and DCUT [18] . The sparseness and decorrelation properties of these transforms results in more accurate models and in return the image processing is significantly improved.
Image denoising in sparse domains consists of 1) a signal transformation of noisy observation, 2) an image estimator from the transformed coefficients, and 3) a synthesis step, which means inverse transformation of cleaned coefficients. In Section V, we compare proposed denoising methods in some sparse domains (i.e., DWT, DCWT, DCOT and DCUT) in order to evaluate the impact of the transformation.
Early wavelet-based denoising algorithms modify the transformed coefficients using simple thresholding functions, e.g., hard and soft thresholding [2] - [4] , firm and garrote thresholding [5] , [6] . Several shrinkage functions have been proposed using Bayesian approach, such as MAP or MMSE, given various prior distributions for the sparse domain coefficients. The sparseness property refers to a signal with a few number of nonzero coefficients. It means that the marginal probability density functions (pdfs) of coefficients in each subband have large peaks at zero and their tails decay slower than that of the Gaussian pdf (leptokurtic property [7] ). Several longtailed pdfs are tried to exploit the sparseness property, e.g. generalized Gaussian distribution (GGD) [8] - [10] , Jeffrey's noninformative prior [19] , α-stable distributions [20] , [21] , Bessel Kform densities [22] , [23] , normal inverse Gaussian (NIG) [24] , [25] , Gauss-Hermite expansion [26] , mixture of two Gaussian pdfs [27] - [29] , a mixture of Gaussian and mass function [30] , [31] , Gaussian scale mixtures [7] , [32] , [33] , and Laplacian mixture model [34] .
Sparse transforms almost decorrelate the spatial adjacent coefficients. However, this could not imply that they are independent. Interestingly, the intrascale dependency can be effectively exploited [35] - [39] . If a particular coefficient in sparse domain is large/small, then its spatial adjacent coefficients are likely to be large/small too; the so called intrascale dependency. This property is often characterized by using local parameters for the employed pdfs. The algorithms using local parameters often outperform those algorithms with global parameters [40] - [51] . A mixture distribution with local parameters allows to characterize simultaneously the heavy-tailed and the intrascale dependency of the wavelet coefficients, e.g., two Gaussian pdfs [52] or two Laplace pdfs [14] , [53] .
Coefficients in sparse domains have other properties such as interscale dependency [7] , [12] , [13] , [32] , [33] , [36] , [44] - [46] . To incorporate this property, local bivariate mixture pdfs have shown further enhancement at the expense of higher computation cost [69] , [70] . This paper extends the usage of univariate mixture models for image denoising [14] , [34] , [52] - [54] . In our previous works, we have employed only MAP estimator in the DCWT domain using Gaussian mixture model and Laplacian mixture model where the MAP estimators of components are averaged. Note that the averaging of the MAP estimators is not always a good estimator.
In this paper, we also derive closed form averaged MAP (AMAP) and MMSE estimators for mixture of Bessel K-form densities. The clean images are estimated in various sparse domains (including DCOT [17] and DCUT) [18] using AMAP and MMSE and are compared visually and in terms of PSNR.
The rest of this paper is organized as follows. Section II reviews several shrinkage functions obtained by MAP and MMSE estimators for local Gaussian, local Laplacian and local Bessel K-form prior distributions. In Section III, mixture models are used to model sparse domains' coefficients. We evaluate the goodness of fit of the proposed mixture models using χ 2 distance [56] . In Section IV, we employ three mixture priors with local parameters and propose several shrinkage functions (GaussMixShrinkL using a Gaussian mixture, LapMixShrinkLMAP and LapMixShrinkLMMSE using a Laplace mixture, BKMixShrinkLMAP and BKMixShrinkLMMSE using a Bessel K-form mixture). In Section V, we apply the above methods to several images corrupted with AWGN in several sparse domains DWT, DCWT, DCOT and DCUT. We also compare the proposed methods with 1) some early methods [2] , [3] , 2) some methods employing heavy-tailed distributions [10] , [19] , [28] , [34] , 3) spatially-adaptive denoising methods [42] , [44] , [47] - [49] , [51] , and 4) some recently published and state-of-the-art methods [33] , [46] , [57] , [58] . Finally the concluding remarks are given in Section VI.
II. BAYESIAN DENOISING APPROACH
Assuming that an image is corrupted by an AWGN with zero-mean and variance ς 2 , the objective is to estimate the noise-free signal from the noisy signal. The noise remains additive in the transform domain as the employed transformations (DWT, DCWT, DCOT and DCUT) are linear.
Thus, the image in the sparse domain is written as y k = w k +n k , where y k and w k are respectively noisy and noise-free coefficients in sparse domain, and n k is zero-mean Gaussian noise. If C denotes the sparse transform matrix, then the variance of
is a white process. To make the noise component stationary, we normalize the image as
After denoising, we multiply the results to C k followed by an inverse transformation producing the final denoised image. It is clear that this normalization is not required for orthonormal transforms.
Simple thresholding method [2] - [4] sets the coefficients with small magnitudes to zero while keeping the rest, in hard-thresholding, or shrinking the magnitude of the rest, in soft-thresholding.
Although thresholding with a uniform per subband threshold is attractive due to its simplicity, its performance is limited and the denoising quality is often not satisfactory. Thus wavelet shrinkage methods using separate threshold in each subband are developed over recent years (e.g. [6] , [9] - [12] , [19] - [23] , [28] , [34] , [59] ). Some of the literature are focused to adaptively adjust the threshold to the spatially changing statistics of images [7] , [33] , [40] - [46] , [50] , [60] . This allows additional local information of the image such as the identification of smooth or edge regions to be incorporated into the algorithm. So, we anticipate improvement by using separate threshold for each pixel in each subband.
We use MAP or MMSE criterion to estimate w k from the noisy observation y k by employing local prior distribution p(w k ) as the pdf of w k . The MAP estimator w k is defined by
where p(y k |w k ) represents the conditional pdf y k given w k . From y k = w k + n k we have
+ ln p(w k ) . Therefore, the MAP estimator w k is a solution of
And the MMSE estimator w k is given by
where p(y k ) is the pdf of y k , i.e., the convolution of p(w k ) with
In the following, we review several shrinkage functions produced from MAP and MMSE estimator with Gaussian, Laplacian and Bessel K-form priors. Most of these results have been reported for image denoising using global parameters [12] , [22] , [23] , [61] , [62] . We consider local parameters for these pdfs to model the intrascale dependency between spatial adjacents. In the local approach, the shrinkage functions are data dependent as the value of the neighboring coefficients are used to estimate the local parameters.
Local Gaussian prior: Mihcak [42] used a Gaussian pdf with local variance σ 2 k to model wavelet coefficients. For this pdf, the MAP and MMSE estimators turn out to be the same and are known as local Wiener filter:
The clean image variance σ 2 k is estimated, by ML estimator, through averaging over the neighboring coefficients within a squared window N (k) centered at k [42] as,
where |N (k)| is the number of coefficients in N (k).
Local Laplace prior: Laplace pdf models more accurately the leptokurtic property of coefficients in sparse domains. The MAP and MMSE for this pdf are derived in [12] , [61] . By substituting a local Laplace prior, p( (3) and by solving the resulting equation, we obtain the MAP estimate of w k aŝ
For a local Laplace pdf with variance σ 2 k , the denominator of MMSE estimator (4) is [62] 
Simplifying the numerator of (4), the MMSE estimate of w k is written as [62] :
where σ k is empirically estimated using (6).
Local Bessel K-form prior: In [22] , [23] , the Bessel K-form density
is used to model the heavy-tailed nature of sparse domain's coefficients using global parameters, where ν k represents the shape parameter and K (.) (.) is the modified Bessel function [66] . Using the MAP estimator (3), the above prior gives the following shrinkage function [23] :
, otherwise.
Following [22] , for Bessel K-form density, the denominator of (4) is given by
where D (.) (.) is the parabolic cylinder function [66] . The MMSE estimator for Bessel K-forms is approximated with
A partitioned sample space and Bayes' rule:
The σ 2 k can be estimated by (6) and ν k by [23] :
III. CLEAN IMAGE MODELING USING LOCAL MIXTURES
A mixture model p(w k ) for a random variable w k is a pdf characterized as a linear convex combination of a number of simpler pdfs
where θ i,k represents parameters of each pdf, a i,k ≥ 0, I i=1 a i,k = 1 and I is the number of mixture components [63] . This model in (15) is also known as the Bayesian model averaging (BMA) [55] . Such a model involves more parameters than each of p i (w k ; θ i,k ), thus, is more flexible to fit the distribution of a given data-set. This model can be viewed as follows. Let
denotes a partition of the sample space and p i (w k ; θ i,k ) is the pdf of w k given the event H i,k . In this case a i,k = P [H i,k ] represents the probability of H i,k for k th pixel (see DWT domain with several pdfs. In this figure, the parameters of these pdfs are estimated globally as explained in this section. From our observation, we conclude that the mixture pdfs tend to fit more closely the distribution of data. We use (15) as a pdf with local parameters {(
for each pixel k, where θ i,k is the parameter set for p i (w k ; θ i,k ). We assume that the parameter set {(
are almost constant in an small window centered around pixel k. It is shown that a mixture model using local parameters fits better to the data compared with the case where global parameters are used [64] .
For k th pixel, the parameter set
is first initialized with an average of the previously estimated parameter sets over the neighboring pixels. We use a local squared window N (k) with size |N (k)| centered at pixel k. Then, the following expectation maximization (EM) procedure [65] is repeated for a small number of iterations to estimate the parameters {(
. E-step: In each iteration and for i = 1, · · · , I, the responsibility factors r i,k are updated by,
M-step: Then, the parameters a i,k are updated by:
In this step, the update equations for {θ i,k } I i=1 depend on the employed prior distribution p i (w k ; θ i,k ). For example, assuming a noise-free Gaussian mixture,
For a noise-free mixture of Laplace pdfs,
, we have
Unfortunately, it is not always easy to derive simple expression for updating the parameters
for some mixture models such as mixture of Bessel K-forms (10) . In the presence of noise, these equations for updating
are not always simple closed form expressions, e.g., for (8) and (12) . For this reason for noisy signals, we use a modified version of (18) for updating all scale parameters {σ
. This modification is motivated by simplicity of the expressions in the case of the Gaussian mixture model. In order to update the shape parameters {ν i,k } I i=1 of the Bessel K-form mixture, we incorporate the responsibility factors r i,j as weights for the data values in (14) as follows
IV. IMAGE DENOISING USING MIXTURE PRIORS Assuming a local mixture pdf for w k as (15), we use the MMSE estimator and another estimator motivated by MAP approach. It is usually not practical to derive and use the expressions of the MAP estimator for mixture priors. In this paper, we use a partitioned sample space as illustrated in Figure 1 in order to estimate w k from a noisy observation y k = w k +n k . In particular, we derive the conditional MAP estimators given different hypotheses H i,k and average these estimate. The conditional MAP estimate is justified from the BMA point of view; minimizing the hit-or-miss risk under the averaged posterior. Note that, we use the EM algorithm to calibrate the parameters the mixture locally. In the literature of the BMA, however these parameters are usually assumed to be fixed or even known a priori. Our results reveal that the resulting estimates are quite effective in image denoising using employed mixture priors. The overall MAP estimator can not be easily found; thus, we use the average of the conditional MAP estimators. In contrast, we derive exact MMSE estimates for the proposed mixture priors.
We obtain the final estimator for w k by combining the estimates of w k under {H i,k } I i=1 . Note that p(H i,k |y k ) represents an estimate of the conditional pdf of H i,k given y k , andŵ i,k represents the MAP estimate of w k given the event H i,k . Thus, the following estimate of w k is the average of MAP estimatesŵ
The above relation is obtained using Bayes' rule where
The pdf of sum of independent random variables is the convolution of their pdfs. Thus given H i,k , as y k is the sum of w k and an independent zero mean Gaussian noise, we have
The MMSE estimator is obtained directly from (4). Let w i,k denote the MMSE estimate of w i,k
given the event H i,k , then we have
It is clear that p(y k ) is also a mixture model,
To proceed, we first derive the shrinkage functions using mentioned mixture priors. Then, we explain how the mixture parameters of noise-free coefficients are estimated from the noisy data.
GaussMixShrinkL: Suppose that w k follows the Gaussian mixture model with local param-
.
Employing the local Wiener filter (5), we getŵ i,k =
and MAP estimate of w k given the event H i,k . Thus using (21), we get the following nonlinear
LapMixShrinkLMAP: For a Laplace mixture, p(
given the event H i,k , the conditional MAP estimatorŵ i,k is given in (7) as followŝ
In this case, using (8), (22) and (21), the mean of conditional MAP estimates is given bŷ
where LapGauss(y k , σ i,k , ς) is defined as the convolution of a Laplace pdf with a Gaussian pdf as defined in (8) . This estimator is obtained from a mixture of Laplace pdfs with locally estimated parameters.
LapMixShrinkLMMSE:
We derive now the MMSE estimator for a Laplacian mixture prior.
Given the event H i,k , the pdf of the observed coefficient is p(y k |H i,k ) = LapGauss(y k , σ i,k , ς).
The MMSE estimator in such condition is denoted by
where SoftLMMSE(y k , σ i,k , ς) is defined in (9) . It is clear that the MMSE (21) is the mean of the above over various hypothesis as follows
BKMixShrinkLMAP: Considering a mixture of Bessel K-forms as prior,
and using (8) and (22), the conditional MAP estimate of w k given H i,k is calculated by,
where BKLMAP is defined in (11) . In this case, the estimate in (21) becomeŝ
BKMixShrinkLMMSE: The conditional MMSE for proposed Bessel K-forms mixture prior
where BKLMMSE is defined in (13) . We also have p(
Therefore, the MMSE in (21) becomes
Summary of Denoising and modified EM Algorithms
In order to use shrinkage functions GaussMixShrinkL, LapMixShrinkLMAP, LapMixShrinkLMMSE, BKMixShrinkLMAP, and BKMixShrinkLMMSE, it is necessary to estimate the parameters a i,k , σ i,k and ν i,k from the noisy data. In practice, we have only noisy data y k = w k +n k .
In this case, the pdf y k becomes a mixture of new pdfs, i.e., a mixture of Gaussian priors results in a Gaussian mixture, with different variances, a Laplace mixture results in a mixture of LapGauss components and a Bessel K-form mixture results in a mixture of BKGauss pdfs. We propose the following modified local EM algorithm:
It is not easy to manipulate the ML estimates of all these parameters. Therefore, we estimate the variance parameters using the ML estimator obtained for the Gaussian case as follows [63] 
For mixture of Bessel K-form densities, we incorporate the corresponding responsibility factors and propose to update ν i,k using σ 2 i,k from (36) as follows
Our simulations show that the MMSE shrinkage functions are smoother than the AMAP ones.
BKMixShrink functions shrink the small (large) data more (less) than others and GaussMixShrink shrinks the small (large) data less (more) than others and LapMixShrink functions are between GaussMixShrink and BKMixShrink Functions. Note that using the locally estimated parameters, the comparison of input-output curves of these functions is not very insightful, because of the estimated parameters are data dependent and have significant variations.
To implement our methods in the transformed domain, the mixture parameters are first estimated from noisy image using (34)-(37) and then, these parameters are given to the proposed shrinkage functions, i.e., (25) , (27) , (29) 2) Initialization: Choose initial values for a k , σ i,k .
3) Local E-Step: Calculate responsibility factors using (34).
4) Local M-
Step: Update the parameters a k using (35) and σ i,k using (36) and ν i,k using (37).
5) Iteration: Substitute the updated parameters in the previous step for calculating p(y
) for GaussMixShrinkL,
• LapGauss(y k , σ i,k , ς) for LapMixShrinkLMAP and LapMixShrinkLMMSE,
• BKGauss(y k , ν i,k , σ i,k , ς) for BKMixShrinkLMAP and BKMixShrinkLMMSE, Go to Step 3 and iterate Steps 3-5 until convergence of parameters.
6) Noise reduction: Substitute the obtained parameters from
Step 4 in (25) for GaussMixShrinkL, (27) for LapMixShrinkLMAP, (29) for LapMixShrinkLMMSE, (31) for BKMixShrinkLMAP, (33) for BKMixShrinkLMMSE.
7) Inverse transformation:
• if needed multiply each denoised coefficient,ŵ(k) by C k (see (1)).
• synthesis the transform and produce the denoised image.
V. EXPERIMENTAL RESULTS
The employed transform and shrinkage function have significant impact on the performance of the sparse domain noise reduction process. In this section, we evaluate and compare derived shrinkage functions (i.e., GaussMixShrinkL, LapMixShrinkLMAP, LapMixShrinkLMMSE, BKMixShrinkLMAP and BKMixShrinkLMMSE) for image denoising in several transform domains (i.e., DWT, DCWT, DCUT and DCOT). We used 512 × 512 grayscale images (i.e., Boat, Barbara and Lena) corrupted in various AWGN levels. We also compare denoising methods in this paper with the following previous techniques:
• VisuShrink [2] and SureShrink [3] ,
• The following methods are developed using heavy-tailed priors with global parameters:
• GaussMixShrink [28] using Gaussian mixture model with global parameters (using the softwares provided at "http://www-dsp.rice.edu/software/whmt.shtml"), LapMixShrink [34] that use a mixture of Laplace pdfs with global parameters, ABE rule [19] using Jeffrey's noninformative prior, BayesShrink [10] employing generalized Gaussian prior,
• The following spatially adaptive methods:
• the local Wiener filter [42] , the local Wiener filter [47] combined with a thresholding operator before Wiener filtering, NASW [48] using variable size of the locally adaptive window for filtering, LiSA [49] that use various spatially adaptive MMSE estimator for edges and non-edges coefficients, BiWiener [51] that use information from adjacent scale for spatially adaptive filtering.
• Following recent methods that use more accurate/complicated models for noise-free images:
• BiShrinkL [46] using bivariate circular symmetric Laplacian pdf with local variance, LCHMM [44] employing local contextual hidden Markov models by introducing the Gaussian mixture Noisy Image V i s u S h r i n k S u r e S h r i n k B a y e s S h r i n k G a u s s fields, BLS-GSM [33] which models coefficients in each neighborhood with Gaussian scale mixtures for a Bayesian least square estimator (using the softwares provided at "http://www.decsai.ugr.es/∼javier/denoise/software/index.htm"), ProbShrink [57] which is based on the estimation of the probability that a coefficient contains significant information (software is available in "http://telin.rug.ac.be/∼sanja"), the proposed method in [58] which instead of assuming statistical models for the wavelet coefficients, the denoising process is directly parameterized as a weighting sum of elementary nonlinear processes, the proposed method in [26] which uses a Gauss-Hermite expansion as a prior in order to incorporate high order moments.
We also illustrate the impact of window size on the performance of proposed shrinkage functions. Shrinkage Functions: Table II shows the PSNRs of GaussMixShrinkL, LapMixShrinkLMAP, LapMixShrinkLMMSE, BKMixShrinkLMAP and BKMixShrinkLMMSE for various noise levels. Table I shows that the Bessel K-forms mixture fits better than the non-mixture Bessel K-forms only for first scale. Thus, there is no motivation to use the Bessel K-forms mixture for image denoising excluding the first scale. We use square window 7 × 7 for each algorithm and the depth of DCWT is 6. Figure 3 illustrates denoised images produced using soft thresholding, GaussMixShrinkL, LapMixShrinkLMAP, LapMixShrinkLMMSE, BKMixShrinkLMAP and BKMixShrinkMMSE in DCWT domain for Barbara input image corrupted with AWGN of variance ς = 25. We observe that:
• Among these denoising methods LapMixShrinkLMAP usually outperforms other methods for uncrowded images/segments and LapMixShrinkMMSE and GaussMixShrinkL outperform for crowded images/segments.
• The performance of BKMixShrinkLMAP and BKMixShrinkLMMSE are comparable with other mixture denoising methods which have simpler implementation.
• The MMSE approach usually results in smoother image compared with the MAP-type counterpart and outperforms for input PSNR> 28dB, while if the input PSNR< 22dB the MAP approach is preferred.
Transformation type: The DWT is an efficient computational algorithm and has the excellent performance in many signal processing applications. However, DWT is known as close to optimal only for a large class of 1D signals, and it does not possess this optimal property for 2D signals such as natural images. Thus, several 2D multiscale transforms are recently developed that isolate edges with different orientations in different subbands and represent edges more efficiently than the separable DWT. These transforms include steerable pyramids [67] , complex wavelets [16] , curvelets [17] and contourlets [18] . Table III .
• Fourth row of this table shows the results of denoising with BLS-GSM in full steerable pyramid domain. By comparing this row with the next two rows, we conclude that using the steerable pyramid, instead of wavelet, has an important impact on the improvement of the denoising results. However this enhancement is obtained at the expense of higher Except for full steerable pyramid domain, we observe that the denoising in DCWT domain outperforms the other methods in terms of PSNR which is also confirmed visually. In this table, the denoising results of our proposed methods are obtained using window size of 7 × 7 and for two mixture components. By further extensive experiments, we observe that the impact of transformation type is similar using various shrinkage functions.
• Although BLS-GSM in full steerable pyramid outperforms our methods in DCWT domain by less than 0.4 dB in average, our methods significantly reduce the needed computational time. Anyway, in comparison between our methods and BLS-GSM in similar domains, e.g.
the results of DWT domain in table, we obtain similar or even better results than BLS-GSM method in terms of PSNR. Also, a visual comparison between these methods is illustrated in Figure 5 and it seems that our methods (especially LapMixShrinkLMAP) have better visual qualities.
• Our experiments show that using more than two mixture components doesn't lead to better performance and in some cases produce lower PSNR. We tested our algorithm for 3 components and reached to this conclusion. This performance loss is because employing extra components require the estimation of increased number of parameters from the same data set, which not only degrades the estimation performance but also increases the computational cost of the algorithm.
Impact of window size: We illustrate that the window size has significant impact on the overall performance. Intuitively, the local parameters must be almost constant within the chosen window. We show that our algorithms usually outperforms other methods if appropriate window size is employed. We also test the nonlocal versions of these shrinkage functions that use a Figure 6 .
Motivated by the fact that the variance in each resolution is smaller than the variance in its parent [51] , we also test our algorithm with the following modified variance updating:
where Π(y k ) represents the parent of y k . In this formula, some interscale information is incorporated [12] , [33] , [35] , [37] , [38] , [45] , [46] , [57] , [58] . The effect of using MixShrinkLbi for image denoising that employs the above estimate for variance estimation is illustrated in Table IV . It is shown that incorporating the above interscale information on top of the intrascale dependency results in some marginal improvement in performance which is in agreement with the results in [9] . From the results we understand that:
• Usually for higher noise levels, a larger window size is preferred.
• Exploiting interscale information by using (38) or BiShrinkL method improves the results only for uncrowded images.
• In Table III , BiShrinkL outperforms our methods for Lena image (i.e., for uncrowded images). In contrast, Table III reveals that using (42) and appropriate window size, our methods outperform BiShrinkL.
• For crowded images with low noise levels, smaller window sizes preferred. In contrast, bigger window sizes are usually preferred for uncrowded images.
• Using local parameters, in contrast to global parameters, leads to higher PSNR in most cases. If the window size is too small, some details of image will be eliminated.
• In comparison with other techniques, our algorithm outperforms the recent method in [26] for uncrowded images. However, for crowded images this algorithm has better performance due to its more accurate goodness of fit to the statistics of wavelet coefficients. This is because the Gauss-Hermite expansion is more flexible and can match better to the details of the crowded images.
VI. CONCLUSION
In this paper, we used several mixture distributions to model the heavy-tailed nature of sparse domains' coefficients. To characterize the intrascale dependency of spatial adjacent coefficients, we employed the local version of these models that led to several spatially-adaptive denoising algorithms. These shrinkage functions were obtained using MAP and MMSE estimator for several mixture components Gaussian, Laplacian and Bessel K-forms. We compared our algorithms in several sparse domains DWT, DCWT, DCUT and DCOT with each other, also with some recently published methods. The experimental results illustrated that our shrinkage functions in DCWT domain for appropriate window size are among the best visually and in terms of PSNR. We also discussed about the effects of window size, noise level, kind of shrinkage function and kind of transform.
The employed pdfs in this paper are univariate. The bivariate mixture pdfs exploiting interscale dependency in adjacent scales have shown further enhancement at the expense of higher computation cost [69] , [70] . Although in this paper we only study additive Gaussian noise, applying some modifications to our algorithms, make them appropriate for other kinds of noise [71] , [72] .
In this paper we only propose the squared windows. Further improvement can be achieved by using more appropriate windows such as directional or shape adaptive windows [50] . 
