Relying on random and purposive moving agents, we simulated human movement in large street networks. We found that aggregate flow, assigned to individual streets, is mainly shaped by the underlying street structure, and that human moving behavior (either random or purposive) has little effect on the aggregate flow. This finding implies that given a street network, the movement patterns generated by purposive walkers (mostly human beings) and by random walkers are the same. Based on the simulation and correlation analysis, we further found that the closeness centrality is not a good indicator for human movement, in contrast to a long-standing view held by space syntax researchers. Instead we suggest that Google's PageRank and its modified version (weighted PageRank), betweenness and degree centralities are all better indicators for predicting aggregate flow.
Introduction
How do people move around in street networks? Why do some streets tend to be more attractive than other streets? Does human traveling behavior have an effect on human flow distribution? These are some fundamental issues that face the practitioners and researchers in urban planning and design as well as in traffic and transport management. In the space syntax literature (e.g., Hillier and Hanson 1984 , Hillier et al. 1993 , Hillier 1996 , Penn et al. 1998 , Turner 2007b , it is found that human movement is predictable for individual streets. To put it simply, well-connected streets tend to attract more traffic than less-connected streets. This sounds intuitive enough. However, what is counterintuitive is that such a simple model, purely from a topological perspective without considering geometric distance and other factors such as building height, land use and population density, can predict aggregate flow or human movement to a fairly high percentage. At a conservative level, about 70% of traffic flow can be predicted by just looking at the underlying street structure.
What do we mean by street structure then? It refers to a street-street relationship as to what street connects to what other streets. More specifically, the street-street relationship is represented by a connectivity graph, consisting of nodes representing individual streets, and links if the two streets are connected to each other (cf., Figure 1 for illustration). The street structure is then defined and characterized by a range of graph theoretic metrics (cf. Appendix A) for ranking the importance of individual streets. For instance, a universal street structure states that 80% of streets have a connectivity (note: connectivity and degree centrality are interchangeably used in the text) of less than 4 (an average connectivity of streets), while 20% of streets have a connectivity greater than the average (Jiang 2007) . Following the street structure, over 80% of traffic occurred in the 20% of well-connected streets, while only 20% of traffic occurred in the 80% less-connected streets (Jiang 2009 ). This is a movement pattern that is shaped by the universal street structure. Now that human movement is mainly shaped by the underlying street structure, human traveling behavior would have little effect on movement patterns. This kind of human movement is termed natural movement (Hillier et al. 1993) . However, while elaborating on why space syntax works, in particular why natural movement can be captured by local integration, Hillier and his colleagues (Hillier 1999, Hillier and Iida 2005) attempted to seek an answer from the human side, such as people's conceptualization of distance, and people's tendency to minimize trip length or maximize trip efficiency. This is implausible and rather odd reasoning. Instead, we will argue that it is not the people but the underlying street structure that determines the movement patterns. Even if we put some random walkers in a street network, the ultimate movement pattern formed by the random walkers would be the same as that by human beings.
A recent study by has made an effort toward illustrating the fact that goal-directed human movement has little effect on traffic flow distribution. Using massive Global Positioning System (GPS) data captured from 50 taxicabs and related customer data, the study made a careful observation about real-world human movement approximated by the movement of taxicabs. Interestingly, random walkers can replicate the observed human movement patterns. However, the movement patterns captured by the taxicabs are substantially biased, since most taxicabs go to or come out from a very few hotspots such as the central station, the city center, and the hospital. This is the very reason why we imposed two additional constraints while simulating random walkers' movement: (1) the random walkers start from one of the origins or destinations, (2) the random walkers' traveling time is power law distributed. The simulated random movement can reproduce the observed movement patterns. In this article, we are going to release these two constraints. That is, the random walkers can start from any location (not necessarily one of the origins or destinations), and there is also no need for the traveling time to be power law distributed. Eventually, the simulated aggregate random movement is still highly correlated to the street structure. This article is further motivated by challenging the conventional wisdom in the literature that closeness centrality (or global integration in terms of space syntax, so both are interchangeably used in the article) is a default indicator for aggregate flow. We will provide statistical evidence to support our argument that closeness centrality is not a good indicator. This is also the conjecture developed from the previous study by Jiang (2009) , where weighted PageRank scores were found to better correlate to traffic flow than local integration.
The remainder of this article is structured as follows. Section 2 introduces the concept of streets, two kinds of moving agents or walkers and two different ways of counting aggregate flow assigned to individual streets. Section 3 describes in detail the data sources and simulation environments. In Section 4, we examine the experimental results to support our arguments: (1) human moving behavior has little effect on the aggregate flow, and thus the movement patterns of human beings and the random walkers, given a same street network, are essentially the same; and (2) closeness centrality is not a good indicator for aggregate flow, and therefore we suggest some alternatives. Finally, Section 5 concludes the article and points to future work.
Streets, moving agents and aggregate flow
The movement we deal with in this article is constrained by streets or street networks, and it is in contrast to free movement, as for instance in a public square or inside a building complex (e.g., Turner 2007a). Streets are defined as semantically meaningful units, distinct from street segments between two adjacent junctions. Under this street definition, streets are represented in various forms: represented by individual axial lines -the longest visibility lines cutting across open space between buildings or street blocks, identified by unique names -named streets (Jiang and Claramunt 2004) , and by self-organized processesnatural streets (Jiang et al. 2008, Jiang and Liu 2009) . It is worth noting that the natural streets are generated based on the Gestalt principle of good continuity, and they are also referred to as strokes (Thomson 2003) , or continuity lines (Figueiredo and Amorim 2005) . Interestingly, it is found based on massive GPS data that human routes seem to follow the same principle of good continuity as well (Turner 2009) . No matter what street forms are adopted, they all form an interconnected whole, represented by a connectivity graph, consisting of nodes representing individual streets and links if the two streets are connected to each other (Figure 1 ).
Two kinds of moving agents are implemented to simulate movement in street networks (cf. Appendix B for algorithms). Both are inspired by PageRank's random surfer model, different in essence from the agents used in Penn and Dalton (1994) , which move randomly from junction to junction or follow shortest path routes. The first is random walkers that can hop arbitrarily from one street to another. The hopping behavior is defined at a topological level with the connectivity graph. On the other hand, the simulation has yet to be based on a geometric level to mimic the network-constrained movement. That is, within an individual street, the random walkers persistently move along the street until they reach the next street that intersects with the current one. As soon as the random walkers reach the intersection, a decision as to which will be the next street has to be made (again randomly decided, but sometimes with a higher priority to highly connected streets), and then movement toward the next intersection is made, and so on and so forth. The random behavior is obviously occurring at the topological rather than the geometric level.
The second type of moving agents is more realistic and goal oriented -purposive walkers. Suppose that a person wants to go from location A to B (Figure 1 ), located respectively in street g and street d, they would walk (1) along street g and toward the street intersection of g and a, (2) along street a and toward the street intersection of a and d, and (3) along street d and toward location B. This is just for illustration purposes. In a large street network, numerous purposive walkers would randomly decide their goals and then target them purposively. Once they reach their first goals, they randomly choose their second goals and target them purposively, and so on and so forth. The purposive walkers have no preference in choosing destinations or goals. This is the first type of purposive walkers. The second type of purposive walkers gives a high priority (with a probability of 80%) to closer locations within two steps of topological distance, while a low priority (with a probability of 20%) to farther locations beyond two steps. This is based on the observation that most people travel only short distances, while a few regularly move over hundreds of miles (Gonzalez et al. 2008) . We used topological distance rather than geometric distance to characterize the second type of purposive walkers. This is due to our belief that topology matters more than geometry in shaping movement patterns.
How should one count aggregate flow assigned to individual streets? A first approach is called gate counts, i.e., set a gate count in each street segment and count traffic flow passing through it. Space syntax relies on this method for counting traffic flow, and all the gates' flow along one street (or axial line) is aggregated to be that of the street. This way of counting is fairly accurate if every street segment has a gate. Note that the gate count approach cannot differentiate traffic between two street segments of different lengths, as it counts only once while a vehicle or a person passes through a gate. However, real traffic flow should refer to the extent that vehicles (or persons equivalently) occupy the streets. In this sense, given that a vehicle passes two street segments of different lengths, the longer street segment would have more traffic than the shorter one. This is because more footprints are left in the longer street segment than in the shorter one.
A second approach to counting aggregate flow is called footprint counts. The basic idea of footprint counts is to count how many footprints are left with movement trajectories. Footprint counts are hard to implement in reality, unless all vehicles running in the street network for example have a GPS receiver. For the vehicles with varying speeds (which is the case in reality), the number of footprints must be adjusted to remove the speed effect, i.e., the faster the speed, the fewer footprints are left. For vehicles with a consistent speed (which is the likely case in a simulation), the number of footprints reflect precise traffic flow. This way of counting can easily be done in simulated environments. For the footprint counts, there are two different ways of counting flow: one at the topological level and another at the geometric level. People coming to one street (rather than street segment) are counted once, no matter how long they walk along the street. This is thus counted at the topological level. On the other hand, the number of footprints recorded at every time interval (e.g., 2 s) reflects the aggregate flow at the geometric level. The topological flow is mainly used to determine that a simulation reaches a saturated status (i.e., when the topological flow is well correlated to the computed PageRank scores), while the geometric flow reflects the simulated flow.
Data sources and simulation environments
We adopted two data sources respectively representing two forms of streets: axial lines and natural streets. The data sources are publicly available. The first is the London data, including both axial lines and observed traffic flow. The data have been used in previous studies (e.g., Hillier et al. 1993 , Jiang 2009 , and are downloadable at http://eprints.ucl.ac.uk/1398/. Instead of using the whole of London (,300 km 2 ), three local areas in the center are sampled for detailed observation studies. The three areas are Barnsbury, Clerkenwell and South Kensington with 1915, 3622 and 2742 axial lines, respectively (Figure 2a ). Traffic data of both pedestrians and vehicles are observed in the four sites within the three areas: two for the first two areas, Barnsbury and Clerkenwell, and another two for the third area, South Kensington. Although the traffic data have been used in previous studies, we have some doubts on how the observed data reflect a true picture of traffic in reality. Our major concern is due to the allocation of gates. There are some missing gates for some axial lines, implying a possible bias.
The second data were previously used in the study by , publicly available at http://fromto.hig.se/,bjg/PREData/. We mainly count on the street network rather than the traffic data of the 50 taxicabs, since the traffic data do not represent a true picture of traffic in reality as elaborated earlier in the paper. This is a very large street network (,1000 km 2 ), including 4056 natural streets generated from 10,439 street segments across the four cities or towns in the middle of Sweden: Gävle, Sandviken, Storvik and Hofors. For the sake of convenience, we call the data source Gävle data. Built on NetLogo (Wilensky 1999) and ArcGIS, both random and purposive moving agents are implemented to interact with the underlying streets to generate movement. NetLogo is freeware mainly developed for agent-based simulation, with a very good visualization capability and easy-to-use interface, while ArcGIS is a commercial GIS product that can accommodate very large street networks. In many aspects, the two software platforms complement each other. In this study, we put the London data in NetLogo and the Gävle data in ArcGIS with our simulation programs developed to keep control of the moving behavior and compute related parameters. It should be noted that the simulation is very time consuming even with state-of-the-art personal computers. This is particularly true for the purposive agents, which have to compute the shortest paths. For the London cases, we set up 200 agents for each type of the three walkers, running in the networks for 50 k ticks; while for the Gävle case, we set up 500 agents for each type, running in the network for 100 k ticks. Furthermore, for every 1 k ticks the simulation programs have to compute an R 2 value for metric-flow correlations.
Experimental results
To characterize street structure, we adopt seven metrics including weighted PageRank (WPR), PageRank (PR), connectivity (Cnt), control (Ctr), betweenness (Btw), local integration (Ltg) and global integration (Gtg) (cf. Appendix A for an introduction). We examine the metric--flow correlations, in order to (1) see how aggregate flow can be captured by the metrics, or, equivalently, see how movement patterns are shaped by the underlying street structure, and (2) check which metrics are the best indicators for predicting traffic flow at a collective level.
Using the London data, in particular the observed traffic flow of both pedestrians and vehicles, we correlate the aggregate flow of the individual axial lines to the seven metrics. It seems that all seven metrics have a good correlation with the aggregate flow (Table 1) . On the other hand, both Ltg and WPR are outperformed at the same level (60% for pedestrians and 70% for vehicles), while Ctr and Gtg seem to be the worst in terms of metric-flow correlation. All the metrics, except for Ltg and Gtg, exhibit a power law distribution (Jiang et al. 2008) , so before computing the R 2 values shown in Table 1 , we took quartic root for all the metrics whose value distributions are skewed. This implies that the correlation is based on two variables that are approximately normally distributed.
The metric-flow correlation coefficients in Table 1 provide a benchmark for simulated flow that is captured by the original gate counts for both pedestrians and vehicles. It is in this sense that the simulated walkers act as either pedestrians or vehicles. In fact, we did not differentiate pedestrians and vehicles in our simulations. For comparison purposes, we use the same gates (as in reality for observing flow of pedestrians and vehicles) to capture simulated flow and then aggregate to individual axial lines. It is indeed true that the simulated aggregate flow can be captured by the metrics as well. Taking Barnsbury for example, the R 2 value reaches a stable point when simulation time approaches 50 k ticks (Figure 3) . Overall, the correlation coefficient is over 60%, while the highest coefficient can reach 90%. Comparing pedestrians (Figure 3a-c) and vehicles (Figure 3d-f) , it appears that all the metrics capture pedestrian flow a bit better than vehicle flow. But the difference is small.
Let us consider the R 2 values at the time instant of 50 k ticks for four observed sites together (Table 2 ). We again see that most of metrics are highly correlated to the simulated aggregate flow, nearly all over 60%, and some approaching 90%. This indeed illustrates the fact that human moving behavior has little effect on the aggregate flow. Taking a closer look, we will find some differences, in particular between the two types of purposive walkers, i.e., the second type of purposive walkers is slightly outperformed by the first type of purposive walkers. However, the difference is not so substantial in terms of the absolute values and in comparison with the case of random walkers.
So far the simulated aggregate flow is captured by the gate counts originally set for the observation. There are many missing gates, which should be added for a better observation. After adding the missing gates, we then ran the simulations, and found that metric-flow correlations are substantially improved (Table 3) . Surprisingly, most of the R 2 values reach over 90% for random walkers and over 80% for purposive walkers. From that, we can estimate the extent to which the missing gate counts have a biased effect on the metric-flow correlations.
Through the above examination, we have seen that local integration is one of the best metrics, but far from the best metric in capturing the simulated aggregate flow as the literature indicated. For random walkers, WPR is almost as good as Ltg, while for purposive walkers, either (I) or (II), there are many metrics that are better correlated to traffic than Ltg (see those figures highlighted in bold in Tables 2 and 3) . It is striking enough that Gtg performs very badly in terms of metric-flow correction. Therefore Gtg is not a good indicator at all for predicting traffic flow. What about Ltg? It looks like a good indicator, but far from the best one from the four observed sites. A similar observation remains valid for the three London local areas as well as for the entire Gävle area (Table 4 using footprint counts, and Table 5 using gate counts). However, it is striking that with the Gävle network (see column Gävle), WPR outperforms all types of moving agents. This is different from the London counterparts (see column 'Mean'), where Btw appears the best for purposive walkers, and WPR is the best for random walkers. Furthermore, Ltg in the Gävle case performs pretty poorly in comparison with the London cases. Note that for the simulations with the Gävle data, it took a much longer time to saturate the simulation, i.e., 100 k ticks with 500 agents for each one of the three different types of walkers. As for the reason why there is such a great difference between the London cases and the Gävle case, we are not sure yet. What seems to be consistent is that Gtg is the poorest indicator and that Ltg is far from the best indicator. Why can integration or closeness centrality not capture human movement rates? Examination of these metrics and the aggregate flow found that all of them demonstrate a power law or power law-like distribution (Jiang et al. 2008) . However, this is an exception for the closeness centrality metric. In other words, closeness centrality is not power law distributed, but rather normally distributed. This is the very reason why in the above metric-flow correlation we took quartic root, in order to transform the metrics from a power law distribution to a normal distribution. Given the above argument, why can Ltg capture aggregate flow? Ltg by definition is very similar to Cnt, and it is just one step further in computing its values. In other words, Cnt considers only friends, while Ltg considers both friends, and friends of the friends. It is in this sense Ltg sometimes appears to be one of the best indicators, in particular in the London cases.
To this point, we have seen that both observed flow and simulated flow are highly correlated to the metrics. In other words, street structure has a great impact on both observed and simulated movement. We can hypothesize that both observed flow and simulated flow should be highly correlated as well, for they appear to have the same cause -the underlying street structure. For the London cases, there are observed flow for both pedestrians and vehicles, so it is possible to verify the hypothesis. Table 6 indeed illustrates the substantial correlation between the observed and the simulated. Among the three kinds of moving agents, random walkers appear to be the best, followed by purposive walkers (II) and then purposive walkers (I). From the above results, we can assert two important points: (1) human moving behavior has little effect on the aggregate flow, and thus the movement patterns (at a collective level) formed by human beings and random walkers are essentially the same; and (2) closeness centrality is not a good indicator for aggregate flow. In space syntax research, seeking correlation between integration and traffic flow or any other phenomenon has been a regular exercise. Once the link is found, we say that morphological metrics 'explain' the other. Inquiry often stops here, without exploring in detail the basic causal mechanism into view. Herewith, through agent-based simulation, we made some deep insights toward the understanding of human movement patterns.
Conclusion
We relied on different moving agents to explore the mechanisms underlying the emergence of human movement patterns in street networks. The moving agents differ fundamentally in their moving behavior: one random and two purposive. However, the movement patterns formed by the different agents remain similar. This implies that the movement patterns formed by human beings (purposive walkers) and random walkers are the same. It demonstrates that higher cognitive abilities are not required in the formation of movement patterns at a collective level. This is opposite to Hillier's view of cognitive effects. The movement patterns in street networks are self-organized through the interaction between moving agents and the underlying street networks, and have little to do with agents' cognition. We further examined the disparities among the metrics and found that closeness centrality is not a good indicator for predicting traffic flow. Even the local integration is far from the best indictor. Instead we suggest some alternatives: Google's PageRank and its modified version (weighted PageRank), betweenness and connectivity centralities.
Beyond these findings, our work has added an interesting example to the study of emergence of collective behavior (Goldstone and Gureckis 2009) , which often has some quite simple origins (Ball 2004 , Buchanan 2007 . In this respect, agent-based simulation is a powerful tool, focusing on the simple interaction between the agents and the streets from the bottom up. Many current studies have been devoted to verifying the powerfulness of the method per se, but few studies concentrate on what useful patterns or knowledge we can discover from using agent-based simulation. This article provides a compelling example of how the kind of agent-based simulation can be used to uncover the mechanisms of human movement patterns. We share this view with Epstein (2008) that this model function, together with many others, has been overlooked in studying complex social and spatial phenomena. Our model is simple enough, yet captures the essence of complicated movement patterns. Our future work will extend the approach to exploring other complex collective behaviors in geographic space. currently at node h, it has three choices from which it randomly can jump to. In other words, the surfer gives the same priority to all the hot-linked pages. It is important to note that a web graph is a directed rather than undirected graph unlike those we have adopted so far. A web graph also includes dangling nodes which have no hot links, such as images. Given these particularities, the definition of PageRank is rather more complicated than what we have presented here; for more details about the definition and mathematics, we refer the reader to Langville and Meyer (2006) or Jiang (2009) in a brief form. In fact, for an undirected and fully connected graph without dangling nodes, PageRank scores' rankings are not very different from that of connectivity. This is why we have seen that connectivity stays with PageRank at almost identical levels in the above experiments. Weighted PageRank differentiates from the standard PageRank in only one aspect: in choosing the next page, WPR gives a higher priority to the highly connected pages (Xing and Ghorbani 2004) . For example, if one is at node h, a priority is given to nodes f and g rather than i for the next jumping; In contrast, in standard PageRank, no such priority bias is introduced among the connected nodes f, g and i.
In summary, we could group the seven metrics into four categories: (1) WPR, (2) PR, Cnt and Ctr, which are all connectivity related, (3) Btw and (4) Ltg and Gtg. Each category shows a great similarity in terms of definition and how they perform in capturing traffic flow. It should be noted that local integration sometimes can be put into the second group, as it is by definition closer to connectivity.
