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BARYCENTRIC SUBDIVISION AND ISOMORPHISMS OF
GROUPOIDS
JASHA SOMMER-SIMPSON
Abstract. Given groupoids G and H as well as an isomorphism Ψ : SdG ∼= SdH
between subdivisions, we construct an isomorphism P : G ∼= H . If Ψ equals SdF for
some functor F , then the constructed isomorphism P is equal to F . It follows that
the restriction of Sd to the category of groupoids is conservative. These results do
not hold for arbitrary categories.
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1. Introduction
The categorical subdivision functor Sd : Cat→ Cat is defined as the compos-
ite Π ◦ Sds ◦ N of the nerve functor N : Cat→ sSet, the simplicial barycen-
tric subdivision functor Sds : sSet→ sSet, and the fundamental category functor
Π : sSet→ Cat (left adjoint to N). The categorical subdivision functor Sd has
deficiencies: for example, it is neither a left nor a right adjoint. Nevertheless, Sd
bears similarities to its simplicial analog Sds, and has many interesting properties.
For example, it is known that the second subdivision Sd2C of any small category
C is a poset [4, ch. 13].
In general, there exist small categories B and C such that SdB is isomorphic
to SdC but B is not isomorphic to C or to C op. In this paper we show that such
examples do not occur in the category of small groupoids: if SdG is isomorphic to
SdH for groupoids G andH , then there exists an isomorphism between G and H .
In broad strokes, the argument is as follows. There is a canonical identification of
objects in SdG with non-degenerate simplices in the nerve NG . Any isomorphism
between SdG and SdH induces a bijection between the 0-simplices of NG and
the 0-simplices of NH , and similarly for 1-simplices. The objects and morphisms
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of a category correspond (respectively) to the 0-simplices and 1-simplices in the
nerve of that category, so for any isomorphism Ψ : SdG → SdH there are induced
bijections Ob (ψ) : Ob (G )→ Ob (H ) and Mor (ψ) :Mor (G )→Mor (H ). We
will show that the restriction of these bijections to any connected component of G
determines a possibly-contravariant functor into H . Proceeding one component at
a time and using the fact that any groupoid is isomorphic to its opposite, we can
use these maps ψ to construct a covariant isomorphism between G and H .
2. Notation and overview of proof
In this section we introduce notation used throughout the paper. We then give
a sketch of the proof.
Notation. We write [n] for the totally-ordered poset category having objects the
non-negative integers 0, . . . , n. If i and j are integers satisfying 0 ≤ i < j ≤ n, we
write [i < j] to indicate the morphism from i to j in the category [n].
Given an object c in a small category C , we shall write 〈 c 〉 for the functor
[0]→ C that represents c. Given a sequence f1, · · · , fn of morphisms in C satisfying
dom fn = cod fn−1 for 0 < i ≤ n, we will write ≺fn| · · · |f1≻ for the functor
[n]→ C that represents the given sequence fn←− · · ·
f1
←−.
Overview.
• In Section 3, we introduce the simplex category ∆ and the nerve functor N .
We define the notion of degenerate simplices, and introduce SdC as a category
whose objects are the non-degenerate simplices of NC .
• In Section 4, we demonstrate that for any small category C , there is an
isomorphism SdC ∼= Sd(C op) which sends 〈 c 〉 to 〈 c 〉 and ≺fn| · · · |f1≻ to
≺f1| · · · |fn≻. For any small groupoid G , there is an automorphism αG of
SdG that sends 〈 c 〉 to 〈 c 〉 and ≺fn| · · · |f1≻ to ≺f−11 | · · · |f
−1
n ≻. We also
show that C is connected if and only if SdC is connected, and that there is an
isomorphism Sd(∐iCi) ∼= ∐i(SdCi) for any set {Ci} of small categories. These
facts will be useful for reducing the problem to the case of connected groupoids,
and for obtaining covariant isomorphisms from contravariant ones.
• In Section 5, we identify categorical properties of SdC that encode some struc-
tural aspects of C . This will be useful later when we consider isomorphisms
SdB ∼= SdC and show that the identified categorical properties are preserved.
– Given an object y in SdC , we write mtn(y) for the set∐
x:[n]→C
SdC (x, y)
of morphisms targeting y and having domain equal to some (non-degenerate)
n-simplex. We write mt(y) for the set
∐
n∈Nmtn(y) of all morphisms tar-
geting y in SdC .
– We show that for any non-degenerate n-simplex y : [n] → C , regarded
as an object in SdC , the morphisms of SdC targeting y are in bijection
with the monomorphisms of ∆ targeting [n]. Thus, an object of SdC is
an n-simplex if and only if it is the target of 2n+1− 1 morphisms in SdC .
– Given an object y in SdC , we define the faces of y to be the objects x
such that there exists a morphism x→ y. We show that the proper faces
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of a non-degenerate 1-simplex≺f≻ are precisely the 0-simplices 〈dom f 〉
and 〈 cod f 〉.
– Given a 2-simplex ≺f |g≻ in SdC , we show that f is left-inverse to g if
and only if there are exactly two morphisms in the set mt1(≺f |g≻), the
domains of which are the 1-simplices ≺f≻ and ≺g≻. If f is not inverse
to g, then mt1(≺f |g≻) contains three morphisms, the domains of which
are ≺f≻, ≺g≻, and ≺f ◦ g≻.
• Supposing that G is a small groupoid, we show in section 6 how properties
of SdG encode the structure of G up to opposites. Supposing that f and g
are non-identity morphisms in G , the local structure of SdG near ≺f≻ and
≺g≻ determines whether a given 1-simplex≺h≻ satisfies one of the equations
h = f ◦ g or h = g ◦ f . The two propositions stated at the end of section 6
(and proved in the Appendix) are this paper’s most difficult results.
• Section 7 concerns maps between subdivisions of categories. We suppose that
G and H are groupoids, and that Ψ : SdG → SdH is an isomorphism. The
results from Sections 5 and 6 are used to show that the structure of G encoded
by SdG must match the structure of H encoded by SdH .
– For any objects x and y in SdG , the map Ψ induces a bijection between
SdG (x, y) and SdH (Ψ x,Ψ y), hence faces of y are sent to faces of Ψ y.
Because the cardinality of mt(y) is equal that of mt(Ψ y), Ψ sends n-
simplices to n-simplices. It follows that the elements of mtn(y) are sent
bijectively to elements of mtn(Ψ y).
– We define the map ψ so that
Ψ〈 c 〉 = 〈ψ c 〉 and ψ ida = idψa and Ψ≺f≻ = ≺ψ f≻
are satisfied for each object c and each non-identity morphism f in G .
We show that this map ψ : G → H is an isomorphism between the
(undirected) graphs that underlie G and H .
– The structure of SdG near given 1-simplices ≺f≻, ≺g≻, and ≺h≻ is
the same as that of SdH near ≺ψ f≻, ≺ψ g≻ and ≺ψ h≻. Therefore,
for any f , g, and h in G , we have h = f ◦ g or h = g ◦ f if and only if
ψ h = (ψ f) ◦ (ψ g) or ψ h = (ψ g) ◦ (ψ f).
– With help from a group-theoretic result due to Bourbaki, we show that if
G is a connected single-object groupoid (that is, a group) then the map ψ :
G → H is a possibly-contravariant isomorphism. We give an analogous
result concerning connected groupoids that have multiple objects.
– Working with arbitrary (non-connected) groupoids G and H , we suppose
that G equals the coproduct G1 ∐ G2, and that ψ is contravariant on G1
and covariant on G2. There exist some groupoids H1 and H2 such that
H = H1 ∐H2, and such that the composite isomorphism
SdG1 ∐ SdG2
∼=
−→ Sd(G1 ∐ G2)
Ψ
−→ Sd(H1 ∐H2)
∼=
−→ SdH1 ∐ SdH2
restricts to isomorphisms Ψ1 : SdG1 → SdH1 and Ψ2 : SdG2 → SdH2.
We have maps ψ1 and ψ2, each of which is a restriction of ψ; by using
the fact that G1 is isomorphic to its opposite category, we can flip the
variance of ψ1 to obtain a covariant isomorphism ψ
′
1 : G1 → H1, and thus
a covariant isomorphism ψ′1 ∐ ψ2 between G and H .
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• Appendix A is the combinatorial heart of this paper. It is devoted to the proof
of Section 6’s two most involved results, which concern the way that SdG
encodes the relationship between endomorphisms in a given groupoid G .
3. Construction of SdC
This section defines the nerve functor, explains what (non)degenerate simplices
in the nerve are, and gives a construction of the categorical subdivision functor
Sd : Cat→ Cat.
3.1. The Nerve of a Category. For each non-negative integer n, let [n] denote
the poset category whose objects are the integers 0, . . . , n and whose morphisms are
given by the usual ordering on Z. The simplex category∆ is the full subcategory of
Cat whose objects are the posets [n]. Note that∆ is a concrete category: for anym
and n, the morphisms [m] → [n] in ∆ can be identified with the order-preserving
functions {0, . . . ,m} → {0, . . . , n}. Note also that epimorphisms in ∆ are just
order-preserving surjections, and monomorphisms in ∆ are just order-preserving
injections.
The nerve NC of a category C is the restriction from Catop to ∆op of the hom-
functor Cat(−,C ). The nerve construction can be made into a functor N : Cat→
sSet by sending a functor F : B → C to the natural transformation NB ⇒ NC
given by Cat(−, F ). The elements of Cat([n],C ) are called the n-simplices of NC .
Given a morphism µ : [m]→ [n] in ∆, write µ∗ for the function
Cat([n],C )→ Cat([m],C )
defined by µ∗x = x ◦ µ for each n-simplex x of NC .
A simplex y : [m] → C of NC is said to be degenerate if there exists some
simplex x of NC and some non-identity epimorphism σ in ∆ satisfying σ∗x = y.
If this simplex x is not degenerate, then it is called the non-degenerate root of y.
Proposition 3.1.1. Given an m-simplex y : [m]→ C of NC , the non-degenerate
root of y is unique.
Proof. This is a corollary of the standard general unique decomposition of a mor-
phism in ∆ as a composite of an epimorphism and a monomorphism. Suppose that
x1 : [n1] → [m] and x2 : [n2] → [m] are distinct simplices satisfying σ
∗
1x1 = y =
σ∗2x2 for some epimorphisms σ1 and σ2. We will prove that one of x1 and x2 must
be degenerate.
At least one of σ1 and σ2 must be a non-identity morphism, for otherwise x1 =
y = x2. Assume without loss of generality that σ2 6= id, and let ν1 : [m]→ [n1] be
right-inverse to σ1. Then there is equality
x1 = (σ1ν1)
∗x1 = ν
∗
1σ
∗
1x = ν
∗
1y = ν
∗
1σ
∗
2x2 = (σ2ν1)
∗x2.
In general, any morphism in ∆ has a unique decomposition as the composite of
an epimorphism and a monomorphism. Therefore, we have σ2ν1 = ν
′σ′ for some
monomorphism ν′ and some non-identity epimorphism σ′, and the resulting equality
x1 = (σ2ν1)
∗x2 = (ν
′σ′)∗x2 = σ
′∗(ν′∗x2)
proves that x1 is degenerate. 
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The above proposition holds for simplices in arbitrary simplicial sets, not just
for simplices in the nerve of a category. We will use the notation λ(y) to denote
the non-degenerate root of y.
No 0-simplex of NC is degenerate, and each 0-simplex [0]→ C may be regarded
as picking out a single object of C . For a positive integer m, each m-simplex
x : [m]→ C is identified with the sequence
(3.1.2) x(m)
fm
←−−− x(m − 1)←−−− · · · ←−−− x(1)
f1
←−−− x(0)
of morphisms obtained by setting each fi equal to the image under x of the mor-
phism [i − 1 < i] in [m]. Such an m-simplex x is non-degenerate if and only if all
of the arrows fi are non-identity morphisms of C .
3.2. Construction of SdC . Let C be a small category. The objects of SdC are
the non-degenerate simplices of NC . Given objects x : [m] → C and y : [n] → C
of SdC , the morphisms x → y in SdC are the pairs (σ, ν) of morphisms in ∆
satisfying codσ = [m] and cod ν = [n] such that
(1) ν is a monomorphism,
(2) σ is an epimorphism, and
(3) there is equality σ∗x = ν∗y.
[k] [n]
[m] C
ν
σ y
x
The identity morphism x → x is given by the pair (id[m], id[m]).
Condition (3) above requires that domσ = [k] = dom ν for some
k, as in the commutative diagram to the right. Note that for each
morphism (σ, ν) : x → y in SdC , there is a multivalued function
{0, . . . ,m} → {0, . . . , n} given by ν ◦ σ−1. Here σ−1 denotes the
subset of {0, . . . ,m} × {0, . . . , k} that is inverse to σ (as a binary relation), and
ν ◦ σ−1 is the composite of binary relations ν and σ−1. Composition of morphisms
in SdC is induced by composition of such multivalued functions. See Figure 1 on
page 6 for visualization of a test morphism in SdC . Figure 2 (on page 7) depicts
two composable morphisms in SdC , and Figure 3 depicts the composite.
Example 3.2.1. Let B be the category (· → · ← ·) with three objects and two
non-identity arrows, and let C be the category (· ← · → ·) opposite to B. We see
that B and C are not isomorphic, yet the barycentric subdivisions SdB and SdC
are both isomorphic to the category (· → · ← · → · ← ·) with five objects and four
non-identity arrows. We will later prove that SdC ∼= Sd(C op) for any category C .
The following example is due to Jonathan Rubin:1
Example 3.2.2. Consider N and Z as poset categories. There is no isomorphism
between N and Z, yet the subdivisions SdN and SdZ are isomorphic.
Generally, if T is a totally-ordered set (regarded as a poset category) then the
n-simplices of SdT are all the linearly-ordered subsets of T having n+ 1 elements.
If x and y are objects in SdT and if x and y are the corresponding subsets of T ,
then there exists a morphism x→ y in SdT if and only if x is a subset of y. Thus
SdT is the poset (
{F ⊆ T | 0 < |F | <∞},⊆
)
of finite non-empty subsets of T , ordered by inclusion.
1Private communication.
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If T and T ′ are totally-ordered sets then any set bijection between T and T ′
induces an isomorphism SdT ∼= SdT ′ of categories, regardless of whether the given
bijection between T and T ′ is order-preserving.
3.3. Concerning SdF . Let B and C be small categories, and let F be a functor
B → C . The functor SdF sends each 0-simplex y : [0] → B to the 0-simplex
F ◦ y : [0]→ C . Using the notation from Section 2, this means that 〈 b 〉 is sent to
〈F (b) 〉 for each object b of B. For larger m, SdF sends each m-simplex (3.1.2) to
the subsequence of
F
(
x(m)
) F (fm)
←−−− F
(
x(m− 1)
)
←−−− · · · ←−−− F
(
x(1)
) F (f1)
←−−− F
(
x(0)
)
consisting of non-identity arrows. Formally, each m-simplex x : [m] → B is sent
by SdF to the non-degenerate root of F ◦ x. Multivalued functions can be used to
calculate where SdF sends the morphisms of SdB. For the purposes of this paper,
a precise formulation of SdF ’s value on morphisms of SdB is not necessary.
Example 3.3.1. Below is a depiction of a sample morphism x→ y in SdC .
[4]
[1] x
yd c a b a
d a
d a a[2]
ff−1gh
h◦g
idah◦g
ν
σ
(σ,ν)
Figure 1
Here x : [1]→ C picks out the morphism h ◦ g, and y : [4] → C picks out the
sequence
·
h
←−− ·
g
←−− ·
f−1
←−− ·
f
←−− ·
of arrows in C . The dashed lines illustrate how h and g compose to h ◦ g, and
how f−1 and f compose to ida. The injection ν : [2]→ [4] has image {0, 2, 4}, and
σ : [2] → [1] is the surjection satisfying σ(0) = 0 = σ(1). We have assumed that h
is not left-inverse to g, and that none of f , f−1, g, h are identity morphisms. The
dashed lines determine a multivalued function from {0, 1} to {0, 1, 2, 3, 4}.
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Example 3.3.2. Below, two composable morphisms x→ y and y → z in SdC are
depicted end-to-end.
z
y
x
fgkk−1
g
fgh−1hl◦kl−1k−1
Figure 2
The multivalued functions associated to these morphisms x→ y and y → z can be
used to calculate the composite arrow in SdC . This composite is depicted below.
z
x
g
fgh−1hl◦kl−1k−1
Figure 3
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Example 3.3.3. The figure below depicts a sample calculation. The functor SdF :
SdB → SdC is applied to a morphism x→ y of SdB.
k
j
i
h
g
Fk
Fj
id
Fh
Fg
Fk
Fj
Fh
Fg
Fj
F (g ◦ h)
Fj
id
F (g ◦ h)
j
i
g ◦ h
y
x
F ◦ y
λ(F ◦ y)
λ(F ◦ x)
F ◦ x
ω1
ω2
Figure 4
The given morphism x → y is sent to a morphism λ(F ◦ x) → λ(F ◦ y) in SdC ,
where λ(F ◦ x) is the non-degenerate root of x (and similarly for λ(F ◦ y)). The
epimorphisms ω1 and ω2 are the unique maps in ∆ satisfying ω
∗
1λ(F ◦ x) = F ◦ x
and ω∗2λ(F ◦ y) = F ◦ y. We suppose here that Fi is an identity morphism in C ,
and that Fg is not left inverse to Fh.
4. Sd preserves coproducts and identifies opposite categories
This section states two lemmas that will be used later in the paper. In particular,
we show in Lemma 4.1 that the functor Sd does not distinguish between a category
C and its opposite category C op, and in Lemma 4.4 that Sd preserves coproducts.
The latter lemma allows for reduction of this paper’s main theorem to the case
of connected groupoids. The former highlights a fundamental issue: for any small
category C we have an isomorphism SdC → Sd(C op). Therefore, a naive attempt
to construct a map B → C from a given isomorphism SdB → SdC could result in
contravariance. As mentioned in the introduction, this pitfall can be avoided when
working with groupoids, as any groupoid is isomorphic to its opposite via inversion.
Lemma 4.1. Let C be a small category. There is a canonical isomorphism
(4.2) SdC
∼=
−→ Sd(C op)
between the subdivision of C and the subdivision of the opposite category.
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Proof. The claimed isomorphism sends each m-simplex (3.1.2) in SdC to the m-
simplex
x(m)
fm
−−−→ x(m − 1) −−−→ · · · −−−→ x(1)
f1
−−−→ x(0)
in Sd(C op). If µ is a arrow [m]→ [n] in ∆, write µ′ for the arrow [m]→ [n] defined
by µ′(m − i) = n− µ(i). The claimed map (4.2) is defined on morphisms of SdC
by (σ, ν) 7→ (σ′, ν′). 
Thus, for any statement about the relationship between SdC and C , there is a
dual statement about SdC and C op.
Example 4.3. For any small groupoid G we have the inversion isomorphism
G op → G defined on morphisms by f 7→ f−1. The subdivision of this isomorphism
is a map Sd(G op)→ SdG , which can be composed with the map SdG → Sd(G op)
from Lemma 4.1 to obtain an isomorphism αG : SdG → SdG . This functor αG
sends each m-simplex (3.1.2) of SdG to the m-simplex
x(m)
f−1m−−−→ x(m− 1) −−−→ · · · −−−→ x(1)
f
−1
1−−−→ x(0).
Note that Sd is faithful, as any functor F : B → C is determined by where SdF
sends the 0 and 1-simplices of SdB. Unless the groupoid G is a discrete category,
the map αG is not equal to the subdivision of any automorphism G → G . Thus,
for any automorphism ξ of a non-discrete groupoid G we find an automorphism
αG ◦ Sd ξ of the category SdG . Therefore, we have the inequality
|Aut(SdG ) | ≥ 2 · |Aut(G ) |.
in the case where G is not discrete.
Lemma 4.4. The functor Sd preserves coproducts. A category C is connected if
and only if its subdivision SdC is connected.
Proof. Subdivision Sd is given by the composite Π◦Sds ◦N . Here Π : sSet→ Cat
is left adjoint to N , and Sds : sSet → sSet denotes barycentric subdivision of
simplicial sets. The functors Π and Sds are left adjoints, and the nerve functor N
preserves coproducts, so Sd does too. Therefore, if SdC is connected then C must
be connected, for otherwise we would have C = ∐iCi and hence SdC = ∐iSdCi.
Suppose now that C is a connected category. To prove that SdC is connected
we will introduce some new notation. For an object c in C , let 〈 c 〉 denote the
0-simplex [0] → C sending 0 to c. For a morphism f in C , let ≺f≻ denote the
1-simplex [1]→ C that sends the morphism [0 < 1] to f .
For any non-identity morphism f in C there are arrows
〈dom f 〉
(id[0],δ)
−−−−−→≺f≻ and 〈 cod f 〉
(id[0],δ
′)
−−−−−→≺f≻
in SdC , where δ and δ′ are the monomorphisms [0]→ [1] having respective images
{0} and {1}. Thus, for any sequence
a b c · · ·
f g h
of objects in C , there is a sequence
〈 a 〉 →≺f≻← 〈 b 〉 →≺g≻← 〈 c 〉 →≺h≻← · · ·
of objects in SdC . Therefore, all 0-simplices are in the same connected component.
To complete the proof, let δ : [0]→ [m] demote the morphism that sends 0 to 0, and
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note that for any m-simplex x in SdC there is a morphism (id[0], δ) whose domain
is the 0-simplex δ∗x and whose codomain is x. Thus all object of SdC belong to a
single connected component. 
Note that the single-object category [0] is isomorphic to its subdivision Sd [0]. It
follows from the previous lemma that any discrete category C is isomorphic to its
own subdivision.
5. SdC encodes objects and arrows of C
This section concerns the relationship between a category and its subdivision.
We identify categorical properties of SdC that correspond to certain structures in
the category C . The identified properties of SdC are preserved by isomorphism:
supposing that SdB ∼= SdC for some category B, the structures of C will appear
the same was in B. For example, B is a groupoid if and only if C is a groupoid.
Notation 5.0.1. As in Section 3, for any objects x and y in SdC , we regard the
morphisms x→ y in SdC as pairs (σ, ν) of morphisms in ∆ satisfying
(1) ν is a monomorphism,
(2) σ is an epimorphism, and
(3) there is equality σ∗x = ν∗y.
As in Section 4, for any object a of C we let 〈 a 〉 : [0]→ C denote the 0-simplex
that represents a. Given a morphism f in C , write ≺f≻ : [1] → C for the 1-
simplex that represents f . We extend this notation as follows: given a sequence
f1, . . . , fm of morphisms in C satisfying dom fn+1 = cod fn for 1 ≤ n < m, write
≺fm| · · · |f1≻ for the m-simplex x : [m]→ C given by the diagram
x(m)
fm
←−−− x(m − 1)←−−− · · · ←−−− x(1)
f1
←−−− x(0)
in C , where fi is equal to x([i − 1 < i]) for each i above. This notation is inspired
by the “bar construction” on groups.
For a natural number m, identify each nonempty subset S of
{0, . . . ,m} with the monomorphism in ∆ having domain
[
|S |− 1
]
,
codomain [m], and image S. For example, if x equals ≺g|f≻ for
some morphisms f : a→ b and g : b→ c, then we can identify {0, 1}
and {0, 2} with injections [1] → [2] to obtain equalities {0, 1}∗x =
[2]
x

[1]
{0,1}
oo
≺f≻~~⑥⑥
⑥⑥
⑥⑥
⑥
C
≺f≻ and {0, 2}∗x = ≺g ◦ f≻.
Recall that the non-degenerate root of an m-simplex y : [m] → C is the unique
non-degenerate simplex λ(y) : [n] → C that satisfies ω(y)∗λ(y) = y for some
surjection ω(y) : [m]։ [n]. Setting y = ≺fm| · · · |f1≻, we obtain λ(y) by omitting
identity arrows from the sequence f1, . . . , fm. The map ω(y) is uniquely determined
by the equations
(5.0.2) ω(y)(0) = 0
and
(5.0.3) ω(y)(i+ 1) =
{
ω(y)(i) if fi+1 is an identity morphism
ω(y)(i) + 1 if fi+1 is a non-identity morphism
where (5.0.3) above holds for all i < m. An m-simplex y : [m] → C may be
regarded as an object of SdC precisely when it is non-degenerate.
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Definition 5.0.4. Given an object y of SdC , let mt(y) denote the set
{f ∈Mor (SdC ) | cod f = y}
of morphisms targeting y in SdC .
Proposition 5.0.5. Given an m-simplex y, regarded as an object of SdC , there
is a bijection between the set of nonempty subsets of {0, . . . ,m} and the set mt(y)
of morphisms targeting y. This bijection sends a subset S of {0, . . . ,m} to the
morphism (ω(S∗y), S) : λ(S∗y)→ y in SdC .
Proof. Identifying each subset S with the monomorphism
[
|S | − 1
]
→ [m] having
image S, it suffices to show that the map{
monomorphisms of ∆ targeting [m]
}
→ mt(y)
given by S 7→ (ω(S∗y), S) is bijective. This pair (ω(S∗y), S) is to be regarded as
a morphism from λ(S∗y) to y, witnessed by the equality ω(S∗y)∗λ(S∗y) = S∗y.
Note that ω(S∗y) is an identity map if and only if S∗y is non-degenerate.
The given function is injective: if S1 6= S2 then (ω(S
∗
1y), S1) 6= (ω(S
∗
2y), S2).
To check surjectivity, suppose that (σ, ν) is a morphism z → y in SdC . Writing
S = im(ν) so that S∗y = ν∗y, we obtain the equality S∗y = σ∗z which demonstrates
that z is the non-degenerate root of S∗y. Therefore we have z = λ(S∗y) and
σ = ω(S∗y). 
Lemma 5.0.6. An object y of SdC is an m-simplex if and only if the set mt(y)
has cardinality 2m+1 − 1.
Proof. Every object of SdC is a m-simplex for some m. There are 2m+1 − 1
nonempty subsets of {0, . . . ,m}, and just as many morphisms targeting each m-
simplex. 
Thus the categorical structure of SdC encodes the specific dimension of sim-
plices. Note that if x is an m-simplex and y is an n-simplex such that there exists
some non-identity morphism x→ y in SdC , then we must have inequality m < n.
This is because if (σ, ν) is an epi-mono pair satisfying σ∗x = ν∗y, then we have
domσ = [k] = dom ν for some k satisfyingm ≤ k ≤ n. We obtain a strict inequality
m < n if either σ or ν is a non-identity morphism.
Example 5.0.7 (Automorphisms of Sd [n]). The category [n] is a finite poset.
Therefore, as discussed in Example 3.2.2, there is a canonical isomorphism between
the subdivision Sd [n] and the poset of non-empty subsets of {0, . . . , n}, with order
given by subset inclusion. Under this isomorphism, each 0-simplex 〈 k 〉 of Sd [n] is
sent to the singleton subset {k} of {0, . . . , n}. It follows that each automorphism
of Sd[n] is determined by a permutation of the set 〈 0 〉, . . . , 〈n 〉 of 0-simplices.
Therefore, we have an isomorphism
Aut
(
Sd[n]
)
∼= Sn+1
between the group of automorphisms of Sd[n] and the symmetric group on n + 1
elements. For comparison, the group Aut([n]) is trivial for each natural number n.
Definitions 5.0.8. Let x and y be objects in SdC such that the hom-set SdC (x, y)
is non-empty. Then we say that x is a face of y. If, in addition, x and y are distinct,
then x is a proper face of y. The category of faces of y, written pyq, is the full
subcategory of SdC whose objects are the faces of y.
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The faces of an m-simplex y are precisely the simplices λ(S∗y). This is because,
by Proposition 5.0.5, the maps into y are precisely of the form (ω(S∗y), S) for S a
non-empty subset of {0, . . . ,m}. The proper faces of y are those simplices λ(S∗y)
where S is a proper non-empty subset of {0, . . . ,m}.
Here is an example. Let f , g, and h be distinct non-identity morphisms in C , and
assume that h = g ◦ f . Write y = ≺g|f≻, and set a = dom f , b = cod f = dom g,
and c = cod g. If the objects a, b, c are all distinct then the category of faces pyq is
as in Figure 5. If a equals c and is distinct from b, then pyq is as in Figure 6. If
a = b = c then pyq is as in Figure 7.
y
〈 c 〉 ≺h≻ 〈 a 〉
≺g≻
〈 b 〉
≺f≻
Figure 5
y
≺h≻
〈 a 〉
≺g≻
〈 b 〉
≺f≻
Figure 6
y ≺g≻
≺f≻
≺h≻
〈 a 〉
Figure 7
Note that identity arrows have been omitted from the above diagrams.
Proposition 5.0.9. Let ≺f≻ : [1]→ C be a 1-simplex in SdC . Then the proper
faces of ≺f≻ are 〈 cod f 〉 and 〈dom f 〉.
Proof. By Proposition 5.0.5, the proper faces of ≺f≻ are the non-degenerate roots
λ({0}∗≺f≻) and λ({1}∗≺f≻). Every 0-simplex is non-degenerate, so we have
λ ({0}∗≺f≻) = {0}∗≺f≻ = 〈dom f 〉
and
λ ({1}∗≺f≻) = {1}∗≺f≻ = 〈 cod f 〉. 
Corollary 5.0.10. A non-identity morphism f is an endomorphism if and only if
the 1-simplex ≺f≻ has just one proper face.
≺f≻〈 0 〉 〈 1 〉
Note that SdC does not distinguish which face
of ≺f≻ corresponds to domain and which to
codomain. For example, write f for the arrow 0→ 1
in [1], and consider the category Sd [1] pictured to
the right. Note that the non-identity automorphism of Sd [1] switches 〈 0 〉 with 〈 1 〉.
Thus, Sd introduces symmetry, illustrated generally by the canonical isomorphism
SdC ∼= Sd(C op). At best, we can hope for SdC to encode C “up to opposites.”
5.1. Encoding triangles. We have seen that the proper faces of 1-simplices cor-
respond to their domain and codomain; we now go up one dimension to see how
2-simplices in SdC codify relationships among morphisms in C .
Notation 5.1.1. Given an object y of SdC , write mtn(y) for the set
{f ∈Mor (SdC ) | cod f = y and dom f is an n-simplex}
of morphisms targeting y that have source equal to some non-degenerate n-simplex.
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Some of the coming proofs will require explicit calculation of the sets mt0(y) and
mt1(y) for 2-simplices y. Below we state some general facts that will make such
calculation easier.
Elements of mtn(y) are morphisms (ω(S
∗y), S) : λ(S∗y) → y such that λ(S∗y)
is an n-simplex. Note that the sets mtn(y) partition mt(y). Also, note that λ(S
∗y)
has dimension less than or equal to S∗y, which in turn has dimension equal to |S|−1.
Therefore, to find mtn(y) it is enough to consider only those S with |S | − 1 ≥ n.
Indeed, if |S | − 1 < n then
dim(λ(S∗y)) ≤ dim(S∗y) ≤ |S | − 1 < n,
hence the dimension of λ(S∗y) is less than n, and the morphism (ω(S∗y), S) cannot
be in mtn(y). Finally, note that if y is an m-simplex and if S is equal to the full
set {0, . . . ,m}, then S∗y = y is non-degenerate, in which case we have equality
dim(λ(S∗y)) = dim(y) = m.
Therefore, to find mtn(y) in the case where n < m, it is good enough to consider
the proper subsets S of {0, . . . ,m}.
The next order of business will be to show how Sd encodes inversion. This will
allow us to determine by looking at SdC whether the category C is a groupoid.
Moreover, if G is a groupoid and ≺f≻ is a 1-simplex in SdG , being able to find
≺f−1≻ will help determine whether given 1-simplices ≺g≻ and ≺h≻ satisfy
f ◦ g = h.
Proposition 5.1.2. Let f, g be non-identity morphisms in C satisfying dom f =
cod g. Set y equal to the 2-simplex ≺f |g≻. If f is left-inverse to g then mt0(y) has
four elements and mt1(y) has two elements. On the other hand, if the composite
f ◦ g is not an identity arrow then mt0(y) and mt1(y) have three elements each.
Proof. For any object x of SdC , the hom-set SdC (x, x) contains only one mor-
phism. We have the identity {0, 1, 2}∗y = y, therefore the map from Proposi-
tion 5.0.5 restricts to a bijection between the set of non-empty proper subsets of
{0, 1, 2} and the union mt0(y) ⊔ mt1(y). By counting subsets of {0, 1, 2} we find
|mt0(y) |+ |mt1(y) | = 6.
For each singleton subset {i} we have a morphism with domain {i}∗y, hence
mt0(y) has at least three elements. The subsets {0, 1} and {1, 2} correspond to
morphisms ≺g≻→ y and ≺f≻→ y, thus mt1(y) has size at least two.
It remains to consider the subset {0, 2}. We have {0, 2}∗y =≺f ◦ g≻, and thus
the bijection from Proposition 5.0.5 sends {0, 2} to an arrow
λ(≺f ◦ g≻)→ y
in SdC . If the composite f ◦g is an identity arrow then λ(≺f ◦ g≻) is a 0-simplex.
On the other hand, if f is not left-inverse to g then we have a third element of
mt1(y). 
Given the identification of objects in SdC with simplices of NC , we may think
of each 2-simplex in SdC as witnessing a triangle-shaped commutative diagram in
C .
Definition 5.1.3. Let f , g, and h be morphisms in C , and let y be a 2-simplex of
NC . Say y is of the form
f g
h
if y represents the composite of some pair among
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f, g, h yielding the third morphism. Explicitly, y is of the form
f g
h
if one of the
following is satisfied:
1) f ◦ g = h and y = ≺f |g≻,
2) g ◦ f = h and y = ≺g|f≻,
3) f ◦ h = g and y = ≺f |h≻,
4) h ◦ f = g and y = ≺h|f≻,
5) h ◦ g = f and y = ≺h|g≻,
6) g ◦ h = f and y = ≺g|h≻.
The expression
f g
h
does not encode the order of f , g, and h; the forms
f g
h
and
g h
f
are logically equivalent. We will sometimes label vertices of
these triangles. For example, if y : [2]→ C represents the commutative triangle
(5.1.4)
a
b
c
f g
h .
in C , then we will say that y is of the form
a
b
c
f g
h
. Note that if there is a non-
degenerate 2-simplex of the form
f g
h
then the two morphisms y[0 < 1] and
y[1 < 2] must be non-identity, where [i < j] denotes the morphism i → j in the
category [2]. Therefore, if y is 2-simplex in SdC of the form
f g
id
, then y satisfies
either
1) y = ≺f |g≻ and f is left inverse to g, or
2) y = ≺g|f≻ and g is left inverse to f .
The following Lemma shows how this triangle notation summarizes information
concerning 2-simplices in SdC .
Lemma 5.1.5. Let y : [2] → C be a non-degenerate 2-simplex. Then y is of the
form
g f
h
for some non-identity arrows f , g, and h if and only if there are three
morphisms in the set mt1(y), and these morphisms have respective domains ≺f≻,
≺g≻, and ≺h≻. On the other hand, y is of the form
f g
id
if and only if there
are two morphisms in the set mt1(y), and these morphisms have respective domains
≺f≻ and ≺g≻.
Proof. Let y be a non-degenerate 2-simplex [2]→ C . By definition, y is of the form
f g
h
for some morphisms f , g, and h in C . Assume without loss of generality
that y = ≺f |g≻. Then we have h = g ◦ f , again by definition. Let a, b, c satisfy
a = dom g and cod g = b = dom f and cod f = c
as in the commutative triangle (5.1.4) above. By Proposition 5.0.5, the non-identity
elements of mt(y) are in bijection with the proper non-empty subsets of {0, 1, 2}.
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Suppose first that all three of f , g, and h are non-identity morphisms. Then the
non-identity elements of mt(y) are the morphisms displayed below:
〈 a 〉
(id[0],{0})
−−−−−−→ y ≺g≻
(id[1],{0,1})
−−−−−−−→ y
〈 b 〉
(id[0],{1})
−−−−−−→ y ≺f≻
(id[1],{1,2})
−−−−−−−→ y
〈 c 〉
(id[0],{2})
−−−−−−→ y ≺h≻
(id[1],{0,2})
−−−−−−−→ y.
On the other hand, if f is left-inverse to g then then we must have a = c and
f ◦ g = ida. In this case, writing σ for the unique epimorphism [1] → [0], the
non-identity elements of mt(y) are the morphisms displayed below:
〈 a 〉
(id[0],{0})
−−−−−−→ y ≺g≻
(id,{0,1})
−−−−−−→ y
〈 b 〉
(id[0],{1})
−−−−−−→ y ≺f≻
(id,{1,2})
−−−−−−→ y
〈 a 〉
(id[0],{2})
−−−−−−→ y 〈 a 〉
(σ,{0,1})
−−−−−−→ y.
Thus we have |mt0(y)| = 4 and |mt1(y)| = 2 if f is left-inverse to g, whereas
|mt0(y)| = 3 = |mt1(y)| if f ◦ g is non-identity. 
Example 5.1.6. By Lemma 5.0.6 we have |mt0(y)| + |mt1(y)| = 6 for any non-
degenerate 2-simplex y. If y is of the form
a
b
c
f g
h
and satisfies |mt0(y) | = 3, then the morphisms in mt0(y) have respective domains
〈 a 〉, 〈 b 〉, and 〈 c 〉, as in Figures 5 through 7.
Suppose instead that y is of the form
a
b
a
f g
ida
,
satisfying |mt0(y) | = 4. Letting σ denote the unique epimorphism [1] → [0], the
elements of mt0(y) are given by the pairs
(σ, {0, 2}) : 〈 a 〉 → y,
(id[0], {0}) : 〈 a 〉 → y,
(id[0], {1}) : 〈 b 〉 → y, and
(id[0], {2}) : 〈 a 〉 → y.
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If a and b are distinct, then pyq appears as in Figure 8. If a = b but f 6= g, then
pyq is as in Figure 9. If f = g then pyq is as in Figure 10.
y≺f≻ ≺g≻
〈 b 〉
〈 a 〉
Figure 8
y ≺g≻≺f≻
〈 a 〉
Figure 9
y≺f≻
〈 a 〉
Figure 10
Lemma 5.1.7 (Inverse criterion). A non-identity morphism f in C is self-inverse
if and only if there exists a 2-simplex of the form
f f
id
in SdC . For distinct
non-identity morphisms f and g in C , f is the two-sided inverse to g if and only
if there exist two distinct 2-simplices of the form
f g
id
.
Proof. If there is a 2-simplex of the form
f f
id
then it must be equal to≺f |f≻. In
this case f is left inverse to f (by Proposition 5.1.2). Conversely, if f is self-inverse
then the 2-simplex ≺f |f≻ is of the form
f f
id
.
Suppose now that f and g are distinct and that SdC contains two 2-simplices
of the form
f g
id
. These 2-simplices must equal ≺f |g≻ and ≺g|f≻, so f is
left inverse to g and vice versa. Conversely, if f is the two-sided inverse to g then
≺f |g≻ and ≺g|f≻ are of the form
f g
id
. 
Thus, the subdivision SdC encodes whether the morphisms in C are invertible.
Example 5.1.8 (Automorphisms of SdD3). This example illustrates how the cat-
egorical structure of a subdivision SdC might fail to distinguish between the com-
posites f ◦ g and g ◦ f of endomorphisms f and g in C .
Let r and s be generators for the six-element dihedral group D3.
D3 = 〈 r, s | r
3, s2, rsrs 〉
Let φ denote the automorphism D3 → D3 that sends r to r
2 and s to s. Let
αD3 denote the map from Section 4 defined by ≺fm| · · · |f1≻ 7→≺f
−1
1 | · · · |f
−1
m ≻.
Below is a comparison of the maps αD3 and Sdφ with the composite αD3 ◦ (Sd φ).
αD3 : SdD3 → SdD3 Sdφ : SdD3 → SdD3 αD3 ◦ Sdφ : D3 → D3
≺r≻ 7→≺r−1≻ ≺r≻ 7→≺r−1≻ ≺r≻ 7→≺r≻
≺s≻ 7→≺s≻ ≺s≻ 7→≺s≻ ≺s≻ 7→≺s≻
≺rs≻ 7→≺rs≻ ≺rs≻ 7→≺sr≻ ≺rs≻ 7→≺sr≻
Note in particular that the composite αD3 ◦ Sdφ sends r to r and s to s, but does
not send rs to rs.
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Given 1-simplices≺f≻ and≺g≻ corresponding to composable endomorphisms
f and g in a groupoid G , we will show in the following section that the categorical
structure of SdG allows to pick out the set {≺f ◦ g≻,≺g ◦ f≻} of 1-simplices
corresponding to the composites of f ◦g and g ◦f . Of course, these composites may
or may not be distinct.
6. SdG encodes composition in G up to opposites
This section builds on the previous one. As Lemma 6.0.2 will demonstrate, the
assumption that the morphisms f and g are invertible will make it easier to count
2-simplices of the form
f g
h
. Therefore, we now restrict our attention from small
categories to small groupoids. We will show how the categorical structure of SdG
determines which triples (≺f≻,≺g≻,≺h≻) satisfy one of the equations f ◦ g = h
and g ◦ f = h.
Definition 6.0.1. Let f, g be non-identity arrows in a groupoid G , and let y be a
2-simplex in SdG . Say that y is a filler for the triangle f g if y is of the form
f g
id
or of the form
f g
h
for some morphism h in G . Such an h is called a third
side of f g .
Because a fillers of f g are objects in SdG , any such filler y must be non-
degenerate. The third sides of a given triangle are classified as follows.
Lemma 6.0.2 (Possible third sides). Let f and g be non-identity morphisms in a
groupoid G , and suppose that h is a third side of the triangle f g . Then h must
equal one of the following six composites:
(6.0.3) f ◦ g, g ◦ f, f−1 ◦ g, g ◦ f−1, f ◦ g−1, g−1 ◦ f.
Proof. Assuming that f and g are invertible, the composites (6.0.3) are the values
of h corresponding to each of the cases in Definition 5.1.3. Explicitly, any filler of
f g must be one of the six diagrams [2]→ G displayed below:
f g
fg
f g
gf
f g
f−1g
f g
gf−1
f g
fg−1
f g
g−1f
≺f |g≻ ≺g|f≻ ≺f |f−1g≻ ≺gf−1|f≻ ≺fg−1|g≻ ≺g|g−1f≻

Note that some or all of the formal composites (6.0.3) may be undefined, de-
pending on how the domain and codomain of f and g match up.
6.1. Composites in Groupoids. Suppose that f and g are endomorphisms of an
object in a groupoid G , and that the composites f ◦ g and g ◦ f are distinct. The
categorical structure of SdG need not distinguish between the 1-simplices ≺f ◦ g≻
and ≺g ◦ f≻, as in Example 5.1.8 on page 16. It is possible, however, to pick the
1-simplices ≺f ◦ g≻ and ≺g ◦ f≻ out from among the other 1-simplices in SdG .
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Generally, given non-identity morphisms f and g in G satisfying dom f = cod g
or dom g = cod f , the local structure of SdG near ≺f≻ and ≺g≻ determines
whether a given 1-simplex ≺h≻ satisfies h = f ◦ g or h = g ◦ f . This will be key
in proving functorality of the map ψ mentioned in the introduction.
To achieve this result, we introduce some terminology concerning relationships
between arrows in G . Each definition below can be formulated in terms of the
proper faces {〈dom f 〉, 〈 cod f 〉} of 1-simplices ≺f≻.
Definitions 6.1.1.
(1) End-to-end morphisms : · · · or · · · or · · ·
Morphisms f and g are end-to-end if neither f nor g is an endomorphism
and the intersection {dom f, cod f}∩ {domg, cod g} has one element. Note
that this implies the three dots are necessarily distinct.
(2) Ends-to-ends morphisms : · · or · ·
Morphisms f and g are ends-to-ends if neither f nor g is an endomorphism
and there is equality {dom f, cod f} = {dom g, cod g}. This means that the
intersection {dom f, cod f} ∩ {dom g, cod g} has two elements.
(3) End-to-endo morphisms : · · or · ·
Morphisms f and g are end-to-endo if f is not an endomorphism, g is an
endomorphism, and the intersection {dom f, cod f}∩{dom g, cod g} has one
element.
(4) Endo-to-endo morphisms : ·
Morphisms f and g are endo-to-endo if they are both endomorphisms of a
common object.
(5) Unrelated morphisms
Morphisms f and g are unrelated if the sets {dom f, cod f} and {dom g, cod g}
have no elements in common.
For example, non-endomorphisms f and g in G are end-to-end if and only if
≺f≻ and ≺g≻ have one face in common. A non-identity morphism f is an
endomorphism if and only if the 1-simplex ≺f≻ has exactly one proper face.
Definition 6.1.2. Let f and g be end-to-end morphisms. We say that f and g are
sequential if dom f = cod g or dom g = cod f . We say that f and g are coinitial if
dom f = dom g, and that f and g are coterminal if cod f = cod g.
Definition 6.1.3. Let f and g be ends-to-ends morphisms. We say that f and g
are parallel if dom f = dom g and cod f = cod g. We say that f and g are opposed
if dom f = cod g and dom g = cod f .
Observe that end-to-end morphisms are sequential if and only if they can be
composed in some order. Similarly, ends-to-ends morphisms are opposed if and
only if they can be composed in either order. Note that unrelated morphisms are
never composable, and that end-to-endo and endo-to-endo morphisms are always
composable. Below are criteria for the composability of end-to-end and ends-to-
ends morphisms.
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Proposition 6.1.4. Let f and g be end-to-end morphisms in G . There exists a
unique filler for the triangle f g if and only if f and g are sequential. There is
more than one filler for f g if and only if f and g are coinitial or coterminal.
Proof. It will suffice to show that if f and g are coinitial or coterminal then there
are exactly two fillers for f g , and that if f and g are sequential, then there is
exactly one filler for f g .
Given distinct elements i and j of the set {0, 1, 2}, we will write [i < j] for the
morphism from i→ j in the category [2]. If y is a 2-simplex in SdG , i.e. a functor
[2]→ G that sends [0 < 1] and [1 < 2] to non-identity arrows, then:
(1) the domain of y[0 < 1] equals the domain of y[0 < 2],
(2) the codomain of y[1 < 2] equals the codomain of y[0 < 2], and
(3) y[1 < 2] and y[0 < 1] are composable.
Given a 2-simplex y in SdG that fills f g , we must have f = y[i < j] and
g = y[k < l] for some distinct morphisms [i < j] and [k < l] in [2]. Functors
preserve domain and codomain; by looking at the source and target of f and g, we
can rule out combinations of i, j, k, l.
Suppose first that f and g are coinitial. Then any filler y of f g must satisfy
either
• f = y[0 < 1] and g = y[0 < 2], or
• f = y[0 < 2] and g = y[0 < 1].
To see this, note that y sends coinitial pairs in [2] to coinitial pairs in G , and
similarly for sequential and coterminal pairs. Write f = y[i < j] and g = y[k < l],
and note that f and g are neither sequential nor coterminal. By contraposition,
[i < j] and [k < l] are neither sequential nor coterminal. Thus the preimages of f
and g must be [0 < 1] and [0 < 2].
If f = y[0 < 1] and g = y[0 < 2] then we must have (y[1 < 2]) ◦ f = g, hence
y is the 2-simplex ≺gf−1|f≻. If f = y[0 < 2] and g = y[0 < 1] then we have
(y[1 < 2]) ◦ g = f , hence y is the 2-simplex ≺fg−1|g≻. Thus, there are exactly
two fillers for f g .
The argument is similar supposing that f and g are coterminal. Of all end-
to-end morphism pairs in the category [2], only [1 < 2] and [0 < 2] are neither
coinitial nor sequential. Therefore, if y fills f g then we must have f = y[1 < 2]
and g = y[0 < 2], or vice versa. These two possibilities correspond to the cases
y = ≺f |f−1g≻ and y = ≺g|g−1f≻. The coterminal case is dual to the coinitial
case in a sense made precise by the isomorphism SdG → Sd(G op) from Lemma 4.1,
which sends each n-simplex ≺f1| · · · |fn≻ in SdG to the n-simplex ≺fn| · · · |f1≻
in Sd(G op).
Finally, suppose that f and g are sequential. If dom f = cod g and if y fills f g
then we have f = y[1 < 2] and g = y[0 < 1], hence y equals ≺f |g≻. Similarly, if
dom g = cod f and if y fills f g then we have g = y[1 < 2] and f = y[0 < 1],
hence y equals ≺g|f≻. In either case, there is only one possible filler y. 
Note that the above result can fail if f and g are not invertible.
Corollary 6.1.5. Let f and g be end-to-end morphisms in G . Then f and g are
sequential if and only if there is a unique third side of the triangle f g . This
third side is necessarily equal to the composite of f and g.
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Proof. Suppose first that f and g are sequential. The previous proposition shows
that there is a unique 2-simplex filler, and thus a unique third side, for the given
triangle f g .
For the reverse implication, suppose that f and g are not sequential; we will
show that there are two distinct third sides for the given triangle. Note that non-
sequential end-to-end morphisms must be either coinitial or coterminal.
Supposing first that f and g are coinitial, we have two 2-simplex fillers for f g ,
namely ≺gf−1|f≻ and ≺fg−1|g≻. The corresponding third sides are gf−1 and
fg−1, which must be distinct because cod f 6= cod g.
Similarly, if f and g are coterminal then we have third sides g−1f and f−1g of
f g . These third sides must be distinct because dom g 6= dom f . 
The following result is analogous to the previous proposition, concerning ends-
to-ends morphisms.
Proposition 6.1.6. Let f and g be distinct ends-to-ends morphisms in G . There
are four fillers for f g if and only if f and g are parallel. There are two fillers
for the triangle f g if and only if f and g are opposed.
Proof. It will suffice to show that if f and g are parallel then there are exactly four
fillers for f g , and that if f and g are opposed, then there are exactly two filler
for f g . As in the previous proof, we will write [i < j] for the morphism i → j
in [2].
Suppose first that f and g are parallel, and that y fills f g . Then we must
have f = y[i < j] and g = y[k < l] for some distinct morphisms [i < j] and [k < l]
in [2]. Moreover, the morphisms [i < j] and [k < l] cannot be composable because
f and g are not composable. This means that i 6= l and j 6= k. Therefore, if y fills
f g then there are four possibilities:
(1) f = y[0 < 1] and g = y[0 < 2],
(2) g = y[0 < 1] and f = y[0 < 2],
(3) f = y[0 < 2] and g = y[1 < 2], or
(4) g = y[0 < 2] and f = y[1 < 2].
Thus, there are at most four fillers.
The cases (1)-(4) above correspond (respectively) to the 2-simplices
y1 = ≺gf−1|f≻, y2 = ≺fg−1|g≻, y3 = ≺f |f−1g≻, y4 = ≺g|g−1f≻.
To prove that there are exactly four fillers for f g , we must show that the above
fillers yi are all distinct. By looking at the values y(0), y(1), y(2), we see that the
only pairs among the fillers yi that could be equal are y1, y2 and y3, y4. We have
y1 6= y2 because
y1[0 < 1] = f 6= g = y2[0 < 1],
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and similarly we have y3 6= y4 because y3[1 < 2] 6= y4[1 < 2]. Thus, there are
exactly four fillers for f g .
Suppose now that f and g are opposed. The 2-simplices≺f |g≻ and ≺g|f≻ are
of the form
f g
fg
and
g f
gf
, respectively. We must show that these are these
are the only two 2-simplices that fill f g . By the proof of Lemma 6.0.2, which
lists all potential fillers of f g , any filler which is not equal to ≺f |g≻ or≺g|f≻
must be equal to one of the four fillers
≺gf−1|f≻, ≺fg−1|g≻, ≺f |f−1g≻, ≺g|g−1f≻.
But f and g are opposed, so we have dom f 6= dom g and cod f 6= cod g. Therefore
none of the composites gf−1, fg−1, f−1g, and g−1f are valid, hence none of the four
fillers above are defined. It follows that there are exactly two fillers for f g . 
Corollary 6.1.7. If f and g are opposed ends-to-ends morphisms in G , then there
are exactly two third sides of f g , namely f ◦ g and g ◦ f .
Proposition 6.1.8. Let f and g be end-to-endo morphisms in G . Then h is the
composite of f and g if and only if
(1) h and f are parallel ends-to-ends morphisms, and
(2) h is a third side of the triangle f
−1 g .
Proof. There are two cases: either cod f = dom g = cod g, or
dom f = dom g = cod g. Assume first that cod f = dom g = cod g,
as in the diagram to the right.
· ·
f
g
One implication is clear: the composite g ◦ f is parallel to f because g is an
endomorphism, and if we set h = g ◦ f then the 2-simplex ≺h|f−1≻ is witness to
h being a third side of f
−1 g .
For the reverse implication, suppose that h is a third side of f
−1 g and that
h is parallel to f . Then h and f−1 are opposed ends-to-ends morphisms. By the
definition of third sides, there must exist some non-degenerate 2-simplex of the
form
f−1 g
h
in SdG . Thus, g is a third side of the triangle f
−1
h , and it follows
from Corollary 6.1.7 above that g is equal to f−1 ◦ h or to h ◦ f−1. But g is an
endomorphism of the object cod f , whereas f−1 ◦ h is an endomorphism of dom f .
Because dom f 6= cod f , we must have g = h ◦ f−1 and therefore g ◦ f = h.
If we suppose instead that dom f = dom g = cod g, then the proof follows by a
similar argument. 
The remainder of this section establishes a result analogous to Propositions 6.1.4-
6.1.8, pertaining to the case where f and g are endo-to-endo. For the time being
we will drop the composition symbol, writing (for example) fg for the composite
f ◦ g and f2 for the composite f ◦ f . If f is self-inverse, then we will write f2 = id.
The lemma below concerns composites f2.
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Lemma 6.1.9 (Square criterion). Let f and h be non-identity endomorphisms in
G . Then f2 = h if and only if SdG contains a non-degenerate 2-simplex of the
form
f f
h
.
Proof. If f2 = h then the 2-simplex ≺f |f≻ is of the form
f f
h
. Conversely,
suppose that y : [2]→ G is of the form
f f
h
. By Definition 5.1.3, which lists all
possible 2-simplices of the form
f f
h
, we must have f2 = h or fh = f or hf = f .
If fh = f or if hf = f then we have h = id, which contradicts our assumption that
h is non-identity. 
y ≺f2≻≺f≻
〈 a 〉
Figure 11. Let f : a→ a be some endomorphism that is not self-
inverse, and set y = ≺f |f≻. Then pyq is given by the diagram
above.
Remark 6.1.10. Given a non-degenerate 2-simplex y : [2]→ G , the category of faces
pyq is given by one of the Figures 5 through 11. This is to say, these seven Figures
classify the possible categories of faces of 2-simplices. This is true for groupoids,
but not for arbitrary categories. For example, in an arbitrary category we might
have f2 = f for some non-identity endomorphism f .
Notation 6.1.11. Given morphisms f , g, and h in G , we will write ∃
f g
h
if
there exists a non-degenerate 2-simplex of the form
f g
h
in SdG . The notation
∃n
f g
h
means that there are exactly n distinct non-degenerate 2-simplices of
that form. Similarly, ∄
f g
h
means that no such 2-simplices exist, and ∃≥n
f g
h
means that there are at least n such 2-simplices.
Lemma 6.1.12. Suppose f , g, h, and h′ are endomorphisms in G , the morphisms
f , g, and h are distinct, and a 2-simplex y is simultaneously of the form
f g
h
and
f g
h′
. Then h = h′.
Proof. The morphism h′ is one of the y[i < j] for some 0 ≤ i < j ≤ 1. Therefore h′
equals f or g or h. If h′ equals f or g, then for two distinct pairs i < j, k < l we
have y[i < j] = y[k < l] since y is of the form
f g
h′
. On the other hand, since y is
of the form
f g
h
for f , g, h all distinct, this is impossible. Therefore h = h′. 
Lemma 6.1.13. Let f and h be non-identity endomorphisms in G , and suppose
that f 6= f−1 and f2 6= f−1. If h = f−1, then h = f3 if and only if ∃4
f f2
h
. If
h 6= f−1, then h = f3 if and only if ∃2
f f2
h
.
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Proof. Because f is non-identity and f 6= f−1 and f2 6= f−1, the morphisms
id, f, f2, and f3
are all distinct. The cases h = f−1 and h 6= f−1 above correspond to whether or
not f4 equals id. There are five distinct fillers of f f
2
, displayed below:
≺f |f2≻ ≺f2|f≻ ≺f |f≻ ≺f−1|f2≻ ≺f2|f−1≻.
These fillers are of the form
f f2
f3
,
f f2
f3
,
f f2
f
,
f f2
f−1
, and
f f2
f−1
(respec-
tively).
If f3 = h = f−1, then there are four distinct 2-simplices of the form
f f2
h
,
namely ≺f |f2≻, ≺f2|f≻, ≺f−1|f2≻, and ≺f2|f−1≻. Conversely, if h = f−1
and there are exactly four distinct 2-simplices of the form
f f2
h
, then at least one
of these 2-simplices must be of the form
f f2
f3
. This 2-simplex is simultaneously
of the form
f f2
h
and
f f2
f3
, so it follows by the previous Lemma that h = f3.
On the other hand, if h = f3 6= f−1 then there are two distinct 2-simplices of
the form
f f2
h
, namely ≺f |f2≻ and ≺f2|f≻. Conversely, if h 6= f−1 and there
are exactly two distinct 2-simplices of the form
f f2
h
, then these 2-simplices must
be equal to ≺f |f2≻ and ≺f2|f≻ (for otherwise the previous Lemma would give
f = h = f3 or h = f−1, contradicting our assumptions). The 2-simplices ≺f |f2≻
and≺f2|f≻ are simultaneously of the form
f f2
h
and
f f2
f3
, and it follows from
the previous lemma that h equals h3. 
The corollary below follows directly from the lemma above.
Corollary 6.1.14 (Cube criterion). Let f and h be non-identity endomorphisms
in G , and suppose that f 6= f−1 and f2 6= f−1. Then h = f3 if and only if
either h = f−1 and ∃4
f f2
h
, or h 6= f−1 and ∃2
f f2
h
.
Given a 1-simplex ≺f≻ in SdG such that f is an endomorphism satisfying
f2 6= id and f3 6= id, the previous results can be used (for example) to find the
1-simplices ≺f2≻ and ≺f3≻.
Recall from Lemma 6.0.2 that if a given 2-simplex is of the form
f g
h
, then h
must be one of the composites
(6.1.15) f ◦ g, g ◦ f, f−1 ◦ g, g ◦ f−1, f ◦ g−1, g−1 ◦ f.
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We shall now define notation to set the stage for Lemma 6.1.17, which will state
that under certain conditions on f and g, the number of 2-simplices of the form
f g
h
is equal to the number of composites above that are equal to h.
Notation 6.1.16. Let f and g be non-identity endomorphisms of some object in
G . Suppose that f 6= g Write C(f, g) for the set of quadruples (k, s, l, t) where
(1) (k, l) is equal to (f, g) or (g, f), and
(2) (s, t) is equal to (1, 1) or (1,−1) or (−1, 1).
The six elements of C(f, g) are all distinct, whereas the six composites (6.1.15)
might not all be distinct. The evaluation map ev : C(f, g)→Mor (G ), defined by
ev(k, s, l, t) = kslt, gives a correspondence between the elements of C(f, g) and the
composites (6.1.15). Given this correspondence, we can think of C(f, g) as a set of
“formal composites”. We will later make use of the sets C(f, g) to keep track of
The following Lemma shows that, if we assume f and g are endomorphisms
satisfying f2 6= g and f 6= g2, there is a bijection between C(f, g) and the set of
2-simplex fillers for f g , sending each formal composite (k, s, l, t) to to a filler
whose third side equals kslt. We will later use the set C(f, g) to simplify a counting
argument that involves keeping track of the relationship between 2-simplex fillers
and third sides.
Lemma 6.1.17. Let f and g be non-identity endomorphisms of some object in G .
Suppose that f 6= g and f2 6= g and f 6= g2. For any morphism h in G , the number
of quadruples (k, s, l, t) ∈ C(f, g) satisfying ks ◦ lt = h is equal to the number of
2-simplices of the form
f g
h
.
Proof. Note that for any non-identity f and g satisfying f2 6= g and f 6= g2 as
above, if h is a third side for f g then h must be distinct from f and g.
Every 2-simplex filler of f g must be one of the six 2-simplices
≺f |g≻, ≺g|f≻, ≺f |f−1g≻, ≺gf−1|f≻, ≺fg−1|g≻, ≺g|g−1f≻
displayed in the proof of Lemma 6.0.2. Given the present assumptions on f and g,
these 2-simplices are all distinct. For example, ≺f |g≻ is distinct from ≺f |f−1g≻
because g−1 is a non-identity morphism, and≺f |f−1g≻ is distinct from≺gf−1|f≻
because f2 6= g. Thus we have a bijection
(f, 1, g, 1) 7→≺f |g≻ (g, 1, f, 1) 7→ ≺g|f≻
(f,−1, g, 1) 7→≺f |f−1g≻ (g,−1, f, 1) 7→ ≺g|g−1f≻
(f, 1, g,−1) 7→≺fg−1|g≻ (g, 1, f,−1) 7→ ≺gf−1|f≻
between C(f, g) and the set of 2-simplex fillers for f g . We will let
ζ : C(f, g)→ {2-simplex fillers for f g }
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denote this bijection. Note that ζ sends each quadruple (k, s, l, t) to a 2-simplex of
the form
f g
ks ◦ lt
.
The map ζ restricts to an injection
ζ|h : {γ ∈ C(f, g) | ev(γ) = h} → {2-simplices of the form
f g
h
},
so there are at least as many 2-simplices of the form
f g
h
as there are quadruples
(k, s, l, t) satisfying ks ◦ lt = h. Because ζ is a bijection, we can prove that ζ|h is a
surjection by noting ev(γ) = h whenever ζ(γ) is of the form
f g
h
. Indeed, ζ(γ)
is of the form
f g
ev(γ)
, so if ζ(γ) is also of the form
f g
h
then equality ev(γ) = h
follows from Lemma 6.1.12. 
We now have a way to keep track of 2-simplices of the form
f g
h
by using formal
composites of f , g, f−1, and g−1. We will later define an equivalence relation on
formal composites by
(k, s, l, t) ∼ (k′, s′, l′, t′) ⇐⇒ ev(k, s, l, t) = ev(k′, s′, l′, t′).
This equivalence relation gives a graph structure on the set C(f, g), with edges
between equivalent elements. Such graphs will be used to make easier the com-
putations that underlie the proofs of Propositions 6.1.19 and 6.1.20 below. These
proofs, found in Appendix A, are the combinatorial heart of this paper.
Under the assumption that f and g satisfy
f 6= g, f 6= g−1, f2 6= g, and f 6= g2,
Proposition 6.1.19 below gives conditions that are necessary and sufficient for com-
mutativity fg = gf . Assuming that
(6.1.18) f 6= g, f 6= g−1, f2 6= g, f 6= g2, f2 6= g−1, f−1 6= g2,
Proposition 6.1.20 establishes criteria necessary and sufficient for a given endomor-
phism h to satisfy one (or both) of the equations h = fg and h = gf .
As usual, we aim to encode relationship among f , g, and h in terms of the
structure of the category SdG in a neighborhood of its objects ≺f≻, ≺g≻, and
≺h≻.
Proposition 6.1.19 (Commutativity criterion). Let f and g be non-identity en-
domorphisms in G satisfying f 6= g and f 6= g−1 and f2 6= g and f 6= g2. Then fg
equals gf if and only if for every every third side h of the triangle f g there are
an even number of 2-simplices of the form
f g
h
.
To prove the above, we define a graph G(f, g) whose vertices are the formal
composites C(f, g); the graph is defined to have edge between distinct formal com-
posites γ1 and γ2 whenever ev(γ1) equals ev(γ2). By Lemma 6.1.17, the number of
2-simplices of the form
f g
h
is equal to the size of the connected component of
G(f, g) whose elements (k, s, l, t) satisfy h = ks ◦ lt. By a combinatorial argument,
26 JASHA SOMMER-SIMPSON
we show that fg equals gf if and only if every connected component of G(f, g) has
even cardinality. A full proof is in Appendix A.
Proposition 6.1.20. Let f and g be non-identity endomorphisms of some object
in G satisfying f 6= g and f 6= g−1 and f2 6= g and f 6= g2 and f2 6= g−1 and
f−1 6= g2. Let h be another non-identity endomorphism of the same object in G .
The cases below give criteria under which h is equal to fg or to gf . Cases 1-2 apply
when f2 = g2, and cases 3-4 apply when f2 6= g2. All possibilities are exhausted.
Case 1: Suppose that f2 = id = g2.
• If fg = gf , then h = fg = gf if and only if ∃6
f g
h
.
• If fg 6= gf , then h equals fg or gf if and only if ∃3
f g
h
.
Case 2: Suppose that f2 = g2 and f2 6= id and g2 6= id.
• If fg = gf , then h = fg = gf if and only if ∃2
f g
h
.
• If fg 6= gf , then h equals fg or gf if and only if ∃1
f g
h
or ∃3
f g
h
.
Case 3: Suppose that f2 6= g2, and either f2 = id or g2 = id.
• If fg = gf , then h = fg = gf if and only if ∃4
f g
h
.
• If fg 6= gf , then h equals fg or gf if and only if ∃2
f g
h
or ∃3
f g
h
.
Case 4: Suppose that f2 6= g2 and f2 6= id and g2 6= id.
• If fg = gf , then h = fg = gf if and only if
∃
f g
h
and ∃
f−1 g
h
and ∃
f g−1
h
.
• If fg 6= gf and f2 = g−2, then h equals fg or gf if and only if ∃2
f−1 g
h
and ∃2
f g−1
h
.
• If fg 6= gf and f2 6= g−2, then h equals fg or gf if and only if one of the
following is satisfied:
(1) ∃1
f g
h
and ∃1
f−1 g
h
and ∃1
f g−1
h
, or
(2) ∃1
f−1 g−1
h
and two of the following three existential statements hold:
∃2
f g
h
, ∃2
f−1 g
h
, ∃2
f g−1
h
.
See Appendix A for proof.
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7. Construction of ψ and proof of the main theorem
This section describes how to construct an isomorphism G → H given an iso-
morphism SdB → SdC .
Notation. For convenience, we will write simpm(SdC ) for the set of non-degenerate
m-simplices [m]→ C , regarded as objects in SdC .
This section’s results are predicated on the fact that any isomorphism Ψ : SdB →
SdC sends n-simplices to n-simplices (Proposition 7.1.2), so we have induced maps
Ob (B)
∼=
−→ simp0(SdB)
Ψ
−→ simp0(SdC )
∼=
−→ Ob (C )
and
B1
∼=
−→ simp1(SdB)
Ψ
−→ simp1(SdC )
∼=
−→ C1,
where B1 denotes the set of non-identity morphisms in B, and similarly for C1.
Together these maps determine an isomorphism ψ between the undirected graphs
that underlie B and C .
We will show that the map ψ is “well behaved” if B and C are groupoids: its
restriction to any connected component is a (possibly contravariant) isomorphism
of categories. This will be proved in two steps: we first consider groups, that is,
groupoids with one object (Subsection 7.3), and then prove an analogous result for
connected groupoids that have multiple objects (in Subsection 7.4).
In the general (non-connected) case, we can selectively change the variance of ψ
on those connected components where it was originally contravariant, obtaining a
map that is covariant everywhere. To do this, we use the fact that any groupoid is
isomorphic to its opposite.
7.1. Defining an isomorphism B → C of undirected graphs.
Lemma 7.1.1. Let y be an object of SdB. Any isomorphism Ψ : SdB
∼=
−→ SdC
sends the proper faces of y bijectively to the proper faces of Ψ y.
Proof. Let x be distinct from y. Then x is a proper face of y if and only if the
hom-set SdB(x, y) is non-empty. Given the bijection SdB(x, y) ∼= SdC (Ψ x,Ψ y)
induced by Ψ, we see that x is a proper face of y if and only if Ψ x is a proper face
of Ψ y. 
It is a corollary that any isomorphism Ψ : SdB → SdC restricts to an isomor-
phism pyq ∼= pΨ yq for each object y of SdB. This follows because a category of
faces is a full subcategory.
Proposition 7.1.2. Any isomorphism Ψ : SdB → SdC restricts to a bijection
simpm(SdB)
∼= simpm(SdC ) for each m.
Proof. Suppose that y is an object of SdB. We shall prove that y is an m-simplex
only if Ψ y is an m-simplex. For each x there is a bijection
(7.1.3) SdB(x, y) ∼= SdC (Ψ x,Ψ y)
induced by Ψ, and therefore we have bijection
mt(y) =
∐
x
SdB(x, y) ∼=
∐
Ψx
SdC (Ψ x,Ψ y) = mt(Ψ x).
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Recall from Lemma 5.0.6 that y is an m-simplex if and only if the set mt(y)
has 2m+1 − 1 elements. The desired result follows from the equality |mt(y) | =
|mt(Ψ y) |, demonstrating that y has the same dimension as Ψ y. 
Corollary 7.1.4. If Ψ : SdB → SdC is an isomorphism and y is an object of
SdB, then for each n there is a bijection mtn(y) ∼= mtn(Ψ y) induced by Ψ.
Construction 7.1.5. Let Ψ : SdB → SdC be any isomorphism. Write B1 for
the set of non-identity morphisms of B, and define C1 similarly. There is a unique
map ψ : B → C whose components make the following diagram commute:
simp0(SdB)
Ψ

〈 b 〉 7→ b
// ObB
Ob (ψ)

✤
✤
✤
✤
✤
id //MorB
Mor (ψ)

✤
✤
✤
✤
✤ B1
?
_oo simp1(SdB)
f←[≺f≻
oo
Ψ

simp0(SdC )
〈 c 〉 7→ c
// ObC
id //MorC C1?
_oo simp1(SdC )
f←[≺f≻
oo .
The maps simp0(SdB)→ ObB and simp0(SdC )→ ObC above are the bijections
sending 0-simplices 〈 a 〉 to objects a. Similarly, the maps simp1(SdB) → B1
and simp1(SdC )→ C1 are the bijections sending 1-simplices ≺f≻ to non-identity
morphisms f . Note that MorB and MorC are isomorphic to ObB ∐ B1 and
to ObC ∐ C1, respectively. The components of ψ are uniquely determined by the
above commutative diagram; note that ψ might fail to be functorial. This map ψ
has the following properties:
• For any object b in B, we have Ψ〈 b 〉 = 〈ψ b 〉 and ψ(idb) = idψb .
• For any non-identity morphism f in B, we have Ψ≺f≻ =≺ψ f≻.
The following result shows that this map ψ is an isomorphism between the undi-
rected graphs that underlie B and C .
Lemma 7.1.6. Let Ψ : SdB → SdC be an isomorphism. Then ψ is bijective on
objects and arrows, satisfying
{ψ(dom f), ψ(cod f)} = {dom(ψ f), cod(ψ f)}
for each morphism f of B.
Proof. For any object b in B we have
{ψ(dom idb), ψ(cod idb)} = {ψ b, ψ b}
= {dom(idψ b), cod(idψ b)} = {dom(ψ idb), cod(ψ idb)},
so our result is true for identity morphisms.
Suppose that f is a non-identity morphism. By Lemma 5.0.9, the proper faces
of≺f≻ are 〈dom f 〉 and 〈 cod f 〉, and the proper faces of ≺ψ f≻ are 〈dom(ψ f) 〉
and 〈 cod(ψ f) 〉. We have Ψ≺f≻ = ≺ψ f≻. By Lemma 7.1.1, the isomorphism
Ψ sends proper faces of ≺f≻ bijectively to proper faces of ≺ψ f≻, therefore
{〈ψ(dom f) 〉, 〈ψ(cod f) 〉} = {Ψ〈dom f 〉,Ψ〈 cod f 〉} = {〈dom(ψ f) 〉, 〈 cod(ψ f) 〉}.

If Φ : SdC → SdB is the inverse isomorphism to Ψ, and if we write φ for the
map C → B obtained from Φ as per Construction 7.1.5, then ψ is inverse to φ
(when these maps are regarded as morphisms of graphs).
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It is now possible to prove that the restriction of Sd to the category of small
groupoids is conservative. Suppose that F : G → H is any functor between
groupoids, write Ψ for the functor SdF : SdG → SdH , and suppose that Ψ is an
isomorphism. The induced map ψ : G → H satisfies 〈ψ a 〉 = Ψ〈 a 〉 = 〈F a 〉 and
≺ψ g≻ = Ψ≺g≻ = ≺F g≻ for each object a and non-identity morphism g in G ,
hence we have ψ a = F a and ψ g = F g by injectivity of 〈− 〉 and ≺ −≻. Thus,
we have ψ a = F a and ψ g = F g for all objects a and morphisms g of G .
By construction, we have ψ ida = idψa = idFa = F ida for each object a. Because
F is equal to ψ on each object and morphism in G , and because ψ is bijective on
objects and morphisms, F must be an isomorphism.
7.2. Encoding B with SdB, decoding C from SdC . Suppose that some prop-
erty of B, e.g. invertibility of morphisms, is encoded by the subdivision SdB. As-
suming as before that Ψ : SdB → SdC is an isomorphism, we can show that SdC
encodes the same property in C . This style of argument will be used again and
again: the point of sections 5 and 6 was to encode properties of a given category
so that they could be translated to another category by use of an isomorphism
between the categories’ subdivisions.
The following result shows that ψ assigns morphisms in B to morphisms in C
in a way that respects faces of 2-simplices.
Proposition 7.2.1. Let Ψ : SdB → SdC be an isomorphism. Then Ψ sends
2-simplices of the form
f g
h
bijectively to 2-simplices of the form
ψ f ψ g
ψ h
.
Proof. Because Ψ is invertible, it will be good enough to show that each 2-simplex
of the form
f g
h
is sent by Ψ to a 2-simplex of the form
ψ f ψ g
ψ h
. The idea of
proof is that the form of a 2-simplex y is determined by the set mt1(y) of morphisms
having target y and source equal to some 1-simplex.
By Lemma 5.1.5, y is of the form
f g
h
(for some non-identity morphisms f ,
g, and h) if and only if there are three morphisms in the set mt1(y), and these
morphisms have respective domains ≺f≻, ≺g≻, and ≺h≻. The map Ψ gives a
bijection
SdB(≺f≻, y)
∼=
−→ SdC (Ψ≺f≻,Ψ y) = SdC (≺ψ f≻,Ψ y),
and similar bijections exist for g and h. Therefore, Ψ sends morphisms in mt1(y)
bijectively to morphisms in mt1(Ψ y), which have respective domains ≺ψ f≻,
≺ψ g≻, and ≺ψ h≻. It follows that y is of the form
ψ f ψ g
ψ h
.
Implicit in this line of reasoning is, for example, the claim that if y is of the form
f f
h
for some distinct non-identity arrows f and h, then we have
|SdB(≺f≻, y)| = 2 = |SdC (≺ψ f≻,Ψ y)|
and
|SdB(≺h≻, y)| = 1 = |SdC (≺ψ h≻,Ψ y)|,
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hence Ψ y is of the form
ψ f ψ f
ψ h
. Generally, it is important to keep track of how
many arrows in mt1(y) have domain equal to each given 1-simplex.
By Lemma 5.1.5, a 2-simplex y is of the form
f g
id
if and only if there are two
morphisms in mt1(y), having respective domains ≺f≻ and ≺g≻. By the same
argument as above, the elements of mt1(y) are sent bijectively to those of mt1(Ψ y),
hence Ψ y is of the form
ψ f ψ g
id
. 
Corollary 7.2.2. Let f and g be morphisms in B, and let Ψ : SdB → SdC be
an isomorphism. The fillers of f g are sent bijectively by Ψ to the fillers of
ψ f ψ g. Similarly, the third sides of f g are sent bijectively by ψ to the third
sides of ψ f ψ g.
Proof. By invertibility of Ψ and ψ, it suffices to show that each filler or third side
of f g is sent to a filler or third side of ψ f ψ g.
If y is a filler for f g , then y is of the form
f g
h
for some h. The 2-simplex
Ψ y is of then of the form
ψ f ψ g
ψ h
, so Ψ y is a filler for ψ f ψ g.
If h is a third side of the triangle f g , then there exists some 2-simplex y of
the form
f g
h
. Because Ψ y is of the form
ψ f ψ g
ψ h
, the morphism ψ h is a third
side of the triangle ψ f ψ g . 
The result below follows from the fact that a graph isomorphism preserves rela-
tionships between edges.
Proposition 7.2.3. Let Ψ : SdB → SdC be an isomorphism. An arrow f of
B is an endomorphism if and only if ψ f is an endomorphism. Arrows f and g
in B are end-to-end if and only if ψ f and ψ g are end-to-end, and similarly for
ends-to-ends, end-to-endo, endo-to-endo, and unrelated pairs of morphisms f, g. In
the end-to-endo case, ψ preserves which morphism is the endomorphism.
Proof. Because ψ is an isomorphism of graphs, we have a set bijection
{dom f, cod f} ∼= {dom(ψ f), cod(ψ f)}.
Thus, f is an endomorphism if and only if | {dom f, cod f} | = 1, if and only if
| {dom(ψ f), cod(ψ f)} | = 1, if and only if ψ f is an endomorphism.
Because it is bijective, ψ commutes with ∩. Therefore, we have a set bijection
{dom f, cod f} ∩ {dom g, cod g} ∼= {dom(ψ f), cod(ψ f)} ∩ {dom(ψ g), cod(ψ g)}.
The cardinalities of these sets determine the relationship between f and g (in the
sense made precise by the Definitions 6.1.1 of end-to-end, ends-to-ends, end-to-endo,
endo-to-endo, and unrelated morphisms).
For example, f and g are end-to-end if and only if neither f nor g is an endomor-
phism and the intersection {dom f, cod f} ∩ {dom g, cod g} has one element. This
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holds if and only if ψ f and ψ g are non-endomorphisms satisfying
| {dom(ψ f), cod(ψ f)} ∩ {dom(ψ g), cod(ψ g)} | = 1.
The other cases are similar. 
Proposition 7.2.4. Let Ψ : SdB → SdC be an isomorphism, and let f be a
morphism of B. Then f is invertible if and only if ψ f is invertible. If f is
invertible then ψ(f−1) is equal to (ψ f)−1.
Proof. By construction, ψ is bijective on identity arrows. Therefore, f is an identity
morphism in B if and only if ψ f is an identity morphism in C .
Now, suppose that f is a non-identity morphism. The following are equivalent:
(1) f2 = id
(2) There is a 2-simplex in SdB of the form
f f
id
(3) There is a 2-simplex in SdC of the form
ψ f ψ f
id
(4) (ψ f)2 = id.
Equivalence of points (2) and (3) above follows from Proposition 7.2.1. Equivalence
of points (1) and (2) and of points (3) and (4) follow from Lemma 5.1.7. Thus, we
have equality ψ(f−1) = ψ f = (ψ f)−1.
Finally, supposing that f and g are distinct non-identity morphisms in B, the
following are equivalent:
(1) f = g−1
(2) There are two 2-simplices in SdB of the form
f g
id
(3) There are two 2-simplices in SdC of the form
ψ f ψ g
id
(4) ψ f = (ψ g)−1.
As before, equivalence of (2) and (3) follows from Proposition 7.2.1, and Lemma
5.1.7 gives the other equivalences. We conclude that ψ(f−1) = ψ g = (ψ f)−1. 
Corollary 7.2.5. Let G be a groupoid and let C be a category. if SdG is isomorphic
to SdC then C is a groupoid.
Proof. Take an isomorphism Ψ : SdG → SdC , and write ψ for the induce iso-
morphism of undirected graphs. Every morphism g of G is invertible, so every
morphism ψ g of C is invertible, having inverse equal to ψ(g−1). 
The proof of Proposition 7.2.4 uses the fact that 2-simplices of the form
f g
id
encode whether f and g are inverse morphisms. An analogous statement about ψ f
and ψ g is derived by considering 2-simplices of the form
ψ f ψ g
id
. Generally, the
relationship between morphisms f and g is determined by the 2-simplex fillers for
f g , as well as by the fillers for f
−1 g and f g
−1
and f
−1 g−1.
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We now restrict our attention to groupoids. The construction below concerns
a map ψ′ that satisfies dom(ψ f) = cod(ψ′ f) and cod(ψ f) = dom(ψ′ f) for each
morphism f . This will be useful later, as there is no a priori guarantee that the
map ψ should be covariant.
Construction 7.2.6. Let G and H be groupoids and let Ψ : SdG → SdH
be an isomorphism. Write Ψ′ : SdG → SdH for the composite Ψ ◦ αG , where
αG : SdG → SdG is the map ≺fm| · · · |f1≻ 7→≺f−11 | · · · |f
−1
m ≻ defined in Section
4. Write ψ′ for the map obtained from Ψ′ per Construction 7.1.5.
Proposition 7.2.7. Define ψ′ as above. We have ψ′a = ψ a for each object a of
G , and ψ′f = ψ f−1 for each morphism f of G .
Proof. We have
≺ψ′ a≻ = Ψ′≺a≻ = Ψ≺a≻ = ≺ψ a≻
and
〈ψ′ f 〉 = Ψ′〈 f 〉 = Ψ〈 f−1 〉 = 〈ψ(f−1) 〉
for each object a and non-identity morphism f of G . By injectivity of the maps
sending a to 〈 a 〉 and f to ≺f≻, we have ψ′ a = ψ a and ψ′ f = ψ f−1. 
Note that the map ψ′ defined above is equal to the composite ψ ◦ γ, where γ is
the (covariant) functor G op → G defined on morphisms by g 7→ g−1.
7.3. Single-object groupoids. It is now possible to prove this paper’s main result
in the special case of groups. We will first state two Lemmas concerning squares
and commutativity in groupoids that have one object. Next, we will show that if
G and H are groups and if Ψ : SdG → SdH is an isomorphism, then the identity
(7.3.1) ψ({fg, gf}) = {(ψ f)(ψ g), (ψ g)(ψ f)}
is satisfied for all f and g in G . Finally, a group-theoretic result of Bourbaki will
be used to show that the condition (7.3.1) is sufficient to establish an isomorphism
between G and H .
We begin by proving that ψ(f2) = (ψ f)2 and ψ(f3) = (ψ f)3.
Lemma 7.3.2. Let G and H be groups, let Ψ : SdG → SdH be an isomorphism,
and let f and h be any morphisms of G . Then f2 = h if and only if (ψ f)2 = ψ h.
Proof. By Lemma 7.2.4, we have f2 = id if and only if (ψ f)2 = id. Thus, if f2 = id
then
f2 = h ⇐⇒ h = id ⇐⇒ ψ h = id ⇐⇒ (ψ f)2 = ψ h
because ψ sends the identity morphism of G to the identity morphism of H .
Now, suppose that f2 is a non-identity morphism. Then the result follows from
Lemma 6.1.9, which states that f2 equals h if and only if there exists a 2-simplex
in SdG of the form
f f
h
. The following are equivalent:
(1) f2 = h
(2) There is a 2-simplex in SdG of the form
f f
h
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(3) There is a 2-simplex in SdH of the form
ψ f ψ f
ψ h
(4) (ψ f)2 = ψ h. 
It follows in particular that ψ(f2) = ψ(f)2.
Lemma 7.3.3. Let G and H be groups, let Ψ : SdG → SdH be an isomorphism,
and let f and h be any morphisms of G . Then f3 = h if and only if (ψ f)3 = ψ h.
Proof. The following are equivalent:
(1) f2 is inverse to f
(2) ψ(f2) is inverse to ψ f
(3) (ψ f)2 is inverse to ψ f .
Therefore,
f3 = id ⇐⇒ f2 = f−1 ⇐⇒ (ψ f)2 = (ψ f)−1 ⇐⇒ (ψ f)3 = id.
Now, suppose that f3 is not the identity morphism of G . We cite Corollary 6.1.14,
which gives criteria for determining whether f3 = h by counting 2-simplices of the
form
f f2
h
, to show that the following are equivalent:
(1) f3 = h
(2) either h = f−1 and ∃4
f f2
h
, or h 6= f−1 and ∃2
f f2
h
(3) either ψ h = ψ f−1 and ∃4
ψ f (ψ f)2
ψ h
, or ψ h 6= ψ f−1 and ∃2
ψ f (ψ f)2
ψ h
(4) (ψ f)3 = ψ h. 
The following two results are the fruit of calculations occurring in the Appendix.
The first result shows that commutativity is preserved by ψ; the second shows that,
in the context of groups, ψ(fg) is equal to (ψ f)(ψ g) or to (ψ g)(ψ f).
Lemma 7.3.4. Let G and H be groups, let Ψ : SdG → SdH be an isomorphism,
and let f and g be morphisms of G . Then fg = gf if and only if (ψf)(ψg) =
(ψg)(ψf)
Proof. First, suppose that f or g is equal to the identity arrow in G . Then fg = gf
follows trivially, and we have (ψ f)(ψ g) = (ψ g)(ψ f) because either ψ f or ψ g must
be equal to the identity arrow in H .
Now, suppose that f and g are not identity arrows. Then at least one of the
following statements must be true:
(1) f = g,
(2) f = g−1,
(3) f2 = g,
(4) f = g2,
(5) f 6= g and f 6= g−1 and f2 6= g and f 6= g2.
We will show that the Lemma holds in each of the above cases.
• In case (1), we have fg = f2 = gf and (ψ f)(ψ g) = (ψ f)(ψ f) = (ψ g)(ψ f).
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• In case (2), we have fg = ff−1 = id = f−1f = gf and
(ψ f)(ψ g) = (ψ f)(ψ f)−1 = id = (ψ f)−1(ψ f) = (ψ g)(ψ f).
• In case (3), we have fg = f3 = gf and
(ψ f)(ψ g) = (ψ f)3 = (ψ g)(ψ f).
• Case (4) is analogous to case (3).
• For case (5), recall from Proposition 6.1.19 that, under the given conditions
on f and g, we have fg = gf if and only if there are an even number of 2-
simplices of the form
f g
h
for each h. Thus, the following are equivalent:
(1) fg = gf
(2) There are an even number of
f g
h
for each h
(3) There are an even number of
ψ f ψ g
ψ h
for each h
(4) (ψ f)(ψ g) = (ψ g)(ψ f). 
Proposition 7.3.5. Let G and H be groups, and let Ψ : SdG → SdH be an iso-
morphism. For any pair f, g of morphisms in G there is equality ψ(fg) = (ψ f)(ψ g)
or ψ(fg) = (ψ g)(ψ f).
Proof. Let f and g be some arrows in G . We will use Proposition 6.1.20, which
gives criteria for determining when the a given morphism h is equal to one of the
composites fg and gf . When the hypotheses of Proposition 6.1.20 are not satisfied,
we resort to more elementary means.
First, if f (resp. g) is equal to the identity arrow of G , then ψ f (resp. ψ g) is
the identity arrow of H , in which case the proof follows easily. For example, if
f = id then ψ(fg) = ψ g = (ψ f)(ψ g).
Now, suppose that f and g are not identity arrows. Then at least one of the
following statements must be true:
(1) f = g,
(2) f = g−1,
(3) f2 = g,
(4) f = g2,
(5) f2 = g−1,
(6) f−1 = g2,
(7) f 6= g and f 6= g−1 and f2 6= g and f 6= g2 and f2 6= g−1 and f−1 6= g2.
We will show that the result holds in each of the above cases.
• In case (1), we have ψ(fg) = ψ(f2) = (ψ f)(ψ f) = (ψ f)(ψ g).
• In case (2), we have ψ(fg) = ψ(id) = id = (ψ f)(ψ f)−1 = (ψ f)(ψ g).
• In case (3), we have ψ(fg) = ψ(f3) = (ψ f)(ψ f)2 = (ψ f)(ψ g).
• Case (4) is analogous to case (3).
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• In case (5), we have
ψ(fg) = ψ(f−1) = (ψ f)−1 = (ψ f)(ψ f)−2
= (ψ f)((ψ f)2)−1 = (ψ f)(ψ(g−1))−1 = (ψ f)(ψ g).
• Case (6) is analogous to case (5).
Case (7) above is precisely the list of hypotheses for Proposition 6.1.20. To apply
that Lemma, we will suppose that h is a morphism in G , and we will show that
h equals fg or gf ⇐⇒ ψ h equals (ψ f)(ψ g) or (ψ g)(ψ f),
from which follows the stated result that ψ(fg) is equal to (ψ f)(ψ g) or to (ψ g)(ψ f).
Suppose that conditions (7) above are satisfied by f and g. This section’s earlier
results guarantee that ψ(id) = id, and that the following hold for all h in G :
• ψ(h−1) = ψ(h)−1,
• ψ(h2) = ψ(h)2, and
• ψ(h3) = ψ(h)3.
It is a corollary of these facts, and of the bijectivity of ψ, that f i = gj if and only
if (ψ f)i = (ψ g)j for any i, j in {−2,−1, 0, 1, 2}. Therefore, having assumed that
the conditions (7) are satisfied by f and g, we deduce that the same conditions are
satisfied by ψ f and ψ g:
ψ f 6= ψ g, ψ f 6= (ψ g)−1, (ψ f)2 6= ψ g,
ψ f 6= (ψ g)2, (ψ f)2 6= (ψ g)−1, (ψ f)−1 6= (ψ g)2.
The following points demonstrate that each case listed in the statement of Propo-
sition 6.1.20 applies equally as well to f and g as it does to ψ f and ψ g:
• f and g commute if and only if ψ f and ψ g commute,
• f2 = g2 if and only if (ψ f)2 = (ψ g)2,
• f2 = g−2 if and only if (ψ f)2 = (ψ g)−2, and
• f2 = id if and only if (ψ f)2 = id (and similarly for g).
We will work through the most complicated case explicitly. Suppose that fg 6= gf
and f2 6= g−2, as in case 4 subcase 3 of Proposition 6.1.20. Then the following are
equivalent for any non-identity morphism h in G :
(1) h equals fg or gf
(2) One of the following is satisfied:
(a) ∃1
f g
h
and ∃1
f−1 g
h
and ∃1
f g−1
h
, or
(b) ∃1
f−1 g−1
h
and two of the following three existential statements hold:
∃2
f g
h
, ∃2
f−1 g
h
, ∃2
f g−1
h
.
(3) One of the following is satisfied:
(a) ∃1
ψ f ψ g
ψ h
and ∃1
(ψ f)−1 ψ g
ψ h
and ∃1
ψ f (ψ g)−1
ψ h
, or
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(b) ∃1
(ψ f)−1 (ψ g)−1
ψ h
and two of the following three statements hold:
∃2
ψ f ψ g
ψ h
, ∃2
(ψ f)−1 ψ g
ψ h
, ∃2
ψ f (ψ g)−1
ψ h
.
(4) ψ h equals (ψ f)(ψ g) or (ψ g)(ψ f)
We have used the fact that 2-simplices of the form
f g
h
are in bijection with
those of the form
ψ f ψ g
ψ h
, and similarly when f (resp. g) has been replaced with
f−1 (resp. g−1). The other cases listed in Proposition 6.1.20 have proofs that are
analogous to the above, thus in every case we may conclude that h equals fg or gf
if and only if ψ h equals (ψ f)(ψ g) or (ψ g)(ψ f). 
Corollary 7.3.6. Let G and H be groups, and let Ψ : SdG → SdH be an
isomorphism. For any pair f, g of morphisms in G there is equality
ψ({fg, gf}) = {(ψ f)(ψ g), (ψ g)(ψ f)}.
Proof. From the previous Proposition, we know that the right hand side above is
a subset of the left hand side:
ψ({fg, gf}) = {ψ(fg), ψ(gf)} ⊆ {(ψ f)(ψ g), (ψ g)(ψ f)}.
Let φ : H → G denote the inverse map to ψ, induced by the isomorphism Φ :
SdH → SdG that is inverse to Ψ. Again by the previous Proposition, we have
subset inclusion
φ
(
{(ψ f)(ψ g), (ψ g)(ψ f)}
)
=
{
φ
(
(ψ f)(ψ g)
)
, φ
(
(ψ g)(ψ f)
)}
⊆ {(φψ f)(φψ g), (φψ g)(φψ f)} = {fg, gf}.
It follows that ψ is a bijection between {fg, gf} and {(ψ f)(ψ g), (ψ g)(ψ f)}. 
We can now make use of the following result from group theory, which is appli-
cable because the category of small groups is equivalent to the category of small
single-object groupoids.
Lemma 7.3.7 (Bourbaki).
Let G, G′ be two groups, f : G → G′ a mapping such that, for
two arbitrary elements x, y of G, f(xy) = f(x)f(y) or f(xy) =
f(y)f(x). It is proposed to prove that f is a homomorphism of G
into G′ or a homomorphism of G into the opposite group G′0 (in
other words, either f(xy) = f(x)f(y) for every ordered pair (x, y)
or f(xy) = f(y)f(x) for every ordered pair (x, y)).
The above is quoted directly from Bourbaki’s book [1], in “Exercises for §4”,
Problem 26, p.139. For an elementary proof, see Lemma 4 in Mansfield’s paper
[3] on the group determinant. We now state our theorem in the special case of
single-object groupoids.
Theorem 7.3.8. Let G and H be groups. and let Ψ : SdG → SdH be an
isomorphism. Then there exists an isomorphism P : G → H .
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Proof. By the Bourbaki Lemma, ψ is a possibly-contravariant group isomorphism.
If ψ is covariant then we set P = ψ, and if ψ is contravariant then we set P equal
to the map ψ′ (from Construction 7.2.6) defined by ψ′ a = ψ a and ψ′ f = (ψ f)−1
for objects a and morphisms f in G . Thus, for non-identity morphisms f in G ,
P f =
{
ψ f if ψ is covariant
ψ(f−1) if ψ is contravariant. 
7.4. Connected multi-object groupoids. This subsection establishes a result
analogous to the previous theorem pertaining to connected groupoids that have
multiple objects. The combinatorics from the appendix will not be necessary; this
subsection’s result is significantly easier to prove than that of the previous subsec-
tion.
Let G and H be connected groupoids that have more than one object each, and
let Ψ : SdG → SdH be an isomorphism. Given an arrow f of G that is not an
endomorphism, say that ψ is covariant at f if
(7.4.1) ψ(dom f) = dom(ψ f) and ψ(cod f) = cod(ψ f).
Similarly, say that ψ is contravariant at a given non-endomorphism f if
(7.4.2) ψ(dom f) = cod(ψ f) and ψ(cod f) = dom(ψ f).
Recall from Construction 7.2.6, that there is a map Ψ′ : SdG → SdH defined
as the composite Ψ ◦αG , and that ψ
′ is the map G → H induced by Ψ′. This map
ψ is characterized by the equalities ψ′(a) = ψ(a) for objects a and ψ′(f) = ψ(f)−1
for morphisms f .
We may assume without loss of generality that ψ is covariant at some non-
endomorphism f in G ; if this fails to be the case then ψ is contravariant everywhere,
so we may consider ψ′ instead of ψ to obtain a map that is covariant. Assuming that
ψ is covariant at some non-endomorphism, and that the groupoids G and H are
connected, we will prove that ψ is covariant everywhere, that is, ψ is a morphism
of directed graphs.
Note first that ψ is covariant at f if and only if ψ′ is contravariant at f Indeed,
by the inversion Lemma 7.2.4 we have equality ψ′ f = (ψ f)−1 = ψ(f−1), hence the
domain of ψ f equals the codomain of ψ′ f , and vice versa.
A consequence will be that ψ is functorial: we will show that there is equality
ψ(f ◦ g) = (ψ f) ◦ (ψ g) for every pair f, g of morphisms in G , thereby establishing
an analog to Theorem 7.3.8 pertaining to connected groupoids that have multiple
objects.
Proposition 7.4.3. Let f and g be morphisms of G satisfying
(1) neither f nor g is an endomorphism, and
(2) the sets {dom f, cod f} and {dom g, cod g} are not disjoint, that is, f and
g are not unrelated.
If f and g are end-to-end, f and g are sequential if and only if ψ f and ψ g are
sequential. Similarly, if f and g are ends-to-ends, then f and g are parallel (resp.
opposed) if and only if ψ f and ψ g are parallel (resp. opposed).
Proof. Given the conditions (1) and (2), the morphisms f and g must be end-to-end
or ends-to-ends. Recall from Proposition 7.2.3 that f and g are end-to-end if and
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only if ψ f and ψ g are end-to-end, and similarly in the case where f and g are
ends-to-ends.
Suppose first that f and g are end-to-end sequential morphisms. By Proposition
6.1.4, this is true if and only if there is a unique filler for the triangle f g . By
Corollary 7.2.2, this is true if and only if there is a unique filler forψ f ψ g . Applying
Proposition 6.1.4 once more, this is true if and only if ψ f and ψ g are sequential.
Now, suppose that f and g are non-sequential end-to-end morphisms, that is,
if f and g are coinitial or coterminal. By Proposition 6.1.4, this is true if and
only if there are multiple fillers for f g . By Corollary 7.2.2,ψ f ψ g . Applying
Proposition 6.1.4 again, this is true if and only if ψ f and ψ g are coterminal or
coinitial.
Suppose now that f and g are parallel ends-to-ends morphisms. From Proposi-
tion 6.1.6, we know that this occurs if and only if there are four fillers for f g .
By Corollary 7.2.2, this is true if and only if there are four fillers for triangleψ f ψ g
has four fillers. Applying Proposition 6.1.6 once more, this is true if and only if ψ f
and ψ g are parallel. The proof is similar in case f and g are opposed. 
Corollary 7.4.4. Let f and g be morphisms of G satisfying conditions (1) and (2)
from Proposition 7.4.3. If ψ is covariant at f , then it is covariant at g. It follows
from connectedness that if ψ is covariant at any non-endomorphism f , then ψ is
covariant at every non-endomorphism in G .
Proof. Suppose first that ψ is covariant at f and that f and g are parallel. Because
ψ f and ψ g are parallel, we have
dom(ψ g) = dom(ψ f) = ψ(dom f) = ψ(dom g)
and similarly for codomains, showing that ψ is covariant at g. The proof is similar
in case f and g are opposed or sequential.
Suppose now that ψ is covariant at f and that f and g are coterminal or coinitial.
Then f and g−1 are sequential, so ψ is covariant at g−1. It follows that ψ is covariant
at g because g−1 and g are opposed.
Now, we claim that covariance at any one non-endomorphism f is sufficient to
guarantee covariance everywhere. Indeed, suppose that ψ is covariant at f , writing
a = dom f and b = cod f . Letting g : c→ d be any other non-endomorphism in G ,
we will show that ψ is covariant at g. We have proved above that this is true if f
and g are related; we still need to consider the case of unrelated morphisms, where
the objects a, b, c, d are all distinct.
Because G is a connected groupoid, there exists some arrow h : b → c. Then ψ
is covariant at h because f and h are sequential, and it follows that ψ is covariant
at g because h and g are sequential. 
Thus we can assume without loss of generality that if G and H are connected
groupoids and Ψ : SdG → SdH is an isomorphism, then ψ : G → H is an
isomorphism of directed graphs; if this fails to be the case, we consider ψ′ instead
of ψ. It is now possible to demonstrate functorality.
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Proposition 7.4.5. Assume that G and H are connected multi-object groupoids,
Ψ : SdG → SdH is an isomorphism, and ψ is covariant at every morphism. Then
ψ(f ◦ g) = (ψ f) ◦ (ψ g) for every pair f, g of morphisms in G .
Proof. We consider all possible forms a composite could take.
Suppose first that f and g are sequential end-to-end morphisms, and write h for
the composite of f and g. Recall Corollary 6.1.5, which says that h is the composite
of f and g if and only if there is only one filler of f g , and h is the third side of
that filler. We use Corollary 7.2.2 to show that there is only one filler of ψ f ψ g ,
and ψ h is the third side of that filler. It follows that ψ h is the composite of ψ f
and ψ g.
If f and g are opposed ends-to-ends morphisms then the equation
{ψ(fg), ψ(gf)} = {(ψ f)(ψ g), (ψ g)(ψ f)}
follows from Corollary 6.1.7, which says that there exactly two fillers of f g ,
and that these fillers have respective third sides equal to fg and to gf . Indeed,
by Corollary 7.2.2 there are exactly two fillers of ψ f ψ g , and these fillers have
respective third sides equal to (ψ f)(ψ g) and to (ψ g)(ψ f), hence ψ gives a bijection
between the respective sets
{fg, gf} and {(ψ f)(ψ g), (ψ g)(ψ f)}
of third sides. To see that ψ(fg) = (ψ f)(ψ g), note that we cannot have ψ(fg) =
(ψ g)(ψ f) because ψ(fg) is an endomorphism of cod(ψ f) whereas (ψ g)(ψ f) is an
endomorphism of dom(ψ f).
Suppose now that f and g are end-to-endo. Recall Proposition 6.1.8, which
states that h is the composite of f and g if and only if h is parallel to f and h is a
third side of the triangle f
−1 g . Thus, ψ sends the composite of f and g to a third
side of (ψ f)
−1 ψ g that is parallel to ψ f . It follows from Proposition 6.1.8 that this
third side is the composite of ψ f and ψ g, proving the desired result. Note that
this same proof holds whether dom f = dom g = cod g or cod f = dom g = cod g.
Finally, suppose that f and g are both endomorphisms of some object a in
G . Given that G is connected and has multiple objects, there exists some non-
endomorphism k in Mor (G ) satisfying domk = a. We then have the following:
ψ(f ◦ g) = ψ(k−1 ◦ k ◦ f ◦ g)
= ψ(k−1) ◦ ψ(k ◦ f ◦ g) (k−1 and k ◦ f ◦ g are ends-to-ends)
= ψ(k−1) ◦ ψ(k ◦ f) ◦ ψ(g) (k ◦ f and g are end-to-endo)
= ψ(k−1) ◦ ψ(k) ◦ ψ(f) ◦ ψ(g) (k and f are end-to-endo)
= ψ(f) ◦ ψ(g) (because ψ(k−1) equals (ψ k)−1)

Theorem 7.4.6. Let G and H be connected multi-object groupoids, and let Ψ :
SdG → SdH be an isomorphism. Then there exists an isomorphism P : G → H .
Proof. Pick some non-endomorphism f in Mor (G ). If ψ is covariant at f , then it
follows from Corollary 7.4.4 that ψ is covariant everywhere on G . It then follows
from the previous proposition that ψ is functorial, so we can set P = ψ.
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Suppose instead that ψ is contravariant at f . It follows that ψ′ is covariant
at f , where ψ′ is the map from Construction 7.2.6, defined by ψ′ a = ψ a and
ψ′ f = (ψ f)−1. By the same argument as above, it follows that ψ′ is covariant
everywhere on G , hence ψ′ is functorial. In this case, we set P = ψ′. 
7.5. Statement and proof of the groupoid isomorphism theorem. It is now
possible to prove this paper’s main result.
Theorem 7.5.1. Let G and H be groupoids. Any isomorphism Ψ : SdG → SdH
induces an isomorphism P : G → H .
Proof. Suppose that Ψ : SdG → SdH is an isomorphism. Recall from Lemma
4.4 that we have an isomorphism ∐i(SdCi) ∼= Sd(∐iCi) for any set {Ci} of small
categories, and that a category C is connected if and only if its subdivision SdC
is connected.
There exists some index sets I and J , and some collections {Gi}i∈I and {Hj}j∈J
of connected groupoids such that G = ∐iGi and H = ∐jHj . We obtain a compos-
ite isomorphism
Γ :
∐
i
(
SdGi
)
∼=
−→ Sd
(∐
i
Gi
)
Ψ
−→ Sd
(∐
j
Hj
)
∼=
−→
∐
j
(
SdHj
)
.
The image of a connected category is connected. Thus, for each i there is some j
such that the image Γ(SdGi) is a subcategory of SdHj . The inverse isomorphism
Γ−1 must take SdHj back into SdGi because SdHj is connected. The connected
components of SdG are in bijection with the connected components of SdH , so
we can use I to reindex the components {Hj} of H so as to obtain an isomorphism
Ψi : SdGi → SdHi for each i in I. These maps Ψi are the evident restrictions of
Γ, satisfying Γ = ∐iΨi.
For each Ψi we obtain an isomorphism Pi : Gi
∼=
−→ Hi, either from Theorem
7.3.8 or Theorem 7.4.6, depending on whether Gi has one object or many. Setting
P = ∐iPi we have isomorphism P : ∐iGi → ∐iHi between G and H . 
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Appendix A. Proof of Propositions 6.1.19 and 6.1.20
Here we will prove the final two Lemmas of Section 5. We assume throughout
that f and g are distinct non-identity endomorphisms of some common object in a
groupoid G , satisfying the identities f 6= g and f 6= g−1 and f2 6= g and f 6= g2.
Proposition 6.1.19 states that, under the above assumptions on f and g, we have
commutativity fg = gf if and only if for every third side h of the triangle f g
there are an even number of 2-simplices of the form
f g
h
. Proposition 6.1.20
gives criteria for a given third side h of the triangle f g to satisfy one of the
equations h = fg and h = gf .
Proof of Proposition 6.1.19. Write fill(f, g) for the set of non-degenerate 2-
simplex fillers of the triangle f g . Our assumptions that f 6= g and f2 6= g and
f 6= g2 guarantee that the set fill(f, g) contains six distinct 2-simplices (see Lemma
6.1.17). We have assumed f 6= g−1 to avoid the trivial case where no non-identity
morphisms h satisfy h = fg or h = gf .
Recall that the set C(f, g) of formal composites consists of the quadruples
(k, s, l, t) satisfying
(1) (k, l) is equal to (f, g) or (g, f), and
(2) (s, t) is equal to (1, 1) or (1,−1) or (−1, 1).
Our proof makes use of the bijection
ζ : C(f, g)
∼=
−→ fill(f, g)
from Lemma 6.1.17, defined as below:
(f, 1, g, 1) 7→≺f |g≻ (g, 1, f, 1) 7→≺g|f≻
(f,−1, g, 1) 7→≺f |f−1g≻ (g, 1, f,−1) 7→≺gf−1|f≻
(f, 1, g,−1) 7→≺fg−1|g≻ (g,−1, f, 1) 7→≺g|g−1f≻.
As before, we write ev : C(f, g) → Mor (G ) for the evaluation map that sends
(k, s, l, t) to kslt. By Lemma 6.1.17, each element γ of C(f, g) is sent by ζ to a
2-simplex of the form
f g
ev(γ)
.
We define an equivalence relation ∼ on C(f, g) by
(k, s, l, t) ∼ (k′, s′, l′, t′) ⇐⇒ kslt = k′s
′
l′t
′
.
We can use ∼ to define an undirected graph structure on C(f, g) by placing an
edge between two formal composites γ, ψ ∈ C(f, g) if and only if γ ∼ ψ and γ 6= ψ.
Then γ ∼ ψ exactly when either
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(1) γ = ψ, or
(2) there is an edge between γ and ψ.
Consequently, the components of this graph are precisely the fibers of the evaluation
map ev.
This graph will be denoted G(f, g), and denoted the graph of ev. Working with
the connected components of G(f, g), we reduce the problem of counting 2-simplices
to a problem of determining fiber sizes.
Note that the graph structure of G(f, g) is encoded by the categorical structure
of SdG : two nodes γ and ψ have an edge between them if and only if the 2-simplices
ζ(γ) and ζ(ψ), each of which fills the triangle f g , have third sides that are equal.
Explicitly, we have a commutative diagram
C(f, g)
ev
//
ζ
∼=

{non-identity morphisms of G }
θG1

fill(f, g)
3rdf,g
// simp1(SdG )
where θG1 is the bijection sending d to ≺d≻, and where 3rdf,g is the function that
sends each 2-simplex of the form
f g
d
to the third side ≺d≻.
To prove Proposition 6.1.19, it will suffice to show that fg = gf if and only if
every connected component of G(f, g) has even cardinality. This is because the size
of each connected component ev−1{h} is equal to the number of non-degenerate
2-simplices of the form
f g
h
.
We will always draw the vertices of G(f, g) in the following configuration
(f, 1, g, 1) (g, 1, f, 1)
(f,−1, g, 1) (g, 1, f,−1)
(f, 1, g,−1) (g,−1, f, 1)
and will usually suppress the labels on the vertices to points ∗. Configurations in
the graph of ev correspond to equational conditions. Specifically, we have the table
below, where the following are equivalent:
(1) the upper equation holds
(2) the lower graph is a subgraph of G(f, g)
(3) a single edge of the lower graph is in G(f, g).
Equation fg = gf f2 = id g2 = id f2 = g2 fgf = g gfg = f fg−1f = g
Subgraph
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
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The equivalence of conditions 1-3 above can be verified by considering if-and-only-if
statements such as
fg = gf ⇐⇒ ev(f, 1, g, 1) = ev(g, 1, f, 1)
⇐⇒ ev(f,−1, g, 1) = ev(g, 1, f,−1)
⇐⇒ ev(f, 1, g,−1) = ev(g,−1, f, 1).
If we suppose that fg = gf , then the graph
(A.1)
∗ ∗
∗ ∗
∗ ∗
is a subgraph of G(f, g). It follows that each connected component of G(f, g)
must have cardinality equal to 2, 4, or 6. This is because equivalence classes in a
coarser equivalence relation are unions of equivalence classes in a finer one – the
equivalence relation illustrated by graph A.1 is the finest possible among graphs
G(f, g) satisfying fg = gf .
We now prove the converse implication: if each connected component of G(f, g)
has even cardinality, then fg = gf . Let P (f, g) denote the partition of C(f, g)
defined by
{{
(f, 1, g, 1), (g, 1, f, 1)
}
,
{
(f,−1, g, 1), (g, 1, f,−1)
}
,
{
(f, 1, g,−1), (g,−1, f, 1)
}}
.
Note that we have commutativity fg = gf if and only if the evaluation map ev :
C(f, g)→Mor (G ) factors through P (f, g). Indeed we have fg = gf if and only if
there is equality
ev(f, s, g, t) = f sgt = gtf s = ev(g, t, f, s)
for every pair s, t ∈ {−1, 1}, if and only if each fiber ev−1{h} is a union of some
classes in P (f, g).
Note that there are three possible partitions of 6 into even integers, namely
6 and 2 + 4 and 2 + 2 + 2.
We will prove first that if the partition of C(f, g) into fibers of ev corresponds to
either 6 or 2 + 4, then fg = gf . Supposing that C(f, g) is partitioned as 6 or
as 2 + 4, there exists some morphism h in G such that ev−1{h} has four or more
elements. It follows that ev−1{h} must contain an entire class in P (f, g). This
implies f sgt = gtf s for some s and t, and commutativity follows.
To complete our proof, suppose that the partition of C(f, g) given by ev corre-
sponds to 2+2+2. Then, the graph G(f, g) consists of exactly three disjoint edges.
Our strategy will be to show that, under these conditions, f2 6= id and g2 6= id and
f2 6= g2. We then use these facts to prove that fg = gf .
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Suppose for contradiction that f2 = id. Then G(f, g) must contain
∗ ∗
∗ ∗
∗ ∗
as a subgraph, hence G(f, g) is exactly equal to the graph
∗ ∗
∗ ∗
∗ ∗ .
But the bottom edge implies fg−1 = g−1f , and multiplying on the left and right
by g implies fg = gf . This, however, implies that all three horizontal edges must
be in G(f, g), contradicting our assumption of a 2 + 2 + 2 partition. Therefore,
f2 6= id. The arguments for g2 6= id and f2 6= g2 are entirely analogous.
Now, suppose for contradiction that fg 6= gf , so that no edge below
∗ ∗
∗ ∗
∗ ∗
is contained in the graph G(f, g). In this case, G(f, g) must be a subgraph of
∗ ∗
∗ ∗
∗ ∗ .
Since G(f, g) must consist of three disjoint edges, it must be of the form
∗ ∗
∗ ∗
∗ ∗
or
∗ ∗
∗ ∗
∗ ∗ .
In either case we have a contradiction, for
∗ ∗
∗ ∗
∗ ∗
BARYCENTRIC SUBDIVISION AND ISOMORPHISMS OF GROUPOIDS 45
is a subgraph of G(f, g) if and only if
∗ ∗
∗ ∗
∗ ∗
is a subgraph of G(f, g). We conclude that if G(f, g) is partitioned into connected
components each having size 2, then the assumption fg 6= gf is contradictory. 
Proof of Proposition 6.1.20. We will prove Proposition 6.1.20 case-by-case,
making use of the graph G(f, g) defined above. Recall that the number of non-
degenerate 2-simplices of the form
f g
h
is equal to the size of the fiber ev−1{h},
where ev : C(f, g)→Mor (G ) is the evaluation map defined by (k, s, l, t) 7→ kslt. In
addition to our previous assumptions that f and g are non-identity endomorphisms
of some common object in G satisfying f 6= g and f 6= g−1 and f2 6= g and f 6= g2,
we assume also that f2 6= g−1 and f−1 6= g2. These last two assumptions guarantee
that there are bijections
C(f−1, g) ∼= fill(f−1, g) and C(f, g−1) ∼= fill(f, g−1)
as per Lemma 6.1.17. These two bijections will be useful in the proof of case 4.
As before, configurations in the graph of ev correspond to equational conditions
involving f and g. Recall that any distinct points belonging to the same connected
component of G(f, g) must have an edge between them. In other words, every full
connected subgraph of G(f, g) is a complete graph.
Case 1, subcase 1: Suppose that f2 = id = g2 and fg = gf .
Under these assumptions, the graph of ev consists of a single connected component.
Indeed, G(f, g) is the complete graph on six vertices, as below:
∗ ∗
∗ ∗
∗ ∗ .
Thus, every third side of f g is equal to fg and to gf . In other words, all six
2-simplices in fill(f, g) are of the form
f g
fg
.
h = fg = gf ⇐⇒ ∃6
f g
h
h 6= fg and h 6= gf ⇐⇒ ∄
f g
h
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Case 1, subcase 2: Suppose that f2 = id = g2 and fg 6= gf.
Consulting the table on page 42, the condition f2 = id = g2 guarantees that
∗ ∗
∗ ∗
∗ ∗
is a subgraph of G(f, g). There can be no edges connecting the two halves of
the graph above; if there were such a connection, then G(f, g) would have only
one connected component, in which case it would be complete and we would have
fg = gf . Thus, G(f, g) consists of two connected components, and is exactly equal
to the graph above.
The fibers ev−1{fg} and ev−1{gf} have three elements each, and every third
side of f g is equal to fg or to gf . In other words, every 2-simplex in fill(f, g)
is of the form
f g
fg
or
f g
gf
, and we have the following:
h = fg or h = gf ⇐⇒ ∃3
f g
h
h 6= fg and h 6= gf ⇐⇒ ∄
f g
h
.
Case 2, subcase 1: Suppose that f2 = g2 and fg = gf and f2 6= id and g2 6= id.
Because f2 = g2 and fg = gf , and because each connected full subgraph of G(f, g)
is complete, the below
∗ ∗
∗ ∗
∗ ∗
must be a subgraph of G(f, g). There can be no edges connected the two com-
ponents of the graph above, for otherwise G(f, g) would be the complete graph,
contradicting our assumptions that f2 6= id and g2 6= id.
Thus, if h = fg = gf then the fiber ev−1{h} has two elements, and if h is not
equal to fg or gf then the fiber ev−1{h} is empty or has four elements.
h = fg = gf ⇐⇒ ∃2
f g
h
h 6= fg and h 6= gf ⇐⇒ ∄
f g
h
or ∃4
f g
h
Explicitly, we have h = fg = gf if and only if there are two 2-simplices of the form
f g
h
, namely ≺f |g≻ and ≺g|f≻.
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Case 2, subcase 2: Suppose that f2 = g2 and fg 6= gf and f2 6= id and g2 6= id.
Because fg 6= gf and f2 6= id and g2 6= id, the graph G(f, g) cannot contain any
of the edges below:
∗ ∗
∗ ∗
∗ ∗ .
We have f2 = g2, so the only question is what (f, 1, g, 1) and (g, 1, f, 1) are con-
nected to. The graph G(f, g) must be equal to one of the two displayed below.
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
if gfg = f if gfg 6= f
If gfg = f then the fibers of fg and gf both have size 3. If gfg 6= f then the
fibers both have size 1. If the fiber ev−1{h} is non-empty and if h is not equal to
fg or gf , then we must have gfg 6= f and fiber size 2.
h = fg or h = gf ⇐⇒ ∃1
f g
h
or ∃3
f g
h
h 6= fg and h 6= gf ⇐⇒ ∄
f g
h
or ∃2
f g
h
Case 3, subcase 1: Suppose f2 6= g2 and fg = gf , and either f2 = id or g2 = id.
The graph G(f, g) contains one of the below two graphs as a subgraph.
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
if f2 = id if g2 = id
and g2 6= id and f2 6= id
Note that we cannot have both f2 = id and g2 = id, because f2 6= g2. We claim
that G(f, g) is exactly equal to one of the two graphs above. Indeed, supposing
for contradiction that G(f, g) contains one of the above as a proper subgraph, we
have only one connected component, hence G(f, g) is complete and our assumption
f2 6= g2 is contradicted.
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The above two graphs are isomorphic. In both cases, if h = fg = gf then the
fiber of h has four elements. If h 6= fg and h 6= gf , then the fiber ev−1{h} is empty
or has two elements.
h = fg = gf ⇐⇒ ∃4
f g
h
h 6= fg and h 6= gf ⇐⇒ ∄
f g
h
or ∃2
f g
h
Case 3, subcase 2: Suppose f2 6= g2 and fg 6= gf , and either f2 = id or g2 = id.
Then G(f, g) is one of the four graphs displayed below.
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗
if f2 = id if f2 = id if g2 = id if g2 = id
and fg−1f = g and fg−1f 6= g and fg−1f 6= g and fg−1f = g
The two graphs in the middle are guaranteed by the equations f2 = id and g2 = id,
respectively. The graph on the far left is the only possible extension of the graph
next to it; any other extension would contradict one of the assumptions f2 6= g2
and fg 6= gf . Similarly, the graph on the far right is the only possible extension of
the graph next to it.
Thus, if h = fg or h = gf then the fiber of h has three elements (if fg−1f = g) or
two elements (if fg−1f 6= g). On the other hand, if the fiber ev−1{h} is non-empty
and if h is not equal to fg or gf , then we must have fg−1f = g and fiber size 1.
h = fg or h = gf ⇐⇒ ∃2
f g
h
or ∃3
f g
h
h 6= fg and h 6= gf ⇐⇒ ∄
f g
h
or ∃1
f g
h
Case 4: Suppose f2 6= g2 and f2 6= id and g2 6= id.
Under these assumptions, the number of non-degenerate 2-simplices of the form
f g
h
does not completely determine whether the given morphism h is equal to one
of fg or gf . Our strategy here is to consider not only fillers of the triangle f g ,
but also to consider the fillers for f
−1 g and f g
−1
and f
−1 g−1. Let C′(f, g)
denote the superset of C(f, g) consisting of quadruples (k, s, l, t) that satisfy
• (k, l) is equal to (f, g) or (g, f), and
• s and t are both elements of the set {1,−1}.
We generalize G(f, g), constructing a graph W (f, g) on the set C′(f, g), placing an
edge between distinct elements (k, s, l, t) and (k′, s′, l′, t′) whenever the composites
ks ◦ lt and k′s
′
◦ l′t
′
are equal in G . Thus, the connected components of W (f, g) are
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the fibers of the evaluation map ev : C′(f, g)→Mor (G ) sending (k, s, l, t) to kslt.
We will always draw the vertices of W (f, g) in the following configuration
(f, 1, g, 1)
(g, 1, f, 1)
(f,−1, g, 1) (g, 1, f,−1) (f, 1, g,−1)(g,−1, f, 1)
(f,−1, g,−1)
(g,−1, f,−1)
and will usually suppress the labels on the vertices to points ∗. Note that G(f, g) is
the full subgraph ofW (f, g) defined on the upper six vertices. Similarly, G(f−1, g),
G(f, g−1), and G(f−1, g−1) are (respectively) isomorphic to the left, right, and
lower T-shaped subgraphs of W (f, g). For example, the canonical inclusion
G(f−1, g) →֒ W (f, g)
is defined by sending (f−1, s, g, t) to (f,−s, g, t) and (g, s, f−1, t) to (g, s, f,−t).
The graph W (f, g) is determined by its subgraphs G(f±1, g±1), which are in
turn determined by SdG . By considering these four graphs simultaneously, one
may obtain a good deal of information concerning W (f, g).
As with G(f, g), any two points of C′(f, g) belonging to the same connected
component of W (f, g) must have an edge between them. Configurations in W (f, g)
correspond to equational conditions. We have the tables below, where the following
are equivalent:
(1) the upper equation holds
(2) the lower graph is a subgraph of W (f, g)
(3) a single edge of the lower graph is in W (f, g).
Equation fg = gf f2 = id g2 = id f2 = g2 f2 = g−2
Subgraph
∗
∗
∗ ∗ ∗∗
∗
∗
∗
∗
∗ ∗ ∗∗
∗
∗
∗
∗
∗ ∗ ∗∗
∗
∗
∗
∗
∗ ∗ ∗∗
∗
∗
∗
∗
∗ ∗ ∗∗
∗
∗
Equation fgf = g gfg = f fg−1f = g fgf = g−1
Subgraph
∗
∗
∗ ∗ ∗∗
∗
∗
∗
∗
∗ ∗ ∗∗
∗
∗
∗
∗
∗ ∗ ∗∗
∗
∗
∗
∗
∗ ∗ ∗∗
∗
∗
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The above graphs have the following symmetries:
• There is an edge in W (f, g) between (k, s, l, t) and (m,u, n, v) if and only if
there is an edge between (l,−t, k,−s) and (n,−v,m,−u). This comes from
inversion
kslt = munv ⇐⇒ l−tk−s = n−vm−u.
The pairing between vertices (k, s, l, t) and (l,−t, k,−s) is illustrated below:
∗
∗
∗ ∗ ∗∗
∗
∗
.
• For each graph above, there is another graph obtained by interchanging the
roles of f and g. For example, the graphs corresponding to the equations
f2 = id and g2 = id are one such pair.
Case 4, subcase 1: Suppose f2 6= g2 and fg = gf and f2 6= id and g2 6= id.
Because f2 6= g2 and f2 6= id and g2 6= id, the graph W (f, g) cannot contain any
of the edges below:
∗
∗
∗ ∗ ∗∗
∗
∗
.
The graph W (f, g) must be equal to one of the two graphs below.
∗
∗
∗ ∗ ∗∗
∗
∗
∗
∗
∗ ∗ ∗∗
∗
∗
if f2 6= g−2 if f2 = g−2
The graph on the left is guaranteed by the condition fg = gf . The graph on the
right is the only possible extension that is consistent with the assumptions f2 6= g2
and f2 6= id and g2 6= id.
Suppose that h = fg = gf . Then in each of the two graphs above, the subgraph
G(f, g) contains two elements of the fiber of h, namely (f, 1, g, 1) and (g, 1, f, 1).
Thus we have ∃2
f g
h
. Similarly, the left and right T-shaped subgraphs, which
are respectively isomorphic to G(f−1, g) and G(f, g−1), each contain either two or
four elements of the fiber of h (depending on whether f2 = g−2). Therefore we
have
h = fg = gf =⇒ ∃2
f g
h
and ∃≥2
f−1 g
h
and ∃≥2
f g−1
h
.
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On the other hand, suppose that h is not equal to fg or gf , and that the fiber of h
is non-empty. If f2 = g−2 then ev−1{h} must be one of the connected components{
(f,−1, g, 1), (g, 1, f,−1)
}
or
{
(f, 1, g,−1), (g,−1, f, 1)
}
,
in which case we have (respectively) ∄
f g−1
h
or ∄
f−1 g
h
. If f2 6= g−2 then the fiber
of h must be one of the connected components not equal to {(f, 1, g, 1), (g, 1, f, 1)},
so we have ∄
f g−1
h
or ∄
f−1 g
h
or ∄
f g
h
.
We conclude that h = fg = gf ⇐⇒ ∃
f g
h
and ∃
f−1 g
h
and ∃
f g−1
h
.
Case 4, subcase 2: f2 6= g2 and fg 6= gf and f2 6= id and g2 6= id and f2 = g−2.
Because f2 6= g2 and fg 6= gf and f2 6= id and g2 6= id, the graph W (f, g) cannot
contain any of the edges below:
∗
∗
∗ ∗ ∗∗
∗
∗
.
Therefore, because f2 = g−2, the graph W (f, g) must be equal to one of the two
graphs displayed below.
∗
∗
∗ ∗ ∗∗
∗
∗
∗
∗
∗ ∗ ∗∗
∗
∗
if fg−1f = g if fg−1f 6= g
Suppose first that h = fg or h = gf . In each case above, the fiber of h must be
equal to one of the connected components{
(f, 1, g, 1), (f,−1, g,−1)
}
or
{
(g, 1, f, 1), (g,−1, f,−1)
}
.
These connected components are both contained in the intersection of the left
and right T-shaped subgraphs. Those two subgraphs correspond (respectively)
to G(f−1, g) and G(f, g−1), so we have ∃2
f−1 g
h
and ∃2
f g−1
h
.
Suppose now that h is not equal to fg or gf , and that the fiber ev−1{h} is
non-empty. If fg−1f = g then ev−1{h} must be equal to one of the connected
components{
(f,−1, g, 1), (g,−1, f, 1)
}
or
{
(g, 1, f,−1), (f, 1, g,−1)
}
.
If fg−1f 6= g then the fiber of h is equal to one of the singleton sets{
(f,−1, g, 1)
}
,
{
(g,−1, f, 1)
}
,
{
(g, 1, f,−1)
}
,
{
(f, 1, g,−1)
}
.
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In either case, the intersection of ev−1{h} with the left T-shaped subgraph contains
at most one point, and similarly for the intersection with the right T subgraph.
Therefore we have the following:
h = fg or h = gf ⇐⇒ ∃2
f−1 g
h
and ∃2
f g−1
h
.
Case 4, subcase 3: f2 6= g2 and fg 6= gf and f2 6= id and g2 6= id and f2 6= g−2.
This is the most complicated case. As before, our strategy is to calculate all possi-
bilities for the graph W (f, g) that are consistent with the above assumptions on f
and g.
First note that the nine graphs described in the table on page 49 have pairwise
disjoint edges sets, and that there are a total of 28 edges among those graphs.
Therefore, the complete graph on 8 vertices has edges given by the disjoint union
of the edge sets corresponding to the nine graphs displayed in the table (because
the complete graph on 8 vertices has 28 edges).
Next, recall that if W (f, g) contains a single edge from one of the nine graphs
in the table, then W (f, g) contains that entire graph as a subgraph. Therefore,
W (f, g) is the union of some choice of subgraphs from among the nine displayed in
the table (where by “union” we mean that the edges of W (f, g) are obtained as a
disjoint union of the edge sets of some subgraphs displayed in the table).
A given graph from the table is contained inW (f, g) if and only if the correspond-
ing equation is satisfied. Thus, the graph W (f, g) determines a set of “generating
relations” among the nine equations listed in the table. Explicitly, W (f, g) assigns
a value of T/F to each of of the nine equations. Given our assumptions that f2 6= g2
and fg 6= gf and f2 6= id and g2 6= id and f2 6= g−2, the graph W (f, g) cannot
contain any of the edges below: ∗
∗
∗ ∗ ∗∗
∗
∗
.
We need only to consider the remaining four equations from the table on page 49:
(A.2) fgf = g, gfg = f, fg−1f = g, fgf = g−1.
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Below is the union of the graphs corresponding to the above four equations:
(A.3)
∗
∗
∗ ∗ ∗∗
∗
∗
.
The graph W (f, g) must be a subgraph of the union above, for any edge in W (f, g)
belongs to a graph corresponding to one of the generating relations (A.2).
Each assignment of T/F to the four generating relations (A.2) corresponds to a
subgraph of the above (A.3). Given that each connected, full subgraph of W (f, g)
must be a complete graph, only some assignments of T/F correspond to actual
possibilities for the graph W (f, g). Thus, only some subgraphs of the union above
could possibly be equal to W (f, g).
We consider the space S = {T,F}4 of quadruples of T’s and F’s, where the
four coordinates correspond respectively to each of the equations (A.2). Given an
element γ of S, the corresponding subgraph of (A.3) is given by the union of graphs
corresponding to those equations (A.2) for which γ’s value is T. For example, the
assignment (F,F,F,F) corresponds to the graph with eight vertices and no edges,
the assignment (T,T,T,T) corresponds to the union (A.3), and the assignment
(T,F,F,F) gives the graph associated to the equation fgf = g (see the table on
page 49).
We will say that a graph is valid if each of its connected components is a complete
graph. The graph W (f, g) must be a subgraph of (A.3) that is valid, and it and
must correspond to one of the elements of S. We claim that the following six
elements of S are the only ones whose corresponding graphs are valid:
(A.4)
(F,F,F,F) (T,F,F,F) (F,T,F,F)
(F,F,T,F) (F,F,F,T) (F,F,T,T) .
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The elements of S above correspond (respectively) to the following six graphs.
(A.5)
∗
∗
∗ ∗ ∗∗
∗
∗
∗
∗
∗ ∗ ∗∗
∗
∗
∗
∗
∗ ∗ ∗∗
∗
∗
fgf = g gfg = f
∗
∗
∗ ∗ ∗∗
∗
∗
∗
∗
∗ ∗ ∗∗
∗
∗
∗
∗
∗ ∗ ∗∗
∗
∗
fg−1f = g fgf = g−1 and fgf = g−1
fg−1f = g
It is clear that any connected component in any of the above graphs is complete:
each connected component has size at most two.
It remains to show that the elements of S that are not displayed in Table (A.4) all
correspond to graphs that are non-valid. We have seen that the graph (A.3), which
corresponds to the assignment (T,T,T,T), is not valid. The remaining elements of
S are displayed below, together with their corresponding subgraphs.
∗
∗
∗ ∗ ∗∗
∗
∗
∗
∗
∗ ∗ ∗∗
∗
∗
∗
∗
∗ ∗ ∗∗
∗
∗
(T,F,T,F) (F,T,T,F) (T,T,T,F)
∗
∗
∗ ∗ ∗∗
∗
∗
∗
∗
∗ ∗ ∗∗
∗
∗
∗
∗
∗ ∗ ∗∗
∗
∗
(T,F,F,T) (F,T,F,T) (T,T,F,T)
∗
∗
∗ ∗ ∗∗
∗
∗
∗
∗
∗ ∗ ∗∗
∗
∗
∗
∗
∗ ∗ ∗∗
∗
∗
(T,F,T,T) (F,T,T,T) (T,T,F,F)
By inspection, each of the above graphs has a connected component that is not
complete. Thus, none of the graphs displayed above are valid, so W (f, g) must be
equal to one of the six graphs (A.5).
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We can now claim that h equals fg or gf if and only if one of the following is
satisfied:
(1) ∃1
f g
h
and ∃1
f−1 g
h
and ∃1
f g−1
h
, or
(2) ∃1
f−1 g−1
h
and two of the following three hold:
∃2
f g
h
or ∃2
f−1 g
h
or ∃2
f g−1
h
.
The proof of this claim is given below in two steps: “only if” and “if.”
Only if. Suppose that h is equal to fg or to gf . If W (f, g) is equal to one of
the graphs on the left hand side of the table (A.5), corresponding to assignment
(F,F,F,F) or (F,F,T,F), then condition (1) is satisfied: each of the subgraphs
G(f, g), G(f−1, g) and G(f, g−1) of W (f, g) contains exactly one element of the
fiber ev−1{h}.
If W (f, g) is equal to one of the graphs in the center or on the right hand side of
the table, corresponding to (T,F,F,F) or (F,T,F,F) or (F,F,F,T) or (F,F,T,T),
then condition (2) is satisfied: the subgraph G(f−1, g−1) of W (f, g) contains one
element of the fiber of h, and exactly two of the subgraphs G(f, g), G(f−1, g) and
G(f, g−1) contain two elements of the fiber of h.
If. If W (f, g) is equal to one of the two graphs on the left of the table (A.5), and
if condition (1) is satisfied, then h = fg or h = gf . If W (f, g) is equal to one of
the other four graphs, then (1) is false for every h.
If W (f, g) is equal to one of the four graphs on the right or in the middle of the
table, and if condition (2) is satisfied, then we must have h = fg or h = gf . If
W (f, g) is equal to one of the two graphs on the left of the table, then condition
(2) is false for every h. 
