Abstract: This paper discusses short-term electricity-load forecasting using an extreme learning machine (ELM) with automatic knowledge representation from a given input-output data set. For this purpose, we use a Takagi-Sugeno-Kang (TSK)-based ELM to develop a systematic approach to generating if-then rules, while the conventional ELM operates without knowledge information. The TSK-ELM design includes a two-phase development. First, we generate an initial random-partition matrix and estimate cluster centers for random clustering. The obtained cluster centers are used to determine the premise parameters of fuzzy if-then rules. Next, the linear weights of the TSK fuzzy type are estimated using the least squares estimate (LSE) method. These linear weights are used as the consequent parameters in the TSK-ELM design. The experiments were performed on short-term electricity-load data for forecasting. The electricity-load data were used to forecast hourly day-ahead loads given temperature forecasts; holiday information; and historical loads from the New England ISO. In order to quantify the performance of the forecaster, we use metrics and statistical characteristics such as root mean squared error (RMSE) as well as mean absolute error (MAE), mean absolute percent error (MAPE), and R-squared, respectively. The experimental results revealed that the proposed method showed good performance when compared with a conventional ELM with four activation functions such sigmoid, sine, radial basis function, and rectified linear unit (ReLU). It possessed superior prediction performance and knowledge information and a small number of rules.
Introduction
The electric power system is often considered the most complex system devised by humans. It consists of dynamic components, including transformers, generators, transmission and distribution lines, nonlinear and linear loads, protective devices, etc. These components must operate synergistically in a manner that ensures the stability and reliability of the electric power system during disturbances.
An important aspect of electric-power system operation is that the system performance follows the load requirements. An individual decrease or increase in power generation depends on a respective decrease or increase in the system load. The electric utility operator allocates the system resources through prior knowledge of the load requirements. The ability to forecast electricity-load requirements plays an important role in providing effective power-system management [1] . Thus, accurate electricity-load forecasting is critical for short-term operations and long-term planning for every electric utility. The electricity-load forecasting system influences several decisions, including which generators to commit for a given period [2] .
ELM as an Intelligent Predictor
Conventional studies on neural networks have focused on learning and adaptation for classification and regression. Several studies have been investigated the development of good learning methods in the past decades. In contrast to well-known neural networks, e.g., the multilayer perceptron (MLP) and radial basis function network (RBFN), ELMs possess a real-time learning capability and good prediction ability as intelligent predictors [21, 24, 25] . Figure 1 shows the architecture of an ELM predictor. Given random hidden neurons, which need not be an algebraic sum or other ELM feature mappings, almost any nonlinear piecewise continuous hidden nodes can be represented as follows [21] :
where w i and b i are the weights and biases between the input layer and the hidden layer, respectively.
Energies 2017, 10, 1613 3 of 18 data are used to forecast hourly day-ahead loads, given temperature forecasts, holiday information, and historical loads from the New England Power Pool region [22, 23] . This paper is organized in the following manner. Section 2 describes the architecture and concept of conventional ELM as an intelligent predictor. Section 3 describes the design method of a TSK-based ELM with knowledge representation for short-term electricity-load forecasting. Section 4 covers the performance measure and simulation results from the electricity-load data. Finally, concluding comments are presented in Section 5.
Conventional studies on neural networks have focused on learning and adaptation for classification and regression. Several studies have been investigated the development of good learning methods in the past decades. In contrast to well-known neural networks, e.g., the multilayer perceptron (MLP) and radial basis function network (RBFN), ELMs possess a real-time learning capability and good prediction ability as intelligent predictors [21, 24, 25] . Figure 1 shows the architecture of an ELM predictor. Given random hidden neurons, which need not be an algebraic sum or other ELM feature mappings, almost any nonlinear piecewise continuous hidden nodes can be represented as follows [21] : The output function of a generalized single layer feedforward network (SLFN) is expressed as
The output function in the hidden-layer mapping is as follows:
[ ]
The output functions of the hidden nodes can be used by the various forms. The different types of activation function include sigmoid networks, RBF networks, polynomial networks, complex networks, sine function, ReLU, and wavelet networks, some of which are described as follows: The output function of a generalized single layer feedforward network (SLFN) is expressed as
The output functions of the hidden nodes can be used by the various forms. The different types of activation function include sigmoid networks, RBF networks, polynomial networks, complex networks, sine function, ReLU, and wavelet networks, some of which are described as follows:
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where G(w, b, x) and L are the output function of hidden node and the number of hidden node, respectively.
In what follows, we shall review the processing procedure of an ELM predictor. ELM determines output weights using the following steps:
1.
Randomly assign hidden node parameters (w i , b i ), i = 1, 2, · · · , N.
2.
Calculate the hidden-layer output matrix
3.
Calculate the output weights β using a LSE:
where H * is the Moore-Penrose generalized inverse of matrix H. T is the target output vector.
When H T H is nonsingular, H * = (H T H) −1 H T is the pseudo-inverse of H. This is a standard LSE problem and the best solution for β is expressed as follows:
We can develop ELM by adding a positive value to the diagonal of H T H with the use of the ridge regression. By doing this, the resultant prediction can obtain better generalization performance [26] . The essence of an ELM can be summarized by the following features. First, the hidden layer does not need to be tuned. Second, the hidden layer mapping h(x) satisfies the universal approximation conditions [24] . Next, the ELM parameters are estimated to minimize, as follows:
Design of TSK-Based ELM for Short-Term Electricity-Load Forecasting
In this section, we describe a new ELM predictor with knowledge information obtained from TSK-based rules for short-term electricity-load forecasting.
TSK-ELM Architecture and Knowledge Representation
The proposed TSK-ELM is an innovative approach to constructing a computationally intelligent predictor. This predictor can automatically extract knowledge information from a numerical input-output data set. The knowledge is represented by TSK-type fuzzy rules, in which the consequent part is a polynomial in the input variables. Although the conventional ELM predictor shows good prediction performance with a single forward pass, it is difficult to extract and represent the knowledge information.
In the following, we shall explain the architecture and each layer of the proposed TSK-ELM. For simplicity, we suppose that the TSK-ELM to be considered has two inputs x 1 and x 2 and one output. The TSK-type rule set is expressed in the following form:
This rule is composed of the premise part and the consequent part. Figure 2 shows the architecture of the TSK-ELM predictor. The network consists of four layers. The nodes of the first layer are obtained by random clustering. We generate an initial random partition matrix and estimate the cluster centers. This process is very similar to the concept of generating random weights between the input and hidden layer in the original ELM design [21] . The obtained cluster centers are used as the premise parameters for the fuzzy if-then rules.
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This rule is composed of the premise part and the consequent part. Figure 2 shows the architecture of the TSK-ELM predictor. The network consists of four layers. The nodes of the first layer are obtained by random clustering. We generate an initial random partition matrix and estimate the cluster centers. This process is very similar to the concept of generating random weights between the input and hidden layer in the original ELM design [21] . The obtained cluster centers are used as the premise parameters for the fuzzy if-then rules. The membership function is characterized by a Gaussian membership function, which is specified by two parameters as follows:
A Gaussian membership function is determined by cluster center c and width σ . Each cluster center i c is obtained by an initial random partition matrix ij u as follows:
where ij u is between 0 and 1. [1, ) m ∈ ∞ is a weighting exponent.
The width j σ of each input variable is obtained by a statistical data distribution as follows: The membership function is characterized by a Gaussian membership function, which is specified by two parameters as follows:
A Gaussian membership function is determined by cluster center c and width σ. Each cluster center c i is obtained by an initial random partition matrix u ij as follows:
where u ij is between 0 and 1. d ij = c j − x j is the Euclidean distance between i-th cluster center and j-th data point. m ∈ [1, ∞) is a weighting exponent. The width σ j of each input variable is obtained by a statistical data distribution as follows:
where x max and x min are the maximum and minimum values in each input variable dimension, respectively. The fuzzy set A is a linguistic label and specifies the degree to which the given input satisfies the quantifier. These parameters are referred to as premise parameters. In the second layer, the output is the product of all the incoming signals and represents as the firing strength f i of a rule. The output of the third layer is obtained by a combination of the firing strength of a rule and the linear weights w i . Here, the consequent parameters are estimated by LSE, i.e., the same method as in the 
In what follows, we shall present more simplified structure than that of Figure 2 . Figure 3 shows the simplified architecture of TSK-ELM as ELM structure. This network consists of three layers. Each node in the second layer represents the normalized firing strength f i of the rule. The weights between the second layer and third layer can be expressed by a constant or linear equation. The overall output was calculated by the linear combination of the consequent part and the weights. The linear combination are expressed as followŝ
The TSK-ELM structure can be viewed as the integration of adaptive neuro-fuzzy inference system (ANFIS) and ELM. In the structural aspect, the TSK-ELM is similar to that of ANFIS. In the case of conventional ANFIS with grid partition, it encounters the curse of dimensionality problem when have a moderately large number of inputs, while we use scatter partition method using random clustering with initial random partition matrix. Furthermore, in the theoretical aspect, we follow the main concept of the conventional ELM. Thus, we use an initial random-partition matrix and estimate cluster centers for random clustering. As for the width of Gaussian membership function, we obtain statistical values from Equation (10) without the assignment of random values. These cluster centers are used as the premise parameters of fuzzy if-then rules. The linear weights of the TSK fuzzy type are obtained using LSE. Recently, the initial random-partition method has been demonstrated the effectiveness in [27] .
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The output of the third layer is obtained by a combination of the firing strength of a rule and the linear weights i w . Here, the consequent parameters are estimated by LSE, i.e., the same method as in the ELM design [21] . The single node in the final layer computes the overall output as the summation of all incoming signals, as follows:
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The TSK-ELM structure can be viewed as the integration of adaptive neuro-fuzzy inference system (ANFIS) and ELM. In the structural aspect, the TSK-ELM is similar to that of ANFIS. In the case of conventional ANFIS with grid partition, it encounters the curse of dimensionality problem when have a moderately large number of inputs, while we use scatter partition method using random clustering with initial random partition matrix. Furthermore, in the theoretical aspect, we follow the main concept of the conventional ELM. Thus, we use an initial random-partition matrix and estimate cluster centers for random clustering. As for the width of Gaussian membership function, we obtain statistical values from Equation (10) without the assignment of random values. These cluster centers are used as the premise parameters of fuzzy if-then rules. The linear weights of the TSK fuzzy type are obtained using LSE. Recently, the initial random-partition method has been demonstrated the effectiveness in [27] . 
TSK-ELM's Fast Learning and Hybrid-Learning
The consequent parameters are estimated by LSE to obtain the optimal parameters in the same manner as ELM. This process is achieved by one pass, based on LSE. To obtain better prediction performance, a hybrid-learning algorithm that combines BP and LSE for fast parameter identification can be applied directly. Figure 4 shows a diagram of the hybrid-learning method in the TSK-ELM design. In the forward pass, the input values go forward until the second layer, and the consequent parameters are estimated by LSE. In the backward pass, the error signals propagate backward, and the premise parameters are updated by the BP method. The hybrid approach converges much faster, since it reduces the search space dimensions of the original BP method. Although we can apply BP to tune the parameters in the TSK-ELM design, this simple optimization method usually takes a long time before it converges. If the input-output data set is large, then the premise and consequent parameters should be fine-tuned. Human-determined parameters are seldom optimal in terms of reproducing the desired output. This learning scheme is equally applicable to RBFN. Furthermore, this hybrid-learning method using LSE and BP is the well-known scheme in the ANFIS design [28] .
manner as ELM. This process is achieved by one pass, based on LSE. To obtain better prediction performance, a hybrid-learning algorithm that combines BP and LSE for fast parameter identification can be applied directly. Figure 4 shows a diagram of the hybrid-learning method in the TSK-ELM design. In the forward pass, the input values go forward until the second layer, and the consequent parameters are estimated by LSE. In the backward pass, the error signals propagate backward, and the premise parameters are updated by the BP method. The hybrid approach converges much faster, since it reduces the search space dimensions of the original BP method. Although we can apply BP to tune the parameters in the TSK-ELM design, this simple optimization method usually takes a long time before it converges. If the input-output data set is large, then the premise and consequent parameters should be fine-tuned. Human-determined parameters are seldom optimal in terms of reproducing the desired output. This learning scheme is equally applicable to RBFN. Furthermore, this hybrid-learning method using LSE and BP is the well-known scheme in the ANFIS design [28] . 
Experimental Results
In this section, we report on the comprehensive experiment set and describe comparative experiments to evaluate the performance of the proposed TSK-ELM for short-term electricity load forecasting.
Training and Testing Data Sets
The input variables used in this example are dry bulb temperature, dew point, hour of day, day of the week, a flag indicating if it is a holiday/weekend, previous day's average load, load from the same hour the previous day, and load from the same hour and same day from the previous week as shown in Figure 5 . This example demonstrates building and validating a short-term electricity-load forecasting model. The model considers multiple information sources, including temperatures and holidays, when constructing a day-ahead load forecaster. The original data were obtained from the Zonal hourly load data websites of the New England ISO [22, 23] . 
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Since most similarity metrics are sensitive to the ranges of elements in the input vectors, each of the input variables must be normalized to within the unit interval [0, 1] except for out variable. For short-term forecasting, these include the dry-bulb temperature, dew point, hour of the day, day of the week, holiday and weekend indicators, the previous day's average load, the load from the same hour the previous day, and the load from the same hour and same day of the previous week. Figure 6 visualizes the data distribution between input variables. Figure 7 shows a histogram of the actual output. The training data set is used for designing the TSK-ELM, while the testing data set is used for validating the generalization performance.
Since most similarity metrics are sensitive to the ranges of elements in the input vectors, each of the input variables must be normalized to within the unit interval [0, 1] except for out variable. For short-term forecasting, these include the dry-bulb temperature, dew point, hour of the day, day of the week, holiday and weekend indicators, the previous day's average load, the load from the same hour the previous day, and the load from the same hour and same day of the previous week. Figure 6 visualizes the data distribution between input variables. Figure 7 shows a histogram of the actual output. 
Experiments and Results
In this experiment, we compared the proposed method with conventional methods. We quantify the performance of the forecaster using metrics such as RMSE as well as MAE and MAPE. Also, we investigate statistical characteristics based on the coefficient of determination (R-squared) as follows
whereŷ k , t k , and t are model output, actual target output, and the mean of the actual output, respectively. n is the number of measured data points. First, we obtained the root-mean-square error (RMSE) variation, as the number of cluster centers increased from 2 to 40. Here the number of cluster is equal to that of TSK-based fuzzy rule. Also, the Gaussian membership function per input variable is equal to that of cluster center. Figure 8 shows the RMSE values for the training and testing data sets. We observe that the RMSE value diminishes as the number of rules increases. The obtained results showed good generalization performance for testing data set, when the number of rules is 36. The RMSE of the testing error is at its lowest value: 400.86. Simultaneously, the RMSE of the training error is 402.89. Figure 9 shows the RMSE variation, when hybrid-learning is performed with five rules. The experimental results show a performance similar to the best case shown in Figure 8 . 
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First, we obtained the root-mean-square error (RMSE) variation, as the number of cluster centers increased from 2 to 40. Here the number of cluster is equal to that of TSK-based fuzzy rule. Also, the Gaussian membership function per input variable is equal to that of cluster center. Figure 8 shows the RMSE values for the training and testing data sets. We observe that the RMSE value diminishes as the number of rules increases. The obtained results showed good generalization performance for testing data set, when the number of rules is 36. The RMSE of the testing error is at its lowest value: 400.86. Simultaneously, the RMSE of the training error is 402.89. Figure 9 shows the RMSE variation, when hybrid-learning is performed with five rules. The experimental results show a performance similar to the best case shown in Figure 8 . Figure 10 shows the prediction performance for all training data points. Figure 11 shows the TSK-ELM error for the training data points. As shown in Figures 10 and 11 , the proposed TSK-ELM shows a good approximation capability. Figure 10 shows the prediction performance for all training data points. Figure 11 shows the TSK-ELM error for the training data points. As shown in Figures 10 and 11 , the proposed TSK-ELM shows a good approximation capability. Figure 10 shows the prediction performance for all training data points. Figure 11 shows the TSK-ELM error for the training data points. As shown in Figures 10 and 11 , the proposed TSK-ELM shows a good approximation capability. Figure 10 shows the prediction performance for all training data points. Figure 11 shows the TSK-ELM error for the training data points. As shown in Figures 10 and 11 , the proposed TSK-ELM shows a good approximation capability. Figures 12 and 13 visualize the generalization performance and error between the actual output and the TSK-ELM output for the testing data points. Figure 14 shows the performance for some period (some part of January in 2008) in the data set. As shown in these figures, the proposed method had a good generalization performance. Figures 12 and 13 visualize the generalization performance and error between the actual output and the TSK-ELM output for the testing data points. Figure 14 shows the performance for some period (some part of January in 2008) in the data set. As shown in these figures, the proposed method had a good generalization performance. Figures 12 and 13 visualize the generalization performance and error between the actual output and the TSK-ELM output for the testing data points. Figure 14 shows the performance for some period (some part of January in 2008) in the data set. As shown in these figures, the proposed method had a good generalization performance. Figures 12 and 13 visualize the generalization performance and error between the actual output and the TSK-ELM output for the testing data points. Figure 14 shows the performance for some period (some part of January in 2008) in the data set. As shown in these figures, the proposed method had a good generalization performance. Table 1 lists the performance results of the RMSE regarding the previous model and the proposed approach. In the linguistic model (LM) design, we used 10 contexts and 10 clusters per context [29] . Thus, the number of rules was 100. This model lacked the adaptability to cover complex nonlinearity. In the RBFN design with context-based fuzzy c-means (CFCM) clustering, we used the number of clusters and the context in the same manner as the LM [30] . Here, the learning rate and the number of epochs are 0.001 and 1000, respectively. In the incremental RBFN design (IRBFN), we combined linear regression (LR) and RBFN [31] . LR and RBFN are used as the global model and local granular network, respectively. The error obtained from the LR is compensated by the local RBFN based on CFCM clustering. Here, the weights between the hidden layer and the output layer are estimated by LSE. Figure 15 shows the linguistic contexts produced from errors, when the number of contexts is 10. These contexts are obtained in error space based on CFCM clustering [30, 31] . The errors obtained by LR are compensated by a collection of radial basis functions that capture more localized nonlinearities of the system as a local RBFN [31] . These contexts are used as the linguistic weights in the design of RBFN. In order to generate these contexts, we used fuzzy equalization and probabilistic distribution. Here, we use probabilistic distribution by histogram, probability density function, and conditional density function in order [31, 32] . In the ELM case, we used the ReLU, sigmoid, RBF, and sine functions as activation functions. Figure 16 visualizes the RMSE for the training and testing data sets as the number of nodes increases from 10 to 300. We observed that the ELM with the sine, sigmoid, and radial basis function showed similar performance except for ReLU activation function. However, we could not obtain the knowledge information about the ELM structure. Although these models have been successfully demonstrated on various applications, the proposed TSK-ELM outperformed the previous models as listed in Table 1 . On the other hand, we performed on TSK-ELM based on scatter partition methods such as fuzzy c-means (FCM) clustering and subtractive clustering (SC). In the case of FCM clustering, we used 36 cluster centers as the number of rules. The experimental results of RMSE are 468.79 and 450.60 as listed in Table 1 , respectively. In the case of SC clustering, we used 36 cluster centers as in the same manner. The experimental results of RMSE are 487.38 and 479.79, respectively. As a result, the proposed TSK-ELM showed good performance in comparison with those of scatter partition methods. Thus, the initial random-partition method of ELM used in this experiment demonstrated the effectiveness as the previous works [27] .
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The whiskers extend to the most extreme data points not considered outliers, and the outliers are plotted individually using the "+" symbol. Figure 18 shows performance results of MAPE by the number of node in the design of ELM with four activation functions, respectively. The experiment was performed as the number of node increase from 10 to 300. Figure 19 visualizes the distribution of error, MAE, and MAPE, respectively. Tables 2 and 3 list the comparison results of MAPE and MAE, respectively. As listed in Tables 2 and 3 , these results led us to the conclusion that the proposed TSK-ELM without learning or with learning showed good performance in comparison to the previous methods such as ELM with four activation functions [21] and ANFIS with grid partition and input selection method [35] . We compared ELM (sin) with TSK-ELM based on the coefficient of determination (R-squared) showing statistical characteristics. R-squared values are 0.9783 and 0.9905 for ELM and TSK-ELM, respectively. These results provide a measure of how well the actual output is predicted by TSK-ELM model. In addition to R-squared values, the MAPE values of ELM are 2.16 and 2.14 for training and testing data, while those of TSK-LEM are 1.38 and 1.49 as listed in Table 3 , respectively. As a result, the proposed TSK-ELM showed good performance in comparison to ELM itself. In what follows, we quantified the performance between TSK-ELM and the previous methods using metrics such as of MAE and MAPE. To obtain further insight into the TSK-ELM performance for forecasting, we visualized the percent forecast errors by the hour of the day, day of the week, and month of the year as shown in Figure 17 , respectively. On each box, the central mark indicates the median, and the bottom and top edges of the box indicate the 25% and 75% for MAPE, respectively. The whiskers extend to the most extreme data points not considered outliers, and the outliers are plotted individually using the "+" symbol. Figure 18 shows performance results of MAPE by the number of node in the design of ELM with four activation functions, respectively. The experiment was performed as the number of node increase from 10 to 300. Figure 19 visualizes the distribution of error, MAE, and MAPE, respectively. Tables 2 and 3 list the comparison results of MAPE and MAE, respectively. As listed in Tables 2 and  3 , these results led us to the conclusion that the proposed TSK-ELM without learning or with learning showed good performance in comparison to the previous methods such as ELM with four activation functions [21] and ANFIS with grid partition and input selection method [35] . We compared ELM (sin) with TSK-ELM based on the coefficient of determination (R-squared) showing statistical characteristics. R-squared values are 0.9783 and 0.9905 for ELM and TSK-ELM, respectively. These results provide a measure of how well the actual output is predicted by TSK-ELM model. In addition to R-squared values, the MAPE values of ELM are 2.16 and 2.14 for training and testing data, while those of TSK-LEM are 1.38 and 1.49 as listed in Table 3 , respectively. As a result, the proposed TSK-ELM showed good performance in comparison to ELM itself. Figure 19 . Distribution of (a) error; (b) MAE; and (c) MAPE.
Conclusions
We proposed a new design method based on an ELM with automatic knowledge representation from the numerical data sets for short-term electricity-load forecasting. The conventional ELM did not use knowledge information. The notable features of the proposed TSK-LEM were that the cluster centers of the membership function were used to determine the premise parameters, and the linear weights of the TSK-type were estimated by LSE.
The experimental results revealed that the proposed TSK-ELM showed good performance for short-term electricity-load forecasting in comparison to previous approaches such as LR, CFCM-RBFN, LM, IRBFN, and ELM with four activation functions. Furthermore, when a hybridlearning method using LSE and BP was applied, the proposed model showed better prediction performance and statistical characteristics for RBSE, MAPE, MAE, and R-squared. For further research, we shall design an intelligent predictor by integrating an ELM with deep learning to solve real-world problems. Author Contributions: Chan-Uk Yeom suggested the idea of the work and performed the experiments; KeunChang Kwak designed the experimental method; both authors wrote and critically revised the paper.
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Conclusions
The experimental results revealed that the proposed TSK-ELM showed good performance for short-term electricity-load forecasting in comparison to previous approaches such as LR, CFCM-RBFN, LM, IRBFN, and ELM with four activation functions. Furthermore, when a hybrid-learning method using LSE and BP was applied, the proposed model showed better prediction performance and statistical characteristics for RBSE, MAPE, MAE, and R-squared. For further research, we shall design an intelligent predictor by integrating an ELM with deep learning to solve real-world problems.
