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Knowing the 3-D structure of an RNA is fundamental to understand its biological function. Nowadays
X-ray crystallography and NMR spectroscopy are systematically applied to newly discovered RNAs. How-
ever, the application of these high-resolution techniques is not always possible, and thus scientists must
turn to lower resolution alternatives. Here, we introduce a pipeline to systematically generate atomic res-
olution 3-D structures that are consistent with low-resolution data sets. We compare and evaluate the
discriminative power of a number of low-resolution experimental techniques to reproduce the structure
of the Escherichia coli tRNAVAL and P4–P6 domain of the Tetrahymena thermophila group I intron. We test
single and combinations of the most accessible low-resolution techniques, i.e. hydroxyl radical footprint-
ing (OH), methidiumpropyl-EDTA (MPE), multiplexed hydroxyl radical cleavage (MOHCA), and
small-angle X-ray scattering (SAXS). We show that OH-derived constraints are accurate to discriminate
structures at the atomic level, whereas EDTA-based constraints apply to global shape determination.
We provide a guide for choosing which experimental techniques or combination of thereof is best in
which context. The pipeline represents an important step towards high-throughput low-resolution
RNA structure determination.
 2012 Elsevier Inc. Open access under CC BY-NC-ND license.1. Introduction To help sort through many plausible structures, much effort isRibonucleic acid (RNA) is one of the central molecules of cellu-
lar information transfer (Sharp, 2009; Crick, 1970). Characterizing
how RNA participates in chemical reactions increases our compre-
hension of how cells function. Structure is one of our best hints
about RNA function, and so high-resolution methods such as
X-ray crystallography and nuclear magnetic resonance (NMR)
spectroscopy are routinely applied to determine RNA three-dimen-
sional (3-D) structures. However, these methods can neither be
applied to all RNAs nor in all cellular conditions.
Alternatively, RNA 3-D structures can be predicted computa-
tionally or modelled interactively (Parisien and Major, 2008; Das
and Baker, 2007; Ding et al., 2008; Jonikas et al., 2009a; Martinez
et al., 2008). However, one of the problems with computational
structure prediction is that they generate sets of geometrically dif-
ferent but energetically similar structures, making difﬁcult the
selection of native structures. The problemmay be partially related
to the fact that RNA structures are dynamics, and thus have the
potential to accommodate various reactions under different condi-
tions (Draper et al., 2005). For instance, riboswitch, ribozyme, and
microRNA structures are subject to conformational induction in
presence of their respective cofactors (Williamson, 2000).Major).
-NC-ND license.being invested in using low-resolution experimental techniques
and data. These techniques include variants of hydroxyl radicals
(OH) footprinting (Tullius and Greenbaum, 2005), for instance
the ethylenediaminetetraacetic acid (EDTA) variants uridine-EDTA
(Han and Dervan, 1994) and methidiumpropyl-EDTA (MPE)
(Gherghe et al., 2009), and the multiplexed hydroxyl radical cleav-
age analysis (MOHCA) (Das et al., 2008).
Cleavage of the RNA backbone by OH provides a way to distin-
guish the inside and outside of a folded RNA molecule (Latham and
Cech, 1989). As the RNA folds in its native state, sections of the
backbone may become protected from the solvent. The backbone
atoms that are buried inside the RNA are less prone to OH attacks
and cleavage. Therefore, OH footprints give the accessibilities of
nucleotides’ backbone atoms; the greater the cleavage activity is
the more accessible the nucleotide is. The OH footprints are
gel-based and amenable to robust and automated analysis (Mitra
et al., 2008).
EDTA variants are also gel-based (Han and Dervan, 1994;
Gherghe et al., 2009). The idea behind these techniques is to insert
an Fe(II)-EDTA moiety acting as a probe at a speciﬁc position. Then,
the backbone cleavage pattern deﬁnes the accessibility of a
nucleotide and its approximate distance to the probe. RNA selec-
tive 20-hydroxyl acylation analysed by primer extension (SHAPE)
(Mortimer and Weeks, 2007; Merino et al., 2005) is a technique
that is getting popularity in the RNA community. It is used to
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Fig.1. Steps for determining RNA 3-D structures using low-resolution data. (a)
Sequence input. The input of the pipeline is an RNA sequence. (b) Structure
prediction. 3-D structure sets are produced using an RNA structure generator
capable of simultaneously sampling the global shape and producing atomic-
resolution models of the RNA input sequence. The 3-D structure generator can
beneﬁt from secondary structure prediction, which is an optional step. If used,
however, then more than one secondary structure can be selected and used to
produce 3-D structures. The 3-D structure sets (Decoys) represent intermediate
results, but they can also be stored permanently for future use. (c) Experimental
data collection and ﬁltering. The experiments may include, but are not restricted to:
hydroxyl radical footprinting (OH); methidiumpropyl-EDTA (MPE); multiplexed
hydroxyl radical cleavage analysis (MOHCA); and, small-angle X-ray scattering
(SAXS). OH experiments show on a gel the nucleotides that are protected from
cleavage upon folding. The OH data can be exploited by assessing the loss of solvent
accessibility of these protected nucleotides (red spheres). MPE experiments show
the cleavage intensity when the MPE agent is attached at a given position, here at
nucleotide 67 in the tRNA (green sphere). MPE data can be used to estimate the
distance to the MPE agent of the cleaved sites (red spheres). The distances are
proportional to the cleavage intensity, which can be visualized using a histogram.
MOHCA experiments result in distances betweenmarked positions (red sphere) and
the MOHCA agent (green sphere). The measured intensities are proportional to the
distance between a marked position and the agent. SAXS experiments show the
intensity of the scattering measured at different angles. SAXS data are convoluted
and requires Fourier transforms to be converted into distance probabilities. Here, a
theoretical SAXS scattering curve was generated from at RNA 3-D model (grey
spheres) and water atoms surrounding the tRNA (yellow spheres). The theoretical
curve is then compared with the experimental one for congruence at all scattering
angles. (d) 3-D structure output. Filtering 3-D structure sets using single or
combinations of experimental data results in subsets of 3-D structures that satisfy
the low-resolution data. These structures can be analysed further, and submitted to
energy minimization or molecular dynamics protocols for reﬁnement.
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is extremely powerful to determine secondary structure (Parisien
and Major, 2008; Deigan et al., 2009; Wilkinson et al., 2008), i.e.
the stable nucleotides are considered involved in stacked Wat-
son–Crick base pairs. For instance, using SHAPE data the Miller
group has modelled the cap-binding translation initiation factor
eIF4E bound to a pseudo-knotted element (Wang et al., 2011),
and the Perreault’s group modelled putative folding intermediates
of the HDV ribozyme (Reymond et al., 2010). However, it is not
clear how SHAPE data can be interpreted and used in the context
of 3-D structure. Nevertheless, EDTA combined with SHAPE data
and a force-ﬁeld based on a united nucleotide representation (Ding
et al., 2008) were used to reproduce a tRNA with an accuracy of
less than 4 Å of root-mean-square deviations (RMSD) between
the Phosphate atoms of the model and that of its corresponding
experimental structure (Gherghe et al., 2009).
MOHCA is another gel-based probing technique that uses EDTA
(Das et al., 2008). First, an EDTA probe cleavage agent is randomly
inserted in the structure. Then, the positions of radical hydroxyl
cleavages are read in a two-dimensional gel against the positions
of the probe, producing a set of pairwise distance constraints.
The distance between a cleavage site and the probe is proportional
to the intensity of the cleavage. The analysis of MOHCA data has
recently been automated (Kim et al., 2009).
More recently, the application of small-angle X-ray scattering
(SAXS) technique (Lipfert and Doniach, 2007; Lipfert et al.,
2007) has been applied to RNAs. It is currently considered a prom-
ising technique that may be used to accelerate the systematic
resolution of RNA structures. A nice example of its application
was done by the Doniach’s group who used SAXS data to deter-
mine the bound and unbound states of the thiamine pyrophos-
phate riboswitch (Ali et al., 2010). To get SAXS data, one
bombards the RNA in solution with X-rays, and then measures
how the scattering varies on average over all orientations of the
RNA and according to small angular changes of the X-ray beam
(Koch et al., 2003).
SAXS data can be used in two different ways. The ﬁrst is by com-
paring directly a theoretical scattering curve with that obtained
experimentally. The most widely used computer programs that
implement this approach are CRYSOL (Svergun et al., 1995) and
DAMMIN (Svergun, 1999). CRYSOL generates a theoretical scatter-
ing curve from an actual 3D model, whereas DAMMIN does it from
a model made of beads of a ﬁxed size that approximates the atomic
density of an unknown 3D structure. One can generate a 3-D model
that ﬁts the bead model, for instance by using rigid body molecular
docking. The model’s theoretical curve is then compared to the
experimental one, and the difference between them is measured.
Little or no difference between the two curves indicates that the
model satisﬁes the SAXS data.
The second is by applying a Fourier transform on the scattering
curve to obtain a pair-density distribution function (PDDF), which
represents the pairwise distance distribution between the elec-
trons of the molecule. The computer program GNOM has been
developed to compute such a PDDF (Svergun et al., 1988).
Our goal to develop a pipeline for determining RNA 3-D struc-
tures using low-resolution data prompted us to consider the struc-
tural data generated by the above techniques. Such data translate
into geometrical constraints, and thus can be directly used to guide
structure generation algorithms towards satisfying solutions.
However, tuning an algorithm to use speciﬁc types of structural
data is time consuming. Since the discriminating power of these
data has not been tested in the context of high-throughput 3-D
structure determination, we decided as a ﬁrst step to compare
their discriminative power to identify experimentally resolved
structures from existing sets of theoretically generated atomic
structures (Fig. 1).The comparison was done using two well-studied RNAs: the
Escherichia coli valine tRNA (tRNA), which has been solved in solu-
tion (PDB code 2K4C Grishaev et al., 2008), and the P4-P6 (P4-P6)
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has been determined by X-ray crystallography (PDB code 1GID
(Cate et al., 1996). These structures have also been used as bench-
marks for RNA secondary and 3-D structure prediction methods
(Jonikas et al., 2009a; Gherghe et al., 2009; Das et al., 2008; Major
et al., 1993), and structure probing data for these two RNAs are
available.
To challenge the above RNA structure probing techniques thor-
oughly, we needed an RNA structure generator capable of sampling
the accessible shapes and producing atomic resolution models of
the tRNA and P4–P6 domain. The atomic precision is needed to as-
sess properly the reproduction of the base pairing and stacking
conformations, as well as the proper volume, electron density,
and quality of the backbone path.
We chose the most recent version of the MC-Sym computer
program (Parisien and Major, 2008; Major et al., 1991; Major,
2003), which combines the desired attributes. MC-Sym imple-
ments a fragment-based construction algorithm (Parisien and Ma-
jor, 2008). It merges 3-D fragments that correspond to nucleotide
cyclic motifs (NCMs) (Lemieux and Major, 2006). The 3-D frag-
ments are either directly taken in the Protein DataBank RNA
structures if instances of the exact sequence exist, or automati-
cally built otherwise. The automated fragment building procedure
guarantees the generality of the approach and that the MC-Fold
and MC-Sym pipeline applies to never previously observed
sequences.
The ﬁrst step is thus to describe the RNA in terms of NCMs, i.e.
to identify the single-stranded fragments closed by a single base
pair (i.e. hairpin loops) and double-stranded fragments that are
ﬂanked by two base pairs (i.e. tandem of base pairs, and bulge
and interior loops). For instance, the MC-Fold and MC-Sym pipe-
line automates this process (Parisien and Major, 2008), but an in-
put script can always been edited or deﬁned manually. Here, the
MC-Sym input scripts were directly derived from pre-established
and known secondary structures (see Section 4). In cases where
the secondary structure of a new RNA has not previously been
determined, the ﬁrst step would then be to predict it using
MC-Fold. Note that any secondary structure prediction method
would do here.
The difference between thermodynamics approaches and MC-
Fold is that the latter uses a scoring function based on the statistics
of occurrences of the NCMs in known 3-D structures. Base pairing
and stacking, as well as backbone effects are inherent to the NCMs.
MC-Fold uses a Markov chain of NCMs of order one, which allows
to embed indistinctly all contextual energetic contributions. As a
result, MC-Fold produces secondary structures that are enriched
by non-canonical base pairs, and thus provide key structural infor-
mation for building 3-D structures.
There is an MC-Fold and MC-Sym pipeline Web service avail-
able at www.major.iric.ca. Alternatively, both programs can be
downloaded and run on desktop computers. There is also an
application that converts an RNA secondary structure represented
by a dot-bracket string into an MC-Sym input script (see Section
4).
Note that many non atomic-precision modelling systems
could also be used. They generate RNA models to which all
atoms can be added in a later step. NAST (Jonikas et al.,
2009a,b), iFoldRNA (Ding et al., 2008; Sharma et al., 2008),
RNA2D3D (Martinez et al., 2008), and the recent approach pro-
posed by Cao and Chen (Cao and Chen, 2011) are such examples.
Recently, the Levitt’s group has also developed an in silico
approach to generate sets of RNA 3-D structures by clustering
RNA conformations constrained by secondary structure alone
(Sim and Levitt, 2011). As it will be shown below, this approach
can be very powerful when combined to ﬁltering using low-
resolution experimental data.2. Results
2.1. Conformational sampling
Similarly to the Levitt’s group approach, for each RNA we built
two sets of 3-D models. The ﬁrst set is termed ‘‘low’’, where we
only consider secondary structure and coaxial stacking information
(see Figs. 2 and 3, Top). The second set is termed ‘‘high’’, where we
also provide additional long-range tertiary base pairs (see Figs. 2
and 3, Bottom). For the tertiary base pairs, we took advantage of
the structural data that have previously been inferred from
sequence co-variation analysis (Levitt, 1969; Klingler and Brutlag,
1993; Costa and Michel, 1995).
Figs. 2 and 3 show the conformational samplings and distribu-
tions of RMSD over all-atoms between the models and their corre-
sponding experimental structures. For the tRNA, the RMSD range
from about 6.1 up to 25.1 Å (Fig. 2c) and 3.6 up to 12.4 (Fig. 2f)
for the tRNA low and tRNA high sets respectively. For the P4–P6
domain, which contains twice the number of nucleotides vs. the
tRNA, that is 158 vs. 76, the RMSD range from 13.1 to 49.4 Å
(Fig. 3c) and 6.9 to 14.2 Å (Fig. 3e) for the low and high sets respec-
tively. Worth noting is that the inclusion of very few long-range
3-D contacts (see Section 4) signiﬁcantly affect the RMSD distribu-
tions of the generated models. For instance, the RMSD peaks go
from 17 down to 5 Å and from 43 down to 9 Å for the tRNA and
P4–P6 respectively.2.2. Discriminative power of low-resolution experimental data
To assess the relative discriminative power of the considered
experimental techniques, we compute the correlation between
their corresponding experimental data ﬁtness and the RMSD be-
tween the 3-D structures (Decoys) and the corresponding native
structure (see Fig. S1 and S2). A different ﬁtness measure is deﬁned
for each experimental data type (see Section 4).
A visual inspection clearly shows that the best correlation is
from using MOHCA on the P4–P6 low set (r2 = 0.995; Fig. S2b).
The next-best is SAXS, again on the P4–P6 low set (r2 = 0.347 in
the RMSD region below 25 Å; Fig. S2c), as well as on the tRNA
low set (r2 = 0.234; in the RMSD region below 15 Å; Fig. S1c). The
r2 is below 0.2 for all other data and model sets, indicating that
for any given ﬁtness value many different models would qualify
and for any given RMSD to the native structure we observe a wide
range of ﬁtness values.
The correlation of MPE on the tRNA low set is r2 = 0.158
(Fig. S1b). The problem of selecting one or a few models that rep-
resent the native fold is thus complicated in this case. One cannot
simply pick the model that best ﬁt the experimental data because
the range in RMSD is quite large. Another bad example is the large
RMSD range of the OH ﬁt above the 0.5 line shown in Fig. S1a. We
reinterpreted the MPE data (see Section 4), but we can see that
neither the MPE⁄ nor MPE⁄⁄ can identify a model that is native-like.
Therefore, we devised a model selection procedure (see Section
4) that yields a handful of similar models that collectively best ﬁt
the experimental data. The results of applying the model selection
procedure on all sets are presented in Tables 1 (tRNA) and 2
(P4–P6). For each individual and combination of experimental
techniques, the mean RMSD and Global Distance Test (GDT-TS
Zemla et al., 1999; Ginalski et al., 2005) are shown. These measures
show how close the selected models are compared to the native
structure. The model selection procedure is robust, as indicated
by the small RMSD standard deviations (around 1.0 Å on low and
0.5 Å on the high sets) among the selection cycles (see the values
in parentheses in the RMSD column in Table 1 and 2).
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Fig.2. tRNA conformational sampling. (Top) Low set. (a) Secondary structure coloured by stems: Acceptor (green); D (cyan); Anticodon (orange); and, T (yellow). All other
nucleotides are in magenta. (b) Two views of twenty centroids (thin tubes) that are optimally aligned on the solution structure (PDB ﬁle 2K4C, thick tube). The colours are the
same as in a. (c) RMSD (Å) range (all-atoms) of the low set models computed against the tRNA experimental structure (PDB code 2K4C). (Bottom) High set. (d) The secondary
structure, three base triples (8–14-21, 9–12-23, and 13–22-46), and three long-range base pairs (15–48, 18–55 and 19–56) shown using dashed lines. (e) Two views of twenty
centroids (thin tubes) that are optimally aligned on the solution structure (PDB ﬁle 2K4C, thick tube). The colours are the same as in d. (f) RMSD (Å) range (all-atoms) of the
high set models computed against the tRNA experimental structure (PDB code 2K4C).
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percentage of models in a set that have lower RMSD than that of
a given one. For instance, a model with a Q of 0.5% indicates that
less than 0.5% of the models in the set have better RMSD than it.
The highest possible Q is 100.0% for the model that has the highest
RMSD, since all other models have lower RMSD than it. Similarly,
the model with the best RMSD has a Q of 0.0%. Low Q values indi-
cate that the selection procedure is not a random one. If it were
random, then the Q values would be near the median or the mean
RMSD in each case (see Figs. 2 and 3).
On the low sets, SAXS seems to be the best technique for both
RNAs (Q = 3.2% and 0.7% for the tRNA and P4–P6 respectively).
MOHCA performs well, but only on the P4–P6 low set (Q = 0.4%).
MPE on the tRNA low set is less selective, Q = 11.6%, than SAXS.
Note that in practice, any valuable experimental probing technique
is one that can select a manageable number of 3-D models. For in-
stance, a Q value around or below 3.5% for sets of 100,000 models
selects less than 3500 3-D models that can easily be clustered and
analysed.
Importantly, OH footprinting is of no help to discriminate mod-
els that are far from the native structure. However, as the models
get closer to the native fold, OH footprinting becomes increasingly
discriminative. See for instance in the case of the P4–P6 domain,
the model selection procedure for the high set identiﬁes models
of 2.0% and 11.5% Q values, respectively for OH + SAXS and OH + -
MOHCA (Table 2). In the case of the tRNA high set, when only
OH data are considered we get Q = 36.9%, or Q = 40.6% when
OH + MPE data are considered (Table 1). Worth noting is that OH
data have been exploited in conjunction with MOHCA for thereproduction of the native fold of the P4–P6 domain (Das et al.,
2008).
3. Discussion
Following the recent enthusiasm for RNA structure and devel-
opment of new RNA 3-D modelling systems, one of the goals of this
work was to assess the current resolution and predictive power of
a current system when used in combination with various types of
low-resolution experimental data. We chose a representative RNA
3-D structure generation algorithm, MC-Sym, and addressed the
question whether we could build a high-throughput low-
resolution RNA 3-D structure determination system. We were
not as much interested in ﬁnalizing such a system now, but rather
curious about the accuracy one could achieve with such a system
at this time. We thus idealized the modelling conditions and deter-
mined how different types of experimental data could be used to
ﬁlter the best possible RNA 3-D structure prediction sets.
3.1. Lessons for the experimentalists
The observation of quite high Q values (>35%) for the high tRNA
set (Table 1) indicates that either: (i) the models in the high set are
too accurate for the resolution of the experimental data tested
here; or, (ii) the tRNA is too small or compact to make a notable
difference upon substantial conformational changes, i.e. the
lengths of the probes are comparable to its radius of gyration.
Given that during tRNA folding many conformations can be
explored (Nilsson et al., 1982), it would be interesting to compare
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Fig.3. P4–P6 conformational sampling. (Top) Low set. (a) Secondary structure coloured by stems: P4-P5 (green); P5a (orange); P5b (cyan); and, P6 (yellow). The other
nucleotides are in magenta. The nucleotides that were not sampled are uncoloured. (b) Two views of twenty centroids (thin tubes) that are optimally aligned on the crystal
structure (PDB ﬁle 1GID, thick tube). The colours are the same as in a. (c) RMSD (Å) range (all-atoms) of the low set models computed against the P4–P6 crystal structure (PDB
code 1GID). (Bottom) High set. The A-minor long-range base pair (A153-G250) is added in the constraints (circled nucleotides and dashed line). (d) Two views of twenty
centroids (thin tubes) that are optimally aligned on the crystal structure (PDB ﬁle 1GID, thick tube). The colours are the same as in a. (e) RMSD (Å) range (all-atoms) of the
high set models computed against the P4–P6 crystal structure (PDB code 1GID).
Table 1
Performance of experimental data for the tRNA model sets. The ﬁrst three columns
are the experimental data sets: OH (hydroxyl radical footprinting); MPE (methidi-
umpropyl-EDTA); and, SAXS (small-angle X-ray scattering). The dots indicate the
experimental data considered in the model selection procedure. <RMSD> is the
average RMSD in Å for 100 selection procedures. <GDT-TS> is the average GDT-TS for
100 selection procedures. N indicates the total number of structures selected. Q is the
percentage of structures in the set that have lower RMSD than <RMSD>. Values in
parenthesis are the standard deviations. Details of the model selection procedure and
GDT-TS computation are given in Section 4.
Experiment Resolution
OH MPE SAXS <RMSD> <GDT-TS> N Q
tRNA low [6.1, 25.1] Å
 15.92 (0.64) 0.07 (0.01) 2406 51.5
 10.97 (0.57) 0.10 (0.02) 3277 11.6
 9.11 (1.10) 0.20 (0.05) 2974 3.2
  10.09 (0.98) 0.14 (0.03) 3997 7.0
  9.16 (1.06) 0.18 (0.03) 4241 3.3
  11.32 (0.65) 0.10 (0.01) 3276 14.3
   9.46 (1.06) 0.17 (0.04) 4798 4.4
tRNA high [3.6, 12.4] Å
 5.46 (0.81) 0.38 (0.81) 2535 36.9
 5.71 (0.20) 0.35 (0.20) 2566 47.0
 6.56 (0.19) 0.30 (0.02) 1649 74.4
  5.55 (0.20) 0.38 (0.02) 2043 40.6
  6.26 (0.49) 0.33 (0.03) 2890 65.8
  7.51 (0.52) 0.25 (0.02) 1995 90.8
   6.34 (0.56) 0.31 (0.03) 2760 68.8
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for instance, or to revisit how the EDTA-based probing data should
be interpreted. That being said, the radius of gyration of the tRNA
has been measured to be about 23.5 Å (Fang et al., 2000), which is
within the range of the tether probe. Besides, MOHCA has the
drawback of using a bulky and potentially perturbing agent that
can modify the RNA structure under study. SAXS + OH data have
an excellent discriminative power for the ‘‘low’’ data sets, and
has the advantage of probing an unmodiﬁed RNA.
The level of structural information used to deﬁne the high tRNA
set is unusual. To reach the accuracy of 4 Å RMSD with the native
structure (high set), all base pairs (including the non-canonical)
were needed. We get an accuracy of 7 Å RMSD if we use the sec-
ondary structure alone (low set). Thus, determining base interac-
tions beyond secondary structure would be an important asset,
either theoretically from sequence data, or experimentally.
MC-Sym is a representative of the best RNA 3-D structure gen-
eration algorithms available right now (Major et al., 1993; Lemieux
et al., 1998; Laing and Schlick, 2010). This was the ﬁrst time that
low-resolution data were challenged against this type of atomic
precision 3-D modelling results on relatively large RNAs. There
are generated structures that are closer to the native structures
than it is possible to identify with an unbiased selection procedure
driven by representative low-resolution experimental data (Tables
1 and 2). It would be interesting to challenge other experimental
techniques, such as SHAPE for instance, and see if they could justify
Table 2
Performance of experimental data for the P4–P6 model sets. The ﬁrst three columns are the experimental data sets: OH (hydroxyl radical footprinting); MOHCA (multiplexed
hydroxyl radical cleavage analysis); and, SAXS (small-angle X-ray scattering). The dots indicate the experimental data considered in the model selection procedure. <RMSD> is the
average RMSD in Å for 100 selection procedures. <GDT-TS> is the average GDT-TS for 100 selection procedures. N indicates the total number of structures selected. Q is the
percentage of structures in the set that have lower RMSD than <RMSD>. Values in parenthesis are the standard deviations. Details of the model selection procedure and GDT-TS
computation are given in Section 4.
Experiment Resolution
OH MOHCA SAXS <RMSD> <GDT-TS> N Q
P4–P6 low [13.1, 49.4] Å
 43.78 (1.79) 0.01 (0.00) 2770 84.0
 16.57 (0.50) 0.06 (0.01) 2558 0.4
 17.46 (1.17) 0.05 (0.01) 3029 0.7
  19.76 (1.59) 0.04 (0.01) 3234 1.9
  16.72 (1.18) 0.06 (0.01) 2382 0.4
  17.35 (1.19) 0.06 (0.01) 2695 0.6
   17.57 (1.27) 0.05 (0.01) 2799 0.7
P4–P6 high [6.9, 14.2] Å
 9.47(0.09) 0.33 (0.00) 7556 52.5
 8.76 (0.21) 0.27 (0.01) 2939 21.8
 10.34 (0.34) 0.22 (0.01) 887 81.2
  8.30 (0.16) 0.27 (0.02) 1735 11.5
  7.48 (0.05) 0.35 (0.00) 6128 2.0
  8.42 (0.09) 0.31 (0.00) 6765 14.4
   7.48 (0.07) 0.35 (0.00) 6834 2.0
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look at SHAPE data here because we are currently calibrating MC-
Sym for them. By using SHAPE data we would beneﬁt from new
types of structural information provided by the: (i) 20OH accessibil-
ities (similar to OH); (ii) backbone cleavage; and, (iii) nucleotide
dynamics. We are looking forward to evaluate the discriminative
power of SHAPE data, and to place it in context of recently gener-
ated RNA dynamics results (Chu et al., 2009; Bailor et al., 2010;
Bailor et al., 2011).
3.2. Lessons for the theoreticians
The information used to generate the low and high 3-D struc-
ture sets were idealized, and we assumed that for both chosen
RNAs there exists a single and almost static native structure. The
tRNA and P4–P6 domain are exceptionally highly structured
RNAs, which served well the purpose of comparing the chosen
low-resolution experimental techniques. Note that in many cases,
however, there is no such single ‘‘correct’’ structure and high RMSD
among the output structures may very well reﬂect the structural
ensemble. It is thus a challenge to detect if high RMSD among
the output structures correspond to structural diversity or impre-
cise structural data.
Long-range interactions were extremely useful for the genera-
tion of the high structure sets. Long-range interactions provide
strong constraints that reduce the conformational search space.
However, this is not necessarily the case for all types of experimen-
tal data. For instance, it was found that the addition of OH data to
that of MOHCA selects worst models than MOHCA data alone, most
likely due to ‘‘kinetic traps’’. The two RNA structure generators that
were used in these experiments were FARNA (Das and Baker, 2007)
and NAST (Jonikas et al., 2009), which are guided by an energy-
based function, and hence subject to local minima traps. In
comparison, the MC-Sym search algorithm is based on a discrete
constraint satisfaction resolution technique that is both sound
and complete: i.e. it samples fully an RNA’s conformational space
and it builds structures that fully satisfy all input constraints. Here
using MC-Sym, we found that incorporating the OH data to that of
MPE, MOHCA, and SAXS rather helped the identiﬁcation of better
3-D models. OH data are thus useful in the context of ﬁltering a
set of generated 3-D structures rather than guiding the generation
algorithm itself.The question of secondary structure prediction accuracy is an
important one for developing a high-throughput pipeline. The
accuracy and prediction of the non-canonical base pairs is needed
to build accurate 3-D structures (high sets), and thus a secondary
structure prediction method such as MC-Fold is preferred over
classical ones. However, including all base pair energetic contribu-
tions and considering contextual structural information to increase
prediction accuracy comes with higher computational costs result-
ing in difﬁculties to address RNA sequences of more than 100
nucleotides (at this time).
MC-Fold and all other secondary structure prediction methods
predict a minimum free energy structure and a set of suboptimal
structures. As a matter of fact, the minimum free energy structure
is often incorrect. Therefore, in the absence of an experimentally
validated secondary structure, it is recommended to generate
3-D structure decoys from the minimum free energy secondary
structure, but also from a variety of suboptimal ones. The con-
straint ﬁltering would identify the right secondary structures since
their decoys would contain consistent 3-D structures. This
approach was applied at a much smaller scale in the case of mod-
elling the pre-catalytic 3-D structure of a lead-activated ribozyme:
a series of structural hypotheses were challenged upon chemical
modiﬁcation and catalytic data (Lemieux et al., 1998).
There may be ways to improve the computation of ﬁtness. For
instance, computing the ﬁtness to OH data is not efﬁcient because
it requires the accessible surface area (ASA). However, computing
the ﬁtness to MPE data is efﬁcient since it provides distance con-
straints that can be used either in the model generation process,
or as a post-processing step. Computing the ﬁtness of MOHCA data
is efﬁcient since it also provides distance constraints. Evaluating
the ﬁtness to SAXS data is not efﬁcient since it requires complex
numerical computations and must consider the ﬁrst hydration
shells of the footmark on the scattering data, particularly in the
case of RNA’s.
3.3. Availability of the pipeline
The pipeline we introduced here has been made available
on-line (www.major.iric.ca) to anyone who is eager to generate
sets of RNA 3-D structures and challenge them using experimental
data, those that were utilised here and others as well. The pipeline
and particularly the model selection procedure identify the models
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tion. We must keep in mind that models can explain qualitatively
(if not quantitatively) biological function. After all, one of the goals
of modelling is to suggest keener experiments that will improve
the models and bring more information about function. The pipe-
line introduced here serves this purpose.4. Materials and methods
4.1. Sets of predicted tRNA 3-D structures (Decoys)
We started with the correct secondary structure with the addi-
tion of in-stem non-Watson–Crick base pairs, such as the A14-A21,
A26-G44, C32-A38, and U54-A58. The T-loop structure fragment
was imported from the PDB ﬁle 2K4C since it folds independently
and in a well-deﬁned motif (Lee et al., 2003; Zhuang et al., 2007;
Bouchard et al., 2008; Krasilnikov and Mondragon, 2003). We also
used the Fuller–Hodgson rule for the anticodon loop (Fuller and
Hodgson, 1967), i.e. we stacked nucleotides 34 to 38 as the prolon-
gation of the helix. The coaxial stacking between the Acceptor and
the T stems, as well as between the Anticodon and the D stems was
used so that the four stems deﬁne two helices (Levitt, 1969; Tyagi
and Mathews, 2007).
The conformational sampling of the low tRNA set was made in
three stages. First, we sampled and generated structures for the
two helices: axis 1 formed by the T- and acceptor-stem; and, axis
2 by the D- and anticodon-stem. Second, the two helices were posi-
tioned relative to each other by sampling the dinucleotide 8–9 con-
formation. Finally, we completed the tRNA structure by building
the D and variable loops by sampling trinucleotides using single-
stranded fragments extracted from the PDB.
The conformational sampling of the tRNA high set was also
made in three stages. The ﬁrst stage is identical to that of the tRNA
low set, but we selected the conformations of the D-stem that
formed the base triples 8-14-21, 9-12-23, and 13-22-46 (Klingler
and Brutlag, 1993). We also appended nucleotides 18 and 19 to
form the long-range base pairs with the T-loop nucleotides 55
and 56, respectively (Levitt, 1969; Klingler and Brutlag, 1993). Sec-
ond, we positioned the two helices relative to each other using the
dinucleotide 7–8. Finally, we added the 15–48 long-range base pair
(Levitt, 1969; Klingler and Brutlag, 1993), and completed the D and
variable loops. Fig. 2 shows the information used for modelling the
tRNA sets, and gives an idea of the conformational search space ex-
plored for each.4.2. Sets of predicted P4–P6 domain 3-D structures (Decoys)
We divided the domain into two components: the P5–P4–P6
coaxial stems (axis 1), and the P5a and P5b coaxial stems (axis
2). We extracted the P5c stem and tetraloop receptor from PDB ﬁle
1GID. The tetraloop receptor adopts a speciﬁc structure that con-
tains an adenosine platform (Cate et al., 1996) and a UA_handle
(Jaeger et al., 2009). In the ﬁrst stage, we sampled and generated
structures for each stem. For the P4–P6 low set, we then positioned
the two components relative to each other by sampling the 122–
126 and 196–199 strands using trinucleotide fragments extracted
from the PDB. Hence, given no other long-range distance con-
straints, MC-Sym generated P4–P6 domain structures in the famil-
iar U-shape, but also in the L- and ﬂat shapes. For the P4–P6 high
set, we added the long-range base pair 153–250 observed in the
crystal structure (Cate et al., 1996). This type of interaction was
ﬁrst postulated by Michel andWesthof from sequence data (Michel
and Westhof, 1990). Later, Murphy & Cech using protection data
conﬁrmed it (Murphy and Cech, 1994). Costa & Michel showed it
could have been predicted by co-variation analysis (Costa andMichel, 1995), and it was further characterised by computer mod-
elling (Jaeger et al., 1994), X-ray crystallography (Cate et al., 1996),
and structural analysis (Jaeger et al., 2009). For both sets, in the ﬁ-
nal stage, we completed the domain by adding the A-rich loop (nts
183–186) and the P6 tail (nts 254–260). Fig. 3 shows the informa-
tion used in the modelling of the P4–P6 sets, and gives an idea of
the conformational search space explored for each.
4.3. OH ﬁtness
To evaluate the ﬁt between an OH footprint and a 3-D structure,
we ﬁrst calculate the sum of the accessible surface area (ASA) of all
backbone hydrogen atoms per nucleotide (NASA) in the 3-D struc-
ture using the MSMS computer program (Sanner et al., 1996). We
take the radius of a water probe (1.4 Å) as an approximation of
the radius of the hydroxyl radical to evaluate the ASA. Then, we per-
form a linear least-squared best ﬁt between the experimental cleav-
age intensities and the NASA. The ﬁt is quantiﬁed by the Pearson’s
correlation coefﬁcient. For the tRNA, we used for the footprint pro-
ﬁle the calculated NASA of the PDB solution structure (2K4C). For
the P4–P6 domain, we used published data (Takamoto et al., 2004).
4.4. EDTA ﬁtness
We consider the Fe(II)-EDTA probe is attached at nucleotide P.
From the cleavage intensities, I at nucleotide S, a pseudo-potential
energy, E, is assigned proportionally to I:E = ln(I/<I>), where <I> is
the mean intensity of the entire proﬁle. Then, for each pair of phos-
phate atoms (P, S) separated by a distance D, an energy, e, is as-
signed in a stepwise manner:
¼
E; if DðP; SÞ 6 25Å
2E=3 if DðP; SÞ 6 30Å
E=3; if DðP; SÞ 6 35Å
0 otherwise
8>><
>>:
ð1Þ
We sum all e for all probing experiments P and for all nucleo-
tides S. The lower the energy is the better the ﬁt is with the pair-
wise distance constraints. Here, we used the MPE data published
by the Weeks’s group on the tRNA-ASP structure (Gherghe et al.,
2009). We assumed that the MPE proﬁles for the tRNA-ASP would
be appropriate for the tRNA-VAL if we insert an extra dummy
nucleotide in the variable loop of the tRNA-ASP proﬁle, to match
the sequence length of the tRNA-VAL.
4.5. MOHCA ﬁtness
In the context of RNA modelling, MOHCA generates pairwise
distance constraints, which we assign between pairs of C1’ back-
bone atoms. For each distance constraint, a squared penalty score,
D2, is given for any distance d beyond 30 Å; D = (d  30). Hence,
the ﬁt of a model is the sum of its penalties. Since MC-Sym does
not make use of internal energy, then there is no need for a cou-
pling constant between the MOHCA distance violations and the en-
ergy of a structure. Here, we used the distance constraints from the
native state of the P4–P6 domain (Das et al., 2008).
The difference in the interpretation of the EDTA-based distance
data between MPE and MOHCA prompted us to reinterpret the
MPE. For MPE, the models are gratiﬁed for their ﬁt to various dis-
tance constraints proportionally to the cleavage intensity at the
measured sites (Eq. 1), whereas in MOHCA, the cleavage intensities
are not taken into account, and thus the models are penalised for
distance violations from the estimated tether probe length. We
thus reinterpreted the MPE data for the tRNA. As suggested by
Han and Dervan (Han and Dervan, 1994), we determined a strong
cleavage for that adjacent to ⁄U, medium for that proximal to ⁄U (in
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range >40 Å) (Fig. S3).
4.6. SAXS ﬁtness
Because of the high residency of water molecules in both the
minor and major grooves (Aufﬁnger and Hashem, 2007), and the
presence of counter-ions near the negatively charged phosphate
groups, we developed a new and fast method that explicitly takes
into account the scattering of the ﬁrst hydration shells (Yang et al.,
2010). This method has been developed in collaboration with Drs.
Yang and Roux at the University of Chicago, and is similar to the
approach they developed for proteins (Yang et al., 2009). In the
modelling context, the theoretical and experimental scattering
curves are compared. This is similar to using CRYSOL, but: (1) we
explicitly take into account the ﬁrst hydration shells by soaking
the 3-D model in a box of explicit water molecules whose scatter-
ing contribution is added to that of the molecule; and, (2) we
approximate the scattering proﬁle of the nucleotides by using a
two pseudo-particle model, one for the backbone located at the
O5’ atom (near the phosphate group and counter-ion), and another
one located in the base. The scattering proﬁles of each nucleotide
(A, C, G, and U) are encoded in a form factor and calibrated to
reproduce best the experimental tRNA SAXS data. The increase in
the number of scatterers (i.e. objects producing scattering) by the
addition of explicit water is counter balanced by the reduction of
scatterers in the 3Dmodel, and thus allowing for a fast SAXS ﬁtness
evaluation despite the many more atoms to be considered. The
scattering is evaluated by the Debye formula (Debye, 1915). We
previously studied in details the use of SAXS data to reproduce a
tRNA and P4–P6 domain (Yang et al., 2010). Here, we used the
SAXS data provided by the Bax’s laboratory for the tRNA (Grishaev
et al., 2008), and the SAXS data from the Doniach’s laboratory for
the P4–P6 domain (Lipfert and Doniach, 2007).
4.7. Normalized Z-score
To express the ﬁtness of a model to various experimental data
types, we ﬁrst compute a normalised Z-score, Ze(x), for the ﬁtness
of the model x in a type e experiment. Then, the total ﬁt, Z(x), is
simply given by
P
eZeðxÞ. The Z-score, Z(x) = (x  l)/r, takes into
account the mean, l, and the standard deviation, r, of the ﬁts of
all models for each experiment type. The normalised Z-score is
ZeðxÞ ¼ ðZeðxÞ  Zmine Þ=ðZmaxe  Zmine Þ, so that each experimental data
type contribution is between zero and one, where one signiﬁes the
best ﬁt (care is taken to properly compute Ze(x) given that the high-
est or lowest experimental ﬁt value is the best).
4.8. Global distance test (GDT-TS)
We optimally superimpose a predicted 3-D structure on the
native structure. Then, we count the number of heavy atoms in
the model that are within 1, 2, 4, and 8 Å of RMSD (all atoms)
between the prediction and the native structure, which we divide
by four times the number of atoms. For a perfect prediction, all N
atoms would be within respectively 1, 2, 4, and 8 Å of RMSD, and
thus the GDT-TS = (N + N + N + N)/4 N = 1. For a very bad model
none of the atoms would be within 8 Å (and thus neither within
4, 2 nor 1 Å), and thus the GDT-TS = 0. The GDT-TS score is a mea-
sure of similarity between two 3-D structures on a scale between 0
(little similarity) and 1 (identical structures).
4.9. Model selection procedure
A question that naturally arises is how can we select a few rep-
resentative structures that best ﬁt the experimental data. Declaringthe best-ﬁt model as the native fold is dangerous because many
models ﬁt the data. Therefore, we sort the models from best to
worst ﬁt based on their normalized Z-score (see above), and we
choose the top N models, where N is picked randomly between
100 and 500. We deﬁne this set as promising, and we partition it
into 10 subsets using the K-clustering algorithm based on RMSD.
We expect the K-clustering (K = 10) to yield subsets of 10 to 50
members each. We choose the centroid of each subset, which on
average ﬁts best the experimental data. We deﬁne this model as
the representative of the native fold. Because of the stochastic nat-
ure of the greedy K-clustering method, this selection procedure is
repeated a hundred times and we report the averaged RMSD and
Global Distance Test (GDT-TS Zemla et al., 1999; Ginalski et al.,
2005) between the centroids and their corresponding reference
structures.
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