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Abstract. Crowdsourcing is an effective means to generate a multitude of ideas
in a very short amount of time. Therefore, companies and researchers
increasingly tap into the power of the crowd for the evaluation of these ideas.
However, not all types of crowds are the equally capable for complex decisionmaking tasks, which might result in poor selection performance. This research
aims to evaluate differences in anonymous crowds and student crowds regarding
their information processing, attention and selection performance. A webexperiment with 339 participants was conducted to reveal that 1) undergraduate
Information Systems students perform better in idea selection than crowd
workers recruited from Amazon Mechanical Turk, 2) attention checks increase
selection performance and 3) while crowd workers indicate to process
information more systematically, students acquire more information for
evaluation than crowd workers.
Keywords: Open Innovation, Crowdsourcing, Crowd Types, Amazon
Mechanical Turk, Student Sample, Attention
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Introduction

Companies increasingly utilize online platforms to kick off innovation contests and
thereby tap into the creative power of the crowd to generate new business models, drive
innovativeness and enhance competitive advantage [1–4]. In such contests, the crowd
easily generates hundreds and sometimes thousands of potentially promising ideas [5,
6] that are typically filtered by domain experts [6]. The complex decision making
process, to pick the few most original, unique, useful, and elaborated ideas [7],
commonly requires substantial amounts of resources [4]. Google received more than
150,000 ideas and 3,000 employees devoted their time to review the submissions to
finally announce 16 winners1. Those who filter such large quantities of ideas are not
only faced with the challenge of an exceeding cognitive load imposed by this complex
task [8], but also by the issue of similar ideas occurring in substantial amounts [9].
In order to reduce cognitive load and to ease the idea selection process, organizations
do not only rely on experts for evaluation, but also on small teams, the crowd or
1
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automated idea screening systems [10]. However, the crowd utilized in research tends
to differ from the crowd relied upon in practice. In practice, the crowd often consists of
internal employees or externals such as potential customers or the ideators themselves
that can comment or vote on ideas on the ideation platform [5, 6]. In scientific research,
the crowd commonly consist of anonymous crowd workers recruited via crowdsourcing
platforms, such as Amazon Mechanical Turk (MTurk) or Figure Eight (formerly known
Crowdflower) [11–13], or University students [14, 15] in addition to small expert teams
or an internal crowd. Both types of crowds, anonymous crowd workers and students,
are used as participant’s source in various fields of research [16]. However, the different
crowd types also perform disparate tasks. Typical tasks on a crowd working platform
are image tagging, relevance feedback or document labeling [17] as well as surveys
administered by top researchers [16]. However, crowd platforms rarely offer tasks that
require more time and cognitive effort such as idea selection tasks. This is in line with
the literature stating that crowd workers deliver high quality work as long as the tasks
are not effort-responsive [16]. Students on the other side, are considered unique in terms
of their reflective thought [16] and are long accepted as participant source. Multiple
studies exist that use students as a proxy for the crowd for a variety of tasks including
idea selection [14, 15]. However, a problem remains: How to identify good quality
work in idea selection? For classification problems or programming there usually exists
one truly good answer, but in innovation contests, it would be very time-consuming
and expensive to examine which idea is the best, because essentially, they would all
need to be implemented. Hence, researchers developed quality control mechanisms
such as attention checks or gold questions for which one truly correct answer exists
[18–20].
This paper investigates how crowd types differ in their attention, information
processing style and performance when accomplishing complex decision-making tasks
such as idea selection. An online experiment with a crowd recruited from Amazon
Mechanical Turk and a crowd of European undergraduate students was conducted.

2

Theoretical Background

2.1

Crowd Tasks

Crowdsourcing means bringing people in from outside the company and involving
them in a creative, collaborative process [21]. Crowdsourcing has been gaining
increasing interest, because the “wisdom of the crowd”, the independent judgements of
a large and diverse group of individuals, has been proven to be relatively accurate [22].
Following that, a wide variety of tasks with different levels of complexity have been
passed over to the crowd. These tasks cover activities in all phases of the value chain
including but not limited to crowd testing, funding, ideation, logistics, production,
promotion and support [23]. Cognitively less demanding tasks such as data annotation,
image tagging, accessing content on the web or finding information online [24] were
shown to be completed pretty accurately by the crowd [e.g., 25]. However, complex
tasks that require strenuous effort like creating content, generating or evaluating ideas
provide mixed results [4]. While many studies show that the crowd is able to quickly
2

generate hundreds or thousands of ideas [5, 26], selection performance may not be
considerably higher than chance [11, 12, 27, 28]. One reason is the high cognitive
demand that is imposed by the task of comparing very similar ideas [26] and processing
multiple idea attributes [29]. Another reason might be related to the characteristics of
the crowd. Thus, to better understand this issue, this paper first investigates which types
of crowd exist.
2.2

Crowd Types in Idea Selection

Specific tasks call for domain-specific or company internal knowledge, hence,
companies do not only ask externals but also their employees to make suggestions.
Consequently, the crowd can be distinguished into being either internal or external to
the crowdsourcer [23]. In practice, the evaluation of ideas is done by three types of
raters that are the crowd, a jury of experts, and self-assessments, which can also be used
in combination [10, 30]. In research, the “crowd” is a widely used term and can refer
to anonymous crowd workers from crowd platforms such as Amazon Mechanical Turk
or FigureEight, but also a University student crowd, user crowd or an internal employee
crowd. Student samples were used to compare different evaluation mechanisms [14,
31]. Related research suggests that students who are evaluating ideas based on a multicriteria rating scales outperform students that were evaluating ideas in prediction
markets [31]. Furthermore, a student sample was utilized to show that rating scales
invoke higher ease of use than preference markets and that perceived ease of use
mediates the role between the evaluation mechanism and decision quality [14].
Additionally, a study found that higher decomposition of information load (fewer ideas
per screen) leads raters to acquire more information on ideas and to eliminate more
ideas, which improved choice accuracy [28]. Online consumer panels were found to
represent a better way to determine a “good” idea than are ratings by experts [33]. And
significant agreement was found between theatre projects that were funded by the
funding crowd and experts [34]. Anonymous crowd workers have been recruited,
because a multitude of responses can be generated in a short time. The ratings for
novelty of an anonymous crowd (MTurk) are highly correlated with those of experts
[35]. The evaluations of an MTurk crowd were also used to develop an expertise
prediction heuristic to automatically identify experts within the crowd [13]. Crowd
workers of MTurk that evaluate sets with similar ideas have higher elimination
performance and lower cognitive effort than those crowd workers that evaluated sets
with random ideas [11]. Idea selection done by users was relatively successful when
compared to expert assessments and even technically naïve users recruited from
Amazon Mechanical Turk yielded satisficing results [36]. Contrary to previous studies
of crowd evaluations for simple aesthetic tasks, one study also provides first evidence
of the limitations of anonymous crowd evaluations (Crowdflower), and warns that
crowd evaluations are not adept to the expert ratings when more complex submission
such as business models are evaluated [12]. While crowds were frequently compared
to experts, little is known about whether one crowd type might be better able at selecting
high quality ideas than another. Hence, this research aims to evaluate differences in
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anonymous crowds and student crowds regarding their information processing,
attention and selection performance.
2.3

Information Processing

It is important to understand how raters process the ideas and decide on their quality to
better deal with challenges related to the complex and effort intensive selection process.
When making decisions, people engage in disparate types of cognitive processes that
can be distinguished into intuition [37] and reasoning [38], also referred to as System
1 and System 2. System 1 represents intuition and denotes fast, automatic, and effortless
information processing. System 2 represents reasoning, being a slow, controlled, and
effortful information processing [39]. System 1 thinking consists of subsystems which
include autonomous behaviors and domain-specific knowledge obtained through
domain-general learning mechanisms [40]. When utilizing System 1 cognitive
processes to make decisions, individuals tend to use shortcuts in their decision making
[41] and adopt rules of thumb stored in their long-term memory to process information
[42]. System 2 information processing makes use of the central working memory
system [40]. When individuals engage in System 2 cognitive processes, all available
options are objectively compared until a decision is made. Usually, individuals are
expected to make decisions as objectively as possible, since rational decision making
is supposed to lead to accurate choices and, thus, good decisions [43]. However, as the
information processing capacity of a human cognitive system is limited, it is impossible
to evaluate all possible outcomes [44, 45]. Hence, due to their limited rationality
choices lose objectivity.
2.4

Attention and Quality Control in Crowdsourcing

Crowdsourcing platforms such as Amazon Mechanical Turk or Figure Eight allow to
collect large amount of responses in a very short amount of time. Unfortunately, the
process of verifying the quality of submitted results is not that easy and often workers
take the chance to submit low quality work [17]. Hence, quality control is essential for
requesters of the crowdsourced tasks and it comes in various forms. First, requesters
rely on redundant task assignment and ask multiple crowd workers the same questions
[17, 46]. Further, financial incentives such as performance-based payments are used to
increase the quality of submissions [46]. Next, over time attention check questions or
gold questions were developed, which are a small set of tasks for which the requester
knows the correct answer and, thus, is able to directly assess the quality of the
submission [18]. These questions should be unique for each task or study in order to
reduce the probability for a crowd worker to be familiar with the attention check
questions and hence, to increase their effectiveness [16]. One type of these attention
checks are instructional manipulation checks (IMC), where participants demonstrate
that they were reading and following the instructions [19]. IMCs typically consist of a
text in which the participants are instructed to answer in a specific way to a question
that is posted below. When a participant does not read the text, s/he would answer the
question incorrectly and hence, would fail the IMC. Factual manipulation checks are
4

questions with an objective, matter-of-fact answer. The problem with factual
manipulation checks is that participants can easily search the internet for the correct
answer and they do so, if researchers do not intervene with the simple instruction to not
look up the answers [16]. Another attention check is the affirmation form in which
crowd workers indicate whether they paid attention and answered the questions
honestly [47]. Keith et al. review crowd studies and identified that only 22.8% of the
studies report on using attention checks, among which are direct, archival and statistical
attention checks such as instructed items (e.g. “Please select strongly disagree, if you
are paying attention.”, bogus items (e.g., “My friends are all mermaids.”), questions to
recall information from the instructions or an article, or measuring the time spent on
the task [48].
2.5

Research Model and Hypotheses Development

It is commonly noted that there are differences between various participant sources with
respect to their attention, cognitive processing styles and task performance. The crowd
in general was found to be a good proxy for experts’ in idea evaluation [36]. This
includes both, the student crowd as well as the anonymous crowd. However, one study
found that crowd workers from Figure Eight were not as good as commonly assumed
[12]. This is in line with the literature stating that crowd workers deliver high quality
work as long as the tasks are not effort-responsive [16]. Students on the other side, are
considered unique in terms of their reflective thought [16]. Hence, anonymous crowd
workers are assumed to have lower selection performance than students.
H1: Crowd workers from anonymous crowd working platforms will have lower
selection performance in terms of a) lower accuracy, b) higher false negative rate
and c) higher false positive rate than a student crowd.
Crowd workers have learned to be attentive to specific types of questions such as
attention questions. They tend to search for information that help them to quickly come
to a decision as some of the crowd workers make a living of these short and often ill
paid crowd task. Whereas students like to engage in cognitively demanding tasks as
they also selected to enroll in a University program. Hence, the following hypotheses
regarding the crowd types’ cognitive load and information processing styles can be
formulated:

Figure 1. Research Model
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H2: Crowd workers from anonymous crowd working platforms will have lower
cognitive load than a student crowd.
H3: Crowd workers from anonymous crowd working platforms will process
information a) more heuristically and b) less systematically than a student crowd.
Combining the arguments mentioned above, a research model is proposed that
compares the relationships between two crowd types (anonymous crowd and student
crowd) and their selection performance, cognition and information processing (see
Figure 1).

3

Methodology

This study compares two different crowds, i.e., an anonymous crowd and a student
crowd, with regards to their attentiveness, information processing styles and their
resulting selection performance using a web-experiment consisting of a pre-survey, an
idea selection task and a post-survey.
3.1

Idea Set

In the idea selection task, participants were presented with 35 ideas from the “Gratitude
at the Workplace” Challenge hosted on openIDEO 2. The contest was selected because
the ideas covered a broad range of topics that did not require any technical or domainspecific knowledge. The ideas were accessible and easily comprehensible for
individuals that have a basic understanding of appreciation and workplaces. The
original ideas were adapted and shortened to control for the idea length and possible
effects on the selection (e.g., shorter ideas are easier to comprehend and therefore
selected). The ideas were randomly allocated to subsets. Ideas and subsets were
allocated to participants in random sequence to control for order bias using the Smart
Idea Allocation method [49]. Ideas were presented with their title, description and the
number of likes they received on the platform.
3.2

Subjects

Data was collected from 284 crowd workers recruited from Amazon Mechanical Turk
(using the platform cloudresearch.com) and 55 undergraduate students enrolled in an
introductory course to Information Systems (IS) at a European University (via the
online course forum). Participants that failed the reCaptcha on the first page (to identify
bots or machines) or the first simple instructional attention check (“Click the radio
button for strongly agree.”) were excluded to ensure a representative sample. After
eliminating all participants that failed at least one attention check question, 87 MTurks
and 49 students remained. The reward consisted of a fix and a variable, performancebased payment as recommended for effort-responsive tasks [46]. While MTurks
2
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received 2.50 USD, students received 3.6 points as course credit for successful
completion of the whole task as a fixed reward. The variable amount consisted of a
bonus for every good idea they selected (+0.30 USD for MTurks and +0.3 points for
students) minus a deduction for every bad idea they selected (-0.10 USD for MTurks
and -0.1 points for students). The payment model for MTurks was chosen to comply
with the minimum wage for the United States, as the expected duration to complete the
task was about 20-30 minutes. The reward was special for both participant groups,
while MTurks received an above average payment compared to other tasks on the
platform, students had the chance to receive course credits. Participation was voluntary
for students and MTurks. Furthermore, students had the opportunity to choose between
two different tasks to receive course credit similar to MTurks who could move on to
another Human Intelligence Task (HIT). Only MTurks that completed at least 100 HITs
and had an approval rate of minimum 80% (i.e., 80% or more of that participant's
previous submissions were approved by requesters) were allowed to participate in the
task. MTurks were, with on average 38 years (SD = 10.8 years) about 16 years older
than students that were on average 22 years old (SD = 2.9 years). Among the MTurks
56% indicated to be male, 43% female and 1% others; students indicated to be 45%
male and 55% female. All participants graduated from high school. Additionally, the
majority of MTurks (51.7%) and some students (4.1%) possess a Bachelor’s degree.
Undergraduate IS students are expected to have some basic understanding of human
resources and workplace innovation. MTurks themselves have some form of
employment relationship with the requesters of the HITs and more than 60% of the
crowd workers in previous studies participate on MTurk to generate a second source of
income [50]. Participants were also asked to rate to what extent they usually experience
or express gratitude “while collaborating with colleagues”, “by receiving or giving
donations”, “from your leader or as a leader”, “via platforms and applications”, “via email”, “during business trips and travels”, “during meditation”, “in or to specific groups
of people (e.g., healthcare, farmers, police)”, and “through handcrafted objects (e.g.,
handwritten notes, paintings, collages)” (7-point-Likert scale from 1 = “strongly
disagree” to 7 = “strongly agree”). On average, MTurks and students indicated a level
of experience with gratitude of 4.78 and 4.44 with a standard deviation of .98 and .72,
respectively. Both crowd types more often experienced or expressed gratitude while
collaborating with colleagues (Mcrowd worker = 5.38, Mstudents = 5.24) and from their leader
or as a leader (Mcrowd worker = 5.05, Mstudents = 5.29). To conclude, students as well as
MTurks should have sufficient experience with “Gratitude at the Workplace” to
evaluate the ideas.
3.3

Experimental Procedure and Task Instructions

Once participants accepted the task on their specific platform (cloudresearch.com for
MTurks and online course forum for students), they were redirected to the pre-survey.
On the welcome screen, participants were informed about the task, the reward scheme
and the approval criteria. Specifically, they were informed about the expected minimum
work duration for the task to be 8 minutes with an average about 20-30 minutes.
Furthermore, they were notified to pay attention to answer all attention questions
7

Figure 2. Screenshots of Idea Selection Platform

correctly to receive the fixed reward (see section 3.4 Attention Checks). Afterwards,
participants answered some perception-based questions and were informed about the
task setting: “Imagine you are a Human Resource (HR) Manager. The organization you
work for wants to foster gratitude at the workplace. Research shows that too many
people are feeling unappreciated and taken for granted at work. Gratitude strengthens
our relationships, improves our health and motivates us. Hence, you organized an
external innovation contest about gratitude at the workplace and received 39 ideas from
the crowd. You know that you want to assess the ideas as objectively as possible and
not according to your own preferences.” Participants then selected categories of their
interest and were further introduced to the selection environment: “Click the SelectButton if you deem an idea novel and feasible. Click the Read-more button to see the
full idea description. You can select zero, one or multiple feasible and novel ideas from
each set. The progress tracker bar shows you how far along you are in the task. Click
the next button to get a new subset; there is no back button.” The binary assessment can
be understood as a holistic rating scale, which means that only one score with a single
trait is collected [51]. The meaning of “feasible and novel” was further explained in
order to guide the attention to relevant quality criteria: “An idea is feasible, if it can be
easily implemented and is socially acceptable. An idea is novel, if it is new and original;
not like anything seen before.” Participants agreed that they have understood the task
setting and the selection environment and were then directed to the selection platform.
On each of the next seven screens (see Figure 2), four to seven ideas were presented
where participants could check boxes to select feasible and novel ideas indicated by
check mark and “novel and feasible”. Note that after three screens four Latin dummy
text ideas were presented as attention check. The experiment ended with a survey that
collected perception-based variables and demographic data. During the task, the author
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included seven different attention checks. When participants failed an attention check
question they were notified and could not proceed with the task.
3.4

Measures and Operationalization

Performance Measures. The binary nature of the idea quality (low quality vs. high
quality) allows to use performance metrics from the field of Information Retrieval (e.g.,
[11, 52]). The selection of each participant is compared to the gold standard in a
confusion matrix (see Table 1). To assess selection performance in innovation contests,
three particular measures are relevant, which are the selection accuracy, false negative
rate and false positive rate. Selection accuracy (ACC) is the proportion of all correct
predictions (true positives and true negatives) divided by all predictions [53]. The more
ideas are correctly classified as being high or low quality, the higher is the measure. As
contest managers might be concerned with fear of missing out [54], the false negative
rate (FNR), which is the fraction of ideas that have been incorrectly classified as being
low quality [53], should be low. Furthermore, having low quality ideas in the
consideration set increases subsequent evaluation effort, which is at best avoided [55].
Hence, the false positive rate (FPR), which represents the fraction of ideas that have
been incorrectly classified as being high quality [53], should be low.
In scientific research, the gold standard is usually established through multiple raters
with domain knowledge (e.g., [9, 14]). Hence, seven Human Resources experts were
asked to rate the ideas according to their feasibility and novelty. Based on the experts
aggregated assessments, six ideas were defined as high quality ideas and the remaining
29 ideas as low quality. The ratio of 17% good ideas is in line with the literature, which
states that 10-30% of user generated ideas are of high quality [31].
Attention Checks. Seven different attention check questions were included. Two
simple instructional attention checks were included in the pre-survey and in the postsurvey, where participants were asked to “Click the radio button for strongly
agree/disagree.” A memory attention check question was included that consisted of two
question, one was asked in the pre-survey and one in the post-survey. Participants were
supposed to select the same answers in both questions. In the first multiple-choice
question, they were notified to remember their choice for a later stage of the task.
Specifically, participants were asked “What would you like to have for your birthday?”
Table 1. Confusion Matrix and Performance Measures

Prediction of
participant

Performance
Measures

High quality
Low quality
Accuracy:
False Negative Rate:
False Positive Rate:

Gold Standard
High quality
Low quality
True positive (TP)
False positive (FP)
False negative (FN) True negative (TN)
𝐴𝐶𝐶 =

∑𝑇𝑃 + ∑𝑇𝑁
∑𝑇𝑃 + ∑𝐹𝑃 + ∑𝑇𝑁 + ∑𝐹𝑁
∑𝐹𝑁
𝐹𝑁𝑅 =
∑𝑇𝑃 + ∑𝐹𝑁
∑𝐹𝑃
𝐹𝑃𝑅 =
∑𝐹𝑃 + ∑𝑇𝑁
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and could choose among “Birthday cake”, “Health for family and friends” and/ or
“Laptop”. Another memory attention check, this time without prompting, was included
after the idea selection task in the post-survey and asked participants to “Please select
those ideas that you have been presented with in the previous idea selection task.” Five
options were available in this idea recognition task from which four were self-invented
ideas about Virtual Reality apps that were not presented before and one option said
“None of the above”. Participants were supposed to select “None of the above” as the
other ideas were not related to the “Gratitude at the Workplace” topic of the contest.
Furthermore, a task-related attention check was included during the idea selection task.
After completing the first half of idea sets, participants were presented with four Latin
dummy text ideas. One dummy text idea title was “Hendrerit in vulptate” and the
corresponding short description “Duis autem vel eum iriure dolor in hendrerit in
vulputate velit esse molestie consequat, vel illum dolore eu feugiat nulla facilisis at vero
eros.” As these ideas did not have any meaning, participants were supposed to not select
any of the ideas. The last attention check question for both groups was the completion
time, which was expected to be more than eight minutes. MTurks were also asked to
submit their individual completion code that they received at the end of the survey. The
author refrained from including attention checks that test factual knowledge as it was
shown that crowd workers would use the internet to solve these questions (e.g., [16]).
Cognition and Information Processing Styles. All measurements to operationalize
our research variables are based on previously validated operationalizations and have
been adapted to the context of our study. Four items were used to deduce Extraneous
Cognitive Load (ECL), that is the cognitive load imposed by the task presentation [56].
Finally, the items for heuristic (HEU) and systematic (SYS) information processing
were adapted from Novak and Hoffman’s experiential and rational situation-specific
thinking style scales, defined as the experiential or rational thinking style or momentary
thinking orientation adopted by a consumer in a specific situation. [57]. See Table 1 in
Online Appendix3 for the adapted survey items. All items were measured on a 7-pointLikert scale (from 1 = “strongly disagree” to 7 = “strongly agree”).

4

Data Analysis and Results

This study investigates the differences between an anonymous crowd and a student
crowd in terms of attention, information processing styles and selection performance
when selecting ideas for an innovation contest.
Statistical Assumptions. First, data was checked against violation of statistical
assumptions for analysis of variance. For normal distribution, data was visually
inspected with Q-Q plots, boxplots and histograms as well as skewness and kurtosis
statistics for each group. For the selection performance measures Accuracy, FNR and
FPR and the perception-based variables systematic processing and heuristic processing,
boxplots and histograms indicated a close to bell curve; skewness and kurtosis are
mostly close to 0. Homogeneity of variance was tested with Levene’s statistics, which
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turned out to be satisfactory for most variables (ACC: F = 1.784, p = .184; FNR: F =
0.943, p = .333; FPR: F = 0.639, p = .425; SYS: F = 2.486, p = .117; HEU F = .130, p
= .719) as p-values should be greater than .05 [58]. For ECL, Levene’s test was
significant and hence, the assumptions of homogeneity of variance did not hold [58].
To conclude, the data are sufficiently normally distributed and homogeneity of variance
is satisfactory, hence, multiple analysis of variance is conducted.
Reliability and Validity. To test convergent and discriminant validity, exploratory
factor analysis with Promax (kappa = 4) rotation was performed. Most of the items of
the perception-based constructs loaded well on three of the resulting four factor
solutions with factor loadings higher than .5. One item (SYS7) loaded on the fourth
additional factor. However, this was the only one and hence, it was kept for analysis.
Cross-loadings were low and MSA-values higher than .5. All these values exceeded the
recommended thresholds [59] and therefore convergent and discriminant validity are
deemed satisfactory. Reliability analyses with Cronbach’s Alpha were performed for
extraneous cognitive load (Cronbach’s α = .911), heuristic processing (Cronbach’s α =
.799) and rational processing (α = .762). All perception-based constructs reached the
recommended threshold of .7 [59].
4.1

Attention

To start with, 284 MTurks and 55 students passed the first (reCaptcha) and second
(“Click strongly agree”) attention check (see Table 2). The task-related attention check
followed and only 37.0% of MTurks answered it correctly, whereas 90.9% of the
students were able to correctly not select any of the Latin dummy text ideas. From the
remaining 105 MTurks and 50 students, 101 MTurks correctly answered the second
simple instructional attention check (“Click strongly disagree”) while all students
followed that instruction correctly. The memory attention check with prompting
(birthday present) was answered correctly by 99 of the remaining MTurks and again all
students remembered their choice from the multiple-choice question from the presurvey correctly. Whereas the memory attention check without prompting (idea
recognition test) was answered correctly by 88 of the remaining MTurks and by 49 of
the remaining students. The expected completion time of at least eight minutes was met
Table 2. Exclusion of Participants Based on Attention Checks

Participants
Excluded from analysis
Failed task related AC
Failed simple instructional AC
Failed memory AC with prompting
Failed memory AC without prompting
Failed completion time
Included in analysis
(Success Rate)

MTurks
284
197
179
4
2
11
1
87
(30.6%)

Students
55
6
5
0
0
1
0
49
(89.0%)

Total
339
203
184
4
2
12
1
136
(40.1%)
11

by 87 of the remaining MTurks and 49 of the remaining students. The average
completion time of the remaining MTurks is 23:08 minutes and is significantly shorter
than the completion time of the students with 45:31 minutes, F(1, 134) = 61.243, p <
.001, partial ƞ² = .314. In total, 89.0% of the students and only 30.6% of the MTurks
were able to successfully complete the complex selection task and all attention checks,
indicating that students are more attentive to complex decision-making tasks.
Attention and Selection Performance. As crowd workers seem to be rather
inattentive to the attention checks, the author analyzed whether there are differences in
selection performance over time, i.e., before and after the task-related attention check.
The performance measures accuracy, false negative rate and false positive rate were
calculated for the first half and for the second half of idea sets. A within-subject
MANOVA of all participants (N = 339) reveals statistically significant differences for
all three performance measures over time, Wilks λ = 0.769, F (5, 130) = 7.822, p < .001.
Specifically, selection accuracy was on average 55.4% for the first half and for the
second half with 58.5% significantly higher (F (1, 338) = 19.040, p < .005).
Furthermore, the false positive rate was 41.5% for the first half and significantly lower
for the second half with 37.3% (F (1, 338) = 19.040, p < .005). These results indicate
that the task-related attention check increased selection performance.
4.2

Selection Performance, Cognition and Information Processing

To examine the effect of the crowd type on selection performance, cognitive load and
information processing styles, the author performed multiple analyses of variance. The
crowd type had a significant effect on all tested variables, Wilks λ = 0.769, F (3, 336)
= 12.760, p < .001, partial ƞ² = .231. The mean values, standard deviation and median
for each crowd type and each variable can be found in Table 3. The results of the
MANOVA are presented in Table 4. The anonymous crowd worker have a lower
selection accuracy (57.8%), indicating that they are not as good as the student crowd
(64.7%) at identifying the truly good and truly bad ideas as suggested by the gold
standard (F (1, 134) = 9.529, p < .005, partial ƞ² = .066). While no significant effect
was found for the false negative rate, MTurks have a higher false positive rate (38.3%)
than students (29.4%) (F (1, 134) = 9.105, p < .005, partial ƞ² = .064), which means that
MTurks define more ideas as high quality even though they are categorized as low
quality by the experts, inducing higher subsequent evaluation effort.
The anonymous crowd experiences significantly lower extraneous cognitive load
(Mean = 3.22) than the student crowd (Mean = 4.20) (F (1, 134) = 15.034, p < .005,
partial ƞ² = .101). With regards to information processing, MTurks reports significantly
higher values for heuristic processing (Mean = 5.15) than the students (Mean = 4.61)
(F (1, 134) = 10.322, p < .005, partial ƞ² = .072). Interestingly, MTurks simultaneously
report higher values for systematic processing (Mean = 5.29) than the students (Mean
= 4.83) as well (F (1, 134) = 10.727, p < .005, partial ƞ² = .074).
Due to the surprising finding that MTurks also outperformed students in terms of
systematic processing, the author tested the extent of systematic processing with
behavioral data gathered on the selection platform. Participants could click on the „read
more“ button to read the full idea description, which is an indicator of how much
12

information was acquired to make the decision whether or not to select an idea. Hence,
the variable information acquisition is the sum of clicks on the “read more” button. An
ad-hoc analysis revealed that MTurks clicked on the read more button on average 20.1
times and students 26.0 times. This difference in information acquisition between
MTurks and students was found to be significant, F(1, 134) = 13.515, p = .000, partial
ƞ² = .092. Interestingly, MTurks reported that they systematically processed the ideas,
but they acquired less information about the idea than the students.
Table 3. Descriptive Statistics for Performance Measures, Cognition and Information
Processing
ACC
FNR
FPR
ECL
HEU
SYS
N

C

S

C

S

C

S

C

S

C

S

C

S

87

49

87

49

87

49

87

49

87

49

87

49

M

.578 .647 .609 .639 .383 .294 3.22 4.20 5.15 4.61 5.29 4.83

SD

.131 .111 .252 .234 .174 .149 1.56 1.06 0.95 0.95 0.85 0.67

Mdn .600 .629 .667 .667 .345 .278 3.00 4.00 5.20 4.80 5.43 4.71
M = Mean, SD = Standard Deviation, Mdn = Median, C = Crowd, S = Student

Source
Treatment
Error
Treatment
Error
Treatment
Error
Treatment
Error
Treatment
Error
Treatment
Error
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Table 4. MANOVA for Crowd Type
DF
Mean square
F p-value
MANOVA Dependent variable: Elimination accuracy
1
0.148
9.529
.002
134
0.016
MANOVA Dependent variable: FNR
1
0.029
0.474
.493
134
0.061
MANOVA Dependent variable: FPR
1
0.249
9.105
.003
134
0.027
MANOVA Dependent variable: Extraneous Cognitive Load
1
29.788 15.034
.000
134
1.981
MANOVA Dependent variable: Heuristic Processing
1
9.340 10.322
.002
134
0.905
MANOVA Dependent variable: Systematic Processing
1
6.662 10.727
.001
134
0.621

partial ƞ²
.066

.004

.064

.101

.072

.074

Conclusion

This study compares two different crowds, i.e., an anonymous crowd and a student
crowd, with regards to their attentiveness, information processing styles and their
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selection performance using a web-experiment. It was found that crowd workers
recruited from Amazon Mechanical Turk have lower selection performance in terms of
lower selection accuracy and higher false positive rate. Indicating that the student
crowd is better at identifying high quality and low quality ideas correctly and produces
less subsequent evaluation effort as fewer low quality ideas are included in the set for
further consideration. Furthermore, MTurks experience lower extraneous cognitive
load as they are more familiar with crowd tasks than undergraduate students from the
Information Systems discipline. MTurks reported to process information more
heuristically than students. Surprisingly, they also outperformed students in terms of
systematic processing. Even though MTurks indicate to process information in depth,
an ad-hoc analysis of their click behavior revealed that they acquire less information
about the ideas. This study expands our understanding of two crowd types, examines
their suitability for complex decision-making tasks and offers three main contributions.
First, the IS student crowd selects ideas more accurately and with a lower false positive
rate than the anonymous MTurk crowd. Second, this study confirms that crowd types
process information differently in terms of heuristic and systematic processing as well
as in terms of their actual processing behavior. Third, this study also provides a
methodological contribution as it explores diverse attention checks and finds that using
a task-related attention check increases selection performance of the crowd.
Like any other study, this study has its limitations, which, in turn, opens the door for
future research. First, the crowd reported high levels of heuristic and systematic
processing, which could not yet be fully explained. One attempted explanation could
be that processing information, independent of whether heuristically or systematically,
is socially desirable. Furthermore, heuristic and systematic processing are subjective
perception variables and hence, do not necessarily reflect the participants’ behavior.
While the inclusion of mouse tracking behavior acts as a means to validate the
information processing style, it does not yet suffice and further hard data would be
desirable. Future research could examine potential biases and eye tracking could
expand the existing database to better understand the crowds’ information processing.
Second, while this paper demonstrates that the student crowd performs better than the
MTurks, our understanding of why is limited to students being more attentive. Future
research could aim at identifying causal mechanisms that explain this effect. Third,
while this study included only two external crowd types, namely undergraduate IS
students and MTurks, future research could include contrasting crowds to enhance
generalizability. An internal employee crowd, students from another discipline or
anonymous crowd workers from crowd platform with a focus on more complex tasks
might perform better in selecting ideas from a “Gratitude at the Workplace” contest.
While all participants are expected to have a general understanding of human resources
and workplace innovation, little is known about the participants’ experience with the
complex task of selecting good ideas from an innovation contest. Finally, students and
MTurks received a different reward. MTurks received a financial reward whereas
students received course credits, which might have had an impact on their motivation
to accurately perform the task. Future research could consider the same incentive to
rule out that there is an effect on information processing, attention and selection
performance.
14
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