We present a fast framework for indoor scene synthesis, given a room geometry and a list of objects with learnt priors. Unlike existing data-driven solutions, which often extract priors by co-occurrence analysis and statistical model fitting, our method measures the strengths of spatial relations by tests for complete spatial randomness (CSR), and extracts complex priors based on samples with the ability to accurately represent discrete layout patterns. With the extracted priors, our method achieves both acceleration and plausibility by partitioning input objects into disjoint groups, followed by layout optimization based on the Hausdorff metric. Extensive experiments show that our framework is capable of measuring more reasonable relations among objects and simultaneously generating varied arrangements in seconds.
Introduction
3D indoor scene synthesis is thriving in recent years. As demonstrated in [48, 16, 28] , automatically synthesizing plausible rooms benefits various applications. With the emergence of various datasets for 3D indoor scenes [38, 23, 49] , techniques shift toward data-driven approaches, i.e., modeling priors expressing strategies of layouts of furniture objects. However, inherent difficulties of 3D indoor scene synthesis still exist in various aspects.
First, it is inevitable to deal with furniture layouts parameterized continuously or discretely, which distribute in complex high-dimensional spaces [24] . A few works (e.g., [15, 32, 13, 30] ) attempt to simplify layouts into independent cliques or subsets e.g., [13, 32] . However, their underlying metric depends on "co-occurrence", which is merely counting co-existing frequencies instead of incorporating Figure 1 : Given a list of objects (Left), we decompose them into disjoint groups (Top-Middle) with coherence for each individual group and freedom among groups. By incorporating discrete templates as priors to guide syntheses, our method generates various plausible layouts in seconds. spatial knowledge. For an example in Figure 2 , a high frequency of co-occurrence does not necessarily signify a strong spatial relationship. In other words, scene synthesis purely based on co-occurrence could generate weird outcomes.
Second, due to innumerable strategies of arrangement, it is hard to exhaustively list all possible spatial relations among objects [5, 6, 31, 45, 22] or to mathematically formulate unified and accurate models for them [13, 44, 40, 41] . For example, Chang et al. [5] dictate a specific set of possible relations such as "support", "right", "front", etc, which fundamentally limit the variety of possibly synthesized scenes. To model relations with multiple patterns, a common approach is to fit observed layouts with models. However, "fitting models" could potentially introduce noises and be influenced by noises, especially when the underlying patterns do not satisfy with the assumptions of models, e.g., a commonly used Gaussian mixture model Figure 2 : Illustrating the problems of co-occurrence. With similar co-occurrence, two relative positions of two pairs of objects are shown in 2a. In 2b, the double bed and the stand are obviously spatial related, while the stand and the chair are distributed randomly.
(GMM). Figure 3 shows a failure case of sampling a relative position and an orientation from a GMM of a chair w.r.t a table. We argue that when the observed data is of sufficient size, the correct case inside observations or samples for fitting already offers exact layout strategies with varieties.
To address the above difficulties, in this paper, we propose a method to measure the strength of spatial relations between objects by utilizing tests for complete spatial randomness (CSR) [9] . A test for CSR (Section 4) describes how likely a set of events are generated w.r.t a homogeneous Poisson process. Intuitively, it measures how obvious certain patterns exist in a set of points. Therefore, objects with high measurements tend to be grouped and arranged together. Objects that fail to pass tests for CSR are ignored, even if they have high co-occurrence.
Furthermore, we present an approach for extracting discrete representation of various shapes of layout strategies, incorporating density peak clustering [34] . Finally, we present a framework for automatically synthesizing various arrangements of given objects w.r.t an input room geometry, by partitioning input objects into disjoint groups according to the extracted priors, followed by optimization based on the Hausdorff metric to cope with discrete priors. The entire process can be done in seconds. In sum our work makes the following contributions:
1. We first incorporate tests for complete spatial random-ness to measure the strength of spatial relations between objects, which is a more powerful measurement than "co-occurrence", allowing us to decompose a given list of objects into several disjoint groups. Therefore, unnecessary calculations are reduced whilst the plausibility is increased for indoor scene modeling.
2. We propose to use discrete and exact distributions to represent layout patterns of arbitrary shapes of objects for indoor scene configurations.
3. We introduce a fast indoor scene synthesis framework, which is able to generate diverse arrangements in seconds.
Related Works
3D Indoor Scene Synthesis aims at generating appropriate layouts of furniture objects for rooms. Various solutions considering different input settings and tasks have been proposed. For example, [3, 7, 14, 37] generate room layouts based on RGB-D images or 3D scans. Human language [6, 5, 30] and hand-drawn sketches [44] have also been explored as additional inputs to guide scene synthesis. [41, 33, 29] iteratively infer the next objects to rooms. A full review of existing works on indoor scene synthesis is beyond the scope of this paper. Please refer to an insightful survey in [48] .
As discussed in Section 1, representations of layout strategies play an important role in 3D indoor scene synthesis. To encode prior knowledge, [45, 31, 42] attempt to quantify interior design rules. The emerging availability of 3D indoor scene datasets enables various data-driven approaches. For example, [40, 6] model spatial relations between objects using semantics such as "left", "right", "front", etc. Gaussian mixture models (GMMs) are adopted by [13, 44, 19] to fit observed distributions of objects. Graph structures are constructed by [32, 15] . As surveyed in [48] , [46, 25] model contexts for objects, e.g., average orientations and distances between objects, orientations w.r.t the nearest walls, etc. However, despite the variety of representations, the underlying metrics are still confined to cooccurrence, model fitting or even intuitive semantics, e.g., probabilities of edges are calculated by co-existing frequencies [13, 32] .
Our task partially resembles [46] and [42] , but takes an automatic approach to extract constraints from existing layouts. We are also inspired by the works of [13] and [43] . However, the former requires exemplar scenes as input, while the latter focuses on re-arrangement of existing scenes. In contrast, we aim to learn general patterns for pairs of objects from existing layout examples for scene synthesis.
Tests for Complete Spatial Randomness (CSR) is a classical topic [11] . Given a series of points distributed on a plane, a test for CSR is typically used to answer how likely the points are placed randomly. Formally, it describes how likely a set of events are generated w.r.t a homogeneous Poisson process (planar Poisson process). Previously, most applications of CSR are confined to ecology [17] , e.g., to investigate whether or not a set of observed plants are located with patterns. Rosin [35] is probably the first to bring the concept of CSR into computer vision to handle the problem of how to detect white noises inside images. Typical methods of tests for CSR include using Diggle's function [9, 20] , distance-based methods [11] , etc. In this paper, we follow [2] to test CSR by means of angles (Section 4). 
Overview
Our pipeline is split into an offline stage and an online stage. In the offline stage, we first learn the spatial strength graph G ss indicating how objects are spatially related with each other (section 4). This is more powerful than counting co-occurrence. We also extract versatile patterns of layout strategies as discrete "templates" and reduce noises within datasets such as SUNCG [38] (Section 5). Given learned priors, an empty room, and a set of user-specified objects, during the online stage, our method first groups spatially coherent objects into groups (e.g., a bed and two night stand, as illustrated in Figure 9b ). Next, we do an instant arrangement for each group by heuristically using learned templates. Finally, we adjust the overall layout by optimizing a consistent loss function (Section 6).
In formal, the offline input is a multigraph G in = (V in , E in ), which is a direct mathematical representation of original datasets, i.e., each vertex corresponds to an objects and each edge corresponds to a displacement between two objects. A vertex v i in ∈ V in contains a set of attributes {(d i,ω wall , θ i,ω wall , t i,ω wall )|ω = 1, 2, 3 . . . , Ω}, i.e., the row values of distances, orientations and translations w.r.t its nearest walls.
Centering an object o i , the k-th edge e i,j,k
in is the corresponding vertex in V in of object o i . We construct G in with 2266 vertices, over 2 million edges from more than 520,000 rooms in SUNCG dataset, and measure their strength of spatial relations in Section 4 and extract layout priors in Section 5.
(a) (b) Figure 5 : 5a plots the CSR value and co-occurrence of every pair of objects. Two objects might co-occur in many rooms, while the strength of their spatial relation could be low, vice versa. For example, the bed and the nightstand do have patterns of each other despite their low co-occurrence. 5b plots how tests for CSR are able to retain relations which are mistakenly removed by co-occurrence with increasing thresholds set for co-occurrence.
Spatial Strength Graph
Before actually extracting a template from datasets for each pair of objects, a question naturally arises: do we require templates for all pairs? As shown in Figure 2 , two objects could have very messy layout strategies, with transformations between them rather independent of each other, even though they might have high co-occurrence. This motivates us to learn a spatial strength graph (SSG) so that a multitude of pairs of objects that have low relations of spatial strength are ignored when arranging rooms. This will help us synthesize more plausible scenes but also accelerate the synthesis process.
Formally, an SSG is a weighted graph defined as G ss = (V ss , E ss ), where G ss denotes an entire graph, with V ss = V in representing all objects in the dataset, and E ss is the edges with weight to encode spatial strength between objects. We measure the weights of E ss by equation 1 that is "d-value" [2] within the domain of tests for complete spatial randomness (CSR) [9] :
F c and F e are respectively cumulative distribution function (CDF) and empirical distribution function (EDF) w.r.t angle θ, which is subject to uniform distribution [2] . m is the number of points formulating the F e . For each pair of objects o i and o j , the weights E i,j ss is set to d i,j subject to random samples from E i,j in in a ratio of 10%, as suggested in [2] and [10] . As shown in figure 4a, a wardrobe and a coffee table are spatilly independent, so their d-value is low. Although considerable noises exist in figure 4b, d-value of a dinning table and a chair is still reasonablly high. Finally, figure 4c shows clear patterns between a bed and a nightstand. Figure 5 suggests the differences between tests for CSR and co-occurrences. In figure 5a , we plot two measurements for all pairs of objects, where pairs including an air-conditioner typically co-occur frequently but airconditioners are placed independently to most of other objects. Figure 5b illustrates how tests for CSR are able to retain relations mistakenly removed by co-occurrences, Figure 6 : The overall process of prior extraction. 6a is the input with considerable noises. 6b de-noises the input, which is readily to use in our framework, while 6c depicts the further generalization of our templates into fitted models which are applicable for other frameworks such as MCMC Patterns are priors suggesting how we arrange objects in real life layouts. Figure 6c shows a pattern of a laptop w.r.t an office chair. Since relative translations are incorporated, patterns can inherently avoid some unreasonable situations such as collisions. However, it is obvious that we cannot set a unified model for all patterns, since the patterns can have arbitrary shapes. To extract arbitrary-shaped patterns in discrete representations, we adopt the approach in [34] , which clusters points according to ρ (equation 2) and δ (equation 
Prior Extraction
Given a set of edges E i,j in from v i in to v j in in G in as shown in Figure 6a , we first calculate pairwise Euclidean distances between them using translations. For each edge e i,j,k in , a ρ k is counted as the number of other edges with distances less than d c to it. Taking K points, d c is the ηK 2 -greatest value among all pairwise distances with η = 0.015 as suggested by [34] . δ k represents the minimal distance from a set of e i,j,k with higher ρ k than ρ k . As a result, despite arbitrary shapes, merely edges with high ρ k belong to a potential pattern, and each edge with high ρ k and high δk indexes to a potential pattern, which is analogous to a cluster center in [34] . In contrast, noises tend to have high values of δ while their local density is distinctly low. As a result, we reduce noises and highlight patterns E i,j p , as illustrated in figure 6b . The rest of accurate patterns form a discrete templates E i,j p are already fully usable to our framework. To incorporate our model in previous works, e.g., MCMC, our priors can be easily fitted to distributions such as using non-parametric kernel density estimation based on Gaussian kernels, as shown in Figures 6c and 8 .
We also perform similar prior extraction tasks for individual objects with regard to their orientations and distances to the nearest walls where d k,k becomes differences of scalars. In doing so, we keep the values t w , θ w with both high values of ρ and δ to index the pattern. Then we formulate the translation and rotation priors of walls into both multinomial distribution, and assign them to their corresponding vertices in G in . Figure 7 : Assigning existing templates to new objects of similar geometry. Given a previously unseen office chair (Left), we achieve the layout strategy of it w.r.t the desk (Right) by merging templates of objects geometrically similar to the chair (Middle).
Next, we further generalize our templates to make them reusable and extensible. We observed that objects with same semantics and similar geometries share layout strategies. As shown in Figure 7 , given a new object without the corresponding priors extracted from our datasets, we find its similar models by comparing 3D shapes of models using [21] , which uses s k shed to measure the degree of similarity. We select the top-K results {(o k , s k shed )|s K shed = β, k = 1, 2, 3, . . . , K} and take the union of the K templates as the template for the new object, where β is chosen as 0.1 according to our experiments. Figure 8 shows some results of Learnt priors. Similar to the visualization of dense optical flows [12] , we apply the system of hue, saturation and value (HSV) to represent orientations, where angles are normalized within (0, 2π) as hue, probability densities are represented as saturation, and values are all set to 1. Since height differences for most objects do not vary significantly, we plot the three channels (p i,j,k x , p i,j,k z , p i,j,k θ ) to make it more intuitive.
Scene Synthesis
In this section, we incorporate the learnt SSG and priors to synthesize room layouts. A synthesis process typically includes two steps: a heuristic arrangement, followed by an optimization. Given a set of input objectsÔ, we first decompose them into several groups according to the SSG, and arrange objects within each group, where relative transformations are immediately indexed by the templates. Finally, we apply a global optimization to satisfy layout strategies of objects inÔ.
Heuristic Layouts with Formulated Groups
We first construct an unweighted graph described by an adjacency matrix M adj , whose vertices correspond to input objectsÔ. Entries of M adj are determined by G ss in Section 4. More specifically, if d u,v ≥ , then we set M u,v adj = 1, where typically equals to 1.628 as suggested in [2] . After achieving M adj , we iteratively construct disjoint groups g ∈ Gr of objects by finding connected components of the graph represented by M adj . Figure 9 shows examples of resulting groups. It is common to see a group containing only one object, such as wardrobe, cabinet or shelf, because their placement usually does not require considering other objects, Such single-object groups greatly ease the following optimization process.
Based on a given room shape, partitioned groups, and learnt templates, we then generate proposals for pending scenes, i.e., objects are immediately placed and oriented w.r.t their groups and walls. For each group g ∈ Gr, layouts of g are heuristically generated by sampling a posterior probability distribution Ψ G|Ep (g) expressed in Equation 4, given templates E p (Section 5).
α(g) denotes the probability of each object τ ∈ g being the dominant object τ µ in g. Let deg(τ ) denote the degree of τ w.r.t M adj , which is the number of objects connected with it according to the test for CSR (Section 4), and dmax = max τ ∈g deg(τ ). The likelihood φ E µ p |T =τ (·) is a multinomial distribution formed by the given template E µ,t p of τ w.r.t τ µ , while it is equal to a constant when τ = τ µ .
, otherwise , (6) When sampling Ψ G|Θ=Ô , we first randomly decide τ µ of g. Equation 5 implies that {φ E µ p |T =τ (·)|τ ∈ g} are independent to each other, so transformations of objects are sampled according to their own templates, respectively. In practice, if an object has a relatively low d-value to τ µ , we further decompose the group and assign a new dominant object to it. In some cases, this heuristic strategy could sample a sufficiently plausible layout even without a further optimization. However, the heuristic strategy may still results in unreasonable conditions such as collision between groups, objects out of room boundaries, etc. Next we show how we adjust objects so that a plausible layout of objects is eventually presented. 
Template Matching
= arg min
d H is Hausdorff metric between an element to a set derived by the distance function d h under the space of translation and rotation. The reason for assembling Hausdorff distance is that it directly tackles samples instead of distributions. As illustrated, it is unlikely to mathematically express a unified distribution to model arbitrary layout patterns. In contrast, if we could extract samples of arbitrary shape, Hausdorff metric enables pipelines to skip model fitting and to optimize directly using refined samples.
Equation 12 represents the artifacts among objects and between objects and walls, where p(χ, k) returns the k-th rotated point position of the bounding box or the shape of χ. Ideally, if there is no collision and no object out of bound- 
Col wall measures whether or not objects are out of walls, whilst Col obj calculates overlaps among objects. Truncated by tR(·) and tL(·), γ(·) represents the "to-left" test of computational geometry [8] , such as the utilization in [18] . In addition to given objects, we place extra virtual objects as doors and windows with fixed transformations to avoid blocking them.
Since the underlying metrics are factorized as quadratic terms, we optimize equation 9 utilizing Position-Based Dynamics (PBD) [4] , which is also detailed in [42] . Incorporating heuristic approaches, syntheses require 10 iterations to converge on average after heuristic attempts. Figure 10 shows the comparison between using cooccurrence and using tests for CSR to measure the strengths of relations between objects. The results is normalized due to different scales. The upper triangular part depicts co-occurrence and the lower fills results from tests for CSR, which alleviates the unreasonableness caused by cooccurrence. The shelf is weakly related to the computer spatially, but co-occurrence suggests a strong relation.
Experiments

Tests for CSR
It is obvious that placing the gray desk is independent of arranging the brown shelf, but they have a high frequency of co-existing in different rooms of various types, which potentially influences overall performances. Applying tests for CSR for them, the pair is decoupled spatially. The same is true of objects preferring independent layout with most of the others, such as the white dryer, the wardrobe and the brown stand. Figure 11 compares priors of our work with others. Since priors model layouts with high probability of being plausible between objects, we should get likely transformations by sampling them. According to experiments, both [46] and GMM fail if noises exist in datasets, so inputs to all priors are data de-noised by us (section 5). Figure 11 shows the sampled transformations of priors, given de-noised data (section 5).
Prior Sampling
Red dots denote the centred objects. The top row is priors used by [46] , where they average the relative distances and orientations. We disturb their mean distance and orientations by a Gaussian kernel κ ∼ N (0, 0.1). The middle row is GMM used by [44, 13] . Although we further manually set appropriate thresholds for each pattern in order to reduce potential noises as well as assembling [1] to assist explorations of number of peaks, the results are still confined to elliptical shapes such as figure 11a, or introduced outliers such as 11b. The bottom row shows our results. Ours are capable of detecting various layout patterns without introducing outliers. For example, figure 11c shows two patterns (four symmetry patterns) between a sofa and a loudspeaker. Figure 11 : Sampled transformations from extracted priors between objects, where the former is centred as red dots. Top: Yu et al. [46] . Middle: Xu et al. [44] , Fisher el al. [13] . Bottom: Ours.
Efficiency
Our work achieves acceleration due to the usage of PBD [4] which is verified [42] to be faster than using MCMC. However, our work is different from [42] since ours is datadriven and does not require user input to constraint for each synthesis. In this section, we conduct several experiments to show the achieved efficiency, where examples are chosen from figure 12.
We do heuristic arrangement for both [32] and [46] to speed up their work. The time costs are shown in table 1, 
User Study
Results of our work is shown in figure 12 . Formulating functional groups using CSR enables us to generate hybrid rooms. Evaluations of 3D indoor scenes are subjective, so we conduct two user studies to evaluate our method. Firstly, aesthetic measures how visually pleasing the generated scenes are, i.e., asking subjects to grade generated layouts shuffled with ground truth. Subjects grade from level-1 (poor) to level-5 (perfect). As listed in table 2, our generated results are comparable to the original layouts. Another user study is conducted to measure how tests for CSR and learnt templates satisfy intuitions of humans. We sort pairwise relations by tests for CSR and co-occurrence respectively. For each sorted list of pairs, we take templates of pairs at a fixed interval int = 120 from the highest value. Then subjects judge whether or not the presented templates are consistent with real-life layout strategies. Tabulated in table 3, results for co-occurrence contain considerable pairs spatially independent. In total, 63 scenes and 500 templates are generated. We invite 97 subjects from societies and they were merely told to grade layouts and and judge patterns.
Conclusion
In this paper, we present a framework for 3D indoor scene synthesis based on analysis of patterns. We experimentally verify the correctness, generalization and effectiveness of it. Our framework is capable of further expansion by easily incorporating object selections such as [32, 26] . Future work includes getting finer comparisons of 3D shapes for generalizing our templates such as 3DMatch [47] . Recently, improvements for density peak clustering are also available [39, 27] . We hope the pipeline, learnt models and synthesized layouts can contribute to automatic room layouts as well as associated domains such as scene understanding [36] . Figure 12 : Examples of various synthesized results. Each scene is generated with three alternative layouts in top views followed by side views.
