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Abstract
We show that in an Ore polynomial ring, every left ideal is two-sided only in the trivial commu-
tative case. It is unknown whether the analogous statement about right ideals is true. We establish a
variety of restrictions on any putative counterexample.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Ore polynomial rings (also known as Ore extensions) have been studied for much of
the last century, beginning with the investigation of rings of differential operators in the
mathematical undergirding of quantum mechanics. A wealth of modern research on Ore
extensions and their ideals has been motivated by questions about quantum groups, en-
veloping algebras, localization theory, and dimension theory.
The problem of determining which left ideals of an Ore extension are two-sided has
a classical application in the theory of division algebras. Two important constructions of
central simple algebras are the generalized cyclic algebra and the generalized differential
extension, described in Chapter 1 of N. Jacobson’s final work, [3]. These constructions are
based on factor rings of Ore extensions. In the case where an appropriate maximal left
ideal of the Ore extension is two-sided, the central simple algebra thus obtained is actually
a division ring.
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eralized differential extensions are “unmixed” (i.e., they are skew polynomial rings or
differential operator rings). The structure of the one-sided ideals of a general Ore exten-
sion is a more complicated matter. It has been investigated, for example, by T.Y. Lam and
A. Leroy; see [4,5], and [8].
In this paper, we will examine an extreme situation for Ore polynomial rings: the case
where every left (or right) ideal is two-sided. For an ordinary polynomial ring, this case can-
not occur unless the ring is commutative, as proved by Y. Hirano, C.-H. Hong, J.-Y. Kim,
and J.K. Park in [2, Lemma 3]. This result was extended in [9, Lemma 3.3]. Here we will
obtain further generalizations.
2. Definitions and conventions
The rings in this paper are associative with identity. We will omit the qualification
“left and right” when referring to a one-sided property that holds on both sides. An
Ore extension of a ring R is denoted by R[x;σ, δ]; here σ :R → R is a ring endomor-
phism, δ :R → R is a σ -derivation (i.e., a map satisfying δ(a + b) = δ(a) + δ(b) and
δ(ab) = σ(a)δ(b)+δ(a)b for all a, b ∈ R), and multiplication of polynomials in R[x;σ, δ]
(written with left-hand coefficients) is determined by the rule xr = σ(r)x + δ(r) for every
r ∈ R. If δ is the zero map, the Ore extension becomes the skew polynomial ring R[x;σ ].
If σ is the identity map, the Ore extension becomes the differential operator ring R[x; δ].
An ideal I of R is called a σ -ideal if σ(I) ⊆ I , it is called a δ-ideal if δ(I) ⊆ I , and it
is called a (σ, δ)-ideal if both containments hold. We will let radR denote the Jacobson
radical of R, and U(R) the group of units of R. All other terminology is standard, and
definitions can be found in [6].
A ring is called left duo if all of its left ideals are two-sided ideals. Right duo is defined
analogously. Left duo and right duo are distinct properties, as shown, for example, by
[2, Example 3] and [7, Ex. 22.4A].
3. Duo rings and Ore polynomial rings
We will begin by showing that a noncommutative skew polynomial ring is never one-
sided duo.
Theorem 1. Suppose that R is a ring and that σ is an endomorphism of R. If the skew
polynomial ring R[x;σ ] is left or right duo, then R[x;σ ] is commutative (i.e., R is com-
mutative and σ is the identity on R).
Proof. Put S = R[x;σ ]. Since S is one-sided duo, it must be Dedekind-finite.
We will begin by assuming, for a contradiction, that σ is not the identity automorphism
of R. In this case, there exists some a ∈ R such that σ(a) = a. Then it is easily seen that
(
1 + ax + x2)x = x + ax2 + x3 /∈ S(1 + ax + x2).
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Thus, S must be right duo. If σ were injective, then for f,g ∈ S \ {0} with f monic,
deg(fg) = degf + degg; therefore (since σ(a) = a) we would have
x
(
1 + ax + x2)= x + σ(a)x2 + x3 /∈ (1 + ax + x2)S.
Thus, since S is right duo, σ must be surjective (lest Sx ⊆ xS) but not injective.
Now we show that only units are carried to units by σ . Suppose a ∈ R is such that
σ(a) ∈ U(R). Then because S is right duo,
σ(a)x = xa ∈ aS ⇒ σ(a) ∈ aR ⇒ a ∈ U(R).
Therefore σ−1(U(R)) = U(R).
Since σ is surjective but not injective, there exist nonzero elements c0, c1 ∈ R such that
σ(c1) = 0 and σ(c0) = c1. Now, since S is right duo,
x
(
c0 + c1x + x2
)= c1x + x3 ∈ (c0 + c1x + x2)S.
Write
c1x + x3 =
(
c0 + c1x + x2
)(
d0 + d1x + · · · + dnxn
)
. (1)
Equating x0-, x1-, and x3-coefficients in Eq. (1), we obtain the following three equations:
c0d0 = 0, (2)
c0d1 + c1σ(d0) = c1, (3)
c0d3 + c1σ(d2) + σ 2(d1) = 1. (4)
By Eq. (2), we have 0 = σ(c0d0) = c1σ(d0). Thus, by Eq. (3),
c0d1 = c1. (5)
Applying σ 2 to Eq. (4), we obtain σ 4(d1) = 1; so, since σ−1(U(R)) = U(R), we con-
clude that σ(d1) is a unit. But now, applying σ to Eq. (5), we obtain c1σ(d1) = 0, which
contradicts our choice of c1 = 0.
Consequently, σ is the identity automorphism of R, and we can write S = R[x], which
by hypothesis is one-sided duo. Let a, b ∈ R be arbitrary. If S is left duo, then
(a + x)b ∈ S(a + x) ⇒ (a + x)b = b(a + x) ⇒ ab = ba;
if S is right duo, then
b(a + x) ∈ (a + x)S ⇒ b(a + x) = (a + x)b ⇒ ba = ab.
In either case, R must be commutative. 
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power series ring can. For example, if D is a division ring with an automorphism σ , then
D[[x;σ ]] is duo. (Cf. [7, Ex. 19.7].) In this example D[[x;σ ]], it is insufficient to assume
merely that D is a duo ring, even if σ is trivial: a power series ring over a duo ring need not
be left or right duo (see [2, Example 4]). But on the positive side, see Proposition 5 below.
Half of Theorem 1 (the “left” half) carries over to a full Ore extension:
Theorem 2. Suppose that R is a ring, σ is an endomorphism of R, and δ is a σ -derivation
of R. If the Ore extension S = R[x;σ, δ] is left duo, then S is commutative (i.e., R is
commutative, σ is the identity, and δ is the zero map).
Proof. If δ(r) = 0 for some r ∈ R, then xr /∈ Sx , contrary to hypothesis. Hence δ is the
zero map, and we can apply Theorem 1. 
On the “opposite” hand, we observe that the right duo hypothesis on R[x;σ, δ] imposes
some restrictions on the endomorphism and the derivation.
Lemma 3. Suppose that R is a ring, σ is an endomorphism of R, and δ is a σ -derivation
of R. If the Ore extension S = R[x;σ, δ] is right duo, then for any i ∈N we have ker(σ i) ⊆
radR.
Proof. Assume r ∈ ker(σ i). Given t ∈ R, the right duo hypothesis implies that xi(1−rt) ∈
(1 − rt)S; therefore, 1 = σ i(1 − rt) ∈ (1 − rt)R. Since t ∈ R was arbitrary, r ∈ radR. 
Theorem 4. Suppose that R is a ring, σ is an endomorphism of R, and δ is a σ -derivation
of R. If the Ore extension R[x;σ, δ] is right duo but not commutative, then (0) = kerσ ⊆
radR.
Proof. Suppose S = R[x;σ, δ] is right duo but not commutative. Then σ cannot be an
automorphism; otherwise, we could apply Theorem 2 to the opposite ring Sop (using
[1, Lemma 1.5(a)]).
Given any r ∈ R, we have rx ∈ xS; say,
rx = x
(
k∑
i=0
rix
i
)
(for r0, . . . , rk ∈ R).
If σ were injective then we would have k = 0 and r ∈ imσ , whence σ would be bijec-
tive, which we have already ruled out. So (0) = kerσ . The theorem now follows from
Lemma 3. 
Theorems 2 and 4 imply in particular that a noncommutative differential operator ring
is never one-sided duo.
At this point, some observations about subrings are in order. Obviously, a subring of a
right duo ring need not be right duo. There are, however, a few clear cases where subrings
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this observation is a special case of a fact about graded rings: if a monoid-graded ring⊕
m∈M Rm is right duo then the subring R1 is right duo. In particular, if the skew power
series ring R[[x;σ ]] is right duo, then R must be right duo. Thus we can sharpen [2, Theo-
rem 4] as follows.
Proposition 5. Let R be a left or right self-injective von Neumann regular ring. The fol-
lowing conditions are equivalent:
(i) R is right duo.
(ii) R is left duo.
(iii) R[[x]] is right duo.
(iv) R[[x]] is left duo.
Proof. Conditions (i) and (ii) are both equivalent to R being strongly (i.e., abelian) regular.
For strongly regular rings, left self-injectivity is equivalent to right self-injectivity. Thus, by
[2, Theorem 4], (i) or (ii) implies both (iii) and (iv). For any ring, (iii) and (iv) respectively
imply (i) and (ii). 
Since right self-injective von Neumann regular rings are the maximal right quotient
rings of right nonsingular rings, Proposition 5 is of some interest in the study of one-sided
duo conditions in quotient rings.
In contrast to the foregoing affirmative results on subrings inheriting the duo condition,
we have this negative result: a subdirect product of duo rings need not be one-sided duo.
Example 6. Let D be any noncommutative division ring, and let
R =
{
(d1, d2, d3, . . .) ∈
∞∏
i=1
D
∣∣∣∣ for some n ∈N, dn = dn+1 = dn+2 = · · ·
}
.
For each i ∈N, define the maximal ideal
mi =
{
(d1, d2, d3, . . .) ∈ R | di = 0
}⊂ R.
Let R[[x]] be the ring of formal power series. Since
R[[x]]/miR[[x]] ∼= (R/mi )[[x]] ∼= D[[x]] and
∞⋂
i=1
miR[[x]] = (0),
we have a subdirect product representation
R[[x]] →
∞∏
D[[x]].
i=1
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by symmetry it is not right duo either).
We return now to necessary conditions for an Ore extension to be right duo.
Lemma 7. Suppose that R is a ring, σ is an endomorphism of R, and δ is a σ -derivation
of R. If the Ore extension S = R[x;σ, δ] is right duo, then every right ideal of R is a
(σ, δ)-ideal.
Proof. Because S is right duo, so is R. Given any element r ∈ R, since xr ∈ rS we know
that σ(r) and δ(r) are contained in rR. The lemma follows. 
Proposition 8. Suppose that R is a ring, σ is an endomorphism of R, and δ is a σ -deriva-
tion of R. Suppose the Ore extension R[x;σ, δ] is right duo, and e ∈ R is any idempotent.
Then e is a central idempotent, δ(e) = 0, and σ(e) = e.
Proof. Since R is right duo, the idempotent e is central. Now, δ(1 − e)∈ (1 − e)R. There-
fore
δ(e) = −δ(−e) = −δ(1) − δ(−e) = −δ(1 − e) ∈ (1 − e)R.
Since δ(e) ∈ eR as well, δ(e) = 0.
Because 1 − σ(e) = σ(1 − e) ∈ (1 − e)R, we have e − eσ(e) = 0. But σ(e) ∈ eR.
Therefore e = eσ(e) = σ(e). 
Corollary 9. Suppose that R is a semiperfect ring, σ is an endomorphism of R, and δ is
a σ -derivation of R. If the Ore extension R[x;σ, δ] is right duo, then there is a canonical
isomorphism
R[x;σ, δ] ∼=
n∏
i=1
Ri[x;σi, δi],
where the Ri ’s are local rings.
Proof. The decomposition of 1 ∈ R into a sum of n local idempotents yields R =∏ni=1 Ri
with the Ri ’s local. By Proposition 8, σ and δ respect this decomposition of R, which gives
the desired result. 
Theorem 10. Suppose that R is a ring, σ is an endomorphism of R, and δ is a σ -derivation
of R. Define the ideal K =⋃∞i=1 ker(σ i) ⊆ R. If the Ore extension S = R[x;σ, δ] is right
duo, then the following conditions hold:
(i) The ideal K is a (σ, δ)-ideal contained in radR, and K = (0) except in the trivial
case where S is commutative.
(ii) For any r ∈ R, the sequence {σn(r)}n∈N is eventually constant.
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(iv) The factor ring S/KS is isomorphic to the commutative polynomial ring (R/K)[x].
Proof. By Theorem 4 and Lemmas 3 and 7, if S is not commutative then K is a nonzero
(σ, δ)-ideal contained in radR (proving (i)). Therefore, KS is an ideal of S, and there is a
ring isomorphism
S/KS ∼= (R/K)[x;σ ′, δ′],
via (
∑m
i=0 rixi) + KS 
→
∑m
i=0(ri + K)xi , where the endomorphism σ ′ and the σ ′-deri-
vation δ′ are defined by σ ′(r +K) = σ(r)+K and δ′(r +K) = δ(r)+K for every r ∈ R.
But S/KS is right duo and σ ′ is injective; hence, by Theorem 4, σ ′ is the identity and δ′
the zero map on R/K (proving (ii) and (iii)), and R/K is commutative (proving (iv)). 
Corollary 11. Suppose that R is a ring, σ is an endomorphism of R, and δ is a σ -derivation
of R. If the Ore extension R[x;σ, δ] is right duo, then r ∈ radR ⇔ σ(r) ∈ radR, and
r ∈ U(R) ⇔ σ(r) ∈ U(R).
Proof. For any r ∈ R we have r − σ(r) ∈⋃∞i=1 ker(σ i) ⊆ radR. If σ(r) ∈ U(R), then
R = σ(r)R ⊆ rR implies r ∈ U(R). The desired implications are now clear. 
Corollary 12. Suppose that R is a ring, σ is an endomorphism of R, and δ is a σ -deri-
vation of R. Suppose the Ore extension R[x;σ, δ] is right duo, and define the ideal K =⋃∞
i=1 ker(σ i) ⊆ R. Given r0, r1, . . . , rn ∈ R such that ri + K ∈ R/K is not a zero-divisor
for some i , there exist c0, c1, . . . , cm ∈ R such that
x ·
n∑
i=0
rix
i =
(
n∑
i=0
rix
i
)(
m∑
i=0
cix
i
)
,
and for any such c0, c1, . . . , cm, we must have c1 − 1 ∈ K and ci ∈ K for all i = 1.
Proof. Choose c0, c1, . . . , cm ∈ R such that x ·∑ni=0 rixi = (∑ni=0 rixi)(∑mi=0 cixi), and
define di = ci for i = 1 and d1 = c1 − 1. By Theorem 10(iv),(
n∑
i=0
[ri +K]xi
)(
m∑
i=0
[di + K]xi
)
= 0
in the commutative polynomial ring S/KS ∼= (R/K)[x]. By hypothesis,
(R/K) ∩ ann(R/K)[x]
(
n∑
i=0
[ri + K]xi
)
= {0}.
Hence ann(R/K)[x](
∑n
i=0[ri + K]xi) = {0}, which proves that di ∈ K for all i . 
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Theorem 10, and Corollary 11 are not sufficient to guarantee that an Ore extension is right
duo.
Example 13. Let T be any ring, and let M be any nonzero (T ,T )-bimodule. Put R = T ⊕
M , with addition defined componentwise, and multiplication defined by (t1,m1)(t2,m2) =
(t1t2, t1m2 + m1t2). Define σ :R → R and δ :R → R by
σ(t,m) = (t,0), δ(t,m) = (0,m) for all t ∈ T , m ∈ M.
Then σ is an endomorphism, δ is a σ -derivation, the conclusions of Corollary 11 and (i)
through (iii) of Theorem 10 all hold, and ker(σ ) =⋃∞i=1 ker(σ i) = 0 ⊕ M ⊆ radR. (If T
is commutative, then (iv) of Theorem 10 and the conclusions of Proposition 8 also hold.)
Choose any nonzero m ∈ M . If there were to exist elements (ti,mi) ∈ R such that
x
(
(1,m) + (−1,m)x)= ((1,m)+ (−1,m)x)
(
n∑
i=0
(ti ,mi)x
i
)
∈ R[x;σ, δ],
then equating x0-coefficients would yield (0,m) = (t0,mt0), contradicting m = 0. Thus,
R[x;σ, δ] is not right duo.
We have shown that an Ore extension that is left duo must be commutative, and we have
shown that an Ore extension that is right duo must either be commutative or else satisfy
an assortment of properties (given in Lemma 7, Proposition 8, Theorem 10, Corollary 11,
and Corollary 12). Can one show that, in fact, an Ore extension that is right duo must
be commutative? I do not know the answer, and thus conclude with the following open
problem:
Question. Does there exist an Ore polynomial ring R[x;σ, δ] that is right duo but not
commutative?
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