Abstract. We prove that in a certain class of conformal data on an asymptotically cylindrical manifold, if the conformally decomposed Einstein constraint equations do not admit a solution, then one can always find a nontrivial solution to the limit equation first explored by Dahl, Gicquaud, and Humbert in [DGH11]. We also give an example of a Ricci curvature condition on the manifold which precludes the existence of a solution to this limit equation, showing that such a limit criterion can be a useful tool for studying the Einstein constraint equations on manifolds with asymptotically cylindrical ends.
Introduction
It has been known for over sixty years that Einstein's equations in vacuo can be decomposed into a well-posed initial value problem in which a Riemannian nmanifold (M, g) along with a symmetric 2-tensor K can be isometrically embedded as a spacelike slice of a spacetime with extrinsic curvature tensor K if and only if the Einstein constraint equations (1.1)
are satisfied. The study of these equations has been an active field of research in recent years, and several approaches have been taken to solve (1.1)-(1.2). By far the most common is the conformal method, in which one specifies a background metric g and looks for a solution of the constraints in the conformal class of g. In particular, we seek a scalar function φ and a vector field W such that (g, K) solves (1.1)-(1.2) where this pair is of the form (1.3) g ij = φ N −2 g ij (1.4) K ij = τ n g ij + φ −2 (σ ij + (LW ) ij ).
Here τ = tr g K, σ is a specified transverse traceless tensor, L is the conformal Killing operator which we define below, and N is a dimensional constant we will frequently use throughout this paper, given by N = 2n n − 2 .
(1.5) ∆ g φ − c n R g φ = b n τ 2 φ N −1 − c n |σ + LW | 2 g φ −N −1 (1.6) divLW = n − 1 n φ N dτ.
Equation (1.5) is known as the Lichnerowicz equation, and in it we have introduced the dimensional constants c n = n − 2 4(n − 1)
, b n = n − 2 4n .
. Indeed much of the efforts aimed at finding solutions to the constraint equations have been focused on determining the solvability of the system (1.5)-(1.6). One of the earliest systematic studies of these equations was the 1995 paper of J. Isenberg [Ise95] which considered the case of constant mean curvature (CMC) τ on closed manifolds, in which case the LCBY system decouples since the vector equation becomes trivial. In the years since, many authors have sought to generalize Isenberg's results on closed manifolds with near-CMC conditions ( [IM96] , [ACI08] ), and more recently these near-CMC conditions have been relaxed by Holst, Nagy, and Tsogtgerel in [HNT09] in the non-vacuum case, and by Maxwell in [Max09] . Their results used a Schauder fixed point argument to find a solution to the LCBY equations under the condition that the tensor σ have sufficiently small norm.
These methods for finding solutions have been extended to other geometries including asymptotically Euclidean ( [DIMM13] ), asymptotically hyperbolic ( [GS12] ) and compact with boundary ( [Dil13] , [HMT13] ). General results for the solvability of the LCBY equations on manifolds with asymptotically cylindrical or periodic geometries (which we collectively call geometries of cylindrical type) appeared in 2012 with the pair of papers [CM] and [CMP] which analyzed the Lichnerowicz equation and vector equation separately. It was noted in the first of these that several known examples of black hole spacetimes admit CMC hypersurfaces with ends of cylindrical type, including the extreme Kerr solution. Solutions to the fully coupled LCBY equations were recently constructed on such manifolds in the paper [Lea14] , using an adaptation of the Schauder fixed point technique.
Another approach to finding solutions of the LCBY equations on closed manifolds is the relatively recent result of Dahl, Gicquaud, and Humbert [DGH11] . In that paper, the authors showed that in the absence of conformal Killing fields, so long as the mean curvature τ is non-vanishing and σ ≡ 0 for the non-negative Yamabe classes, then the system (1.5)-(1.6) fails to have a solution only if there is a nontrivial solution W to (1.7) divLW = α 0 n − 1 n |LW | dτ τ for some α 0 ∈ (0, 1]. This is known as the limit equation, for reasons that become clear in the proof of the theorem. We will give a summary of their proof in the next section. This result has thus far proven to be quite adaptable to other (i.e. noncompact) geometries. Indeed, a limit equation result has very recently been shown to hold in the asymptotically Euclidean setting in [DGI14] and in the asymptotically hyperbolic setting in [GS12] , but difficulties arose in proving it in the compact with boundary case, c.f. [Dil13] . It is thus natural to wonder in which geometries such a result holds. In this paper, we prove that an analogous limit equation result holds on a manifold with asymptotically cylindrical ends, thus shedding more light on solvability of the constraint equations in such a geometry. We will also give an example of (conformal) initial data which does not admit any solutions to (1.7), and thus necessarily admits a solution to the LCBY system (1.5)-(1.6). We will do this by imposing a particular reasonable bound on the Ricci curvature.
1.1. Notation and definitions. We will assume that our manifold (M, g) is asymptotically cylindrical. This means that there is some compact set K ⊂ M whose complement in M decomposes as
Here, for each ℓ, there is some closed (n − 1)-manifold N ℓ such that E ℓ is diffeomorphic to the half-cylinder R + × N ℓ . Moreover, on each end the metric g decays exponentially to the exactly cylindrical metric dt 2 +g ℓ , whereg ℓ is some metric on N ℓ and t is some C 3 coordinate function on the ends which is 'radial' in the sense that there are positive constants C 1 ≤ C 2 ≤ C 3 such that
We impose a similar decay condition on its derivatives, which can be made precise by requiring that on each end
for some positive ω for all applicable k. Here∇ is the covariant derivative associated to the exactly cylindrical metric. We will call a metricǧ conformally asymptotically cylindrical if we may write it in the formǧ = w N −2 g where g is an asymptotically cylindrical metric and w is a positive function such that, on each end E ℓ , w →ẘ ℓ at the rate O(e −ωt ) along with its derivatives, whereẘ ℓ is a smooth positive function on N ℓ . ("Smooth" in this paper will mean "as smooth as the metric.") Note that this condition implies that the metricǧ does not decay on the ends, and so metrics with conic or cusp singularities do not belong to the class of conformally asymptotically cylindrical metrics according to our definition.
We would like the class of conformal initial data (g, σ, τ ) we consider to have certain nice asymptotic properties like the metric. We will thus restrict to tame initial data, defined as follows. Definition 1.1. Conformal initial data (g, σ, τ ) is said to be tame if g is (conformally) asymptotically cylindrical and both of the following are satisfied: • |σ| 2 g →σ 2 at the rate O(e −ωt ) whereσ 2 ≡ 0 is some smooth nonnegative function on N ℓ , or any smooth function on N ℓ if R < 0 on the ends.
Our main results, stated below, make the stronger assumption that eachτ 2 ℓ is a constant.
Now that we have defined our admissible initial data, we need to define the function spaces in which we will perform our analysis. These will be defined as in [Lea14] . For any 1 ≤ p < ∞, define the weighted L p -Sobolev space W k,p δ to be the space of all functions which are finite with respect to the norm
As in [CMP] , we will denote the function space W k,2 δ by H k δ . Next, assume without loss of generality that the radius of injectivity for (M, g) is greater than 1. Then if B 1 (q) is the ball of radius 1 about the point q ∈ M , we define local and global weighted Hölder norms by
and also the weighted Hölder norms by
The space of all functions (or tensor fields) for which the global Hölder norm is finite will be denoted by C k,µ , and the space of functions (or tensor fields) which are finite with respect to the weighted Hölder norm will be denoted by C k,µ δ . We similarly denote the standard sup-norm by · ∞ (or by · 0 if restricted to C 0 ) and the corresponding weighted sup-norm by · ∞,δ (or · 0,δ ).
1.2. Preliminary results. The conformal Killing operator L which appears in the LCBY equations is given by
This is merely the trace-free part of the deformation tensor associated to X. Any vector field in the nullspace of L is called a conformal Killing field, and the operator divL is known as the conformal vector Laplacian. The mapping properties of this operator acting between weighted Sobolev spaces were studied extensively in [CMP] . The most important mapping property for us will be [CMP, Thm 6 .1]. Before we state the theorem, we first define Y ℓ to be the set of all globally bounded conformal Killing fields with respect to the exactly cylindrical metric on E ℓ . If we then define a smooth cutoff function χ ℓ which vanishes outside of E ℓ and is identically 1 where
The theorem then gives us the mapping properties of divL acting as an operator between weighted Sobolev spaces:
) be a Riemannian n-manifold with a finite number of ends which are asymptotically cylindrical. Suppose further that there are no global L 2 conformal Killing fields. Then there exists a number δ * > 0 such that if 0 < δ < δ * , then divL :
This theorem is proven by using a parametrix construction found in [Maz91] to build a generalized inverse G : H ) which satisfies divL • G = Id. The space Y which appears in the third mapping property above is an artifact of the parametrix structure described in [Maz91] . As shown in that paper, this parametrix is also a bounded map between weighted L p -Sobolev spaces and weighted Hölder spaces, and so Theorem 1.2 also holds when one considers divL as a map between such spaces. The observation that divL :
−δ is surjective will be crucial in the analysis below. The final analytical tools we will need are the Sobolev embedding theorems for function spaces on asymptotically cylindrical manifolds. In general, we will assume p > n and that δ < δ * , where δ * is as in Theorem 1.2. We also need that the coefficients in the Lichnerowicz equation are regular enough to imply that the solution φ ∈ C 2 . This could be achieved by assuming the coefficients are in W 1,p or in C 0,β for some 1 > β > 0, and thus we make the metric W 3,p or C 2,β to guarantee this regularity of the scalar curvature.
The standard Sobolev embedding theorems hold with a subscript δ. In particular, we have the following theorem. Theorem 1.3. Assume t ∈ C k with bounded derivatives up to k-th order.
•
, with a continuous embedding.
Proof. The first two parts are proven essentially the same way, so we only include the first. Suppose f ∈ W k,p δ (M ). By the definition of the norms and since ∇ k t are bounded, it is clear that
A similar statement holds in the other direction, but is slightly harder to prove. We want
since each term in (1.8) must got to zero separately. We also have
and since the first and last integrals goes to zero (since |∇t| is bounded), so must the middle one. We can continue this process to the k-th derivative term. Thus |∇ j f i | p e −δpt → 0 for any 0 ≤ j ≤ k, which contradicts our assumption. Thus the inequality holds.
The embedding theorem is now clear since
This combined with the second statement gives the third statement. Suppose we have a uniformly bounded family {f i } ⊂ C 0,α δ . Let K j be an exhaustion of M by compact sets. A standard argument using Arzela-Ascoli gives that there is a convergent subsequence of f i converging in C 0 on K j . Take the subsequence for K 1 and reduce it further to subsequence that converges on K 2 , etc. We redefine f 1 to be the first term of the subsequence converging on K 1 , f 2 to be the second term of the subsubsequence converging on K 2 , etc. Thus this new sequence f i converges on any compact set of M . This is just the standard diagonal subsequence.
Pick ǫ > 0. Note that we have f i < Ce δt for some uniform C. For any ǫ there is a t large enough such that Ce δt < ǫ 2 e δ ′ t since δ ′ > δ; we call the set where this is true 
Summary of main results
In what follows we will first use a strategy very similar to that in [Lea14] to prove that we may find a solution to the subcritical LCBY equations:
Theorem 2.1. Let (g, σ, τ ) be tame conformal data on a complete Riemannian n-manifold (M, g) with a finite number of asymptotically cylindrical ends. Assume that there are no global L 2 conformal Killing fields. If σ ∈ W 1,p , τ −τ ∈ W 1,p −δ , and the scalar curvature R satisfies c n R+b n τ 2 > 0, then the subcritical LCBY equations
Once we know that the system (2.1)-(2.2) can always be solved, we next establish that such a solution φ can be uniformly (i.e. independent of ǫ) bounded above by the energy LW L 2 . Thus to any sequence of sufficiently small positive numbers ǫ i → 0, we can associate a sequence of energies
where (φ i , W i ) is some solution to (2.1)-(2.2) with ǫ = ǫ i . It is natural to ask what happens to the sequence {γ i } as i → ∞. It turns out, as was shown by [DGH11] in the closed manifold case, that this limit gives us valuable information about the solvability of the LCBY equations (1.5)-(1.6). In particular, if this sequence stays bounded, then there exists a solution to the LCBY equations with the same hypotheses on conformal data as in Theorem 2.1. On the other hand, if γ i → ∞, we show that the limit equation (1.7) admits a nontrivial solution. The precise statement of this result is our main theorem:
Theorem 2.2. Let (g, σ, τ ) be conformal data on an asymptotically cylindrical manifold satisfying the conditions of Theorem 2.1. Then at least one of the following is true:
• The system (1.5)-(1.6) admits a solution (φ, W ) with regularity as in Theorem 2.1. Also, the set of these solutions is compact.
for some α 0 ∈ (0, 1] such that |LW | ≤ Ce −δt for some C independent of φ i , W i and W .
Note that we have no reason to suspect that this result is a dichotomy. That is, it may hold that the LCBY equations and the limit equation both admit nontrivial solutions. The utility of the main theorem is that we may show the existence of solutions to the LCBY equations whenever we can show that the limit equation (1.7) admits no solutions. The idea behind the proof is that given any sequence {γ i } as above, if the limit equation admits no solutions then the sequence stays bounded, which in turn implies that the LCBY equations admit a solution (these facts are proven in section 4 below). From the perspective of one trying to understand the constraint equations on asymptotically cylindrical manifolds, this result is only useful if we can find examples of conformal data which admit no solutions to the limit equation. In section 5, we show that this set is nonempty by proving the following corollary.
Corollary 2.3. Let (g, σ, τ ) be conformal data on an asymptotically cylindrical manifold satisfying the conditions of Theorem 2.1, and suppose Ric ≤ (c 1 χ 2 − c 2 e −2µt )g for some constants c i , µ > 0 and a smooth compactly supported bump function χ. Then there is some C > 0 such that if dτ
there is a solution to the LCBY equations (1.5)-(1.6).
Finally, in section 6 we discuss how these results can be extended to the case where the metric g is only assumed to be conformally asymptotically cylindrical.
Global barriers
In this section we prove Theorem 2.1 by constructing a global supersolution and a global subsolution (defined below) with desirable asymptotics. Throughout this section, we assume for notational simplicity that our manifold has a single asymptotically cylindrical end. It is easy to see that this assumption results in no loss of generality, for the extension of our analysis to multiple ends is completely trivial. We shall make use of the following lemma, whose proof is nearly identical to one found in [Lea14] :
Lemma 3.1. Let φ be a bounded continuous function on a manifold M which does not admit any L 2 conformal Killing fields and dτ ∈ C 0 −δ ′ (T M ) for some positive δ ′ < δ * . If W φ is the solution of the subcritical momentum constraint equation associated to a conformally asymptotically cylindrical metric, then for any δ < δ ′ , there exists some constant K which does not depend on φ or τ such that the following pointwise estimate holds:
We define the constant K τ = K dτ 0,−δ ′ for brevity in our analysis below. Note in particular that the lemma implies that |σ + LW | 2 g →σ 2 on the end. Hence we expect a solution which has an asymptotic limit on the cylindrical end to approach a solution to the reduced Lichnerowicz equation, which is
Given tame data (g, σ, τ ), this equation admits a constant supersolution. Moreover, one easily checks that ifφ 1 is a positive solution to the equation
then ρφ 1 is a subsolution of the reduced equation for any sufficiently small ρ > 0. Hence (3.2) admits a solution by Proposition A.4 in [CM] . We note that this is the only place where we use the requirement that σ ≡ 0 unless R < 0 on the ends. We extend this solution to a smooth function on all of M which we continue to callφ. Next, we define the nonlinear operator Lich φ on C 2 by
where W φ is the solution of the subcritical momentum constraint equation (2.2) (such a solution exists by Theorem 6.1 in [CMP] ). We call φ + a global supersolution if for any 0 < φ ≤ φ + , we have Lich φ (φ + ) ≤ 0. If φ + is of lower regularity so that this inequality only holds in the weak sense, we call it a weak global supersolution. Given a (weak) global supersolution φ + , we define an associated (weak) global subsolution
Having constructed a pair of weak global sub/supersolutions φ − ≤ φ + for the system (2.1)-(2.2) which both approachφ asymptotically on the end, one argues as in [Lea14] and applies the Schauder fixed point theorem to produce a solution to the system. In what follows, we construct a pair of weak global sub/supersolutions for the subcritical LCBY equations. The construction below is independent of the Yamabe invariant of the background metric, though we assume as in [CM] that c n R+b n τ 2 > 0 everywhere. If one drops this assumption in the case where the Yamabe invariant is positive, the construction of a pair of weak global sub/supersolutions proceeds almost exactly as in [Lea14] .
3.1. Global supersolution. We first show that a sufficiently large constant B is a global supersolution for the subcritical LCBY system. Suppose 0 < φ ≤ B. Using Lemma 3.1 we have (dropping all subscripts "g")
where we have used Lemma 3.1 and defined
0 > 0, we see that this final expression is negative for sufficiently large B and hence such a constant is a global supersolution. Notice that subcriticality was crucial in establishing this fact.
We would like to construct a supersolution which approaches the functionφ on the ends asymptotically. This way the solution we obtain from the fixed point theorem will also approachφ. For this we prove the following proposition whose proof is similar to Proposition 3.5 in [Lea14] and Theorem 4.3 in [CM] :
Proposition 3.2. Choose some positive ν < δ/(2N + 2) so small that Lich 0 (φ) = O(e −2νt ). With the initial data above, there exists some T > 0 such that the function φ(1 + be −νt ) is a global supersolution for any sufficiently large b on the set where t ≥ T .
Once we establish this proposition, one easily sees that we can choose b so large that φ(1 + be −νt ) > B whenever t ≤ T and therefore inf(B,φ(1 + be −νt )) is continuous and thus a weak global supersolution with the desired asymptotics.
Proof. Define a new metricg =φ
N −2 g, and denote with a tilde all operators and quantities associated to this metric. The Lichnerowicz equation is well known to be conformally covariant, which means thatφu is a solution to
−N −1 if and only if u is a solution to
It follows from this pointwise property that for any φ ≤φ(1 + be −νt ), we have
Next observe by the covariance of the conformal Laplacian that
for any function u ∈ C 2 , and so taking u ≡ 1 gives us
where s is some function satisfying |s| ≤ Ce −2νt . We thus see that Lich φ (φ(1 + be −νt )) is given by the expression
which, after adding and subtracting (N − 1)b n τ 2 be −νt , we may rewrite as
We now make a few observations about this expression. First, since τ 0 > 0, we see that for some large T 0 , we have N −1 and observing that r(0) = 0. Having chosen T 0 as above, note that for any ρ > 0 satisfying 4ρ 2 < c, if ν < ρ we have∆e −νt ≤ 2ρ 2 e −νt and hence (∆ − h)e −νt ≤ −2ρ 2 e −νt . From this we conclude that, for t ≥ T 0 , Lich φ (φ(1 + be −νt )) is bounded above by
where we have simultaneously used the basic inequalities
and set
Noting thatLW =φ −(N −2) LW , one applies Lemma 3.1 and the fact that φ ≤ φ(1 + be −νt ) to find that the bound for Lich φ (φ(1 + be −νt ) we obtained can itself be bounded above by
where
are constants. Finally, when b ≫ 1 we may factor out the b from the expression ||φ(1 + be −νt )|| ∞ to find that (3.8) is bounded above by
We may thus choose some b 0 so large that, for all b ≥ b 0 , we have
Now to prove the proposition, we show that there is some choice of T > 0 such that (3.9) is negative for any t ≥ T and b ≥ b 0 . Clearly there is some T 1 ≥ T 0 such that −2ρ 2 e −νt + s < 0 for all t ≥ T 1 , so our task is reduced to proving that the sum of the final three terms in (3.9) is negative for such a choice of t and b. The analysis of these terms differs slightly depending on whether N ≥ 3 (i.e. n ≤ 6) or N < 3, so we consider these cases separately.
First suppose N ≥ 3. For any fixed t, we see that f (b, t) → −e −(N −1)νt as b → ∞. On the other hand, we find by differentiating that f is increasing in b, so we thus conclude that f (b, t) < −e (N −1)νt for all b and t. The final three terms in (3.9) are thus bounded above by
where we have used our smallness condition on ν in the first inequality and the fact that b ≥ b 0 in the second. This completes the proposition in the case where N ≥ 3. The case in which N < 3 is not much more difficult. The key difference is that we now have ∂f /∂b < 0. Note first that for any fixed b, one computes the limit (using a Taylor expansion, for example)
so we may thus choose some b 1 ≥ b 0 such that this limit is less than −2 for all b ≥ b 1 . Hence there exists some T 2 ≥ T 1 such that f (b 1 , t) < −e −2νt for all t ≥ T 2 . But since ∂f /∂b < 0, we see that f (b, t) < −e −2νt for any b ≥ b 1 and hence for any such b the final three terms in (3.9) are bounded above by
for any t ≥ T 2 . This proves the case and the proposition.
3.2. Global subsolution. Based on our construction of a global supersolution, we may suspect that the functionφ(1 − ae −νt ) will provide a global subsolution far out on the end. We will show this to be the case. First observe, again by the conformal covariance of the Lichnerowicz equation, that for any φ ≥φ(1 − ae −νt ) we have that
As noted in [CM] , given any positive number µ < 1, there is some µ ′ > 0 such that for all y ∈ [µ, 1),
Hence, fixing a and choosing t so large that µ < 1 − ae −νt < 1, we find that
We thus conclude that, for such a choice of t, Lich φ (φ(1 − ae −νt )) is bounded below by
, we see that the previous expression is bounded below by
At this point we use the fact that φ ≤ φ + :=φ(1 + ae −νt ) and Lemma 3.1 to conclude
where the constant k 1 is defined in the previous section. Now there exists a constant C > 0 such that∆e −νt ≤ Cν 2 e −νt , so the previous expression is bounded below by (3.14)
We thus see that if we choose ν ≤ τ 0 b n µ ′ /C, the total contribution of the first and third term in positive. Since the second term decays like O(e −2νt ), we conclude that, with this choice of ν, for some T ′ > 0 the expression 3.14 is positive for all t ≥ T ′ . Our next objective is then to find a global subsolution on the compact piece K = {t ≤ T ′ } which is positive yet sufficiently small on the boundary of K. Calling such a function η, the function sup(η,φ(1 + ae −νt )) is then continuous and thus a weak global subsolution. To accomplish this, we merely define a slightly larger compact set K ′ = {t ≤ T ′′ }, where T ′′ > T ′ is so large that ae −νt < 1/2 for all t ≥ T ′′ , and solve the Dirichlet problem
The function η is positive and less than 1 on the boundary of K ′ and hence on all of K ′ by the maximum principle. One easily checks that η is a global subsolution on K ′ , and it is less thanφ(1 − ae −νt ) near the boundary of K ′ by our choice of T ′′ . Therefore, if we extend η to be zero identically outside of K ′ , we conclude that sup(η,φ(1 + ae −νt )) is a weak global subsolution. We note that this is the only place where we used the condition that c n R + b n τ 2 > 0.
3.3. Continuity of the solution maps. Having constructed global sub/supersolutions of the subcritical system (2.1)-(2.2), one finds a solution to this system with an application of the Schauder fixed point theorem as in [HNT09] , [Max09] , or [Lea14] .
The fixed point theorem we need, a proof of which can be found in [Ist81] , is the following:
Theorem 3.3. Let X be a Banach space, and let U ⊂ X be a non-empty, convex, closed, bounded subset. If T : U → U is a compact operator, then there exists a fixed point u ∈ U such that T (u) = u.
To apply this theorem in the present context, we look for a solution (φ, W ) where φ =φ + ψ and ψ ∈ W 3,p −ν . In this way we think of the subcritical system as having
, and ψ shall be found as a fixed point of a particular function on the set 
where G is the bounded generalized inverse defined above for the operator divL. One can easily see that the map W ǫ is continuous. Now for any traceless 2-tensor Σ ∈ C 0 satisfying |Σ| 2 →σ 2 on the ends at the rate e −δt , we define Q(Σ) to be the unique solution of the Lichnerowicz equation (1.5) with σ + LW replaced by Σ which satisfies φ − ≤ Q(Σ) ≤ φ + . This map is shown to be well-defined in [Lea14] . We thus define a map
If we could show this map to be continuous, then the map N σ,ǫ = S σ • L • W ǫ would thus be continuous itself. The range of this function lies in U by definition, and the composition of N σ,ǫ with the compact embedding W 2,p −ν ֒→ C 0 −ν ′ gives us a map T which satisfies the hypothesis of Theorem 3.3. Ifψ is this fixed point, then (φ +ψ, Wφ +ψ ) is a solution of the subcritical system by construction. We thus need only show that S σ is continuous, and to do this we require the following lemma. 
Convergence of Solutions
In this section we show that any solution of the subcritical equations has an L ∞ bound depending only on the L 2 -norm of LW . We essentially follow the proof of this for closed manifolds found in [DGH11] , though the geometry of the ends clearly necessitates several modifications to their argument. Let ǫ ∈ [0, 1) be arbitrary, and let (φ, W ) be a solution to the subcritical equations (2.1)-(2.2). We define the energy of the solution by
and letγ = max{γ, 1}. Note thatγ is finite by Lemma 3.1. We rescale φ, W and σ asφ =γ
The deformed equations can then be renormalized as
Notice that because of our rescaling, we have
Throughout this section, "bounded" will mean "bounded independent of ǫ, φ and W ", and all constants C or C i will be similarly independent of ǫ, φ and W . We first prove an important lemma.
Lemma 4.1. Suppose that k ≥ 0. Then, for any solutionφ of the renormalized subcritical equations (4.1)-(4.2), and any δ > 0, we have
Proof. We multiply equation (4.1) by e −δtφN +1+N k and integrate over M to get
Consider the first integral on the left. We have
where c 1 = 1 N +2+N k and c 2 = N + 1 + N k. The first and second lines are by integration by parts. These integration by parts are valid because of the exponential falloff term e −δt . The third line follows from the inequality ∆e −δt ≤ Ce −δt since t C 2 < ∞. Using this, and combining with the R term, the first integral in equation (4.4) is greater than or equal to
We then use Hölder's inequality to see that
Note that c n R − C u,δ/u < ∞ since R ∈ L ∞ and δ/u > 0. After usingγ −1 ≤ 1, this gives us the first term of the desired inequality.
The second term is easily found by pulling out the infimum of τ 2 . The right hand term is found by the inequalities |σ + LW | 2 ≤ 2|σ| 2 + 2|LW | 2 , e −δt ≤ C and |σ| 2 ≤ |σ| 2 . This completes the lemma. Proof. As in [DGH11] , we will prove this proposition in four steps.
Step
Suppose dτ ∈ L p −δ . Then using Lemma 4.1 with k = 0,φ 2N is clearly bounded in L 1 δ as long as the right hand side of (4.3) is bounded. However, since k = 0 and σ →σ, it is easy to see that both integrals are bounded. Thusφ 2N is bounded in L 1 δ .
Step 2. Bounds for LW . Suppose by induction we haveφ piN bounded in L 1 δ for some 2 ≤ p i . Let
If q i > n, we continue on to step 4. Otherwise define
n . We will show at the end of step 3 that we can ensure q i is never n.
Let α = max{δ
Using this and Equation (4.2), we get
The second line holds becauseγ ≥ 1. The fourth line is Hölder's inequality with p i and p. The last line follows from the definitions of the norms and the triangle inequality. This last inequality shows that divLW L q i α is bounded since the first norm on the right is bounded by hypothesis and the second is bounded since dτ ∈ L p −δ . We also calculate, since q i < n,
The first line follows from Theorem 1.3 and the fact that δ/r i > α. The second line is because L maps Y to an exponentially decaying piece. The last line is by the existence of generalized inverse of divL implied by Theorem 1.2.
We have thus shown that LW L r i δ/r i is bounded.
Step 3. Induction on p i 
The norm onφ is bounded by assumption. The norm on σ is bounded since δ/r i > 0 and by our conditions on σ. The norm on LW is bounded by the previous step.
All of this shows thatφ
since p > n. Hence p i → ∞, and so q i → p. We continue steps 2 and 3 a finite number of times until some k such that q k > n. We can avoid the case that q i = n by slightly decreasing p and δ at the beginning of the proposition,
Step 4. L ∞ bound onφ. Since q k > n, we have, similar to step 2,
where the right hand side is again bounded. Since α < 0, this implies that |LW | is bounded as well.
From the fact that the Laplacian acting on functions only involves first order derivatives of the metric, and since the coefficients of the Lichnerowicz equation (4.1) are at least in C 0,β for some β > 0 since p > n it can be easily seen that the functionφ is in C 2,β . We can thus apply the maximum principle. Let x ∈ M be whereφ reaches its maximum value, if it has one. At such a point, we have
Since R ∈ L ∞ andγ ≥ 1,φ is bounded. If φ > sup Σφ at some point, it (and thusφ) has a maximum. Thus, if φ does not have a maximum, φ ≤ sup Σφ , which is an even stronger upper bound than the proposition requires.
By recalling thatφ =γ Proof. From the previous proposition, we know that the φ i are uniformly bounded in the L ∞ norm. By the now standard inequality (4.5) Up to selecting a subsequence, we can then assume that LW i converges in C 0 −δ ′ for some α > 0 to some LW ∞ .
We can show the falloff of LW ∞ by considering
as before, but using Proposition 4.2 andγ ≥ 1. Thus For compactness, let (φ i , W i ) be an arbitrary sequence of solutions to the conformal constraint equations. Using Lemma 4.4 with ǫ i = 0, we have that γ(φ i , W i ) is bounded. Lemma 4.3 then says that a subsequence of (φ i , W i ) converges. This completes the proof.
Existence Results
Theorem 2.2 says that if we can show that the limit equation (1.7) has no solutions with particular properties, then there is a solution to the full constraint equations (1.5)-(1.6). In this section, we will use this result to show that for certain tame near-CMC seed data, there is no solution to the limit equation. Hence Theorem 2.2 guarantees a solution to the constraint equations. for some positive µ ≤ δ, C > 0. If so, we can then take the limit equation, multiply by W and integrate by parts to get
We then immediately see that there is a constant C (the one used in the hypotheses) such that dτ
This contradicts our hypotheses, and so there is a solution to the constraint equations. We prove the claimed inequality first for compactly supported vector fields V ∈ W 2,p . First, recall the pointwise Bochner type formula coupled with the vector equation (1.6) forǧ. Notice that only the L operator is defined with respect toǧ, while the rest are with respect to g. Because of this fact, we can find global sub/supersolutions φ − , φ + to Equation (6.1) as in Section 3, since that metric is asymptotically cylindrical. Then, φ − /w, φ + /w are global sub and supersolutions to the original conformal constraint equations forǧ. Note that these will produce a solution φ to the Lichnerowicz equation that asymptotes toφ/ẘ ℓ , which is still a valid asymptote sinceẘ ℓ is also a function on N ℓ . The rest of the proof proceeds the same.
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