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DOUBLING COVERINGS VIA RESOLUTION OF
SINGULARITIES AND PREPARATION
RAF CLUCKERS, OMER FRIEDLAND, AND YOSEF YOMDIN
Abstract. In this paper we provide asymptotic upper bounds
on the complexity in two (closely related) situations. We confirm
for the total doubling coverings and not only for the chains the
expected bounds of the form
κ(U) ≤ K1(log(1/δ))
K2 .
This is done in a rather general setting, i.e. for the δ-complement
of a polynomial zero-level hypersurface Y0 and for the regular level
hypersurfaces Yc themselves with no assumptions on the singular-
ities of P . The coefficient K2 is the ambient dimension n in the
first case and n− 1 in the second case. However, the question of a
uniform behavior of the coefficient K1 remains open. As a second
theme, we confirm in arbitrary dimension the upper bound for the
number of a-charts covering a real semi-algebraic set X of dimen-
sion m away from the δ-neighborhood of a lower dimensional set
S, with bound of the form
κ(δ) ≤ C(log(1/δ))m
holding uniformly in the complexity of X . We also show an ana-
logue for level sets with parameter away from the δ-neighborhood
of a low dimensional set. More generally, the bounds are obtained
also for real subanalytic and real power-subanalytic sets.
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1. Introduction
Let us recall the definition of a doubling covering, as given in [6,
7]. Let Y be a complex n-dimensional manifold and let G ⊂ Y be a
relatively compact domain in Y . Let Bn1 be the unit ball in C
n. For
γ > 1, a γ-doubling covering U of G in Y is a finite collection of analytic
univalent functions ψj : B
n
1 → Y satisfying the following conditions:
1. The images (aka charts) Uj = ψj(B
n
1 ) cover the closure G¯ of G.
2. Each ψj is extendible to a mapping ψ˜j : B
n
γ → Y , which is uni-
valent in a neighborhood of Bnγ , where B
n
γ ⊂ C
n is the γ-times larger
concentric ball of Bn1 .
For γ = 2 we may omit γ in notations, and call a covering just
a doubling one (sometimes using this short name also for γ-doubling
coverings with γ 6= 2). Recall also that a doubling chain Ch joining
two points v1, v2 ∈ Y is a series of doubling charts ψj , j = 1, . . . , l, so
that their images Uj = ψj(B
n
1 ) satisfy Uj ∩ Uj+1 6= ∅, j = 1, . . . , l − 1,
and v1 ∈ U1, v2 ∈ Ul. We denote by l(Ch) the length of a chain Ch,
that is, the number of its elements.
Doubling coverings provide a conformally invariant version of Whit-
ney’s ball coverings of a domain W ⊂ Rn, introduced in [10]. These
coverings consist of balls Bj so that larger concentric balls γBj are still
in W . In our definition we replace W by a complex manifold Y , while
the balls Bj are replaced by the charts Uj . In [6] we prove, in a rather
general form, that the doubling coverings (more accurately, the chains
of doubling charts) on Y provide an upper bound to the Kobayashi
metric and an upper bound to the “doubling constants” on this mani-
fold (see also [7]). Thus, these facts suggest possible connections with
complex hyperbolic geometry. The results on quasi-hyperbolic metrics,
on one side and on the complexity of Whitney’s ball coverings, on the
other, obtained in [8] and in other related publications, look very rele-
vant (see also the survey [2, Chapter 6] for extensions and developments
of Whitney’s coverings in other directions).
In view of these connections, one can hope that doubling coverings
on Y provide a common ground for a better understanding of the above
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mentioned structures. Consequently, one of the most important prob-
lems related to doubling coverings U of G in Y is an explicit bound on
their “complexity”, κ(U), which is the number of the doubling charts
in U .
Let us stress that the mere existence of a finite doubling covering U
for any regular complex manifold Y and any compact G ⊂ Y is imme-
diate: we just use the coordinate charts on Y . Moreover, for singular
Y (a situation not addressed in this paper) this fact remains basically
true. Indeed, in situations where the resolution of singularities works
(algebraic, analytic, sub-analytic and some o-minimal settings), we just
double-cover a “non-singular model” of G and Y , and compose the
charts with the resolution mapping σ. However, the complexity may
blow up in families. “Uncontrolled” complexity growth may present
a major problem in applications, while the power-logarithmic bounds
obtained below promise to work.
Now, we can explain the nature of the difficulties we settle in this
paper. Let us start with Whitney’s ball coverings. In this case there
are rather accurate bounds on the complexity of such coverings. In
particular, in [8] some bounds on the complexity of the ball coverings
of the complements of closed sets are given, in terms of the Minkowski
dimension of these sets. For a set A of dimension l a (rather accurate)
bound on Whitney’s ball covering U of Bn1 \ Aδ is of the form
κ(U) ≤ K(
1
δ
)l log(1/δ). (1)
Compare also with [6] where a similar bound for Whitney’s ball cov-
ering of the punctured disk was given (uniform in the geometry of the
deleted points). Easy examples (for instance, A being a hyperplane)
show that these bounds are sharp and cannot be improved for Whit-
ney’s balls. The factor (1/δ)l in the bound of (1) is too big for the
intended applications. However, if we replace the doubling Whitney’s
balls with their holomorphic images (as we do in the definition of dou-
bling coverings), we can hope to get a bound of the form
κ(U) ≤ K1(log(1/δ))
K2. (2)
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This kind of bounds were conjectured (in different forms) in [6, 7,
11–14]. A special case was settled in [6], where we confirm the expected
bound (with K2 = 1!) in case of regular level hypersurfaces Yc = {P =
c} for polynomials P with non-degenerated critical points. However,
the method of [6] cannot be directly extended to the polynomials P
with non-isolated singularities.
On the other hand, in [7] we prove the bound of the form (2), (also
with K2 = 1!), for the length of the “doubling chains”, joining any two
points in the δ-complement of a zero-level hypersurface of a polyno-
mial. Thus, for the length of the chains and hence, for the Kobayashi
distance, the bound (2) was, essentially, confirmed with K2 = 1 and
with K1 depending only on the degree d of P .
Let us introduce some notatios. Let P (z) =
∑
|α|≤d aαz
α be a com-
plex polynomial of degree d in Cn written in the usual multi-index nota-
tions z = (z1, . . . , zn) ∈ C
n, α = (α1, . . . , αn) ∈ N
n, |α| =
∑n
i=1 |αi| and
zα = zα11 · · · z
αn
n . We say that P is normalized if ‖P‖ :=
∑
|α|≤d |aα| = 1.
We denote by
Yc = {P = c} ⊂ C
n
the c-level hypersurface of P .
In this paper we provide asymptotic upper bounds on the complexity
in two (closely related) situations, we confirm for the total doubling
coverings and not only for the chains the expected bounds of the form
(2). This is done in a rather general setting, i.e. for the δ-complement
of a polynomial zero-level hypersurface Y0 and for the regular level
hypersurfaces Yc themselves with no assumptions on the singularities
of P . The coefficient K2 in (2) is the ambient dimension n in the first
case and n− 1 in the second case. However, the question of a uniform
behavior of the coefficient K1 in (2) remains open.
Theorem 1.1 (Complement of zero-level hypersurfaces). Let Y0 be the
zero-level hypersurface of P and let Gδ = B
n
1 \ Y
δ
0 , where Y
δ
0 is a δ-
neighborhood of Y0 for 0 < δ < κ1. There exists a doubling covering U
of Gδ in C
n \ Y0 so that
κ(U) ≤ C1(log(c1/δ))
n,
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where C1, c1, κ1 > 0 are constants depending on n, d and P .
Theorem 1.2 (Regular level hypersurfaces). Let Yc be a regular level
hypersurface of P and let Y¯c = Yc ∩ B
n
1 . Let ρ be the distance of c to
the set of singular values of P . We assume that 0 < ρ < κ2. There
exists a doubling covering U of Y¯c in Y so that
κ(U) ≤ C2(log(c2/ρ))
n−1,
where C2, c2, κ2 > 0 are constants depending on n, d and P .
In Section 2 we provide a doubling covering for Gδ in the mono-
mial case, and we do so also for Y¯c. On this base, using resolution of
singularities, we prove Theorems 1.1 and 1.2.
In a somewhat different setting and under the name “analytic parametriza-
tions”, doubling coverings were essentially introduced in [12] as a tool
for handling topological entropy and other similar dynamical invari-
ants, of real analytic mappings. We refer to [6, 7, 12–14] for further
developments and for some discussions on the connections with bound-
ing the density of rational points on analytic varieties in diophantine
geometry and other applications.
In Section 3 we study this slightly different setting of “analytic
parametrizations” using a-charts, recalled in Definition 1.3 and intro-
duced first in [12, Definition 2.1] under the name acu’s. We provide
analogues of Theorems 1.1 and 1.2 for real semi-algebraic sets and with
a-charts.
Let us give our main results. Write I for the real interval [−1, 1] and
for each r > 0 write ∆r for the complex disk {z ∈ C | |z| ≤ r}. As
usual, for a subset A ⊂ Rℓ, we call a function f : A→ Rn real analytic
if there exists an open neighborhood O of A and a real analytic function
O → Rn whose restriction to A is f . We recall Definition 3.1 from [13],
where they are called analytic 1-chart in full and a-charts in short.
Definition 1.3 (a-charts). A real analytic mapping ψ : Iℓ → Rn is
called an a-chart if it can be extended to a holomorphic mapping ψ˜ :
∆ℓ3 → C
n such that moreover ψ˜(z)− ψ(0) lies in ∆n1 for each z ∈ ∆
ℓ
3.
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For a set S ⊂ Rm and δ > 0, by the δ-neighborhood of S we mean
the set of points x ∈ Rm that lie at distance at most δ to S, and we
write Sδ to denote this tube. Here, the distance between x and S is
defined as the infimum over all s ∈ S of maxmi=1 |xi − si|.
The following is a variant in general dimension of Theorem 3.1 of
[13] and of the complex case of Theorem 1.1 above. Note that it is
more uniform than Theorem 1.1.
Theorem 1.4. Let X ⊂ In be a semi-algebraic set of dimensionm > 0.
Then, there exist a semi-algebraic subset S ⊂ In of dimension < m and
a constant C such that the following holds. For each δ > 0 with δ ≤ 1
there are semi-algebraic a-charts
ψi : I
m → Rn for i = 1, . . . , κ(δ)
with
κ(δ) ≤ C(log 1/δ)m
such that the union of the ψi(I
m) contains X \ Sδ, where Sδ is the δ-
neighborhood of S. Furthermore, C and the complexity of S are bounded
in terms of the complexity of X.
Next comes our analogue for real semi-algebraic sets of any dimension
of the complex result of Theorem 1.2 above. Again, it is more uniform
than Theorem 1.2, and, more flexible in the dimension of the family
parameters.
Theorem 1.5. Let f : In → Ik be a semi-algebraic function. Suppose
that the nonempty fibers of f have dimension m. Then, there exist a
constant C and a subanalytic set S ⊂ Ik of dimension less than k such
that, for any δ > 0 with δ ≤ 1 and for any c ∈ Ik of distance at least δ
to S there are a-charts
ψi : I
m → Rn for i = 1, . . . , κ(δ)
with
κ(δ) ≤ C log(1/δ)m
such that the union of the ψi(I
m) contains f−1(c).
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The proofs of Theorems 1.4 and 1.5 and the definition of subanalytic
sets are given in Section 3, as well as their corresponding generalizations
for subanalytic and power-subanalytic sets as Theorems 3.1 and 3.2.
It may be interesting to see whether S can be taken semi-algebraic as
well in Theorem 1.5 (see also the two questions at the very end of the
paper).
2. Proof of theorems 1.1 and 1.2
The main idea behind the proofs of these two results, is to make a
reduction from the general case of a polynomial P of degree d in Cn
to the monomial case. This is done by applying the following basic
version of resolution of singularities (see, e.g. [1]).
Theorem 2.1. Let P be a polynomial of degree d in Cn, and let Y0 be its
zero-level hypersurface. There exist a regular n-dimensional algebraic
variety X and a proper mapping σ : X → Cn so that for any point
y ∈ σ−1(Y0) ⊂ X there is a neighborhood Wy of y in X and a local
coordinate system x1, . . . , xn in Wy, in which
P ◦ σ(x) = U(x)xα, ∀x ∈ Wy
where xα =
∏n
i=1 x
αi
i , α = (α1, . . . , αn) ∈ N
n, mini αi ≥ 1, and U(x) is
a non-vanishing function (clearly, U depends on y). In particular, the
preimage σ−1(Y0) coincides locally with the union Z of the coordinate
hyperplanes Zi = {xi = 0} for i = 1, . . . , ly, where ly is the number of
the local coordinates, actually apearing in the monomial xα.
Accordingly, in order to construct a doubling covering either forGδ =
Bn1 \ Y
δ
0 , or for Y¯c = B
n
1 ∩ Yc (for sufficiently small δ and c), it is
enough to construct such coverings in each of a finite number of the
neighborhoods Wy in X , covering the compact preimage of Y0 ∩B
n
1 .
In case of Gδ we have also to cover the part of Gδ out of the union
of Wy, but this is immediate, with the number of charts not depending
on δ.
2.1. Proof of Theorem 1.1. The reduction achieved above allows
us to restrict considerations to the following case: in the appropriate
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system of local coordinates for any x = (x1, . . . , xn) ∈ Wy we have, as
above, P ◦ σ(x) = U(x)xα. Without lost of generality we may assume
that in local coordinates x1, . . . , xn the neighborhood Wy is defined by
|xi| ≤ 1, i = 1, . . . , n, and that there is a constant Cy > 0 so that
1
Cy
≤ |U(x)| ≤ Cy, ∀x ∈ Wy. (3)
We also assume below that ly = n. The case ly < n is treated exactly
in the same way, with better bounds.
The following proposition from [7] is, essentially, a version of  Lojasiewicz
inequality. For our applications it is important to keep all the constant
explicit and depending only on n, d. Notice however, that it is valid
only in complex domain.
Proposition 2.2. Let P be a normalized polynomial of degree d on Cn
and let Y0 be its zero-level hypersurface. Then, for any x ∈ B
n
1 we have
cn,d dist(x, Y0)
d ≤ |P (x)| ≤ Cn,d dist(x, Y0),
where cn,d, Cn,d > 0 are constants depending only on n, d.
Let η > 0 to be chosen later. For i = 1, . . . , n we define the set
Sηi , in local coordinates x1, . . . , xn, by |xi| < η, and denote by S
η a
η-neighborhood of the union of the coordinate hyperplanes Z, defined
as the union Sη =
⋃n
i=1 S
η
i .
Corollary 2.3. Let δ > 0, α0 = min
n
i=1 αi ≥ 1 and put η = (
cn,d
Cy
δd)
1
α0 .
Then,
Sη ⊂ σ−1(Y δ0 ) ∩Wy,
where, as above, Y δ0 is a δ-neighborhood of Y0.
Proof. By Proposition 2.2 for any x ∈ Bn1 we have
cn,d dist(x, Y0)
d ≤ |P (x)|.
Let δ′ = cn,dδ
d and denote by Yˆ δ
′
0 the sublevel set {|P (x)| < δ
′}. Then,
for any point x ∈ Yˆ δ
′
0 we have |P (x)| < δ
′ and therefore dist(x, Y0) ≤
( δ
′
cn,d
)
1
d = δ, i.e. x ∈ Bn1 ∩Y
δ
0 . Thus, B
n
1 ∩ Yˆ
δ′
0 ⊂ B
n
1 ∩ Y
δ
0 . We conclude
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that the preimage σ−1(Y δ0 ) ∩Wy contains the subset of Wy defined by
the inequality
|P ◦ σ(x)| = |U(x)xα| < δ′.
But for any x ∈ Sη, by definition of Sη and by (3), we have
|U(x) · xα11 · x
α2
2 · . . . · x
αn
n | ≤ Cyη
α0 = δ′,
and hence Sη ⊂ σ−1(Y δ0 ) ∩Wy. 
Therefore, it is sufficient to construct a doubling covering ofWy\S
η in
Wy \ Z, where Z, as above, is the union of the coordinate hyperplanes
Zi = {xi = 0} for i = 1, . . . , n. Indeed, for all the charts ψj of the
doubling covering of Wy \ S
η in Wy \ Z, the charts σ ◦ ψj will form a
doubling covering of Bn1 \ Y
δ
0 in B
n
1 \ Y0. Note also that it is enough to
consider the case where y = 0 and Wy is the unit polydisc
Qn = D1 ×D1 × · · · ×D1.
We denote the complement of Sη in Qn by Q
η
n := Qn \ S
η.
Now, we need the following “model” result:
Proposition 2.4. Let η > 0 and let γ ≥ 2. There exists a γ-doubling
covering U of Qηn in C
n \ Z with the following properties:
1. Each chart ψj of U is an affine mapping of B
n
1 to C
n \Z, extendible,
as an affine mapping, to ψ˜j : B
n
γ → C
n \ Z.
2. The complexity κ(U) does not exceed (9γn)n(log(9γn/η))n. In par-
ticular, for γ = 2,
κ(U) ≤ (9 · 2n)n(log(9 · 2n/η))n.
Before proving this proposition, let us first conclude the proof of
Theorem 1.1. In order to prove the theorem, we chose a certain finite
covering of σ−1(Y0) by the neighborhoods Wy, provided by Theorem
2.1. Then, we apply Proposition 2.4 with γ = 2 to each of these
neighborhoods Wy separately. However, first we have to normalize Wy
to the standard form Qn = D1 × D1 × · · · × D1, used in Proposition
2.4. Next, in each Wy we apply Corollary 2.3, in order to find the
appropriate η. In these steps the parameter δ is scaled accordingly.
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As a result, δ enters the bound in Theorem 1.1 with a coefficient c1,
depending on the geometry of the resolution σ of Theorem 2.1, in
contrast with Proposition 2.4, where the coefficients are absolute and
explicit. The same concerns the coefficient C1, which is obtained by
summing the corresponding coefficients over the neighborhoods Wy.
This completes the proof of Theorem 1.1. 
First, let us sketch the proof of Proposition 2.4. It is done by induc-
tion on the dimension. In dimension n = 1 the result is a partial case
of [6, Theorem 2.2] (see also [7, Example 2]), the required covering of
D1 \Dη in D1 \ {0} consists of the “Whitney’s disks”, accumulating to
the origin. Assume that the required covering U has been constructed
in dimension n. We produce the required covering in dimension n+ 1.
To achieve this extension we introduce a “suspension” construction, ex-
tending an n-dimensional chart into an (n + 1)-dimensional one. This
name (suspension), in a pretty similar meaning, is traditionally used
in algebraic and homotopic topology.
What follows is a definition of a suspension, then we return to the
proof of Proposition 2.4 below. We assume that γ > 1 is fixed, and
have three free parameters: a ∈ C, λ, β ∈ R+ with 1 < β < γ. The
parameter λ defines the “height” of the suspension, while a defines its
“vertical” (in C) shift. The third parameter β controls a “thickening”
of the suspensions, which is necessary to “suspend” coverings.
Definition 2.5. Let Y be a complex n-dimensional manifold and let
ψ : Bn1 → Y be a γ-doubling chart. Let a ∈ C, λ, β ∈ R+ with
1 < β < γ be given. The (λ, a, β)-suspension Σλ,a,βψ of ψ is an analytic
mapping
Σλ,a,βψ : B
n+1
1 → Y × C
defined, for (x, y) ∈ Bn+11 with x ∈ B
n
1 and y ∈ C, by
Σλ,a,βψ(x, y) = (ψ˜(βx), λy + a) ∈ Y × C (4)
where ψ˜ is the analytic extension of ψ to Bnγ .
In the following lemma, we summarize some simple properties of the
suspension construction.
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Lemma 2.6. Let Y be a complex n-dimensional manifold and let ψ :
Bn1 → Y be a γ-doubling chart. Let a ∈ C, λ, β ∈ R+ with 1 < β < γ.
Then, the (λ, a, β)-suspension Σλ,a,βψ of ψ is a θ-doubling chart in
Y × C with θ = γ/β.
Moreover, if U is a γ-doubling covering of a compact G ⊂ Y , then
the collection of the suspended charts ΣU = {Σλ,a,βψ : ψ ∈ U} forms
a θ-doubling covering of G×Daν ⊂ Y × C, with D
a
ν a disk of radius ν
centered at a ∈ C, and ν = λ
√
1− 1
β2
.
Proof. The suspension Σλ,a,βψ of ψ is extendible to the concentric ball
Bn+1θ by the same expression (4). Indeed, since by assumptions, β < γ,
for any x ∈ Bnθ we have βx ∈ B
n
γ and hence ψ˜(βx) is well defined and
belongs to Y . Hence, Σλ,a,βψ is a θ-doubling chart in Y × C.
Now, let U be a γ-doubling covering of a compact G ⊂ Y . In order
to prove that ΣU forms a θ-doubling covering of G × Daν ⊂ Y × C,
consider a point (v, ω) ∈ G×Daν . Since U is a covering of G, we have
v = ψ(x), for certain ψ ∈ U and x ∈ Bn1 . Therefore, by (4) we get
Σλ,a,βψ(
x
β
, y) = (ψ˜(βx/β), λy + a) = (ψ(x), λy + a) = (v, w).
We need to check that (x/β, y) ∈ Bn+11 . Indeed, w ∈ D
a
ν and so
λy ∈ Da0 and thus |y|
2 ≤ (ν/λ)2. Hence, by our choice of ν, we get
‖x/β‖2 + |y|2 ≤ 1/β2 + (ν/β)2 ≤ 1,
which completes the proof of Lemma 2.6. 
Now, we come to a general statement, concerning the coverings with
suspensions. For a given µ > 1, starting with a µ-doubling covering U
of a compact G ⊂ Y , we want to cover the compact set G×{D1 \Dδ}
in Y × {C \ {0}}.
Proposition 2.7. Let 1 < β < µ be given, and put θ = µ
β
> 1. Let Y
be a complex n-dimensional manifold and let U be a µ-doubling covering
of a compact G ⊂ Y . Then, for any δ > 0 there exists a θ-doubling
covering U˜ of G× {D1 \Dδ} in Y × {C \ {0}} with
κ(U˜) ≤ 3ζ log(
3ζ
δ
)κ(U)
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where ζ = 2µ
β
[
1− 1
β2
]− 1
2
.
Proof. We construct the required covering U˜ as the union of the suspen-
sions Σλj ,aj ,βU of U over j = 1, 2, . . . , N , where N, λj, aj are determined
below. Thus, U˜ is the union of “layers”, each layer being “vertically”
(in the direction of the factor C in Y ×C) shifted and properly rescaled
suspension of U . The “widths” of ΣjU decreases exponentially in j and
thus we need an order of log(1
δ
) such layers to cover G×{D1 \Dδ} (see
e.g. a similar construction in [7, Example 2]).
More accurately, let us fix ζ = 2θ
[
1− 1
β2
]− 1
2
= 2µ
β
[
1− 1
β2
]− 1
2
, and
let
Uˆ = {D˜j : j = 1, . . . , N}, with N = 3ζ log(
3ζ
δ
),
be a ζ-covering of D1\Dδ in C\{0}, where D˜j are the “Whitney disks”,
provided by Theorem 2.2 of [6].
For j = 1, . . . , N denote by aj and rj the center and the radius of
the disk D˜j ∈ Uˆ , respectively, and put λj = rj
[
1− 1
β2
]− 1
2
.
We claim that the suspensions Σλj ,aj ,βψ for all ψ ∈ U , form the
required covering. Indeed, by Lemma 2.6, the collection of the sus-
pended charts Σj := {Σλj ,aj ,βψ : ψ ∈ U} forms a θ-doubling covering
of G × D
aj
ν ⊂ Y × C, with ν = λj
[
1− ( 1
β
)2
] 1
2
= rj . Thus, Σj covers
G × D
aj
rj = Dj . Since D˜j cover D1 \ Dδ, we conclude that U˜ = ∪jΣj
covers G× {D1 \Dδ}.
It remains to show that the suspended charts do not touch the zero
section Y × {0}. Since the disks Dj form a ζ-covering of D1 \ Dδ in
C \ {0}, for any j we have rj <
|aj |
ζ
(this is the ζ doubling condition).
On the other hand, for any j and ψ ∈ U consider the projection of
the image of the suspension Σλj ,aj ,βψ in Y ×C to C. By the expression
(4) for ψ, this projection is the disk of radius λj in C, centered at aj.
Since ψ and its suspensions are affine mappings, for the θ-extension
the image is the disk of radius
θλj = θrj
[
1−
1
β2
]− 1
2
≤ θ
|aj|
ζ
[
1−
1
β2
]− 1
2
=
1
2
|aj |,
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and hence this disk does not touch 0 ∈ C. This completes the proof of
Proposition 2.7. 
Proof of Proposition 2.4. We have to construct, for γ ≥ 2, a γ covering
U of Qηn with the complexity κ(U) at most (9γ
n)n(log(9γn/η))n. We
fix n, and proceed by induction on the dimension l of Qηl : for l =
1, 2, . . . , n we show the existence of a γn−l+1-covering Ul of Q
η
l with
κ(Ul) ≤ (9γ
n)l(log(9γn/η))l.
In dimension l = 1 the result is a partial case of [6, Theorem 2.2]:
for any ζ > 1 the required ζ-covering of D1 \Dη in D1 \ {0} consists of
3ζ log(3ζ/η) “Whitney’s disks”, accumulating to the origin. To start
the induction, we put in this theorem ζ = γn, and get a γn-covering of
D1 \ Dη in D1 \ {0} consisting of less than 9γ
n log(9γn/η) Whitney’s
disks.
Assume that the required γn−l+1-covering U of Qηl has been con-
structed in dimension l with κ(U) ≤ (9γn)l(log(9γn/η))l. We produce
the required covering of Qηl+1 in dimension l + 1, using the fact that
Qηl+1 = Q
η
l × {D1 \ Dη}. We use the suspension construction, as de-
veloped above, and apply Proposition 2.7 with Y = Cl \ Zl, G = Q
η
l ,
δ = η, µ = γn−l+1, and β = γ. Thus, θ = µ
β
= γn−l, and we obtain a
γn−l-covering Ul+1 of Q
η
l+1 = Q
η
l × {D1 \ Dη} in C
l+1 \ Zl+1 with the
complexity κ(Ul+1) not exceeding 3ζ log(
3ζ
η
)κ(Ul), where
ζ =
2µ
β
[
1−
1
β2
]− 1
2
= 2γn−l
[
1−
1
β2
]− 1
2
≤ 2γn−l(
3
4
)−
1
2 ≤ 3γn−l,
since by assumptions β = γ ≥ 2. Therefore, we have
κ(Ul+1) ≤ 9γ
n−l log(
9γn−l
η
)κ(Ul) ≤ 9γ
n−l log(
9γn−l
η
)(9γn)l(log(9γn/η))l ≤
≤ (9γn)l+1(log(9γn/η))l+1.
This completes the induction step. For l = n we get a γn−n+1 = γ-
covering U = Un of Q
η
n with the complexity satisfying
κ(U) = κ(Un) ≤ (9γ
n)n(log(9γn/η))n,
thus completing the proof of Proposition 2.4. 
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2.2. Proof of Theorem 1.2. As it was explained above, in order to
prove our second main result it is sufficient to construct a required
doubling covering “locally”, in each coordinate neighborhood Wy pro-
vided by Theorem 2.1. As above, we assume that in local coordinates
x1, . . . , xn the neighborhood Wy is defined by |xi| ≤ 1, i = 1, . . . , n,
while the polynomial P ◦ σ takes a form
P ◦ σ(x) = U(x)xα, with
1
Cy
≤ |U(x)| ≤ Cy, x ∈ Wy. (5)
Let W˜y be defined by |x1| ≤
1
4
, |xi| ≤ 1, i = 2, . . . , n. We will produce,
for a regular value c > 0, a doubling covering of Yc∩W˜y, with Yc defined
in Wy by the equation P ◦ σ(x) = c.
We present the hypersurface Yc as the graph x1 = g(x2, . . . , xn) over
Qηn−1, for an appropriate η > 0. The function g is a multivalued (more
accurately, α1-valued) function and we show that all its branches are
regular. Finally, we use Proposition 2.4 to construct a doubling cover-
ing U of Qηn−1 and hence, of Ω and extend it to the required covering
of Yc, composing the charts in U with g.
Now, we present the proof in detail.
Lemma 2.8. Let α0 = min
n
i=1 αi ≥ 1. Let x = (x1, x2, . . . , xn) ∈
Yc ∩Wy. Then, for any 1 ≤ j ≤ n, we have
|xj| ≥ (
|c|
Cy
)
1
α0 .
In particular, the projection Ω of Yc∩Wy onto the subspace C
n−1 of the
points x¯ = (x2, . . . , xn) in C
n is contained in Qηn−1, for η = (
|c|
Cy
)
1
α0 .
Proof. We have
|xj|
αj =
|c|
|U(x)|
∏
i 6=j |xi|
αi
≥
|c|
Cy
,
since, by assumptions, for any l we have |xl| ≤ 1, and
1
Cy
≤ |U(x)| ≤
Cy, x ∈ Wy. Therefore
|xj| ≥ (
|c|
Cy
)
1
αj ≥ (
|c|
Cy
)
1
α0 = η.
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
Next we use Proposition 2.4 to construct a 2-doubling covering U
of Qηn−1. In order to extend U to the required covering U¯ of Yc, we
show, using the implicit function theorem, that the equation (5) of the
hypersurface Yc locally defines each branch of x1 = g(x2, . . . , xn) as a
regular function. Then, we compose the charts in U with g, in order
to get the charts of U¯ .
Let us fix x¯ = (x2, . . . , xn) ∈ Ω, and consider a function of one
variable v(x1) := U(x1, x¯)x
α1
1 x¯
α¯, for α¯ = (α2, . . . , αn).
Lemma 2.9. For 0 < |x1| ≤
1
4
we have ∂
∂x1
(U(x1, x¯)x
α1
1 x¯
α¯) = d
dx1
v(x1) 6=
0.
Proof. We have
∂
∂x1
(U(x1, x¯)x
α1
1 x¯
α¯) =
∂
∂x1
U(x1, x¯) · x
α1
1 x¯
α¯ + α1U(x1, x¯)x
α1−1
1 x¯
α¯
= xα1−11 x¯
α¯(
∂
∂x1
U(x1, x¯) · x1 + α1U(x1, x¯)).
Since by assumptions we have 1
2
Cy ≤ |U(x)| ≤ 2Cy, by Cauchy formula
we conclude that | ∂
∂x1
(U(x1, x¯))| ≤ Cy. Consequently, for 0 < |x1| ≤
1
4
we have
∂
∂x1
U(x1, x¯))x1 + α1U(x1, x¯) 6= 0.
and hence ∂
∂x1
(U(x1, x¯)x
α1
1 x¯
α¯) = d
dx1
v(x1) 6= 0. 
Lemma 2.9, combined with the implicit function theorem, shows that
equation P ◦σ(x) = c of the hypersurface Yc locally defines each branch
of x1 = g(x2, . . . , xn) as a regular function. Consequently, for any chart
Uj ∈ U , for any x¯ ∈ U and for any choice of the branch g(x¯) at x¯ there is
a unique analytic continuation of g to the entire chart Uj. Indeed, using
a local regularity of the chosen branch of g, and extending it along the
straight segments from x¯ to any other point of the ellipsoid Uj , (and,
in fact, to 2Uj) we obtain the required continuation of g to the entire
chart Uj and to its 2-concentric extension. The corresponding chart U¯j
in U¯ is obtained as the composition g ◦Uj . The entire collection of the
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charts in U¯ is obtained as we compose all the charts Uj ∈ U with all
the branches of g over Uj .
Clearly, the charts in U¯ are 2-doubling charts in Yc. The complexity
κ(U¯), i.e. the number of the charts, is equal to α1 × κ(U). Now,
choosing the neighborhoods Wy as in the proof of Theorem 1.1, and
applying the arguments above, as well as Proposition 2.4, to each Wy,
we obtain the required complexity bound. This completes the proof of
Theorem 1.2. 
3. Analytic parameterizations of real semi-algebraic,
subanalytic, and power-subanalytic sets
In this section we treat analogues of Theorems 1.1 and 1.2 for real
semi-algebraic, subanalytic, and power-subanalytic sets (see Theorems
1.4, 1.5, 3.1 and 3.2). These notions of sets generalize the ones of
globally subanalytic sets and of real semi-algebraic sets and are re-
called below. The main idea behind the proofs of these two theorems
is similar to the complex reduction from the previous section to the
monomial case, this time not exactly by resolving the singularities,
but, by using a pre-parameterization result from [3], based on prepara-
tion of power-subanalytic functions from [9], and a rectilinear variant of
preparation for subanalytic functions from [4]. All these mentioned re-
sults are incarnations on the reals of results related to both Weierstrass
preparation and resolution of singularities. In fact, we give a refined
pre-parameterization which combines the mentioned results from [3]
and [4], see Theorem 3.9.
3.1. Analytic parameterizations. We define the following gener-
alization of real semi-algebraic sets and functions, as an example to
which the results in this section apply. Call a set X ⊂ Rn power-semi-
algebraic if it is given by a finite Boolean combination of conditions on
x ∈ Rn of the form
0 < p(x, (x2i1)
ri1 , . . . , (x2is)
ris )
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for some polynomials p with coefficients in R, some integer s ≥ 0,
and some positive real numbers rij for some ij ∈ {1, . . . , n} with j =
1, . . . , s. Call a function f : X → Y power-semi-algebraic if X , Y ,
and the graph of f are power-semi-algebraic sets. By the complexity
of such a Boolean combination, we mean the tuple consisting of the
number of involved polynomials and for each involved polynomial the
total degree, the number of variables of the polynomial (namely n+ s
for p as above), and the real numbers rij . If no real exponents occur,
(namely s = 0 in the occurring polynomials as p above), then one says
semi-algebraic instead of power-semi-algebraic.
As a second and richer setting, let us define power-subanalytic sets,
as generalization of globally subanalytic subsets of Rn. Call a function
f : Rn → Rm a restricted analytic map if its restriction to [0, 1]n is
analytic (in the above sense), and, the restriction of f to the comple-
ment of [0, 1]n in Rn is identically zero. (Note that no continuity of
f is required on the boundary of [0, 1]n.) Call a function Rn → Rm a
power-basic function if it is a composition fs ◦ . . .◦f1 for some s, where
each fi is either a power-semi-algebraic map or a restricted analytic
map. Call a set X ⊂ Rn power-subanalytic if it is given by a finite
Boolean combination of conditions on x ∈ Rn of the form
B(x) > 0
for some power-basic functions B. Call a function f : X → Y power-
subanalytic if X , Y , and the graph of f are power-subanalytic sets.
(Sometimes one says Rpowan -definable or R
R
an-definable instead of power-
subanalytic.) When moreover the involved power-semi-algebraic maps
are semi-algebraic, then one calls the sets and functions globally sub-
analytic (or, in short, subanalytic). By D. Miller’s work [9], the power-
subanalytic sets form an o-minimal structure, the subject of [5]. By the
dimension of a (nonempty) power-subanalytic set X ⊂ Rn, we mean
the maximum integer ℓ ≥ 0 taken over all linear maps L : Rn → Rℓ such
that L(X) has nonempty topological interior (this has good properties
coming from o-minimality, see e.g. [5]).
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We now come to our two main results on parameterizations of power-
subanalytic sets, resp. of subanalytic sets.
Theorem 3.1. Let n and m be positive integers. Let T and X ⊂
T × In be power-subanalytic sets such that for each t ∈ T , the fiber
Xt := {x ∈ I
n | (t, x) ∈ X} has dimension m. Then, there exist a
power-subanalytic set S ⊂ T × In such that each fiber St := {x ∈ I
n |
(t, x) ∈ S} has dimension < m and a constant C depending only on
X such that the following holds. For each δ > 0 with δ ≤ 1 there are
power-subanalytic functions
ψi : T × I
m → Rn for i = 1, . . . , κ(δ)
with
κ(δ) ≤ C(log 1/δ)m
such that, for each t ∈ T , the maps
ψi,t : I
m → Rn : x 7→ ψi(t, x)
are a-charts and
Xt \ St,δ ⊂
κ(δ)⋃
i=1
ψi,t(I
m),
where St,δ is the δ-neighborhood of St in R
n.
Theorem 3.2. Let ℓ,m, n, k be positive integers. Let T ⊂ Ik and
X ⊂ T × In be subanalytic sets such that, for each t ∈ T , the fiber
Xt := {x ∈ I
n | (t, x) ∈ X} has dimension m. Then, there exist a
constant C and a subanalytic set S ⊂ Ik of dimension less than the
dimension of T such that the following holds for each δ > 0 with δ ≤ 1.
There are subanalytic functions
ψi : T × I
m → In for i = 1, . . . , κ(δ)
with
κ(δ) ≤ C(log 1/δ)m
such that for any t ∈ T \ Sδ the functions
ψi,t : I
m → Rn : x 7→ ψi(t, x)
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are a-charts and
Xt ⊂
κ(δ)⋃
i=1
ψi,t(I
m),
where Sδ the δ-neighborhood of S.
In Theorem 3.1, small tubes are removed of the sets which are to
be parameterized, where as in Theorem 3.2, a small tube is removed
from the parameter space, thus leaving out a small portion of the fam-
ily members. We leave to the reader to formulate the special case of
Theorem 3.2 with level sets, similar as in Theorem 1.2.
For the proofs of Theorems 3.1 and 3.2 we will use freely basic prop-
erties of a-charts given in [12] (for acu’s). Note that Theorem 1.4 is a
special case of Theorem 3.1. We give a slight refinement of Theorem
3.2 at the end of the paper, in Section 3.4, from which Theorem 1.5
follows as a special case.
3.2. Pre-parameterization and the proof of Theorem 3.1. We
recall the notions of bounded-monomial functions and of a-b-m func-
tions from [3] as the following Definitions 3.3 and 3.4.
Definition 3.3 (bounded-monomial functions). Let U be a subset of
(0, 1)m. A function b : U → R with bounded range is called bounded-
monomial if either b is identically zero, or, b is of the form
x 7→ xµ :=
m∏
i=1
xµii
for some µi in R and µ = (µi)i. We say that only integer exponents
appear in the bounded-monomial function b if moreover µ ∈ Zm (in-
cluding the case that b is identically zero). A map U → Rn is called
bounded-monomial if all of its component functions are, and similarly
for the appearance of only integer exponents.
Definition 3.4 (a-b-m functions). Let U be a subset of (0, 1)m. A
function f : U → R is called a-b-m, in full analytic-bounded-monomial,
if it is of the form
f(x) = bj(x)F (b1(x), . . . , bs(x))
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for some bounded-monomial map b : U → Rs for some s and for some
nonvanishing analytic function F : V → R, where V is an open neigh-
borhood of b(U), the topological closure of b(U) in Rs, and where j lies
in {1, . . . , s}. We call the map b an associated bounded-monomial map
of f .
Finally, call a map f : U → Rn a-b-m, with associated bounded-
monomial map b, if all its component functions are (namely, each fi is
a-b-m, and, b is an associated bounded-monomial map for each fi).
The a-b-m functions with an associated bounded-monomial map b
such that moreover b has bounded C1-norm have particularly nice prop-
erties as illustrated by their use in [3] and in the proofs of Theorems
3.1 and 3.2.
Definition 3.5 (Cells and their walls). A power-subanalytic subset
C ⊂ Rn is called a cell, if
C = {x ∈ Rn | ∧ni=1 αi(x<i) i1 xi i2 βi(x<i)}
for some continuous power-subanalytic functions αi and βi with αi < βi,
x<i = (x1, . . . , xi−1), and with i1 either =, <, or no condition, and
with i2 either < or no condition, with the conventions that i2 is no
condition if i1 is equality. If i1 is = or < then we call αi a wall of
C. Likewise, if i2 is < then we also call βi a wall of C.
We can now recall the pre-parameterization result from [3] that we
use to prove Theorems 3.1 and 3.2. The boundedness of the C1-norms
in item (4) is a key property (without this boundedness, the result
would be much more easy to prove). Note that the triangularity prop-
erty from (3) allows one to use the result uniformly in family settings,
and this is indeed exploited in this way below as well as in [3].
Theorem 3.6 (Pre-parameterization, [3]). Let X ⊂ (0, 1)n be power-
subanalytic, and suppose that X is the graph of a power-subanalytic
function f : U → (0, 1)n−m for some m ≥ 0 and open set U ⊂ (0, 1)m.
Then, there exist finitely many power-subanalytic maps
ϕi : Ui → X
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such that the following hold
(1)
⋃
i ϕi(Ui) = X.
(2) Each Ui is an open cell in (0, 1)
m.
(3) Each ϕi is a triangular map, in the sense that for each j ≤ m
there is a unique map Π<j(Ui) → Π<j(X) making a commuta-
tive diagram with ϕi and the projection maps X → Π<j(X) =
Π<j(U) and Ui → Π<j(Ui), with in both cases Π<j the projec-
tion to the first j − 1 coordinates.
(4) For each i, the map ϕi and the walls α of Ui are a-b-m with an
associated bounded-monomial map bi such that bi has bounded
C1-norm.
We can now give the proof of Theorem 3.1.
Proof of Theorem 3.1. By transforming T if necessary and by working
piecewise on X , we may suppose that T ⊂ (0, 1)k for some k, that T
is open, and that X equals the graph of a power-subanalytic function
f : U → Rn−m for some open U ⊂ T ×(0, 1)m (indeed, these are typical
manipulations involving basic finiteness properties of o-minimality, see
[5]). Apply the pre-parameterization result Theorem 3.6 to X . Up to
another transformation of T and working piecewise on T , we reduce to
the case that we have finitely many power-subanalytic maps
ϕi : Ui → X
such that Ui ⊂ T × (0, 1)
m is definable and open, and such that ϕi
and the walls of Ui are a-b-m maps with associated bounded monomial
map bi with bounded C
1-norm. Clearly, by their special nature, the ϕi
have a unique continuous extention ϕi : U i → R
k+n to the topological
closure U i of Ui in R
k+m. This extension is power-subanalytic, since
clearly definable. Let S be the union over i of the sets ϕi(U i \ Ui),
namely the images of the boundaries. Then, S has dimension less than
m (see the dimension theory for o-minimal structures explained in [5]).
Also, by the special form of the maps ϕi, there is a constant c ≥ 1 such
that for each t and each i, the map ϕi,t is Lipschitz-continuous with
Lipschitz constant c, where the metric is the supremum norm. Now,
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fix δ > 0. For each t ∈ T , write
ϕi,t : Ui,t → Xt : x 7→ ϕi(t, x)
with
Ui,t := {x | (t, x) ∈ Ui}.
Further, write
ϕi,t,δ
for the restriction of ϕi,t to
Ui,t ∩ (δ/c, 1)
m.
Then, by the mentioned Lipschitz continuity with Lipschitz constant c,
the union over i of the images of the ϕi,t,δ contains Xt \ St,δ. We claim
that there is a constant C ≥ 1 such that for each t and each i, the graph
of ϕi,t,δ can be covered by no more than C log(1/δ)
m a-charts. This can
be seen as follows. Since bi is bounded-monomial and by Lemma 3.7,
for each i there is Ci such that for each t ∈ T , the graph of
bi,t : (δ/c, 1)
m ∩ Ui,t → R
n : x 7→ bi(t, x)
can be covered by no more than Ci log(1/δ)
m a-charts. Now, the claim
and the theorem follow from properties for covering compositions by
a-charts from [12, 13]. 
The following lemma treats the case of monomial functions with real
exponents and bounded range.
Lemma 3.7. Given µ ∈ Rm, there exists C > 0 such that the following
holds. Let U ⊂ (0, 1)m be open and let b : U → (0, 1) be a map of the
form
x 7→ axµ
for some real a > 0 and some µ ∈ Rm. For each ε > 0 with ε < 1/2
let bε be the restriction of b to U ∩ (ε, 1)
m. Then, there are Nε many
a-charts ϕi : I
m → Rm+1 with Nε ≤ C log(1/ε)
m and such that the
graph of bε is contained in the union of the sets ϕi(I
m).
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Proof of Lemma 3.7. For any A > 0, let UA be the set of x ∈ R
m
>0
such that axµ < A with R>0 the set of positive real numbers, and
let bA be the map x 7→ ax
µ on UA. Write U1,ε := U1 ∩ (ε, 1)
m and
let b1,ε be the map x 7→ ax
µ on U1,ε. We will in fact prove slightly
more than the lemma: we will cover the graph of b1,ε by Nε a-charts
going into the graph of bA with A = 2
M and M =
∑
i |µi| and with
Nε ≤ C log(1/ε)
m for C depending only on µ. For any z ∈ (0, 1), let Iz
be the open interval (z/2, 3z/2) in R>0. Choose any y ∈ U1,ε. Then,
by construction, the set
By :=
m∏
i=1
Iyi
is contained in UA. Moreover, (ε, 1)
m and hence also U1,ε can clearly be
covered by C1 log(1/ε)
m many sets of the form By with y in U1,ε, with
C1 a constant depending only on µ. Finally, we show for any y ∈ U1,ε
that the graph of the map
by : By → R : x 7→ ax
µ
can be covered by no more than C2 a-charts, with C2 a constant de-
pending only on µ. But this can be seen by composing by with the
map
(−C3, C3)
m → By : z 7→ (y1 + z1y1/2C3, . . . , ym + zmym/2C3)
for some sufficiently large C3 ≥ 1 depending only on µ, and by taking
the Taylor series around 0 of the composition. Indeed, the estimates
on the Taylor coefficients are easy to obtain. 
Note that b/a is a bounded-monomial function with a and b as in
Lemma 3.7, but, when a 6= 1, then b itself is not bounded-monomial.
3.3. Rectilinear pre-parameterization and the proof of The-
orem 3.2. In the subanalytic case, we can give a refinement of the
pre-parameterization result of [3], by combining with the notion and
results about rectilinear cells of Theorem 1.5 of [4]. This will be used
to prove Theorem 3.2. We leave the discovery of a variant of Theorem
3.9 for power-subanalytic sets to the future.
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Definition 3.8 (Rectilinear cells). Let m and ℓ be positive integers
with 0 ≤ ℓ ≤ m. An open cell A ⊂ (0, 1)m is called ℓ-rectilinear if it is
of the form B×(0, 1)m−ℓ, where B is an open cell satisfying B ⊂ (0, 1)ℓ,
where B is the topological closure of B in Rℓ.
The refinement given by the following variant of Theorem 3.6 lies in
the property that the cells Ui,t are rectilinear in (2), and, the appear-
ance of only integer exponents in (4).
Theorem 3.9 (Rectilinear pre-parameterization). Let T ⊂ (0, 1)k and
X ⊂ T × (0, 1)n be subanalytic, and suppose that X is the graph of
a subanalytic function f : U → (0, 1)n−m for some m ≥ 0 and some
subanalytic U ⊂ T×(0, 1)m such that Ut := {x ∈ (0, 1)
m | (t, x) ∈ U} is
nonempty and open in (0, 1)m for each t ∈ T . Then, there exist finitely
many subanalytic maps
ϕi : Ui → X
for some subanalytic sets Ui ⊂ (0, 1)
k× (0, 1)m and integers ℓi ≥ 0 such
that the following hold
(1)
⋃
i ϕi(Ui) = X .
(2) Each Ui is an open cell in (0, 1)
k+m, and, for each t ∈ (0, 1)k, the
set Ui,t := {x | (t, x) ∈ Ui} (when nonempty) is an ℓi-rectilinear
open cell in (0, 1)m.
(3) Each ϕi is a triangular map, in the sense that for each j ≤
k + m there is a unique map Π<j(Ui) → Π<j(X ) making a
commutative diagram with ϕi and the projection maps X →
Π<j(X ) = Π<j(U) and Ui → Π<j(Ui), with in both cases Π<j
the projection to the first j − 1 coordinates.
(4) For each i, the map ϕi and the walls α of Ui are a-b-m with an
associated bounded-monomial map bi such that bi has bounded
C1-norm and such that only integer exponents appear in bi.
The proof is similar to the proof of the Pre-parameterization result
of [3] where moreover Theorem 1.5 of [4] is used to make the initial
situation already rectilinear.
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Proof of Theorem 3.9. By Theorem 1.5 of [4] we may suppose that X
is the graph of a subanalytic function f : U ⊂ T × (0, 1)m → (0, 1)n−m
such that U is an open cell in (0, 1)k+m and such that moreover Xt
is ℓ-rectilinear for each t ∈ T and some ℓ ≥ 0 independent from t.
Moreover, by the same theorem of [4], we may suppose that f and
all the walls of U are a-b-m with associated bounded-monomial map b
with only integer exponents.
We now show by induction on m that from this situation on, up to
some parts with a lower value for m (which can be treated by induction
on m), we can partition X into finitely many parts Xi each of which
can be reparamaterized by maps ϕi as in the theorem with moreover
ℓi = ℓ. Suppose m ≥ 1. The map b is C
1, since it is bounded-
monomial. By a classical technique (with inverse functions) we will
reduce to the case that furthermore |∂bj/∂xm| is at most 1 for each
component function bj of b. First note that if U is of the form U
′×(0, 1)
for some U ′ ⊂ (0, 1)k+m−1 (that is, we are in the case that ℓ < m),
then |∂bj/∂xm| is already bounded for each component function bj of
b since b is bounded-monomial with only integer exponents. (Indeed,
the boundedness of b forces the exponents of xm to be nonnegative
integers.) In the other case that ℓ = m, we proceed as follows. Up to
partitioning U into finitely many definable pieces and neglecting pieces
where Ut is of lower dimension by induction on m, we may suppose
that there is j such that |∂bj/∂xm| is maximal on U , in the sense that
|∂bj(x)/∂xm| ≥ |∂bj′(x)/∂xm| (6)
on U for any j′. This partitioning based on conditions of the form (6)
preserves the m-rectilinear form, as well as the fact that the walls are
a-b-m, even with the very same bounded-monomial map b with only
integer exponents. Similarly, for this j we may furthermore suppose
that either |∂bj/∂xm| ≤ 1 on U , or, that |∂bj/∂xm| > 1 on U . In the
first case, we have what we want at this point. In the second case,
we note that the function sending xm to bj(t, x<m, xm) is injective, for
each choice of (t, x<m) = (t1, . . . , tk, x1, . . . , xm−1), since b is bounded-
monomial. Up to replacing X by the graph of the function sending
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(t, x<m, bj(t, x)/N) to (t, x, f(t, x)), where (t, x) is in U and N > 0 is
sufficiently large, we may thus suppose (by the chain rule) that we are
in the first case, namely, that |∂bj/∂xm| ≤ 1 on U . Note that this
change of variables preserves ℓ = m. We have thus reduced to the case
that furthermore |∂bj/∂xm| is at most 1 for each component function
bj of b.
We still need to show that we can ensure that the C1-norm of b is
bounded. Since b is a bounded-monomial map, there is N ≥ 1 such
that
|bj/N | < 1− ε, and |
1
N
∂bj
∂xm
| < 1− ε
for each component function bj of b and some ε > 0. For each wall α
of U bounding xm, and with h being either b/N or (1/N)∂b/∂xm, let
hα be the map
hα : Π<m(U)→ (−1, 1)
s : (t, x<m) 7→ lim
xm→α(t,x<m)
h(t, x<m, xm), (7)
where Π<m(U) is the image of U under the coordinate projection Π<m
sending (t, x) to (t, x<m). This limit always exists by the definition of
bounded-monomial maps, and, moreover, Nhα is a bounded-monomial
map itself. Let G be the collection of functions on Π<m(U) consisting
of the component functions of the maps hα from (7) and the walls α of
U bounding xm. Consider the map F whose component functions are
the maps |g| for those g in G which are not identically zero. Apply the
induction hypothesis, for m − 1 instead of m and with min(ℓ,m − 1)
instead of ℓ, to the graph of F instead of the graph of f , to find a finite
collection of maps ψτ : Vτ → Graph(F )\S satisfying properties (1), (2),
(3), and (4), with Graph(F )\S in the role of X , with ℓτ = min(ℓ,m−1)
for each τ , with associated bounded-monomial maps cτ , and with St of
dimension smaller than m− 1 for each t. Using these newly obtained
maps ψτ we easily get finitely many maps ϕτ with properties (1), (2),
(3), and (4) for X \ S ′ where ℓi = ℓ for each i and for some S
′ where
S ′t := {x | (t, x) ∈ S
′} has dimension less than m for each t. Indeed,
let Uτ be the cell
{(t, x) ∈ (0, 1)k+m | (t, x<m) ∈ Vτ and (ψτ (t, x<m)<m, xm) ∈ U}
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and let ϕτ : Uτ → X be the map
(t, x) 7→ (ψτ (t, x<m)<m, xm, f(ψτ (t, x<m)<m, xm)).
By the above application of the induction hypothesis the function
(t, x) 7→ b(ψτ (t, x<m)<m, xm)
on Uτ is a-b-m with an associated bounded-monomial map dτ with
bounded C1-norm and with only integer exponents. Let bτ be the map
(cτ , dτ). Then, the maps ϕτ satisfy (1), (2), (3) and (4) with associated
bounded-monomial maps bτ . This finishes the proof of Theorem 3.9.

We can now give the proof of Theorem 3.2.
Proof of Theorem 3.2. The theorem follows almost directly from the
rectilinear pre-parameterization result 3.9. Indeed, by Theorem 3.9 we
can reduce to the situation that X ⊂ (0, 1)k+m is an open cell such
that Xt is ℓ-rectilinear for each t ∈ T and such that all walls of X are
a-b-m with an associated bounded-monomial map b with only integer
exponents such that moreover b has bounded C1-norm. This reduction
involves working piecewise, and, a subanalytic Lipschitz-continuous
transformation of T which is harmless because of the Lipschitz con-
tinuity (recall how Lipschitz continuity is used in the proof of Theorem
3.1). Now, let S be T \ T , where T is the topological closure of T in
Rk. Choose δ > 0. If t lies in T \Sδ, then one has by the the rectilinear
form and since the walls are a-b-m that
cδM < x1, . . . , cδ
M < xℓ
for each x ∈ Xt and some c > 0 andM ≥ 1 which are independent of δ.
Note also that the exponents of xℓ+i in b must be nonnegative integers
for any i > 0 by the rectilinear form and the fact that b has bounded
range. Now, we are done by a variant of Lemma 3.7 which takes the
rectilinear form and the special nature (as integers, some known to be
non-negative) of the exponents into account. 
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3.4. We end with a further refinement, using a more flexible notion of
sets in Rn of [9] than the one of power-subanalytic sets, which we now
recall.
Let F be a Weierstrass system and let LF be the corresponding
language as in [9, Definition 2.1]. By the field of exponents of F is
meant the set of real r such that (0, 1) → R : x 7→ (1 + x)r is LF -
definable; this set is moreover a field by Remark 2.3.5 of [9]. Let K
be a subfield of the field of exponents of F . We denote by LKF the
expansion of LF by the functions
x 7→


xρ, if x > 0,
0 otherwise,
for each ρ ∈ K.
Now, we can refine the above theorem 3.1 as follows. If the initial
data of T and X of Theorem 3.1 are moreover LKF -definable, then S
and the maps ψi can be chosen to be L
K
F -definable as well. Theorem 1.4
thus follows by using K = Q and the minimal choice of F , see [9]. A
similar refinement of Theorem 3.2 (giving LF -definability of S and the
ψi) would also follow from the corresponding adaptation of Theorem
1.5 of [4], which we leave for the future. One may also expect that if
the Xt are topologically closed, the a-charts from Theorems 1.4, 1.5,
3.1 and 3.2 can be taken with ranges contained in Xt.
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