INTRODUCTION
In automotive type vehicles, the frame is considered to be the foundation or "Backbone". The frame in conjunction with the vehicle suspensions, axles, wheels and tires make up the principal load-carrying components of a vehicle. The frame and other components don't only carry the weight of the vehicle, but its payload as well. In addition to the load carrying function, the frame and suspension also transfer the forces from the axles to the vehicle structure. This includes the forces of brake torque reaction as well as the drive forces that propel or move the vehicle. The frame acts as a foundation or base for the body structure of vehicles, the axles with their suspensions and the engine/transmission package. The frame must be rigid enough to support or carry all the loads and forces that the vehicle is subjected to in operation. A frame must also be flexible enough to handle shock loads and the twists, bends, sway and sag that it encounters under different road or load conditions. A frame that is too rigid is most likely to fail even under normal operations. Ideally the frame should be able to flex under different situations, while being able to return to its original shape when loads or forces are removed.
According to European Commission of Research & Innovation in transport, the reduction of fuel consumption and CO2 emissions is one of the most important challenges facing the automotive industry. One way to reduce consumption is by reducing a weight of the vehicle. Thus, the project goal is to provide the basis to save millions of tonnes of fuel and carbon dioxide due to significantly reduced vehicle weight. About onethird of a passenger car's total fuel consumption directly depends on its weight. A weight reduction of 100 kg represents a fuel savings of between 0.3-0.5 liters for every 100 km driven according to industry estimates [Pratelli (1966) ].
The main objective of the project is to Prepare ANN model to predict Shear Stress for Eicher 11.10 chassis frame. As the chassis frame is analyzed using the finite element techniques, appropriate model of the frame is to be developed. The weight reduction is achieved by changing the Parameters (Size Optimization) of the sidebar and cross bar. Then FEA is performed on those models to get the best model. Since the numbers and levels of parameters are more, the probable models are too many. So, to select optimum parameters among them large numbers of modelling and analysis work is involved which consumes more time. To overcome this problem, Design of Experiment technique will be used along with FEA and than ANN model will be prepared.
II. LITERATURE REVIEW
Structural optimization using computational tools has become a major research field in recent years. Methods commonly used in structural analysis and optimization may demand considerable computational cost, depending on the problem complexity. Among these ANN may be combined with classical analysis, to reduce the computational effort without affecting the final solution quality. Bourquina et al. (1998) used Artificial Neural Networks (ANN) methodology to analyze experimental data from a tabulating study and compared both graphically and numerically to classical modelling techniques. Javadi et al. (2003) founded that Finite element method has been widely used as a powerful tool in the analysis of engineering problems. In this numerical analysis, the behaviour of the actual material is approximated to that of an idealized material that deforms in accordance with some constitutive relationships. Spina et al. (2006) optimized injection moulded product by using an integrated environment. The approach implemented take advantages of the Finite Element (FE) Analysis to simulate component fabrication and investigate the main causes of defects. A FE model was initially designed and then reinforced by integrating Artificial Neural Network to predict main filling and packing results and Particle Swarm Approach to optimize injection moulding process parameters automatic. This research has confirmed that the evaluation of the FE simulation results through the Artificial Neural Network system was an efficient method for the assessment of the influence of process parameter variation on part manufacturability, suggesting possible adjustments to improve part quality. Saltan et al. (2007) introduced a new concept of integrating artificial neural networks (ANN) and finite element method (FEM) in modelling the unbound material properties of the sub -base layer in flexible pavements. Benardos et al. (2007) have been adopted the multitude of different approaches in order to deal with this problem which has investigated all aspects of the ANN modelling procedure, from training data collection and pre/post-processing to elaborate training schemes and algorithms. Cardozo et al. (2011) presented the formulation and implementation of a computational code to optimize manufactured complex laminated structures with a relatively low computational cost by combining the Finite Element Method (FEM) for structural analysis, Genetic Algorithms (GA) for structural optimization and ANN to approximate the finite element solutions.
III. MATERIAL OF MODEL
The material for the chassis is defined ST 52 which is widely used material for the chassis. The material properties are as shown in Table 1 . 
IV. METHODOLOGY
As an important subject in the statistical design of experiments, the Taguchi method is a collection of mathematical and statistical techniques useful for the parametric optimization and analysis of problems in which a response of interest is influenced by several variables and the objective is to optimize this response.
Taguchi method is used to examine the relationship between a response and a set of quantitative experimental variables or factors.
Steps for the Experiment:  Formulation of the problem -the success of any experiment is dependent on a full understanding of the nature of the problem.  Selection of the output performance characteristics most relevant to the problem.  Selection of parameters.  Selection of factor levels.  Design of an appropriate Orthogonal Array (OA).  To Perform FEA with appropriate set of parameters.  Statistical analysis and interpretation of experimental results.  The neural network design and development was done using MATLAB R2008a for the results obtained by Taguchi method.  The predicted ANN shear stress data is compared with actual data obtained by experiment performed on the basis of Taguchi method for training, validation and testing. Flow chart of the experiment is given in Fig. 1 .
Fig. 1 Flow chart of Experiment

V. EXPERIMENTAL METHOD
Experiments are planned according to Taguchi's L25 orthogonal array for web, upper flange and lower flange as shown in Fig.2 . It has 25 rows corresponding to the number of tests with 5 columns at five levels and 3 parameters as shown in Table 2 . This orthogonal array is chosen due to its capability to check the interactions among factors. For finding out the optimum thickness of web, upper flange and lower flange the value of shear stress, deflection and weight is measured using ANSYS. Series of analysis is conducted to obtain the optimum weight for allowable stress and deflection condition. Taguchi method is being applied to select the control factor levels (thickness of web, upper flange and lower flange) to come up with an optimal response value (weight, shear stress and deflection).
Taguchi design experiments using specially constructed tables known as "orthogonal arrays" (OA). The use of these tables makes the design of experiments very easy and consistent.
From the Table 3 it is identified that minimum shear stress value 70.491 MPa and minimum deflection value 2.7419 mm are obtained at the experiment number 25 having values of thickness of the web, thickness of upper flange and thickness of lower flange 7 mm, 7 mm and 6 mm respectively. 
VI. ANN APPROACH FOR SHEAR STRESS PREDICTION
Literature reviews also show that ANN models have better prediction capability than the regression models. So ANN models are also created for shear stress prediction. This section describes pre processes, model design and training, model simulation and post processes in the generation of ANN prediction models.
Before applying inputs and outputs for ANN training, data have to be converted into a range of 0 to 1 or -1 to 1 i.e. data should be normalized for ANN training. An equation no. 1 was used for data normalization which ranges the data to [0, 1]. Normalized and randomized result table is shown in Table 4 . All 25 experimental data sets are divided for training, validation and testing. Using GUI in Neural Network Toolbox in MATLAB, different network configuration with different number of hidden neurons is trained and their performance is checked. There are 17 data sets are used for training, 4 data sets for validation and 4 data sets for testing. It is clear that more data sets in training reduces processing time in ANN learning and improves the generalization capability of models, so large number of data sets are used to train the models. Attempts have been made to study the network performance with a different number of hidden neurons. A network is constructed each of them is trained separately, and the best network is selected based on the accuracy of the predictions in the testing phase. 
VII. NEURAL NETWORK DESIGN
A feed-forward neural network with back propagation is used. The network consists of three layers. The first layer, which is the input layer, is triggered using the sigmoid activation function whereas the second layer is hidden layer and third layer is the output layer which is triggered using the linear activation function as shown in Fig.3 . A network of two transfer function, where the first transfer function is signed and the second transfer function is linear, can be trained to approximate any function.
The network is trained using a suitable supervised learning algorithm, in this case, the LevenbergMarquardt algorithm. In the case of supervised learning, the network is presented with both the input data and the target data called the training set. The network is adjusted based on comparison of the output and target values until the outputs match the targets.
After the data have been normalized, input data files and targets data files are created for training purpose. These input data files include file for training, validation and testing which contains input data sets in random order. Target data files include targets (normalized measured shear stress values respectively of input data sets) for training, validation and testing data sets. The work in this paper included a function approximation or prediction problem that required the final error to be reduced to a very small value.
ANN model is created, trained and simulated, and model used 3 layers -one input layer, one hidden layer and one output layer. Numbers of neurons in the input and output layer were fixed and they were 4 and 1 respectively. In this study one hidden layer with 20 neurons were used. In model tansig transfer function was used in between input layer and output layer, whereas purelin transfer function was used in between hidden layer and output layer.
The work in this paper included a function approximation or prediction problem that required the final error to be reduced to a very small value and, in general, the networks were of moderate size. The result here is reasonable, because the test set error and the validation set error have similar characteristics, and it doesn't appear that any significance over fitting has occurred. After initial training of LM20TP model, it is retrained for 8 epochs and performance MSE is obtained 7.07702e-006 in training.
The methodology selected to check the prediction and generalization capability of models are discussed in following subsections.
VIII. RESULT AND DISCUSSION
In order to understand whether an ANN is making good predictions, test data that have never been presented to the network are used and the results are checked at this stage. The statistical methods of root mean square error (RMSE), the coefficient of multiple determination (R2) values have been used for making comparisons. These values are determined by the following equations:
MATLAB tool is used to check the errors generated in prediction model, after trained and simulated ANN results are exported in to MATLAB work space. All 25 results are checked for two types of error terms after training and simulation result obtained. Summarized result is shown in Table 5 which shows errors in training, validation and testing separately. This model is performing well in shear stress prediction in training, validation and testing. 
LM20TM ANN MODEL WEIGHTS
ANN model is trained by changing and storing proper weights in interconnection links between neurons lying in various layers. These weight values are the responsible parameters which give prediction capability to trained ANN models. Weighs in connection links between input and hidden neurons, and neurons in hidden and output layer for LM20TM are shown in Table 6 . The performance of a trained network can be measured to some extent by the errors on the training, validation and test sets, but it is often useful to investigate the network response in more detail. One option is to 
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perform a regression analysis between the network response and the corresponding targets. The routine postreg is designed to perform this analysis. The network output and the corresponding targets are passed to postreg. It returns three parameters. The first two, m and b, correspond to the slope and the y-intercept of the best linear regression relating targets to network outputs. If it has a perfect fit (outputs exactly equal to the targets), the slope would be 1, and the yintercept would be 0. The third variable returned by postreg is the correlation coefficient (R-value) between the outputs and targets. It is a measure of how well the variation in the output is explained by the targets. If this number is equal to 1, then there is a perfect correlation between targets and outputs. It is performed between the network outputs and the supplied targets for training, validation and testing. Fig. 10 shows the linear regression for training and testing of LM20TP model respectively with three parameters m, b and R. Graphs and respective parameters show that LM20TP model linearly closely fits with the supplied target values. This indicates LM20TP model is well suited for shear stress prediction with high accuracy. 
Comparison of Experimental Results and Predicted LM20TP ANN Results
Testing
Target
ANN Output
Shear stress predicted by selecting LM20TP model is compared with the actual target in training, Validation and in testing is shown in Fig. 11 . The comparison is shown by different colours and markers. It is clear from the graph that ANN predicted results are very close to actual targets. It also concludes that the LM20TP ANN model is much better than the linear regression model in prediction capability.
IX. CONCLUSION
The present investigation aimed at optimization of Shear stress for Eicher 11.10 chassis frame. This optimization is carried out by developing shear stress models based on L25 orthogonal array in Taguchi optimization technique. An ANN based model is developed to predict shear stress of Eicher 11.10 chassis frame using Back propagation network. Levenberg-Marquardt algorithm is used to train the neural network. The ANN model for shear stress prediction draws the following conclusions.  It is proved that each predicted shear stress values of the ANN are very close to the experimental results.  It is also concluded that the ANN may be used as a good alternative for the analysis of the effects of chassis frame parameters on the shear stress.
