Introduction
What are we supposed to do with these 'floods of data ?' A very small proportion of it will ever be seen by human eyes and even less will be analysed and understood. The data, that is and will be intelligently analysed and presented, would be a valuable resource and commercially could be used to a competitive advantage. The widespread exploitation of knowledge discovery has been synergistic with this realisation. Case-based reasoning represents part of Artificial Intelligence's scientific ambitions within problem solving and the search for efficient methods to define descriptive patterns and explanations within such 'a flood of data'. Theoretically it can be used when working with large amounts of historical data and in situations where there is a need to extract order from complex data. At a simplistic level case-based reasoning represents the ability to solve a given problem by remembering a previous similar situation and by reusing information and knowledge of that situation. This approach is supported by empirical evidence and results from cognitive psychological research and within these findings lie part of the foundations for the case-based approach. Essentially the roots of case-based reasoning in AI are found in the works of Roger Schank 2 on dynamic memory and the fundamental role that a reminding of earlier situations have in problem solving and learning. For a fuller overview of the theoretical principles see [Dattani & Bramer., 
Prospects for Applications
The work in progress within the domain of property valuation and construction involves the use of two datasets at present. The first of these was collated from the 1970 US Census. 3 The data concerns housing values in the suburbs of Boston. Their are 506 instances all with 14 attributes, (13 There are no missing attribute values and all the data generated is in numerical format.
The analysis of house price data to establish the effect of variations in locational and physical attributes has been attempted with the use of statistical techniques alone: the aim is usually to establish which attributes can then be used to synthesise valuations of a range of different properties. On their own statistical techniques appear to have achieved only a limited degree of success despite the relatively complex calculations involved. Results derived can be open possibly to different interpretation and any additional 'knowledge or information' used by the expert in making the valuations is not readily apparent.
We are looking to consider whether numerical analysis and CBR can complement one another within a "hybrid system". Within such a system statistical techniques can be used to perform Exploratory Data Analysis (EDA) on large datasets after which CBR can be used and information derived from the initial statistical tests can act as input into any CBR system, particularly when applying appropriate weightings and developing qualitative models.
Statistical Techniques
By using correlational methods to identify relationships between the attributes one can reasonably make more informed judgements about developing qualitative models and determining the respective weightings for attributes that might together be related 'in-order' to build 'virtual q-nodes' . A 'virtual q-node' is used at one-level to summarise case-data into groups which then become new attributes within the 'case representation'. The virtual q-nodes represent causal relationships between the attributes that have been incorporated to contrive the 'virtual q-node'. Being able to provide precise information about these relationships is not however a pre-requisite. At the 'top level' the qualitative model is used to represent known causal relationships between case features that might affect a solution or outcome.(Barletta.,93) The Correlation Coefficient is generally used when we are concerned with relationships, however, the independent variable (X) usually has many quantitative levels (ie. In defining the respective weightings of the 'match fields', regression analysis is a method we intend to apply in order to estimate how good a predictor 'X 1 is of Y in comparison to X i ' (where i=2, 3,.....,n). This would be a correlation matrix if the assumptions for step 1 can be met.
[3] Find the eigenvalues λ 1, λ 2, ....,λ p and the corresponding eigenvectors a 1, a 2, ...,a p . The coefficients of the ith principal component are then given by a i while λ i is its variance.
[4] Discard any components that only account for a small proportion of the variation in the data.
Modelling in Remind 5
The correlation matrix shows simple positive and negative relationships for variables X 1 ,.....,X 13 in relation to MEDV(Y 1 ). This allows one to make some initial decisions about appropriate match fields for the outcome field MEDV. Weightings can also be applied based on the strength of the respective positive or negative relationships that have been identified. Within Qualitative models the correlation matrix results can be used to again determine +ve and -ve relationships for the virtual nodes and inevitably on the outcome field. Simple models using this data have been implemented in Remind as a 'test bed'. One of the next stages is to carry out/implement a Multiple Regression model on the above data. In this way a more robust and reliable set of indicators and/or predictors would be available when implementing the underlying CART algorithm, accompanied with the appropriate Qualitative models and symbol hierarchies. (Brieman et al., 84) Symbol hierarchies represent data that can be classified and ranked. Graphically it is a branching structure of "parents" and "children" representing generalisations and specialisations. Through such a mechanism the system is provided with knowledge about the data within the domain. These tables represent the appropriate weightings and the 'virtual q-nodes'. Although this represents work in progress, accuracy appears to improve when the weightings for the respective virtual q-nodes are increased. It is apparent that retrieval and indexing techniques can be incorporated into the system at varying levels of complexity through the use of qualitative models, virtual q-nodes, and Prototypes all of which can be used to represent 'domain specific knowledge' and to accommodate knowledge guided induction within the retrieval process. Past usage of this data has been made in the area of 'Combining InstanceBased and Model Based Learning'(Quinlan.,93a). The second dataset is a library of 34 cases from the "Inland Revenue Valuation Office (Southern Region)" . The variables in the dataset include:
[1] Location, [2] VO Code, [3] Type, [4] Format, [5] Constructed, [6] Reduced Covered Area, [7] Central Heating, [8] Garage, [9] Car space and the outcome variable [10] Value. This data has been used for valuation systems using 'artificial neural networks' (Evans..,92. Tay.,92.) We are using this dataset within Remind and C4.5 (Quinlan.,93b) to further assess the effectiveness of Case-based Reasoning for a 'decision support system' within the respective domain.
Summary
The main purpose of this project is the evaluation of a 'hybrid system' that would involve the use of a mathematical model , namely principal component analysis (PCA), with the results being applied to a CBR system incorporating CART, ID3, C4.5 (and their respective derivatives).
Steps [1] and [2] of PCA have been applied and have then to some extent been applied to a CBR tool, Remind, which incorporates CART as an underlying algorithm in its 'Inductive Retrieval Engine'. Within the domain of residential valuation the tentative results to date indicate that this could be used in the development of a 'decision support system' for applications to determine taxation valuation, particularly the new Council Tax, or for loan security purposes. It could be used as an additional tool in the valuation process within which the system could gather comparables and adjust for differences relating to specific indicators. Such a system might also identify patterns based on similarities, interdependencies and relationships between pre-determined identifiers within the data. This might be useful for preliminary valuation prior to inspection. It would highlight non-conforming figures for further investigation and in some cases suggest 'a figure on which to work'. This might be suitable for application where bulk valuations might be required.
