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Abstract
There are two different problems studied in this thesis. The first one is a
travelling wave problem. We will improve the result proved in [4] to derive
the ergodic property of the travelling wave behind the wavefront. The second
problem is a large deviation problem concerning solutions to certain kind
stochastic partial differential equations. We will first briefly introduce some
basics about SPDE in chapter 2. In chapter 3, we will prove a large deviation
principle for super-Brownian motion when it is considered as a solution to
an SPDE, using the LDP for super-Brownian motion when it is considered
as a measure-valued branching process as solution to a martingale problem.
In chapter 4, we will prove another LDP result for solutions of a stochastic
reaction-diffusion equation with degenerate noise term. Finally in chapter
5, we will explore some applications of those LDP results proved previously.
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Chapter 1
Wave Speed for Stochastic
KPP Equations
In this chapter, we will consider the following one dimensional stochastic
generalized KPP equation
∂tu(t, x) =
D
2
4u(t, x) + u(t, x)c (u(t, x)) + u(t, x)W˙t, (1.1)
for x ∈ R and t ∈ [0,∞), with initial condition u(0, x) = u0(x) = 1(−∞,0](x),
where D is a positive constant, W is a Brownian motion on a probability
space (Ω,F , P ) and the function c satisfies certain conditions which will be
specified later.
First we will briefly review some work concerning travelling wave prob-
lems for reaction diffusion equations with and without noise perturbation.
Kolmogorov, Petrovskii and Piskunov [2] and Fisher [30] considered the
semilinear reaction diffusion equation
∂tu(t, x) =
D
2
4u(t, x) + u(t, x)cˆ (1− u(t, x)) , (1.2)
u(0, x) = u0(x) = 1(−∞,0](x),
where D and cˆ are positive constants. It is easy to check that for each t > 0,
u(t, x) is a strictly monotone function decreasing from 1 as x→ −∞ to 0 at
x → ∞. Then there exists a unique θ(t) such that u(t, θ(t)) = 1/2. It was
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proved in [2] that limt→∞ 1t θ(t) =
√
2cˆD and that limt→∞ u(t, θ(t) + x) =
U(x), where U(x) is the solution of the ODE
D
2
U
′′
(x) +
√
2cˆDU
′
(x) + U(x)cˆ(1− U(x)) = 0, −∞ < x <∞,
with conditions limx→∞ U(x) = 0, limx→−∞ U(x) = 1, and U(0) = 1/2.
This ODE has a unique solution. Roughly speaking this means that the
solution to the original reaction diffusion equation (1.2) behaves for large t
as a wave U(x− t√2cˆD) and it can be characterized by its shape U(x) and
the speed
√
2cˆD. Freidlin ([25], [24], [26], [27]) considered generalized KPP
equation where, in the reaction-diffusion (1.2), he considered more general
nonlinear term instead of cˆu(1− u). He defined the asymptotic wave speed
α to be the number such that: for any h > 0, limt→∞ supx>(α+h)t u(t, x) = 0
and limt→∞ infx<(α−h)t u(t, x) = 1. He used Feynman-Kac formula and
large deviation theory to prove the existence of travelling waves. Zhao and
Elworthy [9] considered the scaled equation with small parameter µ
∂tu
µ(t, x) =
D
2
µ24uµ(t, x) + 1
µ2
uµ(t, x)c (x, uµ(t, x)) ,
uµ(0, x) = T0(x) exp
(
− 1
µ2
S0(x)
)
.
They used Feymann-Kac formula, Maruyama-Girsanov-Cameron-Martin for-
mula and Hamilton-Jacobi theory from classical mechanics to prove the con-
vergence of the solution behind and ahead of the wave front, they also proved
the shape of the wave ahead of the wave front. Elworthy, Truman and
Zhao [18] considered similar equation but in which the initial condition is as
uµ(0, x) =
∑N
j=1 Tj,0(x) exp
(
− 1
µ2
Sj,0(x)
)
, or is a step function. They used
Maruyama-Girsanov-Cameron-Martin formula and Varadhan’s theorem to
obtain the propagation of the wavefront and the shape of the wave ahead of
the wavefront.
Stochastic generalized KPP equations like (1.1) were studied in [19], [14]
and [3]. In [19] and [14], the authors used Hamilton-Jacobi theory and
Freidlin’s idea ([24], [25], [26], [27]) to study the scaled equation for small
7
parameter µ
∂tu
µ(t, x) =
1
2
µ24uµ(t, x) + 1
µ2
uµ(t, x)c (x, uµ(t, x)) (1.3)
+uµ(t, x)F (µ, k(t))W˙t,
u(0, x) = T0(x) exp
(
− 1
µ2
S0(x)
)
,
where F (µ, k(t)) = k(t) (weak noise), F (µ, k(t)) = 1µk(t) (mild noise) and
F (µ, k(t)) = 1
µ2
k(t) (strong noise). In [3], the authors considered the un-
scaled equation
∂tu(t, x) =
D
2
4u(t, x) + u(t, x)c (u(t, x)) + k(t)u(t, x)W˙t, (1.4)
u(0, x) = u0(x),
where
∫∞
0 k
2(s)ds < ∞ corresponds to the case of weak noise, the case
of mild noise corresponds to the condition limt→∞
√
1
t
∫ t
0 k
2(s)ds <
√
2c(0),
and limt→∞
√
1
t
∫ t
0 k
2(s)ds >
√
2c(0) corresponds to the case of strong noise.
In [3], the authors gave a proper definition of strong solution to the stochastic
generalized KPP equation, and the existence of the solution and its regular-
ity (actually contained in the definition given in [3]) was pointed out in [19],
[14], and proved in [3]. It was proved that in the case of strong noise, the
noise will destroy the wave and force the solution to die; in the case of weak
noise, the effect of the noise is so small that the wave would tend to the so-
lution of the corresponding deterministic equation as time tends to infinity
(or in the scaled case as µ goes to 0); in the case of mild noise, there will be
a residual wave propagating at a different speed to that of the deterministic
equation. Also, it was proved in these papers that in the case of mild noise,
ahead of the wavefront, the solution is exponentially small as time goes to
infinity. But there is not such kind convergence results about the solution
behind the wavefront as the solution is oscillatory. As suggested by numer-
ical works (Appendix in [19] and [14]), behind the wavefront, 1t
∫ t
0 u(s, x)ds
might have a simple form. This problem was studied in [4]. The authors first
studied the corresponding stochastic ordinary equation and used Feynman-
Kac formula and Freidlin’s idea to obtain a comparison result of the solution
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to the original stochastic generalized KPP equation and the solution of the
SDE and hence obtained an upper and lower bound for 1t
∫ t
0 u(s, x)ds behind
the wavefront. But in their result, the lower bound for 1t
∫ t
0 u(s, x)ds is only
obtained for the region a bit further behind the wavefront, not for all the
region behind the wavefront. In this chapter, we will improve a key estimate
and then use essentially the same method to give this lower bound on all
the region behind the wavefront.
Before we start, we first state here the conditions on the function c
appearing in the stochastic generalized KPP equation (1.1). We suppose
the function c satisfies
C1 c is continuous,
C2 c is decreasing,
C3 There exist constant a ≥ b > 0, such that c(0)− au ≤ c(u) ≤ c(0)− bu,
for all u ≥ 0
C4 c(0) > 1/2.
The main argument, following that of [4], starts from section 1.2. First
we will improve one key estimate and the required improvement is studied
in section 1.1.
1.1 Some Preliminary Results
In this section, we will study the following stochastic ordinary differential
equation
dYt = Ytc(Yt)dt+ YtdWt (1.5)
with initial condition Y0 = x > 0. The function c satisfies condition C1 to
C4 and W is the Brownian motion appearing in (1.1). The aim is to prove
that for the stationary distribution pi(dx) of Y and any positive number α,
there exists t0 and a positive number l(α, p), such that for any T > t0
P
{∣∣∣∣1t
∫ t
0
c(Yr)dr −
∫ ∞
0
c(x)pi(dx)
∣∣∣∣ > α, for any t > T} ≤ exp(−l(α, p)T 1−p)
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for any p ∈ (0, 1). We will mainly use the theorem on large deviation for
stationary distributions of Markov processes by Donsker and Varadhan [23]
and a combination of Chebechev inequality, Feyman-Kac formula and PDE
theory to show this is true. We start with a series of small lemmas that will
be needed before we start the main proof.
Lemma 1.1.1. Suppose that Y satisfies the stochastic differential equation
(1.5). If we consider [0,∞) as the state space of Y , then it has a family of
invariant probability measures on {[0,∞),B([0,∞))}, which has the form{
piθ = θδ0 + (1− θ)pi
}
θ ∈ [0, 1].
Here δ0 is the unit mass concentrated on point 0 and pi is the unique invariant
measure of Y when it is considered on the state space (0,∞).
Proof. It is obvious that δ0 is an invariant probability measure when Y
satisfying SDE in (1.5) is considered on the state space [0,∞). Therefore, if
we could prove that Y has an unique invariant probability measure pi when
it is considered on state space (0,∞), the result of this lemma is true. To
see this, we define a process Z : [0,∞) → R by Zt = lnYt. Then, by Ito’s
formula, Z satisfies the SDE
dZt =
(
c(eZt)− 1
2
)
dt+ dWt. (1.6)
Since the function c in (1.5) is continuous and bounded above, and (1.6)
is in the form of a gradient system, we could conclude that there exists an
unique invariant measure µˆZ for Z, which is in the form
µˆZ(dx) = exp
{
2
∫ x
0
c(et)dt− x
}
dx.
See e.g.[8], [33]. It is easy to see that since the function c satisfies c(x) ≤
C0 − bx for some b > 0, there exists a positive number M < ∞ such that∫
R exp
{
2
∫ x
0 c(e
t)dt− x} dx = M . Then it is obvious that there exists an
unique probability measure µZ = µˆZ/M for Z.
Now if we define a map φ : R→ R+ := (0,∞) by
φ(z) = ez,
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we could define the corresponding map φ−1 : B(R+) → B(R), which is
between Borel measurable sets of R and R+ as,
φ−1(Γ) := {z ∈ R : φ(z) ∈ Γ} for Γ ∈ B(R+).
Also, we could define the µZ push forward measure φ∗µZ on R+ by
φ∗µZ(Γ) = µZ(φ−1(Γ)) for Γ ∈ B(R+).
Now let Pt(y,Γ) denote the semigroup of Y . For any Γ ∈ B(R+), Pt(y,Γ)
is a nonnegative measurable function. Similarly, let Pˆt
(
z, φ−1 (Γ)
)
denote
the semigroup of Z. Then for any Γ ∈ B(R+), Pt(ez,Γ) = Pˆt
(
z, φ−1 (Γ)
)
.
Then using the integration formula for push forward measure, we could see
that ∫
R+
Pt(y,Γ)φ∗µZ(dy) =
∫
R
Pt (ez,Γ)µZ(dz)
=
∫
R
Pˆt(z, φ−1(Γ))µZ(dz)
= µZ(φ−1(Γ)) = φ∗µZ(Γ)
Therefore, φ∗µZ is an invariant probability measure for Y . Meanwhile, we
could also see from the above equality that it is the unique one. Since if there
was another invariant measure, say ν, then its pulled back measure on R+
should be an invariant measure for the Z process different from µZ , which
contradict with the fact that µZ is the unique one. Hence, we have proved
that Y has a unique invariant probability measure when it is considered with
state space (0,∞). Therefore the conclusion of the lemma is valid.
Lemma 1.1.2. Suppose that Y satisfies the stochastic differential equation
(1.5). Let L be the infinitesimal generator of the process having domain D.
For any probability measure µ on ([0,∞),B ([0,∞))), define the function
I(µ) as
I(µ) = − inf
u>0,u∈D
∫
R¯+
Lu
u
(x)µ(dx),
where R¯+ = [0,∞). If I(µ) = 0, then µ is an invariant probability measure
for the Y process.
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Proof. It is sufficient to show that if Y0 is distributed as µ(dx), E [u (Yt)] =
E [u (Y0)] =
∫
R¯+ u(x)µ(dx) for all t ≥ 0, for any u ∈ Cb, the set of bounded
continuous functions on R¯+.
From the definition of I(µ) and the hypothesis I(µ) = 0, we could see
that for any u > 0, u ∈ D, we have∫
R¯+
Lu
u
(x)µ(dx) ≥ 0 (1.7)
Let u be a function such that u > 0 and u ∈ Cb ∩D. Let C be a positive
number such that u < C. Take  to be a number such that || < 1C and
define a function v = 1 + u. We can see that v > 0 and v ∈ Cb ∩D. From
the observation (1.7), we have
0 ≤
∫
R¯+
Lv
v
(x)µ(dx) =
∫
R¯+
L(1 + u)
1 + u
(x)µ(dx)
= 
∫
R¯+
L(u)
1 + u
(x)µ(dx)
= 
∫
R¯+
(Lu)(1− u+ (u)2 + . . .)(x)µ(dx)
= 
∫
R¯+
(Lu)(x)µ(dx) +O(2)
If we view the right hand side of the above inequality as a function H(),
we could see the only way to make sure H() ≥ 0 at an interval around 0
is
∫
R¯+(Lu)(x)µ(dx) = 0. Therefore, we have shown that for any u > 0 and
u ∈ Cb ∩D, ∫
R¯+
(Lu)(x)µ(dx) = 0 (1.8)
Recall that semigroup {Tt, t ≥ 0} for Yt can be defined as follows, for
any bounded measurable functions u : R+ → R
(Ttu)(x) = E [u(Yt)|Y0 = x] (1.9)
12
Then, if Y0 starts distributed as µ(dx), we could see that
d
dt
E [u(Yt)] =
d
dt
[∫
R¯+
(Ttu)(x)µ(dx)
]
=
∫
R¯+
d
dt
(Ttu)(x)µ(dx)
=
∫
R¯+
L(Ttu)(x)µ(dx)
The last equality is true since the semigroup {Tt, t ≥ 0} we defined is strongly
continuous. For the same reason, we could see that for any u > 0 and
u ∈ Cb ∩D, we have Ttu > 0 and Ttu ∈ Cb ∩D for any t ≥ 0. Therefore, by
(1.8), we could conclude that for any positive bounded continuous function,
if Yt starts distributed as µ, we have ddtE [u(Yt)] = 0, for all t ≥ 0. Through
standard approximation, we can see that the same is true for any bounded
continuous functions, i.e. we have proved that if Y0 is distributed as µ(dx),
E [u (Yt)] = E [u (Y0)] for all t ≥ 0, for any u ∈ Cb.
Lemma 1.1.3. Suppose that Y satisfies the stochastic differential equation
(1.5) and pi(dx) is the unique invariant probability measure of Y when it is
considered on state space (0,∞). Let M be the space of probability measures
on {0} ∪ R+ and endow this space with the topology of weak convergence.
For any number α > 0, define a set Fα as
Fα =
{
µ ∈M :
∣∣∣∣∫ ∞
0
f(x)µ(dx)−
∫ ∞
0
f(x)pi(dx)
∣∣∣∣ ≥ α} .
where f is a bounded continuous function. For some sequences {δn} and
{βn} such that δn ↓ 0 and βn ↓ 0, define a set G as
G = {µ ∈M : µ ([0, δn]) ≤ βn for all n} (1.10)
Then Fα ∩G is a closed set in M and for I(µ) defined as in Lemma 1.1.2,
infµ∈Fα∩G I(µ) > 0.
Proof. It is not difficult to see that Fα ∩G is a closed set. So we will prove
that infµ∈Fα∩G I(µ) > 0. From Lemma 1.1.2, we know that if I(µ) = 0, then
µ is an invariant measure for Y process. From Lemma 1.1.1, any invariant
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measure piθ of Y process has the form
piθ = θδ0 + (1− θ)pi for some θ ∈ [0, 1].
When θ = 0, it is obvious that piθ /∈ Fα for all α > 0. When θ ∈ (0, 1], for
any positive number δn, piθ ([0, δn]) ≥ θ, and hence piθ /∈ G. Therefore the
set Fα ∩ G does not contain any invariant measure of Y process. Then we
can conclude that for any µ ∈ Fα ∩G, I(µ) > 0.
Let Kˆ be a compact set in M. For a number l > 0, define a set K as
K = {µ ∈M : I(µ) ≤ l} ∩ Kˆ
Since I(µ) is lower semi-continuous ( see [16] ), {µ ∈M : I(µ) ≤ l} is a
closed set. Therefore set K will be a compact set as it is the intersection of
a closed set and a compact set. Let H denote the set Fα ∩G. Then we have
inf
µ∈H
I(µ) = min
[
inf
µ∈(H∩K)
I(µ), inf
µ∈(H∩Kc)
I(µ)
]
Since lower semi-continuous function attains its infimum on compact set, we
know that
inf
µ∈(H∩K)
I(µ) > 0.
Also, since
inf
µ∈(H∩Kc)
I(µ) ≥ inf
µ∈Kc
I(µ) ≥ l > 0,
we conclude that
inf
µ∈Fα∩G
I(µ) > 0.
For the rest of this section, for any positive number N , we define cN as
the truncated function of c (appearing in (1.5)) in the following way
cN (x) = max {c(x),−N} (1.11)
As c(x) is a deceasing function, it is bounded above by c(0). It is obvious
that for any number N , cN will be a bounded function.
Lemma 1.1.4. Suppose that pi(dx) is the unique invariant measure of Y
process satisfying stochastic differential equation in (1.5) when considered
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on state space (0,∞). Then for any α > 0, there exists N∗, such that for
any N > N∗, ∣∣∣∣∫ ∞
0
cN (x)pi(dx)−
∫ ∞
0
c(x)pi(dx)
∣∣∣∣ < α/3
where c is the function appeared in (1.5) and cN is defined as in (1.11).
Proof. Since c is a continuous decreasing function satisfying c(0)−ax ≤ c(x),
for some a > 0, then for any N , there exists a positive number M(N)
satisfying limN→∞M(N) =∞, such that∣∣∣∣∫ ∞
0
cN (x)pi(dx)−
∫ ∞
0
c(x)pi(dx)
∣∣∣∣ ≤ ∫ ∞
M
(−N − c(0) + ax)pi(dx).
As shown in the proof in Lemma 1.1.1, pi(dx) = exp
(
2
∫ lnx
0 c(e
t)dt− lnx
)
dx.
Since the function c satisfies c(0)−ax ≤ c(x) ≤ c(0)−bx, for some a ≥ b > 0,∫ ∞
M
(−N − c(0) + ax)pi(dx)
=
∫ ∞
M
(−N − c(0) + ax) exp
(
2
∫ lnx
0
c(et)dt− lnx
)
dx
≤
∫ ∞
M
(−N − c(0) + ax) exp
(
2
∫ lnx
0
(
c(0)− bet) dt− lnx) dx
=
∫ ∞
M
(−N − c(0) + ax)
(
x(2c(0)−1)e−2b(x−1)
)
dx
Since b > 0 and M →∞ as N →∞,
lim
N→∞
∣∣∣∣∫ ∞
0
cN (x)pi(dx)−
∫ ∞
0
c(x)pi(dx)
∣∣∣∣ = 0.
Hence the conclusion in the lemma is valid.
Lemma 1.1.5. Suppose that Y satisfies the SDE (1.5), and it starts from
some fixed point Y0 = x > 0. There exist sequences {δn} and {βn} such
that δn → 0, βn → 0 as n → ∞, and for any 0 < p < 1, there exist h > 0,
T1 > 0, depending on x, p and the function c, such that for any t > T1,
∞∑
n=1
Px
(
1
t
∫ t
0
1[0,δn](ω
Y
r )dr > βn
)
≤ exp(−ht1−p),
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where Px is the probability measure induced by Y on the space Ωx, the space
of continuous functions f : [0,∞)→ (0,∞), which starts from f(0) = x > 0.
Proof. To make the calculation later easier, we introduce the Z process
defined as in the proof of Lemma 1.1.1. Then Z satisfies the SDE (1.6), and
its starting value is Z0 = z = lnx. Then by Chebychev’s inequality, for any
θ > 0,
Px
(
1
t
∫ t
0
1[0,δn](ω
Y
r )dr > βn
)
(1.12)
= Pˆz
(
exp
(
θ
∫ t
0
1(−∞,ln δn](ω
Z
r )dr
)
> exp (θβnt)
)
≤ exp (−θβnt) Eˆz
[
exp
(
θ
∫ t
0
1(−∞,ln δn](ω
Z
r )dr
)]
where Pˆz is the probability measure induced by the Z process on the space
Ωz, the space of continuous functions f : [0,∞) → R, which starts from
z = lnx. If we define u(t, z) = Eˆz
[
exp
(
θ
∫ t
0 1(−∞,ln δn](ω
Z
r )dr
)]
, then by
the Feyman-Kac formula, it satisfies the PDE
ut(t, z) =
1
2
uzz(t, z) +
(
c(ez)− 1
2
)
uz(t, z) (1.13)
+θ1(−∞,ln δn](z)u(t, z)
u(0, z) = 1
where this equation is considered on domain (t, z) ∈ [0,∞) × R. Then by
comparison argument, any function U(t, z) satisfying
Ut(t, z) ≥ 12Uzz(t, z) +
(
c(ez)− 1
2
)
Uz(t, z) + θ1(−∞,ln δn](z)U(t, z)
U(0, z) ≥ 1,
is a super solution for u(t, z).
Since c(0) > 12 , there exists a positive numberM such thatM(c(0)− 12) >
1. Also, since c is a continuous decreasing function, there exists a number
a such that c(a) = 0. We claim that if we take θ = θn = 12M2√n and
16
δn = exp
(
− 12c(0)n1/p
)
respectively in equation (1.13), then there exists N0
depending on the function c and the constant p such that for all n ≥ N0,
U(t, z) = exp(M2θ2nt) cosh (Mθn (z − ln a))
is a super solution for u satisfying (1.13) with θn and δn. To see that this
claim is valid, first it is easy to see that U(0, z) = cosh (Mθn (z − ln a)) ≥ 1,
for all z ∈ R. Then through simple calculation, we could see that all we
need to check is that for all z ∈ R
1
2
M2θn ≥
(
c(ez)− 1
2
)
M
sinh (Mθn (z − ln a))
cosh (Mθn (z − ln a)) + 1(−∞,ln δn](z). (1.14)
Too see that (1.14) is true, we note that the term
(
c(ez)− 12
)
M and sinh(Mθn(z−ln a))cosh(Mθn(z−ln a))
always have the opposite signs. Therefore for z > ln δn, the RHS of (1.14) is
non-positive. So we conclude that for any δn > 0, if z > ln δn, (1.14) would
be true for any θn > 0. Meanwhile, it is easy to see that when z ≤ ln δn(
c(ez)− 1
2
)
M
sinh (Mθn (z − ln a))
cosh (Mθn (z − ln a))
≤
(
c(δn)− 12
)
M
sinh (Mθn (ln δn − ln a))
cosh (Mθn (ln δn − ln a))
=
(
c(δn)− 12
)
M
sinh
(
1
2M
√
n
(
− 12c(0)n1/p − ln a
))
cosh
(
1
2M
√
n
(
− 12c(0)n1/p − ln a
)) .
We know that
lim
n→∞
(
c(δn)− 12
)
M =
(
c(0)− 1
2
)
M > 1.
Also since 0 < p < 1, limn→∞ n1/p−1/2 = +∞, then
lim
n→∞
sinh
(
1
2M
√
n
(
− 12c(0)n1/p − ln a
))
cosh
(
1
2M
√
n
(
− 12c(0)n1/p − ln a
)) = −1.
Then we conclude that there exists N0 depending on the function c and
the constant p such that for all n ≥ N0, the RHS of (1.14) would be negative,
and hence our claim is true.
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Now, for any n > N0, for θ = βn2M2 =
1
2M2
√
n
, (i.e. βn = 1√n), δn =
exp
(
− 12c(0)n1/p
)
, by (1.12) and the claim we just proved, we see that
Px
(
1
t
∫ t
0
1[0,δn](ω
Y
r )dr > βn
)
≤ exp
(
− β
2
n
4M2
t
)
cosh
(
βn
2M
(lnx− ln a)
)
(1.15)
We define the sequence of
{
θ
′
n
}
and
{
β
′
n
}
to be θ
′
n = θn+N0 , β
′
n = βn+N0 ,
and without confusion, we still use θn and βn for the new shifted sequences.
Next, if we claim that
Px
(
1
t
∫ t
0
1[0,δn](ω
Y
r )dr > βn
)
≤ δ
2c(0)
n
2c(0)pi([0, x])βn
(1.16)
where pi is the invariant probability measure for Y process when it is con-
sidered on the state space (0,∞). Assuming the claim we have that
∞∑
n=1
Px
(
1
t
∫ t
0
1[0,δn](ω
Y
r )dr > βn
)
(1.17)
≤
∞∑
n=1
{
exp
(
− β
2
n
4M2
t
)
cosh
(
βn
2M
(lnx− ln a)
)}
∧
{
δ
2c(0)
n
2c(0)pi([0, x])βn
}
.
It is not difficult to see that
exp
(
− β
2
n
4M2
t
)
cosh
(
βn
2M
(lnx− ln a)
)
(1.18)
≤ exp
(
− 1
4M2
t
n+N0
)
cosh
(
1
2M
(lnx− ln a)
)
≤ c1(x) exp
(
− t
4M2(n+N0)
)
.
where for any x, c1(x) is a positive constant depending only on x and the
function c. For any 0 < p < 1, we take δn = exp
(
− 12c(0)(n+N0)1/p
)
. Then
we could see that there exists 0 < k < 1 depending on p and a positive
constant c2(x) depending on x and the function c such that for all n,
δ
2c(0)
n
2c(0)pi([0, x])βn
=
√
n+N0 exp
(−(n+N0)1/p)
2c(0)pi([0, x])
≤ c2(x) exp
(
−k(n+N0)1/p
)
.
(1.19)
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Using (1.18) and (1.19), we could continue (1.17) to see that for t large
enough,
∞∑
n=1
Px
(
1
t
∫ t
0
1[0,δn](ω
Y
r )dr > βn
)
(1.20)
≤
[tp]∑
n=1
exp
(
− β
2
n
4M2
t
)
cosh
(
βn
2M
(lnx− ln a)
)
+
∞∑
n=[tp]+1
δ
2c(0)
n
2c(0)pi([0, x])βn
≤
[tp]∑
n=1
c1(x) exp
(
− t
4M2(n+N0)
)
+
∞∑
n=[tp]+1
c2(x) exp
(
−k(n+N0)1/p
)
≤ tpc1(x) exp
(
− 1
4M2
t1−p
)
+ c2(x) exp (−kt)
Therefore, we could see that for any fixed x > 0, for any 0 < p < 1, there
exists T1 and h > 0, depending on x, p, and the function c such that for
t > T1, ∞∑
n=1
Px
(
1
t
∫ t
0
1[0,δn](ω
Y
r )dr > βn
)
≤ exp (−ht1−p) .
i.e. the conclusion of this lemma is valid. So the rest of this proof will be
used to show that (1.16) is true. To see this we introduce another process
Y¯ which satisfies the same SDE as Y and is driven by the same Brownian
motion on the same probability space. The difference between Y and Y¯
is that Y¯0 is random and distributed according to pi, the unique invariant
probability measure of Y when it is considered on state space (0,∞), where
as Y0 = x > 0 Then use the Markov property and the comparison theorem
for SDE, we could see that for any δn > 0,
P
(
Y¯t ∈ [0, δn]
) ≥ P (Y¯0 ≤ x, Y¯t ∈ [0, δn]) ≥ P (Y¯0 ≤ x, Yt ∈ [0, δn])
= pi ([0, x])P (Yt ∈ [0, δn]) .
19
Now we use Chebychev’s inequality again to see that
Px
(
1
t
∫ t
0
1[0,δn](ω
Y
r )dr > βn
)
≤ 1
βn
Ex
[
1
t
∫ t
0
1[0,δn](ω
Y
r )dr
]
≤ 1
βnpi ([0, x])
Epi
[
1
t
∫ t
0
1[0,δn](ω
Y¯
r )dr
]
≤ 1
βnpi ([0, x])
∫ δn
0
exp
(
2
∫ lnx
0
c(et)dt− lnx
)
dx
≤ 1
βnpi ([0, x])
∫ δn
0
x2c(0)−1dx
=
δ
2c(0)
n
2c(0)pi([0, x])βn
.
Lemma 1.1.6. Suppose that Y satisfies the stochastic differential equation
(1.5) and it starts from Y0 = x > 0. Let pi(dx) be the unique invariant
probability measure when Y is considered on state space (0,∞). Then for
any p ∈ (0, 1), any α > 0, any N > 0, there exists a number I(α, p) > 0
which also depends on x, N , the function c, and T ∗ depending on x, p, N ,α
and the function c, such that for any t > T ∗,
Px
{∣∣∣∣1t
∫ t
0
cN (Yr)dr −
∫ ∞
0
cN (x)pi(dx)
∣∣∣∣ > α3
}
≤ exp (−I(α, p)t1−p)
Proof. As in Donsker and Varadhan’s work [23], for each t > 0, ω ∈ Ωx, and
any set A ∈ B ([0,+∞)), define
Lt(ω,A) =
1
t
∫ t
0
1A(ωr)dr
Recall that in Lemma 1.1.3, we defined M to be the space of probability
measures on [0,∞) with the topology of weak convergence. We could see
that for each t > 0 and ω ∈ Ωx, Lt(ω, ·) ∈ M. Then we could define
a measure Qx,t on M by Qx,t = PxL−1t , i.e. for any Borel set B ⊂ M,
Qx,t(B) = Px {ω ∈ Ωx : Lt(ω, ·) ∈ B}. Then we could see that for function
cN defined in (1.11), define a subset of M as
CN,α =
{
µ ∈M :
∣∣∣∣∫ ∞
0
cN (x)µ(dx)−
∫ ∞
0
cN (x)pi(dx)
∣∣∣∣ ≥ α3
}
.
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Then
Px
{∣∣∣∣1t
∫ t
0
cN (Yr)dr −
∫ ∞
0
cN (x)pi(dx)
∣∣∣∣ ≥ α3
}
(1.21)
= Px
{∣∣∣∣∫ ∞
0
cN (x)Lt(ω, dx)−
∫ ∞
0
cN (x)pi(dx)
∣∣∣∣ ≥ α3
}
= Qx,t(CN,α)
≤ Qx,t (CN,α ∩G) +Qx,t (Gc)
where G is defined as in (1.10) with {δn}, {βn} chosen as in Lemma 1.1.5.
It is not difficult to see that
Qx,t (Gc) ≤
∞∑
n=1
Px
(
1
t
∫ t
0
1[0,δn](ω
Y
r )dr > βn
)
.
Therefore by Lemma 1.1.5, for any p ∈ (0, 1), there exists h > 0, T1, such
that for any t > T1
Qx,t (Gc) ≤ exp
(−ht1−p) . (1.22)
All we need to do is use the upper bound Donsker and Varadhan proved
in [23] to estimate Qx,t(CN,α ∩ G). First we need to check the following
hypothesis in their theorem: There must exist a function V (x) on [0,∞)
such that {x ∈ [0,∞) : V (x) ≥ h} is a compact set for each h > −∞ and
a sequence {un(x)} ∈ D satisfying the following conditions, where D is the
domain of Y process’ infinitesimal generator,
1. un(x) ≥ 1 for all n and x ∈ [0,∞);
2. for each compact set W ⊂ [0,∞),
sup
x∈W
sup
n
un(x) <∞;
3. for each x ∈ [0,∞),
lim
n→∞
(
Lun
un
)
(x) = V (x);
4. for some A <∞,
sup
n,x
(
Lun
un
)
(x) ≤ A.
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To verify this hypothesis, we define the sequence {un(x)} as
un(x) =

xp + 1 0 ≤ x ≤ n;
2n x ≥ 2n;
smooth and increasing n < x < 2n
having bounded 1st and 2nd order derivatives
(1.23)
the first and second conditions are satisfied. Also, for this sequence
lim
n→∞
Lun
un
(x) = lim
n→∞
1
2x
2u
′′
n(x) + xc(c)u
′
n(x)
un(x)
=
1
2p(p− 1)xp + c(x)pxp
xp + 1
:= V (x)
Since limx→∞ c(x) = −∞, the set {x : V (x) ≥ h} for h > −∞ is compact.
Finally, the last condition is satisfied by taking A = 12p(p− 1)+ c(0)p. Now
we can use the upper bound in the large deviation theorem which says that
for any compact set W ⊂ [0,∞), any closed set C
lim sup
t→∞
1
t
ln sup
x∈W
Qx,t(C) ≤ − inf
µ∈C
I(µ)
where I(µ) is defined as in Lemma 1.1.2. Therefore, for any α > 0, anyN , by
Lemma 1.1.3, the set CN,α ∩G is a closed set, Iˆ(α) := infµ∈CN,α∩G I(µ) > 0
and there exists T2 such that for any t > T2,
Qx,t (CN,α ∩G) ≤ exp
(
−Iˆ(α)t
)
. (1.24)
Then, consider (1.21), (1.22) and (1.24) together, we could see that for any
p ∈ (0, 1), there exists I(α, p) > 0, T ∗ = max(T1, T2), such that for any
t > T ∗,
Px
{∣∣∣∣1t
∫ t
0
cN (Yr)dr −
∫ ∞
0
cN (x)pi(dx)
∣∣∣∣ > α3
}
≤ exp (−I(α, p)t1−p) .
Lemma 1.1.7. Suppose that Y satisfies the stochastic differential equation
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(1.5) and function cN is defined as in (1.11). Then for any fixed initial con-
dition x > 0, any number α > 0, any l ∈ (0, 1), there exists N∗∗ depending
on α and the function c, T ∗∗ depending on x, l and function c, such that for
any N > N∗∗, t > T ∗∗,
Px
{∣∣∣∣∫ t
0
c(ωr)dr −
∫ t
0
cN (ωr)dr
∣∣∣∣ > αt3
}
≤ exp (−lt)
Proof. From the definition of cN , we could see that∣∣∣∣∫ t
0
c(ωr)dr −
∫ t
0
cN (ωr)dr
∣∣∣∣ = ∫ t
0
cN (ωr)− c(ωr)dr :=
∫ t
0
fN (ωr)dr,
where fN (x) = cN (x) − c(x). Since c is a decreasing function, for any N ,
there exists M > 0, such that fN (x) = 1(x≥M) (−N − c(x)), and M → ∞
as N →∞. Then by Chebychev’s inequality, for any θ > 0, we have
Px
{∣∣∣∣∫ t
0
c(ωr)dr −
∫ t
0
cN (ωr)dr
∣∣∣∣ > αt3
}
(1.25)
= Px
{
exp
(
θ
∫ t
0
fN (ωr)dr
)
≥ exp
(
θαt
3
)}
≤ exp
(
−θαt
3
)
Ex
[
exp
(∫ t
0
θfN (ωr)dr
)]
.
If we define ψN (t, x) = Ex
[
exp
(∫ t
0 θf
N (ωr)dr
)]
, then by Feyman-Kac for-
mula, ψN (t, x) satisfies the PDE
∂tψ
N (t, x) =
1
2
x2∂xxψ
N (t, x) + xc(x)∂xψN (t, x) + ψN (t, x)θfN (x),
ψN (0, x) = 1.
Then by a comparison theorem for parabolic PDE, any function UN (t, x)
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satisfying
∂tU
N (t, x) ≥ 1
2
x2∂xxU
N (t, x) + xc(x)∂xUN (t, x) (1.26)
+UN (t, x)θfN (x),
UN (0, x) ≥ 1,
is a super solution for ψN (t, x), i.e. ψN (t, x) ≤ UN (t, x) for all (t, x) ∈
[0,∞)×(0,∞). If we take UN (t, x) = exp (βN t+ kNx), then (1.26) becomes
1
2
(kN )2x2 + xc(x)kN + θfN (x)− βN ≤ 0,
kN ≥ 0.
Since function c satisfies the condition that c(0)−ax ≤ c(x) ≤ c(0)− bx, for
some a ≥ b > 0, then
1
2
(kN )2x2 + xc(x)kN + θfN (x)− βN
≤ 1
2
(kN )2x2 + kNx (c(0)− bx) + θ1(x≥M) (−N − c(0) + ax)− βN
:= H(x).
Taking kN = b, and βN = c2(0)/2, it is not difficult to see that for any
θ > 0, there exists N1, such that for any N > N1, H(x) ≤ 0 for all x > 0,
and hence that exp
(
c2(0)
2 t+ bx
)
≥ ψN (t, x).
Now back to (1.25), by taking θ = 3c
2(0)
2α +
3
α , we could see that there
exists N∗∗, such that for any N > N∗∗
Px
{∣∣∣∣∫ t
0
c(ωr)dr −
∫ t
0
cN (ωr)dr
∣∣∣∣ > αt3
}
(1.27)
≤ exp
(
−θαt
3
)
ψN (t, x)
≤ exp
(
−θαt
3
+
c2(0)
2
t+ bx
)
= exp (−t+ bx) .
For fixed initial condition x, for any l ∈ (0, 1), there exists T ∗∗, such that
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for t > T ∗∗, 1− (bx/t) > l. Therefore we have shown that for any α > 0, for
any l ∈ (0, 1), there exists N∗∗, T ∗∗ such that for any N > N∗∗, t > T ∗∗,
Px
{∣∣∣∣∫ t
0
c(ωr)dr −
∫ t
0
cN (ωr)dr
∣∣∣∣ > αt3
}
≤ exp (−lt)
Lemma 1.1.8. Suppose that Y satisfies the stochastic differential equation
(1.5) and it starts from Y0 = x > 0. Let pi(dx) be the invariant probability
measure of Y when it is considered on state space [0,∞). Then for any
α > 0, for any p ∈ (0, 1), there is a number h(α, p) > 0 and t0 > 0 such that
for any T > t0,
P
{∣∣∣∣1t
∫ t
0
c(Yr)dr −
∫ ∞
0
c(x)pi(dx)
∣∣∣∣ > α for all t > T}
≤ exp(−h(α, p)T 1−p)
Proof. It is easy to see that∣∣∣∣1t
∫ t
0
c(Yr)dr −
∫ ∞
0
c(x)pi(dx)
∣∣∣∣
≤
∣∣∣∣1t
∫ t
0
c(Yr)dr − 1
t
∫ t
0
cN (Yr)dr
∣∣∣∣+ ∣∣∣∣1t
∫ t
0
cN (Yr)dr −
∫ ∞
0
cN (x)pi(dx)
∣∣∣∣
+
∣∣∣∣∫ ∞
0
cN (x)pi(dx)−
∫ ∞
0
c(x)pi(dx)
∣∣∣∣ .
Let
Aα,N,t =
{∣∣∣∣1t
∫ t
0
c(Yr)dr − 1
t
∫ t
0
cN (Yr)dr
∣∣∣∣ > α3
}
Bα,N,t =
{∣∣∣∣1t
∫ t
0
cN (Yr)dr −
∫ ∞
0
cN (x)pi(dx)
∣∣∣∣ > α3
}
Cα,t =
{∣∣∣∣1t
∫ t
0
c(Yr)dr −
∫ ∞
0
c(x)pi(dx)
∣∣∣∣ > α}
By Lemma 1.1.7, Lemma 1.1.6 and Lemma 1.1.4, we could see that for any
α > 0, any l ∈ (0, 1), any p ∈ (0, 1), taking N > max(N∗, N∗∗), there exists
T = max(T ∗, T ∗∗), I(α, p) > 0, and hence hˆ(α, p) > 0 such that for any
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t > T ,
P (Cα,t) ≤ P (Aα,N,t) + P (Bα,N,t)
≤ exp(−lt) + exp(−I(α, p)t1−p)
≤ exp(−hˆ(α, p)t1−p).
Then, it is obvious that there is h(α, p) > 0, such that
P (∪t>T,t∈ZCα,t) ≤ Σt>T,t∈ZP (Cα,t) ≤ exp(−h(α, p)T 1−p)
If we could show that there exists t0, such that for T > t0
P (∪t>TCα,t) ≤ P (∪t>T,t∈ZCα/2,t) (1.28)
then the conclusion of the lemma is obviously right. So, the rest of this
proof will be used to show (1.28) is true.
Suppose that for t =M and t =M + 1, where M is an integer, we have∣∣∣∣1t
∫ t
0
c(Yr)dr −
∫ ∞
0
c(x)pi(dx)
∣∣∣∣ ≤ α/2
Then for any t ∈ [M,M + 1],
1
t
∫ t
0
c(Yr)dr −
∫ ∞
0
c(x)pi(dx)
=
M
t
(
1
M
∫ M
0
c(Yr)dr
)
+
1
t
∫ t
M
c(Yr)dr −
∫ ∞
0
c(x)pi(dx)
≤ M
t
(
1
M
∫ M
0
c(Yr)dr −
∫ ∞
0
c(x)pi(dx)
)
+
c(0)
t
+
M − t
t
∫ ∞
0
c(x)pi(dx)
≤ M
t
α/2 +
c(0)
t
+
M − t
t
∫ ∞
0
c(x)pi(dx)
≤ M
t
α/2 +
c(0)
t
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and similarly,
1
t
∫ t
0
c(Yr)dr −
∫ ∞
0
c(x)pi(dx)
=
M + 1
t
(
1
M + 1
∫ M+1
0
c(Yr)dr
)
− 1
t
∫ M+1
t
c(Yr)dr −
∫ ∞
0
c(x)pi(dx)
≥ M + 1
t
(
1
M + 1
∫ M+1
0
c(Yr)dr −
∫ ∞
0
c(x)pi(dx)
)
− c(0)
t
− t−M − 1
t
∫ ∞
0
c(x)pi(dx)
≥ −(α/2)M + 1
t
− c(0)
t
− t−M − 1
t
∫ ∞
0
c(x)pi(dx)
≥ −(α/2)M + 1
t
− c(0)
t
Therefore, for t large enough, we could see that for t ∈ [M,M + 1],∣∣∣∣1t
∫ t
0
c(Yr)dr −
∫ ∞
0
c(x)pi(dx)
∣∣∣∣ ≤ α
Thus, there exists t0, such that for T > t0
P
(
∩t>T,t∈ZCcα/2,t
)
≤ P (∩t>TCcα,t)
and hence we have proved
P (∪t>TCα,t) ≤ P (∪t>T,t∈ZCα/2,t)
Remark 1.1.9. After proving Lemma 1.1.1, Lemma 1.1.2 and Lemma 1.1.3
for Y process satisfying (1.5), we could see that the same conclusions are
true if we correspondingly replace function c and cN appeared in Lemma
1.1.4-Lemma 1.1.8 by cˆ(x) = c ((1− λ/2)x) and cˆN (x) = max {cˆ(x),−N}
for any 0 < λ < 1.
Here is the actual form of the above estimate that we will use later.
Lemma 1.1.10. Suppose that Y satisfies the stochastic differential equation
(1.5), and it starts from Y0 = x > 0. Given fixed number γ > 0, let 0 < h <
γ and 0 < λ < 1 be two arbitrary numbers. For any p ∈ (0, 1), hˆ ∈ (0, h/γ),
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if s > hˆt, then there exist β > 0, t0 > 0 and l > 0, such that for all T ≥ t0,
P
{∫ t
t−s
c ((1− λ/2)Yr)− c (Yr) dr > βhˆt for all t > T
}
> 1−exp (−lT 1−p) .
Proof. Since s > hˆt, the function c is decreasing and Yr > 0,∫ t
t−s
[c ((1− λ/2)Yr)− c (Yr)] dr >
∫ t
t(1−hˆ)
[c ((1− λ/2)Yr)− c (Yr)] dr
Let pi be the unique invariant probability measure of Y process when it is
considered on state space (0,∞). Also because function c is decreasing, we
have
d :=
1
4
hˆ
∫ +∞
0
[c ((1− λ/2)x)− c (x)]pi(dx) > 0.
Take α ∈ (0, d), then there exists a positive number β such that
0 < β <
∫ +∞
0
[c ((1− λ/2)x)− c (x)]pi(dx)− 4α
hˆ
.
By Lemma 1.1.8, for this α, any p ∈ (0, 1), there exists t10, h1(α, p) > 0 and
set Ω1T such that for all T > t
1
0, P (Ω
1
T ) ≤ exp
{−h1(α, p)T 1−p} and for any
ω ∈ (Ω1T )c,∣∣∣∣∣
∫ t(1−hˆ)
0
c(Yr)dr − t(1− hˆ)
∫ ∞
0
c(x)pi(dx)
∣∣∣∣∣ < αt(1− hˆ)∣∣∣∣∫ t
0
c(Yr)dr − t
∫ ∞
0
c(x)pi(dx)
∣∣∣∣ < αt
for all t(1− hˆ) > T . Therefore, for such ω, and all t(1− hˆ) > T , we have∣∣∣∣∣
∫ t
t(1−hˆ)
c(Yr)dr − thˆ
∫ ∞
0
c(x)pi(dx)
∣∣∣∣∣
=
∣∣∣∣∣
∫ t
0
c(Yr)dr − t
∫ ∞
0
c(x)pi(dx)−
[∫ t(1−hˆ)
0
c(Yr)dr − t
(
1− hˆ
)∫ ∞
0
c(x)pi(dx)
]∣∣∣∣∣
< 2αt.
Similarly, from Remark 1.1.9, for such α and any p ∈ (0, 1) there ex-
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ists t20, h2(α, p) > 0 and set Ω
2
T , such that for all T > t
2
0, P (Ω
2
T ) ≤
exp
{−h2(α, p)T 1−p} , and for any ω ∈ (Ω2T )c,∣∣∣∣∣
∫ t
t(1−hˆ)
c ((1− λ/2)Yr) dr − thˆ
∫ ∞
0
c ((1− λ/2)x)pi(dx)
∣∣∣∣∣ < 2αt
for all t(1 − hˆ) > T . Now, let t0 = max
{
t10, t
2
0
}
, ΩT =
(
Ω1T
)c ∩ (Ω2T )c.
First, it is evident that there exists l(α, p) > 0, such that for all T > t0,
P (ΩT ) > 1− exp(−l(α, p)t1−p). Also, for ω ∈ ΩT , for any t(1− hˆ) > T > t0,∫ t
t(1−hˆ)
[c ((1− λ/2)Yr)− c (Yr)] dr
≥ thˆ
∫ ∞
0
c ((1− λ/2)x)pi(dx)− 2αt−
[
thˆ
∫ ∞
0
c(x)pi(dx) + 2αt
]
= thˆ
{∫ ∞
0
[c ((1− λ/2)x)− c(x)]pi(dx)− 4α
hˆ
}
> thˆβ.
Therefore, we have shown that given any fixed γ > 0, if h ∈ (0, γ),
λ ∈ (0, 1) are two arbitrary numbers, then for p ∈ (0, 1), hˆ ∈ (0, h/γ),
s > hˆt, there exist β > 0, t0 > 0 and l > 0, such that for all T ≥ t0,
P
{∫ t
t−s
c ((1− λ/2)Yr)− c (Yr) dr > βhˆt for all t > T
}
> 1−exp (−lT 1−p) .
Finally, at the end of this section, we state here the lemma proved in [4]
on the bound for limt→∞ 1t
∫ t
0 Ysds, where Y satisfies the stochastic differ-
ential equation (1.5). In the next section, we will use the method in [4] to
prove an comparison theorem between the solution to the stochastic gener-
alized KPP equation (1.1) and the Y process and use this lemma to deduce
the lower bound for 1t
∫ t
0 u(s, x)ds as t→∞ on the region x ≤ (γ − h)t.
Lemma 1.1.11. Suppose that Y process satisfies the stochastic differential
equation (1.5). Then for almost all ω,
1
a
(
c(0)− 1
2
)
≤ lim inf
t→∞
1
t
∫ t
0
Ysds ≤ lim sup
t→∞
1
t
∫ t
0
Ysds ≤ 1
b
(
c(0)− 1
2
)
.
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1.2 Improvement
In this section, we will follow the method in [4] and study
∂tu(t, x) =
D
2
4u(t, x) + u(t, x)c (u(t, x)) + u(t, x)W˙t (1.29)
with initial condition u(0, x) = u0(x) = 1(−∞,0](x), for x ∈ R and t ∈ [0,∞),
where D is a positive constant, W is a Brownian motion on the probability
space (Ω,F , P ). We assume that function c satisfies conditions C1 to C4.
We will study the random travelling waves for equation (1.29). As proved
in [14],[19] and [3] and pointed out in [4], the equation (1.29) has a random
travelling wave solution. The wavefront was known as x = γt, where γ =√
D (2C(0)− 1) is the wave speed. Also, it was proved in [14],[19] and [3]
that there are constants d1 > 0 d2 > 0 and d3 > 0, such that for any h > 0,
1
t
lnu(t, x) < −d for x > (γ + h)t a.s (1.30)
and
−d3 ≤ lnu(t, x)√
2t ln ln t
≤ d2 for x < (γ − h)t a.s. (1.31)
for t large enough. As there is random term appearing in the equation, we
will study
lim
t→∞
1
t
∫ t
0
u(r, (γ + h)r)dr
and
lim
t→∞
1
t
∫ t
0
u(r, (γ − h)r)dr
for h > 0 is an arbitrary number. These two quantity describe how the wave
behaves ahead and behind the wavefront. From (1.30), we can see that
lim
t→∞
1
t
∫ t
0
sup
x≥(γ+h)t
u(s, x)ds = 0 a.s.
But behind the wavefront, the solution u is oscillatory. We will do the same
as in [4] to study limt→∞ 1t
∫ t
0 infx≤(γ−h)t u(s, x)ds and limt→∞
1
t
∫ t
0 supx u(s, x)ds.
We will use the following stochastic Feynman-Kac formula many times
in the proof. It was proved in [7], [36] and [5].
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Lemma 1.2.1. Suppose that u(t, x) satisfies (1.29). Then there exists stan-
dard Brownian motion B on a probability space
(
Ωˆ, Fˆ , Pˆ
)
, which is inde-
pendent of the Brownian motion W appeared in (1.29). And u(t, x) satisfies
u(t, x) = Eˆ
{
u(0, x+
√
DBt) exp
[∫ t
0
c
(
u(t− r, x+
√
DBr)
)
dr − 1
2
t+Wt
]}
(1.32)
where Eˆ is the expectation with respect to the probability measure Pˆ .
First we can quote without proof the result about the upper bound
limt→∞ 1t
∫ t
0 supx u(s, x)ds from [4].
Lemma 1.2.2. Suppose that function c satisfies condition C1-C4 and u(t, x)
satisfies (1.29). Then for almost all ω ∈ Ω,
lim
t→∞
1
t
∫ t
0
sup
x
u(s, x)ds ≤ 1
b
(
c(0)− 1
2
)
The proof of lower bound limt→∞ 1t
∫ t
0 infx≤(γ−h)s u(s, x)ds is more com-
plicated. In order to do that, we need the following two lemmas. The first
one is a special case of Lemma 3.2 in [4]. The second one is proved using
methods essentially the same as methods used in [4]. This method was first
used by Freidlin in proving the existance of wavefronts in reaction-diffusion
equations [27]. The structure of our proof is the same as that of the proof
of Lemma 3.3 in [4]. We will use the result we proved in section 1.1 to get
a lower bound for
lim
t→∞
1
t
∫ t
0
inf
x≤(γ−h)s
u(s, x)ds
which is an improvement from the result in [4], in which they get the lower
bound for
lim
t→∞
1
t
∫ t
0
inf
x≤( b
a
γ−h)s
u(s, x)ds.
In the case when constants a and b differ from each other, their result only
gives the lower bound for limt→∞ 1t
∫ t
0 u(s, x)ds for x far behind the wave-
front. Although in both our result and in [4], these limits are true almost
surely, in [4], the rate on which the probability converges to one is expo-
nential and in our result, it is slower than exponential. (This point is made
clear later in Theorem 1.2.5)
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Lemma 1.2.3. Suppose that u(t, x) satisfies (1.29) with initial condition
u(0, x) = u0(x) = 1(−∞,0](x). Assume that function c satisfies condition
C1-C4. Let γ =
√
D (2c(0)− 1) be the wave speed. Then for any  > 0,
there exists t > 0, and ΩT ⊂ Ω for all T > t with P (ΩT ) > 1 − exp(−δT )
for a constant δ > 0 and if ω ∈ ΩT , then
e−s ≤ u(s, γs) ≤ es for all s ≥ T
i.e. For almost all ω ∈ Ω,
lim
t→∞
1
t
lnu (t, γt) = 0
Proof. We can see the result is true from Lemma 3.2 in [4] by taking k(t) = 1
for the function k which appeared in that Lemma.
Lemma 1.2.4. Suppose that function c satisfies condition C1-C4, u(t, x)
satisfies (1.29) with initial condition u(0, x) = u0(x) = 1(−∞,0](x) and Y
satisfies the stochastic differential equation in (1.5) with initial condition
Y0 = 1. Let h > 0 be an arbitrary positive number, for any fixed p ∈ (0, 1),
λ ∈ (0, 1), there exists t0 > 0 and l > 0 depending on p, λ and h, such that
for any T ≥ t0,
P
{
inf
x<(γ−h)t
u(t, x) ≥ (1− λ)Yt, for any t ≥ T
}
> 1− exp(−lT 1−p),
where γ =
√
D (2c(0)− 1).
Proof. Without loss we may take h ∈ (0, 12γ). Now, for fixed h, λ ∈ (0, 1),
p ∈ (0, 1), let hˆ be a number such that hˆ ∈
(
0, hγ
)
. From Lemma 1.1.10, we
could see that for any λ > 0, there exists β > 0, t1 > 0 and set Ω1T ⊂ Ω for
all T ≥ t1 with P (Ω1T ) > 1− exp(−δ1T 1−p) for some δ1 > 0, and if ω ∈ Ω1T ,
s > hˆt, then∫ t
t−s
c ((1− λ/2)Yr)− c (Yr) dr > βhˆt; for all t ≥ T. (1.33)
Take  such that 0 <  < 12βhˆ. From lemma 1.2.3 and the fact that the
Y process satisfies (1.29) as well, we could see that there exists t2 > 0 and
Ω2T ⊂ Ω for all T ≥ t2 with P (Ω2T ) > 1 − exp(−δ2T ) for a constant δ2 > 0,
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and if ω ∈ Ω2T , then
e−s ≤ u(s, γs) for all s ≥ T, (1.34)
and
e−s ≤ Ys ≤ es for all s ≥ T. (1.35)
Also, it is easy to see that for any λ > 0, there exists t3 > 0 such that
exp
−
(
h− γhˆ
)2
2Dhˆ
s
+ exp(−(h− 12γ)22D s
)
≤ 1
8
λ for all s > t3. (1.36)
Define t0 = max {t1, 2t2, t3} and ΩT = Ω1T ∩ Ω2T/2 for all T ≥ t0. Then it is
evident that there exists constant l > 0 such that P (ΩT ) > 1−exp(−lT 1−p),
and if ω ∈ ΩT , we have (1.33), (1.34), (1.35) and (1.36) (note in (1.33) and
(1.34), the inequalities are true for all s ≥ T/2 ). Now, for T ≥ t0 fixed, we
will use proof by contradiction to show that for any ω ∈ ΩT ,
inf
x<(γ−h)t
u(t, x) ≥ (1− λ)Yt for all t > T. (1.37)
Suppose that (1.37) is false. This means that for some ω ∈ ΩT , t ≥ T
and x∗ = x∗(t) < (γ − h)t, it is true that u(t, x∗) < (1− λ)Yt. Since u(t, ·)
is a decreasing function, then
0 ≤ u(t, (γ − h)t) ≤ u(t, x∗) ≤ (1− λ)Yt. (1.38)
Let
Xtr =
(
t− r, (γ − h)t+
√
DBr
)
,
where B is a standard Brownian motion defined on a probability space(
Ωˆ, Fˆ , Pˆ
)
, which is independent of the Brownian motion W . Let
F =
{
(s, x) : s ≥ 0, x < γs, u(s, x) ≤ (1− λ
2
)Ys
}
.
Then we could see that Xt0 ∈ F , since t > 0, (γ − h)t < γt and from (1.38),
u(t, (γ − h)t) ≤ (1− λ2 )Yt. Then we define a stopping time
τ t = inf
{
r ≥ 0 : Xtr /∈ F
}
.
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Note that τ t < t. We could check this by checking that Xtt /∈ F . The last
statement is true since for x < γ(t− t) = 0, u(0, x) = Y0 > (1− λ2 )Y0.
Xtr may exit F either from the boundary x = γs, which we denote by
∂F1 or the remaining part of boundary of F , which we denote by ∂F2. Let
hˆ ∈ (0, hγ ) and define
Ωˆ1 =
{
ωˆ ∈ Ωˆ : Xtτ t ∈ ∂F1, τ t /∈
[
hˆt,
1
2
t
]}
,
Ωˆ2 =
{
ωˆ ∈ Ωˆ : Xtτ t ∈ ∂F1, τ t ∈
[
hˆt,
1
2
t
]}
,
Ωˆ3 =
{
ωˆ ∈ Ωˆ : Xtτ t ∈ ∂F2
}
.
From the Feynman-Kac formula in Lemma 1.2.1 and the strong Markov
property for Brownian motion we may conclude that
u(t, (γ − h)t)
= Eˆ{u(t− τ t, (γ − h)t+
√
DBτ t)
exp[
∫ τ t
0
c
(
u(t− r, (γ − h)t+
√
DBr)
)
dr − τ
t
2
+Wt −Wt−τ t ]}
= Eˆ
{
u(Xtτ t) exp
[∫ τ t
0
c
(
u(Xtr)
)
dr − τ
t
2
+Wt −Wt−τ t
]}
=
3∑
i=1
ui (t, (γ − h)t) ,
where for i = 1, 2, 3
ui (t, (γ − h)t) = Eˆ
{
1Ωˆiu(X
t
τ t) exp
[∫ τ t
0
c
(
u(Xtr)
)
dr − τ
t
2
+Wt −Wt−τ t
]}
.
Now we try to obtain a lower bound for u2(t, (γ−h)t). Since we assumed
that for (r, x) ∈ F , u(r, x) ≤ (1− λ2 )Yr and c is a decreasing function, then
we have ∫ τ t
0
c
(
u(Xtr)
)
dr ≥
∫ τ t
0
c
((
1− λ
2
)
Yt−r
)
dr.
Also note that Y process satisfies (1.29) with initial condition u0 ≡ 1. There-
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fore we could use the Feynman-kac formula and strong Markov property for
Brownian motion to get
YtY
−1
t−τ t = exp
(∫ τ t
0
c (Yt−r) dr − τ
t
2
+Wt −Wt−τ t
)
.
So we obtain
u2 (t, (γ − h)t)
≥ Eˆ
{
1Ωˆ2u(X
t
τ t) exp
[∫ τ t
0
c
((
1− λ
2
)
Yt−r
)
dr − τ
t
2
+Wt −Wt−τ t
]}
= Eˆ
{
1Ωˆ2u(X
t
τ t)YtY
−1
t−τ t exp
[∫ τ t
0
c
((
1− λ
2
)
Yt−r
)
− c (Yt−r) dr
]}
.
Recall definition of Ωˆ2, we know that in Ωˆ2, τ t < t/2 and hence t − τ t ≥
t/2 ≥ T/2. Recall (1.34) and (1.35), we have
u
(
t− τ t, (t− τ t) γ) ≥ e−(t−τ t) > e−t,
and
Y −1t−τ t ≥ e−(t−τ
t) > e−t.
Recall (1.33), we have that∫ τ t
0
c
((
1− λ
2
)
Yt−r
)
−c (Yt−r) dr =
∫ t
t−τ t
c
((
1− λ
2
)
Yr
)
−c (Yr) dr > βhˆt.
Combine the above three inequalities, we could see that
u2 (t, (γ − h) t) ≥ Eˆ
{
1Ωˆ2e
−2t+βhˆtYt
}
> Pˆ
(
Ωˆ2
)
Yt. (1.39)
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Consider u3 (t, (γ − h) t), the same as u2 (t, (γ − h) t) we can see that
u3 (t, (γ − h) t) (1.40)
≥ Eˆ
{
1Ωˆ3u(X
t
τ t)YtY
−1
t−τ t exp
[∫ τ t
0
c
((
1− λ
2
)
Yt−r
)
− c (Yt−r) dr
]}
≥ Eˆ
{
1Ωˆ3
(
1− λ
2
)
Yt−τ tYtY −1t−τ te
βhˆt
}
≥ Pˆ
(
Ωˆ3
)(
1− λ
2
)
Yt.
If ωˆ ∈ Ωˆ1 and τ t < hˆt, then Xts has to meet the line x = γs at a time
τ t < hˆt. This means that
(γ − h) t+
√
DBτ t = γ
(
t− τ t) > γt(1− hˆ) ,
which is followed by
√
DBτ t > t
(
h− γhˆ
)
> 0.
Therefore, by Doob’s inequality, we could see that
Pˆ
(
ωˆ ∈ Ωˆ1, and τ t < hˆt
)
≤ Pˆ
(√
DBτ t ≥ t
(
h− γhˆ
)
, for τ t ∈
[
0, hˆt
])
≤ Pˆ
(
sup
0≤s≤hˆt
√
DBs ≥ t
(
h− γhˆ
))
≤ 2 exp
− t
(
h− γhˆ
)2
2hˆD
 .
Similarly, if ωˆ ∈ Ωˆ1 and τ t > t/2, then Xts has to meet the line x = γs at a
time τ t > t/2. This means that
(γ − h) t+
√
DBτ t = γ
(
t− τ t) < γ (t− t/2) ,
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which is followed by
√
DBτ t < t (h− γ/2) < 0.
Then, by Doob’s inequality,
Pˆ
(
ωˆ ∈ Ωˆ1, and τ t > t/2
)
≤ Pˆ
(√
DBτ t ≤ t (h− γ/2) , for τ t ∈ [t/2, t]
)
≤ Pˆ
(
inf
0≤s≤t
√
DBs ≤ t (h− γ/2)
)
≤ 2 exp
(
− t (h− γ/2)
2
2D
)
.
Recall (1.36), we can see that Pˆ
(
Ωˆ1
)
< λ4 for all t ≥ T . Combine the
lower bound for u2 (t, (γ − h) t) and u3 (t, (γ − h) t) which are (1.39) and
(1.40), we can see that for ω ∈ ΩT and t ≥ T
u (t, (γ − h) t) =
3∑
i=1
ui (t, (γ − h) t)
≥
(
1− λ
2
)
Yt
(
Pˆ
(
Ωˆ2
)
+ Pˆ
(
Ωˆ3
))
≥
(
1− λ
2
)
Yt
(
1− λ
4
)
>
(
1− 3
4
λ
)
Yt.
for T > t0. This contradicts (1.38). Therefore, we have proved that for
any h ∈ (0, γ/2), for any λ > 0, there exists t0 and ΩT for all T ≥ t0 with
P (ΩT ) > 1− exp(−lT 1−p) for a constant l > 0, and for any ω ∈ ΩT ,
inf
x<(γ−h)t
u (t, x) ≥ (1− λ)Yt for all t ≥ T.
Now we could use the exact same method as used in proving Theorem
3.4 in [4] to prove the following theorem, which here we just state without
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proof.
Theorem 1.2.5. Suppose that function c satisfies condition C1-C4 and u
satisfies (1.29). Let γ =
√
D (2c(0)− 1) be the wave speed. Let h be an
arbitrary number in (0, γ/2) and fix p ∈ (0, 1). For any  > 0, there exist
t0 > 0 and l > 0, such that for all T ≥ t0
P
{
1
t
∫ t
0
inf
x<s(γ−h)
u(s, x)ds >
1
a
(
c(0)− 1
2
)
−  for all t ≥ T
}
> 1−exp (−lT 1−p) ,
In particular, almost surely,
lim
t→∞
1
t
∫ t
0
inf
x<s(γ−h)
u(s, x)ds ≥ 1
a
(
c(0)− 1
2
)
.
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Chapter 2
Introduction to Stochastic
Partial Differential Equations
The aim of this chapter is to briefly review the basics of stochastic partial
differential equations(SPDEs) driven by space time white noise, which will
be the content of next few chapters.
First we define the space time white noise we are going to use in those
SPDEs we are going to consider, which informally is the derivative of the
so called Brownian sheet. Consider the generalized Gaussian zero mean
random variable
{W (B) : B ∈ B ([0,∞)× [0, L])} ,
where B ([0,∞)× [0, L])is the set of Borel subset of [0,∞)× [0, L], defined
on (Ω,F , P ), a complete probability space. If its covariance function is
given by
E [W (A)W (B)] = µ (A ∩B) ,
where µ is the Lebesgue measure on [0,∞)× [0, L], then the continuous ran-
dom field {Wtx :=W ([0, t]× [0, x]) ; (t, x) ∈ [0,∞)× [0, L]} is called Brow-
nian sheet.
Similar to the case of Brownian motion, one could define an Ito in-
tegral with respect to Brownian sheet. Let Ft denote the completion of
σ (W (B) : B ∈ B ([0, t]× [0, L])). For any {Ft} predictable function φ(ω, t, x) :
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Ω× [0,∞)× [0, L]→ R satisfying
E
[∫ t
0
∫ L
0
φ2(ω, s, x)dxds
]
<∞, for every t > 0,
one can define a stochastic integral
∫ t
0
∫ L
0 φ(ω, s, x)W (dxds) as a continuous
{Ft} local martingale whose quadratic variation is given by
∫ t
0
∫ L
0 φ
2(ω, s, x)dxds.
For more details, see [15].
Next we consider the following class of equations:
∂tu(t, x) = 4u(t, x) + f(u)(t, x) + g(u)(t, x)W¨tx, (2.1)
u(0, x) = u0(x), 0 ≤ x ≤ L;
where 4 = ∂2
∂x2
, f(u)(t, x) = f(t, x;u(t, x)) and g(u)(t, x) = g(t, x;u(t, x)).
Also, (2.1) is considered with certain boundary conditions, normally one of
the following three kinds:
• Periodic boundary condition, i.e. u(t, 0) = u(t, L), and ux(t, 0) =
ux(t, L) for all t ≥ 0;
• Dirichlet boundary condition, i.e. u(t, 0) = u(t, L) = 0 for all t ≥ 0;
• Neumann boundary condition, i.e. ux(t, 0) = ux(t, L) = 0 for all t ≥ 0.
Also, the initial condition u0(x) satisfies the boundary condition and nor-
mally is assumed continuous. It is easy to see that (2.1) is only a notation
as the white noise is so rough that any candidate for a solution won’t be
twice differentiable in x. Therefore, we need a rigorous meaning of this
equation. We say that u(t, x) is a solution to (2.1) up to time T > 0 if it
is locally integrable, adapted to the filtration Ft which is the completion of
σ (W (B) : B ∈ B ([0, t]× [0, L])), and for any φ ∈ C2([0, L]) that satisfies
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the boundary condition that (2.1) satisfies, it is true that∫ L
0
u(t, x)φ(x)dx (2.2)
=
∫ L
0
u0(x)φ(x)dx+
∫ t
0
∫ L
0
4φ(x)u(s, x)dxds
+
∫ t
0
∫ L
0
φ(x)f(u)(s, x)dxds+
∫ t
0
∫ L
0
φ(x)g(u)(s, x)W (dxds),
where the stochastic integral exists. For all t ∈ [0, T ]. One can show that
(see [15]) this definition can be extended to test function ψ(t, x) so that for
ψ(t, x) ∈ C1,2 ([0, T ]× [0, L]) and at each t ∈ [0, T ] satisfies the boundary
condition that (2.1) satisfies, if u(t, x) is a solution, then∫ L
0
u(t, x)ψ(t, x)dx (2.3)
=
∫ L
0
u0(x)ψ(0, x)dx+
∫ t
0
∫ L
0
u(s, x) [4ψ(x) + ∂tψ(t, x)] dxds
+
∫ t
0
∫ L
0
ψ(s, x)f(u)(s, x)dxds+
∫ t
0
∫ L
0
ψ(s, x)g(u)(s, x)W (dxds).
for all t ∈ [0, T ]. There is another way to write equation (2.1) in an inte-
grated form, using G, the Green’s function of the one dimensional Laplacian
operator with corresponding boundary conditions. It was proved in [15] that
u(t, x) is a solution to (2.1) up to time T if at any point (t, x) ∈ [0, T ]×[0, L],
u(t, x) =
∫ L
0
Gt(x, y)u0(y)dy +
∫ t
0
∫ L
0
Gt−s(x, y)f(u)(s, y)dyds(2.4)∫ t
0
∫ L
0
Gt−s(x, y)g(u)(s, y)W (dxds).
Also in [15], it was proved that when u0 is Ho¨lder continuous, f and
g are jointly measurable, Lipschitz with respect to their third arguement
uniformly in (t, x), and that for any T > 0,∫ T
0
∫ L
0
[
f2(t, x; 0) + g2(t, x; 0)
]
dxdt <∞,
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then the equation (2.1) has a unique strong solution which is Ho¨lder 1/2− 
continuous in t, Ho¨lder 1/4− continuous in x, for any  > 0, and is adapted
to the filtration generated by the Brownian sheet. There are many results
on existence and uniqueness of solution to (2.1) and its regularity under
different assumptions for the coefficients f and g, and the initial condition
u0, see e.g. [35], [11], [12], [10], [13], [21], [34], [32].
As a special case, we consider equation (2.1) for g(u)(t, x) =
√
u(t, x),
and f(u)(t, x) = f(u(t, x)), such that f is Lipschitz and that f(0) ≥ 0, and
initial condition u0(x) is nonnegative and Ho¨lder continuous to the order 1/4.
This equation arises naturally as a continuum limit of certain interacting
particle systems (see [32] ) In [34], the author considered this equation on
domain R, not on [0, L]. He proved that for any continuous initial condition
which is growing slower than exponentially, there exists a weak solution
which is unique in law, almost surely nonnegative and continuous. It is
possible to use the same method to prove these same results for the solution
of (2.1) on [0, L] with the above boundary conditions. Next, we note that
when f(u) ≡ 0, equation (2.1) becomes
∂tu(t, x) = 4u(t, x) +
√
u(t, x)W¨tx, (2.5)
u(0, x) = u0(x), 0 ≤ x ≤ L.
Here we consider this equation with certain boundary condition, periodic,
Dirichlet or Neumann. Then Xt(dx) = u(t, x)dx defines a measure-valued
branching diffusion process with branching rate 1/2, diffusion constant 1
and initial measure u0(x)dx on [0, L] with certain boundary condition (see
[28]). By measure-valued branching diffusion process with branching rate
ρ, diffusion constant κ and initial measure µ, we mean that the continuous
random process t → Xt on time interval [0, T ], T > 0, with values in a set
M which is a set of measures on [0, L] endowed with the topology of weak
convergence, and distribution Pµ = P
ρ,κ
µ as the solution to the following
martingale problem:
• At initial time t = 0, Pµ [X0 = µ] = 1;
• For each sufficiently regular map t→ ft, with ft ∈ C2 ([0, L]) satisfying
the boundary condition for all t ∈ [0, T ], and C2 ([0, L]) is endowed
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with the supreme norm topology, there is a continuous mean zero Pµ
martingale Mt =M(f), t ∈ [0, T ], such that Pµ a.s.
〈Xt, ft〉 = 〈µ, f0〉+
∫ t
0
〈Xs, ∂sfs + κ4fs〉 ds+Mt, t ∈ [0, T ],
and with quadratic variation [M ] given by
[M ]t = 2ρ
∫ t
0
〈
Xs, f
2
s
〉
ds, t ∈ [0, T ], a.s.
Here 〈ν, h〉 = ∫ L0 h(x)ν(dx), for any measure ν on [0, L] and any function
h. We could view this martingale problem as the corresponding version
of equation (2.5) using the language of measure-valued branching diffusion
process. We will use this idea, i.e. the solution of (2.5) and the solution to
the martingale problem are related to explore some large deviation results
in the next chapter.
Before we end this short introduction, we state and briefly prove a lit-
tle lemma which will be used later in Chapter 4. Suppose that u(t, x)
is the solution to the equation (2.5) considered with Neumann boundary
condition. Note that through (2.3), we would know the representation for∫ T
0
∫ L
0 ψ(t, x)
√
u(t, x)W (dxdt) for any smooth function ψ(t, x) which satis-
fies Neumann boundary condition for all t ∈ [0, T ]. We would like to derive
similar representation formula for
∫ T
0
∫ L
0 θ(t, x)
√
u(t, x)W (dxdt) for those
smooth θ(t, x) which may not satisfy Neumann boundary condition. We
claim the following lemma is true.
Lemma. Suppose u(t, x) satisfies equation (2.5) with Neumann boundary
conditions. Then for any smooth function θ(t, x) defined on [0, T ]× [0, L],∫ T
0
∫ L
0
θ(t, x)
√
u(t, x)W (dxdt) (2.6)
=
∫ L
0
[θ(T, x)u(T, x)− θ(0, x)u0(x)] dx+
∫ T
0
[u(t, L)θx(t, L)− u(t, 0)θx(t, 0)] dt
−
∫ T
0
∫ L
0
u(t, x) (4θ(t, x) + θt(t, x)) dxdt.
Proof. We are going to prove the following special case which will be the
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key building block to prove the whole Lemma. We claim that if u(t, x) is
the solution to (2.5), and ϑ(x) is a smooth function defined on [0, L] such
that ϑx(0) 6= 0, but ϑx(L) = 0, then∫ T
0
∫ L
0
ϑ(x)
√
u(t, x)W (dxdt) (2.7)
=
∫ L
0
ϑ(x) [u(T, x)− u(0, x)] dx−
∫ T
0
ϑx(0)u(t, 0)dt−
∫ T
0
∫ L
0
4ϑ(x)u(t, x)dxdt.
To see that this claim is true, we define a function η(x) on [0, L] such that
it is smooth, compactly supported inside (0, L) and satisfies
∫ L
0 η(x)dx = 1.
Then for any  > 0, define η(x) = 1η(
x
 ), and H(x) =
∫ L
x
∫ L
y η(z)dzdy.
Then through simple calculation we could see that the function H(x) sat-
isfies
4H(x) = η(x), H(x) = 0, for x ≥ , H ′(0) = −1, 0 ≤ H(x) ≤ .
(2.8)
So, ϑ(x) + ϑx(0)H(x) is smooth and satisfies the Neumann boundary con-
dition at both 0 and L. Therefore we could use (2.2) to see that∫ T
0
∫ L
0
ϑ(x)
√
u(t, x)W (dxdt) (2.9)
= −
∫ T
0
∫ L
0
ϑx(0)H(x)
√
u(t, x)W (dxdt)
+
∫ L
0
(u(T, x)− u(0, x)) (ϑ(x) + ϑx(0)H(x)) dx
−
∫ T
0
∫ L
0
u(t, x)4 (ϑ(x) + ϑx(0)H(x)) dxdt
Now let  → 0, since for almost all fixed ω, (t, x) → u(t, x) is continuous,
using (2.8) it is not difficult to see that for almost all ω at any fixed t ∈ [0, T ],
lim
→0
∫ T
0
∫ L
0
u(t, x)ϑx(0)η(x)dxdt =
∫ T
0
u(t, 0)ϑx(0)dt,
lim
→0
∫ T
0
∫ L
0
u2(t, x) (ϑx(0)H(x))
2 dxdt = 0,
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lim
→0
∫ L
0
(u(T, x)− u(0, x))ϑx(0)H(x)dx = 0.
Therefore (2.7) is true. A similar procedure allows one to handle the other
end point at x = L and finally we could follow standard method (see section
II of [6]) to add the dependence of t to function θ and derive (2.6).
Remark 2.0.6. When u solves (2.5) with Dirichlet Boundary conditions, the
extra term should be informally
∫ T
0 ux(t, L)θ(t, L)−ux(0, L)θ(0, L)dt, which
since u is not differentiable at 0 nor L, needs some interpretation.
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Chapter 3
Large Deviations for
Super-Brownian Motions
Consider the one dimensional stochastic partial differential equation(SPDE)
∂tu
(t, x) = ∂xxu(t, x) + 
√
u(t, x)W¨tx, (3.1)
u(0, x) = ζ(x)
where W is a time-space white noise on a probability space (Ω,F ,Ft,P)
based on domain [0, T ] × [0, L], ζ(x) ≥ 0 is a continuous function on [0, L].
Also we consider this SPDE with either Dirichlet or Neumann boundary
conditions.
As  → 0, we expect the solution of (3.1) will tend to the solution of
heat equation in some way. Our aim is to establish a large deviation result
for u as a random perturbation of the solution of heat equation. i.e. We
would like to find a rate function I(φ) in Large Deviation Principle(LDP),
which roughly says that
lim
→0
2 logP (u ∈ A) = − inf
φ∈A
I(φ)
where A is a subset of some space in which the solution of (3.1) is considered.
For the one dimensional SPDE (3.1), we could consider its solution in
the following two spaces:
• The space of nonnegative continuous functions u : [0, T ] × [0, L] →
R, with initial condition u(0, x) = ζ(x). We denote this space by
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C+ζ ([0, T ] × [0, L]). i.e. The solution is considered as a real valued
random field indexed by t and x.
• The space of continuous maps X : [0, T ]→M, where M is the space
of all finite measures on [0, L] equipped with the weak topology, with
initial measure X0 = µ, where µ(A) =
∫
A ζ(x)dx, for Borel subsets A
of [0, L]. We denote this space by Cµ([0, T ],M). i.e. The solution is
considered as a stochastic process taking values in M indexed by t.
The connection between these two spaces can be easily seen by letting the
process Xt be, for each t ∈ [0, T ]
Xt (A) =
∫
A
u(t, x)dx. (3.2)
for any Borel subset A of [0, L].
3.1 Review of LDP when the solution is consid-
ered in Cµ([0, T ],M)
In [20], the authors proved a LDP result for Super-Brownian motion, which
is the solution of a martingale problem. By posing (3.1) in its weak form, we
could see the equivalence between Super-Brownian motion and the solution
of SPDE (3.1) when it is considered in Cµ([0, T ],M).
Let (θ(t, x) : (t, x) ∈ [0, T ]× [0, L]), be a smooth function satisfying the
same boundary condition as (3.1). Then (3.1) implies that for all such θ(t, x),
we have
∫ L
0
[u(t, x)θ(t, x)− u(0, x)θ(0, x)]dx (3.3)
=
∫ t
0
∫ L
0
u(s, x)[∂xxθ(s, x) + ∂tθ(s, x)]dxds
+
∫ t
0
∫ L
0

√
u(s, x)θ(s, x)W (dxds).
Let Xt be the process defined as in (3.2). Note that
Mt :=
∫ t
0
∫ L
0

√
u(s, x)θ(s, x)W (dxds)
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is a martingale with respect to Ft. Then the weak form (3.3) becomes a
martingale problem and we can see that Xt is the super-Brownian motion
as defined in section 0.1 of [20].
In [20], the authors proved that {P } which are probability measures on
Cµ([0, T ],M) (whose topology will be specified below) induced by X. satisfy
large deviation principles with a good rate function(to be specified below).
Here is a quick review of their result.
First we review the topology they used in the theorem. Let Φ denote
the space of continuous functions ϕ : [0, L] → R. Let Φ∗ denote the dual
space of Φ and endow it with the topology of weak convergence generated
by the Prohorov metric ρ0. Then M, the space of all finite measures on
[0, L], can be viewed as a subset of Φ∗. So it is equipped with the subspace
topology. Then Cµ([0, T ],M) is equipped with the compact-open topology,
i.e. the topology of the convergence defined as follows, for any sequence
{fn(·)} ∈ Cµ([0, T ],M), fn → f if supt≤T |fn(t)− f(t)|ρ0 → 0.
Next we describe the rate function. The space of test functions, denoted
by Φ2+γ , is the space of (2 + γ)-Ho¨lder continuous functions ϕ : [0, L]→ R
that satisfy the same boundary condition as the SPDE (3.1), for some 0 <
γ < 1. For any µ ∈ M, let 〈µ, ϕ〉 stand for ∫ L0 ϕ(x)µ(dx). Let Φ2+γ[0,L] be
the Ho¨lder space C2+γ([0, T ] × [0, L]) which additionally satisfies the same
boundary condition as the SPDE (3.1) for all times t ∈ [0, T ]. Let (Φ2+γ)∗
be the dual space of Φ2+γ . SinceM can be considered as a topological subset
of (Φ2+γ)∗, we extend the notation ϕ → 〈ϑ, ϕ〉 used for ϑ = µ ∈ M to any
ϑ ∈ (Φ2+γ)∗. Consider the Laplacian ∆ as an operator on Φ2+γ . Its dual
operator ∆∗ is defined on (Φ2+γ)∗ by
〈∆∗ϑ, ϕ〉 = 〈ϑ,∆ϕ〉, ϑ ∈ (Φ2+γ)∗, ϕ ∈ Φ2+γ .
Both of the operators depend on the choice of boundary conditions. A map
t→ ϑt ∈ (Φ2+γ)∗ defined for t ∈ [0, T ] is said to be absolutely continuous if
there is an absolutely continuous real-valued function k on [0, T ], such that
|〈ϑt, ϕ〉 − 〈ϑs, ϕ〉| ≤ |k(t)− k(s)|, s, t ∈ [0, T ], ϕ ∈ Φ2+γ , ‖ϕ‖2+γ ≤ 1
An absolutely continuous map possesses a time derivative ddtϑt = ϑ˙t ∈
(Φ2+γ)∗ in the distribution sense for almost all t ∈ [0, T ] and the integration
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by parts formula holds for all f ∈ Φ2+γ[0,L]∫ t
s
〈ϑ˙r, fr〉dr = 〈ϑt, ft〉 − 〈ϑs, fs〉 −
∫ t
s
〈ϑr, f˙r〉dr, 0 ≤ s < t ≤ T (3.4)
For any generalized function ϑ ∈ (Φ2+γ)∗, it is absolutely continuous with
respect to a measure µ ∈ M if there is a nonnegative function g which is
µ-integrable and satisfies that 〈ϑ, ϕ〉 = 〈µ, gϕ〉, for all ϕ ∈ Φ2+γ . And in
this case, g = dϑdµ , is called the Radon-Nikodym derivative of ϑ with respect
to µ. The space H in which the rate function is properly defined and is
finite is defined as in Definition 1.4.2 in [20]. For ν ∈ H ⊂ Cµ([0, T ],M),
it is required that the map t → νt ∈ (Φ2+γ)∗ defined on [0, T ] is absolutely
continuous, ν˙t −4∗νt ∈ (Φ2+γ)∗ is absolutely continuous with respect to νt
for almost all t ∈ [0, T ], and if we denote the Radon-Nikodym derivative by
ht, the map t → ht belongs to L2(ν) = L2([0, T ] × [0, L], drνr(dy)), which
means ∫ T
0
‖d(ν˙t −4
∗νt)
dνt
‖2L2(νt)dt =
∫ T
0
‖ht‖2L2(νt)dt
=
∫ T
0
∫ L
0
h2t (y)νt(dy)dt
=
∫ T
0
〈νt, h2t 〉dt <∞
Then the rate function is defined as
S(ν) =
{
1
2
∫ T
0 ‖d(ν˙t−4
∗νt)
dνt
‖2L2(νt)dt if ν ∈ H
∞ otherwise (3.5)
Finally, in Theorem 1.6.1 [20], they stated a Schilder Type theorem,
which says the super-Brownian motion X defined as in (3.2) with either
Dirichlet or Neumann boundary conditions and living in Cµ([0, T ],M) which
is equipped with the compact open topology, satisfiy a LDP with a good rate
function defined as in (3.5).
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3.2 LDP when the solution is considered in C+ζ ([0, T ]×
[0, L])
Given the large deviation principle proved in [20], we would like to prove
a large deviation principle result for {P ,  > 0} which are probability
measures on C+ζ ([0, T ]× [0, L]) induced by (3.1), when the space is equipped
with sup norm topology and find the corresponding good rate function.
In our proof, we will use the exponential tightness of {P ,  > 0}. Also
this property is important on its own. So we use the next section to prove
it first.
3.2.1 An Exponential Tightness Result
A similar result is proved in Appendix A, Proposition A.2. in [31] by
R.Sowers. We will adjust his result to our problem. Basically, we will
change the boundary conditions to the ones we are going to use and solve
the problem that in our case, the noise coefficient term is not a bounded
function.
First let us recall that the family {P ,  > 0} of measures on a Polish
space X with Borel sigma-field B(X) is said to be exponentially tight if for
each M > 0, there is a compact subset KM of X such that
lim sup
→0
2 lnP (KcM ) ≤ −M.
See [16]. Normally, we use the equivalent definition that for each M > 0,
there is a compact subset KM of X and
lim sup
→0
2 lnP (KcM ) ≤ −l(M),
for some function l(M) satisfying limM→∞ l(M) =∞.
In our problem, the space is C+ζ ([0, T ] × [0, L]). For some 0 < κ < 14 ,
define the κ-th order Ho¨lder norm ‖ · ‖κ as
‖φ‖κ = sup
(t,x)∈[0,T ]×[0,L]
|φ(t, x)|+ sup
(t,x)(s,y)∈[0,T ]×[0,L],(t,x) 6=(s,y)
|φ(t, x)− φ(s, y)|
(r((t, x), (s, y)))κ
.
where r ((t, x), (s, y)) is the Euclidean distance between (t, x) and (s, y).
When C+ζ ([0, T ] × [0, L]) is equipped with the sup-norm topology, every
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closed subset whose κ-th Ho¨lder norm is bounded is a compact subset of
C+ζ ([0, T ]× [0, L]).
We will base our proof on the proof of Proposition A.2 in [31]. There,
the author considered the Ho¨lder norm of solutions to the SPDE
∂tΞ(t, x) = 4Ξ(t, x) + σ(ω, t, x)W¨tx, (t, x) ∈ [0, T ]× S1, (3.6)
Ξ(0, x) ≡ 0.
In his setting, the space variable lies in S1 = {eiθ : θ ∈ R} and the SPDE
satisfies periodic boundary condition. Also σ(ω, t, x) is in L∞(Ω×[0, T ]×S1)
such that σ is P-a.s. continuous as a function of (t, x) in [0, T ] × S1 and
such that σ is adapted to Ft = σ{W (A) : A ∈ B([0, t]×S1)}. Let G denote
the Green’s function for the Laplacian operator with periodic boundary
conditions. He first wrote the solution to (3.6) as
Ξ(t, x) =
∫ t
0
∫
S1
Gt−s(x, y)σ(s, y)W (dsdy). (3.7)
Then he proved the following exponential tightness result using Proposition
A.1 in [31], an estimate on the Green’s function.
Lemma 3.2.1. For each 0 < κ < 14 , there are positive constants K
0
κ and
K1κ depending only on κ such that
P{‖Ξ‖κ ≥ L} ≤ exp{−K1κ(
L
‖σ‖∞ )
2},
for all L > 0 such that L ≥ K0κ‖σ‖∞. Here ‖σ‖∞ = ‖σ‖L∞(Ω×[0,T ]×S1).
We will check that this lemma still holds when we consider (3.6) on do-
main [0, T ]× [0, L], and change the boundary condition to either Dirichlet or
Neumann boundary conditions. Examining the details of the proof of this
lemma, we could see that the only thing that needs checking is the follow-
ing lemma about estimates on Green’s functions corresponding to different
boundary conditions.
Lemma 3.2.2. Let G be the Green’s function for the equation ∂tv(t, x) =
4v(t, x), (t, x) ∈ (0, T )× (0, L) with either Dirichlet or Neumann boundary
conditions. For 0 < κ < 14 , there is a positive number C
1
κ, such that for all
51
(t, x) and (s, y) in [0, T ]× [0, L], we have
{
∫ ∞
0
∫ L
0
|Gt−r(x, z)−Gs−r(y, z)|2dzdr}1/2 ≤ C1κr((t, x), (s, y))κ. (3.8)
where r((t, x), (s, y)) is the Euclidean distance between (t, x) and (s, y).
Proof. The proof here essentially is similar to the proof of Proposition A.1
in [31]. It is easy to see that∫ ∞
0
∫ L
0
|Gt−r(x, z)−Gs−r(y, z)|2 dzdr (3.9)
≤ 2
∫ ∞
0
∫ L
0
|Gt−r(x, z)−Gt−r(y, z)|2 dzdr + 2
∫ ∞
0
∫ L
0
|Gt−r(y, z)−Gs−r(y, z)|2 dzdr.
Let {φn} be the orthonormal basis of L2([0, L]) consisting of the eigenfunc-
tions of Laplacian with either Dirichlet or Neumann boundary conditions
and let {−λn} be the corresponding eigenvalues. Then we could write the
Green’s function as
Gt−r(x, z) = 1{t−r≥0}
∞∑
n=0
exp (−λn (t− r))φn(x)φn(z),
where G and {φn} have the same boundary condition. For t > 0, x, y ∈
[0, L], we can see that∫ ∞
0
∫ L
0
|Gt−r(x, z)−Gt−r(y, z)|2 dzdr
=
∫ ∞
0
∫ L
0
[
1{t−r≥0}
∞∑
n=0
exp (−λn (t− r))φn(z) (φn(x)− φn(y))
]2
dzdr
=
∞∑
n=0
(φn(x)− φn(y))2
∫ ∞
0
1{t−r≥0} exp (−λn (t− r)) dr
=
∞∑
n=0
1− exp (−2λnt)
2λn
(φn(x)− φn(y))2 .
If the Laplacian operator satisfies Dirichlet boundary condition, then
φn(x) =
√
2
L
sin
√
λnx =
√
2
L
sin
npi
L
x,
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and when the Laplacian operator satisfies Neumann boundary condition,
then
φn(x) =
√
2
L
cos
√
λnx =
√
2
L
cos
npi
L
x.
In both cases, we can see that obviously, the eigenfunctions satisfy
|φn(x)− φn(y)| ≤ 2
√
2
L
.
Also, from mean value theorem,
|φn(x)− φn(y)| ≤
√
2
L
√
λn |x− y| .
We then could see that∫ ∞
0
∫ L
0
|Gt−r(x, z)−Gt−r(y, z)|2 dzdr (3.10)
≤
∞∑
n=0
1
2λn
|φn(x)− φn(y)|2κ |φn(x)− φn(y)|2−2κ
≤
∞∑
n=0
1
2λn
[√
2
L
√
λn |x− y|
]2κ [
2
√
2
L
]2−2κ
= L1 |x− y|2κ .
where L1 = 22−2κL−1
∑∞
n=0
1
λ1−κn
. since 2(1− κ) > 1, L1 is a finite number.
Now take 0 ≤ s < t, then∫ ∞
0
∫ L
0
|Gt−r(y, z)−Gs−r(y, z)|2 dzdr
=
∫ ∞
0
∫ L
0
[ ∞∑
n=0
φn(y)φn(z)
(
1{t≥r}e−λn(t−r) − 1{s≥r}e−λn(s−r)
)]2
dzdr
≤ 2
L
∞∑
n=0
∫ ∞
0
(
1{t≥r}e−λn(t−r) − 1{s≥r}e−λn(s−r)
)2
dr.
Here we used the fact that the eigenfunctions corresponding to both bound-
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ary conditions satisfy φ2n(y) ≤ 2L . Then we can see that∫ ∞
0
(
1{t≥r}e−λn(t−r) − 1{s≥r}e−λn(s−r)
)2
dr
=
∫ s
0
(
e−λn(t−s+r) − e−λnr
)2
dr +
∫ t−s
0
e−2λnrdr
=
(
e−λn(t−s) − 1
)2 1− e−2λns
2λn
+
∫ t−s
0
e−2λnrdr
≤ 1− e
−λn(t−s)
2λn
+
∫ t−s
0
e−λnrdr
=
3
2
∫ t−s
0
e−λnrdr.
If we take κ
′
= 11−2κ , then 1 < κ
′
< 2. Then use Jensen’s inequality, we
have that
(
1
t− s
∫ t−s
0
e−λnrdr
)κ′
≤ 1
t− s
∫ t−s
0
e−λnκ
′
rdr ≤ 1
t− s
1
λnκ
′ .
Therefore,
∫ t−s
0
e−λnrdr ≤
{
(t− s)k
′−1 1
λnκ
′
}1/κ′
= (t− s)2κ
(
1
λnκ
′
)1/κ′
,
and ∫ ∞
0
∫ L
0
|Gt−r(y, z)−Gs−r(y, z)|2 dzdr ≤ L2 (t− s)2κ . (3.11)
where L2 = 3L
∑∞
n=0
(
1
λnκ
′
)1/κ′
. Since 2/κ
′
> 1, L2 is a finite number. Now
combine (3.9), (3.10) and (3.11), we could see that (3.8) is true by taking
C1κ =
√
2L1 + 2L2.
Remark 3.2.3. Now, Lemma 3.2.1 is valid for Ξ satisfies the equation and
initial condition in (3.6) but considered on domain [0, T ]× [0, L], with either
Dirichlet or Neumann boundary condition.
Now we are ready to state and prove our exponential tightness result.
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Lemma 3.2.4. Suppose that u(t, x) satisfies (3.1) with either Dirichlet or
Neumann boundary conditions. Suppose that u1(t, x) satisfies
∂tu

1(t, x) = 4u1(t, x) + 
√
u(t, x)W¨tx, (3.12)
u1(0, x) = 0,
with the same boundary condition as u(t, x) but with initial condition u1(0, x) ≡
0. For each 0 < κ < 14 , there are positive constants K
0
κ and K
1
κ depending
only on κ and an M0 satisfying M0 ≥ K0κ
√
M0 + ‖ζ‖∞ so that for any
M ≥M0, we have
P {‖u1‖κ ≥M} ≤ exp
{
−K
1
κ
2
M2
M + ‖ζ‖∞
}
.
Also, the the family of probability measures {P ,  > 0} induced by u(t, x)
on C+ζ ([0, T ]× [0, L]) is exponentially tight.
Proof. LetG be the Green’s function for the equation ∂tv(t, x) = 4v(t, x), (t, x) ∈
[0, T ] × [0, L] with the same boundary condition as SPDE (3.1). Then we
could represent any solution to (3.1) as
u(t, x) =
∫ L
0
Gt(x, y)ζ(y)dy +
∫ t
0
∫ L
0
Gt−s(x, y)
√
u(s, y)W (dyds)
:= u2(t, x) + u1(t, x),
where u1 satisfies (3.12) with the same boundary condition as (3.1). Define
stopping time
τN = inf
{
t : sup
x∈[0,L]
u(t, x) > N
}
,
and construct v(t, x) as
v(t, x) =
{
u1(t, x) if t ≤ τN ,∫ L
0 Gt−τN (x, y)u

1(τN , y)dy if t > τN .
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Then, we could see that v(t, x) satisfies
∂tv
(t, x) = 4v(t, x) + 
√
u(t, x)1(t≤τN )W¨tx, (3.13)
v(0, x) = 0.
Now since 
√
u(t, x)1(t≤τN ) ≤ 
√
N , we could apply Remark 3.2.3 and see
that for all M ≥ K0κ
√
N ,
P {‖v‖κ ≥M} ≤ exp
{
−K1κ
(
M

√
N
)2}
. (3.14)
Now consider u2(t, x) =
∫ L
0 Gt(x, y)ζ(y)dy, it is easy to see that ‖u2‖sup ≤
‖ζ‖∞. Then for any M such that M ≤ N − ‖ζ‖∞, since
‖u‖sup ≤ ‖u2‖sup + ‖u1‖sup ≤ ‖ζ‖∞ + ‖u1‖κ ,
we have,
{‖u1‖κ < M} ⊂
{
‖u‖sup < N
}
= {τN > T} .
Recall the construction of v and (3.14), and we can see that for any M
satisfying K0κ
√
N ≤M ≤ N − ‖ζ‖∞ ,
P {‖u1‖κ ≥M} = P {‖v‖κ ≥M} ≤ exp
{
−K1κ
(
M

√
N
)2}
.
There exists N0 such that for all N > N0, N − ‖ζ‖∞ > K0κ
√
N . Then
we can see that there is M0 satisfying M0 ≥ K0κ
√
M0 + ‖ζ‖∞, and for any
M > M0 , we have
P {‖u1‖κ ≥M} ≤ exp
{
−K
1
κ
2
M2
M + ‖ζ‖∞
}
. (3.15)
Therefore, let {Q,  > 0} be the family of probability measures on C+ζ ([0, T ]× [0, L])
induced by u1(t, x), from the above estimate we know that {Q,  > 0}
is exponentially tight. Also, as pointed out before, u(t, x) = u2(t, x) +
u1(t, x), where u2(t, x) is a deterministic function. Then for any set A ⊂
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C+ζ ([0, T ]× [0, L]), define the set
A+ u2 := {φ : φ = ψ + u2, ψ ∈ A} .
Then A + u2 is a compact set in C+ζ ([0, T ]× [0, L]) if A is. Also since
Q(A) = P (A+ u2), we could conclude that the family of probability mea-
sures {P ,  > 0} induced on C+ζ ([0, T ]× [0, L]) by u(t, x) is exponentially
tight.
Remark 3.2.5. We could see from this proof that we could generalize this ex-
ponential tightness result to the family of probability measures {P  :  > 0}
on C+ζ ([0, T ]× [0, L]) induced by v satisfies SPDE
∂tv
(t, x) = 4v(t, x) +  (v(t, x))p W¨tx
v(0, x) = ζ(x)
where this SPDE is considered with either Dirichlet or Neumann boundary
condition on domain [0, T ]× [0, L], for any 0 < p < 1. But for the case p = 1
we will need a new estimate.
3.2.2 Proof of LDP
Given the LDP proved in [20], now we are going to prove a LDP result for
the family of probability measures {P ,  > 0}, which are probability mea-
sures induced on C+ζ ([0, T ]× [0, L]) by (3.1) and identify the rate function.
Roughly speaking, we will get this LDP result through the following steps.
• Since we know that solution of (3.1) is continuous in both t and x
almost surely, we could restrict the LDP for probability measures on
Cµ([0, T ],M) to Ω0 which is properly defined below.
• Then we will establish a one-to-one map between this Ω0 and C+ζ ([0, T ]×
[0, L]). Induce the topology of Ω0 to C+ζ ([0, T ]× [0, L]). Then we will
have a LDP for probability measures on C+ζ ([0, T ] × [0, L]) but only
when the space is equipped with a weaker topology not the sup-norm
topology.
• Last we will use the exponential tightness result we proved in previous
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section to prove the LDP for probability measures on C+ζ ([0, T ]×[0, L])
when the space is equipped with sup-norm topology.
Lemma 3.2.6. Let Ω0 be a set defined as
Ω0 := {ν ∈ Cµ([0, T ],M) : ∃g(t, x) ∈ C+ζ ([0, T ]× [0, L])
s.t. ∀t ∈ [0, T ] νt(A) =
∫
A
g(t, x)dx,∀A ∈ B([0, L])}.
Define a map k : C+ζ ([0, T ]× [0, L])→ Ω0 by
k(g(·, x)) = ν· if ∀t ∈ [0, T ]
∫
A
g(t, x)dx = νt(A) ∀A ∈ B([0, L])
Then this map k is a bijection.
Proof. By the definition of Ω0, k is surjective.
To prove k is injective, we would like to show that
g1(·, x) 6= g2(·, x)⇒ ν1· 6= ν2·
where g1(t, x), g2(t, x) ∈ C+ζ ([0, T ]×[0, L]) and k(g1(·, x)) = ν1· , k(g2(·, x)) =
ν2· . Also, by definitions ν1· 6= ν2· if there is t ∈ [0, T ] such that for some
bounded continuous function h(x) on [0, L],
∫ L
0 h(x)dν
1
t (x) 6=
∫ L
0 h(x)dν
2
t (x).
Since both g1 and g2 are continuous with respect to x, if ∃(t0, x0) ∈
[0, T ] × (0, L) such that g1(t0, x0) 6= g2(t0, x0)(without loss of generality,
assume that g1(t0, x0) < g2(t0, x0)), then there exists an interval B = (x0 −
r, x0+r) such that ∀x ∈ B, g1(t0, x) < g2(t0, x). Taking f(x) = 1B(x), then
we have∫ L
0
f(x)(g2(t0, x)− g1(t0, x))dx =
∫
B
(g2(t0, x)− g1(t0, x))dx > 0.
Meanwhile by standard procedure we know that ∃{hn(x)}∞n=1 which are
bounded continuous functions on [0, L] such that limn→∞ hn(x) = f(x)
pointwisely. Then by Fatou’s lemma,∫ L
0
f(x)(g2(t0, x)− g1(t0, x))dx
≤ lim
n→∞
∫ L
0
hn(x)(g2(t0, x)− g1(t0, x))dx.
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Then we could conclude that ∃hn(x), a bounded continuous function on
[0, L],such that ∫ L
0
hn(x)(g2(t0, x)− g1(t0, x))dx > 0.
i.e. ν1t0 6= ν2t0 and hence ν1· 6= ν2· . When x0 is on the boundary, we could use
the same argument except to change the open interval B to some half open
half closed interval.
Let τ1 be the topology on C+ζ ([0, T ]×[0, L]) corresponding to convergence
defined as follows, For any {gn(t, x)}∞n=1 ∈ C+ζ ([0, T ] × [0, L]), gn → g as
n→∞ in τ1 if
sup
(t,x)∈[0,T ]×[0,L]
|gn(t, x)− g(t, x)| → 0 as n→∞.
Since there is a one-to-one map between Ω0 and C+ζ ([0, T ] × [0, L]),
we could equip C+ζ ([0, T ] × [0, L]) with the same topology of Ω0, which
is the compact open topology induced by Cµ([0, T ],M). We denote it by
τ2. This τ2 topology corresponds to convergence defined as below, For any
{gn(t, x)}∞n=1 ∈ C+ζ ([0, T ]×[0, L]), gn → g as n→∞ in τ2 if for any bounded
continuous function f(x) on [0, L],
sup
t∈[0,T ]
|
∫ L
0
f(x)gn(t, x)dx−
∫ L
0
f(x)g(t, x)dx| → 0 as n→∞.
Regarding the two different topologies on the same space C+ζ ([0, T ] ×
[0, L]), we have the following two little lemmas to show their relation.
Lemma 3.2.7. If C ⊂ C+ζ ([0, T ] × [0, L]) is closed in τ2, then it is closed
in τ1. If O ⊂ C+ζ ([0, T ]× [0, L]) is open in τ2, then it is open in τ1.
Proof. Let C be a closed set in τ2, which means that if g(t, x) ∈ C+ζ ([0, T ]×
[0, L]) is a τ2 limit point of C, then g ∈ C. Define C1 as the set of all τ1 limit
points of C and C2 as the set of all τ2 limit points of C. By hypothesis, we
have C2 ⊆ C. If we can show that C1 ⊆ C2, then C1 ⊆ C2 ⊆ C and thus C
is closed in τ1.
To show C1 ⊆ C2, suppose that g(t, x) ∈ C1, i.e. ∃{gn(t, x)}∞n=1 ∈ C
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such that
sup
(t,x)∈[0,T ]×[0,L]
|gn(t, x)− g(t, x)| → 0, as n→∞.
Then for any bounded continuous function f(x) on [0, L] we have
sup
t∈[0,T ]
|
∫ L
0
f(x)(gn(t, x)− g(t, x))dx|
≤
∫ t
0
|f(x)| sup
(t,x)∈[0,T ]×[0,L]
|gn(t, x)− g(t, x)|dx→ 0 as n→∞.
i.e. gn(t, x)→ g(t, x) in τ2, thus g(t, x) ∈ C2 and we have shown C1 ⊆ C2.
The other half of the lemma is obviously true.
Lemma 3.2.8. Suppose that K ⊆ C+ζ ([0, T ] × [0, L]) is compact under τ1.
If C ⊆ C+ζ ([0, T ] × [0, L]) is closed under τ1, then C ∩ K is closed in τ2.
Also, if O ⊆ C+ζ ([0, T ]× [0, L]) is open under τ1, then O∪Kc is open in τ2.
Proof. Take {gn}∞n=1 ∈ C ∩K, such that gn → g as n→∞ in τ2. Our aim
is to show that g ∈ C ∩ K. Since {gn}∞n=1 ∈ K and K is compact under
τ1, we know that there exists a convergent subsequence {gnj}, such that
gnj → g˜ as nj → ∞ in τ1. Then g˜ ∈ C ∩K since C ∩K is a closed set in
τ1. Meanwhile, since convergence in τ1 implies convergence in τ2, gnj → g˜
as nj → ∞ in τ2. By the uniqueness of the limit of a sequence we could
conclude that g = g˜ and thus g ∈ C ∩K. The second half of this lemma is
obviously ture given the first part is proved.
Lemma 3.2.9. Let Ω0 be the set defined as in Lemma 3.2.6. Equip Ω0 with
the subspace topology induced by Cµ([0, T ],M). Let {P ,  > 0} be the family
of probability measures on Cµ([0, T ],M) induced by X which is defined in
(3.2), then {P ,  > 0} satisfies LDP on Ω0 with a rate function S(ν),
S(ν) =
{
1
2
∫ T
0 ‖d(ν˙t−4
∗νt)
dνt
‖2L2(νt)dt if ν ∈ H
∞ otherwise (3.16)
where this S(ν) is the rate function with which {P ,  > 0} satisfies LDP
in Cµ([0, T ],M). That is,
• lim inf→0 2 lnP (O) ≥ − infν∈O S(ν), for all open set O ⊂ Ω0;
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• lim sup→0 2 lnP (C) ≤ − infν∈C S(ν), for all closed set C ⊂ Ω0.
Proof. Define the family of probability measures {Q :  > 0} on C+ζ ([0, T ]× [0, L])
by Q = P  ◦ k−1, where k is the one-to-one map defined in Lemma 3.2.6.
Then {Q :  > 0} is actually the family of probability measures induced
by u satisfying (3.1) on C+ζ ([0, T ]× [0, L]), which is exponentially tight
by Lemma 3.2.4, i.e. for any M > 0, there exists a compact set KM ⊂
C+ζ ([0, T ]× [0, L]), such that
lim sup
→0
2 lnQ(KcM ) ≤ −M.
For any A ∈ C+ζ ([0, T ]× [0, L]), let k (A) :=
{
ν ∈ Ω0 : k−1(ν) ∈ A
}
. Then
lim sup
→0
2 lnP  (k (KcM )) ≤ −M.
As KM is a compact set in C+ζ ([0, T ]× [0, L]), then k (KM ) would be a
compact set in Ω0, and since k is continuous, k (KcM ) is open in Ω0. Then
since {P  :  > 0} satisfies LDP in Cµ([0, T ],M) [20], we could see that
lim inf
→0
2 lnP  (k (KcM )) ≥ − inf
ν∈k(KcM)
S(ν).
Therefore we have shown that for any M > 0, there exists a compact set
KM ⊂ C+ζ ([0, T ]× [0, L]), such that
inf
ν∈k(KcM)
S(ν) ≥M.
As we have shown in Lemma 3.2.4, for any M , the set KM would be a
set of functions whose κ-Ho¨lder norm is bounded shifted by a deterministic
nonnegative continuous function. Therefore, we could see that k(KM ) ⊂ Ω0,
for any M . So we have shown that
inf
ν∈Ωc0
S(ν) =∞.
From this we could see that for any set Γ ⊂ Cµ([0, T ],M), infν∈Γ S(ν) =
infν∈(Γ∩Ω0) S(ν). Since for any open set O ⊂ Ω0, O = G∩Ω0 for some open
set G ∈ Cµ([0, T ],M), and for any closed set C ⊂ Ω0, C = F ∩ Ω0 for some
closed set F ∈ Cµ([0, T ],M), the LDP holds for {P  :  > 0} on Ω0 with rate
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function S(ν).
Remark 3.2.10. In Lemma 3.2.9, we proved that the family of probability
measures {P ,  > 0} on Ω0 induced by (3.2) satisfies LDP with a rate
function S(ν). In Lemma 3.2.6, we proved that there is a one-to-one map
k−1 : Ω0 → C+ζ ([0, T ] × [0, L]) and later we introduced topology τ2 on
C+ζ ([0, T ] × [0, L]). This τ2 topology makes k−1 continuous. By the con-
traction principle (see Theorem 4.2.1 in [1]) we could easily see that the
family of probability measures {Q := P  ◦ k,  > 0} on C+ζ ([0, T ] × [0, L])
satisfies LDP with a rate function I(g) := inf{S(ν) : ν ∈ Ω0, g = k−1(ν)} =
S(k(g)). And in fact, those Q are probability measures induced by (3.1) on
C+ζ ([0, T ]× [0, L]). Without confusion, we will use P  for them as well.
Before we state and prove our theorem about the LDP for {P ,  > 0}
induced on C+ζ ([0, T ] × [0, L]) by (3.1) when the space is considered with
topology τ1, there is a last lemma we would like to prove, so that we can
identify the rate function for certain functions in C+ζ ([0, T ]× [0, L]).
Lemma 3.2.11. As described in Remark 3.2.10, for any g ∈ C+ζ ([0, T ] ×
[0, L]), define a function I(g) = S(k(g)), where for any ν ∈ Ω0, S(ν) is
defined in Lemma 3.2.9 and k is the one-to-one map defined in Lemma
3.2.6.Then
I(g) =
{
1
2
∫ T
0
∫ L
0
(∂tg−4g)2
g 1{g>0}dxdt if g ∈W 1,22 , satisfies same B.C. as u
∞ otherwise
(3.17)
whereW 1,22 is the Sobolev space of functions on [0, T ]×[0, L] with one square-
integrable weak time derivative and two square-integrable weak space deriva-
tives.
Proof. To prove this lemma, we need to show that g ∈W 1,22 and it satisfies
the same boundary condition as u if and only if k(g) ∈ H, where H the
space on which S(ν) is finite ( We described this space in details in Section
3.1 ). We also need to show that when g ∈ W 1,22 , satisfying the same
boundary condition as u, for ν = k(g), it is true that
1
2
∫ T
0
‖d(ν˙t −4
∗νt)
dνt
‖2L2(νt)dt =
1
2
∫ T
0
∫ L
0
(∂tg −4g)2
g
1{g>0}dxdt. (3.18)
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First we will show that if g ∈ W 1,22 and it satisfies the same bound-
ary condition, then ν := k(g) ∈ H and (3.18) is true. To show that
ν := k(g) ∈ H, we need to show that the map t → νt defined on [0, T ]
is absolutely continuous, the generalized function ν˙t − 4∗νt is absolutely
continuous with respect to measure νt for almost all t ∈ [0, T ], and if we
denote the Radon-Nikodym derivative by ht, the map t → ht belongs to
L2(ν) := L2 ([0, T ]× [0, L], drνr(dy)).
To see that t → νt defined on [0, T ] is absolutely continuous, define an
absolutely continuous function f(t) =
∫ L
0 g(t, x)dx for all t ∈ [0, T ]. Then for
any test function ϕ ∈ Φ2+γ , (the space of 2+ γ Ho¨lder continuous functions
ϕ : [0, L]→ R that satisfy the same boundary condition as u ), ‖ϕ‖2+γ ≤ 1,
it is easy to see that
|〈νt, ϕ〉 − 〈νs, ϕ〉| =
∣∣∣∣∫ L
0
ϕ(x) (g(t, x)− g(s, x)) dx
∣∣∣∣ ≤ |f(t)− f(s)| .
For any test function ϕ ∈ Φ2+γ , since ϕ and g satisfy the same boundary
condition as u, using integration by parts formula, we see that
〈4∗νt, ϕ〉 = 〈νt,4ϕ〉 =
∫ L
0
(4ϕ(x)) g(t, x)dx =
∫ L
0
ϕ(x) (4g(t, x)) dx.
Therefore, for any test function ϕ ∈ Φ2+γ , it is true that
〈ν˙t −4∗νt, ϕ〉 = 〈∂tg(t, x)−4g(t, x), ϕ〉. (3.19)
Now we define h(t, x) as
h(t, x) =
{
∂tg(t,x)−4g(t,x)
g(t,x) if g(t, x) > 0
0 if g(t, x) = 0
(3.20)
Since g(t, x) ∈ W 1,22 , ∂tg(t, x) = 0 a.e. on the level set {(t, x) : g(t, x) = 0}
and so is 4g(t, x) (see [22]). Then from (3.19), we see that h(t, x) satisfies
that for any test function ϕ ∈ Φ2+γ ,
〈ν˙t −4∗νt, ϕ〉 = 〈νt, h(t, x)ϕ〉. (3.21)
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And at the same time∫ T
0
∫ L
0
h2(t, x)νt(dx)dt =
∫ T
0
∫ L
0
(∂tg −4g)2
g
1{g(t,x)>0}dxdt <∞.
(3.22)
i.e. we have shown that ν˙t − 4∗νt is absolutely continuous with respect
to measure νt for almost all t ∈ [0, T ], the Radon-Nikodym derivative ht
belongs to L2(ν) := L2 ([0, T ]× [0, L], drνr(dy)), and (3.18) is true.
Next we will show that if ν := k(g) ∈ H then g ∈ W 1,22 and it satisfies
the same boundary condition as u. From the definition of domain H, we
know that if ν := k(g) ∈ H, then there exists a function h(t, x) such that,
for any test function ϕ ∈ Φ2+γ[0,L]
〈g˙(t, x)−4g(t, x), ϕ(t, x)〉 = 〈g(t, x), h(t, x)ϕ(t, x)〉,
where g˙(t, x) and 4g(t, x) are the distributional derivatives. This means
that g solves equation
∂tg(t, x)−4g(t, x) = h(t, x)g(t, x)
in distribution sense. Define function η such that it is smooth, compactly
supported inside (0, T )×(0, L) and satisfies ∫ T0 ∫ L0 η(t, x)dxdt = 1. Then for
any  > 0, define η(t, x) = 12 η(t/, x/) and g(t, x) =
∫ T
0
∫ L
0 η(t − s, x −
y)g(s, y)dyds, we see that g(t, x) is smooth and it satisfies the equation
∂tg(t, x)−4g(t, x) = (h(t, x)g(t, x))
in the classical sense. Then using the a-priori estimate, we see that there
exist constant M and M
′
such that
‖g‖2W 1,22 ≤ M
∫ T
0
∫ L
0
(∂tg(t, x)−4g(t, x))2 dxdt
≤ M ′
∫ T
0
∫ L
0
h2(t, x)g(t, x)dxdt.
Since h(t, x) belongs to L2(ν) := L2 ([0, T ]× [0, L], drνr(dy)), the sequence
of smooth functions {g(t, x)} is bounded in W 1,22 . Therefore there exists a
subsequence converging to g and hence g is inW 1,22 . To see that g satisfies the
same boundary condition as u, use the fact that g ∈ W 1,22 , the definition
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of domain H and the integration by parts formula, we see that for any
ϕ ∈ Φ2+γ , for a.e.t ∈ [0, T ]∫ L
0
(ϕ∂tg − ϕ4g) dx− gϕ′ |Lx=0 + (∂xg)ϕ|Lx=0 =
∫ L
0
ghϕdx
where ∂tg, 4g and ∂xg are weak derivatives of g. Hence g must satisfies the
same boundary condition as ϕ which satisfies the same boundary condition
as u to ensure the above equation holds for all test functions.
Lemma 3.2.12. Let {P ,  > 0} be the family of probability measures
induced on C+ζ ([0, T ]× [0, L]) by SPDE (3.1). It satisfies the large deviation
principle with the good rate function I defined in the previous lemma.
Proof. First, consider the upper bound. Suppose that C ⊆ C+ζ ([0, T ]×[0, L])
is a τ1 closed set. Then for any τ1 compact set K, C ∩K is a τ2 closed set.
Then we have,
lim sup
→0
2 lnP (C) = lim sup
→0
2 ln(P (C ∩K) + P (C ∩Kc))
= max[lim sup
→0
2 lnP (C ∩K), lim sup
→0
2 lnP (C ∩Kc)]
≤ max[− inf
φ∈C∩K
I(φ), lim sup
→0
2 lnP (Kc)]
≤ max[− inf
φ∈C
I(φ), lim sup
→0
2 lnP (Kc)]
Since {P ,  > 0} is exponentially tight when C+ζ ([0, T ]× [0, L]) is equipped
with τ1, we could take K to be a compact set such that
lim sup
→0
2 lnP (Kc) < −M
for some M > infφ∈C I(φ). And therefore we have that
lim sup
→0
2 lnP (C) ≤ − inf
φ∈C
I(φ)
Next consider the lower bound. Suppose that O ⊆ C+ζ ([0, T ]× [0, L]) is a τ1
open set. Same as the first part, we have O ∪Kc is open in τ2 for any τ1
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compact set K. Then
lim inf
→0
2 lnP (O ∪Kc) ≤ lim inf
→0
2 ln(P (O) + P (Kc))
= max[lim inf
→0
2 lnP (O), lim inf
→0
2 lnP (Kc)]
Again, because of the exponential tightness of {P ,  > 0} under τ1, we
take K to be the set such that
lim inf
→0
2 lnP (Kc) ≤ lim sup
→0
2 lnP (Kc) < −M ′
for some M ′ > infφ∈O I(φ). By the lower bound in LDP for {P ,  > 0}
under τ2, we have
lim inf
→0
2 lnP (O ∪Kc) ≥ − inf
φ∈O∪Kc
I(φ) ≥ − inf
φ∈O
I(φ)
Thus,
lim inf
→0
2 lnP (O) ≥ − inf
φ∈O
I(φ)
Finally, the goodness of the rate function can be concluded from the lower
bound result and exponential tightness (see Lemma1.2.18 in [1]).
66
Chapter 4
Large Deviations for a
Stochastic Reaction-Diffusion
Equation
In this section, we consider the following one dimensional stochastic reaction-
diffusion equation
∂tu
(t, x) = ∂xxu(t, x) + f(u(t, x)) + 
√
u(t, x)W¨tx (4.1)
u(0, x) = ζ(x), x ∈ [0, L]
where the equation is considered on the domain (t, x) ∈ [0, T ]× [0, L], W is
a time-space white noise on a probability space (Ω,F ,Ft,P), ζ(x) ≥ 0 is
a continuous deterministic function on [0, L] and f is a function satisfying
certain conditions which will be specified later. This equation can be con-
sidered with periodic or Dirichlet or Neumann boundary conditions. As we
discussed before, the boundary condition will have an effect on the definition
of the solution.
It has been proved that if the initial condition ζ is continuous, and the
function f satisfies the conditions listed below, then there exists a stochastic
solution u(t, x) living in the space C+ζ ([0, T ] × [0, L]), where C+ζ ([0, T ] ×
[0, L]) is the space of non-negative continuous functions on [0, T ] × [0, L]
such that for any φ(t, x) ∈ C+ζ ([0, T ] × [0, L]), φ(0, x) = ζ(x). Again, as
 → 0, we would expect the solution of (4.1) would tend to the solution
of the corresponding deterministic reaction-diffusion equation. So, as in
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previous chapter, our aim is to find a rate function I(φ) and establish the
LDP on the space C+ζ ([0, T ]× [0, L]) equipped with the sup-norm topology.
A similar problem is studied in [31]. In that paper, the author studied
the stochastic partial differential equation
∂tu
 = L u + a(x, u) + σ(x, u)W¨tx
where L is a time- and space- invariant second-order elliptic operator, a
and σ are nice regular functions. But in his paper, he required the non-
degeneracy of the noise term, i.e σ ≥ m > 0 and that helped to simplify the
proof of the LDP result.
This section will be divided into three parts. In the first part we will
prove an exponential tightness result which will be used in many places later.
Then in second and third part, we will prove the upper and lower bound in
the LDP respectively.
In the proof of the upper bound, we will first use a Girsanov change
of measure to transform (4.1) to a super-Brownian motion under the new
probability measure. Then we will use the LDP for super-Brownian motion
to derive an upper bound of the probability of any open ball in the space
C+ζ ([0, T ]× [0, L]). Finally we will use this upper bound for the probability
of open balls to prove the upper bound for general compact sets in the space
C+ζ ([0, T ]× [0, L]) and the exponential tightness result will be sufficient for
us to derive the upper bound for the probability of any general closed set
in the space C+ζ ([0, T ] × [0, L]). In the proof of the lower bound, we will
first use another Girsanov change of measure to prove an lower bound for
the probability of open balls around strictly positive functions in the space
C+ζ ([0, T ] × [0, L]). Then we prove a sort of continuity result for the rate
function and use this to derive the lower bound for the probability of general
open set in the space C+ζ ([0, T ]× [0, L]).
In the proof of the upper bound, our result depends on the LDP for
super-Brownian motion, which we derived from results in [20]. There, they
only proved the LDP result for super-Brownian motion with either Dirichlet
or Neumann boundary conditions. Also, the technique we are going to
use has some problems for Dirichlet boundary conditions. So although we
believe that the upper bound should be true for all three different boundary
conditions, we only managed to provide all details for Neumann boundary
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condition. In the case of lower bound, we managed to prove it independent
of the result in [20]. But the method we are going to use won’t cover the
case for Dirichlet boundary condition either. Since in the first step we
will prove an lower bound for the probability of open balls around strictly
positive functions in C+ζ ([0, T ]× [0, L]), which contradicts with the Dirichlet
boundary condition. So the lower bound estimate will be proved only for
Neumann and periodic boundary conditions.
Although we can get an upper bound for the probabilities of open balls
around strictly positive functions in C+ζ ([0, T ]× [0, L]), we still need to turn
to the upper bound in the LDP for super Brownian motion. The reason is
that we can’t use open balls around strictly positive functions in C+ζ ([0, T ]×
[0, L]) to cover general compact sets (which contains non-negative functions)
and prove the sort of continuity result for the rate function (as we will do
in the lower bound) at the same time.
Now we state here the conditions that function f needs to satisfy.
H1 There exists a constant F such that |f(u)| ≤ F , for any u ∈ [0,∞) and
f(0) = 0,
H2 There exists a twice continuously differential function fˆ(u) such that
f(u) = ufˆ(u),
H3 There exists a constant σ1 such that |ufˆ2(u)− vfˆ2(v)| ≤ σ1|u− v|, for
any u, v ∈ [0,∞),
H4 fˆ is bounded by a constant Fˆ and its first order derivative is bounded
by a constant σ2, its second order derivative is bounded by a constant
Fˆ
′′
.
H5 f is Lipschitz with constant σ3, i.e. |f(u) − f(v)| ≤ σ3|u − v| for any
u, v ∈ [0,∞).
Note that the third and fifth condition above can be proved true given
the others.
The result we will prove in this chapter is:
Theorem. Suppose that u(t, x) satisfies (4.1) with Neumann boundary con-
ditions, and the function f satisfies conditions H1 − H5. Define the rate
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function I(φ) for φ ∈ C+ζ ([0, T ]× [0, L]) as
I(φ) =
{
1
2
∫ T
0
∫ L
0
(∂tφ−4φ−f(φ))2
φ 1{φ>0}dxdt if φ ∈W 1,22 , satisfies the same B.C. as u
∞ otherwise
(4.2)
whereW 1,22 is the Sobolev space of functions on [0, T ]×[0, L] with one square-
integrable time derivative and two square-integrable space derivatives. Let
P  be the probability measure on C+ζ ([0, T ]× [0, L]) induced by u and equip
the space C+ζ ([0, T ] × [0, L]) with sup-norm topology. Then the family of
probability measures {P  :  > 0} satisfies large deviation principles with the
good rate function I. i.e.
A1 The level sets of I, which is
Φ(s) :=
{
φ ∈ C+ζ ([0, T ]× [0, L]) : I(φ) ≤ s
}
is compact in C+ζ ([0, T ]× [0, L]) for each s ≥ 0.
A2 For any closed set C ⊂ C+ζ ([0, T ]× [0, L]),
lim sup
→0
2 lnP (C) ≤ − inf
φ∈C
I(φ).
A3 For any open set O ⊂ C+ζ ([0, T ]× [0, L]),
lim inf
→0
2 lnP (O) ≥ − inf
φ∈O
I(φ).
4.1 An Exponential Tightness Result
We will use the same method as we used in proving the exponential tightness
for Super Brownian motion.
Lemma 4.1.1. Suppose that u satisfies (4.1) with one of the three differ-
ent boundary conditions: periodic, Dirichlet, or Nuemann. Suppose that v
satisfies
∂tv
(t, x) = ∂xxv(t, x) + f(v(t, x)) + 
√
v(t, x)W¨tx (4.3)
v(0, x) = 0, x ∈ [0, L]
with the same boundary condition as u. Also suppose that the function f
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satisfies H1. For each 0 < κ < 14 , there are positive constants K
0
κ, K
1
κ
depending only on κ, positive constant C1 depending only on κ and F , a
constant M0 satisfying M0 − C1 ≥ K0κ
√
M0 − C1 + ‖ζ‖∞, such that for
any M ≥M0
P{‖v‖κ ≥M} ≤ exp{−K
1
κ
2
(M − C1)2
M − C1 + ‖ζ‖∞
}, (4.4)
Also, the family of probability measures {P ,  > 0} induced by (4.1) on
C+ζ ([0, T ]× [0, L]) is exponentially tight.
Proof. Let G be the Green’s function for one dimensional heat equation
considered on domain [0, T ] × [0, L] with the same boundary condition as
(4.1) is considered with. Then we could represent any solution of (4.1) as
u(t, x) =
∫ L
0
Gt(x, y)ζ(y)dy +
∫ t
0
∫ L
0
Gt−s(x, y)f(u(s, y))dyds
+
∫ t
0
∫ L
0
Gt−s(x, y)
√
u(s, y)W (dyds)
:= u2(t, x) + u3(t, x) + u

1(t, x).
It is easy to see that
|u3(t, x)− u3(s, y)|
≤
∫ t
0
∫ L
0
|(Gt−r(x, z)−Gs−r(y, z))f(u(r, z))|dzdr
≤ {
∫ t
0
∫ L
0
(Gt−r(x, z)−Gs−r(y, z))2dzdr}1/2{
∫ t
0
∫ L
0
f2(u(r, z))dzdr}1/2
≤ C1κF (TL)1/2(r((t, x), (s, y)))κ,
where C1κ is the constant appeared in Lemma 3.2.2. Therefore, there is a
positive constant C1 depending only on κ and F , such that ‖u3‖κ ≤ C1.
It is easy to see that u1 satisfies the equation
∂tu

1(t, x) = 4u1(t, x) + 
√
u(t, x)W¨tx (4.5)
u1(0, x) = 0, x ∈ [0, L]
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Then we could use the same argument as we used in Lemma 3.2.4 to see
that there existsM0 satisfyingM0−C1 ≥ K0κ
√
M0 − C1 + ‖ζ‖∞, such that
for any M ≥M0,
P{‖v‖κ ≥M} ≤ P{‖u1‖κ ≥M − C1} ≤ exp{−
K1κ
2
(M − C1)2
M − C1 + ‖ζ‖∞
}.
Then again use the same argument as we used in the proof of Lemma 3.2.4,
we could conclude that the family of probability measures {P ,  > 0}
induced by (4.1) on C+ζ ([0, T ]× [0, L]) is exponentially tight.
4.2 Lower Bound
In this section, we will prove the lower bound estimate in the LDP for the
family of probability measures {P  :  > 0} on the space C+ζ ([0, T ]× [0, L])
induced by u satisfying (4.1) with Neumann boundary conditions.
Lemma 4.2.1. Suppose that u(t, x) is a continuous function defined on
[0, T ] × [0, L] and ϕ(t, x) ≥ l > 0 is a strictly positive smooth function
defined on the same domain such that
I (ϕ) =
1
2
∫ T
0
∫ L
0
(∂tϕ−4ϕ− f(ϕ))2
ϕ
1{ϕ>0}dxdt = s,
for some 0 ≤ s < ∞. If ‖u− ϕ‖sup < δ, for some δ < l/2, and f satisfies
condition H5, then we have∣∣∣∣∣
∫ T
0
∫ L
0
(∂tϕ−4ϕ− f(u))2
u
dxdt− 2I (ϕ)
∣∣∣∣∣ ≤ C1(ϕ)δ + Cδ2, (4.6)
where C1(ϕ) = 4sl +
4σ3(2s‖ϕ‖L1)
1/2
l and C =
2TLσ23
l .
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Proof.∣∣∣∣∣
∫ T
0
∫ L
0
(∂tϕ−4ϕ− f(u))2
u
dxdt− 2I (ϕ)
∣∣∣∣∣
≤
∫ T
0
∫ L
0
∣∣∣∣∣(∂tϕ−4ϕ− f(ϕ) + f(ϕ)− f(u))2u − (∂tϕ−4ϕ− f(ϕ))2ϕ
∣∣∣∣∣ dxdt
≤
∫ T
0
∫ L
0
∣∣∣∣∣(∂tϕ−4ϕ− f(ϕ))2ϕ ϕ− uu
∣∣∣∣∣ dxdt+
∫ T
0
∫ L
0
∣∣∣∣∣(f(ϕ)− f(u))2u
∣∣∣∣∣ dxdt
+
∫ T
0
∫ L
0
∣∣∣∣2 (∂tϕ−4ϕ− f(ϕ)) (f(ϕ)− f(u))u
∣∣∣∣ dxdt
≤ 4s
l
δ +
2TLσ23
l
δ2 +
4σ3 (2s ‖ϕ‖L1)1/2
l
δ
= C1(ϕ)δ + Cδ2.
In the last line above, we used Ho¨lder inequality for the last term. We also
used the fact that f is Lipschitz and u(t, x) > l/2 for any (t, x) ∈ [0, T ]×[0, L]
(since ϕ(t, x) ≥ l > 0 and ‖u− ϕ‖sup < δ < l/2).
Lemma 4.2.2. Suppose that ϕ(t, x) ∈ C+ζ ([0, T ]× [0, L]) is a strictly posi-
tive (ϕ(t, x) ≥ l > 0, for all (t, x) ∈ [0, T ] × [0, L]) smooth function satisfy-
ing Neumann boundary condition. Let u be any solution to (4.1) where the
function f satisfies condition H1 and H5. Then for any l/2 > δ > 0, we
have
lim inf
→0
2 lnP ({‖u − ϕ‖sup < δ}) ≥ −I(ϕ)− 12C1(ϕ)δ −
1
2
Cδ2,
where C1(ϕ) and C are defined as in previous lemma.
Proof. We shall use a Girsanov change of measure. Since we assume that ϕ
is a smooth function on [0, T ]× [0, L] and ϕ(0, x) = ζ(x), we could see that
Z(t, x) := u(t, x)− ϕ(t, x) satisfies the stochastic PDE
∂tZ
(t, x) = 4Z(t, x)− {∂tϕ(t, x)−4ϕ(t, x)− f(u(t, x))} (4.7)
+
√
u(t, x)W¨tx,
Z(0, x) = 0.
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Let
N (t, x) =
∂tϕ(t, x)−4ϕ(t, x)− f(u(t, x))

√
u(t, x)
1{u(t,x)> 12 l}.
Define a new measure Q on (Ω,F ) by
dQ
dP
= exp
{∫ T
0
∫ L
0
N (t, x)W (dxdt)− 1
2
∫ T
0
∫ L
0
(N (t, x))2 dxdt
}
:= ET .
We could see that the process Et is a non-negative local martingale and
hence a supermartingale. Therefore to check that it is a true martingale we
only need to check that EP [Et] ≥ 1. We could define a stopping time
τN := inf
{
t :
∫ t
0
∫ L
0
(N (t, x))2 dxdt ≥ N
}
.
Then for each N , the stopped process Et∧τN is a true martingale. Further-
more we could see that
EP [Et] ≥ EP
[Et∧τN1{τN≥t}] = EP [Et∧τN ]− EP [Et∧τN1{τN<t}] .
Since limN→∞EP
[Et∧τN1{τN<t}] = limN→∞Q (τN < t) = 0, we could see
that EP [Et] ≥ 1 and hence Et is a true martingale. Therefore, Q is a properly
defined Girsanov change of measure.
Then define a new noise process W˜ based on [0, T ]× [0, L] as
W˜ (B) =W (B)−
∫ T
0
∫ L
0
1(B)N
(t, x)dxdt, (4.8)
for any B ∈ B ([0, T ]× [0, L]). We could use Girsanov theorem to see that
W˜ is a Q-Brownian sheet. Let
A = {‖u − ϕ‖sup < δ} .
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For δ < l/2, we have
P (A) (4.9)
= EQ
{
1{A} exp
[
−
∫ T
0
∫ L
0
N (t, x)W (dxdt) +
1
2
∫ T
0
∫ L
0
(N (t, x))2 dxdt
]}
= EQ
{
1{A} exp
[
−IT −
1
2
〈I〉T
]}
,
where
IT =
1

∫ T
0
∫ L
0
∂tϕ(t, x)−4ϕ(t, x)− f(u(t, x))√
u(t, x)
1{u(t,x)>l/2}W˜ (dxdt).
Using Lemma 4.2.1, we could see that on set A,
−1
2
〈I〉T = − 122
∫ T
0
∫ L
0
(∂tϕ−4ϕ− f(u))2
u
dxdt (4.10)
≥ − 1
2
[
I(ϕ) +
1
2
C1(ϕ)δ +
1
2
Cδ2
]
.
Using Jensen’s inequality, we have that
EQ
{
1{A} exp [−IT ]
} ≥ Q (A) exp{EQ [1{A} (−IT )]
Q (A)
}
.
And using Cauchy-Schwarz inequality, we have that
exp
{
EQ
[
1{A} (−IT )
]
Q (A)
}
≥ exp
−
EQ
[
1{A} (IT )
2
]
Q (A)
1/2
 (4.11)
≥ exp
−
EQ
[
(IT )
2
]
Q (A)
1/2
 .
Since W˜ is a Q-Brownian sheet, we have
EQ
[
(IT )
2
]
=
1
2
∫ T
0
∫ L
0
EQ
[
(∂tϕ−4ϕ− f(u))2
u
1{u>l/2}
]
dxdt.
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Since f is bounded, ϕ is smooth, there exists C2(ϕ) <∞, such that EQ
[
(IT )
2
]
≤
1
2
C2(ϕ). Collecting all the above inequalities, we see that
P (A) ≥ exp
[
− 1
2
(
I(ϕ) +
1
2
C1(ϕ)δ +
1
2
Cδ2
)]
Q(A) exp
[
−1

(
C2(ϕ)
Q(A)
)1/2]
.
(4.12)
If we can prove that
lim
→0
Q (A) = 1, (4.13)
then the result is true, i.e. we have
lim inf
→0
2 lnP ({‖u − ϕ‖sup < δ}) ≥ −I(ϕ)− 12C1(ϕ)δ −
1
2
Cδ2.
The rest of this proof will be used to prove (4.13). Again by Girsanov
theorem, we could see that under Q, Z satisfies the following stochastic
partial differential equation with Neumann boundary condition,
∂tZ
(t, x) = 4Z(t, x) + 
√
u(t, x) ¨˜W tx (4.14)
+ [∂tϕ(t, x)−4ϕ(t, x)− f(u(t, x))]
(
1{u(t,x)>l/2} − 1
)
,
Z(0, x) = 0.
Suppose that Zˆ satisfies the following SPDE with Neumann boundary con-
dition
∂tZˆ
(t, x) = 4Zˆ(t, x) + 
√
u(t, x) ¨˜W t,x, (4.15)
Zˆ(0, x) = 0.
Define a stopping time τ := inf
{
t ≥ 0 : infx∈[0,L] u(t, x) < l/2
}
. Then let
Y (t, x) be defined as
Y (t, x) =
{
Z(t, x) if t ≤ τ ,∫ L
0 Gt−τ (x, y)Z
(τ, y)dy + 
∫ t
t−τ
∫ L
0 Gt−s(x, y)
√
u(s, x) ¨̂W (dxdt) if t > τ,
where G is the Green’s function for one dimensional Laplacian, and Ŵ is
a Q-Brownian sheet independent of W˜ . By the uniqueness in law of the
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solution to (4.15), we could say that Y  and Zˆ have the same law. Recall
that
A = {‖u − ϕ‖sup < δ} = {‖Z‖sup < δ} .
Since ϕ(t, x) ≥ l for all (t, x) ∈ [0, T ] × [0, L] and δ < l/2, it is easy to see
that if τ ≤ T , then for some x ∈ [0, L], |ϕ(τ, x)− u(τ, x)| ≥ l/2. i.e. we
have that on the set A, τ > T. Therefore, we have that
Q (A) = Q
(
‖Z‖sup < δ, τ > T
)
= Q
(
‖Y ‖sup < δ
)
= Q
(∥∥∥Zˆ∥∥∥
sup
< δ
)
.
(4.16)
Let Z¯(t, x) satisfies the following equation with Neumann boundary
condition
∂tZ¯
(t, x) = 4Z¯(t, x) + 
(√
u(t, x) ∧ 1√

)
¨˜
W tx,
Z¯(0, x) = 0.
Then by the conclusion of Remark 3.2.3 and Lemma 3.2.1, we could see that
for any δ, there exists K0κ > 0, K
1
κ > 0, 
∗ such that for all  ≤ ∗, δ ≥ K0κ
√
,
and such that Q
(∥∥Z¯∥∥
sup
≥ δ
)
≤ exp
(
−K1κ
(
δ2

))
. i.e. we have
lim
→0
Q
(∥∥Z¯∥∥
sup
≥ δ
)
= 0.
Meanwhile we could see that
Q
(∥∥∥Zˆ∥∥∥
sup
≥ δ
)
= Q
(∥∥∥Zˆ∥∥∥
sup
≥ δ, ∥∥Z¯∥∥
sup
≥ δ, ‖u‖sup ≥
1

)
+Q
(∥∥∥Zˆ∥∥∥
sup
≥ δ, ∥∥Z¯∥∥
sup
≥ δ, ‖u‖sup <
1

)
+Q
(∥∥∥Zˆ∥∥∥
sup
≥ δ, ∥∥Z¯∥∥
sup
< δ, ‖u‖sup ≥
1

)
+Q
(∥∥∥Zˆ∥∥∥
sup
≥ δ, ∥∥Z¯∥∥
sup
< δ, ‖u‖sup <
1

)
≤ 2Q
(∥∥Z¯∥∥
sup
≥ δ
)
+Q
(
‖u‖sup ≥
1

)
.
In order to estimate Q
(
‖u‖sup ≥ 1
)
, we see that under Q, u satisfies the
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following equation with Neumann boundary condition,
∂tu
(t, x) = 4u(t, x) + 
√
u(t, x) ¨˜W tx
+f(u(t, x)) + [∂tϕ(t, x)−4ϕ(t, x)− f(u(t, x))]1{u(t,x)>l/2},
u(0, x) = ζ(x).
Suppose u1 satisfies the same SPDE but with initial condition u

1(0, x) ≡ 0,
then u(t, x) = u1(t, x) +
∫ L
0 Gt(x, y)ζ(y)dy. Since the drift term in the
SPDE above is bounded for any fixed smooth function ϕ, and the initial
condition ζ(x) is a continuous function on [0, L], there would be an estimate
on the Ho¨lder norm of u1 similar to (4.4). Then, for  small enough, since
Q
(
‖u‖sup ≥
1

)
≤ Q
(
‖u1‖sup ≥
1

− ‖ζ‖∞
)
≤ Q
(
‖u1‖κ ≥
1

− ‖ζ‖∞
)
,
we could conclude that
lim
→0
Q
(
‖u‖sup ≥
1

)
= 0.
Therefore, we know that
lim
→0
Q
(∥∥∥Zˆ∥∥∥
sup
< δ
)
= 1,
and recall (4.16), we have proved that
lim
→0
Q (A) = 1.
Now we would like to prove the lower bound for general open set by
using the lower bound for open balls, which we just proved. Let O be an
open set in C+ζ ([0, T ]× [0, L]) when the space is equipped with the sup-norm
topology. Lower bound in LDP, i.e.
lim inf
→0
2 lnP (O) ≥ − inf
ϕ∈O
I(ϕ)
will be true if we can prove for any ϕ ∈ O, such that I(ϕ) = s < ∞, it is
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true that
lim inf
→0
2 lnP (O) ≥ −I(ϕ). (4.17)
Since O is open, for any ϕ ∈ O, there exists δ1 > 0 such that for all
0 < δ < δ1, open balls B(ϕ, δ) ⊂ O. Then
lim inf
→0
2 lnP (O) ≥ lim inf
→0
2 lnP (‖u(t, x)− ϕ(t, x)‖sup < δ) .
If we could apply Lemma 4.2.2 here, we should see that
lim inf
→0
2 lnP (O) ≥ −I(ϕ)− 1
2
C1(ϕ)δ − 12Cδ
2,
for all 0 < δ < δ1. Then we would let δ go to 0 and get 4.17. But the problem
is that we only proved Lemma 4.2.2 for ϕ strictly positive and smooth. So
the above argument doesn’t hold for ϕ ∈ O which is not strictly positive or
not smooth. Roughly speaking, in order to use Lemma 4.2.2 to prove (4.17)
for those ϕ which are not strictly positive or not smooth, we need to lift
and smooth ϕ to get an ”improved” function ϕδ, and make sure I(ϕδ) stays
close to I(ϕ). The following lemma will show that this can be achieved.
Lemma 4.2.3. Suppose O is an open set in the space C+ζ ([0, T ]× [0, L]).
Let ϕ ∈ O satisfying I(ϕ) = s < ∞. Then the following three statements
are true.
1. There exists δ1 < 1 such that for all 0 < δ < δ1, open balls B(ϕ, δ) ⊂
O,
2. For each of those δ, there exists a strictly positive and smooth function
ϕδ and δ
′
1 =
2
3δ − 13δ2, such that for any 0 < δ
′
< δ
′
1, B(ϕδ, δ
′
) ⊂
B(ϕ, δ),
3. For those ϕδ, we have
lim
δ→0
I(ϕδ) = I(ϕ).
Proof. The first statement is obviously true by the definition of open sets.
To prove the second statement, we construct the function ϕδ as follows.
Since I(ϕ) = s <∞, by the definition of I(ϕ), we know that ϕ ∈ W 1,22 and
ϕ ≥ 0. So for any 0 < δ < δ1, we define ϕ˜δ = ϕ + δ/3. Then ϕ˜δ ∈ W 1,22
and ϕ˜δ > 0. Next, since smooth functions are dense in W
1,2
2 , there exists ϕδ
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such that ‖ϕ˜δ − ϕδ‖W 1,22 ≤ δ
2/3. Also, since ϕδ ≥ δ/3− δ2/3 and 0 < δ < 1,
this ϕδ is strictly positive as well. Finally, let δ
′
1 =
2
3δ − 13δ2, then for any
0 < δ
′
< δ
′
1, if φ ∈ B(ϕδ, δ
′
), then
|φ− ϕ| ≤ |φ− ϕδ|+ |ϕδ − ϕ˜δ|+ |ϕ˜δ − ϕ| ≤ δ.
So, we have B(ϕδ, δ
′
) ⊂ B(ϕ, δ).
We will use the same idea to prove the last statement. We will use the
fact that |I(ϕ)− I(ϕδ)| ≤ |I(ϕ)− I(ϕ˜δ)|+ |I(ϕ˜δ)− I(ϕδ)| and show that
lim
δ→0
|I(ϕ)− I(ϕ˜δ)| = 0,
lim
δ→0
|I(ϕ˜δ)− I(ϕδ)| = 0.
i.e. neither lifting (getting ϕ˜δ from ϕ) nor smoothing (getting ϕδ from ϕ˜δ)
will change the value of I too much.
We can see that
2 |I(ϕ˜δ)− I(ϕ)|
≤
∫ T
0
∫ L
0
∣∣∣∣∣(∂tϕ˜δ −4ϕ˜δ − f(ϕ˜δ))
2 1{ϕ˜δ>0}
ϕ˜δ
− (∂tϕ−4ϕ− f(ϕ))
2 1{ϕ>0}
ϕ
∣∣∣∣∣ dxdt
≤
∫ T
0
∫ L
0
∣∣∣∣∣(∂tϕ−4ϕ− f(ϕ+ δ/3))2ϕ+ δ/3 − (∂tϕ−4ϕ− f(ϕ))
2 1{ϕ>0}
ϕ+ δ/3
∣∣∣∣∣ dxdt
+
∫ T
0
∫ L
0
∣∣∣∣∣(∂tϕ−4ϕ− f(ϕ))
2 1{ϕ>0}
ϕ+ δ/3
− (∂tϕ−4ϕ− f(ϕ))
2 1{ϕ>0}
ϕ
∣∣∣∣∣ dxdt
:= E1 + E2.
Since ϕ ≥ 0, we have,
E2 =
∫ T
0
∫ L
0
∣∣∣∣∣(∂tϕ−4ϕ− f(ϕ))2ϕ δ31{ϕ>0}ϕ+ δ/3
∣∣∣∣∣ dxdt ≤ 2I(ϕ) = 2s.
Then by monotone convergence theorem we could see that limδ→0E2 = 0.
Meanwhile, since f is differentiable on [0,∞) and its derivative is bounded
by F
′
, we can see that there exists ξ(t, x) ∈ (ϕ(t, x), ϕ(t, x) + δ/3), such that
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f (ϕ(t, x) + δ/3) = f (ϕ(t, x)) + f
′
(ξ(t, x)) δ3 . Then we have
E1 =
∫ T
0
∫ L
0
∣∣∣∣∣∣∣
(
∂tϕ−4ϕ− f(ϕ)− f ′(ξ)δ/3
)2 − (∂tϕ−4ϕ− f(ϕ))2 1{ϕ>0}
ϕ+ δ/3
∣∣∣∣∣∣∣ dxdt
≤
∫ T
0
∫ L
0
∣∣∣∣∣(∂tϕ−4ϕ− f (ϕ))
2 (1− 1{ϕ>0})
ϕ+ δ/3
∣∣∣∣∣ dxdt
+
∫ T
0
∫ L
0
∣∣∣∣∣−2f
′
(ξ)(δ/3)(∂tϕ−4ϕ− f(ϕ)) + (f ′(ξ)δ/3)2
ϕ+ δ/3
∣∣∣∣∣ dxdt
Since ϕ ∈ W 1,22 , on the level set {(t, x) : ϕ(t, x) = 0}, we have ∂tϕ(t, x) =
4ϕ(t, x) = 0. Further since f(0) = 0, we know that
∫ T
0
∫ L
0
∣∣∣∣∣(∂tϕ−4ϕ− f (ϕ))
2 (1− 1{ϕ>0})
ϕ+ δ/3
∣∣∣∣∣ dxdt = 0.
Therefore
E1 ≤
∫ T
0
∫ L
0
∣∣∣∣∣−2f
′
(ξ)(δ/3)(∂tϕ−4ϕ− f(ϕ)) + (f ′(ξ)δ/3)2
ϕ+ δ/3
∣∣∣∣∣ dxdt
≤ 2F ′ δ
3
∫ T
0
∫ L
0
∣∣∣∣∂tϕ−4ϕ− f(ϕ)ϕ+ δ/3
∣∣∣∣ dxdt+ ∫ T
0
∫ L
0
(F
′
)2δ2/9
ϕ+ δ/3
dxdt
≤ 2
3
F
′√
TLδ
√∫ T
0
∫ L
0
(∂tϕ−4ϕ− f(ϕ))2
(ϕ+ δ/3)2
dxdt+
1
3
TL
(
F
′)2
δ
≤ 2
3
F
′√
TLδ
√∫ T
0
∫ L
0
(∂tϕ−4ϕ− f(ϕ))2
ϕ(δ/3)
dxdt+
1
3
TL
(
F
′)2
δ
≤
(
8
3
TLs
)1/2
F
′
δ1/2 +
1
3
TL
(
F
′)2
δ.
So we have limδ→0E1 = 0 and hence
lim
δ→0
|I(ϕ)− I(ϕ˜δ)| = 0.
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Next, similarly, we see that
2 |I(ϕ˜δ)− I(ϕδ)|
≤
∫ T
0
∫ L
0
∣∣∣∣∣(∂tϕ˜δ −4ϕ˜δ − f(ϕ˜δ))
2 1{ϕ˜δ>0}
ϕ˜δ
− (∂tϕδ −4ϕδ − f(ϕδ))
2 1{ϕδ>0}
ϕδ
∣∣∣∣∣ dxdt
≤
∫ T
0
∫ L
0
∣∣∣∣∣(∂tϕ˜δ −4ϕ˜δ − f(ϕ˜δ))2ϕ˜δ − (∂tϕ˜δ −4ϕ˜δ − f(ϕ˜δ))
2
ϕδ
∣∣∣∣∣ dxdt
+
∫ T
0
∫ L
0
∣∣∣∣∣(∂tϕ˜δ −4ϕ˜δ − f(ϕ˜δ))2ϕδ − (∂tϕδ −4ϕδ − f(ϕδ))
2
ϕδ
∣∣∣∣∣ dxdt
:= E3 + E4.
Since sup(t,x)∈[0,T ]×[0,L] |ϕ(t, x)− ϕ˜δ(t, x)| ≤ C(T,L) ‖ϕ− ϕ˜δ‖W 1,22 ≤ C(T,L)δ
2/3,
where C(T,L) is a constant depends only on T and L, and ϕδ ≥ δ/3− δ2/3,
we have
E3 ≤
∫ T
0
∫ L
0
(∂tϕ˜δ −4ϕ˜δ − f(ϕ˜δ))2
ϕ˜δ
∣∣∣∣ϕδ − ϕ˜δϕδ
∣∣∣∣ dxdt
≤ C(T,L)δ
2/3
δ/3− δ2/3 2I(ϕ˜δ).
Therefore, limδ→0E3 ≤ limδ→0 C(T,L)δ
2/3
δ/3−δ2/3 2I(ϕ˜δ) = 0. i.e. limδ→0E3 = 0.
Meanwhile, LetM = ∂t (ϕδ − ϕ˜δ)−4 (ϕδ − ϕ˜δ)−(f(ϕδ)− f(ϕ˜δ))we can
see that
E4 =
∫ T
0
∫ L
0
∣∣∣∣∣(∂tϕ˜δ −4ϕ˜δ − f(ϕ˜δ))2 − (∂tϕ˜δ −4ϕ˜δ − f(ϕ˜δ) +M)2ϕδ
∣∣∣∣∣ dxdt
≤ 2
∫ T
0
∫ L
0
∣∣∣∣(∂tϕ˜δ −4ϕ˜δ − f(ϕ˜δ))Mϕδ
∣∣∣∣ dxdt+ ∫ T
0
∫ L
0
M2
ϕδ
dxdt
:= E5 + E6.
From the fact that ‖ϕδ − ϕ˜δ‖W 1,22 ≤ δ
2/3 and f is Lipschitz(with constant
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σ3), we have that∫ T
0
∫ L
0
M2dxdt
≤ 3
∫ T
0
∫ L
0
[∂t (ϕδ − ϕ˜δ)]2 + [4 (ϕδ − ϕ˜δ)]2 dxdt+ [f(ϕδ)− f(ϕ˜δ)]2 dxdt
≤ 3
[
‖ϕδ − ϕ˜δ‖2W 1,22 + σ
2
3 ‖ϕδ − ϕ˜δ‖2W 1,22
]
≤ 3(i+ σ23)δ4/9 = Cδ4.
Therefore, limδ→0E6 ≤ limδ→0 Cδ4δ/3−δ2/3 = 0. Use Cauchy-Schwarz again
and the fact that ϕδ ≥ δ/3− δ2/3, we can see that
E5 ≤ 2
δ/3− δ2/3
√∫ T
0
∫ L
0
(∂tϕ˜δ −4ϕ˜δ − f(ϕ˜δ))2 dxdt
√∫ T
0
∫ L
0
M2dxdt
≤ 2Cδ
2
δ/3− δ2/3
√∫ T
0
∫ L
0
(∂tϕ−4ϕ− f(ϕ˜δ))2 dxdt.
Since f is bounded and ϕ ∈ W 1,22 ,
√∫ T
0
∫ L
0 (∂tϕ−4ϕ− f(ϕ˜δ))2 dxdt is
finite. Hence limδ→0E5 = 0. i.e. we have proved that
lim
δ→0
|I(ϕ˜δ)− I(ϕδ)| = 0.
Finally, we have shown that
lim
δ→0
I(ϕδ) = I(ϕ).
Now we can finally prove the lower bound in the LDP.
Proposition 4.2.4. Let O be an open set in the space C+ζ ([0, T ]× [0, L])
when it is equipped with the sup-norm topology. Then we have
lim inf
→0
2 lnP  (O) ≥ − inf
ϕ∈O
I(ϕ). (4.18)
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Proof. (4.18) is equivalent to
lim inf
→0
2 lnP  (O) ≥ −I(ϕ), (4.19)
for any ϕ ∈ O. In fact, we only need to prove (4.19) for any ϕ ∈ O such that
I(ϕ) = s < ∞. Since for those ϕ such that I(ϕ) = ∞, (4.19) is obviously
true.
From the second statement of lemma 4.2.3, we could see that for any such
ϕ, there exists smooth and strictly positive functions ϕδ, positive numbers
δ1 and δ
′
1, such that
lim inf
→0
2 lnP  (O) ≥ lim inf
→0
2 lnP
(
‖u− ϕ‖sup < δ
)
≥ lim inf
→0
2 lnP
(
‖u− ϕδ‖sup < δ
′)
,
for 0 < δ < δ1 and 0 < δ
′
< δ
′
1.
By lemma 4.2.2, we have that
lim inf
→0
2 lnP
(
‖u− ϕδ‖sup < δ
′) ≥ −I(ϕδ)− 12C1(ϕδ)δ′ − 12C(δ′)2.
Letting δ
′
go to 0, we can get
lim inf
→0
2 lnP
(
‖u− ϕ‖sup < δ
)
≥ −I(ϕδ).
Finally, let δ go to 0 and by the last statement of lemma 4.2.3, we have
lim inf
→0
2 lnP  (O) ≥ −I(ϕ).
And hence the lower bound in the LDP is true.
Proposition 4.2.5. Suppose that for any φ ∈ C+ζ ([0, T ]× [0, L]), the rate
function I(φ) is defined as in (4.2). Then for each s ≥ 0, the level set of the
rate function
Φ(s) =
{
φ ∈ C+ζ ([0, T ]× [0, L]) : I(φ) ≤ s
}
is compact in C+ζ ([0, T ]× [0, L]).
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Proof. From the lower bound of the LDP and the exponential tightness
result, the conclusion is true. See [1].
4.3 Upper Bound
We will start our proof on the upper bound in LDP by a lemma on the upper
bound estimate of probability of open balls in the space C+ζ ([0, T ]× [0, L]).
Lemma 4.3.1. Suppose that u(t, x) satisfies (4.1) with Neumann boundary
condition, where the function f in (4.1) satisfies condition H1 − H4. Let
the rate function I be defined as in (4.2). Also suppose that ‖ϕ‖sup ≤ N for
some constant N and ϕ(t, x) ∈ C+ζ ([0, T ]×[0, L])∩W 1,22 satisfying Neumann
boundary condition. Then for any 1 > δ > 0, there exists 0 < ς < δ such
that
lim sup
→0
2 lnP
(
‖u − ϕ‖sup < ς
)
≤ −I(ϕ)+δ+ςH(ϕ)+C1ς+C2ς2. (4.20)
where C1 = FˆL + 12σ1TL and C2 = σ
2
2TL are constants, and H(ϕ) =
H1(ϕ) +H2(ϕ) + I1(ϕ), with
H1(ϕ) =
∫ T
0
∫ L
0
∣∣∣∂tfˆ(ϕ) + ∂xxfˆ(ϕ)∣∣∣ dxdt,
H2(ϕ) = σ22
∫ T
0
∫ L
0
ϕ(t, x)dxdt,
I1(ϕ) =
1
2
∫ T
0
∫ L
0
(∂tϕ−4ϕ)21{ϕ>0}
ϕ
dxdt.
Proof. We shall use a Girsanov change of measure. Define a new measure
Q on (Ω,F ) by
dQ
dP
:= ET (4.21)
= exp
{∫ T
0
∫ L
0
−1

√
ufˆ(u)W (dxdt)− 1
2
∫ T
0
∫ L
0
1
2
ufˆ2(u)dxdt
}
.
The process Et is a non-negative local martingale and hence a supermartin-
gale. Therefore to check that it is a true martingale we only need to check
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that EP [Et] ≥ 1. We could define a stopping time
τN := inf
{
t :
∫ t
0
∫ L
0
1
2
ufˆ2(u)dxdt ≥ N
}
.
Then for each N , the stopped process Et∧τN is a true martingale. Further-
more we could see that
EP [Et] ≥ EP
[Et∧τN1{τN≥t}] = EP [Et∧τN ]− EP [Et∧τN1{τN<t}] .
Since limN→∞EP
[Et∧τN1{τN<t}] = limN→∞Q (τN < t) = 0, we could see
that EP [Et] ≥ 1 and hence Et is a true martingale. Therefore, Q is a properly
defined Girsanov change of measure.
Then define a new noise process W˜ based on [0, T ]× [0, L] such that
W˜ (B) =W (B) +
∫ T
0
∫ L
0
1{B}
1

√
ufˆ(u)dxdt, (4.22)
for any B ∈ B([0, T ] × [0, L]). Then we could check by Girsanov theorem
that W˜ is a Q-Brownian sheet and under Q, u satisfies the following SPDE
with Neumann boundary condition
∂tu
(t, x) = 4u(t, x) + 
√
u(t, x) ¨˜W tx, (4.23)
u(0, x) = ζ(x).
For any positive number δ, define set A := {‖u − ϕ‖sup < δ} . Then we have
P (A) (4.24)
= EQ{1{A} exp[
1

∫ T
0
∫ L
0
√
ufˆ(u)W˜ (dxdt)− 1
22
∫ T
0
∫ L
0
ufˆ2(u)dxdt]}
= EQ{1{A} exp[
1
2
∫ T
0
∫ L
0
fˆ(ϕ)
√
uW˜ (dxdt)− 1
22
∫ T
0
∫ L
0
ufˆ2(u)dxdt+M T ]},
where
M T =
1
2
∫ T
0
∫ L
0
(fˆ(u)− fˆ(ϕ))√uW˜ (dxdt).
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By condition H3 that f satisfies, we can see that on the set A,
−
∫ T
0
∫ L
0
ufˆ2(u)dxdt ≤ −
∫ T
0
∫ L
0
ϕfˆ2(ϕ)dxdt+ σ1TLδ. (4.25)
Meanwhile, since ϕ ∈W 1,22 ∩C+ζ ([0, T ]×[0, L]), there is a sequence of smooth
functions {ϕn(t, x)} in C+ζ ([0, T ]× [0, L]), such that
lim
n→∞ ‖ϕn(t, x)− ϕ(t, x)‖W 1,22 = 0.
Then for any of those smooth function ϕn, since fˆ is twice differentiable,
and under probability measure Q, u satisfies SPDE (4.23), we could see
that ∫ T
0
∫ L
0
fˆ(ϕn(t, x))
√
u(t, x)W˜ (dxdt) (4.26)
=
∫ L
0
[
fˆ(ϕn(T, x))u(T, x)− fˆ(ϕn(0, x))u(0, x)
]
dx
−
∫ T
0
∫ L
0
u(t, x)
[
∂tfˆ(ϕn(t, x)) + ∂xxfˆ(ϕn(t, x))
]
dxdt.
It is not difficult to see that∫ T
0
∫ L
0
(
fˆ (ϕn(t, x))− fˆ (ϕ(t, x))
)2
2u(t, x)dxdt (4.27)
≤
∫ T
0
∫ L
0
σ22 (ϕn(t, x)− ϕ(t, x))2 2u(t, x)dxdt.
Since EQ
[∫ T
0
∫ L
0 (u
(t, x))2 dxdt
]
<∞ and ‖ϕ‖sup ≤ N by Cauchy-Schwarz
we could see that Q a.s.
lim
n→∞
∫ T
0
∫ L
0
fˆ(ϕn(t, x))
√
u(t, x)W˜ (dxdt) =
∫ T
0
∫ L
0
fˆ(ϕ(t, x))
√
u(t, x)W˜ (dxdt).
Similarly we could let n → ∞ on the other side of equation(4.26) and see
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that for ϕ, it is true that∫ T
0
∫ L
0
fˆ(ϕ(t, x))
√
u(t, x)W˜ (dxdt)
=
∫ L
0
[
fˆ(ϕ(T, x))u(T, x)− fˆ(ϕ(0, x))u(0, x)
]
dx
−
∫ T
0
∫ L
0
u(t, x)
[
∂tfˆ(ϕ(t, x)) + ∂xxfˆ(ϕ(t, x))
]
dxdt.
Also, since we assumed that ϕ satisfies Neumann boundary condition, from
integration by parts formula we have that∫ T
0
∫ L
0
ϕ
[
∂tfˆ(ϕ) + ∂xxfˆ(ϕ)
]
dxdt
=
∫ L
0
[
ϕ(T, x)fˆ(ϕ(T, x))− ϕ(0, x)fˆ(ϕ(0, x))
]
dx
−
∫ T
0
∫ L
0
fˆ(ϕ) [∂tϕ− ∂xxϕ] dxdt.
Then, combine the above two equalities and we could see that∫ T
0
∫ L
0
fˆ(ϕ(t, x))
√
u(t, x)W˜ (dxdt) (4.28)
=
∫ T
0
∫ L
0
fˆ(ϕ(t, x))
√
u(t, x)W˜ (dxdt) +
∫ T
0
∫ L
0
ϕ
[
∂tfˆ(ϕ) + ∂xxfˆ(ϕ)
]
dxdt
−
∫ T
0
∫ L
0
ϕ
[
∂tfˆ(ϕ) + ∂xxfˆ(ϕ)
]
dxdt
=
∫ L
0
fˆ(ϕ(T, x)) [u(T, x)− ϕ(T, x)] dx+
∫ T
0
∫ L
0
(ϕ− u)(∂tfˆ(ϕ) + ∂xxfˆ(ϕ))dxdt
+
∫ T
0
∫ L
0
fˆ(ϕ)(∂tϕ−4ϕ)dxdt.
Then we could conclude that on the set A,∫ T
0
∫ L
0
fˆ(ϕ)
√
uW˜ (dxdt) ≤
∫ T
0
∫ L
0
fˆ(ϕ)(∂tϕ−4ϕ)dxdt+ δFˆL+ δH1(ϕ),
(4.29)
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where
H1(ϕ) =
∫ T
0
∫ L
0
∣∣∣∂tfˆ(ϕ) + ∂xxfˆ(ϕ)∣∣∣ dxdt.
Put (4.29) and (4.25) in (4.24), we could see that
P (A) ≤ EQ {1{A} exp (M T )} (4.30)
exp
{
− 1
2
∫ T
0
∫ L
0
(
−fˆ(ϕ)(∂tϕ−4ϕ) + 12ϕfˆ
2(ϕ)
)
dxdt
}
exp
{
δ
2
(C1 +H1(ϕ))
}
,
where C1 = FˆL+ 12σ1TL.
For any positive numbers p and q such that 1p +
1
q = 1, using Ho¨lder’s
inequality twice and the fact that exp
{
2qM t − 2q2〈M 〉t
}
is a supermartin-
gale, we could see that
EQ
{
1{A} exp (M T )
}
(4.31)
≤ {EQ [1{A}]}1/p {EQ [1{A} exp (qM T )]}1/q
= {Q (A)}1/p {EQ [1{A} exp (qM T − q2〈M 〉T ) exp (q2〈M 〉T )]}1/q
≤ {Q (A)}1/p
{{
EQ
[
exp
(
2qM T − 2q2〈M 〉T
)]}1/2 {
EQ
[
1{A} exp
(
2q2〈M 〉T
)]}1/2}1/q
≤ {Q (A)}1/p {EQ [1{A} exp (2q2〈M 〉T )]}1/2q .
From the Lipschitz condition on fˆ we could see that on set A,
〈M 〉T = 1
2
∫ T
0
∫ L
0
(
fˆ(u)− fˆ(ϕ)
)2
udxdt
=
1
2
∫ T
0
∫ L
0
(
fˆ(u)− fˆ(ϕ)
)2
ϕ+
(
fˆ(u)− fˆ(ϕ)
)2
(u − ϕ) dxdt
≤ 1
2
(
σ22‖ϕ‖L1δ2 + σ22TLδ3
)
.
Using this estimate in (4.31) and taking p = 11−δ > 1, q =
1
δ > 1, we will get
EQ
{
1{A} exp (M T )
} ≤ {Q (A)}1−δ exp{ 1
2
(
H2(ϕ)δ + C2δ2
)}
, (4.32)
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where H2(ϕ) = σ22‖ϕ‖L1 and C2 = σ22TL.
From (4.32) and (4.30), we could conclude that for any 0 < δ < 1, we
have
lim sup
→0
2 lnP (A) (4.33)
≤ lim sup
→0
2 lnQ (A)− δ lim sup
→0
2 lnQ (A)
−1
2
{∫ T
0
∫ L
0
ϕfˆ2(ϕ)− 2fˆ(ϕ)(∂tϕ−4ϕ)dxdt
}
+δ {C1 +H1(ϕ) +H2(ϕ)}+ δ2C2.
Since A is an open set in the sup-norm topology and under Q, u satisfies
(4.23), we could use the lower bound in the LDP for Super-Brownian motion
we proved before to see that
−δ lim sup
→0
2 lnQ (A) ≤ δ inf
φ∈A
I1(φ) ≤ δI1(ϕ), (4.34)
where
I1(ϕ) =
1
2
∫ T
0
∫ L
0
(∂tϕ−4ϕ)21{ϕ>0}
ϕ
dxdt.
Also, as we proved in the previous chapter that I1 is a good rate function for
Super-Brownian motion, it is easy to see that for any given W 1,22 function
ϕ, for any 0 < δ < 1, there exists ς > 0, such that
lim sup
→0
2 lnQ
(
‖u − ϕ‖sup ≤ ς
)
≤ −I1(ϕ) + δ. (4.35)
Since ϕ ∈ W 1,22 , then on the level set {(t, x) : ϕ(t, x) = 0}, ∂tϕ(t, x) =
4ϕ(t, x) = 0. So∫ T
0
∫ L
0
ϕfˆ2(ϕ)−2fˆ(ϕ)(∂tϕ−4ϕ)dxdt =
∫ T
0
∫ L
0
(
ϕfˆ2(ϕ)− 2fˆ(ϕ)(∂tϕ−4ϕ)
)
1{ϕ>0}dxdt.
Therefore, we could see that
I1(ϕ)− 12
{∫ T
0
∫ L
0
ϕfˆ2(ϕ)− 2fˆ(ϕ)(∂tϕ−4ϕ)dxdt
}
= I(ϕ).
Hence, by putting (4.34) and (4.35) into (4.33), we could see that for
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any given W 1,22 function ϕ fixed, for any 0 < δ < 1, there exists ς > 0, such
that
lim sup
→0
2 lnP
(
‖u − ϕ‖sup < ς
)
≤ −I(ϕ)+δ+ςH(ϕ)+C1ς+C2ς2. (4.36)
where H(ϕ) = H1(ϕ)+H2(ϕ)+I1(ϕ). It is obvious that we could take ς < δ
and (4.36) would still be true.
Remark 4.3.2. It is not difficult to see that if the LDP result in [20] could be
checked when the Super-Brownian motion is considered with periodic bound-
ary conditions, this lemma would be true for u satisfies (4.1) with periodic
boundary conditions. For the case when u satisfies (4.1) with Dirichlet
boundary condition, the problem with this method is in (4.28), there will be
boundary terms involving ∂xϕ− ∂xu, which should not obviously be of the
scale δ, and hence there is problems in deriving the corresponding version
of (4.29). These are the reasons why we only managed to prove the upper
bound in the LDP for u satisfies (4.1) with Neumann boundary conditions.
Lemma 4.3.3. Suppose that u(t, x) satisfies (4.1) with Neumann boundary
condition, where the function f in (4.1) satisfies condition H4. Let the rate
function I1 be the rate function for super Brownian motion. Also suppose
that ϕ(t, x) ∈ C+ζ ([0, T ]× [0, L]), ‖ϕ‖sup ≤ N , and either ϕ(t, x) /∈W 1,22 , or
ϕ(t, x) does not satisfy Neumann boundary condition. Then for any δ > 0,
for any p > 0, q > 0 such that 1p +
1
q = 1
lim sup
→0
2 lnP
(
‖u − ϕ‖sup < δ
)
≤ −
(
1
p
+
1
2q
)
inf
φ∈B(ϕ,δ)
I1(φ) +
(
q − 1
2
)
(N + δ) Fˆ 2TL.
Proof. Same as in the previous lemma, we define the new measure Q on
(Ω,F ) by
dQ
dP
:= exp
{
MT − 12〈M〉T
}
(4.37)
= exp
{∫ T
0
∫ L
0
−1

√
ufˆ(u)W (dxdt)− 1
2
∫ T
0
∫ L
0
1
2
ufˆ2(u)dxdt
}
.
Also, define set A :=
{
‖u(t, x)− ϕ(t, x)‖sup < δ
}
. It is easy to see that for
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u ∈ A, ‖ϕ‖sup ≤ N and fˆ satisfies condition H4
〈M〉T = 1
2
∫ T
0
∫ L
0
ufˆ2(u)dxdt ≤ 1
2
(N + δ)Fˆ 2TL.
Then use the same method as we used in deriving (4.31), we have for any
positive number p and q such that 1p +
1
q = 1
P (A) (4.38)
= EQ
[
1{A} exp
(
MT − 12〈M〉T
)]
≤ {Q (A)}1/p
{
EQ
[
1{A} exp
(
qMT − q2〈M〉T
)]}1/q
= {Q (A)}1/p
{
EQ
[
1{A} exp
(
qMT − q2〈M〉T
)
exp
(
q2〈M〉T − q2〈M〉T
)]}1/q
≤ {Q (A)}1/p
{(
EQ
[
exp
(
2qMT − 2q2〈M〉T
)])1/2 (
EQ
[
1{A} exp
(
2q2〈M〉T − q〈M〉T
)])1/2}1/q
≤ {Q (A)}1/p {EQ [1{A} exp (2q2〈M〉T − q〈M〉T )]}1/2q
≤ {Q (A)}1/p+1/2q exp
(
1
2
(q − 1
2
)(N + δ)Fˆ 2TL
)
Therefore, since under Q u satisfies equation (4.23) with Neumann bound-
ary conditions, we could use the upper bound in large deviation for super
Brownian motion to see that
lim sup
→0
2 lnP
(
‖u − ϕ‖sup < δ
)
(4.39)
≤
(
1
p
+
1
2q
)
lim sup
→0
2 lnQ
(
‖u − ϕ‖sup < δ
)
+
(
q − 1
2
)
(N + δ) Fˆ 2TL
≤ −
(
1
p
+
1
2q
)
inf
φ∈B(ϕ,δ)
I1(φ) +
(
q − 1
2
)
(N + δ) Fˆ 2TL
as required.
The next step would be to prove an upper bound for a general compact
set C in C+ζ ([0, T ]×[0, L]). Then since we have already proved an exponential
tightness result, these would imply the upper bound in LDP is true for any
general closed set.
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Lemma 4.3.4. Suppose that P  is the probability measure on C+ζ ([0, T ]× [0, L])
induced by u satisfying (4.1). Suppose that the function f in (4.1) sat-
isfies condition H1 − H4. For any function φ ∈ C+ζ ([0, T ]× [0, L]), let
the rate function I(φ) be defined as in (4.2). Then for any compact set
C ⊂ C+ζ ([0, T ]× [0, L]), it is true that
lim sup
→0
2 lnP (C) ≤ − inf
φ∈C
I(φ).
Proof. For any compact set C ⊂ C+ζ ([0, T ]× [0, L]), it can be written as
C =
(
C ∩
{
φ : ‖φ‖sup ≤ N
})
∪
(
C ∩
{
φ : ‖φ‖sup > N
})
:= C1N ∪ C2N .
(4.40)
Obviously it is true that P 
(
C2N
) ≤ P  ({φ : ‖φ‖sup > N}). Then from
the exponential tightness result, we know that for any K ∈ R, there exists
N , such that
lim sup
→0
2 lnP 
(
C2N
)
< −K.
If we could prove that
lim sup
→0
2 lnP 
(
C1N
) ≤ − inf
φ∈C1N
I(φ). (4.41)
Then we could take K > infφ∈C1N I(φ), and see that
lim sup
→0
2 lnP  (C) = max
(
lim sup
→0
2 lnP 
(
C1N
)
, lim sup
→0
2 lnP 
(
C2N
))
≤ max
(
− inf
φ∈C1N
I(φ),−K
)
= − inf
φ∈C1N
I(φ) ≤ − inf
φ∈C
I(φ).
i.e. the result of this lemma is true. So the rest of this proof will be showing
that (4.41) is true.
For any given δ > 0 , if ϕ ∈ C1N ∩W 1,22 satisfying Neumann boundary
condition, by Lemma 4.3.1, there exists ς < δ, such that
lim sup
→0
2 lnP (B (ϕ, ς)) ≤ −I(ϕ) + δ + ςH(ϕ) + C1ς + C2ς2. (4.42)
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Letting δ → 0, we could see that
lim
δ→0
lim sup
→0
2 lnP (B (ϕ, ς)) ≤ −I(ϕ). (4.43)
On the other hand, if ϕ ∈ C1N ∩
(
W 1,22
)c
, or ϕ ∈W 1,22 but it does not satisfy
Neumann boundary condition, by Lemma 4.3.3, for any p > 0, q > 0 such
that 1p +
1
q = 1
lim sup
→0
2 lnP (B (ϕ, δ)) ≤ −
(
1
p
+
1
2q
)
inf
φ∈B(ϕ,δ)
I1(φ)+
(
q − 1
2
)
(N + δ) Fˆ 2TL.
(4.44)
Again letting δ → 0, as infφ∈B(ϕ,δ) I1(φ) increases as δ → 0, and I1(ϕ) =∞,
we see that
lim
δ→0
lim sup
→0
2 lnP (B (ϕ, ς)) = −∞. (4.45)
Now for any δ, we could cover C1N by open balls of suitable radius (i.e for
non W 1,22 function, of radius δ, for W
1,2
2 function, of radius ς < δ decided
by δ and the function itself) around all functions in it. Since it is a compact
set, there exists a finite cover of it, i.e.
C1N ⊂ ∪φi∈C1NB(φi, ςi) ⊂ ∪i∈{1,2,...,m}B(φi, ςi),
Then we have
lim sup
→0
2 lnP 
(
C1N
) ≤ max
i∈{1,2,...,m}
(
lim sup
→0
2 lnP  (B(φi, ςi))
)
(4.46)
Now let δ → 0, by (4.43) and (4.45), we could see that
lim sup
→0
2 lnP 
(
C1N
) ≤ sup
φi∈C1N
(
lim
δ→0
lim sup
→0
2 lnP  (B(φi, ςi))
)
≤ − inf
φ∈C1N
I(φ)
(4.47)
i.e. (4.41) is true and hence the conclusion of this lemma.
Proposition 4.3.5. Suppose that P  is the probability measure on C+ζ ([0, T ]× [0, L])
induced by u satisfying (4.1). The function f in (4.1) satisfies condition
H1−H4. For any function φ ∈ C+ζ ([0, T ]× [0, L]), the rate function I(φ)is
defined as in (4.2). Then for any closed set C ⊂ C+ζ ([0, T ]× [0, L]), it is
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true that
lim sup
→0
2 lnP (C) ≤ − inf
φ∈C
I(φ).
Proof. From the result in Lemma 4.1.1 and Lemma 4.3.4, we know that the
conclusion of this proposition is true, see Lemma 1.2.18 in [1].
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Chapter 5
Applications of LDP for
Stochastic Reaction-Diffusion
Equation
In the previous two chapters, we studied the large deviation principle for
the probability measures on C+ζ ([0, T ]× [0, L]) induced by Super-Brownian
motion
∂tu
(t, x) = ∂xxu(t, x) + 
√
u(t, x)W¨tx, (5.1)
u(0, x) = ζ(x),
and a stochastic reaction-diffusion equation
∂tu
(t, x) = ∂xxu(t, x) + f(u(t, x)) + 
√
u(t, x)W¨tx, (5.2)
u(0, x) = ζ(x).
Here both equations are considered for {(t, x) ∈ [0, T ]× [0, L]} and W is a
time-space Brownian sheet defined on a probability space (Ω,F , P ). Also
both equations can be considered with one of the following three boundary
conditions: periodic, Dirichlet, or Neumann.The initial condition ζ satis-
fies ζ(x) ≥ 0, for all x ∈ [0, L] and is a continuous deterministic func-
tion on [0, L] which satisfies the boundary condition that the equation is
considered with. In both of the two cases, the space-time white noise W
can kill off the solution so that the events {u(T, x) = 0,∀x ∈ [0, L]} and
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{u(T, x) ≤ δ,∀x ∈ [0, L]} for some small δ > 0 would be interesting to cal-
culate the probability of. In this chapter, we will try to apply the large
deviation principle we proved in the two previous chapters to explore these
probabilities in the limit of small noise. In the first half, we give some for-
mal arguments that lead to a conjecture of the probabilities of the above
events. Some parts of these arguments can be made rigorous. In the case
when f ≡ 0, we can use other methods to verify our conjecture and indeed
obtain stronger results. In the second half, we will try to explore a method
to calculate P {(u(t, x) ∈ A) | (u(T, x) = 0,∀x ∈ [0, L])} for certain set of
continuous functions A. We will use a Girsanov change of measure to trans-
form this conditional probability to a unconditional one. Under the new
measure, u(t, x) would satisfy a different SPDE.
5.1 Calculation of P {u(T, x) = 0,∀x ∈ [0, L]}
Suppose that u(t, x) satisfies (5.2) with one of the three possible boundary
conditions. We will explore possible methods to calculate P {u(T, x) = 0,∀x ∈ [0, L]}.
Then the case when u(t, x) satisfies (5.1) can be seen as a special situation
(setting f(u) ≡ 0). As previously mentioned, we will try to use the large
deviation principle. Although we only rigorously proved the LDP for (5.2)
with Neumann boundary condition and ζ(x) > 0, we do believe the LDP
would be true for (5.2) with all three different boundary conditions and also
when ζ(x) ≥ 0. Therefore our investigation will be for (5.2) with any of the
three different boundary conditions and ζ(x) ≥ 0. Since we consider u in
C+ζ ([0, T ]× [0, L]) with the sup-norm topology, {u(T, x) = 0,∀x ∈ [0, L]}
is a closed set whose interior is empty. Therefore we only have the upper
bound of P {u(T, x) = 0, , ∀x ∈ [0, L]} in the LDP, i.e.
lim sup
→0
2 lnP {u(T, x) = 0,∀x ∈ [0, L]} ≤ − inf
φ∈A
I(φ)
where A =
{
φ ∈ C+ζ ([0, T ]× [0, L]) : φ(T, x) = 0,∀x ∈ [0, L]
}
and the rate
function is
I(φ) =
{
1
2
∫ T
0
∫ L
0
(∂tφ−4φ−f(φ))21{φ>0}
φ dxdt if φ ∈W 1,22 , satisfies the boundary condition as u,
∞ otherwise.
(5.3)
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But this upper bound helps to link the problem of estimating P {u(T, x) = 0,∀x ∈ [0, L]}
as → 0 and a problem of calculus of variation. So we will first try to explore
the calculus of variation problem and then try to see whether our guess for
the minimizer of the rate function over a suitable set really gives us useful
information about P {u(T, x) = 0,∀x ∈ [0, L]}.
5.1.1 Euler-Lagrange equation and a candidate for minimizer
It is easy to see that the minimization problem is
inf
φ∈A
I(φ) =
1
2
inf
φ∈D
F (φ) (5.4)
where
F (φ) :=
∫ T
0
∫ L
0
h (φ(t, x), φt(t, x), φxx(t, x)) dxdt (5.5)
:=
∫ T
0
∫ L
0
(φt − φxx − f(φ))2 1{φ>0}
φ
dxdt.
When (5.2) is considered with periodic boundary condition,
D = DP =
{
φ ∈W 1,22 ([0, T ]× [0, L]) : φ ≥ 0, φ(0, x) = ζ(x), φ(T, x) ≡ 0,
∂xφ(t, 0) = ∂xφ(t, L), φ(t, 0) = φ(t, L), F (φ) <∞
}
,
when it is considered with Dirichlet boundary conditions,
D = DD =
{
φ ∈W 1,22 ([0, T ]× [0, L]) : φ ≥ 0, φ(0, x) = ζ(x), φ(T, x) ≡ 0,
φ(t, 0) = φ(t, L) = 0, F (φ) <∞
}
,
and when it is considered with Neumann boundary conditions,
D = DN =
{
φ ∈W 1,22 ([0, T ]× [0, L]) : φ ≥ 0, φ(0, x) = ζ(x), φ(T, x) ≡ 0,
∂xφ(t, 0) = ∂xφ(t, L) = 0, F (φ) <∞
}
.
We will follow the standard method (like in [17]) to derive the Euler-
Lagrange equation for this minimization problem and give our guess for the
minimizer.
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By definition, φ ∈ D is a minimizer of F (φ) over D if and only if
F (φ+ v) ≥ F (φ) whenever all φ+ v ∈ D .
In any of our cases, since D is not a linear space, we define the following
admissible space, in the case of Dirichlet boundary condition,
D0,φ = DD0,φ =
{
v ∈W 1,22 ([0, T ]× [0, L]) : φ+ v ≥ 0, v(0, x) = 0, v(T, x) ≡ 0,
v(t, 0) = v(t, L) = 0, F (φ+ v) <∞ for φ ∈ D and  small enough
}
.
And we can see that we could define DP0,φ and D
N
0,φ when (5.2) is considered
with periodic or Neumann boundary conditions respectively. Then for any
φ ∈ D , v ∈ D0,φ, we have φ + v ∈ D for  small enough. Next, for any
φ ∈ D , v ∈ D0,φ, define the Gateaux variations δF (φ; v) as
δF (φ; v) = lim
ε→0
1
ε
[F (φ+ εv)− F (φ)].
In our case, we have formally
δF (φ; v)
= lim
→0
1

∫ T
0
∫ L
0
[
(φt + vt − (φxx + vxx)− f (φ+ v))2
φ+ v
− (φt − φxx − f (φ))
2
φ
]
dxdt
= lim
→0
∫ T
0
∫ L
0
1

[
(φt + vt − (φxx + vxx)− f (φ+ v))2
φ+ v
− (φt − φxx − f (φ))
2
φ+ v
]
dxdt
+ lim
→0
∫ T
0
∫ L
0
1

[
(φt − φxx − f (φ))2
φ+ v
− (φt − φxx − f (φ))
2
φ
]
dxdt
= lim
→0
∫ T
0
∫ L
0
[
2 (φt − φxx − f (φ))
(
vt − vxx − 1 (f (φ+ v)− f (φ))
)
φ+ v
]
dxdt
− lim
→0
∫ T
0
∫ L
0
(φt − φxx − f (φ))2 v
φ (φ+ v)
dxdt
+ lim
→0
∫ T
0
∫ L
0

(
vt − vxx − 1 (f (φ+ v)− (φ))
)2
φ+ v
dxdt
It not obvious that we could pass the limit inside the integral, but for now
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we assume that we could and then we can see that
δF (φ; v) =
∫ T
0
∫ L
0
hx(φ, φt, φxx)v + hy(φ, φt, φxx)vt + hz(φ, φt, φxx)vxxdxdt
where h(x, y, z) = (y−z−f(x))
2
x , hx(x, y, z) = − (y−z−f(x))
2
x2
− 2f
′
(x)(y−z−f(x))
x ,
hy(x, y, z) =
2(y−z−f(x))
x and hz(x, y, z) = −2(y−z−f(x))x .
For any φ ∈ D , the equation δF (φ; v) = 0 for all v ∈ D0,φ is called the
Euler-Lagrange equation. Normally, the Euler-Lagrange equation is only a
necessary condition for a minimizer. But in our problem, when f ≡ 0, i.e.
u satisfies (5.1), there is a hope that it could be a sufficient condition as
well. We could see that the integrand function h has the following convexity
property, for (x, y, z) ∈ R+ × R × R and (a, b, c) ∈ R × R × R, such that
x+ a > 0
h(x+ a, y + b, z + c)− h(x, y, z) ≥ hx(x, y, z)a+ hy(x, y, z)b+ hz(x, y, z)c
This is simple to prove as by calculation we can see that
h(x+ a, y + b, z + c)− h(x, y, z)− [hx(x, y, z)a+ hy(x, y, z)b+ hz(x, y, z)c]
=
[x(b− c)− a(y − z)]2
x2(x+ a)
≥ 0
If we were minimizing F over strictly positive functions, we could con-
tinue to see that for φ ∈ D , φ > 0 if δF (φ; v) = 0, for all v ∈ D0,φ, v+φ > 0
then
F (φ+ v)− F (φ)
=
∫ T
0
∫ L
0
h(φ+ v, φt + vt, φxx + vxx)− h(φ, φt, φxx)dxdt
≥
∫ T
0
∫ L
0
hx(φ, φt, φxx)v + hy(φ, φt, φxx)vt + hz(φ, φt, φxx)vxxdxdt
= δF (φ; v) = 0
i.e. Any solution to the Euler-Lagrange equation would be a minimizer. So,
although there are still problems about the strict positivity, we still believe
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the following conjecture should be true for the case f ≡ 0.
Conjecture 5.1.1. If there exists φ ∈ D such that for all v ∈ D0, δF (φ; v) =
0, then φ is a minimizer of F over D .
As pointed out in many examples in [17], convexity is not the only one
condition that would make the Euler-Lagrange equation a sufficient condi-
tion for a minimizer. Although we can’t see how this would be proved in
the case when f is not identically zero, we still believe that this might be
true. Next, we will do some simple calculations to get a pair of forward-
backward partial differential equations which is a sufficient condition of the
Euler-Lagrange equation.
Since φ, v ∈W 1,22 and h,hx,hy,hz are continuous, we could use integration
by parts formula and the fact that v(0, x) = v(T, x) = 0 for v ∈ DD0,φ DN0,φ,
or DP0,φ to see that∫ T
0
∫ L
0
hy(φ, φt, φxx)vtdxdt
=
∫ L
0
[
hy(φ, φt, φxx)v|Tt=0 −
∫ T
0
v
(
∂
∂t
hy(φ, φt, φxx)
)
dt
]
dx
= −
∫ T
0
∫ L
0
v
(
∂
∂t
hy(φ, φt, φxx)
)
dtdx.
Similarly, by integration by parts formula, when u satisfies (5.2) with
Dirichlet boundary conditions,∫ T
0
∫ L
0
hz(φ, φt, φxx)vxxdxdt
=
∫ T
0
vxhz(φ, φt, φxx)|Lx=0dt+
∫ T
0
∫ L
0
v
(
∂2
∂x2
hz(φ, φt, φxx)
)
dxdt,
when u satisfies (5.2) with Neumann boundary conditions∫ T
0
∫ L
0
hz(φ, φt, φxx)vxxdxdt
= −
∫ T
0
v
(
∂
∂x
hz(φ, φt, φxx)
)
|Lx=0dt+
∫ T
0
∫ L
0
v
(
∂2
∂x2
hz(φ, φt, φxx)
)
dxdt,
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and when u satisfies (5.2) with periodic boundary conditions∫ T
0
∫ L
0
hz(φ, φt, φxx)vxxdxdt =
∫ T
0
∫ L
0
v
(
∂2
∂x2
hz(φ, φt, φxx)
)
dxdt.
Therefore,
δF (φ; v) =
∫ T
0
∫ L
0
v
[
hx(φ, φt, φxx)− ∂
∂t
hy(φ, φt, φxx) +
∂2
∂x2
hz(φ, φt, φxx)
]
dxdt
+boundary terms.
Then when u satisfies (5.2) with Dirichlet boundary conditions, if there
exists any φ ∈ DD satisfies
∂
∂thy(φ, φt, φxx) =
∂2
∂x2
hz(φ, φt, φxx) + hx(φ, φt, φxx),
hz(φ(t, 0), φt(t, 0), φxx(t, 0)) = 0 ∀t ∈ [0, T ],
hz(φ(t, L), φt(t, L), φxx(t, L)) = 0 ∀t ∈ [0, T ],
(5.6)
then δF (φ; v) = 0 for all v ∈ DD0,φ, i.e. φ is a minimizer. Similarly, when u
satisfies (5.2) with Neumann boundary conditions, the sufficient condition
would still have the equation in (5.6), but the boundary condition would be{
∂
∂xhz(φ(t, 0), φt(t, 0), φxx(t, 0)) = 0 ∀t ∈ [0, T ],
∂
∂xhz(φ(t, L), φt(t, L), φxx(t, L)) = 0 ∀t ∈ [0, T ].
(5.7)
And when u satisfies (5.2) with periodic boundary conditions, the sufficient
condition would be just the equation in (5.6).
Suppose for the moment we consider φ(t, x) > 0 and define
ψˆ(t, x) =
φt(t, x)− φxx(t, x)− f(φ(t, x))
φ(t, x)
,
we can see that the equation in (5.6) is equivalent to the following pair of
equations
{
ψˆt(t, x) = −ψˆxx(t, x)− 12 ψˆ2(t, x)− f(φ(t, x))ψ(t, x).
φt(t, x) = φxx(t, x) + f(φ(t, x)) + ψˆ(t, x)φ(t, x).
(5.8)
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By letting ψ(t, x) = −ψˆ(T − t, x), we will get our conjecture for a sufficient
condition of the minimizer, which is as follows. Any φ that satisfies φ(0, x) =
ζ(x), φ(T, x) ≡ 0, and{
ψt(t, x) = ψxx(t, x)− 12ψ2(t, x) + f
′
(φ(T − t, x))ψ(t, x),
φt(t, x) = φxx(t, x)− ψ(T − t, x)φ(t, x) + f(φ(t, x)),
(5.9)
where both φ and ψ are considered with the same boundary condition that
(5.2) is considered with, is a minimizer of the calculus of variation problem
(5.4). In this pair of fully-coupled forward and backward PDEs, there are
boundary conditions, initial and terminal conditions for φ but only boundary
conditions for ψ. So we hope there will be some initial condition we could
impose on ψ to make sure that φ satisfies its terminal condition. Intuitively,
that initial condition would be ψ(0, x) = ∞, because then and only then,
will φ(T, x) ≡ 0. But this condition requires care to interpret, as a limit of
increasing initial conditions. Here is one possible approximation scheme to
construct suitable solution. We start from function ψ0(t, x) ≡ 0, put it in
the φ equation in (5.9) with initial condition φ1(0, x) = ζ(x) and boundary
conditions to get the function φ1, then use this φ1 in the ψ equation in (5.9)
with initial condition ψ1(0, x) = 1 × θ(x) and boundary conditions to get
ψ1. By repeating this procedure we will get a sequence of paired functions
{ψn(t, x), φn(t, x)}∞n=1 that at each n, the paired functions satisfy
∂tφn(t, x) = ∂xxφn(t, x)− ψn−1(T − t, x)φn(t, x) + f(φn(t, x)),
φn(0, x) = ζ(x),
∂tψn(t, x) = ∂xxψn(t, x)− 12ψ2n(t, x) + f
′
(φn(T − t, x))ψn(t, x),
ψn(0, x) = nθ(x),
(5.10)
where both of them are considered with the same boundary condition as
(5.2) and 0 < θ(x) ≤ 1 is a smooth function satisfies the same boundary
condition. Then we hope that there exists functions φ, ψ ∈ W 1,22 φ(t, x) =
limn→∞ φn(t, x), ψ(t, x) = limn→∞ ψn(t, x), such that the pair satisfies (5.9)
and φ(T, x) ≡ 0.
This is a big conjecture to prove. The main difficulty is that this pair
is fully coupled. If we ignore the initial and terminal condition and just
consider the forward-backword pair equation (5.9), it might possible to prove
there exists solution for small T only. But note that when f ≡ 0, the
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equation of ψ will be independent of φ. So in the rest of this section,
we are going to consider this easier case. First we will use comparison
theorems for PDEs to prove that when f ≡ 0, {φn} as constructed in (5.10)
is a decreasing sequence of functions and {ψn} as constructed in (5.10) is
an increasing sequence of functions. Then we will show that there exists
function φ(t, x) = limn→∞ φn(t, x) and ψ(t, x) = limn→∞ ψn(t, x). We also
claim that the limit function φ satisfies φ(T, x) ≡ 0, which can be proved
rigorously using Feyman-Kac formula in some special case. Finally we will
use a standard martingale approach to calculate P {u(T, x) ≡ 0} when u
satisfies (5.1), which will confirm with the result by putting the function φ
we constructed above in the rate function of large deviation principle.
First we state here the comparison theorem we are going to use many
times below. This can be proved easily using Theorem 8.1.2 from [29].
Lemma 5.1.2. Let u ∈ C1,2 ((0, T )× (0, L)) ∩ C ([0, T ]× [0, L]) . Suppose
that it satisfies
ut(t, x)− uxx(t, x) + c(t, x)u(t, x) ≥ 0, (t, x) ∈ (0, T )× (0, L) ,
u(0, x) ≥ 0, x ∈ [0, L] ,
∂xu(t, 0) = 0, ∂xu(t, L) = 0, t ∈ [0, T ] ,
(5.11)
where c(t, x) is a continuous function on [0, T ] × [0, L]. Then u(t, x) ≥ 0,
for all (t, x) ∈ [0, T ]× [0, L]. If the boundary condition in (5.11) is replaced
by
u(t, 0) ≥ 0, u(t, L) ≥ 0, t ∈ [0, T ] ,
the same conclusion is valid as well.
Lemma 5.1.3. Suppose that {ψn} is a sequence of functions each of them
satisfies equation{
∂tψn(t, x) = ∂xxψn(t, x)− 12ψ2n(t, x)
ψn(0, x) = nθ(x)
(5.12)
with the same boundary condition that (5.2) is considered with, and 0 ≤
θ(x) ≤ 1 is a continuous function that satisfies the same boundary condition.
Then {ψn} is an increasing sequence of functions bounded above by function
2
t .
Proof. First we will prove that {ψn} is an increasing sequence of functions.
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Apply Lemma 5.1.2 to ψn which satisfies (5.12) with anyone of the three
possible boundary conditions to see that ψn(t, x) ≥ 0, for (t, x) ∈ [0, T ] ×
[0, L]. Suppose that n1 ≤ n2, let V (t, x) = ψn2(t, x) − ψn1(t, x), then we
have
∂tV (t, x) = ∂t (ψn2(t, x)− ψn1(t, x))
= ∂xxV (t, x)− 12 (ψn2(t, x) + ψn1(t, x))V (t, x)
Then, taking c(t, x) = 12 (ψn2(t, x) + ψn1(t, x)), we have that when all ψn
are considered with Neumann boundary conditions, V satisfies
∂tV (t, x)− ∂xxV (t, x) + c(t, x)V (t, x) = 0, (t, x) ∈ (0, T )× (0, L) ,
V (0, x) = (n2 − n1) θ(x) ≥ 0, x ∈ [0, L] ,
∂xV (t, 0) = ∂xV (t, L) = 0, t ∈ [0, T ] ,
(5.13)
when all ψn are considered with Dirichlet boundary conditions, the boundary
condition in (5.13) becomes V (t, 0) = V (t, L) = 0, for all t ∈ [0, T ], and
when all ψn are considered with periodic boundary conditions, the boundary
condition in (5.13) becomes V (t, 0) = V (t, L) = 0, ∂xV (t, 0) = ∂xV (t, L) =
0, for all t ∈ [0, T ]. In all three cases we could use Lemma 5.1.2 to see that
ψn1(t, x) ≤ ψn2(t, x) for (t, x) ∈ [0, T ]× [0, L].
We are going to use the comparison lemma again to prove that {ψn} is
bounded. Let un(t, x) = 2n2+nt for (t, x) ∈ [0, T ]× [0, L]. Then un satisfies{
∂tun(t, x) = ∂xxun(t, x)− 12u2n(t, x),
un(0, x) = n.
At the boundary, ∂xun(t, 0) = ∂xun(t, L) = 0 and un(t, 0) = un(t, L) > 0.
Let W (t, x) = un(t, x)− ψn(t, x), taking cˆ(t, x) = 12 (un(t, x) + ψn(t, x)), we
could see that W (t, x) satisfies{
∂tW (t, x)− ∂xxW (t, x) + cˆ(t, x)W (t, x) = 0 (t, x) ∈ (0, T )× (0, L) ,
W (0, x) = n− nθ(x) ≥ 0 x ∈ [0, L] ,
It is not difficult to see that in any of the three different boundary conditions,
we could use Lemma 5.1.2 to conclude that for any n, ψn(t, x) ≤ un(t, x) =
2n
2+nt ≤ 2t , for all (t, x) ∈ [0, T ]× [0, L].
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Remark 5.1.4. As a consequence of this lemma, we could see that for any
(t, x) ∈ (0, T ] × [0, L], {ψn} is a bounded increasing sequence which will
converge. i.e. For (t, x) ∈ (0, T ] × [0, L], ψ(t, x) = limn→∞ ψn(t, x) is well
defined.
Remark 5.1.5. If (5.1) is considered with Neumann boundary conditions,
then each ψn should be considered with Neumann boundary conditions as
we discussed before. Then we could replace the initial condition in (5.12) by
ψn(0, x) = n. Since this would still make sure the limiting function will have
infinite initial condition, and this does agree with the Neumann boundary
condition. This is the reason why we introduced θ(x) in the first place,
to make sure the initial condition agrees with Dirichlet boundary condition.
Then we can see that 2n2+nt is the solution to (5.12) with ψn(0, x) = n as initial
condition. Then, the limiting function is ψ(t, x) = limn→∞ ψn(t, x) = 2t .
Note that it does satisfy the equation ∂tψ(t, x) = ∂xxψ(t, x)− 12ψ2(t, x).
Lemma 5.1.6. Suppose that {φn} is a sequence of functions that each of
them satisfies the equation{
∂tφn(t, x) = ∂xxφn(t, x)− ψn(T − t, x)φn(t, x), (t, x) ∈ (0, T )× (0, L),
φn(0, x) = ζ(x), x ∈ [0, L],
(5.14)
with the same boundary condition that (5.2) is considered with, and each
ψn satisfies equation (5.12) with same boundary conditions. Then {φn} is a
decreasing sequence of nonnegative functions.
Proof. We will use the same method as we used twice in the proof of Lemma
5.1.3. First, it is easy to see that for all n, φn(t, x) ≥ 0, for all (t, x) ∈
[0, T ] × [0, L]. For any n1 ≤ n2, let V (t, x) = φn1(t, x) − φn2(t, x), then V
satisfies
∂tV (t, x) = ∂xxV (t, x)− ψn1 (T − t, x)φn1(t, x) + ψn2(T − t, x)φn2(t, x).
i.e. we have
∂tV (t, x)−∂xxV (t, x)+ψn1(T−t, x)V (t, x) = φn2(t, x) (ψn2(T − t, x)− ψn1(T − t, x)) .
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Then V (t, x) satisfies{
∂tV (t, x)− ∂xxV (t, x) + ψn1(T − t, x)V (t, x) ≥ 0, (t, x) ∈ (0, T )× (0, L) ,
V (0, x) = 0 x ∈ [0, L]
It is easy to see that in any of the three possible boundary conditions we
could use Lemma 5.1.2 to conclude that for any (t, x) ∈ [0, T ]× [0, L]
φn1(t, x) ≥ φn2(t, x).
Remark 5.1.7. As a consequence of this lemma, we could see that for any
(t, x) ∈ [0, T ] × [0, L], {φn} is a bounded decreasing sequence which will
converge. i.e. For (t, x) ∈ [0, T ] × [0, L], φ(t, x) = limn→∞ φn(t, x) is well
defined.
Remark 5.1.8. When (5.1) is considered with Neumann boundary condi-
tions, then so are (5.14) and (5.12). As we discussed before in Remark
5.1.5, we could consider (5.12) with initial condition ψn(0, x) = n. Then we
could use Feyman-Kac formula to prove that φ(T, x) = limn→∞ φn(T, x) ≡ 0
by the following argument. By Feyman-Kac, φn(t, x) can be written as
φn(t, x) = Ex
[
ζ(
√
2Bt) exp
{
−
∫ t
0
ψn(T − t+ s,
√
2Bs)ds
}]
where B is a doubly reflected Brownian motion with state space [0, L] start-
ing from x ∈ [0, L]. Then, by monotone convergence theorem and the fact
that ψn(t, x) = 2n2+nt , we could see that
φ(T, x) = lim
n→∞φn(T, x)
= lim
n→∞E
x
[
ζ(
√
2BT ) exp
{
−
∫ T
0
ψn(s,
√
2Bs)ds
}]
= lim
n→∞E
x
[
ζ(
√
2BT ) exp
{
−
∫ T
0
2n
2 + 2ns
ds
}]
= 0.
Therefore, φ(T, x) ≡ 0.
Remark 5.1.9. As a special case, when (5.1) is considered with Neumann
boundary conditions, as discussed above, by Feyman-Kac, φn(t, x) can be
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written as
φn(t, x) = E
[
ζ(x+
√
2Bt) exp
{
−
∫ t
0
ψn(T − t+ s, x+
√
2Bs)ds
}]
= E
[
ζ(x+
√
2Bt)
]
exp
(
−
∫ t
0
2n
2 + n (T − t+ s)ds
)
= E
[
ζ(x+
√
2Bt)
] (n (T − t) + 2)2
(nT + 2)2
.
Then
φ(t, x) = lim
n→∞φn(t, x) = E
[
ζ(x+
√
2Bt)
] (T − t)2
T 2
= E
[
ζ(x+
√
2Bt)
]
exp
(
−
∫ t
0
2
T − t+ sds
)
= E
[
ζ(x+
√
2Bt) exp
{
−
∫ t
0
ψ(T − t+ s, x+
√
2Bs)ds
}]
where ψ(t, x) is as discussed in Remark 5.1.5. Then we could see that φ
satisfies the equation ∂tφ(t, x) = ∂xxφ(t, x)− ψ(T − t, x)φ(t, x).
Remark 5.1.10. As we discussed in Remark 5.1.4 and 5.1.7, the function
ψ(t, x) and φ(t, x) are well defined. Although we did not manage to prove
that they would satisfy the pair of PDEs{
∂tψ(t, x) = ∂xxψ(t, x)− 12ψ2(t, x),
∂tφ(t, x) = ∂xxφ(t, x)− ψ(T − t, x)φ(t, x).
(5.15)
where they both satisfies the same boundary condition that (5.1) is consid-
ered with and φ(0, x) = ζ(x), φ(T, x) ≡ 0, we did show this is true when
(5.1) is considered with Neumann boundary conditions. So we assume this
is true in all three different boundary conditions. Then we would like to see
what we will get if we put this φ in the rate function which we get from
large deviations result. Since the rate function is defined in (5.5) and the
assumption we just made
F (φ) =
∫ T
0
∫ L
0
(φt − φxx)2
φ
dxdt =
∫ T
0
∫ L
0
ψ2(T − t, x)φ(t, x)dxdt.
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Then again by the assumption,
∂t [ψ (T − t, x)φ(t, x)]
= [∂xxφ(t, x)]ψ(T − t, x)− [∂xxψ(T − t, x)]φ(t, x)− 12ψ
2(T − t, x)φ(t, x).
Then integrate both sides over [0, T ] × [0, L]. By integration by parts for-
mula and monotone convergence theorem, under each of the three possible
boundary conditions, we could see that
1
2
F (φ) =
1
2
∫ T
0
∫ L
0
ψ2(T − t, x)φ(t, x)dxdt
=
∫ L
0
[ψ(T, x)φ(0, x)− ψ(0, x)φ(T, x)] dx
=
∫ L
0
ψ(T, x)φ(0, x)dx
= lim
n→∞
∫ L
0
ψn(T, x)φ(0, x)dx.
5.1.2 Standard martingale method to calculate P {u(T, x) = 0,∀x ∈ [0, L]}
for Super-Brownian motion
In this section, we will use a martingale method to calculate P {u(T, x) = 0,∀x ∈ [0, L]},
where u satisfies (5.1) with one of the possible three boundary conditions.
So that if it can be shown that the pair of functions φ(t, x) and ψ(t, x)
does satisfies the pair of PDEs (5.15) considered with the same boundary
conditions and φ(T, x) ≡ 0, as we pointed out in some special case, we can
confirm that our candidate for the minimizer does give the right estimate on
P {u(T, x) = 0,∀x ∈ [0, L]}. All these are shown in the following lemma.
Lemma 5.1.11. Suppose that u(t, x) satisfies (5.1) with one of the possible
three boundary conditions. Suppose that ψn(t, x) is the solution to (5.12)
considered with the same boundary conditions. Then
P {u(T, x) = 0,∀x ∈ [0, L]} = lim
n→∞ exp
[
− 1
2
(∫ L
0
u(0, x)ψn(T, x)dx
)]
.
Proof. For any h(t, x) ∈ C1,2 ([0, T ]× [0, L]), satisfying the same boundary
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condition as (5.1) is considered with, by the definition of solution to an
stochastic partial differential equation, we know that∫ L
0
[u(t, x)h(t, x)− u(0, x)h(0, x)] dx
=
∫ t
0
∫ L
0
u(s, x) (∂th(s, x) + ∂xxh(s, x)) dxds
+
∫ t
0
∫ L
0

√
u(s, x)h(s, x)W (dxds).
Let ψn be the solution to (5.12), then it satisfies the same boundary con-
ditions that (5.1) is considered with and by standard PDE theory it is in
C1,2 ([0, T ]× [0, L]). Therefore, if we define
Znt =
∫ L
0
1
2
u(t, x)ψn(T − t, x)dx,
we could see that
Znt =
∫ L
0
1
2
u(0, x)ψn(T, x)dx+
∫ t
0
∫ L
0
1

√
u(s, x)ψn(T − s, x)W (dxds)
+
∫ t
0
∫ L
0
1
2
u(s, x) [∂tψn(T − s, x) + ∂xxψn(T − s, x)] dxds
=
∫ L
0
1
2
u(0, x)ψn(T, x)dx+
∫ t
0
∫ L
0
1

√
u(s, x)ψn(T − s, x)W (dxds)
+
∫ t
0
∫ L
0
1
2
u(s, x)
1
2
ψ2n(T − s, x)dxds.
Let
Nnt = −
∫ t
0
∫ L
0
1

√
u(s, x)ψn(T − s, x)W (dxds),
then by the method we used in section 4.2 and 4.3, we could check that
exp
(
Nnt − 12 [Nn]t
)
is a martingale. Meanwhile, since
exp (−Znt ) = exp
(
−
∫ L
0
1
2
u(0, x)ψn(T, x)dx
)
exp
(
Nnt −
1
2
[Nn]t
)
,
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we have E [exp (−Z0)] = E [exp (−ZT )], i.e.
E
[
exp
(
− 1
2
∫ L
0
u(T, x)ψn(0, x)dx
)]
= E
[
exp
(
− 1
2
∫ L
0
u(0, x)ψn(T, x)dx
)]
= exp
(
− 1
2
∫ L
0
u(0, x)ψn(T, x)dx
)
Also, we know that
E
[
exp
(
− 1
2
∫ L
0
u(T, x)ψn(0, x)dx
)]
= E
[
1{u(T,x)=0,∀x∈[0,L]} exp
(
− 1
2
∫ L
0
u(T, x)ψn(0, x)dx
)]
+E
[
1{∃x∈[0,L],u(T,x) 6=0} exp
(
− 1
2
∫ L
0
u(T, x)ψn(0, x)dx
)]
= P {u(T, x) = 0,∀x ∈ [0, L]}+ E
[
1{∃x∈[0,L],u(T,x) 6=0} exp
(
− 1
2
∫ L
0
u(T, x)ψn(0, x)dx
)]
.
Since u(t, x) ≥ 0 a.s. and ψn(0, x) = nθ(x), where {x : θ(x) = 0} is a null
set of [0, L], if 1{∃x∈[0,L],u(T,x) 6=0} = 1, we have
∫ L
0 u(T, x)θ(x) > 0, and
hence by dominated convergence theorem, we have
lim
n→∞E
[
1{∃x∈[0,L],u(T,x) 6=0} exp
(
− 1
2
∫ L
0
u(T, x)ψn(0, x)dx
)]
= lim
n→∞E
[
1{∃x∈[0,L],u(T,x) 6=0} exp
(
− n
2
∫ L
0
u(T, x)θ(x)dx
)]
= 0.
Therefore we have proved that
P {u(T, x) = 0,∀x ∈ [0, L]}
= lim
n→∞E
[
exp
(
− 1
2
∫ L
0
u(T, x)ψn(0, x)dx
)]
= lim
n→∞ exp
(
− 1
2
∫ L
0
u(0, x)ψn(T, x)dx
)
.
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Remark 5.1.12. The result from the above lemma agrees with the result by
putting our candidate for the solution to the Euler-Lagrange equation in
the rate function of large deviations. Note the large deviation only gives
the exponential rate and an upper bound. The above shows that the upper
bound is correct.
5.2 Calculation of P (u(t, ·) ∈ A|u(T, x) = 0,∀x ∈ [0, L])
in the Super-Brownian motion case
After showing the ways to calculate P (u(T, x) = 0,∀x ∈ [0, L]), it would
be interesting to see whether we could calculate for any t ∈ (0, T ), the
conditional probability P (u(t, ·) ∈ A|u(T, x) = 0,∀x ∈ [0, L]), where A is
a set of continuous functions on [0, L]. In the first half of this section,
we will define a new probability measure Q, which is equivalent to P , by
Q (u(t, ·) ∈ A) = P (u(t, ·) ∈ A|u(T, x) = 0,∀x ∈ [0, L]). Then we will use
Girsanov theorem to derive the SPDE that u satisfies under the new mea-
sure Q. After we get that SPDE, we will prove a central limit type theorem,
which will be the content of the second half of this section.
5.2.1 Girsanov change of measure
Lemma 5.2.1. Suppose that u(t, x) satisfies (5.1) on a probability space
(Ω,F ,Ft, P ). Define Q by
Q (Ω0) = P (Ω0|u(T, x) = 0,∀x ∈ [0, L]) , for Ω0 ∈ F .
Then, there exists a Q space-time white noise process W˜ based on [0, T ] ×
[0, L] and under Q, u satisfies
∂tu
(t, x) = ∂xxu(t, x)− u(t, x)ψ(T − t, x) + 
√
u(t, x) ¨˜W tx, (5.16)
when the equation is considered on [0, T ) × [0, L] and u satisfies the same
boundary and initial condition as in (5.1). Here ψ(t, x) is the function de-
fined in Remark 5.1.4.
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Proof. Recall that the sequence {ψn} is defined in (5.12). Let
Mnt = exp
{
−
∫ L
0
1
2
u(t, x)ψn(T − t, x)dx
}
.
As shown in Lemma 5.1.11, Mnt is an Ft-martingale for any n. i.e. we have
that a.s.
Mnt = E [M
n
T |Ft]
= E
[
1{u(T,x)=0,∀x∈[0,L]}MnT |Ft
]
+ E
[
1{∃x∈[0,L],u(T,x) 6=0}MnT |Ft
]
.
Then using the same reasoning as used in Lemma 5.1.11, we can see that
lim
n→∞M
n
t = E
[
1{u(T,x)=0,∀x∈[0,L]}|Ft
]
a.s.
Then by the fact that {ψn} is an increasing sequence and monotone conver-
gence theorem we could see that for any t ∈ [0, T ],
Mt := lim
n→∞M
n
t = exp
{
−
∫ L
0
1
2
u(t, x)ψ(T − t, x)dx
}
.
Also, by monotone convergence theorem for conditional expectations, we
could see that Mt defined above is a martingale itself. i.e. we have shown
that
E
[
1{u(T,x)=0,∀x∈[0,L]}|Ft
]
=Mt.
and Mt is an Ft martingale.
Then if we define a new probability measure Q by
dQ
dP
=
1{u(T,x)=0,∀x∈[0,L]}
P {u(T, x) = 0,∀x ∈ [0, L]} , on {FT } ,
Then,
Q (u(t, ·) ∈ A) = P (u(t, ·) ∈ A|u(T, x) = 0,∀x ∈ [0, L]) , for all t ∈ [0, T ].
Also we have that,
dQ
dP
|Ft = EP
[
dQ
dP
|Ft
]
=
EP
[
1{u(T,x)=0,∀x∈[0,L]}|Ft
]
P {u(T, x) = 0,∀x ∈ [0, L]} =
Mt
P {u(T, x) = 0,∀x ∈ [0, L]} .
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On the other hand, using the result from Lemma 5.1.11, we could see
that for any t ∈ [0, T ), for all n, we have
1
P (u(T, x) = 0,∀x ∈ [0, L])M
n
t
= exp
{
−
∫ t
0
∫ L
0
1
22
u(s, x)ψ2n(T − s, x)dxds−
∫ t
0
∫ L
0
1

√
u(s, x)ψn(T − s, x)W (dxds)
}
· exp
{
−
∫ L
0
1
2
u(0, x)ψn(T, x)dx+
∫ L
0
1
2
u(0, x)ψ(T, x)dx
}
:= exp
{
Nnt −
1
2
[Nn]t +Hn
}
,
where
Nnt = −
∫ t
0
∫ L
0
1

√
u(s, x)ψn(T − s, x)W (dxds),
and
Hn = −
∫ L
0
1
2
u(0, x)ψn(T, x)dx+
∫ L
0
1
2
u(0, x)ψ(T, x)dx.
Using monotone convergence theorem again, we could see that for any t ∈
[0, T ), almost surely,
lim
n→∞ [N
n]t =
∫ t
0
∫ L
0
1
2
u(s, x)ψ2(T − s, x)dxds
:= [N ]t ,
where Nt = −
∫ t
0
∫ L
0
1

√
u(s, x)ψ(T − s, x)W (dxds). Also by monotone
convergence theorem, we have limn→∞Hn = 0. Therefore, we could write
Mt = exp
{
Nt − 12 [N ]t
}
.
By Girsanov theorem, we could say that there exists a new process W˜
based on [0, T ]× [0, L], such that for any Borel subset B of [0, T ]× [0, L],
W˜ (B) =W (B) +
∫ T
0
∫ L
0
1{(s,x)∈B}
1

√
u(s, x)ψ(T − s, x)dxds.
Also, this new process is a white noise under the probability measure Q,
and under this measure, u satisfies (5.16).
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5.2.2 A central limit type theorem
Lemma 5.2.2. Suppose that function ψ(t, x) is defined as in Remark 5.1.5
and φ is defined as in Remark 5.1.9. Suppose further that u satisfies the
stochastic partial differential equation (5.16) with initial condition u(0, x) =
ζ(x) and Neumann boundary conditions. HereW is a white space time noise
on probability space {Ω,F , P} which is based on [0, T ] × [0, L]. Then for
almost all (t, x) ∈ [0, T )× [0, L], we have
lim
→0
u(t, x) = φ(t, x) in L2.
Proof. We will first prove that for almost all (t, x) ∈ [0, T )× [0, L],
E [u(t, x)] = φ(t, x). (5.17)
Then we will prove that for almost all (t, x) ∈ [0, T )× [0, L],
lim
→0
E
[
(u(t, x)− φ(t, x))2
]
= 0. (5.18)
To prove (5.17), we note that for any h(t, x) ∈ C1,2 ([0, T ]× [0, L]) satisfying
Neumann boundary conditions, by the definition of solution to stochastic
partial differential equations, we know that∫ L
0
[u(t, x)h(t, x)− u(0, x)h(0, x)] dx (5.19)
=
∫ t
0
∫ L
0
u(s, x) [∂xxh(s, x)− ψ(T − s, x)h(s, x) + ∂th(s, x)] dxds
+
∫ t
0
∫ L
0

√
u(s, x)h(s, x)W (dxds)
Note that
∫ t
0
∫ L
0 
√
u(s, x)h(s, x)W (dxds) is a martingale. Since
sup
t<T
E
[∫ L
0
u(t, x)dx
]
<∞,
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taking expectation of both sides of (5.19) will give us∫ L
0
E [u(t, x)]h(t, x)dx−
∫ L
0
u(0, x)h(0, x)dx (5.20)
=
∫ t
0
∫ L
0
E [u(t, x)] [∂xxh(s, x)− ψ(T − s, x)h(s, x) + ∂th(s, x)] dxds,
from which we can say that E [u(t, x)] is a weak solution to the PDE that
φ satisfies in Remark 5.1.9. Since the weak solution is unique, we can see
that we have (5.17), for almost all (t, x) ∈ [0, T )× [0, L].
Next, we are going to prove (5.18). Let
M1(t, x) = E [u(t, x)] ,
M2(t, x, y) = E [u(t, x)u(t, y)] .
As we have shown that φ(t, x) =M1(t, x) for almost all (t, x) ∈ [0, T )×[0, L],
we could see that
E
[
(u(t, x)− φ(t, x))2
]
=M2(t, x, x)−M21 (t, x).
Roughly speaking, our way to prove (5.18) is first to prove that M2(t, x, y)
satisfies a PDE in a certain way, and then to evaluateM2(t, x, y)−M1(t, x)M1(t, y)
along the line x = y.
For functions h(t, x), h¯(t, x) ∈ C1,2 ([0, T ]× [0, L]), let
Zt =
∫ L
0
u(t, x)h(t, x)dx,
Z¯t =
∫ L
0
u(t, x)h¯(t, x)dx.
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Then use Ito’s formula and the representation (5.19), we could see that
ZtZ¯t − Z0Z¯0 (5.21)
=
∫ t
0
∫ L
0
∫ L
0
u(s, x)u(s, y)Ξ(s, x, y)dxdyds
+
∫ t
0
∫ L
0
u(s, x)h(s, x)dxdM¯s +
∫ t
0
∫ L
0
u(s, x)h¯(s, x)dxdMs
+2
∫ t
0
∫ L
0
u(s, x)h(s, x)h¯(s, x)dxds,
where
Ξ(s, x, y) = 4xy
(
h(s, x)h¯(s, y)
)− (ψ(T − s, x) + ψ(T − s, y)) (h(s, x)h¯(s, y))
+∂s
(
h(s, x)h¯(s, y)
)
,
M¯t = 
∫ t
0
∫ L
0
√
u(s, x)h¯(s, x)W (dxds),
Mt = 
∫ t
0
∫ L
0
√
u(s, x)h(s, x)W (dxds).
Take expectation of both sides of (5.21) will give us∫ L
0
∫ L
0
M2(t, x, y)h(t, x)h¯(t, y)dxdy (5.22)
=
∫ L
0
∫ L
0
M2(0, x, y)h(0, x)h¯(0, y)dxdy +
∫ t
0
∫ L
0
∫ L
0
M2(s, x, y)Ξ(s, x, y)dxdyds
+2
∫ t
0
∫ L
0
M1(s, x)h(s, x)h¯(s, x)dxds,
Since in (5.22) the terms involve h(t, x)h¯(t, y) are all linear in it, we could see
that if we replace h(t, x)h¯(t, y) in the left hand side of (5.22) by
∑n
i=1 hi(t, x)h¯i(t, y),
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where for each i, hi(t, x), h¯i(t, x) ∈ C1,2 ([0, T ]× [0, L]), we will get∫ L
0
∫ L
0
M2(t, x, y)
[
n∑
i=1
hi(t, x)h¯i(t, y)
]
dxdy (5.23)
=
∫ L
0
∫ L
0
M2(0, x, y)
[
n∑
i=1
hi(0, x)h¯i(0, y)
]
dxdy +
∫ t
0
∫ L
0
∫ L
0
M2(s, x, y)Ξn(s, x, y)dxdyds
+2
∫ t
0
∫ L
0
M1(s, x)
[
n∑
i=1
hi(s, x)h¯i(s, x)
]
)dxds,
where
Ξn(s, x, y) = 4xy
[
n∑
i=1
hi(s, x)h¯i(s, y)
]
− (ψ(T − s, x) + ψ(T − s, y))
[
n∑
i=1
hi(s, x)h¯i(s, y)
]
+∂s
[
n∑
i=1
hi(s, x)h¯i(s, y)
]
Next we will try to use Green’s function for the two dimensional heat
equation to represent M2(t, x, y). Let G be the Green’s function for the two
dimensional Laplacian operator with Neumann boundary conditions. LetWi
be the eigenfunction of the one dimensional Laplacian with the Neumann
boundary condition corresponding with eigenvalue λi. i.e. −4Wi = λiWi.
For t ∈ (0, T ) fixed, for all 0 ≤ s ≤ t, define
Gnt−s (ξ, η;x, y) =
n∑
i,j=1
exp (− (λi + λj) (t− s))Wi(x)Wj(y)Wi(ξ)Wj(η).
Then for any (ξ, η) ∈ [0, L]× [0, L] fixed, for any 0 ≤ s < t, we have
lim
n→∞
∫ L
0
∫ L
0
(
Gt−s(ξ, η;x, y)−Gnt−s(ξ, η;x, y)
)2
dxdy = 0. (5.24)
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Meanwhile, by the definition of Gnt−s(ξ, η;x, y), in (5.23), we could take
n∑
i=1
hi(s, x)h¯i(s, y) = Gnt−s(ξ, η;x, y).
Then we have
Ξn(s, x, y) = − (ψ(T − s, x) + ψ(T − s, y))Gnt−s(ξ, η;x, y),
and (5.23) becomes
∫ L
0
∫ L
0
M2(t, x, y)Gn0 (ξ, η;x, y)dxdy (5.25)
=
∫ L
0
∫ L
0
M2(0, x, y)Gnt (ξ, η;x, y)dxdy
−
∫ t
0
∫ L
0
∫ L
0
M2(s, x, y)Gnt−s(ξ, η;x, y) (ψ(T − s, x) + ψ(T − s, y)) dxdy
+
∫ t
0
∫ L
0
∫ L
0
M1(s, x)Gnt−s(ξ, η;x, x)dxds
Using Cauchy-Schwarz inequality, we could see that∣∣∣∣∫ L
0
∫ L
0
M2(0, x, y)Gt(ξ, η;x, y)dxdy −
∫ L
0
∫ L
0
M2(0, x, y)Gnt (ξ, η;x, y)dxdy
∣∣∣∣
≤
{∫ L
0
∫ L
0
M22 (0, x, y)dxdy
}1/2{∫ L
0
∫ L
0
(Gt(ξ, η;x, y)−Gnt (ξ, η;x, y))2 dxdy
}1/2
Therefore, for any fixed (ξ, η) ∈ [0, L]× [0, L]
lim
n→∞
∫ L
0
∫ L
0
M2(0, x, y)Gnt (ξ, η;x, y)dxdy =
∫ L
0
∫ L
0
M2(0, x, y)Gt(ξ, η;x, y)dxdy
(5.26)
Similarly, if we let
Hn(ξ, η) =
∫ t
0
∫ L
0
∫ L
0
M2(s, x, y) (ψ(T − s, x) + ψ(T − s, y))Gnt−s(ξ, η;x, y)dxdyds
H(ξ, η) =
∫ t
0
∫ L
0
∫ L
0
M2(s, x, y) (ψ(T − s, x) + ψ(T − s, y))Gt−s(ξ, η;x, y)dxdyds
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then using the upper bound for function ψ, we have
|Hn(ξ, η)−H(ξ, η)|
≤
∫ t
0
4
T − s
{∫ L
0
∫ L
0
M22 (s, x, y)dxdy
}1/2
·
{∫ L
0
∫ L
0
(
Gt−s(ξ, η;x, y)−Gnt−s(ξ, η;x, y)
)2
dxdy
}1/2
ds
Since we know that sup0≤s≤t
∫ L
0
∫ L
0 [E (u
(s, x)u(s, y))]2 dxdy ≤ C < ∞,
where C is a constant, we can use the Cauchy-Schwarz inequality again to
see that
|Hn(ξ, η)−H(ξ, η)|
≤
√
C
{∫ t
0
(
4
T − s
)2
ds
}1/2{∫ t
0
∫ L
0
∫ L
0
(
Gt−s(ξ, η;x, y)−Gnt−s(ξ, η;x, y)
)2
dxdyds
}1/2
It is easy to see that∫ t
0
∫ L
0
∫ L
0
(
Gt−s(ξ, η;x, y)−Gnt−s(ξ, η;x, y)
)2
dxdyds (5.27)
=
∫ t
0
∫ L
0
∫ L
0
∞∑
i,j=n+1
exp (−2 (λi + λj) (t− s))W 2i (ξ)W 2j (η)W 2i (x)W 2j (y)dxdyds
=
∞∑
i,j=n+1
1− e−2(λi+λj)t
2 (λi + λj)
W 2i (ξ)W
2
j (η)
As
∑∞
i,j=1
1
2(λi+λj)
<∞, we have that for any fixed (ξ, η) ∈ [0, L]× [0, L]
lim
n→∞Hn(ξ, η) = H(ξ, η) (5.28)
Next, if we let
In(ξ, η) =
∫ t
0
∫ L
0
M1(s, x)Gnt−s(ξ, η;x, x)dxds
I(ξ, η) =
∫ t
0
∫ L
0
M1(s, x)Gt−s(ξ, η;x, x)dxds
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We have that
|In(ξ, η)− I(ξ, η)|
≤
∫ t
0
{∫ L
0
M21 (s, x)dx
}1/2
·
{∫ L
0
(
Gt−s(ξ, η;x, x)−Gnt−s(ξ, η;x, x)
)2
dx
}1/2
ds
Since we know that sup0≤s≤t
∫ L
0 [E (u
(s, x))]2 dx < ∞, and we can do the
same calculation as we did in (5.24), we can conclude that for any fixed
(ξ, η) ∈ [0, L]× [0, L]
lim
n→∞ In(ξ, η) = I(ξ, η) (5.29)
Next, since
∫ L
0
∫ L
0 [E (u
(t, x)u(t, y))]2 dxdy < ∞, and WiWj forms a or-
thonormal basis for L2 ([0, L]× [0, L]), we have
lim
n→∞
∫ L
0
∫ L
0
M2(t, x, y)Gn0 (ξ, η;x, y)dxdy (5.30)
= lim
n→∞
∫ L
0
∫ L
0
M2(t, x, y)
N∑
i,j=1
Wi(ξ)Wj(η)Wi(x)Wj(y)dxdy
= lim
n→∞
N∑
i,j=1
(∫ L
0
∫ L
0
M2(t, x, y)Wi(x)Wj(y)dxdy
)
Wi(ξ)Wj(η)
= M2(t, ξ, η)
Finally, if we let n→∞ on both sides of (5.25), noting (5.26), (5.28), (5.29)
and (5.30), we will have
M2(t, ξ, η) =
∫ L
0
∫ L
0
M2(0, x, y)Gt(ξ, η;x, y)dxdy (5.31)
−
∫ t
0
∫ L
0
∫ L
0
M2(s, x, y) (ψ(T − s, x) + ψ(T − s, y))Gt−s(ξ, η;x, y)dxdyds
+2
∫ t
0
∫ L
0
M1(s, x)Gt−s(ξ, η;x, x)dxds
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Use the same method as we did in proving (5.31), we could easily see that
M1(t, ξ)M1(t, η) (5.32)
=
∫ L
0
∫ L
0
M1(0, x)M1(0, y)Gt(ξ, η;x, y)dxdy
−
∫ t
0
∫ L
0
∫ L
0
M1(s, x)M1(s, y) (ψ(T − s, x) + ψ(T − s, y))Gt−s(ξ, η;x, y)dxdyds
If we let Rt = supξ,η |M2(t, ξ, η)−M1(t, ξ)M1(t, η)|, from (5.31) and (5.32),
we can see that
Rt ≤
∫ t
0
∫ L
0
∫ L
0
Rs (ψ(T − s, x) + ψ(T − s, y))Gt−s(ξ, η;x, y)dxdyds
+2
∫ t
0
∫ L
0
∫ L
0
M1(s, x)Gt−s(ξ, η;x, y)δx(y)dxdyds
≤
∫ t
0
Rs
C1
T − sds+ C2
2t
where C1 and C2 are constants. Then by Gronwall’s inequality, we have
that
Rt ≤ 2C2T exp(C1 lnT ),
and from this we could conclude that (5.18) is true.
Lemma 5.2.3. Suppose that u(t, x) satisfies (??), where ψ(t, x) and φ(t, x)
are same as in Lemma 5.2.2. Let
V (t, x) =
u(t, x)− φ(t, x)

.
Suppose further that Z(t, x) satisfies
∂tZ(t, x) = ∂xxZ(t, x)− ψ(T − s, x)Z(t, x) +
√
φ(t, x)W¨tx (5.33)
Z(0, x) = 0
whereW is the same white space time noise appeared in (??), and Z satisfies
Neumann boundary condition. Then for almost all fixed (t, x) ∈ [0, T ) ×
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[0, L],
lim
→0
V (t, x) = Z(t, x) in L2.
Proof. Since V  satisfies
∂tV
(t, x) = ∂xxV (t, x)− ψ(T − s, x)V (t, x) +
√
u(t, x)W¨tx
V (0, x) = 0,
if we define Y (t, x) = Z(t, x)− V (t, x), then Y (t, x) satisfies
∂tY (t, x) = ∂xxY (t, x)− ψ(T − s, x)Y (t, x) +
(√
φ(t, x)−
√
u(t, x)
)
W¨tx
Y (0, x) = 0.
Then we could use the definition of solution of an SPDE and the Ito’s for-
mula, the same method as we used to derive (5.21) to get that for any
h(t, x), h¯(t, x) ∈ C1,2 ([0, T ]× [0, L])∫ L
0
∫ L
0
Y (t, x)Y (t, y)h(t, x)h¯(t, y)dxdy (5.34)
=
∫ t
0
∫ L
0
∫ L
0
Y (s, x)Y (s, y)Ξ(s, x, y)dxdyds
+
∫ t
0
∫ L
0
Y (s, x)h(s, x)dxdM¯s +
∫ t
0
∫ L
0
Y (s, x)h¯(s, x)dxdMs
+
1
2
∫ t
0
∫ L
0
∫ L
0
h(s, x)h¯(s, y)
(√
φ(t, x)−
√
u(t, x)
)2
δx(y)dxdyds,
where Ξ(s, x, y) is the same as in (5.21), and
M¯t =
∫ t
0
∫ L
0
(√
φ(s, x)−
√
u(s, x)
)
h¯(s, x)W (dxds),
Mt =
∫ t
0
∫ L
0
(√
φ(s, x)−
√
u(s, x)
)
h(s, x)W (dxds).
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Since we know that
sup
t≤T
∫ L
0
∫ L
0
E [Y (t, x)Y (t, y)]h(t, x)h¯(t, y)dxdy <∞,
E
[∫ t
0
∫ L
0
Y (s, x)h(s, x)dxdM¯s
]
= 0,
E
[∫ t
0
∫ L
0
Y (s, x)h¯(s, x)dxdMs
]
= 0,
we could take expectation over both sides of (5.34) and if we letM(t, x, y) =
E [Y (t, x)Y (t, y)], we will get∫ L
0
∫ L
0
M(t, x, y)h(t, x)h¯(t, y)dxdy (5.35)
=
∫ t
0
∫ L
0
∫ L
0
M(s, x, y)Ξ(s, x, y)dxdyds
+
1
2
∫ t
0
∫ L
0
∫ L
0
h(s, x)h¯(s, y)
(√
φ(t, x)−
√
u(t, x)
)2
δx(y)dxdyds.
Then, since we know that
sup
t≤T
∫ L
0
∫ L
0
[Y (t, x)Y (t, y)]2 dxdy <∞,
we could use the Green’s function approximation method we used in proving
(5.31) to get
M(t, x, y) (5.36)
=
∫ t
0
∫ L
0
∫ L
0
M(s, x, y) (ψ(T − s, ξ) + ψ(T − s, η))Gt−s(x, y; ξ, η)dξdηds
+
1
2
∫ t
0
∫ L
0
∫ L
0
Gt−s(x, y; ξ, η)δξ(η)E
[(√
φ(s, ξ)−
√
u(s, ξ)
)2]
dξdηds
If we could show that for any (s, ξ) ∈ (0, T )× [0, L],
E
[(√
φ(s, ξ)−
√
u(s, ξ)
)2] ≤ C (5.37)
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for some constant C, then we could use Gronwall inequality to show that
for any t ∈ (0, T )
sup
x,y∈[0,L]×[0,L]
|E [Y (t, x)Y (t, y)]| ≤ CT
where CT is a positive constant depending on T , and hence for any (t, x) ∈
(0, T )× [0, L]
E
[
(V (t, x)− Z(t, x))2
]
≤ CT ,
i.e. lim→0 V (t, x) = Z(t, x) in L2. So the rest of the proof will be used to
show that (5.37) is true. As shown at the end of Lemma (5.2.2), we know
that for any (t, x) ∈ (0, T )× [0, L],
E
[
(u(t, x)− φ(t, x))2
]
≤ Cˆ2.
Then if φ(t, x) ≤ , let set A := {ω ∈ Ω : u(t, x) ≤ } , we can see that
E
[(√
u −
√
φ
)2]
= E
[
1A
(√
u −
√
φ
)2]
+ E
[
1Ac
(√
u −
√
φ
)2]
≤ E [1A2 (u + φ)] + E
[
1Ac
(u − φ)2
(
√
u +
√
φ)2
]
≤ 4+ 1

E
[
(u − φ)2
]
≤
(
4 + Cˆ
)
.
If φ(t, x) > , then
E
[(√
u −
√
φ
)2]
= E
[
(u − φ)2
(
√
u +
√
φ)2
]
≤ Cˆ
Therefore (5.37) is true and hence is the conclusion of this lemma.
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