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SUMÂRIO 
Neste trabalho, apresentamos os métodos de decomposi-
çao de Dantzig-Wolfe e de Rosen, quando aplicados a problemas de 
Programação Linear com estrutura bloco-angular e que possuem ta~ 
to variáveis quanto restriçÕes canalizadas. Como caso particu-
lar, moStramos o problema da otimização simultânea de várias ra-
-çoes. 
No capítulo 1, apresentamos o problema geral e, como 
caso particular deste, o problema da otimização global de ra 
çoes. Estruturamos o problema de modo a transformá-lo numa for-
ma padrão, onde as restriçÕes canalizadas são transformadas em 
restriçÕes de igualdade e deixando ainda as variáveis canaliza -
das com limites inferiores iguais a zero. 
No capítulo 2, desenvolvemos o Método de Dantzig 
Wolfe aplicado ao problema geral, comentando as simplificações 
que ocorrem na aplicação deste método ao problema da otimização 
global de raçoes. 
No capítulo 3, desenvolvemos o Método de Rosen aplic~ 
do ao mesmo problema, e também comentamos a aplicação deste méto 
do ao problema da otimização global de rações. 
No capítulo 4, comentamos as experiências computaci~ 
nais obtidas com os vários programas desenvolvidos para a aplic~ 
ção dos dois métodos. 
Nos apêndices A, B e C apresentamos, respectivamente: 
um resumo do Método Simplex Revisado com variáveis canalizadas; 
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algumas etapas do Método de Rosen que nao foram mostradas no de-
senvolvimento do capítulo 3; a documentação e a listagem do pro-
grama que resolve o problema da otimização global de rações. 
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CAP!TULO 1 
CARACTERIZAÇÃO DO TRABALHO 
1.1 - INTRODUÇÃO: 
Dentre as aplicações mais conhecidas da Programação 
Linear, podemos destacar o problema clássico da produção de ra -
ções a custo mínimo. Uma ração se constitui em urna mistura de 
ingredientes com teores de certos nutrientes entre limites pré 
estabelecidos. Procura-se determinar as porcentagen~ de cada in -
grediente na mistura, de maneira a se minimizar o custo de produ-
ção da ração, e, ao mesmo tempo, satisfazer os requisitos nutri-
cionais exigidos. 
Neste trabalho, considera-se limitações superiores e 
inferiores nos estoques dos ingredientes e se faz a otimização 
global de várias rações simultaneamente, as quais têm quantidades 
prefixadas e disputam a utilização dos mesmos ingredientes. 
A es~rutura bloco-angular do problema permite a utili-
zaçao de métodos de decomposição conhecidos: o Método de Dantzig-
Wo1fe [Lasdon, 1970] e [Taha, 1971] e o Método de Rosen [Lasdon, 
1970] e [Rosen, 1964]. 
Nas implementações dos métodos, utilizou-se um trata -
mento específico para as variáveis canalizadas - variáveis limita 
das inferior e superiormente. Os subproblemas com restrições ca 
nalizadas são transformados em uma forma equivalente onde apare -
cem apenas variáveis canalizadas. 
Foram programadas versões dos Métodos de Dantzig-Wolfe 
e de Rosen para problemas gerais e para o problema específico de 
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otimização global de rações. Utiliza-se, nestas versoes, o Méto 
do Simplex Revisado com variáveis canalizadas [Luenberger, 1973], 
[Murty, 1976]. 
1.2 - FORMULAÇ~O DO PROBLEMA DE OBTENÇ~O DE UMA RAÇ~O A CUSTO M! 
NIMO: 
Dados n ingredientes, o problema da obtenção de uma 
ração de custo mínimo consiste em escolher frações yj,j=l, ••• ,n, 
de cada ingrediente para compor uma unidade desta ração de forma 
a minimizar seu custo. são dadas as frações a .. de cada nutrien 
1] -
te i (i=l, ••• ,m) em cada ingrediente j, as frações mínimas e 
máximas de cada nutriente na ração e ainda os limitantes inferia 
res e/ou superiores das frações de cada ingrediente j na raçao" 
Sejam: 
n : número de ingredientes disponíveis no instante da produ -
-çao; 
m : número de nutrientes que serao considerados na ração; 
aij : fração do nutriente i no ingrediente j; 
ai : fração mínima do nutriente i na raçao: 
Si : fração máxima do nutriente i na raçao; 
yj : fração do ingrediente j na raça~; 
Yj : fração mínima do ingrediente j na raçao, j ~ I2, onde I2 
é o conjunto de ingredientes que possuem limitantes infe-
riores e superiores~ 
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ó j : fração máxima do ingrediente j na raçao, j E I2; 
c. preço por unidade do ingrediente j. 
J 
Para eliminarmos as inviabilidades triviais do proble-
ma, estamos considerando que a. . .:S. 8. , i = 1, ••• , m, y . .:!> ó . , j € !2 e 
~ ~ J J 
y. ~ O, j E Il, onde Il é o conjunto de ingredientes que não pos 
J 
suem lirni tantes. 









i= l, ••• ,rn (1.1) 
y j ~ O 1 j € Il 
y j ~ y j ~ ô j I j € I2 
n 
Notemo.s que a restrição r yJ. ~ 1 deve ser considera-
j=l 
da. Podemos supor que esta restrição corresponde a um nutriente 
fictício i', com a1 ,j = 1, j = l, ••• ,n e e1 , = 1. Quando a ração 
n 
for tal que E y. 
j=l J 
< 1 '· ,ternos o caso em que é possível s&tisfazer 
as restrições nutricionais sem completar urna unidade da -raçao. 
Costuma-se, por isso, colocar na lista de ingredientes um "enchi-
n 
mente" de custo baixo e considerar E yJ, = 1. 
j=l 
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Estamos supondo também, ~eªta formulação, que os esto-
ques dos ingredientes são infinitos, isto é, o mercado pode sem-
pre suprir quaisquer quantidades de ingredientes. 
1. 3 - EXTENSÃO .!2Q PROBLEMA ~ !:;_ RAÇÕES: 
Nesta fc:)J;J!!-ul~ç~~, c~n9i,d~fÇ1,In9S a~ ~irni,taçõe~. d_e,_ esta 
ques dos ingredientes, o que, frequentemente, acontece na práti -
ca. Podemos ter limitações superiores no caso da impossibilidade 
de dispor mais do que urna certa quantidade tj do ingrediente j 
durante o período de produção das raçoes. As __ lirni tações inferia-
res podem ocorrer na necessidade de consumir pelo menos uma quan-
tidade gj do ingrediente j, o qual pode estar, por exemplo, em 
processo. de deterioração, e então prec;:isa ser consumido rapidame!!, 
te. 
Então, para se produzir várias raçoes simultaneamen 
te (K rações), com quantidades q1 , q 2 , ••• ,qK, respectivamente, 
levando-se em conta as limitações de estoques dos ingredientes 
definimos:· 
K : número de :raçoes a serem prod:u.zidas:; 
n : número de ingredientes disponiveis no instante da produ 
çao; 
m : número de nutrientes que serao considerados nas raçoes; 
e 
' 
qk : quantidade a ser produzida da r~ç~~ k, numa unidade pre -
fixada; 
- . -t. : quantidade maXLma do ingrediente j a ser usada nas K raçoes; 
J 
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. quantidade mínima do ingrediente j a ser usada nas K . ra -
çoes; 
: fração do nutriente i no ingrediente j : 
: fração do ingrediente j na raçao k· 
' 
: fração mínima do nutriente i na raçao k· 
' 
fração máxima do nutriente i - k; . na raçao . 
. fração rn{nima do ingrediente j na raçao k, j E I2k, . onde 
I2k é o conjunto dos ingredientes que possuem 
inferiores e superiores na ração k; 
limitantes 
ókj : fração máxima do ingrediente j na ração k, j t I2k; 
cj : preço por unidade do ingrediente j. 
COmo anteriormente, estamos considerando para 
j € Ilk' onde Ilk é o conjunto dos ingredientes que não possuem li 
mitantes. 
Então, o problema é: 
K n 












ykj • 1.. ' j = 1, ..• ,n J 
ykj • 6ki, i=l, ••• ,rn,k=l, ••• , 
Ykj ~O, j €Ilk , k=l, ••• ,K 
(1. 2) 
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A estrutura do problema (1.2},por exemplo, para K = 2, 
m = 3 e n = 4 é a seguinte: 
y22 y24 
q1c1 q1c2 q1c3 q1c4 q2c1 q2c2 q2c3 q2c4 
g1 q1 q2 '1 
g2 q1 q2 '2 
g3 q1 q2 '3 
g4 q1 q2 '4 
"11 all a12 a13 al4 eu 
0 12 a21 a22 a23 a24 al2 
"13 a31 a32 a33 a34 al3 
"21 all a12 a13 a14 a21 
"22 a21 a22 a23 a24 a22 
0 23 a31 a32 a33 a34 a23 
Nota-se, assim, que o problema (1.2) possui uma estru-
tura bloco-angular para a qual podemos aplicar os Métodos de 
Dantzig-Wolfe e de Rosen, mas introduzindo restrições e variáveis 
canalizadas. Além disso, as matrizes de tecnologia são idênticas 
em todos os blocos e os coeficientes da função objetivo também , 
exceto pela multiplicação pelas quantidades de cada ração, e as 
I 
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matrizes de acoplamento possuem uma forma muito particular - sao 
matrizes escalares. Esta formulação nos permite considerar ain-
da, que as variáveis não precisam ser necessariamente canalizadas 
e que, se um ingrediente j não é usado numa ração k, ele pode ser 
considerado como uma variável fixa e igual a zero. Da mesma ma -
neira, se um nutriente i não for considerado numa ração k, ele 
terá seu limite inferior igual a zero e o superior igual a infini 
to (basta ser um, pois Ski "" 1). 
1.4 - DEFINIÇ~O DO PROBLEMA GERAL: 
O problema da otimização global de raçoes pode ser vis 
to como um caso particular do seguinte problema de Programação 
Linear com estrutura bloco-angular: 
K 




g • L Q' yk • 1 k k=1 (1. 3) 
• e 1 k, k= , ••• ,K 
Ykj ~ O , j Eilk, k=l, ••• ,K 
~ ókj' j €12k, k=l, ••• ,K 
onde: 
yk vetor de dimensão nk x 1, k = 1, ••• , K, formado pelos ele-
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mentes ykj' da forma: 
••• Ykn')T • Cada yk possui nlk componen-
k 
tes nao canalizadas {não negativas) e n2k componentes ca-
nalizadas, de modo que nk = nlk + n2k. Em particular, nlk 
a·u n2k podem ser iguais a zero. Dizemos ainda que, para 
cada bloco k, os Índices das variáveis nao canalizadas des 
te bloco pertencem ao conjunto'Ilk e os Índices das variá-
veis canalizadas pertencem ao conjunto I2k. 
~ : vetor de dimensão 1 x nk, k = l, ••• ,K, formado pelos ele 
mentes ~j (coeficientes da função objetivo do bloco k) , 
da forma: 
c' = (c' k lk 
Ok : matriz de dimensão m0 x nk , k = l, ••• ,K (matriz de acopl~ 
menta referente ao bloco k), formada pelos elementos qkij 
da forma: 








g : vetor de dimensão m
0 
x 1, formado pelos elementos g1 (li~ 
tes inferiores das restriçÕes de acoplamento), da forma : 
: vetor de dimensão rn0 x 1, formado pelos elementos ~. (limi ~ -
tes superiores das restriçÕes de acoplamento), da forma: 
Ak : matriz de dimensão~ x nk , k = l, ••• ,K {matri~ de tecno-
logia do bloco k), formada pelos elementos ~ij , da forma: 
A' = • 
"kl2 "kl"k k "kll ••• 
"k2l "kn ... ak2nk: 
• • 
• • • 
• • • 
ak"kl "k"k2 ••• "k"k"k 
ak vetor de dimensão~ x 1, k = l, ••• ,K, formado pelos ele-
mentes aki (limites inferiores das restriçÕes dos blocos), 
da forma: 
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Sk : vetor de dimensão~ X 1, k = l,~ •• ,K, formado pelos ele-
mentes Bki (limites superiores das restrições dos blocos), 
da forma: 
yk : vetor de dimensão n2k x 1, k = 1, ••• , K, onde n2k repre-
senta o número de variáveis canalizadas do bloco k, forma-
do pelos elementos ykj (limites inferiores das 
canalizadas), da forma: 
T 
Ykn2 l · k 
variáveis 
6k : vetor de dimensão n2k x 1, k = l, ••• ,K, formado pelos ele-
mentos óki (limites superiores das variáveis canalizadas}, 
da forma: 
T 
õkn2 l · k 
Embora o problema (1. 3) considere variáveis canaliza - 1 
-das e nao canalizadas, daqui por diante, para simplificarmos 
notação, suporemos que todas as variáveis são canalizadas. O 
blema, então, será do tipo: 
K 




g ~ r Ok yk ~ t k=1 
ak ~ Ak yk ~ sk • k = 1, ••• , K 








onde yk e 6k, k = l, ••• ,K terão dimensões nk x 1. 
Apesar de considerarmos agora o problema (1.4) em vez 
do problema (1.3), todos os programas que foram desenvolvidos con 
sideram que cada yk possui nlk componentes não canalizadas (não 
negativas) e n2k componentes canalizadas. Além disso, ou nlk ou 
n2k podem ser zero para um k especifico. 
1.5 - ESTRUTURAÇÃO DO PROBLEMA: 
Veremos agora como transformar o problema (1.4), que 
possui restrições canalizadas, num problema de Programação Linear 
que possui apenas variáveis canalizadas. Para isto, usaremos o 
seguinte teorema: 
Teorema 1.1 [Arena1es, 1979]: 
Sejam os seguintes problemas de Programação Linear: 
min c y 
s.a. 
a • Ay • ~ 
(I) 
y ~ o 
min cy 
s.a. 
Ay + u ~ a + ~ (II) 
a < u • ~ 
y ~ o 
onde - 1 é n x 1, A é - m x 1, ~ -m x 1 -c e x n, y m x n, a e e e u e 
mxl. Então (I) e (II) sao equivalentes. 
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E..!::ova: Sejam: 
s 1 = ly I " < Ay ~ ~, y ;,. o l e 
52 ~ {(y,u) I Ay + u = (l + e, a ~ u ( e, y ~ O} 
Hostrarerros que, se y € s 1 , então existe u tal que 




Seja y ~ s 1 • Defina u tal que Ay + u =a + 6. 
Então Ay + u =a+ B ~a+ Ay, porque y E s 1 . 
Logo, u ~ a. 
Mas, Ay + u = a + 8 ~ 8 + Ay, porque y é s 1 • 
Logo, u ~ ~-
Então, temos que a ~ u ~ f3 e Ay + u = a + B; portanto, 
Seja (y,u) € s 2 ; logo, Ay + u =a+ B e a~ u~ 8. 
Então Ay + u = a + B ~ a + u e Ay + u ~ a + u =t> 
Ay ~ a. 
Mas J',y + u = a + B $. u + 8 e Ay + u ~ u + B ~ 
Ay .• S. 
Logo, a $.Ay ~ B e, portanto, y E:._S 1 (c q.d.). 
Aplicando agora o teorema (1.1) ao problema (1. 4) 
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K 




E Qk yk + UK+l = g + i k=l 
= ak + Bk' k=l, ••• ,K (1. 5) 
onde: 
'\: : vetor de dimensão "k X l, k = l, ••• , K, formado pelos elemen 
tos '\:i, da forma: 
('\:1 
T 
'\:= '\:z o o o '\:"k) o 
~+l: vetor de dimensão m0 x 1, formado pelos elementos ~+l,i , 
da forma: 
~+l = (uK+l,l ~+1,2 o o o 
Sendo a matriz identidade de ordem m
0 
e I a 
"'k 







E (c' I O)~ 
k=1 k "k 
K (~)+ E (Qk I O) k=1 
(Ak I I ) ( Yk\ 
~\iikJ 
nk ~"k ~ ek, k 
g ~ UK+l ~ t 
yk ~ yk <; ók' k 
I 
"K+l = gH m 
o 
= 1, 
• • • I K 
= 1, ... , K 
(ck I 0) : vetor de dimensão (nk + ~) x 1, k = 1, ••• , K. 
(1. 6) 
Ca.da 
um desses vetores é formado pelo vetor ck e pelo vetor 
nulo de dimensão 1 x ~· 
(Qk I O) : matriz de dimensão m0 x (~ + ~)', k = 1, ... , K. Cada 
uma dessas matrizes é formada pela matriz Ok e 
matriz nula de dimensão m
0 
x ~. 
(Akii~) :matriz de dimensão~ x (nk + ~), k = 1, ••• , K. 
uma dessas matrizes ê formada pela matriz Ak e 




• Transformamos, assim, o problema original que possul.a 
restriçÕes canalizadas, para um problema equivalente que possui -
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apenas variáveis canalizadas. Isto nos permitirá trabalhar com 
subproblemas mais simples e com o Método Simplex para variáveis 
canalizadas. 
Faremos ainda mais uma transformação: com o objetivo 
de fac111 tar a programação dos rné·todos que descreveremos nos pr§. 
xirnos capítulos, faremos mudanças nos limites das variáveis ca -
nalizadas de modo a obter que todas as variáveis canalizadas te-
nham limites inferiores iguais a zero. 
No problema (1.6), as restrições para as variáveis ca 
-nalizadas sao as seguintes: 
g s "K+l"" • 
Subtraindo ak de todos os membros da pr·imeira equaçao, 
obtemos: 
e colocando u•k = ~ - ak obtemos ~ = ~ + ak, Vk. 
ternos: 
Fazendo a mesma operaçao para as outras duas equaçoes, 
UX+l = "K+l - g e "K+l = u~+l + g. 
y' k - Y e k 
Substituindo agora os novos valores de ~' Vk, uK+l e 













y' +yk (c' I 0) k k 
u' k +ak 
+yk ('Jk/0) 
+ Im ("1(+1 +g)~gH 
+ak o 
(Ak/I~) =ak+ak,k=l, .•. ,K 
k=l, ••. ,K 















k=1 k + 
(Q' /0) (yk) 
u;, 
<llk/I ) {!j;j 
"k \ u;,) 
o ~nk ~ ak -
o 
.,; ~+1 ,< t 








= t - l: (Q'/0)~ k=1 k k 
"k 
= l, ••• ,K 
= l, ••• ,K 
Vemos, desta forma, que o problema (1.4), que 
(1. 7) 
possuía 
restrições canalizadas e variáveis canalizadas entre quaisquer li-
mites, pode ser transformado num problema equivalente (1.7) que 
possui apenas variáveis canalizadas e com limites inferiores de 
canalização zero, e que todas as outras restriçÕes são de igualda-
de. A parcela 
K 
r <"k I O) ~ 
k=1 \ "k) 
que aparece na função objetivo -e 
uma constante, e por isso pode ser eliminada da minimização. Po -
demos, então, redenominar as matrizes e os vetores do problema 
(1.7), de modo a tratá-lo por uma forma mais simplificada. 
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Sejam: 
ck ~ <"k I 0) • k ~ l, ••• ,K 
' 
"k ~ (y' I "klT k ~ l, .... ,K1 k • 
Qk ~ (\lk I o) • k ~ l, ••• ,K; 
K ~ bo ~ • - ~ (Q' I O) ' k~l k 
~ ~ <P>k I I ) • k ~ l, ••• ,K I 
"'k 
bk ~ ek -P>k yk, k ~ l, ••• ,K 
' 
hk ~ (~k - yk I ek - "k)T k = l, ••• ,K. • 
Estamos desprezando a parte referente ao bloco 
K + 1 (uK_+l), que e-- um bloco muito particular e que será tratado 
de uma maneira específica nos casos em que for considerado.Então, 
sem perda de generalidade, uma forma simplificada do problema 
(1.7) é: 
K 




~ "Jc = bk' k ~ l, ••• ,K 
O < "Jc ~ ~, k = 1, ••• ,K 
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onde, k = l, ••• ,K, temos: 
ck . 1 x nk e de componentes ckj; . 
"k . nk X 1 e de componentes "kj; . 
Qk . mo X ~ e de componentes qkij; . 
~ . ~ X nk e de componentes akij; . 
bk : ~ X 1 e de componentes bki; 
hk . ~ X 1 e de componentes hkj; . 
~ < nk e 
b . m X 1 e de componentes b . 
• o o oi 
- problema de que e um Programação Linear com estrutura bloco - an-
gular e variáveis canalizadas, que, por exemplo, para K = 3, tem 
a seguinte estrutura: 
• 
c1 c2 c3 

























' l _______ 
- -
------ --- -------- ------ --
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Aos K conjuntos de restrições independentes, dados 
pelas matrizes ~, chamaremos de blocos. Chamaremos de restri ·-
çoes de acoplamento às restrições dadas pelas matrizes Qk, Vk. 
A própria estrutura do problema (1.8) nos levou a est.u 
dar os métodos de decomposição de Dantzig-Wolfe e de Rosen1 corn ,a 
introdução de variáveis canalizadas. Estes métodos serão rrostra-
dos nos capítulos subsequentes, e veremos que a inclusão de vari.ª-
veis canalizadas trará algumas novidades no Método de Rosen. 
O problema geral que iremos tratar é o problema (1.8}: 
K 
min z = r ck "k 
k=l 
s.a. 
~"J<: = bk, k = l, ••• ,K 
O "'"J<: "'~, k = l, ••• ,K 
Durante as explicações dos métodos, faremos, algumas 
vezes, menção ao problema da otimização global de rações.. Nest,e 
caso, estaremos nos referindo a um problema do tipo: 
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K 




E (Qk I O) @+ I ~+l 1.- E = k=l k=l 
"k "k 
(Qk/0) ~= b'o 
(l. 9) 
(A/I)~ ak - A Yk = hk, k=l, ••• ,K = 
"k 
O ~ uk_ ~ 13k - ak, k = 1, ••• 1 K 
o ~ ~+l .; I. - g 
O ~ yk_ ~ ~k - yk , k = 1, ••• ,K 
que ê o problema (1,2) já com as transformações de variáveis e 
com a eliminação de restrições canalizadas, mas onde estamos con-
siderando, para simplificar esta apresentação, que todas as variá 
veis são canalizadas. 
A justificativa para tratarmos separadamente o proble-
ma acima, é que ele é um caso especial onde c 1 = c 2 = ••• =cK =c, 
A1 = A2 = ••• =~=A e as matrizes de acoplamento são do tipo: 
Q = k 
• 
• 
onde In é a matriz identidade de ordem n. Estas particularidades 
111 
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facilitam as operaçoes dos métodos que serão apresentados e foram 
também exploradas na confecção dos programas. Além disso, neste 
problema aparece o bloco (K+l) que será sempre tratado à parte , 
por possuir uma estrutura bem mais simples que os demais. 
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CAP!TULO 2 
APLICAÇ~O DO METODO DA DECOMPOSIÇ~O DE DANTZIG - WOLFE 
2.1 - INTRODUÇ~O: 
o princípio da decomposição de Dantzig - Wolfe se 
baseia na formação de um problema mestre com poucas linhas a mais 
que o número de restrições de acoplamento, mas com um número 
muito grande de colunas. Como o número de colunas é muito eleva 
do, este princÍpio se vale da técnica da geração de colunas, isto 
é, as colunas vão sendo construidas apenas quando necessário. 
o Método envolve interações entre um conjunto de sub 
problemas independentes e o problema mestre. Os subproblemas re-
cebem um conjunto de parâmetros (multiplicadores Sirnplex) do pro-
blema mestre, buscam seus Ótimos individualmente num nível in-
ferior e, em função de suas soluções, o problema mestre fixa no 
vos parâmetros para os subproblemas, até que o Ótimo global seja 
encontrado. 
o desenvolvimento do principio da decomposição de 
Dantzig- Wolfe depende, basicamente, de dois resultados: o pri-
meiro é um teorema que garante que, se um ponto está num poliedro 
convexo fechado e limitado, ele pode ser escrito como uma combina 
ção convexa dos pontos extremos deste poliedro. o segundo, 
geração de colunas. 
-e a 
Observação: usaremos, neste capitulo e nos subsequentes,os concei 
tos usualmente empregados em Programação Linear tais como conjun-
tos convexos, base, solução básica factivel, matriz associada -a 
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solução básica corrente, multiplicadores Simplex, bem como as pr~~ 
priedades do Método Simplex. Além disso, estamos abusando 1nn 
pouco da linguagem, usando, por exemplo, "B" para denotar tanto 
um conjunto de Índices quanto uma matriz, cujas colunas correspoE! 
dem a estes fndices. 
2.2 - O TEOREMA DAS COMBINAÇÕES CONVEXAS: 
Definição hl= envólucro convexo: o envólucro convexo 
de um conjunto Y é a intersecção de todos os conjuntos convexos 
que contêm Y, isto é, é o menor conjunto convexo que contém Y. 
Teorema 2.1: o envólucro convexo de um conjunto fini-
· 1 2 p) • to de pontos X= {x, x , ••• ,x e o conjunto de todas as combina 
1 çoes convexas de· {x, 2 p X , ••• ,X }, isto é, 
C (X) = {x/x = ~ l.jxj , 
j=1 
e ,j >- o, J. = 1 p) A , I • • • I 
A prova deste teorema pode ser encontrada em Hadle,y 
[Had1ey 1,1969, pp. 208]. 
Definição 2.2: Hiperplano: seja c um vetor linha n-
dimensional não nulo e seja v um número real. O conjunto 
H = {x "IRn I ex = v) 
é um hiperplano em Rn. 
Definição 2. 3: Hiperplano suporte: um hiperplano q\le 
contém um conjunto convexo X em um dos seus semi-espaços fecha 
dos, e que contém um ponto da fronteira de X é chamado de hiper 
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plano suporte de X. 
Definição 2.4: ponto ·extremo: um ponto x de um conjug 
to convexo X é um ponto extremo de X se não existem dois pontos 
distintos x1 e x2 em X tais que 
X = ÀXl + (1 - À.) x 2 , 0 < À < 1. 
Teorema 2.2: se x é um ponto fronteira de um conjunto 
fechado e convexo, então existe pelo menos um hiperplano suporte 
em x. 
A prova deste teorema pode ser encontrada em Hadley 
[Hadley 1, 1969, pp. 212 - 214]. 
Teorema 2.3~ teorema das combinações convexas: 
Seja X um conjunto compacto e convexo, com p pontos 
extremosr sejam e(X) o conjunto de seus pontos extremos e C(X) 
o envÓlucro convexo de €(X) (simplificando a notação C(~ (X))) • 
Então, qualquer ponto de X pode ser escrito como uma combinação 
convexa de seus pontos extremos, isto é, C(X) = X. 
prova: queremos mostrar que C{X) = X, isto é, X.=, C{X) e C(X}=;,x. 
(i) Vamos mostrar que X~C(X). Seja y (C(X); então podemos es-
crever (pelo teorema 2.1): 
p 
y = E 
j=l 




À j - o' J" = 1 p :»- , ••• , , 
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Então I com xj também E X e X é convexo, temos que y € X , i~~ 
to é, X:::> C(X). 
(ii) Vamos mostrar que C (X).:::::;, x. Seja x* € X, mas vamos supor 
que x* f. C (X) • Então x* pode ser separado de C {X) por um 
hip~rplano, isto é, existe (c, ~) tal que: 
ex* = 1-1 
cy • u, Vy E c (X) (2.1) 
Seja 1-1 • = rnax ·{ex I x E X}. o número J..l• existe porque X 
é compacto. Então (c, 1-1·) define um hiperplano suporte de 
X, desde que 
ex s 1-1• , vx € X. 
Este hiperplano deve conter um ponto extremo de X, 
então, cXj = 1-1· • 
Mas isto contradiz o fato de que todos os pontos de C(X) (e 
logo, todos os pontos extremos de X) satisfaçam (2.1), des-· 
de que v • ~ ll• Então, V x* ~ X ===t>x* t C (X) • 
Nota: como estaremos tratando de conjuntos da forma 
X =, {x I Ax = b e O ~ x~ h}, suporemos sempre conjuntos limi--
tados. Por esta razão, o teorema (2.3) foi apresentado conside--
rando apenas conjuntos limitados. 
2.3 - A FORMAÇ~O DO PROBLEMA MESTRE: 
o problema (1.8} possui K blocos independentes que 
-sao: 
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{~ "k = b } k k = l, ••• ,K o ~"k ~hk ( 2. 2) 
Da Programação Linear, sabemos que cada conjunto (2.2) possui um 
número finito de pontos extremos ( [Luenberger, 1973] 1 ~azaraa , 
1977]). Sejam xf, j = l, ••• ,pk' os pontos extremos do k- ésimo 
conjunto (2.2). Supondo que cada um destes conjuntos seja limita 
do, Vk, então pelo teorema,{2.3), temos que qualquer ponto~ de 
(2.2) pode ser escrito como uma combinação convexa de seus pontos 




"k ' E j=1 
~o, j=l, ••• pk (2. 3) 
Substituindo a equaçao (2.3) na função objetivo e 
nas restrições de acoplamento do problema (1. 8)' obtemos um pro -
bleroa equivalente -chamado de problema mestre: que e 
min 
p1 
(c1 xi) ).j + ~2 (c2 x~J ).j + ••• + PK (c ~) ).j z = E E j=1 1 j=1 2 j=1 K K 
s.a. 
p1 




(Q xi) Àj E 01x1 ).1 + E (Q2x2) + ••• + E = b j=1 j=1 2 j=1 K K o 
p1 
).j E = 1 ( 2. 4) j=1 1 
p2 
Àj E = 1 







-- Àj E = 1 
j=1 K 
Àj 
k ~ O, Vk ' Vj 
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Neste problema, as novas variáveis sao que, para 
Vk , Vj, nao são canalizadas. Como o problema (2.4) é equivale~ 
te ao problema {1.8), uma solução factível para o problema {2.4) 
nas variáveis À~ corresponde a uma solução factivel para o probl~ 
ma (1.8} nas variáveis ~· Em particular, a solução Ótima do pr~ 
blema (2.4) corresponderá ã solução Ótima do problema (1.8), isto 
é, se encontrarmos os valores ótimos de , Vk, Vj, em (2.4}, a 
solução ótima do problema (1.8) -sera: 
' k = 1, ••• , K 
Além disso, enquanto o problema (1.8} possui 
restrições, o problema (2.4) tem seu número de restrições diminu,! 
do para m0 + K. Entretanto, o número de variáveis awnenta bas·tan 
te, dependendo do número total de pontos extremos dos blocos. Con 
tudo, como o Método Simplex é sensível ao número de restrições,~!:~ 
perarnos que o problema (2.4) seja mais vantajoso que o 
(1. 8). 
Veremos ainda que os pontos extremos -j 
"k na o 
ser conhecidos "a priori". Na verdade, dada uma solução 
precis,arn 
básl<::.a 
inicial factível para o problema mestre, cada iteração irá deter-
minar os pontos extremos. 
2.4 - COMO PREPARAR UMA ITERAÇÃO: 
Sejam: 
w : vetor linha que contém os coeficientes da função objetivo do 
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problema mestre, cujas componentes são dadas por 
B : matriz básica associada à solução básica ·factivel corrente 





- -1 sa e B • 
wB : vetor linha que contém os coeficientes da função objetivo do 
problema mestre associados à matriz B, com (rn0 + K) compone~ 
tes. 
~ : j-ésirna coluna da matriz tecnológica do problema mestre, coE 
respondente ao bloco k, com (rn0 + K) componentes, da forma: 









posição (m0 + k) 
o 
w : vetor multiplicador relativo à base corrente do problema me! 
B -1 tre, de dimensão 1 x (m
0 
+ K), onde n = w .B • Vamos par-
ticionar w da seguinte maneira: 
w0 : vetor de dimensão 1 x m0 , que sao as primeiras m0 posi -





-trk' k = l, ••• ,K: sao as componentes restantes do vetor TI 
(são escalares), correspondentes às K restrições restant,es 
do problema mestre. 
W : vetor linha que contém os custos relativos do problema mes-
tre, com componentes 
Vamos calcular, agora, os coeficientes 
!ativos para o problema mestre. Sabemos que: 








e colocando a partição feita no vetor n, temos: 
-j - - Q -j 
= ck"k "o k "k - 'k · 
Colocando -j 






de custos re 
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- . k • 
Queremos encontrar uma variável para entrar na base do 
problema mestre. Sabemos, pelo Método Simplex, que o coeficiente 
que nos indica a coluna s que entrará na base é dado, usualmente, 
por: 
Mas, neste caso, como possuímos um número muito grande 
de colunas, não vamos comparar todos os coeficientes de custos re 
!ativos. O que vamos fazer é gerar as colunas apenas quando ne -
cessãrio - geraçao de colunas. 
2.4.1 - Geração de colunas: 
Veremos, agora, como escolher a coluna s para entrar 
na base do problema mestre sem compararmos todos os coeficientes 
de custos relativos, Ao invés de calcularmos todos para 
depois escolhemos o menor deles, vamos procurar um ponto extremo 
.j 
minimize wa Este ponto extremo .j • chamado de gerador 
"k que • "k e 
de coluna. Então, em vez de procurarmos todos os pontos extre -
mos para os K blocos, procuramos apenas um ponto extremo xt e:m 
cada bloco, o qual produz o menor coeficiente 
mos os K subproblemas: 





isto é, resolve 
(2.5) 
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• e como n-k e constante para cada subproblema k, k = l, ••• ,K, {2.,S} 
se reduz a: 
s.a. 
(2. 6) 
Resolvemos os subproblemas (2.6)
1 
para cada bloco :!{, 
pelo Método Simplex Revisado com variáveis canalizadas, obtendo 
então uma solução Ótima ~ que é um ponto extremo do bloco k .na 
i te ração j, ao qual corresponde um valor Ótimo para a função obj~ 
tive, f~. 
Calculamos, então, para cada k: 
W~ = ff- nk 1 k = l, ••• ,K. 
se >-- o, Vk , temos a solução Ótima do problema me~ 
tre e, consequentemente, a solução Ótima do problema original. Se 
nao, tomamos o menor coeficiente < O, isto é, fazemos 
rnin 
k, j 
Sendo s o número do 
• 
subproblema escolhido, a variável Àj 
s 
corres-
pendente ao gerador X~ (solução do subproblerna s na iteraçao j ) 
entrará na base do problema mestre. 
A variável l~ que entra na base do problema mestre, le 
va consigo a coluna , que é dada por: 
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A escolha da variável que sai da base do problema mes 
tre é feita pelo critério da razão usual, sobre a coluna 
nova base é encontrada usando o Método Simplex Revisado. 
Observações: 
A 
1) A única alteração que ocorre no Método de Dantzig -··Wolfe, p~ 
lo fato de estarmos . considerando .o· problema original··- com v a -
riãveis canalizadas {~),aparece durante a resolução dos sub-
problemas, onde utilizamos o Método Simplex com variáveis ca-
nalizadas. o ,problema mestre não se altera, já que suas va -
riáveis (À~) não são canalizadas. 
2) Em geral, aplicamos a fase I do Método Simplex ao problema 
mestre para a obtenção de uma base inicial factível. Se cha-
marmos de w' ao vetor linha que contém os coeficientes da 
função objetivo artificial, temos que w' = (00 ••• 01 ••• 1), on-
de ós (m + K} coeficientes de w' iguais a 1 correspondem às 
o 
m0 +· K variáveis artificiais. Notemos que, durante a fase I 
do problema mestre, teremos como objetivo dos subproblemas 
minimizar 
= (w' -k ' k = l, ••• ,K, 
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onde wk,para cada k = 1, ••• , K, é um vetor de dimensão 1 x ~ 
formado por zeros, e cada wk é uma partição do vetor w' cor-
respondente a cada um dos subproblemas. Assim, os objetivos 
dos subproblemas (2.6), durante a fase I do problema mestre 
serão minimizar 
3) O critério de entrada na base do problema mestre é feito pela 
escolha de um coeficiente W~ que seja < O. Por isso não pre-
cisamos, em principio, resolver todos os K subproblemas (2.6) 
para então encontrarmos o menor bastaria encontrarmos 
um ponto extremo xa {solução de um subproblema k na iteração 
.j j) tal que o coeficiente wk correspondente fosse < O. 
4) Na·resolução dos subproblernas (2.6), pelo Método Simplex Re-
visado com variáveis canalizadas, aplicamos a fase I do Méto-
do Simpl·ex apenas na primeira iteração pois, em geral, -na o 
possuímos uma base inicial factível. Nas iterações subsequen 
tes, podemos sempre resolver cada subproblema (2.6) a partir 
da soluç-ão Ótima obtida na iteração anterior já que, de uma 
iteração para a seguinte, apenas são mudados os coeficientes 
da função objetivo de cada subproblema. 
5) Se algum dos subproblemas (2.6) for infactivel, o problema 
original nao terá solução. 
6) Durante as fases I e II do problema mestre, em cada iteração, 
ao encontrarmos urna variável ).; para entrar na base, devem:Js 
calcular o seu coeficiente na função objetivo, - dado por que e 
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c xj ' onde s é o número do subproblerna escolhido nesta ite-
s s 
ração e Xj é a solução Ótima encontrada na resolução do s-ési 
s 
mo subproblema na iteração j. 
2 • 5 - ALGOR!TMO; 
(0) Transformar o problema original no problema mestre; 
Fase I: 
(I.l) montar a base inicial do problema mestre com variáveis 
artificiais; fazer B-l = I; montar o vetor w• com os 
coeficientes da função objetivo artificial; 
(I.2) calcular 1T = w'B B-l , onde w• 5 é o vetor que contém 
os coeficientes da função objetivo artificial associa-
dos ã matriz B; particio~ar 1T em (1T
0
/1T1 ••• 1TK); · 
Critério de entrada - resolução dos subproblemas: 
(I.3) calcular -'11"0 Qk , k = 1, ••• ,K; 
(I.4) resolver os K subproblemas (2.6): 
s.a. 
pelo Método Sirnplex Revisado com variáveis canalizadas, 
obtendo corno solução ótima um ponto extremo X~, ao 








Se W5 ) O, chegamos ao fim da fase I. Seja v o valor 
da função objetivo artificial. Três casos podem ocor-
rer: 
19) se [lf [ ..'$- e , onde e é urna tolerância dada, e a b~ 
se final obtida na fase I não contiver nenhuma va-
riável artificial, passamos à fase II. 
29) se I~ I <' I; e a base final obtida na fase I conti-
ver alguma variável artificial, passamos à fas.e 
II, mas tentaremos escolher, em primeiro lugar, co 
mo variáveis de sai da nas próximas i te rações , a.s 
variáveis artificiais que ainda estão na base. 
39) se 1~1 > 6 , o problema mestre não tem solução fac 
t!vel; logo, o problema original também não 
solução~ Fim. 
• ter a 
se W < O, a variável Àj correspondente a Ws entrará 
s s 
na base, onde s é o número do subproblema escolhido; 
Critério de saida: 













s na iteração j; 
atualizar R~ , isto ; atualizar 
T b, lado direito do problema mestre, b = (b
0 
1 1 ••• 1) , 
-1 
obtendo E = B b; 
• 
_encontrar rnin {b i I 
i 
Vi I >O }, onde é 
o elemento i da coluna Seja r o Índice correspo~ 
dente a este mínimo; 
pivotear sobre o elemento atualizando B-l pelo 
Simplex Revisado; atualizar os Índices das variáveis 
básicas; 
guardar o coeficiente da variável Àj (que entrou na ba 
s 
se do problema mestre) na função objetivo, isto -e ' 
= c -j 





Voltar ao passo {I.2). 
Fase II : 
) 1 B -1 d B • • (II.l Calcu ar ~ = w B , on e w e o vetor que contem os 
coeficientes da função objetivo associados à matriz B. 
B • Note que, cada componente i de w , ou contem o valor 
ck. xa (já calculado durante a fase I), se a i-ésima 
variável básica é À~ , ou infinito, se a i-ésima va-
riável básica é artificial. Particionar n em 
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Critério de- entrada - reso·lução dos· subprob-lernas; 
(II.2) calcular (ck - 1r
0 
Qk) , k = 1, ••• ,K; 
(II. 3) resolver os K subproblemas (2.6): 





"k e ~j k . ' 





>,. O , estamos na solução Ótima do problema rnes -
tre e, logo, a solução Ótima do problema original se-
• ra: 
~ = E Àj xa , k = l, ••• ,K 
jbásico k 
onde, para cada k, as variáveis Àj consideradas k -sao 
aquelas que pertencem à Última base do problema mestre 
· (que é a base Ótim~ e xf são os pontos extremos cor -
reSpondentes. Fim. 
Se W~ < O, a variável À; correspondente 
na base, onde s é o número do subproblema 
do; 






Critério de saída: 










-1 6 ~ B b; 




(II.7) se existir alguma variável artificial r na base com 
(II.8) 
ij > O, esta é a variável escolhida para sair da ba-
"r 
-. 
se (br I RJ 
•r 
~ o) • Ir para o passo (II.9). Senão , 
-. 
-· 
encontrar min {bi I RJ 
' 
Vi I RJ > o } • 
i si si 
Se este 
mínimo nao existir, o problema mestre (e logo, o pro -
blema original) não tem solução limitada. Fim. 
Senão, seja r o Índice correspondente a este mínimo ; 
(II.9) pivotear sobre o elemento ;~r atualizando B-l pelo 
Simplex Revisado; atualizar os Índices das variáveis 
básicas; 
(II.lO) guardar o coeficiente da variável Ãj (que entrou 
s 
na 
base do problema mestre) na função objetivo, isto é , 
= c s 
- 40 -
e o ponto extrem:l 
Voltar ao passo (II.l). 
2.6 - A FORMAÇÃO Q2 PROBLEMA MESTRE RESTRITO: 
correspondente 
Da maneira como foi aqui descrito, o Método da decomp~ 
sição de Dantzig - Wolfe executa otimização nos subproblemas e 
apenas um pivotamento no problema mestre. Uma idéia para se clH:!-
gar mais rapidamente ao Ótimo, é a de construir um problema mes -
tre que não só leva em conta a coluna gerada por um subproblema ~ 
mas também as outras colunas geradas por cada subproblema. A es-
te problema mestre, formado pelas colunas que estão presentement.e 
na base e mais K colunas geradas pelos K subproblemas, datrK>s o no 
me de problema mestre restrito. Convém notar que, como o problema 
mestre restrito é formado por várias colunas, podemos efetuar 
mais que um pivotamento por iteração neste problema. Assim, l;!m 
cada iteração, resolvemos o problema mestre restrito, isto é, :re 
solvemos um problema de Programação Linear. 
Sejam: 
~ : colunas que estão presentemente na base do problema mes 
tre restrito (são m0 + K colunas); 
B 
wk : coeficientes da função objetivo do problema mestre rest:r.i-
• B to associados as colunas Rk ; 
•• FkJ : colunas geradas pela última solução de cada subproblerna 
(são .K colunas); 
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•• 
wkJ : coeficientes da função objetivo do problema mestre restri-
to associados às colunas •• l1c J ; 
b : lado direito do problema mestre restrito, 
o problema mestre restrito -então: e 
K i À i 
K •• •• 
min r r wk + r w J À J 
k=l i básico k k=l k k 
s.a. 
K ~ ).i K •• • • r r + r 11c] À J = k=l i básico k k=l k 
m +K componentes K componentes 
o 
À i •• 
' 
À J ~ o 
' 
Vi ,j, k k k 
Observações: 




1) Em vez de formarmos o problema mestre restrito com 
K colunas novas (cada uma gerada por um subproblema), poder!amos 
também escolher apenas algumas destas colunas, isto é, o proble-
ma mestre restrito poderia ser formado com as colunas que já esta 
• * 
vam na base e mais K colunas, onde 1 ~ K ~ K. 
2) Usando o problema mestre restrito (2.7}, alguns pa~ 
sos do algoritmo descrito anteriormente ficam alterados: 
19) No passo (1.5) (passo (II.4)) não precisamos calcular ws 
Calculamos os coeficientes para todo k e, ~o para 
Vk, estamos no fim da fase I (na solução ótima). 
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onde xa é a Última solução Ótima ohtida por cada subproblema 
k, k = l, ••• ,K. 
39) Os passos (!.7), (!.8) e (!.9) (passos (II.6), (II.7), (II.e) 
e (II.9)) são agora substituídos pela resolução do problema 
mestre restrito, pelo Método Simplex Revisado (o passo (II.i') 
deve estar incluÍdo no algoritmo Simplex). Se o problema me~s 
tre restrito for ilimitado, o problema original também o s.e1-
rã. 
49) No passo (I.lO) (passo {II.lO)) guardamos os coeficientes das 
K variáveis À~ na função objetivo, ao invés de 
apenas um. 
guardarmos 
2. 7 - SOBRE A CONVERGtNCIA DO MJ!:TODO DA DECOMPOSIÇÃO DE DANTZI<! -
WOLFE: 
Vimos que o Método da decomposição de Dantzig- Wolfe 
se baseia na formação de um problema mestre, sobre o qual se apli 
ca o Método Simplex com urna alteração no critério de entrada na 
base, que é feito, agora, gerando colunas. Sabemos que o número 
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de colunas geradas é finito, já que cada coluna é gerada por um 
ponto extremo de um bloco e o número de pontos extremos de cada 
bloco é finito. Conclui-se daÍ, pela teoria geraL da Programação 
Linear, que o algoritmo converge num número finito de iterações. 
2. 8 - O ÇASO PARTICULAR DO PROBLEMA DA OTIMIZAÇÃO GLOBAL DE RA-
Ç0ES: 
No capítulo l, vimos que o problema da otimização glo-
bal de raçoes pode ser transformado num problema de Programação 
Linear que possui apenas variáveis canalizadas. Tal problema foi 
definido como sendo o problema (1.9) (não estamos escrevendo aqui 
a parte constante da função objetivo): 
blema 
K ' 





























= 1, ••• ,K 
= 1, ••• , K 
1, ••• ,K 
quando aplicado ao 
acima, apresenta algumas particularidades: 
pro-
- 44 -
1 ~) Corno as matrizes dos blocos são idênticas, armazenamos somen-
te urna matriz (A) e, durante a resolução dos subproblemas in-
dependentes, montamos a matriz (A I I) para cada subpro 
blema k, k = l, ••• ,K. 
2~) A menos da multiplicação pelas quantidades qk, os coeficien -
tes da função objetivo do problema (1.9) são idênticos para 
os K blocos. Além disso, as matrizes Qk' k = l, ••• ,K, pos 
suem a forma: 
• 
• 
onde I é a matriz identidade de ordem n. Isto nos permi 1:E~ 
armazenar apenas um vetor c e, em vez de matrizes Qk, armaze·-
namos apenas os escalares qk. Assim, na montagem dos coefi ·· 
cientes da função objetivo para a resolução de cada subprobl~~ 
ma k, teremos: 
• o 
3a.) Uma coluna Rj g da lo blo k k 1 K _ K , era pe co , = , ••• , , 
= 
na itera -· 
çao j, para entrar na base do problema mestre, terá a for 
ma: 
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~ (Qk/0) qk I .... j •• j yk qk y k '1< 
Rf = o = o = o 
• • • 
• 
1 1 1 
• • • 
• • • 
• 
o o o 
onde é a solução ótima encontrada pelo subproblema k na 
iteração ja 
4;;) Além dos K blocos, constituldos pelas K raç'ões, temos agora 
um bloco a mais, ao qual chamaremos de bloco K+l. A matriz 
deste bloco, nas- restriçÕes de acoplamento, é a matriz identi 
dade de ordem n-, e suas restrições independentes são 
as-restrições de cari.alização sobre as variáveis u~+l 
apenas 
por 
esta simplicidade, este bloco será sempre tratado à parte. 
Uma coluna ~+l gerada pelo bloco K+l na iteração j, para en-











onde I é a matriz identidade de ordem n e é a solução 
Ótima encontrada pelo subproblema K+l na iteração j. 
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Como os coeficientes da função objetivo no problema (1.9) 
• 
referentes ao bloco K+l, são zero, teremos como coeficientes 
da função objetivo para o subproblema K+l: 
min fK+l = (0 - 'o I) UX+l = 'o UX+l 
Assim, em cada iteração, ao resolvermos o subproblerna K+l 
este subproblema será: 
s.a. 
o ~ UX+l ~ t-g 
• 
Este problema tem uma solução analitica simples: chamando de 
as componentes de n0 , de uK+l. 
1 
as componentes de uK+l e 
de t
1
. - g. as componentes de 1- g, i= l, ••• ,n, temos 
1 
solução ótima do subproblema K+l: 
como 
5~) Podemos -checar, facilmente, um tipo de infactibilidade nas 
restriçÕes de acoplamento: no problema original (1.2), as res 
trições de acoplamento em forma matricial são: 
K 
g ~ r Qk Yk ~ t 
k=l 




porque qk > O, Vk , e logo, 
K K 
E qkyk ~ E qk yk • 
k=l k=l 
(2.9) 
Ou seja: se yk é fact!vel, Vk ===P 
K K K 
=b • Qkyk = E q y < f_. k k ..., 
k=l k=l 
1 (por (2.8)) =e> E qkyk ~ 1 (por(2.9)) 
k=l 
K 
=t>1 - E 
k=l 
o (2.10) 
Quando fazemos as transformações sobre as variáveis do probl~ 





Como b' é igual ao lado esquerdo de (2.10), verificamos se 
o 
esta inequação é satisfeita. Se, para al.guma componente i, 
ela não for satisfeita, concluimos então que o problema cri -
ginal é infactível. 
Infactibilidades análogas podem ser checadas nos blocos: as 
restriçÕes relativas aos blocos (rações) no problema (l. 2 ) 
sao: 
"k 'i A yk ~ Bk 
' 
k = l, ••• ,K 
rk ~ yk ~ 6k 
ou, com a introdução das variáveis ~; 
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(A/I) ~ = ak + sk 
yk • yk <i ók ,Vk 
ak "-' '\:~ sk 
Para qualquer par(~l e ' e 
como A ~ O {A é formada por elementos positivos ou nulos) 
' 
temos que; 
A yk • A yk e Iak ~ I '\: ' ou 
A yk + I ak • Ayk + I '\: (2.11) 
Como A yk + I'\: = ak + sk ' Vk, temos que 
A yk + Iak ~ ak + sk (por (2.11))' ou seja: 





s -k A yk ,. o ' k= l, ••• ,K (2.12) 
Da mesma maneira, o lado esquerdo de (2.12) é o novo lado 
direito bk de cada bloco k, Vk, do problema modificado (1.9) 
e logo, a mesma verificação quanto à não negatividade das 
componentes pode ser feita. 
Se alguma componente de bk for negativa, o subproblema k será 
infactivel, e logo, o problema original também o será. 
Devido a todas estas particularidades, incluindo a 
do bloco K+l, foram feitos programas especiais do Método de Dant-
zig - Wolfe para o caso especifico da otimização global de rações. 
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CAP!TULO 3 
APLICAÇÃO DO ~TODO DE ROSEN 
3.1 - INTRODUÇÃO: 
Ao contrário do Método de Dantzig - Wolfe, o Método de 
Rosen não cria novas variáveis na formação do problema mestre : 
ele particiona as variáveis dos blocos em dependentes e 1ndepen -
dentes e, posteriormente, estende esta partição até às restrições 
de acoplamento - é um método de partição. Isto assegura um pro -
blema mestre pequeno, que terá sempre rn0 linhas (o número de res-
trições de acoplamento), e que será chamado de problema reduzido. 
Este problema será sempre formado pelas variáveis independentes, 
sendo então esquecidas as canalizações sobré as variáveis depen -
dentes - por isso, este também é um método de relaxação. Corno as 
variáveis independentes são canalizadas, o problema reduzido será 
um problema de Programação Linear com variáveis canalizadas. 
O método gera uma sequência de soluções básicas infac-
tíveis, correspondendo a uma sequência de soluções factíveis para 
o problema dual. Mostraremos que, quando as soluções de todos os 
blocos forem factíveis para o problema primal (1.8) 1 estaremos na 
solução ótima do problema, e enquanto esta condição não for sati~ 
feita, é feita uma mudança de base em cada bloco considerado "não 
ótimo". 
Assumiremos, durante o desenvolvimento deste capítulo, 
que as matrizes de restrições de cada bloco k, k = 1, ••• , K, do 
problema (1.8), têm posto~~ respectivamente, isto é, cada ma-
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triz ~ contém uma submatriz não singular ~ de dimensão tr;c x I~c .. 
Além disso, assumiremos que, para cada bloco k, k = 1, ••• , K 
' 
3.2 - O PROBLEMA DUAL: 
Chamaremos de problema prima! ao problema (1.8): 
K 







~ "k ~ bk' k ~ 1,. •., K 
o { 
"k ~ 'lc· k ~ l, ••• ,K 
Vamos dualizar o problema (1. 8) em relação às restJ::·i.-
çoes de acoplamento. Seja r o vetor 
K 
das às restrições de acoplamento r 
k~l 
das variáveis duais associa. -
com dimensão 1 o Lagrangeano L("k• r) • então dado por: X mo • e 
K K 
L 
'"k. r) ~ E ck"k + r (bo - r Qk "k) • ou, k~l k~l 
( 3 .l) 
Definimos a função dual g (r) como: 
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+ E (ck - ro.:> 'íc) = 
k=l 
(c -k rQk) 'íc) ' ou ' 
ou seja, dado r, para obtermos ~ (r) devemos resolver K subproble 
mas da forma: 
s.a. 
k = l, .•• ,K (3.2) 
Para enc.ontrarmos o dual de cada subproblema (3.2) es-
creveremos, primeiramente, as canalizações destes subproblemas em 
forma de restrições, obtendo então: 
min (ck - rQk) 
'íc 
s. a. 
~'íc = bk k=l, •.• ,K ( 3. 3) 
xk ~ ~ 
'íc ~ o 
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Sejam: 
: vetor das variáveis duais associadas -as restriçÕel:> 
é um vetor linha de dimensão 1 x ~ , k = l, ••• ,K. 
llk : vetor das variáveis duais associadas às restrições 'ít~ hk; 
vk é um vetor linha de dimensão 1 x ~, k = l, ••• ,K. 
Então, o dual de cada subproblema (3.3) será: 
s.a. k = l, ••• ,K (3.·1) 
Assim, o dual completo do problema (1. 8} pode ser vis·-
to como: 
max P' (r) = max 
r 
ou seja: 
J.lk~O,k=l, ••• ,K 
3.3- PARTIÇAO ~ VARIAVEIS : 
o 
(3.5) 
Inicialmente, arbitramos um vetor r e resolvemos os K 
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o 
subproblemas (3.2) com r = r • o Este vetor r deve ser tal que 
todo subproblerna {3.4) tenha solução factível, isto é, existem 
o o o o o o ~k e ~k tais que ~k~- ~k ~ ck- r Qk e ~k ~o, k = l, ••• ,K • 
Note que, se o problema dual completo (3.5) tem solução factível, 
o 
este vetor r existe. Isto fica garantido se o problema (1.8) não 
for ilimitado. 
Na resolução dos K subproblemas (3.2) pelo Método Sim-
plex·Revisado com variáveis canalizadas, se necessário, podemos 
empregar a fase I.· Se algum destes subproblemas for infactível, 
o problema original (1.8) não terá solução. 
Obtidas as soluções ótimas de cada subproblerna k, fare 
mos então as partiçÕes em cada bloco k , k = l, ••• ,K: cada bloco 
será particionado em uma parte básica e uma parte não básica e, 
por conveniência, suporemos que as colunas básicas de cada bloco 
k são as primeiras ~ colunas e as não básicas sao as 
~-~colunas. Sejam, para k = l, ••• ,K: 
Últimas 
~ : vetor ~ x 1, formado pelas componentes básicas de ~ ; 
~ : vetor (nk - ~) x 1, formado pelas componentes nao básicas 
de "k. 
B I N ~ = <Ak ll).;l, onde: 
: matriz ~ x ~, formada pelas colunas básicas ~ e 
inversa é -1 1\• 
cuja 
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:matriz~ x (nk- ~), formada pelas colunas não básicas 
de 1\ . 
h = k onde: 
~ : vetor IE)ç x 1, formado pelas componentes de hk que corres, -
pendem às variáveis básicas do bloco k; 
: vetor (nk - ~) x 1, formado pelas componentes de ~ que 
correspondem às variáveis não básicas do bloco k. 
Estenderemos esta partição, feita nos blocos, à fun -
çao objetivo e às restrições de acoplamento do problema (1.8): 
B I N ck = (~ ~) , onde: 
C: : vetor 1 x lik_- , formado pelas componentes de ck que corres.-
pendem às variáveis básicas na solução Ótima do bloco k1 
:vetor 1 x (nk- ~), formado pelas componentes de ck que 




x ~ 1 formada pelas colunas de Qk que correspon.-
dem às variáveis básicas na solução ótima do bloco k; 
:matriz m
0 
x (nk- ~}, formada pelas colunas de Qk que cor 
respondem às variáveis não básicas na solução ótima do blo 
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co k. 
Podemos ver todas estas partições, por exemplo 
K = 2, na seguinte figuraõ 
QB B + QN N 1 x1 1 x1 
. 
















Observação: como as variáveis ~ sao canalizadas, urna 
componente de ~ pode ser igual ao seu limite inferior (zero) ou 
igual ao seu limite superior. Luenberger [1973, pp. 48-53], pro-
pÕe urna maneira de colocar todas as variáveis não básicas com o 
valor zero. Esta mudança de variáveis foi implementada na subro-
tina que resolve os _subproblemas pelo Método Simplex Revisado com 
variáveis canalizadas e foi estendida ao Método de Rosen. Assim, 
as partes não básicas N 
"k· N e Qk , k = l, ••• ,K, foram 
ainda particionadas em urna parte que corresponde às variáveis nao 
básicas no limite inferior e em outra parte que corresponde -as 
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variáveis nao básicas no limite superior. Embora estas novas pa!:. 
tições tenham sido consideradas nos programas, não trataremos de-
las neste capitulo para que a notação não fique muito complicada. 
A mudança de variáveis sugerida por Luenberger [1973] e que foi 
utilizada na subrotina que implementa o Método Simplex Revisado 
com variáveis canalizadas, está explicada no apêndice A e o trata-
menta explícito do Método de Rosen com as novas partições nas va-
riãveis não básicas se encontra no apêndice B. Apenas lembrare -
mos aqui, que as variáveis não básicas de cada bloco k podem es 
tar em um dos dois limites de canalização, e faremos referências 
aos apêndices A e/ou B quando julgarmos necessário. 
Usaremos agora as matrizes básicas não singulares ~ , 
k = 1, ••• ,K, para eliminarmos os vetores { de (1. 8), expressando 
as variáveis básicas ~ de cada bloco k em função das variáveis 
- b• . N nao as1cas ~ • Sabemos que a solução Ótima de cada subproblema 
(3e2) deve satisfazer: 
B B-1 b B-kl AN x.N 
"J< = k k - -K K , k = 1, ••• ,K , (3.6) 
onde cada X,:: possui componentes no limite inferior e/ou no limit:e 
superior (a expressão (3.6) está melhor explicitada no apêndice 
B). Com a expressão (3.6), formaremos o problema reduzido. 
3.4 - ~FORMAÇÃO DO PROBLEMA REDUZIDO: 
Tendo expressado as variáveis básicas em função das va 
riáveis não básicas de cada bloco, vamos agora formar o problema 
reduzido, que é obtido quando substituimos a equação (3.6} nas 
restrições de acoplamento e na função objetivo do problema (1.8]1. 
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3.4.1 - Formação das restrições: 
As restrições de acoplamento do problema (1.8) -sao: 





r [o~ { + o~ >{ ] = b 0 k=l • 
Substituindo agora a equaçao 
desenvolvendo a expressao, temos: 
K [o~ (B-1 8-1 ~ N) r b -
k=l k k k "k 
K 
( 3. 6) na equaçao 
+ ON N J k"k = bo 
[o~ -1 OB -1 ~X:: + ON N r Bk b - Bk xk J = b k k k o 
temos: 
k=1 










B~1 ~) N K OB 
"k = b r o k=1 k 
-1 




que sao as restrições do problema reduzido. 
-1 







3.4.2 - Formação ~ função objetivo: 
A função objetivo do problema (1.8) é: 
K 
min z ~ k:1 ck "k 
Incluindo as partiçÕes feitas em ck e em~, temos: 
min z = 
-Substituindo a equaçao (3.6) na equaçao acima e desen-
volvendo a expressão, obtemos: 
K [c~ (B-1 -1 ~ {l N N J min z = L bk - B + ck "k = 
k~1 k k 
K [~ -1 B -1 ~ N+ N NJ ~ E Bk b - ck Bk = k~1 k "k ck "k 
K N B -1 ~) {+ K B -1 = L (ck - c Bk L ck Bk bk ' ou, k=1 k k=1 
K B -1 K N B -1 ~) N min z - r ck Bk bk = E (ck - ck Bk "k • k=1 k=1 
Corno anteriormente, vamJs substituir -1 Bk ~ por 
para obtermos: 
K B -1 K <{ B • { min z - L ck Bk bk = r - ck ~) • 
k=1 k=1 
Como o terno -e constante e, logo, pode 
ser dispensado da rninimização, a função objetivo do problema redu 
zido pode ser vista corno: 
N B • N (~ - ~ ~) "k ( 3 .. B) 
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O problema reduzido é então: 
K N B • N 
min E ("k - "k 1\l 'íc k~l 
s~a~ 
K 
(QN - QB 
. 
x;: K E 1\) b E QB -1 bk ~ Bk 
k=l k k o k~l k 
(3.9) 
o <' N t{ k 1, ••• , K 
'íc <' ' ~ 
Observação: a formação do problema reduzido está me -
lhor explicitada no apêndice B. 
A construção das restrições e da função objetivo do 
problema reduzido pode ser vista, por pivotamento, num esquema 
prático, no qual estamos esquecendo que as variáveis são canaliza 
das e estamos supondo K=2. 











-1 -1 Multiplicando o bloco 1 por B1 e o bloco 2 por B2 , 
obtemos: 
= z {min) 
= 
-




b2 = B2 
e • 
Multiplicamos agora o bloco 1 por Q~ e subtra!mos o 
resultado da parte do acoplamento referente ao bloco 1. Mul tipl!_ 
camos depois o bloco 1 por c~ e subtra!mos o resultado da par·te 
da função objetivo referente ao bloco 1. Fazemos o mesmo para o 
bloco 2 (multiplicando-o por Q~ e c~}, obtendo então: 
-
I A1 
{ -m2 I A2 
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Procurando uma base para o problema global, vemos que 
já possuímos m1 + m2 variáveis básicas, que são dadas pelos blo -
cos (subproblemas). Precisamos· aind·a encontrar as m
0 
variáveis 
básicas restantes, que serão tiradas de (*) e de (**), resolvendo 
o problema reduzido. 
O problema reduzido (3.9) é então formado pelas variá-
veis nao básicas de cada bloco e, por isso, é um problema de Pro-
gramaçao Linear com variáveis canalizadas, que terá sempre m
0 
restrições (isto é, o número de restrições de acoplamento) e seu 
número de variáveis será sempre a soma 
K 
básicas dos blocos, ou seja, L (n -
k=l k 
do número de variáveis não 
"'k) • 
3.5 - VERIFICAçltO Q!! OTIMALIDADE DOS BLOCOS; 
Tendo montado o problema reduzido {3.9), resolvemos 
este problema pelo Método- Simplex Revisado com variáveis canaliza 
das. Corno o problema reduzido não contém explicitamente as variá 
veis ~ , k = l, ••• ,K , ele não força que estas variáveis estejam 
dentro de seus limites de canalização - assim, estas restrições 
são relaxadas. Então, o conjunto de soluções de (3.9) e de (3.6) 
contém o conjunto de soluções do problema primal {1.8) assim 
' 
se o problema reduzido for infactivel, o problema original (1. 8) 
também o será. COntudo, o problema reduzido pode apresentar so -
lução ilimitada em casos onde o problema original tem uma solução 
ótima finita. Convém le·mbrar aqui, que embora estejamos conside-
rando, nesta apresentação, que todas as variáveis são canalizadas 
{entre limites finitos), nos programas que foram feitos considera 
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mos que as variáveis podem ser canalizadas ou não (neste caso,nãc 
negativas). Para eliminarmos a possibilidade de ocorrer uma sol~ 
ção ilimitada, podemos acrescentar ao problema reduzido, como su-
gerido em Lasdon [1970, pp. 279 e 286], uma restrição do tipo: 
(3.10) 
onde~ são vetores com dimensão 1 x (nk- ~), k = l, ••• ,K , 
com todas as componentes iguais a 1 e M é um número positivo e 
suficientemente grande (o acréscimo desta restrição não foi impl~ 
mentado nos programas que efetuam o Método de Rosen). 
Resolvido o problema reduzido, teremos então como so -
lução Ótima para as variáveis ~ , --N os valores ~ , k = 1, ••• , K • 
Como as equações dos blocos {2\. "k. = bk) são satisfeitas por 
causa de (3.6), uma solução factível do problema reduzido satis-
faz todas as 
tisfazer O ~ 
do problema original (1.8), mas pode não s~ 
, k = 1, ••• ,K, quando substituímos os VéllO-
res de ~ , vindos do problema reduzido (~), em (3.6), ou sej1a , 
-B -1 b -
"k = l1c k B-1 { --N k "k ' Vk ' ou, 
-B -1 "--N k l, ••• ,K (3.1.1) 
"k = Bk bk - ~ "k = ' ' 
- (3.6)' -N Vk. que e a equaçao mas agora com os novos valores 'íc 
' 
Então, para cada bloco k, substituímos os valores ~ 
na equaçao (3.11). Se , o bloco k é factível, e 
diremos que o bloco k é ótimo. Senão, devemos fazer uma correç:ão 
no bloco k para que ele volte a ser factível. Quando todos os 
- 63 -
blocos forem Ótimos, já ternos a solução Ótima do problema origi -
nal, como mostramos no teorema a seguir. 
Teorema 3.1 - teste de otimalidade: 
B N T 
Os vetores~= (~I X k ) , k = l, ••• ,K, formam 
a solução Ótima do problema original (1.8) se e somente se 
-B B -B O~~ $ hk , k = l, ••• ,K, onde Xk , para Vk , é dado por (3.11) 
-N e ~ , k = l, ••• ,K, formam a solução Ótima do Último problema re-
duzido (3.9). 
Prova: 









b ) - " k k=1 
ipk :>,. o I k = 1, ••• , K 
onde r (1 x m0 ) e '~'k (1 X (n -k "k)) 
veis duais associadas - restrições as 
K (QN QB N 
K QB -1 
" 
~) ~ = b - " Bk k=1 k k o k=1 k 
respectivamente, do problema (3.9). 
' k = 1, ••• ,K (3.12) 
' 
k = l, ••• ,K, sao as variá 
bk e 
N 
~ ~ hN k ' Vk ' 
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Sejam: 
r : parte da solução dual, referente às restrições 
K 
" k=l 
• N K 
A.)x.=b-L 
--k k o k=l 
problema reduzido (3.9). 
, obtida do Último 
~k , k = l, ••• ,K : parte da solução dual, referente às restrições 
de limitações superiores, ~ ~ ~ , obtida do Último probl~ 
ma reduzido (3.9). Da Programação Linear (folgas complemeg 
o 
nk ' 
tares) sabemos que, para cada bloco k, as componentes de 1Pk 
correspondentes às variáveis básicas e às variáveis não bá-
sicas no limite inferior, na solução Ótima do problema red~ 
zido, são nulas, enquanto que as componentes corresponden -
tes às variáveis não básicas no limite superior, são não :n~ 
gativas. Chamando de JB, JI e JS aos conjuntos dos Índices 
das variáveis básicas, não básicas no limite inferior e -nao 
básicas no limite superior, respectivamente, na solução óti 
ma do problema reduzido, correspondentes a cada bloco k, ·te 
mos que: 
onde 
'I'JB = O 
k 
'I' JI 








-1 AJS Bk k 
QB ~s> ( JS B ~s> ~ o - "k - ck ' k 
• 
k = 1, ••• , K: parte da solução dual, referente à restri 
ção ~ "k = bk, obtida do Último subproblema k (3.2). Da 
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Programação Linear sabemos que onde 
? é_ a parte da solução dual obtida- do problema reduzido an-
terior. 
o 
uk, k = l, ••• ,K: parte da soluçãO dual, referente à restrição 
~ ~ hk , obtida do Último subproblema k (3.2). Da Progra-
mação Linear (folgas complementares) sabemos que, para cada 
o 
subproblema k, as componentes de uk correspondentes -as 
variáveis básicas e às variáveis não básicas no limite in -
ferior, na solução Ótima do subproblema k, são nulas, 
quanto que as componentes correspondentes às variáveis 
en -
-nao 
básicas no limite superior, são não negativas. Chamando de 
B, I e S aos conjuntos de Indices das variáveis básicas 
' 
não básicas no limite inferior e não básicas no limite su -
perior, respectivamente, na solução Ótima do subproblema k, 
temos que: 
o a o ~- B o B "k ~ 'k '"k - r Qk) ~ o 
o r o 
"k = 
os o ~- s o Qs) ~ '"k - r "- o 
"k 'k k 
ON . O! I ?,kS) 
e "k = (pk • • 
o ~k , k = l, ••• ,K : é obtido quando substituímos r por r, isto é , 
, k- = l, .... ,K (3.13) 
.. -B ... pk, k = l, ••• ,K: na parte basica (pk), e obtido quando substi 
o o 














- c k 
;;JI 
k I 
(0 { o L, 
B 
+ -ro8 = o k . 
-JS) 
'l'k = (0 
I o 
• 






B-1 AB _ k k 
-JS I "'k > . 
~ 
V 0 -Bh.B amos supor que ~ '1.. ~ __ k I k = l, ••• ,K. 
T 
ou seja: 
CB + rQB = 
k k 
(3.14) 
Os vetores -B = ("k_ I~> , Vk. , formam uma solução factívEü 
para o problema primal (l.B), pois, uma vez que~ são dadc)s 
por (3.6), 
B B-1 b B-kl AN x.N 
"k = k k - "1< k ' k=l, ••• ,K, 
segue - se, de { 3.11), 
- -N 
"J< "k_ , k = l, ••• ,K, 
que os vetores , Vk, satisfazem as equaçoes 
~ ~ = bk, k = l, ••• ,K, do problema (1 .. 8). Além disso, co:mo 
-N ~ , Vk, formam uma solução factível para o problema reduzido 
-B (3.9), segue-se que ("k_ 





, Vk, também satisfazem as 
"k. = b
0 
do problema (1.8), já 
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que as restrições do problema reduzido sao obtidas da subs -
- B -tituiçao dos vetores Xk nas equaçoes de acoplamento do pro -
blema (1.8). -B Como os vetores~ , k = l, ••• ,K, estão dentro 
- . .. -N de seus limites de canalizaçao por h~potese, e ~,k=l, ••• ,K, 
também estão {são a solução ótima do problema reduzido), te-
-B I mos que ("k_ -NT ~) formam uma solução fact!vel para o probl~ 
ma Cl.B). 
-, Vk , sao dados por (3.13) e (3.14), 
reSpectiVamente, teiDQS que ~k e ~k 1 Vk e r Satisfazem aS 
equações ,..k~ - ~ + r~ ~ ck , Vk , do problema dual com -
pleto {3.5), ou _seja, 
Substituindo os valores de ,..k e vk' dados por (3.13) e 
(3.14), respectivamente, temos; 
e como B~1 ~ = I -1 N • e Bk llk = I\ , temos que 
= 
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- "' -k 
- "' -k 
(c~ - c~ ~) J .,; [o I o] 
onde a parte básica é satisfeita com igualdade e a parte 
nao básica fica satisfeita porque r e ~k , Vk, sao a solu -
çao ótima de (3.12) e, portanto, satisfazem as restrições 
l, ••• ,K • 
• 
A restrição pk >, O, k = 1, ••• ,K, do problema dual compl,eto 
• - -B -N (3.5), tambem fica satisfeita para llk = (lJk I uk) , uma 
-B --N -
vez que llk = O, \1k e vk = l,Ok (tem::>s que \Dk ~ O, Vk, pois 1ok, 
k = l, ••• ,K formam parte da solução dual do problema redu-
zido) • 
Vamos agora mostrar que, para a solução 
T 
_N) 
'íc· o valor 
da função objetivo do problema primal (1.8) é igual ao va -
lar da função objetivo do problema dual (3.5) com a solu 
çao (;;k I "k I rl. 
A função objetivo do problema dual completo (3.5) é 
Para os valores nk , vk e r , temos: 
K 
kh (nkbk - j;k~) + rb o 1 OU, 
K 
-B I~) G~)J + E [ "'ikbk - ("k r bo k~l ~ 
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Substituindo os valores de 1rk e pk 
' 
Vk, dados por 
(3.14)' respectivamente, ternos: 
K [ B - B -1 )@ L (ck - rQk) Bk b - (0/l'k J + r b ~ k~1 k o 
hN 
k 
K [~ -1 r os -1 h~ J = L Bk b - Bk bk - ~k + r bo ~ 
k=1 k k 
K QB -1 K B -1 - !{ =r (b - E Bk bk) + L (ck ~ bk - "k o k=1 k k=1 
Como (3.9) e {3.12) sao problemas duais, na solução 
do problema reduzido ternos que 
K QB -1 K - N K . N B - -N r (b - E Bk bk) - E opkhk = r (c-ckl\l "k o k=1 k k=1 k=1 
K K K QB -1 hN N B -r (b - r Bk bk) = E '{ + r (ck ck Ax:l 
o k~1 k k=1 k k=1 
Substituindo este resultado em (3.15}, obtemos: 
K 
= 
hN E opk -lc 
k=1 
K 





(c~ - c~ 1\:l X:: 
-1 - -N 








+ "f bo = I: 
k=l 
K B 
+ r ck 
k=l 
-B K 
"Jc = r 
k=l 
ii) A volta é imediata, pois se alguma componente de -B 
"k• Vk ' 
estiver fora de seus limites de canalização, não teremos t:mta 
solução factível para o problema (1.8). 
3.6 - CORREÇÃO DOS BLOCOS NÃO 0TIMOS: 
Quando o teste de otimalidade não é satisfeito, deve -
mos fazer uma correção em cada bloco k no qual as restrições 
o .,; -B 
"k foram violadas. A correção a ser feita é uma rnu -
dança de base neste bloco k, de modo que urna variável básica que 
foi violada saia da base, e uma variável não básica deste bloco 
entre na base. Esta mudança de base é mostrada através do segui~ 
te teorema: 
Teorema 3.2 - se, para algum -B bloco k, "k possui u:ma 
ou mais componentes violadas (ou abaixo do lirnite inferior ou aci 
ma do limite superior), uma sequência de operações de pivotarnen-
to pode ser 
N 
nente de ~ 
feita no bloco k de maneira que pelo menos urna campo-
que é 
co k e pelo menos 
diferente de ~ em ~ , entre na base do blo 
uma componente de { que foi violada em { sa:i a 
da base. 
Prova: 
Para simplificarmos a notação, nao escreveremos aqu.i 
o subscrito k, já que estamos tratando de um bloco k em parti cu ·-
lar. Usaremos subscritos para indicar as componentes do bloco k. 
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Sejam: 
o oN T (Jl:B I solução Ótima encontrada pelo X = X ) o subproblema k~ o 
(xB I -N T definido X = X ) o como anteriormente. o 
Ternos disponíveis, duas soluções para o sistema 
AB B + AN N b X X = 




X .. hN 
que sao: 
0B ON T (x I x ) : solução factível; todas as componentes estão dentro 
de seus limites de canalização; 
: sol~ção infactível, pois algumas componentes de -B X 
estão fora de seus limites de canalização. 
Então, todos os vetores da forma: 






oN -N oB 
X + e (X X ) 
• BB NN b tambem satisfazem A x + A x = , O X N hN com ~ ~ • 
(3o17) 
Quando e=O, 
esta solução é factível para o sistema (3.16) enquanto que, para 
e=l, ela é infactivel. Vamos estudar para que valores de e esta 
solução é factível. Analisaremos, em primeiro lugar, a parte há-
. 
sica de (3.17), isto e, 
oB oB 
X + e (XB - X ) o (3.18) 
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Definimos: 
II = {i I < o} 
IS = {i I • 
Sabemos que pelo menos um destes dois conjuntos nao é 
vazio, senão o bloco já seria Ótimo. Vamos analisar os dois ti -
pos de infactibilidade que podem ocorrer. 
19) Suponhamos que II não é vazio, isto é, 3 i/X~ < O. o maior 
29) 
e que mantém (3.18) não negativo ê limitado pelas componentes 
de (3.18) com Indices i E II. Colocando estas componentes 
iguais a zero, temos: 
, i E II (3.19) 
Como OB - factível, o OB B Vi, -B o, X e ~ x. ~ hi I e como xi < para 1 
i E II, temos que o $ e i < 1. Querem::ls que OB X + -B e(x - OB X ) ~O; 
então maior e mantém esta condição -o que e 
e = r min {Si} (3.20) 
iEII 
Suponhanos que IS - -vazio, isto é, 3il X~ B Quere-nao e > hi • 
• OB (XB o hB mos encontrar o maior e que mantem x + e - xB) ;f • 
Neste caso, e será limitado pelas componentes de (3.18) com 







i E IS , temos: 
-B 0 (X -i h~ ~ , i E IS , ou, 
, 1 E rs 
-B 
- X i 
OB B Vi então o numerador de (3.21) ~ xi ~ hi • • 
e como 
-B 
xi > hB i • para i E IS, o denominador 
é negativo, ternos também, 
o maior e que 





neste caso, o ~ e i 
+ e (xB oB) - X hB • ~ e 
( 3. 21) 





Para O ~ e < 1 , podemos Verificar que a parte nao bá-
N 
sica de {3.17) será factível, isto é, estará entre zero e h • Lern 
oN -N - ~ oN brando que x e x sao fact1ve1s e que x1 , por ser uma componen-
te não básica da solução do subproblema k, ou vale zero ou 
escrevendo por componentes,temos que: 
i) 
ii) 
(1-8) oN xi ,_,__, 
~ 
~o 
oN (1-9) X. 
~ 
oN 
se x1 = 
+ 
+ 
-N ~ o Vi e x. 
• • -~ 
....fo 
~o 










oN h~ hN -N h~ -N h~) se xi = =- (l-e) + e xi = + e (xi 1 i 1 1 ' 
e como -N X -i 
hN 
i ~ o ' então 
hN 






Então, como queremos e tal que a solução (3.17) seja 
factível, escolhemos 
(3.23) 
Tendo determinado e , sabemos então que, ou a variável 
x~ ou a variável B i • x sa ra da 
s 
base do bloco k, dependendo se e= er 
ou e = e
5 
, respectivamente. 
Seja J o conjunto dos índices das variáveis do proble-
ma reduzido, relativas ao bloco k, que voltaram com valores dife-
oN -N 
rentes dos anteriores (x ) na solução x (básicas no problema re-
-duzido ou não básicas em limites opostos aos que possuiam nos blo 
cos) e J o conjunto dos Índices das variáveis que permaneceram 
inalteradas (nos mesmos limites) depois da resolução do problema 
reduzido, isto é, 
J = {j I xj ;' e J = {j I 
Com os conjUil_tos J e J , podemos particionar xN em 
e AN em (AJ I AJ) e reescrever XB da seguinte maneira: 
-B B-lb • -N OB • ON xN X = - A X = X + A X - A = 
o a 




OB -J OJ 
= X + A X 
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-B OB -J OJ -J 
X = X + A (X - X ) 
1 OU 1 
O conjunto J pode ser vazio, mas J nao o será, 
B 0 B teríamos X = x e o bloco já seria Ótimo. 
Quando e = er , (3.17) satisfaz: 
senao 
-N ON J ON -N ON 
+e (x.-x.)]+ E A [x.+e (x.-x.)] = 
r J J jE.J J r J J b 
• como para 
Vj E J , o sistema anterior pode ser escrito como: 
(3.24) 
- • . B Pela definiçao de er , o coeficiente da r-esima coluna de A 1 di 
gamos ABr, em'(3.24) é zero. Como AB é m x m e nao singular 
' 
B N 
então a matriz (A I A ) tem posto m. Vamos eliminar a coluna 
ABr de (3.24) e examinar o posto do sistema resultante. Multi-
Br -l plicando o sistema, sem a coluna A t por B , temos: 
m [OB -B OB J "j [ON -N ON)] r x.+e (x.-x.) e.+ r A x.+e (x.-x. = j=l J r J J J jE.J J r J J 
j;'r 
T 
onde: e. = (0 ••• 010 ••• 0) 
J \posição j ;J ; j - és i ma coluna de A = B-lAN . 
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O sistema anterior tem o mesmo posto que o sistema 
(3.24) sem a coluna ABr. Além disso, pelo menos urna coluna ~j , 
-. 
com j E J 1 digamos A 1 tem sua r-ésima componente diferente de 
zero. Isto ocorre porque, para i E II , o vetor 
possui componentes negativas. como r E II, se todas as componen-




o que é uma contradição. Assim, os vetores e. 
J 
j # •• A são linearmente independentes; logo r e o sistema 
• 
(3.24) 
sem a coluna A8r tem posto m. COmo este sistema possui uma solu -
çao factivel, então ele possui uma solução básica factivel [Luen-
berger, 1973, pp. 18]. Esta solução não contém a coluna A8r e 
deve conter colunas Aj tais que j E J. 
O mesmo desenvolvimento pode ser feito quando e= 95 • 
~· Também neste caso, existe uma coluna A que possui a s-ésima com-
ponente diferente de zero, pois, para i E IS, o vetor 
possui componentes que excedem os limites superiores h. para 
1 
i E IS, e como s E IS, se todas as componentes de A na linha s 
e colunas j E J fossem zero, então 
-B 0B B X = X .$; h 
s s s 
o que é uma contradição. Então, também neste cas~ podemos obter 
- • - • 1 Bs d uma soluçao basica que nao contem a co una A e que eve conter 
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as colunas Aj tais que j E J, ficando assim provado o teorema. 
COnvém notar que o teorema anterior não afirma que com 
urna única operaçao de pivotamento, podemos obter a nova base do 
bloco k. Contudo, esta nova base pode ser encontrada facilmente, 
resolvendo-se um .. problema de Programação Linear com variáveis ca 
nalizadas para cada bloco não Ótimo. Dois casos podem ocorrer 
(continuamos omitindo aqui o subscrito k referente ao bloco; os 
subscritos que aparecem se referem a componentes de um bloco): 
19) e = er' então x~ foi escolhida para sair da base do bloco k 
- -B B (na nova soluçao x , a variável xr ficou abaixo de seu limi 
te inferior"}. Pela definição de e r , sabemos que a r- ésima 
OB -B oB .,. B ... 
componente de x + er (x - x ) e zero. Então, como xr -e uma 
variável básica, vamos minimizar xB , isto é xB passará a 
r r 
ser uma variável não básica no limite inferior (zero). Para 
isso, resolvemos o seguinte subproblema: 
min B xr 
s.a. 
B ~. N OB 
X + E AJ xj = X jEJ (3.25) 
o B hB ~ X 
" 
o ~ N xj ~ h~ J ' j E J 
~ 
onde A= B-l AN, mas só estamos considerando as colunas j de 
A tais que j E J. 
Pelo teorema anterior, sabemos que no final da resolução do 
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subproblema (3.25), x~ será uma variável não básica no limite 
inferior e,pelo menos um , j E J, estará na base deste sub 
problema. 
29) e = 95 1 então x: foi escolhida para sair da base do bloco k 
(na nova solução -B X ' a variável B x ficou acima de seu limite s 
superior). Pela definição de e , sabemos que a s-ésima coro-
s 
OB -B OB B ponente de x + a5 (x - x ) vale h 5 • Como 
B - • x
5 
e uma varia -
B 
vel básica, vamos elevar x5 de seu valor até seu limite supe-
. B -B- ---r1or.h5 , isto e, x5 passara a ser uma variavel nao basica no 






B -. N os 
X + t AJ x. = X 
jEJ J (3.26) 
o <i X B $ hB 
o N h~ j EJ <i x. .;; • J J 
Ainda pelo teorema anterior, sabemos que ao final da 
resolução do subproblema (3.26), x: será uma variável não básica 
no limite superior e, pelo menos um N x .• 
J 
j E J, estará na base 
deste subproblema. 
Nos dois casos, já ternos uma base inicial para o sub -
problema k, que é a base ótima da iteração anterior (ver apêndice 
B) e, geralmente, com apenas um pequeno número de pivotamentos 
chegamos ao ótimo destes subproblemas, que são resolvidos pelo Mé 
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·todo Simplex Revisado com variáveis canalizadas. 
Os procedimentos de encontrar e (determinação da variá 
vel que sai da base do bloco em questão) e resolver ou o subpro -
blema (3.25) (e = er) ou o subproblema (3.26) (e = e
5
) , sao 
feitos para todo bloco k não Ótimo. 
Obtidas as novas bases de cada bloco k, k = 1, ••• , K 
(se um determinado bloco k jâ era Ótimo, sua base permanece inal-
terada para a próxima iteração), fazemos novamente as partições 
em parte básica e parte não bâsica·e formamos um novo problema re 
duzido, começando então uma nova iteração. 
Este processo é repetido até que o teste de otimalida-
de seja satisfeito (teorema 3.1). 
3. 7 - ALGOR!TMO: 
(O) Arbitrar r o = r e resolver os K subproblemas ( 3. 2) , 
s.a. k = 1, ••• , K 
pelo Método Simplex Revisado com variáveis canalizadas, obten 
do suas soluções Ótimas. 
(1) Para cada bloco k, k = l, ••• ,K, obter as seguintes parti 
-çoes: 
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~ ~~I ~l -1 Bk = e 
hk = <i{ I h~)T 
ck = <{I~) 
Q = k {QB k I ~l 
{2) Substituindo a equação (3.6) nas restrições de acoplamento e_ 
' 











• onde~ = Bk1~,k = 1, ••• ,K. 
k == l, ••• ,K 
( 3) Reso'l ver o problema reduzido pelo Método Simplex Revisado co 
variáveis canalizadas, obtendo como solução ótima para as va-
• N 1 -N k 1 riaveis ~ , os va ores~ , = , .•• ,K. 
{4) Teste de otima1idade: 
Para k = l, ••• ,K, obter: 
Se a ~ ~ ~ ~ , Vk , então a solução ótima do problema ori 
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ginal (1.8) é dada por 
T 
"k = c{ 1 "{> • k=l, ... ,K 
e a solução ótima do problema dual (3.5) -e dada por 
c~k' ük' F) I k = l, ••• ,K, onde ~k e ~k sao dados por (3.13) 
e (3.14), respectivamente, 
K 
ferente às restrições L 
k=l 
e r é a parte da solução dual, re 
K . -
= b - E Q8 B-l bk' 
o k=l k k 
obtida do Último problema reduzido (3.9). Fim. 
Correção dos blocos não· Õt'irnos: 
(5) Determinação da variável de saida do bloco k: 
-B B -Para todo. bloco k onde O ~ ~ ~ hk nao foi satisfeita, obter 
(não vamos escrever agora o subscrito k do bloco; o subscri-
to j se refere às componentes do bloco em questão): 
(5 .1) II= (i -B I xi < O} ; 
os 
e i = 




xi - xi 
(3.19) 
e = min (Si} ; (3.20) 
r iEII 
(5. 2) (i I -B B IS = xi > hi) • ' 
OB hB X -
e i = 
i i i E IS o (3.21) 
• ' OB 
-B 
xi - x. ~ 
es = min (Si) o (3.22) ' i EIS 
(5. 3) e = min {e r' es} (3.23) 
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(6) Obtenção das novas· bases dos blocos: 
Para cada bloco k não Ótimo (novamente, o subscrito j se re -
fere às componentes do bloco em questão}, obter: 
J = {j I -N x. J t-
oN} 
xj 
(6 .1) Se e = e 
' 
resolver o subproblema (3.25): 
r 
min É xr 
s.a. 
B .. N OB X + E AJ x. = X 
jEJ J 
o ~ XB ._.IS hB 






onde • a j-ésima coluna de A A e ; 
(6. 2) se e = es 
' 
resolver o subproblema (3.26): 
B 
rnax X s 
s.a. 
B -. N OB X+ E AJ xj = X jEJ 
o ~ X B 
" 
hB 
o N h~ j EJ ~ xj ~ J ' 
Obtidas as novas bases dos blocos, voltar ao passo(l). 
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Observações: 
1) No passo (O) do algoritmo, em geral, aplicamos a fase I do Mé 
todo Simplex para a obtenção de uma base inicial factrvel pa-
ra os K subproblemas (se algum subproblema for infact{vel, o 
problema original (1.8) não terá solução). Nas iterações sub 
sequentes {passo 6), podemos sempre resolver cada subproblema 
a partir da solução ótima obtida na iteraçã'o anterior. 
2) Quando um bloco k é Ótimo de uma iteração para a. seguinte,não 
precisamos recalcular, com relação a este bloco, no problema 
d id f . i d f - b" i N B-re uz o, o~ coe ~c entes a unçao o ]et vo, ~ - ~ ~ , os 
coeficientes das restriçÕes, Q~ - ~ ~ e a parte relativa a 
B -1 
este bloco k no lado direi to,_ Ok Bk bk , já que a base deste 
bloco permaneceu inalterada. 
3) Na resolução do problema reduzido, usaiOOs o Método Simplex Re 
visado com variáveis canalizadas - aproveitamOs a mesma subro 
tina para resolver este problema e os subproblemas, já que 
todos possuem variáveis canalizadas. No entanto, para resol-
vermos o problema reduzido, poderfamos ter utilizado o Método 
Dual Simplex com variáveis canalizadas, uma vez que algumas 
componentes do lado direito podem ser negativas, mas os coe -
ficientes da função objetivo, c~ B -
- "k ~ , sao os próprios 
coeficientes de custos relativos de cada bloco k em sua solu-
ção Ótima, estando, portanto, em suas respectivas condições de 
otimalidade. 
4) Da maneira como foi feito, em toda iteração devemos aplicar 
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a fase I do Método Simplex para obtermos uma base inicial fac-
tível para o problema· reduzido. Isto aumenta o trabalho reali 
zado pelo método, diminuindo sua eficiência. Lasdon [1970,pp. 
291- 296], propÕe uma maneira de utilizarmos a matriz básica 
do problema reduzido de uma iteração para a seguinte, isto -e, 
com algumas operações de 
da matriz básica inicial 
pivotamento, podemos obter a 
. -1 de um problema reduz~do (B* ) 
tir da inversa obtida na solução ótima do problema 
-1 
anterior (B ), quando o 
o 





Método Dual Simplex (B0 e B* possuem os mesmos multiplicadores 
Simplex e B* é uma base ótima, mas não factível, para o novo 
problema reduzido). Este procedimento não foi implementado 
nos pr.ogramas que executam o Método de Rosen pelas dificulda-
des que encontramos em transpÔ-lo para o caso de problemas com 
variáveis canalizadas. 
5) o seguinte teorema se encontra provado em Lasdon [1970, pp. 
290 - 291] e em Rosen [1964, pp. 258 - 259] (não incluindo o 
caso explicito de variáveis canali.zadas): 
"O algoritmo descrito anteriormente fornece uma sequência de 
soluções factíveis para o problema dual completo (3.5) com um 
valor não decrescente para a função objetivo. Se o problema 
(3.5) tem urna soluÇão Ótima, ela é obtida em um número finito 
de iterações." 
3. 8 - O CASO PARTICULAR DO MJ!TOOO DE ROSEN APLICADO AO PROBLEMA 
~ OTIMIZAç!O GLOBAL .J2E! RAÇÕES: 
O problema da otimização global de rações, descrito no 
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E (Qk I 0) 
k=l 
(A I I) = ·bk ,. k. =· l, ••• ,K 
o <' "k ~ ak ak • k = l, ••• ,K 
o t; u~+l$; t - g 
o ~ • yk ~ ôk - yk , k = l,,,,,K 
Da mesma maneira que ocorreram simplificações quando 
aplicamos o Método de Dantzig-Wolfe ao problema acima, veremos 
que a aplicação 'do Método de Rosen a este problema também aprese~ 
tarã particularidades: 
1~) Como no Método de Dantzig-Wolfe, armazenamos apenas uma ma-
triz A e, na resolução dos subproblemas, montamos a matriz 
(A/I). 
2~) O mesmo ocorre quanto aos coe f·± cientes da função objetivo e 
às matrizes Qk. - armazenamos apenas um vetor c e K escalares 
qk , k = l, ••• ,K. Assim, na montagem dos coeficientes da 





min qk (c - r) yk , Vk. 
3~) Na montagem das restrições e da função objetivo do problema 
reduzido ocorrem simplificações, pois não armazenamos os ze-
ros. 
A part.e referente a cada bloco k nos coeficientes das restri-
- -çoes do problema reduzido e 





e I é a matriz identidade de ordem n, ao fazermos a multipli-
-
cação o: ~ (note 
zada de (A/I), 
que, agora, ~ é a parte não básica atuali-
sabemos que uma coluna de Q: ou é urna colu-
na da matriz identidade multiplicada pelo escalar qk , ou -e 
uma coluna composta por zeros. o mesmo ocorre quando fazemos 
- N B- N .. 
a subtraçao Qk - Qk ~- uma coluna de <Jk ou e toda nula o 
é uma coluna da matriz identidade multiplicada por qk. Assim, 
são efetuadas poucas operaçoes na montagem das restrições do 
problema reduzido. 
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Da mesma maneira, a parte referente a cada bloco k nos coefi-
cientes da função objetivo do problema reduzido, em vez de 
N B • (ck - ck ~) será 
N B • 
qk (ck - ck ~) 
onde B • • ck e a parte basica e a parte nao básica de (e/O) 
correspondentes ao bloco k. Também neste caso, não efetuamos 
as multiplicações quando os coeficientes da função objetivo 
do bloco k são nulos. 
Simplificações análogas ocorre-m na construção do lado. direito 
do problema reduzido - como são envolvidas as matrizes de 
acoplamento, as operações com elementos nulos também não -sao 
efetuadas. 
4~) O tratamento do chamado bloco K+l também é feito de maneira 
independente, pela simplicidade deste bloco. Ele não possui 
coeficientes na função objetivo do problema (1.9), e 
restriçÕes são apenas 
o ~ u~+l ~ 1 - g , ou, 
Colocando as folgas uK~l , as restrições do bloco K+l 
ser vistas corno: 




Quando resolvemos os K subprob.l,..emas {3.2), devemos resolver 
também o subproblema K+l, que terá como coeficientes em sua 
função objetivo: 
O subproblema K+l serã então: 
s.a. 





e, como no Método de Dantzig-Wolfe, terá urna solução· analiti-
ca bastante simples: sendo r 1 as componentes de r, a~ as K+li 
componentes de UX+l , UK~l as componentes de ux~l 
i 
as componentes de i- g, para i= l, ••• ,N, temos como solução 
Ótima para o subproblema K+l: 
se r i ~ O -to 
e as componentes básicas sao aquelas diferentes de zero. 
A parte referente ao bloco K+l nos coeficientes das restri -
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ções do problema reduzido será (a parte referente aos coefi -
cientes da função objetivo será nula): 
N 
onde QK+l é a parte nao básica é a parte básica de 
(I/0). Além disso, Ax+l será a matriz identidade de ordem n. 
Isto ocorre porque AK+l é a parte não básica atualizada de 
(I/I) e sabemos que, se uma componente i de ~+l é básica, a 
componente i de nK~l será não básica. Assim, a parte básica 
B - ... N - ... do bloco K+l, AK+l , e a parte nao basica, AK+l' serao iden -
-ticas e serao compostas pel{:I.S colunas da matriz i.dentidade- (a 
ordem destas colunas irá depender dos Índices das variáveis 
básicas). Temos então, 
B N • 
AK+l = AK+l ~ ~+l = I ' 
onde é a matriz inversa da base do bloco K+l. 
Por este motivo, a correção do bloco K+l também será simples. 




-N (< - g)'- ~+l "K+l 
for negativa (u~+l e uK~l nao sao canalizadas), onde: 
T 
vK+l = (uK+l I uK~1) ; 
v~+l -: parte básica do bloco K+l corrigida: 




-~+1 = I ' 
Neste caso, determinamos somente o valor de er (conforme 
3.19) e a componente r deste bloco sairá da base. Se a r-êsi 
ma variável básica for uma componente de uK+l , a componen 
te corr~spondente em uK~l entrará na base deste bloco toman-
do o lugar da r-ésima variável básica, e vice-versa, já que 
não podemos ter, simultaneamente, uma componente i de nK+l e 
de ~~l na base. Em qualquer dos casos, fazemos apenas a mu-
dança das componentes da :base - o valor da solução não irá se 
alterar. 
5~) O mesmo teste de infactibilidade que foi descrito na aplica -
çao do Método de Dantzig-Wolfe ao problema da otimização glo-
bal de rações pode ser feito quando aplicamos o Método de Ro-
sen ao problema. 
Por estes motivos, fizemos também um programa especial 
que resolve o problema da otimização global de rações pelo Méto-
do de Rosen. 
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CAP!TuLO 4 
EXPERI~CIAS COMPUTACIONAIS E CONCLUSÕES 
Foram programados, usando o computador PDP-10 da 
DIGITAL e o compilador FORTRAN IV, o Método de Dantzig - Wolfe , 
descrito no capítulo 2 ·e o Método de Rosen, descrito no capítulo 
3 e no apêndice B, com versões para~ problemas gerais e para o 
caso específico da otimizaç-ão global de rações. ,·Estes programas 
sao: 
RROSEN. F4 - Método de Rosen para problemas gerais. 
DANWO. F4 Método de D~ntzig-Wolfe para problemas gerais)efe-
tuando' apenas um pivotamento no problema 
por iteração. 
mestre 
RAROSN. F4 - Método de Rosen para o problema da otimização gl~ 
bal de rações. 
RADWl. F4 
RADW2. F4 
Método de Dantzi·g-Wolfe para o problema da: otimiZ!!, 
ção global de rações, efetuando apenas -um pi vota -
menta no problema mestre por iteração. 
Método de Dantzig-Wolfe para o problema da otimiza 
ção global de rações, resolvendo o problema mestre 
restrito em cada iteração. 
Todos os programas consideram que cada bloco pode po~ 
suir ou não variáveis canalizadas e, se- uma variável é canaliza-
da, ela está necessariamente entre dois limites. Além disso, os 
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próprios prog-ramas, fazem a transformação nas variáveis canaliza -
das descrita no capitulo 1, colocando o limite inferior de uma va 
riãvel canalizada sempre igual a zero. 
Estes programas utilizam a subrotina SUBPR.F4, que re-
solve um problema de Programação Linear pelo Método Simplex Revi-
sado com variáveis canalizadas (é chamada para resolver ou um sub 
problema ou o problema reduzido do Método de Rosen). O algorÍtffi9 
utilizado por esta subrotina é, basicamente, o descrito no apêndi 
ce A, levando-se em conta que as variáveis podem ser canalizadas 
ou não (neste caso, não negativas), e incluindo a fase I do Méto-
do Simplex. 
Os programas RROSEN.F4 e RAROSN.F4 utilizam as parti -
ções e a mudança de variáveis descritas no apêndice B. Os progra 
mas DANWO.F4 e RADWl.F4 fazem apenas um pivotamento no problema 
mestre em cada iteração , ao passo que RADW2.F4 monta e resolve o 
problema mestre restrito em cada iteração. Neste caso,estamos co~ 
siderando que o problema mestre restrito possui as colunas bâsi -
cas e mais K+l colunas, cada uma gerada por um subproblema. 
Os programas para problemas gerais (RROSEN.F4 e DANWO. 
F4) supÕem que os problemas já se encontram no seguinte formato : 
K 

















k = l, ••• ,K 
j E Ilk 
' 
k = 1, ••• , K 
j E I2k 
' 
k = l, ••• ,K 
Vk,ykj' õkj ~ o, Vk, Vj 
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Os programas específicos para as rações (RAROSN.F4 
RADWl.F4 e RADW2.F4) supÕem que os problemas estão no segui~te 
formato: 
K 
rnin E qk c "k 
k=l 
s.a. 
ak~ A~ 4 Bk 1 k = l, ••• ,K 
~j ~ o , j E Ilk I k = 1, ••• _,K 
Ykj~ ~j ~ ôkj , j E I2k I k = l, ••• ,K 
g, R. ~ o 
ak' Bk' qk ~O, k = l, ••• ,K 
ykj' ôkj ) O, Vk, Vj 
4 .1 - TESTES REALIZADOS; 
' 
4.1.1 - Alguns ·testes para~ programas -RROSEN.F4 !. DANWO.F4: 
Os programas RRDSEN.F4 e DANWO.F4 foram testados com 
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:+x21 +Jx22 i +x32 != 






·---- --~-- ----'------ -------r;;;~-~6~;;-~·-;;;·---i 600 
. . L.--------------------,--------------~ ------ ""'l 
:- 200 
,..-.1400 
• ~--------------·-- ---- --· 
""' 
' 
o, Vk, Vj e 
20 







400 • x,. dOOO 
solu5:ão": . --400 
xll. .. o xl2 
-
50 xl3 o 
x21'" o ., 100 ., o 
XJl'" 50 ., .. 1000 ., 150 
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s.a. -····-----~---------.--- ---- ··{·---- ------.--- ------- ~ 
' I 
xll +2x12 ~2x21 + x22 + x2-4 : •40 
' . 
---------.-.--------- ------ T" ----- - -------------- _______ , 
30 
2xll+ +. 
.. x12 x14• •20 
i·. ----- ... ------- ; ___ -----r ---------- --·-· ---------- --. 
I - 15 
"kj ) O , Vk, V1 e 
O ttx21 ~10 
Solução: z - -36,6666 





' ' ' 
-----------------------------:-------------------- ---~-- --- --------: 
' ' ' 
x11 +2x12 +4x13 j+"2x21 +2x22 ;+- x 31 \"' 









1 •••••.••. -. -- .• ·• · ... L.----· .. ···-. 
: l::100 
: x3l + "3~ : 
----------- -~ 
"kJ ~O, Vk., Vj • 
o 
"x32 ~ 100 
SOlução: z. -140 
•n •40 ., • o 
"" 
• o 50 
., 30 ., • o ., • 5 





:-zx21 -2x22 - x23 ~ 
• 




xll -Zxl3 :+ x21 x23 :+ x31 ; .. z,s 
' ' 
2 ' 2 • : I 
xll - xl2 ;+ x2l - "22 + x23' +x32 '"100,5 
------------ ------ ------ -~------ --- ---- _ _l ______ - --------- -~ 
• 20 
1 
-------------- ---------- ---~ ----- ------------, 
' ' 
;x2l+x22+x23: 1 





' x32 +x3Ú•l095 
~--------------------: i 
' .., o' Vk, Vj e 




SOluç:ão: , --16,5 
•u -5,5 x., o •n • 1 x14 "' 14,5 xlS = O 





x33 2,5 x,. 6,5 
5) min z 
s .a. 
98 
"-'"'-'f-·-------- •. : .. ;,_----~-----
' 
xll + 4xl2 :+sx21 + 2x22 :+ xJl , 





' + xl4: 
........•..... <- .. ;; __ ._;_~~;.:.:~c o..i=~;;:_·.-- •. o. o..·._c_i 





•u • o .,, 
.,, = o 
-x22 




;:. Jx21 + 4x22 - x23 ; 
__ L_ __ 
._ _____________________ -'----.- ---.--
:x31 + x32 
' ~--··-···· ...... . 
o ,25 xlJ s, 25 xl4 - 4,75 








min z .. 
s.a, 
' 
: ' ! 
---·--- ·-----. -- --------:---- ------·- -------- -- ---------- _______ , 
. ' ' 
' 20 ' ' o 10'1.1 ,+ )(21 ,+:x.Jl ~ 5 
' 
' ' . ' 
---- --~0~_1_2 __ -- ---- --~---- __ +~~~~~--- ______ j __ - -~~!2_- ---- ___ j"" 60 
' 
lC12 + xl~ = 5 
------------.-------.--r--------------------, 
"kj > o, Vk, Vj e 
2 
.::;; xl3 < 
' 
1 
.(, ]0;14 < • 
3 ~·x23 < 8 
' 1 











xll "' o 
"'21 .. o. J 




7 ! x22 +x24: 
L ••...... -·----------~--------------~ 
'12 - 1 x13 
-' i 
x22 = 1,5 x23 '" 8 
., •20 J XJJ • o 
' 
: x32 L .. _______ _ 
"'-• 
4 




' +x34 ,= 60 






7) mtn z = 200x11 + 300x12 :+"200xal '1-300~2 
s,a, 







' 2xl2 : +3"'22 : ~2 : -
. l . ' 
~--------- ---.-------- -- -~------ --------- ---------- --------· 




' XU + Xu +X15! 








. .,, 80 
~1 + x22 "'"~s: 2 
.. --- -- - ------- -- -----,---- -------- ---~ 
. ' :~1 +-~3 3 
' 
' x32 +X34 ! 6 
t. --------·-. -- --- __ I 











































Sol~ãor • • 480 
•n .. 0,6 ltú 0,4 xl3 .. 160 x14 - 17 "1s = 1 
x21 - 0,6 "22 .. 0,4 ., .. 110 .,. " 
., = 1 
x3l - o 
' 
., 
- 4 f XJJ = 3 ' x34 = 2 
. , " 
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Os programas _RAROSN.F4, RADWl.F4 e RADW2.F4 também fo-
ram testados com problemas pequenos, isto é, com rações fictícias 
que criamos para testes preliminares. Posteriormente, consegui-
mos um exemplo real com duas rações, o qual descreveremos a se -
guir. 
4 .1. 2 - Um exemplo· real com 2 raçoes: 
são dados 21 ingredientes (n=21) e 20 nutrientes (m=20) 
quais desejamos produzir 2 - (K=2) mínimo, com os raçoes com .custo 
sendo que a quantidade a ser produzida da ração 1 - de 10 tonel a-e 
das (q = 10 Ton) e da raçao 2 é de- 20 toneladas (q2 = 20 Ton) 1 
Na tabela (4 .1) listamos, para cada ingrediente, seu código, nome, 
preço por Kg (cj) .. e as quantidades mínima e máxima ( ykj e ôkj) de 
alguns ingredientes nas rações 1 e 2. Note que alguns ingredien-
tes não possuem limitantes inferiores nem superiores; outrps pos-
suem apenas os limitantes inferiores (neste caso, a variável ~j 
correspondente será canalizada com limite superior igual a 1) ; 
outros, ainda, possuem apenas os limitantes superiores (neste ca-
so, a variável Xkj correspondente será canalizada com limite in-
ferior igual a zero) • -Além disso, quando um . ingrediente não está 
disponível no mercado, ele terá o preço de· CR$ 9999,00 • 
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TABELA 4.1: 
INGREDIEm'ES . RAÇ!Io 1 RAÇÃO 2 
CODim NCME PREÇO/ KG. MIN. MÁX. MIN. MÁX. 
021 p- EOVINO 538,40 
100 l\RAXA 9999,00 0,01 
107 MIIID 11,70 0,15 0,20 
121 SORill 9999,00 0,15 
274 VITACENO 9999,00 0,10 0,10 
348 F. ARBOZ mRDO 9999,00 
350 CASCA ARBOZ 3,40 0,10 0,10 
353 F. TRI<D 10,00 0,50 
' 
0,25 
409 M1\MJNA DEI'OX 1000,00 0,11} 
,· 
0,10 
440 F • AIJ:JJD1iD 3 9 15,20 o,os o;2o 0,075 0,30 
451 F. l\MENDOIM 16,00 0,25 0,25 
556 SOJA 46 18,50 0,90 
577 OSSO CAIC. 9999,00 
689 FOSFAID 18% 9999,00 
703 CI\LCÁREX) 2,20 
707 FOSFAID BI QOINOP 33,00 
713 SAL 7,00 
907 LOCITlNA 1000,00 0,03 0,02 
913 PC. GRAXO 26,50 0,03 0,03 
939 ME[AÇI) 7,00 o,os 0,05 o,os 0,05 
952 URÉIA 45% 34,50 . 0,003 0,01 
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Na tabela (4.2) estão os ingredientes que possuem qua~ 
tidades limitadas inferior e/ou superiormente, quando repartidos 
entre as 2 rações (componentes dos vetores g e R. nas restrições 
de acoplamento) • 
TABELA 4.2: 
INGREDIENTES .COMPARTILHADOS 
CÓDIGO NOME QUANTIDADE M!NIMA QUANTIDADE MÂXIMA A SER USADA NAS 2 A SER USADA NAS 2 
RAÇÕES RAÇÕES 
107 MILHO o 15 
353 F. TRIGO 8 21,5 
440 F. ALGODJI:O 39 6 8 
703 CALCÂREO o 60 
. . 
' . 
Na tabelá (4.3) listamos, para cada nutriente conside-
rado, seu código, nome, a unidade em que aparece e as quantidades 
mlnima e máxima (aki e aki) destes nutrientes nas rações 1 e 2. 
Também neste caso, notamos que nem todos os nutrientes possuem li 
mi taçõe:3'' superiores 1 isto é, nem todas as restrições dos blocos 
(r-ações) são canalizadas, embora .. os programas considerem canaliza 
ções em todas as restriçÕes (quando estas não existem explicita -
mente, consideramos o limite inferior zero e o limite superior in 
finito). Podemos ver também-que, embora tivéssemos definido os 
nutrientes em frações, eles podem aparecer em outras unidades. 
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Na tabela (4.4). apresentamos a matriz nutrientes x in 
-
gredientes (matriz A). ·Podemos notar, tanto na tabela ( 4. 3) quan 
to na tabela (4.4), que ó 'nutriente de código 01, chamado de "pe-
so", é o nutriente i' que está representando a restrição adicio -
21 





NUTRIENTES RAÇÃO 1 RAÇÃO 2 
cOD.IGO NOME UNIDADE MIN. MJ\x. MIN. MAx. 
01 PESO PCT 1,00 1,00 1,00 1,00 
03 GORDURA PCT 2,50 3,50 
04 FIBRA PCT 12,00 10,00 
os UMIDADE PCT 
07 CINZAS PCT 
10 PROTE!NA PCT 12,00 14,00 
16 P - TOTAL PCT 0,75 0,60 
17 d.LCIO PCT 1,00 1,25 1,50 1,75 
20 POTJI.SSIO PCT . 
21 SAL PCT 1,00 1,05 2,00 2,00 
32 GLICINA PCT 
34 LEUCINA PCT 
36 METIONINA PCT 
45 LEUCINA DISP. PCT 
47 METIONINA DISP. PCT 
50 TRIPTOFANO DISP. PCT 
56 AC. PANTOTtNICO rng/kg 
57 RIBOFLAVINA rng/kg 
59 DENSIDADE g/cc 
60 PROT. SOLOVEL PCT 
~ "" 100 107 m 274" 348 "" 353 "' 440 451 >56 577 6S. "~' '""' ' o 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
03 3,6 3 1 15 ••• 3,7 1 0,6 1,5 ••• 
I 04 1,7 1,5 
" 
lO .. 10 30 14 
' 
6 0,4 
os 13 14 7 8,4 8 l2 
' 
8 12,5 4,8 
I 07 " 1,5 1 7,1 ' 14 5 30 6 7 6 98 83,5 10 8,8 
' 
5 14 3 16 
" 
39,5 49 46 1 





0,1 0,03 0,4 o,u 0,08 1),25 0,4 0,25 o,J 0,3 
" 
11 I• 
10 0,02 0,28 0,35 1,41 o,oa 1,09 o, 75 1,5 1,1 1,05 1,66 0,043 
21 0,025 0,025 0,5 0,12 0,1 0,075 o,u 
"·' 
0,1 0,1 0,4 





1 2, 74 2,31 2,51 3,588 
i 
" 
0,1 0,1 o,oa o,z 0,1 0124 0,57 0,56 0,44 0,66 





0,19 o,u 0,12 0,18 0,51 0,45 0,676 




11 11 20,46 li 53,02 
" 
' 
57 1,1 0,88 2,64 1),044 1,76 5,28 5,18 3,08 
' 
59 0,81 1,65 0,63 0,68 0,25 0,31 O,JS 0,25 0,62 0,58 0,63 0,6 1,1 0,96 




Observação! os elementos não preenchidos correspondem a elementos nulos. 
703 707 7L3 
'" 
1 1 1 . 1 
100 
1 





0,001 0,05 0,03 0,005 
1,5 97 





























A solução ótima deste problema é a seguinte: 
valor da função objetivo ( custo de produção das 2 rações ) : 
318 208,00 
NOME DO FRAÇÃO DO INGREDIENTE j FRAÇAO DO INGREDIENTE j 
INGREDIENTE J, NA RAÇÃO 1 NA RAÇAO 2 
j=l, ••• ,21 (x1 j,j=1, ••• ,21) (x2 j,j=1, ••• ,21) 
"" .. 
. 
P - BOVINO o o 
ARAXA o o 
MILHO 0,15 0,3175452 
SORGO o o 
VITACENO o o 
F.ARROZ GORDO o o 
CASCA ARROZ 0,10 0,0895138 
F. TRIGO 0,50 0,25 I 
MAMONA DETOX o o 
F. ALGODAO 39 0,1625365 0,2187197 
F. AMENDOIM o o 
SOJA 46 o o 
OSSO CALC. o o 
FOSFATO 18% o o 
CALCli.REO 0,0256197 0,0392259 
I 
FOSFATO BI ~ 
' QUINOP 0,0024565 0,0030602 
SAL 0,0093872 0,0193167 
LECITINÀ o o 
AC. GRAXO o 0,0126183 
MELAÇO 0,05 0,05 I 
URlliA 45% o o 
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4. 2 - RESULTADOS OBTIDOS : 
Os programas RROSEN.F4 e DANWO.F4 foram comparados en-
tre si e com o programa SIRECA, que implementa o Método Simplex 
Revisado com variáveis canalizadas. SIRECA é, basicamente, a 
subrotina SUBPR.F4, mas inclui a entrada de dados por leitura e a 
impressão dos resultados. Neste caso, o programa despreza a es -
trutura bloco-angular dos problemas, considerando todos os elemen 
tos que são nulos. Os resultados obtidos atra~s destes progra -
mas, para os problemas descritos na seção (4.1.1) e dois 





Ill\NIID. F4 R!UlEN.F4 R!UlEN.F4 SIRECA 
r=(O ••• O) r=Cl. •• 1) 
n9 de tempo n<;> de ternpo n<;> de ternpo n9 de ternpo 
PllOI3Lll!A 
itera- de exe- itera- de exe- itera- de exe- itera- de exe-
çces cução çoes cução çces cução .çoes cuçao 
1 7 0,23 3 0,10 3 0,09 14 0,09 
8 0,15 • 2 0',03 2 0,03 5 0,02 2 
3 8 0,20 4 0,12 4 0,11 14 0,08 
4 8 6,24 4 0,15 5 0,20 16 0,12 
5 7 0,16 2 0,06 2 0,06 12 0,05 
6 li 0,36 2 0,08 3 0,15 21 0,17 
7 8 0,31 2 0,12 2 0,12 24 0,28 
8 7 0,15 4 0,09· 4 0,09 10 0,04 
9 8 0,18 3 0,08 4 O,ll 7 0,03 
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1~) Os problemas 8 e 9 da tabela (4.5) foram obtidos de modifica-
ções feitas nos problemas 3 e 4, respectivamente. Por 
razão, eles nao foram colocados na seção (4.1.1). 
esta 
2~) Nos problemas que implementam o Método de Rosen, precisamos 
fornecer o vetor das variáveis duais r, descrito no capitulO 
3. Na tabela (4.5), os testes foram realizados considerando 
r= (0 ••• 0) e r= (1 ••• 1). Executamos os mesmos problemas 
testes para outros valores de r, mas os resultados obtidos 
(número de iterações e tempo de execução) não se modificam 
muito. 
3a.) Na-o colocamos bl i d t t os pro emas pequenos, cr a os para es ar os 
programas RAROSN.F4, RADWl,F4 e RADW2,F4, nem a tabela compa-
rativa de seus resultados, por julgarmos que estas 
fict!cias" serviram apenas como testes preliminares. 
• raçoes 
4~) Os programas RROSEN.F4 e DANWO.F4 requerem, na entrada de 
dados, o valor da variável "TOL", que é usada como uma tole-
rância no cri:té-1:-io de parada de cada subproblema e do proble-
ma reduzido; -(ou do problema mestre). Em tod,os os problemas 
da tabela <{'4.5}, o valor da variável "TOL" foi de 10-5 • O 
" -5 mesmo valor desta tolerancia_ (10 ) foi usado pelo programa 
SIRECA. 
5~) O programa RAROSN.F4 requer, na entrada de dados, o valor da 
variável "TOL" descrita acima. Já os programas RADWl.F4 e 
RADW2.F4 requerem duas tolerâncias: "TOL", que ê a tolerân 
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cia usada no critério de parada dos subproblemas e "TOLM'' , 
que é a tolerância usada no critério de parada d6 problema 
mestre. Quando executamos estes 3 programas com problemas p~ 
quenos, variamos estas tolerâncias. O programa RAROSN.F4 se~ 
pre se comportou bem com todas as tolerâncias usadas, ao pas-
so que os programas RADWl.F4 e RADW2.F4 conseguiram soluções 
- - " nao otimas, em alguns problemas, para ce:t~os valores de "TOL" 
e de "TOLM" (nestes·.,·casos-1 o número de iterações também foi 
alterado). 
6~) O tempo de execução mostrado na tabela anterior é dado em se-
gundos. 
Executamos os programas RAROSN.F4,. .RADWl ... F4 e RADW2.F4 
com o problema real das 2- rações, descrito na seção (4.1.2), ob-
tendo como resultados: 
. 
RAROSN.F4 RADWl.F4 RADW2.F4 
.... . _; .. 
• 
n9 de ite tempo 2e 
-
-raçoes execuçao 
-(segundos) nao convergiu convergiu para 
soluções não 






-5 RAROSN,F4 foi executado usando r= (0,,,,0) e TOL=10 . 
RADW1.F4 foi executado com vários valores para as va-
riáveis "TOL" e "TOLM" e, para alguns casos, o tempo limite de 
CPU foi até 3 horas. Em nenhum dos casos este programa chegou • a 
solução e, em todos os casos, o número de iterações efetuadas até 
o final da fase I do problema mestre foi bastante alto - entre 
344 e 698 iterações. 
RADW2.F4 também foi executado com vários valores para 
as variáveis "TOL" e "TOLM", sendo que, na grande maioria dos ca-
sos, o programa não chegou à solução (a execução era interrompida 
quando o tempo limite de CPU era atingido, estando'este tempo en-
tre 2 e 3 horas). Para 3 valores de "TOL" e de "TOLM", este pro-
grama conseguiu chegar à uma solução, embora em nenhum dos casos 
a soluÇão encontrada fosse a Ótima - além do valor d~ função ob -
jetivo ser maior, algumas variáveis ~j' que são· introduzidas pa-
ra se eliminar as restriçÕes canalizadas, como mostrado no capít~ 
lo 1, excedem seus limi~es. Estes resultados estão descritos 
abaixo: 
TOL TOLM - de tempo ~e valor da caso numero 
iterações execuçao função ob-
(segundos) jetivo 
1 10-2 10-2 220 902,57 335070,1 
2 10-2 10-4 195 86 3' 39 361920,4 
3 10-2 10-5 195 84 7' 46 361920,4 I . 
Além disso, os casos 2 e 3 apresentaram a mesma solução. 
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4.3 ~ CONCLUSÕES: 
Na tabela (4.5) estão os resultados dos problemas des-
critos na seção (4.1.1), obtidos pelos programas RROSEN.F4,DANWO. 
F4 e SIRECA. Comparando estes resultados, vemos que RROSEN.F4 se 
mostrou sempre mais eficiente que DANWO.F4 - o número de itera -
çoes e o tempo de execução foram menores em todos os problemas • 
Quando comparamos os resultados entre os programas RROSEN.F4 e. 
SIRECA, vemos que o número de iterações apresentado por SIRECA 
' 
em todos os problemas, foi maior, porém o mesmo- naa ocorreu quan-
to ao tempo de execução.. Isto se deve ao fato de que uma itera -
ção eXecutada por SIRECA é bem menos trabalhosa do que uma itera-
ção--executada por RROSEN.F4 ou pelos outros programas, pois, en-
quanto SIRECA faz apenas um pivotamento em cada iteração, os 
outros programas -·pre.cisam resolver K subproblemas e ainda o pro -
plema reduzido, no caso dos programas que implementam o Método de 
Rosen, ou o problema mestre (ou um pivotame.nto no problema rnes -
tre), no caso dos programas que implementam o Mêtodo de Dantzig-
Wolfe. 
Embora nao-tenhamos colocado aqui a t-abela referente 
ads problemas pequenos quando executamos os programas RAROSN.F4 , 
RADWl.F4 e RADW2 .·F4, fizemos também uma comparação entre eles • 
Corno no caso anterior:,, o número de iterações e o tempo de execu-
ção obtidos por RAROSN·:o-F4 foram menores que nos outros_ dois pro 
gramas {não comparatoos os ·resultados destes programas: -·com o pro 
grama SIRECA). Fizemos,tambérn, urna comparação entre os programas 
.... , RADWl.F4 e RADW2.F4 separadamente: em todos os problemas peque -
"··nos, o número de iterações obtido por RADWl.F4 foi ·maior, que em 
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-RADW2 .F4, ao passo que o tempo .. <;le execuçao foi bem semelhante 
Este fato é bem razoável, se considerarmos que em cada iteração 
de RADW2.F4 é feita a montagem e a resolução do problema mestre 
restrito, ao passo que RADWl. F4 faz apenas um pi votamento no pro·· 
blema mestre, por iteração. Além disso, pudemos ver também que~ 
no problema real das 2 rações, RADWl.F4 não convergiu em nenhuma 
·--tentativa, enquanto que RADW2.F4 conseguiu encontrar uma solução 
(embora não ótima) em três casos, como mostramos na seção ante·· 
rio r. O que podemos concluir é que, em todos os testes realiza ·-
dos, tanto para problemas gerais pequenos, quanto nas 




que implementam o Método de Rosen deram melhores resultados. 
Encontramos algumas dificuldades em alguns testes nos 
programas RADWl.F4 e RADW2.F4, talvez devido ao fato de que as 
matrizes nutriente& x ingredientes fossem mal condicionadas, fato 
este que, ao que parece, ocorre frequentemente quando temos que 
resolver um problema real de otimização_ de rações. Além disso, 
geralmente, a matriz A possui elementos com ordem de grandeza bas 
tante diferentes entre si. Mesmo quando resolvemos problemas pe-
quenos, obtivemos, em alguns testes com os programas RADWl.F4 e 
RADW2.F4, soluções não ótimas. Por isso, resolvemos trabalhar 
com duas tolerâncias distintas nestes programas (TOL e TOLM). Pu 
demos observar que, para alguns valores de "TOL" e "TOLM'', os pr2_ 
gramas RADWl.F4 e RADW2.F4 encontravam a solução Ótima dos proble 
mas, e para ou-tros valores, ou a solução encontrada nao era Ótima, 
ou estes programas não conseguiam encontrar nenhuma solução (nes-
te último caso, a execução era interrompida quando o tempo limite 
i. 
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de CPU, já estabelecido, era alcançado). Lembramos aqui que os 
programas que implementam o Método de Rosen sempré · chegaram às so 
luções ótimas dos problemas·, e com- mn pequeno número de iterações. 
Neste sentido, poderiam ser feitas algumas melhorias 
nos programas, objetivando a diminuição do acúmulo de erros de 
arredondamento (que crescem à medida que o número de iterações au 
menta); 
- uso da precisão dupla nos programas em vez da precisão simples, 
como fizemos; 
escalonamento das matrizes de tecnologia antes da aplicação de 
qualquer método; 
reinversão daS;;:matrizes básicas de cada bloco a cada "NR" itera· 
çÕes, onde "NR" é .:·um número estabelecido "a priori". 
__ Pudemos também comparar os resulta dos obtidos com 
RAROSN.F4, no problema real das 2 rações, com os resultados obti-
dos·· pelo programa MINOS (Modular Incore Nonlinear Optimization 
Systern). A solução encontrada.p~los dois programas foi idêntica; 
ó __ ·.;número de iterações obtido _através do MINOS foi de 56 e o tempo 
de execuçao foi bastante semelhante (infelizmente, não foi anota-
dó o tempo de execução obtido atfavés :do MINOS). -'. ,_ 
Analisando todos estes resulta dos 1 acreditamos que o 
Método de Rosen é um bom método para se resolver prOblemas de Pro 
gramação. Linear com estrutura bloco-angular. Todas ·as dificulda-
des· que constatamos na obtenção dos resultados de problemas 1 foram 
" .. ;,·encontradas no Método de Dantzig-Wolfe. Convém lembrarmos que , 
embora o acréscimo da restrição (3.10) 1 descrita no capitulo 3 , 
;'~ 
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nao tenha sido implementada nos programas que efetuam o Método de 
Rosen, em nenhum dos vários testes realizados ocorreu o caso do 
problema reduzido ser ilimitado quando o problema original pos -
suia uma solução Ótima finita. Também, como já dissemos no capí-
tulo 3, o problema reduzido não foi resolvido pelo Método Dual 
Simplex e, em toda iteração, foi feita a fase I do Método Simplex 
no problema reduzido. 
No apêndice C, apresentamos a listagem e urna 




O MJlTODO SIMPLEX REVISADO COM VARIJI.VEIS CANALIZADAS 
Seja o problema: 
min c ·x 
s.a. (A.1) 
Ax = b 
0 ~ X ~ h 
onde·: 
c : vetor linha de dimens~ãa 1 X n com componentes cj -' 
X 
-




matriz de dimensão m x n com cornpon~ntes aij. Chamaremos de 
-
Aj ã j ésima coluna de A; 
';::· 
b : vetor de dimensão m X 1 com componentes bi l 
h : vetor de dimensão n x 1 com componentes h. 
-J 
Defini·ç·ão: solução bá:s.ica estendida ·factível corres -
pendente ao. problema {A.l): é uma solução factível tal que: 
i) ·m <variáveis· correspondem a m colunas linearmente independen-
tes de A- variáveis básicas. 
ii) n-m'variáveis·estão ou no limite inferior (zero) ou no limi-
·te superior (hj) - variáveis não básicas. 
Definimos ainda: 
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B : conjunto de Índices que indicam as variáveis básicas; 
N : conjunto de Índices que indicam as variáveis não básicas. 





-1 ~ B 
e chamaremos de B a inversa de A • 
. 
-Os coeficientes de custos relativos sao dados por: 
" ( B B-1) Aj ' J. cj = cj - c = l, .... ,n. 
Inicialmente, supomos conhecida uma solução básica es-
tendida factivei-para o problema (A.l). Examinamos então as va-
riáveis não básicas como possíveis candidatas a melhorar a solu -
ção. Uma variável xj em seu limite infe·rior somente poderá cres-
cer, e este acréscimo irá melhorar o valor da função objetivo se 
o seu custo relativo cj for negativo. Da nesma maneira, uma va -
riãvel xj em seu lindte· s·upe-rior somente poderá decrescer, e eS·te 
decréscimo irá melhórar o valor da função objetivo se o seu cus·to 
relativo cj for positivo. Suponhamos que a variável xj foi esco-
lhida para ser alterada, de modo que a solução continue sendo 
factível. O valor de xj poderá ser alterado até que: 
i) uma variável básica atinja um de seus limites, 
ii) xj atinja seu limite oposto. 
Se ·a condição (i) ocorrer primeiro, então aquela variá. 
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vel básica passará a ser nao básica e a variável nao básica x j 
passará a ser básica~ 
Se a condição (i i) ocorrer primeiro, então xj 
no seu limite oposto, não havendo alt-eração na base. 
ficará 
Este processo de alteração de variáveis é repetido até 
que a condição de otimalidade, expressa no teorema abaixo, seja 
satisfeita. 
Teore·ma da ot·imalidade: 
• Uma solução básica estendida factível e ó'tima para o 
problema (A.l) se, para as variáveis não básicas x·j, temos: 
• 
cj ,.. o, se x. ~ o J 
c. ~ o, se xj ~ h .• J J 
Para escrevermos o algoritmo, faremos a seguinte mudan 
ça de variáveis: 
+ variável xj está limite inferior; } xj ~ xj 
' 
se a no 
(A. 2) 
x. ~ hj - xj, se a variável xj está no limite superior. J 
Para indicarmos em que limite está uma variável, usar~ 
mos o vetor de sinal a [Luenberger, 1973, pp. 48-SJJ ·com componen 
tes oj, da seguinte maneira: 
= + 1 a variável x está no limite inferior j 
, a variável x está no limite superior j • 
Desta maneira,qualquer variável não básica terá sem 
pre o valor zero, pois, se 'xj atingir seu limite superior, isto é, 
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x. = h. , então x =h. - x. = O. Com esta mudança de variáveis, J J j J J 
procuraremos sempre crescer o valor de uma variável não básica , 
isto ê, procuraremos coeficientes de custos relativos cj negati -
vos, ficando assim o teste de otimalidade idêntico ao do Método 
Simplex usual, ou seja, quando todos os cj forem não negativos , 
estaremos na solução Ótima do problema. 
A.1 - ALGORITMO: 
(O) Encontrar uma solução básica estendida factível inicial para 
o problema (se necessário, usar a fase I do Método Simplex) , 
obtendo os Indices das variáveis básicas (B), os Índices das 
-1 • -1 
variáveis não básicas (N}, B e b = B b. 
B -1 (1) Calcular ~ = c B • 
.. 
(2) Calcular c. = c. -
J J 
~ Aj , para j E N. 
(3) Se cJ. ~;~O, Vj 
~,· 
E N, então a solução ótima é a solução básica 
Retornar as variáveis xj e estendida factivel associada à B. 
xj para xj, conforme (A.2} e parar. 
• 
Senão, escolher uma variável xj tal que cj < O. 
;~ 
(4) Obter 
• . 1 . A~· = B- AJ e determinar: 
(4.1) hj ' 
(4 .2) min 
i 
I -
, onde a 1 j é a i - ésima 











, onde j 1 é a i-ésirna 
Encontrar o índice r que dá o mínimo entre (4.1),(4.2) 
e (4.3). 
(5) Dependendo da origem do Índice r encontrado no passo (4), te-
mos um procedimento: 
(5.1) se o Indice r foi dado por (4.1), então a variável xj 
atingiu seu limite oposto (mudança de variável). Não há 
mudança de base, isto é, não há pivotamento. 
- atualizar b : b <i==. b 
- trocar o sinal de' Aj , 
voltar ao passo (2); .. 
' 
; 
(5.2) se o Indice r foi dado por (4.2), então; 
/ 
- atualizar os --índices de· B -.e de N ; 
voltar,·, ao passo (.1} ; 
- -{5:. 3) _.se o Indice .. '-r foi dado por- {4. 3), então a r - ésirna va-
-·· ~- ". riãvel '·básica 
variável)_. 
x. atingiu,- seu limite oposto (mudança de 
Jr 
atualizar a r - ésima componente de b : 
trocar o sinal de 
jr 
A ' ; 
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pivotear em - -1 arj , atualizando B e b 
atualizar os Índices de B e de N; 
voltar ao passo {1). 
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AP!:NDICE B 
ALGUNS DETALHES DO MI!TODO DE ROSEN 
Descreveremos aqui, com mais detalhes, algumas etapas 
do Método de Rosen. quando consideramos a partição feita nas variá 
veis não básicas. Como a subrotina que resolve os s ubproblernas 
usa, basicamente, o algoritmo descrito no apêndic~ A, a mesma 
transformação feita nas. variáveis foi estendida aos programas que 
implementam o Método de Rosen. 
B.l - A NOVA PARTIÇÃO: 
Uma vez que os subproblernas possuem variáveis canaliza 
das, num bloco k qualquer, uma componente da solução ~ que seja 
não básica pode ser igual ao seu limite inferior (zero) ou igual 
ao seu limite superior. Desta maneira, cada bloco k será compos-
to de três partes: 
i) uma parte básica; 
ii) parte - básica correspondente - variáveis urna na o as que estão 
no limite inferior1 
.iii) wna parte não básica correspondente • variáveis as que estão 
no limite superior. 
Suporemos que as colunas básicas de cada bloco k -sao 
as primeiras ~ colunas e, dentre as ~ - ~ colunas não básicas, 
as qUe correspondem às variáveis que estão no limite inferior es-
tão colocadas em primeiro lugar. Teremos então, na solução Ótima 













= ({I N 





: contém as componentes -nao básicas de "k que estão no 
te inferior; 
contém as .componentes - básicas de estão . nao "k que no • 
te superior. 
= (~I {l e { = (~ ll{l onde: 
' 
contém as colunas - básicas de~ correspondentes . na o . 
riáveis que estão no limite inferior; 
: contém as colunas não básicas de~ correspondentes 
riâveis que estão no limite superior. 
T 
hN (h I I ~)T' = (hB I hN) e = onde: k k k k 
parte de hN correspondente - variáveis básicas : k as na o 
tão 
.. ;,_.·_. 
no limite inferior; 
: parte de ~ corr~-~pond'ente às variáveis nao básicas 







Estendendo e·~t-á partição à função objetivo e às restri 
ções de acoplamento dO problema ( 1. 8) , temos: 
ck = (~ I c~) e c~ = (~ I c~) , onde: 
: contém as componentes nao básicas de ck correspondentes 
variáveis que estão no limite inferior; 
-as 
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; contém as componentes não básicas de ck correspondentes 
variáveis que estão no limite superiore 
Qk = (Q~ I ~) e Q~ = (~ I ~) , onde: 
QI conté.m as colunas - básicas -. na o de Qk correspondentes as k . 
. - - limite inferior; r1avei·s que 'estao no 
~ contém as colunas -: na o, básicas de correspondentes ' Qk as 
riáveis que estão no limite superior. 




Com o objetivo de deixar todas as variáveis nao bási-
i' 
cas no lirni te inferior (zero), faremos a mudança .. dk variáveis des 
cri ta no~· apêndice A.-/· Assim, dado um subproblema k fixo e, esque-
cendo o subscrito k que se refere ao subproblema, .fazemos: 
{X~ = xj , se a· variável xj está no limite inferior, } . (B .1) 
xj = hj xj 
' 
se a variável x. está no· limite superior; 
J 
onde, para um bloco k fixo, temos: 
xj : componente j do vetor ~ _; 
hj componente j· do vetor hk • 
Expressando agora as variáveis básiCas de cada bloco k, 
para k = l, ••• ,K, em função das variáveis não básicas, temos: 
, k = l, .... ,K. 
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Incluindo as partições feitas em ~ e em ~ , ternos: 
(~ I {> (j ) , k = 
(B.Z) 
l, ••• ,K. 
De (B.l) temos que: 
Substituindo esta Última expressão em (B.2), obtemos-··: 
-onde as componentes I+ 
.<J,e "k e de s-xk sao nulas, para Vk. 
B.3 - O NOVO PROBLEMA REDUZIDO: 
Sabemos que o problema reduzido será agora formado 
quando substitufmos a equação (B.3} na função objetivo e nas res-
trições de acoplamento do problema (1.8). 
As. -~'~strições de acoplamento do problema (1.8) -sao: 




K ~ (QB QI s r I I Qk) I = bo • k=1 k k ~ 
Substituindo agora a equação (B.3) e a mudança de va -
riãveis descrita em {B.l) na equação aci.ma, e desenvolvendo a ex-
_ pressao,. obtemos: 
+ ~ ~+ + Q~ I{ Qs s- ] b ~ = k o 
K QI - QB -1 ~ J ~+- K Qs -~ -1 ~ J {-r [ Bk r [ Bk = 
k=1 k k k=1 k 
K Qs K (B-1 B~1 ~ ~)] (B.4) = b r ~- r [~ b -o k=1 k k=1 k k 
-1 -1 s s Notemos que o termo (Bk bk - Bk Ak bkl da igua1da 
de acima é a própria parte básica da solução Ótima obtida pelo 
subproblema k-- basta compararmos este termo com a equaçao (B.3 ) 
I+ s-
e lembrarmos que nela, ~ = ~ = O. 
OB -1 -1 S S OB Sendo~= Bk bk Bk Ak hk , k = l, ... ,K, e substituindo ~ 
em (B.4), temos: 
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_ E QB OB k~l k "k • 
Convém notar que, para cada bloco k, as colunas rela -
tivas às variáveis não básicas no limite superior, aparecem mul -
tip~icadas por -1, tanto nas matrizes Qk,quanto nas matrizes ~, 
devido à transformação de variáveis definidas em (B.l). 
B. 3. 2 -· Formação· da funç·ão o·bj"et·i vo: 
A função objetivo do problema (1.8) é: 
K 
min z ~ E ck "k . 
k=l 
Incluindo as partiçõ·es feitas em ck e em "k., temos : 
Substituindo agora a equação (B.3) e a mudança deva-
riáveis descrita em (B.l) na equação acima e desenvolvendo a ex -
-pressao, obtemos: 
min z = 
K 




+ I I++ S ~ s s- l ck "k ck - c "k = k 
K [c~ - B -1 ~] ~+- K [c~ - B -1 = E ~ Bk E ck Bk k=1 k=1 
K s hs K B (B-1 -1 ~ é) + E ck + E ck b - Bk k=1 k k=1 k k k 
já foi visto -1 b - -1 ~~ e como que Bk Bk = k 
K 
min z - E 
k=1 
B 0 B K 
~ "k - E 
k=1 










~ K I B = E (ck -~ k=1 
s-
"k 
~ K s hs e E ck k=l k 
~] s-"k + 
OB 
xk temos que 
' 
-1 ~) I+ Bk xk 
sao constantes 
logo, podem ser dispensados da minimização. Assim, a função 









Como nas restrições do problema reduzido, as componen-
tes de ck relativas às variáveis não básicas· no limite superior , 
também aparecem multiplicadas por --1. 
O problema reduzido é então: 
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K 




K ((QI /-QS) _ QB -1 t:f-1 E Bk (~/-~>] k=1 k k k = k 
K 
Qs ~ K = b - L L QB OB o k=1 k k=1 k "k 





"k < hk ' k = l, ••• ,K 
Sendo: 
'\ = (~/-c~) ' Vk ; 
E1< = (~/-o~> ' Vk ; 
pk 
-1 (~ /-~) Vk = Bk • 
' ' 
ef-7 vk "k Vk . = ' • -k 
K Qs ~- K B os b' = b - .E L Qk "k ' o k=1 k k=l 
o problema reduzido se transforma em: 
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B. 4 - VERIFICAçli.O ~ OTIMALillADE !:: CORREÇÃO ~ BLOCOS NÃO 0TIMOS: 
Na verificação da otimalidade dos blocos, substituÍmos 
a solução do problema reduzido~ digamos vk , k = l, ... ,K, na equ~ 
ção {B.3), que também pode ser·escrita como: 
B -1 -1 ~ ''Jc"" Bk b - Bk (~/-~) "k k 
-1 
bk 
-1 ~ hs - pk vk = Bk - Bk = k 
= 
OB 
"k- Pk vk 
' 
k = 1, ... ,K , 
ou ·.se.j_a, .verificamos se 
-B OB 
- p 1lk 
"k = "k vk • ' k (B.6) 
satisfaz o ~ -B 
"k ~ hB k • 1lk . 
Se O ~ { for satisfeita para k = l, •.• ,K, então 
o teste de otimalidade está verificado e a solução Ótima do pro -
blema (1.8) será: 
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,k=l, ••• ,K, 
-I ,.. - .. 
onde vk e a parte da soluçao otima do problema reduzido, referen-
te ao bloco k, correspondente às variáveis que estavam no limite 
inferior deste bloco, e v5 k é a parte correspondente às variáveis 
que estavam no limite superior. 
Senão, encontramos er e e5 como mostrado no teorema 
(3.2). Convém notar que, agora, o conjunto J será definido como 
J = {j I vj > O} (B. 7) 
(estamos omitindo o subscrito k relativo ao bloco; o subscrito j 
se refere às componentes de um bloco k especifico). A definição 
do conjunto J é agora mais s·imples, pois, uma vez que todas as V!!_ 
riãveis não básicas valiam ~, elas retornam com valores distin 
tos dos que possufam nos blocos quando elas são básicas no probl~ 
ma reduzido ou não básicas no limite superior. 
Para .cada bloco k não Õtimo,·resolvemos um dos seguin-
tes subproblemas (equivalentes aos subprOblemas (3.25) e (3.26)do 
capitulo 3) : 
min B xr 
s.a. 
B 
+ r pj N oB (B.S} X xj = X jEJ 
o B .,; X ~ hB 
o ~ N x. ~ J 









+ E pj N OB (B. 9) X xj = X jEJ 
o B hB <i X <i 
N N j E J o <!. x. ~ h. 
' J J 
onde: 
j -1 r; s P : j-ésima coluna da matriz P = B (A -A l; 
~B :parte básica da solução_ ótima encontrada pelo subproblema k 
na iteração anterior. 
Os programas que implementam o Método de Rosen utili -
zam o algoritmo descrito no capitulo 3, mas incluindo as novas 
partiçÕes nas var~ive.is não básicas descritas neste apêndice, bem 
como a mudança de variáveis definida por (B.l). Por este motiv~ 
o problema redUZido utilizado é o (B.S) ao invés do (3.9); a ve--
ri:ficação da otimali;dade dos blocos é feita com·base na equaçao 
(B.6); o conjunto J considerado é o (B. 7) e os novo·s subproblernas 





C.l - DESCRIÇ~O SUMARIA: 
C.l.l - Propósito: 
Resolver o problema da otimização global de raçoes pe~ 
lo Método de Rosen. 
c.1.2 - Entra·aa· de- dados: 
Para a entrada de dados, deve ser criado um arquivo 
com um nome qualquer dado pelo usuário e com a extensão "DAT". Se 
o nome dado for "FOR20.DAT",, o programa será executado sem que 
nada seja dito ao usuário. Se o nome do arquivo for outro qual-
quer, este nome será pedido-- ao usuário. De qualquer maneira, es-
te arquivo deve conter as seguintes informações (em formato li -
vre, inteiro ou real), nesta ordem: 
M, N, K :~-variáveis inteiras, contidas na mesma linha do arquivo 
de dados e separadas por, pelo menos, um espaço em bran 
_co, onde: 
M: número total de nutrientes; 
N: nÚrnéro total de ingredientes; 
K: número de rações a serem produzidas. 
L : vetor real que contém as quantidades mínimas a serem 
utilizadas de cada um dos N ingredientes, distribu{dos 




de acoplamento) - formato: SOF. 
: vetor real que contém as quantidades máximas a serem-
utilizadas de cada um dos N ingredientes, distribuidos 
entre as K raçoes (limites superiores das 
de acoplamento} - formato: SOF. 
restrições 
- ' : vetor real que contem os custos dos N ingredientes -
formato: SOF. 
-AM : matriz real que contém as porcentagens dos. nutrientes 
nos ingredientes (matriz de tecnologia, nutrientes x 
ingredientes),, dada por linhas {M linhas e N cal unas) 
formato: SOF •. -
Para cada raç~ k, ·· k = 1., •.• -., K, devem ser dados: 
Q(k) : variável real que· contém a quantidade a ser produzida 
--.1!2._!k) 
da ração k •. 
;·. -var·iável intei~a que contém· o número de ingredientes 
que possuem quantidades· limitadas inferior e/ou supe·· 
riormente na ração k (número de variáveis canalizadas. 
da ração k). Um Lngrediente não será considerado como 
uma v·ariável canalizada apenas quando ele possuir 50 -
mente o limite inferiOr. igual a zero {isto se rã assumi· 
do pelo programa). Em qualquer outro caso (o ingre 
diente possui apenas-' o· limite iníerior diferente de ze 
ro, ou apenas o limite ·superior, ou os dois limites} , 
este i~grediente será considerado canalizado, e os 





: vetor inteiro que contém os Índices dos N2 ingredien-
tes que possuem quantidades limitadas inferior e/ou 
superiormente na ração k (!ndices das variáveis cana-
lizadas da raçao k) - formato: SOI. 
: vetor real que contém os limites inferiores dos N2 
ingredientes limitados da ração k - formato: SOF. Se 
um ingrediente possuir apenas o limite superior, deve 
ser fornecido o valor zero como limite inferior deste 
ingrediente. 
: vetor real que ~ontém os limdtes superiores dos N2 in 
gradientes limitados da ração k - formato: SOF. Se 
um ingrediente possUir apenas o limite inferior (dife 
rente de zero), deverá ser fornecido o valor 1, corno 
limite superior deste ingrediente. 
Se N2(k) =O, isto é, se a ração k não possui ingre-
dientes com quantidades limitadas, não serão fornecidos os valo-
res de I2, ALFA e BETA anteriores para esta ração. 
ALFA(k) 
BETA(k) 
: vetor real que contém as quantidades mínimas dos M nu 
trientes usados na ração k (limites inferiores das 
restrições da ração k) - formato: 30F. 
: vetor real que contém as quantidades máximas dos M 
nutrientes usados na ra~ão k (limites superiores das 
restrições da ração k) - formato: 30F. 
Observação: Q(k), N2(k), I2(k), ALFA(k) e BETA(k) de 
vem ser fornecidos para toda ração k, k=l, ••• ,K. 
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MMAX, MII, NDl, IMPR, TOL: variáveis que devem estar na mesma li-
nha do arquivo de dados., separadas por, pe:lo menos, um 
espaço em branco, onde: 
MMAX: variável inteira, usada no dimensionamento de 
matrizes e que contém uma superestimativa para 
o valor de M. 
MII : variável inteira, usada no dimensionamento de ma 
tri.zes e que contém o valor max · {MMAX, NMAX} 




NDl : variável inteira, usada no dimensionamento de m~ 
trizes e vetores e que contém o valor max'{MMAX, 
NMAX, KMAX}, onde KMAX é uma superestimativa pa-
ra o valor de K. 
IMPR: variável inteira_que controla as impressões: se 
IMPR =O, são impressos apenas os resultados fi-
nais_ {FI, X, XKl, IT e TEMP); 
se IMPR f O., ... são impressos os resultados interrne 
diários a cada iteração (BC, CI, F, X, XKl, V , 
BASE, IB, Rl, Ql, BASEM) e também os resultados 
finais. 
TOL : variável real que contém a tolerância usada no 
critério de parada de cada um dos subproblemas e 
também do problema· reduzido. 
SIG : vetor real de N componentes que contém __uma_ a pro-----·-
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ximação inicial para as variáveis duais r • 
c.l.3 - variáveis de- ·s·aí"da: 
-Para qualquer valor de "IMPR", sao impressas as segui!!_ 






: matriz real que ·contém, em cada coluna k, a solução 
: 
ótima da ração k, k = 1, .•• ,K, na iteraçãO .·cor:r;ente 
Para cada ração k, uma coluna de X é da forma 
onde ~ são as variáveis introduzidas para se elimi 
nar as canalizações das restrições. No final, X con -
terá a solução ótima do problema, ração por raçao. 
vetor real que contém, em cada iteração, a solução Óti 
ma da "ração K+l". XKl é da forma C"J{+l/"]{+1) T • como 
foi mostrado - (3.8) na seç~o do capitulo 3. No final • 
XKl conterá a solução Ótima do subproblerna K+l. 
: variável real que contém o custo total Ótimo das K ra-
çoes. 
variável inteira que contém o número total de itera -
çoes. 
: variável real que mede o tempo de execução do proqra -
ma. 
Se IMPR~ O, sao impressas, a cada iteração, as seguin-
tes variáveis: 
Para os subproblemas {rações k, k = l, ••• ,K): 
gc. : coeficientes do lado direito do subproblema k. 
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CI : coeficientes da função objetivo do subproblerna k. 





solução Ótima do subproblema k, na forma (Xk/~)T 
' 
onde as primeiras N componentes se referem às cornponen 
tes de ~ e as M Últimas se referem às componentes de 
~. Além disso·, ~ e ~ estão sob a transformação que 
coloca seus: limites· inferiores iguais a z·ero. 
índices das variávei·s básicas na solução Ótlma do sub-
problema k. 
Para o subproblema K+l: 
: coeficienteS'"da função objetivo do suhproblerna K+l 
' 
com os sinais trocados. 
valor Ótimo da-- função objetivo do subproblema K+ 1. 
'XKl : solução ótima do subproblema K+l, na forma {~+l/u}(+lr' 
onde as N primeiras· componentes são as componentes de 
u~+l e as N Últimas são as componentes de UX+l . 
IB : Índices das variáveis básicas- na solução Ótima do sub-
problema K+l. 
Para o problema reduzido: 
Rl. : coeficiente-s das restrições do problema reduzido. 
BC : coeficientes do lado direito do problema reduz.ido. 
Ql : coeficientes da função objetivo do problema reduzido. 




: solução Ótima do problema reduzido. As componentes de 
V estão sob a transformação que coloca seus limites in 
feriores iguais a zero. 
: 1ndices das variáveis básicas na solução Ótima do pro-
blerna reduzido. 
São também impressos a nova solução_ de um subproble -
ma quando se substitui os valores das variáveis v, vindas do pro-
blema reduzido, neste subproblema; o número da iteração corrente 
e se um bloco é Ótimo ou não. 
O arquivo de sa1da criado pelo programa tem o nome de 
"FOR03.DAT". 
C.l.4 - Dimen·s·ionamento 'de matri·zeS e· ve·tor·es· usados 
programa: 
As variáveis abaixo sao usadas no dimensionamento de 
matrizes e vetores de RAROSN.F4: 
KMAX : superestimativa para o valor de K. 
MMAX : superestirnativa para o valor de M. 
NMAX : .s.uperestimativa para o valor de N. 
NDl : max {IIM1\X, NMAX, KMAX} • 
ND2 : N2MAX + MMAX, onde N2MAJI - max {N2 {k) r e pode ser 
l.;$k~K 
superestimada. 
NDV : NMAX • (KMAX + 1) • 
MII : max {MMAX, NMAX) • 
NII : NMAX + MMAX • 
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O programa está dimensionado, atualmente, com os se-
guintes valores: KMAX = 5, MMAX = 30, NMAX = 40, NDl = 40, ND2 = 
70, NDV = 240, MII = 40 e NII = 70. Qualquer mudança a ser efe-
tuada nas dimensões deve ser feita apenas no programa principal. 
Para isso, citamos a seguir, as dimensões das matrizes e dos ve-
teres utilizados. 
matr.izes e .. vetores inte.i.ros dimensões 
INDP NMAX 
N2 KMAX 
I2 ND2 X KMAX 
E ND2 X KMAX 




NB NMAX X KMAX 
I 2M NDV 
EM NDV 
BASEM 2 X NDl 
IB NMAX 
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matrizes ·.e vetores_ reais dimensõ.es 
CI NII 
H ND2 X KMAX 
X NII X KMAX 
XKl 2. NMAX 
v NDV 




ALFA ND2 X KMAX 
BETA ND2 X KMAX 





p MMAX xNMAX 
Ql NDV 
Rl MII x NDV 
A MII X NII 
HM NDV 
BlM NDl X NDl 
SIG ... NMAX 
B NMAX 
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O programa RAROSN.F4 utiliza 4 subrotinas: KALKP, 
SUBPR; SAIDA e PTVOTA. A subrotina KALKP, inclu!da no arquivo 
RAROSN.F4, atualiza a parte não básica da matriz de tecnologia 
(A/I) de cada ração. As outras 3 subrotinas estão no arquivo 
SUBPR.F4, que resolve os subproblernas e o problema reduzido pelo 
Mêtodo Simplex Revisado com variáveis canalizadas. 
SUBPR é a_:_subrotina princiP.al do Mé.toda Simplex cana-
lizado: controla as fases r- e II, es-colhe a variâ'vel de-. entrada 
na bas~, monta a solução final e faz todas as impressões. 
A subrotina SAIDA, chamada por SUBPR, faz o critério, 
de salda da base do Método Simplex canalizado. 
PIVOTA faz o pivotamento sobre o elemento pivô, atua-
lizando a matriz inversa da base e o lado direito do problema. ~ 




LI~~GEM DO PROGRAMA: 
... -
Programa RAROSN.F4 e subrotinas KALKP, SUBPR, SAIDA e PIVOTA : 
c•••••••••********************************************************* C PROGRAMA PRINCIPAL 
C****************************************************************** C· . 




CIIMMON /ENTR/ TOL 1 1TriMPRrP2 
lBTEGER P2,R,S,SP ,SAlrOTlMr INPP( 40lr112(5), 12(70, 5), 
lJC70,S),BASE(21 4Q,.S), 1A(40) 1 JOTA(40) ,JLS(30) rNB(40, 5), 1~2M(240) 1 EM(Í40) 1 BASEM(2 1 40) 1 1B(40) 
REAL CI(70l rHÜO,S) ,XOO, 5), XKl (80), V(240) 1 81 (401 401 5), 
li!C{ 40) rACC40) rPI (40) ,ALFA( 70,5) rBETAC70r5l rAH(30,40), 
· lC!C70),Q(S);L(40) ,LLHO) ,P(30t40), Qt( 240) r lU (40 1 240), 
lilt40r70) 1 HM!240l 1 81Mt40,40) 1 SIG(40),8(40) 
C ENTRADA DE DADOS 
c 
RJADC201 100l0) H,II,K 
Rr:AD( 201 lOO:ÍO) (LU) 1 I•l·,N) 
READC20,100aO) tLL(I),IDloN) 
READt20,10020) (Ctlltl•l,N) 
Dll lO Ial,M. . 
10 RI!:AD(201 10020) (AM(l,J) 1 J•J 1 N) 
Dll 30. llll•t.K 
RJADt201 10030) Q(ICII) 
RUDC20,100Õ5) N2tiCK) 
li!CN2(KIIl"'GEiol0í.IAiiD~N2(1111).LEJII) GO TO 15 
IIIITEt31 t0060) KIC 1 N2(1(1\) C&LL EXIT - . 
15 IICN2(KII).,;EO:oi0) GO '1'0 25 
READ(201 100SO) ti2(IrKK),I•l,"2(111C)) 
RJ:AD(20,10020) (ALFAU,IIK),Iat,N2(1111)) 
·RitADUO, 100:iO) (BES'AU,IIK), h1,N2(1111)) 
25 READ(20 1 10040) (ALFA(II2(KK) +I1 KK), I•lrM) 
RUDUO, 10040) (BETA(N2(.KK)+I 1 1Clt) 1 I•t 1 M) Dll 21 Iat,M- . 
27 IJ(52(KIC)+l•IIIC)aN+I 
111( KIC) •N2 (KII)+M 
30 CONTINUE 
c 
RltADt20 1 l0055) MMAX1 MII 1 ND1 1 IMPR 1 TDL 
RltAD(20r10020) (81G(I),Ia1,Nl 











DD 40 K11•1tK 
'DO 35 I•t 1 N2(KK) H!I 1 KK):o8E'l'ACl,KK)•ALFA(I 1 KK) CIINTINUE . 
C SUBTRAI DE.LL A PARTE·CDRRESPONDENTE AOS LIMITES INFERIORES 
C DAS VAIIAYEIS CANALIZADAS ( Q(K) * ALFA(K) ) 
c 
42 PICil•O• 
oll 50 KK•1,K 
II(N2(KIO.EQ;M) GO TO 50 
08 45 Ja1,N2CKK) ., M 
45 PiC12(J,I(K)ÍaPI(I2CJtKK))+Q(KK) * ALFACJ,KK) 
50 CINTINUE . 
Dll 52 I•1 1 N 
··52 BII>•J.L(I)•PI(I) 
Dll 5J l•Hot1tli+M 
53 Clll•Oii 
Dll 54 I•J,N 
U:CBCU.,;GE<!O.I) GO TO 54 
WUTEC3, 10190) 







IICINPRJNEJO) WRITEC3,l0120) IT 






118 100 KK•1 oK 
N2KJ<•N2(KK) 
r.o. 
C M.OHTA a MATRIZ DE TRABALHO A a CAM/1) 
c 
DO 55 I•1 1 M 
Dll 55 J•1 1 N 
55 AIItJ)•AM(ltJl 
DD 58 h1 1 M 
- 144 -
DO S8 J•N+1rNC 
18(J~EO•I+N) GO TO 56 
AIIrJ)•Oo. . 




C MONTA 11 LADO DIIIti'fO DO SUBPIIOBLt!IA KKI 






KI•N 2 (KJO,.M 
Dll bO Ia1,M 
&CU)•BtTACK1tl,KK) 
IS(N2(KK).EQ~M) Go TO 75 
llll 10 1•1,M. 
Pilll•O.t 
011 65 J•1~K1 
I' I( l)•PI(I)'i<A(I, 12(JrKK) )*ALFACJr KK} 
BC{l)aBCCll~Pl(I) 




011 80 la1,NC 
CICl)aO., ... 
. ·--· ---···· ---· ·~---- -- ·-~- ---- -------- ----- ---- ------- ----··-· --------- ·-- ····---~--
011 85 1•1rH 
85 CICl),aCCU)~S~G(I)) * O(KKJ 
CALL SUBPR(KK,NL,NC+ClrA,NPrlNDP,N2tKK) 1 I2( 1 ,.KK) r 
UI ( 1,1iltl r NC,MU,NCL.,NLr ND1,N2KK r l" r X C 1 r KK), V r IERR, 
1111 C 1,1, KKl:,Et 1rKK) r BASE( 1 r 1 rKK) rBC•r ACr PI, U) 
lB(lERR.NEjO) CALL EXIT 
c 
C ORDENA O VETOR X (PARTE 8A51CA E NAO BASlCA) 
C MONTA 11 VETOR NB DE INDICES DAS VARlAVElS NAO BASICAS 
c • 
Dll 90 I•l,NC 
90 C.Ul)aX(l·,KJI) 
011 92 Ial,M 
92 XtlrKK)aCl (8ASEU, I,KK)) 
KI•O . 
DP 96 J:ot,NC 
DO 94 h 11 M. 
IECJ~EO.BASE(1,l,KK)l GO TO 96 
94 . CONTINUE . 
Kl•ll1+1 
Nll ( ll1r JI:Kl•J 
XIM+~lrKK)•Cl(J) 









rtll 102 I•l,K2 
102 XKI!ll•O. 
VP 106 I=t,N 









lf,(lMPR.EO.o) GO TO 110 
W~!TE(3 1 !007U) KK 





C LOOP PARA MONTAGEM DO PROBLE~A MESTRE r; CORR~CAO DOS SUBPROBLEt~AS 
c 
110 Iii'=IT+1 
IlllMPR.NE.Ol WRITE(3,10120) Il. 
o.; ú1 r=•·• 










C TESTA .SE O SUBPROBLEMA KK ERA OTlMO I<A lTEKACAO ANTERIOR, 
c 
If!lA(~KI.EU~KK) GO To lb2 
c 
C SUBPROBL~MA KK NAO ERI OTIMO 








CILL K~LKPtM 1 N,B1(1,1 1 KK) 1 AM 1 NB(1 1 KKJ 1 N2tKK),l2(1,KK) 1 E(1,KKJ 1 1NP1,N2KK 1 MMAX 1 P) 
C HDNTA l FUNCAD OBJETIVO DO PROBLEMA MESTRE (Ql) 
















D9 120 Iat,N Ql(l+K2}ao.,-· 
DD U5 Jat,M 
OI t I+K2)•01 ( I+K2)+P(J,IhC (BASE( t,J, KKJ l 
Dll U6 Jat,li2(KKl 
ISCNB(l,KK).,EQ.oi2(J,KK)) GO TO 117 
CIINTINUE 
Gil TO U9 
I~(E(J,KK) .. EQ-1) GO TO 119 
Qf(l+K2l•t•C(NBU,KK))•Qt(I+K2ll * Q(KK) 
Gil TO 120 - , 
Ql(I+K2)a(C·(II8(I,Kit) )"!0HI+K2l l * O(KK) 
CDNTINUE -
MONTA a MATRIZ DE .RES'tRICOES DO PROBI.EMA MESTRE (Rl) 
REFERE8TE AO SUBPROSLEMA KK, Rl • 08 * P 
DD 125 I•hN 
Dll 125 J•t.N 
RIU,J+K2)•0' 
Dll 140 I•t.li 
DD 135 Jat,M 
IBtlliA&E[t,J~I\K)JII&Wl) -GO :110 .US 
DD UO Kt•ltll , 
RI (l,Kl+K2)&0UtKl*P(,S.K1) 
GD TO 140 
CDN'UNU& 
CDNTliiU& 
• , Se · Rl li'>'I:JIB • Rl 
c 
Dll 161-' Iat,N 
lB(N8(1,.Kit),.GT;iN) GO TO 155 
DD 14ll Jat,ll2tti:lt) 
llt(liB(lrKKl"EO<il2tJ1 KK)) GO ro 143 142 CDNTlliUE - . -
GD '1'0 146 
lU li!(E(J,U)<iiEQii1) GO TO 146 
DD 145 Kl·•1•N 
lB(KlwEQ~HBtl,K~l) GD '1'0 144 
lU (Kl, hK2). • •R1(K1ri+K2) 
GD '1'0 145 
- 147 -
144: RlCU,I+K2) • .. Q(IIK)•Rl(((l,I+K2) 
145 CDNUtiUE 
GD TO 161 
J46 PD 148 K1:1,N 
IS(UWEO'JNB(l,KK}) G0 '1'0 147 
Rf(K1,ItK2l·• .. R1(K1,l+K2) 
Gil TO 148 
147 RJCl<1rl+K2) • Q(K!(),..Rl!K1,I+K2) 
148 CONTINUE 
Gil TO 161 
155 09 160 Jat,N 
160 RtCJtl+K2) • ~R1(J,t+K2) 
161 CDNTINUE 
c 
C MONTA 11 LADO DIREITO DO p.ROB!.EMA MESTRE! 
c 
C s·c • I!IIMAT(QB UB) PARA OS K sUBPRDBUMAS 
c 
162 Dll 164 I•l,N 
DI 163 Jat,H 
li(BlSE(l,J,.KK),.NE:.;I> GD TO 16l 
80 (l l•BC( l) +11 (KIO .X(J 1 KK) 




C PI a·&IIMAT(QK(NB) * HK), PARA AS VARIAVEIS CANALIZADAS 
C NAO BAUCAS NO LlHlTE SUPERIOR 
c 
D9 168 I•1 1 N 
l'(NB(l,KK>•G'l'•Nl GO TO 168 




ltii(NB(I,KKl .. ED.,;I2(K1 1 KK)) GO TO 167 
CIINTINUE 
GD TO 168 
IBCE!K1 1 KK)~EQ~1) GO TO 168 






C MONTA I MATRIZ DE RESTRICOES DO 
C REFi:REBTE AO SUBPROBLEMA CKHl 
C Rl • QaB • DB 
c 
KI•N•K 
011 175 I•1,N 
175 QlCI+K2)•0J. 
DO 180 I•hN 
DD 180 J•1 1 N 
180 Rt(I,J+K2)•0~ 
PROBLEMA MESTRE (R1) 
- 148 -
DD 190 I•t,N 
IS(lB(I).GT.N) GO TO 185 
Rt(lB(l)rl+K2)a•t. 
G& TO 190 
185 RIUBU)•N,I+K2)•1" 
190 CIINTINUE . 
c 
C AUMENTa BC NA PARTE REFERENTE AO SUBPROBLEMA (K+l) 
C BC • BC • QB(Kt1) • XB(Ktl) 
c 
Dll 200 Iat,N 
De 195 .J•1rN 
III(IB(.J);;Ii&:10l) GO '1'0 195 8Q(l)a8C(!)+XK1(1) 




C LADO DIREITO COMPLETO DO PROBLEMA ME&TREJ 
C· ilC • 8 ,. BC e Pl 
C• 
DO 210 I•t,N 
BC(l)aB(l)~ilC(l)•Pl(l) 
210 Pl(ll•O~ . 
c 




Dll 250 KKat,K 
DO 250 I•t,N 
KI•U+l 
08 225 .J•l,R2(KK) 
li(IIB(11 1tK)"'EQ.-I2(.J1 .KK)) GD TO 230 225 CPNTINUE . 
GD TO 250 
c 
C VARIAVJL NAO BASICA 00 SUBPROBLEMA KK E• CANALIZADA c . 
230 IIJMaN2M+1 
1JM(N2M)aK1 
MII(NliM)aBUA(oJ,KK),..ALFA(J1 KK) 250 CONTINUE 
c 









C&J.L SU&PR(KKr tiL, NC, Qt, R 1 1 tiP, IN--DP r N211,UM, HN,IIDV .. , .. MlilirNCI., 
18DV ,ND1,N2M1 F 1 X, V ,IERR, B1Mr EM, Bl\SE:M, BC, AC, PI, IA) 
I~(lE:RR.NE;,iO) CAL!. EXIT 
lJ(lMPR~E:Q~O) GO TO 310 
WUTE(31 10125J 
C LDOP'PlRA VERIFICACAD DA OTIMALlDAPE NOS BLOCOS 










DU 600 KK•ltll 
N2KK•N2(KIO 





C ·PI a P * V 
c 
DCI 32() I•lrM 
.. >N(l)•O~ -
DD 320 J•l,N 
320 PICU•PHil-tP(I,.J)ttV(J+K3) 
c 
C· X• • X • P•V 
·C 
Dll 330 I•1,M 
... BO(l)•X(I,KK) 
XI Ir KII).,X(l, .. I(K)•PI (I) 
330 PI(I)•O~ 
c 
UICIMPR,;EQ;,iO) GO TO 335 
WRITE(3 1 10130) 1111 
WaiTE(3,10140) (X(I 1 KKlri•1,M) 





DO 360 l•l,M 
IJ(I!liSE(2, I,KKl:,JEQ.;;l) GO TO UO 
c 
C VARIAVJ:ll liAO E~ CANA!.lZADA 
c 
c 
li!(XU,KK).jGT,.•TOL) .GO To 360 
Gil TO 355 
C VARIA VmL -E• CANAI'iZAilA 
c 
340 DB 345 J•t,H2(KK) 
Il!(BASE(1 1 I,KK).ji!:Qd2(J,KK)l GO TO 350 
345 CONTINUE 
WlUTE(3,10150) 
cat.L txxr · 
350 li!(X(l,KIC)4GE .. •T0Ll GO TO 357 
355 Kl•Kttl .. 
JBU!Kl)•I 
GO TO 360 




1ElKl+K2~o~!fE,.'O) GO T,O 375 
OUM•,OTlM+l , 
ll(KK)•JCJC 
l&UMP~.-EJO) WRI'l'E(3, 10160) KIC 
DD 37Ô 1•1,11 
AIKK, ll•XUtKKl 
370 XllóKK)•BCCll 
GO TO 597 . 
c 
C CALCULO DE TETA (DETtRMINACAO DA VARIAVEL DE SAlDA DO BLOCO KICl 
c 
C TETA(Rt ~ MIN ( TET~(J) • X(J) I (X(Jl•X*(J) l 
c 




1F.(K1,EQ•Ol GO TO 395 
DEl 390 1•1,JC1 





' . . 
• \ r-~ 
UiVBS(AUX)~LT.;TOL) GO TO 390 
TJ!'l'A•BC(JOTA(l))/AUX 





U(RJiiNE.O) GO TO 395 
W81TE(3 1 10t70) KK ClLL EXIT . 




U:CX2í,;EQí,;1))GO TO 430 
llB 420 I•t,IÍ2 
AUX•BC(JLS(l))~XCJLS(l),XK) 
llt(ABSCAUXJ,.fLT.;i'I'OL) GO To 420 
DI 400 J•1,N2(XK) 
llCBA&EU,JLII(l),)(KNEQ .. -y2(J,KK)l GO '1'0 410 
400 C&NflNUE - . 
li!!ITECl, 10150:) 
ClLL EXIT . 
410 'I'JTAa(BC(JLS(l) l•H(J,KIO )/AUX 





li!(&PiiiHE\iO.) GO TO 430 
llll'l'll( l, 10170) KK 
CALL EXIT . . 





C TEU • Mlli C 'l'E'I'A(R),TETA(S) _) 
· C MONTA i NOVA FUNCAO OBJETIVO DO BLOCO KIC 
c 
DI! 435 l•t,IIC 
435 CICll•O~ . 




Gil TO 550 
440 Sli•BASEClrRrKIC) 





C MONTA 11 VETOR UNDP' OUE CONTEM OS INDICES DAS VARIAVEIS 
C NAO BASICAS CANDIDATAS A ENrRAR NA BASE DO SUBPROBLEMA KK 
c 
550 Nt•O 
DO 555 .J•11 N 
18(V(ii+K3)\IE01;0:.1) GO TO 555 
118~<NP+l 
IIIDP(IIP)•HBlilrKK) 
555 CONTINUE . 
c 






Dll 560 1•1,11 
DD 560 Jat,ll 
AU,Jl•AM(I,J) 
'DII 570 llllrN. 
Dll 5'70 J•M•l,NC 
li(J~EQ•l+N) GO TO 565 
A u,,l)aO.: . 





TROCA O siNAL DAS COLUNAS DA MATRIZ 
CAHALX.ADAII 110 LlllttE SUPERIOR 








.- ,. ' -
DI! 590 Jat,NC 
Dll 572 Iat,lili(KK) 
I81JiiE0.,%2(l,,ltK)) GO TO 574 
CIINTINUE ·-
Gil '1'0'580 
li!(E!.I,KK).;IEQ:.,l) GO TO 580 




la( t,KK).NC#MI1 1.NCL,NL,ND1, N2KK,F ,X(l, I(K) 1 V 1 IERR, 
11!1 t1 1 11 KK),EU,.KK) ,BASE(l,l,KK) ,BO, AC1 PI, Ul 
Ir( lERR.iiiE,jO) . CALL EXIT 
C ! ORDENA O VETOR X (PARTE BASICA E HAO BASICAl 
C , MONTA 11 VETOR HB DE IHDICES DE VARIAVEIS NAO BASICAS 
c 
DO 586 I•S,.NC 
586 CUU•X(I,KK) 
011588 I•1 1 H 




DD 595 J•hliC 
DD 590 X.lrlt 
















V&Rli''ICACAO DO BLOCO 
KI•H1 
Kt•UK 
ll(K+l) • U(J1+1) ~ .I•V ,.,, 




n: (I.MPR;,iEQ"O) GO TO 61 O 
WBITEC31 10llO) KK 
WIITE(31 l01t0l (X111CIB(I)),I•1 1 JI) 
610 K~•O - , 
KlaO' 
011' .615 Ia1,N 




;.' • II(Kt,.EQ.;Ol GD TO 640 
c 
C CORIIECAO 00''• BLOCO (K+ 1) 
c 
620 
It!OMPII.,;NE,JO) WRITE(l, 10180) KK 
TJTAII•l,.E30 . 
RllO 
DO 620 I•1 1 1t1 
AUX&BC (JOTA( Il )•XKl (IB.CJOTA( I))) 
l!:(ABSCAUXl.iLfliTDL) GO TO 620, 
:fi!I'A•BC(JOTA(l) )IAUX 




I.F,(Rio:NE.O) GO TO 625 
• 
,) ' 
W~ITE(3 1 10170) KK CALL EXU -
- 154 -
625 SAI•IB(Rl 
lE(SAI~GT~N) GO TO 630 
ll!lii)•N+SAl' 
GO TO 6)5 
630 IB(Rl•SAI•N 







IE(IMPR.EQJÓ) GO TO 650 
WBITE(3 1 10070) KK 
liBl:rE(3,10090) F 
wunt a,totôo) 
wU'lEU, 10110) Kl<, (XK1 !l) 1 1•1rU) li8ITEU,lOH5l (lB(llrhl>lll 
Gil T0650 
640 Ot:fli•O'llM+l 
ll(ll!PR~NE~O) WRITE(3,10160) KK 
DO 64"5 .J•l ,N 
A(KKrJ).XKlÜB(J.)) 
645 ·XIIlllB(J))•BC(J) 
650 li!(OTIM.,!NE.K+1) 'GO TO 110 
c 
C riM 
C MONTA A 80LUCAO FINAL (X/U) PARA OS K SUBPRUBLEHAS 
c 
KJ•O 
DD 690 KhlrK 
011 655 J•lrN 
655 Cl(J)•X(li+JrKK) 
DO 1>60 I•lrM 
660 'X(8ASE(l,IrKK) 1 KK)•A!.KIIrl) 
DO 680 I•lrrl . 
. U•IIB ( l, KIO 
DD 665 Jal,H2(11K) 
Ui(ltlio!EO.;~U.(J,KII)) GO TO 670 
665 CONTINUE . 
Gil TO 675 
670 li(E(J1 KK)~EQ~1) GO TO 675 
· XtKl,IIK)•CHll•VU+K2l 
Gil TO 680 . . 
675 .XIK1,KK)•VCI+K2) 




C RETORNI AS VARIA VEIIi CANAI<IZAI>Aii PARA Ul"A E BETA 
c 
'DD 700 KK•lrK 
DD 700 Iat,N2(KK) 
'. 700 X(I2 (1, KK) ,KK) aXU2(IrKK) ,KK)tUFA( I ,KK) 
c 









Dll 702 I•1rN 
X~1Cl8(l))aÀ(KKrl) 
Dll 715 I•t,N 
ll(lll(l)i;,ll't:,.N) GO· TO 710 
J•lB(l),.H 
XIIUJ)•VC 1+112) 
Gil :ro 715 
X111 (li+l)aVU+X2) 
Cllll'l'lNUE ., 
DO 720 I•lrN 
XI! H ll•XK1 Cl)+i<U) 
Xlll CN+l)•XK1CN+I)tl'(l) 






DD 731 KK•lrK 
W.Ólol 




T~MP•Fl'OA'I'(I'l'~MP)*l .. E~3 
,,. C ESCREVI: A SOLUCAO FINAl' 
c 
U:CKiiiE'I<iU GD .'1'0 740 
1i1UTEC3, 10220) Krf'l. 
GD TO 750 , , 
740 li8ITE(3 1 10225) FI• · 
750 WllTE(3 1 10200) 





































WlllTE(3,10215) J,, (XKl(l) ,l•lr 2*N) 
WBITE(3,10230) IT 
WIIITE(3,102t0) TEMP 








FIIRMAT(/,1Xí •,NUMERO DE VlRUYEIS CANALIZAO& NO BLOC,O '• 
n•r 1 INVALIDO ('r 16r 1 )f) 
FDRI!ATUI/,(X, '* SUBPROBLEMA NUMERO~ r I3r I) 
FIIRMATUX, ~CI 1 ,•,SOG) 
FIJRMU'(/,3X,~YALOR DA FUNCAO DBJETIYOI •,G) 
FDRMAT(/ 1 3X, tSOLUCAO 8ASICA OTIMAI 1 r/) 
FDRMAT(3X,•U'ri3r 1 I 1'r50Gl 
FpRMAT(/rlX,•llASE l~r50I<t) 
FORMAT(/1/Iri.Xr"*** lTERACAO NUMEROt 1 Jt 1 /) 
FIIRMAT$U) 
'FIJRMATC/111#3X,•,NoVA IIDLUCAO DO SU&PROBLEMA 1 rllr 1 11 ,/) 
FpRMATClXr•XB I!,,, 50G) 
FORMAT(/rlXr•ERRO • INDlCE DE VARIAVEL CANALl~ADA DEVERIA 
1 ESTAR EM 12') ,, , 
FIJRIIAT(IrlXI!,BLOCO ~.U,t E OUMO'rl) 
'F8RIIA'Uir1Xr!,ERRD • RACAo 'rUr' CollUNUA 1NFAC1'1VCL 1 ) 
FIIRMAT(/,lXr•'BLOCO •,,U,i NAO E OT1MO'r'/) 
FORMA TI/Ir 1X.,!,O PROBLEMA NAO TEM IIOLUCAO FACTIVEL' J 
FIJRMAT!/1/,lXr''IIOLUCAO OTIMA l'rlll 
FOIIMAT(//r1X, 1 X'crl3 1 .t • i 1 50G) 
FIRMAT<J,SXrtD•,Il,,, • t<,SOG) 
FORMAT(//I/r1Xr'JCUS'I'O TOTAL DAS •,n,• RACOES l'oGr/1) 
FIJRMA'l(l//lr1Xr',CUSTO TOTAL DA IIACAO I '•Grlll 
FIJRMA'f(/I/J/,.1Xr 1 NUHERO TOTAL DE IURACOE5 I 1 ri4) 
FOIIMAT(//1 1X1 ,i'I'EMPD DI! I!XECUCAO (SEGUNDOS) lf 1 F12.2) EBD . 
C•***************************************•******************** C CALCULa A MATRIZ P'• B1 * A!NB) 
C*•******•*********************************************·******* c 
SUBROUTINE IIALKP(M,Nr81 1 AMrNB,N2rl2 1 E,ND1 1 ND2,MMAXrPJ 
IIITILGEII N8(N),12(ND2lrECND2l 










OD 10 Iat,M 
OD 10 Jal,N 
PU,Jl•OiO' · 
DO 40 b1 1 M 
011 40 K1•1 1 N 
Iii:(NB(Kll.oGT,;I'O GO tO 20 
DO 15 .J•I 1 M-
P('l.,.KI l•PC-h I< 1 )+81 (l .• ,J;).•AM(J,NB( K1)) 
GCI TO 25 -
P(l,K1l•B1 (l,NB(KI).,N) 
DI JO .Ja1 1 N2 . 
IJ(NB(Kll;,ii!:Qii/1:2 (J)) GO TO 35 







. c -· .. 









IIIJIINDUUNE SUBPN(KK,Nt.,NC1 Ct,A1 NP,INDP,N2 1 I2,H,NIIrMII, 
UIN,Nov,Noi,Nil2,r, x, v ,tENN,Bl,E-,BAsE,ec,llc,PI ,u,_ "· 
COHNON /ENTR/ TD1. 1 IT,lMPRrP2 -' 
JN'fEGER R,S,P2,1NDP(NM),N2,I2(ND2),E(ND2),BASE(2,NOI) 1 lA(NOI) 
REAL Cl(Nll),A(Mli 1 Nll),H(N02),X(Nll),V(NOV),B1(ND1,ND1), 
'18CCNDiltAC(NDI)tPI(ND1) 
U:UMI'R.;EQ,iO)''' GO TO 30 .. ci 
U{P2,JEQ;o2) GO TO 10 ,· 
NIÍIU(3, 10070}. .Kll.i ·· -, 
Gil TO 25 . 
WBITEC3 1 10075) 
WBITEO,toti}O) 
Pll 2o I•l,NL 
Wll'I'EC3 1 10tl0) . (A(I,J),.J~I ,NC) 
W111TE(3, 100)0) (IIC (I) ,lat, HL) 
U:UT1iEQ\,11liÕRi.iP2,;EQ.12) GO TO 40 
ae :ro 3oo . · 
TESTA IE BCU.) >" O 
----- ---
- 158 -
40 011 45 1•1,1111 
45 YU);rlioi 
Dll 60 hl,HL 
li(BC(l)~GS.O~) GO TO 60 






C FASE 1 







Dll 100 I•t,·NL 
Dll 100 Jat,NX. 
IIUi~EG.,/J) .. GO TO 90 
BUl,oJ)•Oioi 
GD 'fO 100 
Bl U, I)•1ioi 
CgNTliiUE 




11(112-EQ~O) GO TO 140 







Dll 150,' 1•1,11L 
PIU>àli"' ' .. 
Do 150 Jat,IIL 
li(BAIIE(l,J~i,;LE.;iNC). GO TO 150 
PI(I)•PI(ll+Bl(J,I) 
CIINTINUE -
C DC(J)•B(J)"'Pl*AJr J NAO PERTENCENTE A BASE, DC(J)<O 
C ( D SEBIA O VETOR DOS COEFICIENTES DA F•O• ARTIFICIAL) 




Dll l90 oJ•lriiC+IIL. 
Dll 170 Kl•t,IIL 
II(JwEQ/oiBA5E(1rK1)) 
CONTINUE 
Go TO 190 
- 159 -
c 







Ir;CJ:.LE.,IIC) GD TO 175 
AUX•PUJ~NC·) 
DCX1 ... ~AUX 
GD TO JBS 
AVX•O,I 
Dll 180 I•hNL 
AVX•AUhPICÍ)*A(I 1 J) 
DO=•AUX 
II(DC"LT""TOL) 
CONTINUE " . 
GO TO 210 






Dll 200 I•t,NL 
l!!BASE(1,I)ioiLE<iNC) GD TO 200 
W•ll+llé: C I) . 
CONTINUE·· 
li(ABS(W),.ILEói'!:OL) GO TO 220 
WBITE(l 1 1Q060) KK,II,IT 
WIIITE(31 10066) 
Dll .205 1•1, 2 . 
W!U:U:(.3,10067) Ir (8.\SE(I,J) ,J•1rNL) 
W~TE(3,10030) (BC(Il,I•1,NL) 
WBlUU,1006S) (H(ll.l•1,N2) 
IIUTE(], 10069) (E(I), h1,N2l 
IERR•1 . ' 
RII:TUIIN 
C X(S) ENTRA NA BASE 
c 
210 S•J 
Cl.LL SAIDA(KK,S,NL,NC,CI,A,N2, I2,H, Nll, Mil, ND1, 
111>2,R,U:RR,B1,E,BASE,BC,AC) . 
II!(R\,lEQ;.>O) . GO TO 160 
G&TO 140 
c 
C VERIFICA SE EXISTE ALGUMA V_ARIA VEL ARTIFICIAL NA BASE 
c 
220 JB•O 
bD 230 l•J,Nl< 




U:(JJ.,.EQ.IO) GO TO 300 
- 160 -
Dll 290 I•t..JJ 
DO 260 S•t,IIC 
Dll 240 .J•I,NL 
l!(S~EQ-BASE(1 1 J)) GO TO 260 
240 CONTINUE 
DO 250 KI•I,IIL 
AC(Kil•O• 
Dll 250 J•l 1 NL 
250 Al!(Kl)aAC(Kl HB1(K1 1 .l)*ACJ1 S) MjolAUl -





DD 265 K1•11 2 
• 
265 WJITE(3,10067) K1 1 (BASE(K1 1 .J),.Jat,NL) 
WIITE(3 1 100l0) (BC(KilrKI•lrHL) 
WIITE(3r1006al (H(Ktl,K1a1rN2l 




BaBE(_l r RhS 
lr:!N2,JEQ.10l GO TO 277 
DD 275 Klat, N2 
UCili.IJ!:~-I2CK1) l GO TO 280 
275 CDNTlNuE 
277 BUEC2-,Rl•O 




C FASE 2 
C PhCB*IIl 
c 





C CC(.J)aCI(J)•PIUJ 1 J NAO PERTENCENTE A BASE, CC(.I)<O 
C EliCOLHa DA VARIAVEL DE ENTRADA X(li) 
c 
JZO DO 350 J•1 1 NC 
llO 330 Kl•lrNL 
'U:CJIJEQ.,;8A5E(l,Kl)) Go TO 350 
330 CONTINUE 
c 




IB!IT,/E:Q;,í1JJOR,.P2,;EQ~2) GO TO 335 
lE(P2wEOo~.4.) GO TO J35 
llll 337 K211lrNP 
II{J~EQ•INDP(l\2)) GO TO 335 
337 CDNTINUE . 
GD TO 350 
335 AVX•Oíó 








CllNTINUE . . 
FIM DA FASE 2 
r .. o .. 
GO TO 450 
• Ii!<lTt<NE<~1;;;AND'*P2.NE,;2) C:O TO 361 
c 
. C• TROCA D SINAL. DAS COLUNAS DE 111 E DAli LINHAS DE A. QUE FORAM 




DI! 364 J•l,NL 
li!(V(J)JEQ.Il~) GO 
, opa 360 I•1rÍIL 
· ii'au •. u-aux,J> 
·DD· 362 l•l.NC 






367 IICP2!óiEQ:.i2) GO TO 370 
DD 368 l•t,NC 
368 XIU•o.: . 
GD TO J74 
370 ,. ·DI J72 l•t,NC 
.372 VU)•O~ 
c . .· 
,, '·-' 
·C RECALCULÀ O VALOR DAS YARIAVEIS CANALIZADAS 
C NO LIMITE SUPEBIÓR 
c -
374 • · . IIS(N2iÓiEII.i0) GD TO 41(1 
llll 400 .J•1oN:i 
'375 
. c 
Dll 375 1•1. li L 
111( l2(J),.EQ.,BASE( 1, I)) 
CDIITINUE 
GD TO 390 
C VARIAY!L CANALIZADA E' NAO BASICA 
c 
.li! ( il (.J )';jliE<i~ll 
~-· - -




C VARU.YEL CANALIZADA NAO BASICA ESTA• NO LIMI'fE SUPERIOR 
c 
Jll•l2t.:J) 








r.r+CitJJ) • Xt.JJ> 
Gil TO 400 . . 
C VARUVEL CANALIZADA ·E• BA&ICA 
c 
390 IICECJlJEO~&> co ro 4oo 
BC(l)&H(J)~BCCI) 
CUI2(J) l•..CI( 12(.:1)) 
EfJl.•eEtJ) ~ . 
Dll 395 Jt1•1tNL 
AIKh U(J) l~A(It1tl2l.J)) 
395 BICltltl)•eB1(lrlt1) 
400 CIIN'fliÍUE . . . 
UO 11!(P2,JEQioi2) GO TO 441 
c 
C CALCULa O VALOR DA rUJICAO OBJETIVO (F> 
c 
Pll 420 l•l,NL 




WUTE(l, 10010) (Cl(I), I•t,NC) 
WIITE(3,100BO) r 
llllTE( 3 1 100§Qj 
WI1TE(3 1 10020) Klt,tXtl>ri=t,NCl 
WB1TE(3,1QO~O) (8ASEC1ti);I•1,NL) 
IIIITURN .. 
C SQLUCAII E rONCAO OBJETIVO DO PROBLEMA MESTRE 
c 











II!I(N2~EQ;I0) GO 1'0447 
Dll US Jat,H2 
U!(E(J)oiEOiil) GO TO 445 
U•I2(J) . 





IIIUUU,1011ÍO) (Cl(1) 1 1"1,NC.) 
WUTE (3, too&o) F 
WI!ITE(3, 100~0) 
W8ITE(l 1 10095) (V(Ilri•l,NC) 
WIITE(l,10040) (BA5E(1,I)rl•lrNL) 

























CAlo!. ~All>A (XII, S, NJ.,NC,CI, Ar N2.,1Z,H, NI:t,M1I,ND1 ,, 
11D2,R,IERR,B1,E,BASE,BC,AC) 
U(R .. I!Q.;O) GOTD 320 
Gil TD 300 
F8RMAT(I,3Xr'CI I ' 1 50G) 
rtRMAt<lXí U.!r.Ur t. 1 I , 50G) 
FIIRIIAT(I rlXi!BC' I ~, 30G) 
FIRMAT(I,3X,,UIASE 1 !r3014) '·' ,, FORMAT(If'lX,~ERR04 " VARIAVEL CANALIZADA DEVEIIlA ESTAR NA J!,ASEI) 
FIIRMAT(/t3XtiD SUBPIIDBLEMA t.IJ, t NAO TEM &DLUCAO f:ACTIVEL'r 
Ut, lX, 'W (F;,~ Díl AiÔ DO SU&I'IIOBLEMA) ••, Gil, 3Xr 1 IrEIIACAD 
2 NUMERO !tl6) . 
fiiRMAT(I,3Xf'>TENTATIVA DE Tll!iiR YARIAYEL :ARTlfiCUL.•IlA BASEt.) 
f11RIIAT(It3Xr1BASEI") 
FIIRIIAT(/, 3Xt ~LINHA ·•:r U, 2Xr 1014) 
FORMAT(I 1 l)tr •H.,. I .. • 1 50G) 
. -, 
FIRMA1Ú,3Xr'E· t! 1 SOHl 
FIIRMAT( /1/ilXr'•• SUBPROBLEMA NUMEROc''; 13) .. ; 
FIIRMA'TU/I,iXP* PROBLEMA MEBT.RE',/) 
FIIRMAT(I,3X; 'VALOR DA FUNCAO OB.JETlVOa 'rG). 
FIIRMAt(/, 3Xr 'cliO!IlJCAO BASICA OTIMAI' ,/) 
'FIRMATUX, tV I' r SOG) . 









IIVBROUTINE SUDA(I\K 1 11,NL,11C,CI 1 A1 li2,I2,H,NII,MII,ND1, 
11D2,R, lERRoB1 ,E, BASE, BC, AC) 
IIJTI!:GER S, R,N21 12(ND2), E(ND2) ,BASE(2, NDl) 
. Rf;AL CI(JIIU ,A!MII,NII) ,H(ND2) 1 BUND1 1 1101) 1 8C(ND1) 1 AC(ND1) 
IE(II@LE•NC) GO TO 7 
Dll 5 1•1,N~ 
5 AO(Il•BHI,S"!NC) 
Gil TO 17 
7 Dll 10 lal,NL 
AOU>•O.; .. 
Dll 10 Jat,NL 
10 ·AO!ll•AC(l)+Bl(I,J)*A(J,&) 
IE(N2-EQ.;O) GO TO 17 
011 15 K1•1 1 N2 
'U(aiiEOi;il2(iil)) GO TO 20 




Gil TO 30 




30 hO ' 
DD 50 hl,NL 
IECBASE(2 1 l)iôEQ;,IO) GO TO 40 
11\:(AC(·l)f.IGE,jOól GO TO 40 
c 
C VARIAVI!:L DE SAlDA E• CANA~IZADA 
c 
Dll 35 ila1 1 N2 
li(BAIIE(t,l)~EQi;il2(J)) GO TO 37 
35 CIINTINUE . 
li8ITE!l,10040) 
IJRR•l . . 
RJTURN 
37 RliZAO•<BC(l)•H(J))/AC(I) 




GO 10 50 
c 




40 Il'iCACCill>LE.O,.l GO TO 50 
R&ZAO•BC(I)/ACCil 






Illi(~NE.,.O) GO TO 70 
li(ICANAJNE.l) GO TO 100 
c 
















C~(S)• .. Cl(S) 
RJTURN . 
li(MARCA~EQj1) GO TO 90 
DB 75 J•1,H2 . 
JI!(BASE(l,R)~EQW/UCJl) GO TO 77 
C&NTINUE . . 




os ao IaliNL . 
A{t.BASE(t,íiJ)a .. A(I,BASEct,R)) 
EIJ:l•,..E:(J) 
CltBASE( ltRll-CI (BASEC1,R) l 
CILL PlVOU(ND1 1 fiL,R,AC 1 Bl.•BCJ 
ruun: <.t, Rl •s · 
USE(2,R)•ICANA ' . 
,, RJ:TURN ··::.:). · .~-
JIRl'fEC3,t0010) 
DÓ 110 1•1,2 
lii!ITEC3,10020) I 1 (BASE(I,J) 1 Jat 1 NL) 




10010 FaRMA'f(3X,•ULTIMA BASE at,l) 
.•• 10020 FIIRMAT(/,JXo.tLlliHA ~.,13,2X,30I4l 
. 10025-' FIIRMAT(/,3X, 'BC a•,30G) 
10030 . FDRMATUX, •XC '~• 131 •.) PODE CRESCER INDEFINIDAMENTE' ,/I, 3X, 
UO SUBPROBLEMA ',14,.' NilO TEM SOLUCAO -LIMITADA•) 
.10040 FIIRMAT(/,3Xo'ERR01 • VARIAVEL CAIIAúlZADA DEVERIA ESTAR NA 
10050 FIIRMAT(/.,3X,'Ji;RRD2 • VARIAVIi:ú CANALIZADA DEVERIA ESTAR NA 
EIID 
BASE') 
BASE 0 ) 
- 166 -
c 










llr;AL AC(ND1) rlll (ND1 ,NDl), BCCNDU 
PIVD>IAC(R) . 
IS(PIVO~EQJ~~~ GO TO 20 
DIVIDE A LINHA R PELO PIVO (ERDll 
DCI 10 J•1 1 Ml 
8l(R,Jl•Bl(A,J)/PIYD 
BC(RlaBC~R)lPlYD 
C L~NHA J • LINHA R * MirSl/PIVD CER02) 
c 
20 09 40 I*l,Ml 
IS(IwEQ.R) . GD TO 40 
Dt 30 .. J"lrM1 
lO 81(1 r iJ)•Bl (l,J)!'Bl(R,J)•AC(l) 




- -' ~--.~ 
'·.•'.1 ' . 
- 167 -
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