In this paper, we consider a general form for the underlying distribution and a general conjugate prior, and develop a general procedure for Bayesian estimation based on an observed multiply Type-II censored sample. The problem of predicting the order statistics from a future sample are also discussed from a Bayesian viewpoint. For the illustration of the developed results, the inverse Weibull distribution is used as example. Finally, two numerical examples are presented for illustrating all the inferential procedures developed here.
Introduction
In reliability analysis, experiments often get terminated before all units on test fail due to cost and time considerations. In such cases, failure information is available only on part of the sample, and only partial information on all units that had not failed. Such data are called censored data. There are several forms of censored data. One of the most common forms of censoring is Type-II right censoring which can be described as follows: Consider n identical units under observation in a lifetesting experiment and suppose only the first r ≤ n failure times X 1:n , · · · , X r:n are observed and the rest of the data are only known to be larger than X r:n . A generalization of Type-II censoring scheme is multiple Type-II censoring scheme. Under this scheme, we observe only the j th 1 , j th 2 , · · · , j th r failure times X j 1 :n , X j 2 :n , ..., X j r :n , where 1 ≤ j 1 < j 2 < · · · < j r ≤ n, and the rest of the data are not available. Particular applications of such censoring are found in reliability theory and survival analysis. Surveys regarding censored data can be found in Nelson [19] , Balakrishnan and Cohen [6] , Cohen [10] , Balakrishnan and Aggarwala [5] , and McCool [15] . For a survey on multiple Type-II censoring, one may refer to Kong [14] .
Let X 1:n < X 2:n < · · · < X n:n be the order statistics from a random sample of size n from an absolutely continuous cumulative distribution function (CDF) F(x) ≡ F(x|θ ) with probability density function (PDF) f (x) ≡ f (x|θ ), where the parameter θ ∈ Θ may be a real vector. These order statistics have been used in a wide range of problems, including robust statistical estimation, detection of outliers, characterization of probability distributions, goodness-of-fit tests, entropy estimation, analysis of censored samples, reliability analysis, quality control and strength of materials; for more details, see Arnold et al. [4] , David and Nagaraja [11] , Balakrishnan and Rao [7, 8] , and the references contained therein. The joint density of multiply Type-II censored order statistics X = (X j 1 :n , X j 2 :n , ..., X j r :n ) is given by
where x = (x j 1 , ..., x j r ) is a vector of realizations and j 0 = 0. We consider here the general inverse exponential form for the underlying distribution, suggested by Mohie El-Din et al. [16] , that is described as follows; Motivated by the fact that the CDF can be written in the form
where λ (x; θ ) = − ln F(x|θ ). Of course, some conditions need to be imposed so that F(x|θ ) is a valid CDF. These conditions are: λ (x; θ ) is continuous, monotone decreasing and differentiable function, with λ (x; θ ) → ∞ as x → −∞ and λ (x; θ ) → 0 as x → ∞. The PDF corresponding to (1.2) is given by
where λ ′ (x; θ ) is the derivative of λ (x; θ ) with respect to x. With an appropriate choice of λ (x; θ ), several distributions that are used in reliability studies can be obtained as special cases such as the inverse exponential, inverse Rayleigh, inverse Weibull, inverse Pareto, negative exponential, negative Weibull, negative Pareto, negative power, Gumbel, exponentiated-Weibull, loglogistic, Burr X, inverse Burr XII and inverse paralogistic distributions.
In many practical problems, one may wish to use past data to predict an observation from a future sample from the same population. As in the case of estimation, a predictor can be either a point or an interval predictor. Several researchers have considered Bayesian prediction for future observations based on Type-II censored data; see Dunsmore [12] , Nigm and Hamdy [22] , Nigm [20, 21] , AL-Hussaini and Jaheen [3] , AL-Hussaini [2] , and Raqab and Madi [23] . Bayesian prediction bounds for future observations based on multiply Type-II censored data have been discussed by several authors, including Abdel-Aty et al. [1] , Schenk et al. [24] , Mohie El-Din et al. [17] , and Shafay et al. [25] . Recently, Mohie El-Din et al. [16] have considered the general inverse exponential form for the underlying distribution, given in (1.2), and a general conjugate prior and developed a general procedure for determining the two-sample Bayesian prediction for future lifetimes based on a right Type-II censored sample. In this paper, we discuss the same problem based on a multiply Type-II censored data which involves some additional complications.
The rest of this paper is organized as follows. In Section 2, we present the structure of the posterior distribution and derive the Bayesian estimation for the unknown parameters. In Section 3, the problem of predicting the order statistics from a future sample is then discussed when the observed sample is a multiply Type-II censored sample from the same parent distribution. The results for the inverse Weibull distribution are presented in Section 4. Finally, in Section 5, we present some numerical results for illustrating all the inferential methods developed here.
The Posterior Distribution and Bayesian Estimation
In this section, we use the general inverse exponential form given in (1.2) and a general conjugate prior to develop general procedure for determining the Bayesian estimator of the unknown parameter θ .
Upon using (1.2) and (1.3) in (1.1), we obtain the likelihood function of the multiply Type-II censored sample X = (X j 1 :n , X j 2 :n , ..., X j r :n ) as
..
where
and
From the Bayesian viewpoint, the unknown parameter is regarded as a realization of a random variable, which has some prior distribution. We consider here a general conjugate prior, suggested by AL-Hussaini [2] , that is given by
where θ ∈ Θ is the vector of parameters of the distribution in (1.2) and δ is the vector of prior parameters. The prior family in (2.2) includes several priors used in the literature as special cases. Upon combining (2.1) and (2.2), the posterior density function of θ , given the multiply Type-II censored data, is obtained as
The Bayesian estimator of θ under the squared error loss function is the mean of the posterior density function, given by
Bayesian Predication
Let Y It is well known that the marginal density function of the s th order statistic from a sample of size m from a continuous distribution with CDF F(x) and PDF f (x) is given, see Arnold et al. [4] , by
Upon substituting (1.2) and (1.3) in (3.1), the marginal density function of Y s:m in (3.1) becomes
Upon combining (2.3) and (3.2), the Bayesian predictive density function of
From (3.3), we simply obtain the predictive cumulative distribution function F *
The Bayesian point predictor of Y s:m under the squared error loss function is the mean of the predictive density, given by
The Bayesian predictive bounds of a two-sided equi-tailed 100
can be obtained by solving the following two equations: Remark 3.1. In the case when the observed sample is right Type-II censored (i.e., j i = i, 1 ≤ i ≤ r), the predictive density and cumulative distribution functions of Y s:m given in (3.3) and (3.4) reduce to expressions (2.13) and (2.14) of Mohie El-Din et al. [16] , respectively.
The Inverse Weibull Distribution
Several distributions that are used in reliability studies can be obtained as special cases from the general inverse exponential form given in (1.2). We consider in this section the inverse Weibull distribution as illustrative example. The inverse Weibull model has been derived as a suitable model for describing the degradation phenomena of mechanical components, such as the dynamic components of diesel engines, see for example Murthy et al. [18] . The physical failure process given by Erto and Rapone [13] also leads to the inverse Weibull model. Erto and Rapone [13] showed that the inverse Weibull model provides a good fit to survival data such as the times to breakdown of an insulating fluid subject to the action of constant tension, see also Nelson [19] . Calabria and Pulcini [9] provided an interpretation of the inverse Weibull distribution in the context of a load-strength relationship for a component. The distribution function of the inverse Weibull distribution is given by
where α > 0 and β > 0 are the scale and shape parameters, respectively, and so we have
We provide here the Bayesian inference for the inverse Weibull distribution, when the scale parameter is unknown and the shape parameter is known. It is assumed that the scale parameter has a gamma prior distribution with the shape and scale parameters as c and d, respectively and it has the density function Hence, the posterior density function of α, given the multiply Type-II censored data, become
where I = Γ(r +c)
The Bayesian estimator of α is then given by
The predictive density and cumulative distribution functions of Y s:m are given, respectively, as
.. 
( 1
, (4.6) where
, and so the Bayesian estimator of α becomes
The predictive density and cumulative distribution functions of Y s:m in this case become
Remark 4.2. The inverse Weibull distribution contains many of important special cases such as the inverse exponential and inverse Rayleigh distributions. The corresponding results of the inverse exponential and inverse Rayleigh distributions can be obtained by setting β = 1 and 2, respectively.
Numerical Results
To illustrate the inferential procedures developed in the preceding sections, we present in this section a numerical study for the inverse exponential and inverse Rayleigh distributions as special cases of the inverse Weibull distribution when β = 1 and β = 2, respectively.
Numerical results for the inverse exponential distribution
To illustrate the prediction results for the inverse exponential distribution, we generated order statistics from a sample of size n = 10 from the inverse exponential distribution with α = 5. We then used these data to consider two different multiply Type-II censoring schemes:
(1) Scheme 1: r = 6 with j 1 = 1, j 2 = 3, j 3 = 5, j 4 = 6, j 5 = 7 and j 6 = 8. Under this censoring scheme, we obtained the following data: 1.31662, 5.25839, 5.64310, 5.88457, 13.72085 and 22.43066; (2) Scheme 2: r = 8 with j 1 = 1, j 2 = 3, j 3 = 4, j 4 = 5, j 5 = 6, j 6 = 7, j 7 = 9 and j 8 = 10.
Under this censoring scheme, we obtained the following data: We assume these data to have come from the inverse exponential distribution, where the parameter α is unknown. Based on the above two multiply Type-II censoring schemes, we used the results presented earlier in Section 4 (when β = 1) to compute the Bayesian estimate of α. In addition, suppose we want to predict the order statistics from a future unobserved sample with size m = 10. In this case, the point predictors and the 95% two-sample Bayesian prediction intervals for the order statistics The Bayesian estimates of α based on the three choices of the prior and the two multiply Type-II censoring schemes, are presented in Table 1 . Table 2 shows the point predictors and the 95% twosample Bayesian prediction intervals for the order statistics Y s:10 , for s = 1, ..., 10, based on the three choices of the prior and the two multiply Type-II censoring schemes. 
Numerical results of the inverse Rayleigh distribution
To illustrate the prediction results for the inverse Rayleigh distribution, we generated order statistics from a sample of size n = 10 from the inverse exponential distribution with α = 5. The generated order statistics are listed as follows: (1) Scheme 1: r = 6 with j 1 = 1, j 2 = 3, j 3 = 5, j 4 = 6, j 5 = 7 and j 6 = 8. Under this censoring scheme, we obtained the following data: 1.35854, 2.04633, 2.34668, 2.94300, 4.81843 and 5.26941; (2) Scheme 2: r = 8 with j 1 = 1, j 2 = 3, j 3 = 4, j 4 = 5, j 5 = 6, j 6 = 7, j 7 = 9 and j 8 = 10.
Under this censoring scheme, we obtained the following data: We assume these data to have come from the inverse Rayleigh distribution, where the parameter α is unknown. Based on the above two multiply Type-II censoring schemes, we used the results presented earlier in Section 4 (when β = 2) to compute the Bayesian estimate of α. In addition, suppose we want to predict the order statistics from a future unobserved sample with size m = 10. In this case, the point predictors and the 95% two-sample Bayesian prediction intervals for the order statistics The Bayesian estimates of α based on the three choices of the prior and the two multiply Type-II censoring schemes, are presented in Table 3 . Table 4 shows the point predictors and the 95% twosample Bayesian prediction intervals for the order statistics Y s:10 , for s = 1, ..., 10, based on the three choices of the prior and the two multiply Type-II censoring schemes. 
Concluding Remarks
From the results in Tables 1-4 , the following points can be observed:
(1) The results obtained based on the multiply Type-II censoring scheme 2 (with r = 8) is more precise than the corresponding ones based on the multiply Type-II censoring scheme 2 (with r = 6), as we would expect;
(2) A comparison of the results for the informative gamma priors with the corresponding ones for the Jeffreys' prior reveals that the former produce more precise results, as we would expect; (3) The results obtained based on informative gamma prior 1 (with Var(α) = 2.5) is more precise than the corresponding ones based on informative gamma prior 2 (with Var(α) = 5), as we would expect; (4) The width of the Bayesian prediction intervals decreases with increasing β .
