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The cyclic loading induced damage of geo-materials is quite common in geo-engineering. 
Therefore, the investigation on the fatigue behaviour of concrete subjected to cyclic loading is 
of great significance in terms of structure safety and stability. Also, due to the similar structure 
and properties, knowledge obtained from concrete can be transferred to rock material. In this 
thesis, the fatigue characteristics of concrete are studied based on laboratory tests and 
numerical simulations. The main content of the thesis can be summarized as follows: 
1. A series of single-level and multi-level compressive cyclic loading tests have been carried 
out on concrete samples. The effects of maximum and minimum load level on the evolution of 
axial strain rate, radial strain rate, energy dissipation, acoustic emissions (AE) and P-wave 
speed are analysed.  
2. Based on particle based numerical simulations, damage models corresponding to single-level 
and multi-level cyclic loading tests are proposed. The damage variable in the numerical model 
is time- and stress-dependent and is characterized by the progressive reduction of the bond 
diameter. The numerical simulations are calibrated based on laboratory test results, and the 
mechanical behaviour of concrete during cyclic loading tests is well reproduced. 
3. A real time fatigue failure prediction method is proposed based on the hysteresis occurrence 
ratio and hysteresis energy ratio. This real time prediction method can be used to monitor the 
fatigue failure of constructions in-situ.  
4. The AE characteristics during the laboratory tests are reproduced by the numerical 
simulations. AE counts and energy are characterized by broken bonds and released bond strain 
energy, respectively.  
5. The dynamic characteristics of concrete are analysed based on laboratory tests. The relation 
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a  half-length of a crack  
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Fps   parallel bond shear force in LPBM 
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kn  linear normal stiffness  
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εat  axial strain measured at the top of the sample by strain gauge 
εam  axial strain measured at the middle of the sample by strain gauge 
εab  axial strain measured at the bottom of the sample by strain gauge 
εc   axial strain measured by LVDT at the middle of the sample  
εl  lateral strain measured by chain-strain gauge at the middle of the sample 
εlt  lateral strain measured at the top of the sample by strain gauge 
εlm  lateral strain measured at the middle of the sample by strain gauge 
εlb  lateral strain measured at the bottom of the sample by strain gauge 
εp   plastic axial strain of each cycle during cyclic loading 
εpt   total plastic axial strain during cyclic loading 
εr  radial strain 
εt   axial strain measured by loading platen  
μ   friction coefficient in LPBM  
ρ1  fictitious radius of a crack tip 
σc  maximum normal bond strength in LPBM 
σeff  effective stress  
σth  fatigue stress threshold  
σmax, σmin maximum and minimum load level during cyclic loading, respectively  
θn  normal rotations between two bonded particles in LPBM 
θs  shear rotations between two bonded particles in LPBM 
τc  maximum shear bond strength in LPBM 
λ  bond radius multiplier in LPBM 
ϕ  concrete sample diameter 
ςc  moment contribution factor in LPBM 
υM   molar volume of the glass 





AE  Acoustic Emission 
AHE   Accumulated Hysteresis Energy  
BEM   Boundary Element Method 
CDT  Continuum Damage Theory 
DCB   Dense Clump Block 
DEA   Dissipated Energy Approach 
DEM   Discrete Element Method 
DRR   Dynamic Response Ratio 
FBD   Flattened Brazilian Disc 
FDM   Finite Difference Method   
FEM  Finite Element Method  
HCF  High Cycle Fatigue 
HED   Hysteresis Energy Density 
HER  Hysteresis Energy Ratio 
HOR  Hysteresis Occurrence Ratio 
LCF  Low Cycle Fatigue 
LPBM  Linear Parallel Bonded Model 
LURR  Loading/Unloading Response Ratio 
LVDT  Linear Variable Differential Transformer 
MSC   Multi-level Stress Corrosion  
NDT  Non-Destructive Testing 
NPSC   Nonlinear Parallel-bonded Stress Corrosion 
PFC  Particle Flow Code 
P-M   Preisach-Mayergoyz 
PSC   Parallel-bonded Stress Corrosion 
SIF   Stress Intensity Factor 
UCS   Uniaxial Compressive Strength 









1.1 Research background 
1.1.1 What is fatigue? 
Fatigue is a common mechanical behaviour in nature and engineering. Currently, the most 
general definition of fatigue in material science refers to the weakening and deterioration of 
materials when exposed to repetitive loading. The research on fatigue was initiated by 
investigations of metal materials in the early 19th century. Figure 1.1 briefly illustrates the 
history of fatigue research and documents some important milestones and researchers who 
have made major contributions to fatigue investigations. The fatigue behaviour was first 
scientifically reported by the German mining engineer Albert (1838). He found the conveyor 
chains used in the mine can easily fail even if the external load is much smaller than the 
material strength (Schütz 1996). After Albert, in the 19th century many other researchers 
(Rankine 1842; York 1842; McConnell 1850; Braithwaite 1854) continuously reported about 
the fatigue behaviours in water pumps, propeller shafts, crankshafts, railway axles, and cranes. 
From that time on, the fatigue problem has become a hotspot. The German railway engineer 
August Wöhler put the fatigue research on a higher level by introducing the S-N curve (also 
known as Wöhler curve). This was the first quantitative characterization of the relation 
between fatigue life and applied loads (Wöhler 1870). Nowadays, the S-N curve is still an 
important reference for production standards in construction and material sciences. With 
science development in the 20th century, more micro/mesoscopic research became available. 
With the aid of precision instruments, the evolution of cracks at the surface of materials can be 
precisely captured. The Paris’ law was proposed by Paris et al. (1963) to relate the stress 
intensity factor to sub-critical crack growth under a fatigue stress regime. This equation is still 
the most popular crack growth criteria for fatigue loading. At present, the fatigue research is 
not only limited to metal and alloy materials. Geo- and bio-materials also have a risk of fatigue 
failure. The well-developed acoustic emission (AE) technology and non-destructive testing 
(NDT) are efficient to predict fatigue failure. High and extremely high cycle fatigue testing 
(more than 1010 cycles) can be performed using reliable fatigue testing systems (Shimadzu 
2017). Therefore, the fatigue behaviour of some high durable materials used in aerospace and 
railway engineering can be reliably tested.    
 
 





Figure 1.1 The development of fatigue research incl. important milestones and researchers 
1.1.2 Classification of fatigue  
Based on different parameters, different fatigue classification exist. Here only the classification 
schemes based on frequency, loading scheme, stress state and fatigue life are presented.  
1.1.2.1 Classification based on frequency 
According to the different cyclic loading frequencies, the fatigue can be categorised as follows 
(Xu 2016): 1. High frequency fatigue (frequency > 10 Hz); 2. Medium frequency fatigue 
(10 Hz > frequency > 0.1 Hz); 3. Low frequency fatigue (frequency < 0.1 Hz); 4. Static fatigue 
(constant load), see Figure 1.2. 
 
Figure 1.2 Fatigue classification based on loading frequency 
1.1.2.2 Classification based on loading scheme 
According to the loading scheme, fatigue can be categorised as follows: 1. Strain-controlled 
fatigue; 2. Stress-controlled fatigue. In strain-controlled fatigue testing, the amplitude of strain 
during each cycle is constant, the elastic modulus will gradually reduce until failure, see 
Figure 1.3a; in stress-controlled fatigue testing, the maximum and minimum load level of each 
cycle remain the same, the axial strain usually acts as a variable and evolves with loading time, 
the elastic modulus almost doesn’t change when sample remains stable, see Figure 1.3b.   
10 Hz 0.1 Hz
Low frequency fatigueHigh frequency fatigue Static fatigueMedium frequency fatigue
Constant load
 




Figure 1.3 Fatigue classification based on loading scheme (a) strain-controlled fatigue (b) 
stress-controlled fatigue 
1.1.2.3 Classification based on stress state 
Based on the stress state, the fatigue can be classified as follows: 1. Uniaxial fatigue; 2. Multi-
axial fatigue. The uniaxial fatigue is quite common in nature and engineering, such as bridge 
foundations, pavements and highways.  
1.1.2.4 Classification based on fatigue life 
Based on the number of cycles up to failure, the fatigue can be categorized as: 1. High cycle 
fatigue (HCF); 2. Low cycle fatigue (LCF). 104 cycles are always considered as limit for HCF, 
but there is no consensus about the limit value for LCF. The most obvious characteristic for 
LCF is that plastic deformation is quite large during each cycle. This indicates that LCF usually 
corresponds to a higher load level. Figure 1.4 illustrates the range of fatigue life corresponding 
to different natural and human-induced activities. The crustal plate (earth) movement can lead 
to the most serious damage in quite short time. The aerospace-related materials usually have 
the most stringent requirements on fatigue life (larger than 108 cycles). 
 




















1.1.3 Fatigue in geotechnical engineering 
Geo- and construction materials, such as soils and rocks or concrete, always act as load bearing 
structures and foundations. The applied loads acting on man-made constructions are always 
cyclic (fatigue load) in nature (Lee and Barr 2004; Cerfontaine and Collin 2018). The geo-
materials are easily susceptible to fatigue load. This kind of load always results in premature 
failure of constructions. According to statistics, over 80% of structure failures in engineering 
are fatigue damage related (Suresh 1998).  
 
Figure 1.5 Fatigue in geotechnical engineering 
Figure 1.5 illustrates the problem of fatigue in geotechnical engineering. It covers the stability 
of underground openings, such as tunnels or caverns or surface constructions, such as bridges 
and dams. All these constructions experience fatigue loading induced by blasting, wind, water 
flow, traffic load, etc. Therefore, the fatigue problem is important and quite general in 
geotechnical engineering. Compared with metal and alloy materials, geo-materials are 
obviously more heterogeneous and anisotropic. These characteristics lead to a more complex 
and scattered fatigue behaviour of geo-materials. The classical S-N curve may have less 
precision in terms of fatigue evaluation when applied to geo-materials. Considering this fact, 
some instant monitoring methods (Ling et al. 2011; Dib et al. 2019), AE and NDT (Feng et al. 
2019) technologies are better suited in-situ to predict fatigue failure.  
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1.2 Work objective  
This thesis presents laboratory and numerical investigations about the fatigue behaviour of a 
typical brittle construction material: concrete. Multi-level compressive cyclic loading tests 
were conducted to acquire the mechanical fatigue characteristics of concrete. Energy 
dissipation, strain evolution, stress-strain loop, AE characteristics and ultrasonic P-wave speed 
evolution are analysed. The detection of effective precursors of fatigue failure is also an 
important objective. Based on the Particle Flow Code (PFC), the fatigue behaviour of concrete 
subjected to single and multi-level cyclic loading is reproduced by numerical simulations. The 
corresponding fatigue damage model relates the damage rate of the particle assembly to the 
applied load levels. The AE characteristics obtained from laboratory testing are replicated by 
the released bond strain energy in the simulation. A stress-time-dependent fatigue damage 
model is proposed and implemented into PFC to characterize the strain evolution and the 
stress-strain (hysteresis) loop for different load levels. The dynamic response characteristics of 
concrete in cyclic loading are also discussed. A relation between dynamic response, AE and 
ultrasonic wave speed evolution is also established.  
1.3 Structure of thesis  
This thesis includes six chapters in total, the content of each chapter is briefly listed below. 
Chapter 1. Research background of fatigue, objective and main structure of the thesis. 
Chapter 2. Review on fatigue research based on mechanical theory, laboratory testing and 
numerical approaches.   
Chapter 3. Analysis of laboratory tests based on classical damage variables and energy 
dissipation, dynamic response features. 
Chapter 4. Proposal of two numerical fatigue models, calibration of numerical simulations 
based on laboratory testing, PFC based simulation of AE monitoring. 
Chapter 5. Proposal of a real time fatigue failure prediction method. 
Chapter 6. Main conclusions and outlook.    
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2. State of the art 
2.1 Fatigue research based on mechanical theories 
Fracture mechanics, continuum mechanics and damage mechanics are the three basic 
mechanical theories to solve fatigue problems. Fatigue exist in a quite complex manner in 
engineering and from the theoretical point of view, the three mechanical concepts have their 
own advantages and limitations of handle these fatigue problems.   
2.1.1 Fracture mechanics 
2.1.1.1 Fracture modes and stress intensity factor (SIF) 
The prerequisite for fracture mechanics to solve fatigue problems is the assumption of real or 
artificial cracks (Zerbst et al. 2018). Based on the work of Inglis (1913), Griffith (1921) and 
Irwin (1956, 1957), the concept of SIF was introduced to develop analytical solutions for 
stresses and displacements at the crack tips for brittle materials like concrete. Figure 2.1 plots 
the three typical modes of fractures. The corresponding SIF are expressed as KⅠ, KⅡ and KⅢ. 
The equations for the stress and displacement fields at the crack tip are given by Equations 2.1 
to 2.6. 
 
Figure 2.1 Three modes of fracture (Kanninen et al. 1988) 
For Mode I: 
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vx, vy, vz are the displacements in x, y, z axis direction. G is the shear modulus. κ has different 
expressions under plane strain and plane stress conditions. For plane stress condition  
κ = (3-μ) / (1+ μ), for plane strain condition κ = 3 - 4μ. μ is the Poisson’s ratio and r is the 
distance in polar coordinates. Equations 2.1 to 2.7 provide the stress and displacement fields 
at the crack tips of solid materials subjected to quasi-static loads. For fatigue load, the SIF can 
be expressed as shown by Equation 2.8. Kf is the effective fatigue SIF, Kave is the SIF at average 
stress, Ka is the SIF for stress amplitude, w is the angular frequency and t is the time. Kmax and 
Kmin are SIFs of maximum and minimum stress. 
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Systematically, the specific fatigue crack analysis was initiated in the middle of the 20th century. 
Head (1953) first proposed a crack-propagation law (Head’s law). His model considers rigid 
plastic work hardening elements ahead of the crack tip. The model is shown in Equation 2.9. 












                                                     (2.9) 
C1 is a material constant related to yield stress and elastic modulus, C2 is the yield stress. w0 is 
the size of the plastic zone near to the crack tip. In Head’s law, w0 is a constant during crack 
propagation and a is the half length of the crack. Frost and Dugdale (1958) pointed out that the 
size of the plastic zone is proportional to the size of the crack. Irwin (1957) quantitatively 
characterized the relation between plastic zone and crack length, see Equation 2.10. 
Considering this correction, Head’s law is modified as shown in Equation 2.11 
2
0w a                                                             (2.10) 











                                                         (2.11) 
McEvily and Illg (1958) proposed a fatigue crack law based on the elastic stress-concentration 
factor kc, see Equation 2.12. This model assumes that the crack tip has a fictitious radius ρ1. 
σcon is the concentrated stress and σuni is the uniform stress in an infinite plate. amaj is the semi 
major axis of the elliptical hole. The damage rate of the crack is characterized by Equation 2.13. 
With crack propagation, amaj increases as well as the corresponding damage rate. 
   
1/2









                                                  (2.12) 
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Paris et al. (1963) proposed the famous Paris’ law as shown in Equation 2.14. 






                                                       (2.14) 
 




da/dN denotes the crack growth rate (increase of crack length per cycle N) during fatigue load. 
C and m are material constants related to material properties and stress level. ΔK is the range 
of the SIF and is equal to ΔK = Kmax - Kmin. Paris’ law characterizes the linear part of the crack 
growth rate as shown in Figure 2.2. On a log-log plot, the two model parameters of Paris’ law, 
C and m, can be determined according to the procedure illustrated in Fig. 2.2. 
 
Figure 2.2 Crack growth rate vs. SIF and parameter determination for Paris’ law 
Based on Paris’ law, the fatigue life N can be calculated for a given crack size. Here we define 
a cyclic SIF, ΔK, as given by Equation 2.15. Δσ is the amplitude of cyclic load. a is the crack 
size. The fatigue life can be calculated by substituting Equation 2.15 into Paris’ law. The 
differential equation can be solved via separation of variables, see Equation 2.16. ai is the initial 
crack size and ac is the critical crack size up to failure. After integration, the fatigue life is 
obtained by Equation 2.17, here C and m are assumed to be constant during the whole process. 
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Paris’ law only characterizes the linear part of the curve shown in Figure 2.2. Erdogan and 
Ratwani (1970) extended the classical Paris’ law as shown in Equation 2.18. This model can 
characterize all three parts of the curve shown in Figure 2.2. 
           



















                                               (2.18) 
In Equation 2.18, Kt is the threshold value of SIF where crack propagation starts. Kc is a critical 
SIF at which the crack propagation rate becomes infinite or quite large. C, m and n are material 
constants. Kmax and Kmin are SIF at maximum and minimum load level, respectively. The effect 
of maximum and minimum stress is reflected by β. 
2.1.2 Continuum mechanics 
The continuum mechanical approach considers fatigue more from a phenomenological point 
of view. A classic approach is the S-N curve. The S-N curve describes the quantitative relation 
of stress amplitude with respect to fatigue life. A typical S-N curve is shown in Figure 2.3. The 
threshold limit σth can be defined according to the percentage of maximum load level σmax or 
average cyclic load amplitude (σmax - σmin)/2. If the applied load level is smaller than σth, the 
fatigue life will be close to infinite and the “run out” happens. A fatigue threshold exists in 
many materials such as, metals (Pantelides 2014; Li and Rosa 2016; Tazoe et al. 2017; Vojtek 
et al. 2018), brittle geo-materials (Horii et al. 1992; Wang et al. 2015; Song et al. 2018a; Zheng 
et al. 2019) and composites (Alderliesten and Rans 2009; Turon et al. 2015; Vassilopoulos et 
al. 2015). σth is an important parameter for design in engineering applications. σup is also an 
important parameter (see Figure 2.3): when the load level is larger than σup, the material will 
fail after quite a small number of cycles. When the load level is between σth and σup, the relation 
between σ and Nf is approximately linear. This linear relation can give a reliable reference in 
terms of material durability for engineering applications.  
 





Figure 2.3 Typical S-N curve 
The Miner’s law (Miner 1945) (Equation 2.19) is another classical approach in continuum 
mechanics. If a material subjected k kinds of stress magnitudes in a spectrum, each kind 
contributing ni cycles during cyclic loading. If Ni is the fatigue life of the material exposed to 
a single stress amplitude, failure occurs under the following condition: 








                                                          (2.19) 
However, Miner’s law has some limitations in fatigue life prediction: 
1. It ignores the probabilistic nature of fatigue. The scatter in fatigue life cannot be reflected.  
2. The effect of cyclic loading sequence on fatigue life is not considered. Under certain 
conditions, for instance low cyclic stress followed by high cyclic stress, Miner’s law will 
underestimate the damage (Eskandari and Kim 2017). On the other side, high stress followed 
by low stress may produce less damage due to the presence of compressive residual stresses. 
2.1.3 Damage mechanics 
Compared with fracture and continuum mechanics, damage mechanical theory considers 
internal state variables, so-called damage variables. A damage variable gradually evolves, and 
can be used to continuously characterize the deterioration and degradation of the material 
properties. Damage mechanics is able to model damage growth under initial “defect-free” 
conditions, unlike fracture mechanics that needs an initial crack (Bhattacharya and Ellingwood 
1998).  












High cycle fatigue 
(HCF)










Figure 2.4 Schematic of damage mechanics 
In a given volume or area of the material (see Figure 2.4, area = A), some elements of the 
selected area do not meet the bearing capacity. The sum of these elements is Ad. The damage 
is given by Equation 2.20. Due to the damage, the effective stress is given by Equation 2.21 
      




                                                    (2.20) 






                                                   (2.21) 
Based on damage mechanics, Chaboche (2009a, b) proposed a rule to characterize the fatigue 
damage evolution under uniaxial cyclic loading, see Equation 2.22, 
A( )d [1 (1 ) ]
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Where B is a material constant related to temperature, M (͞σ) is a function about the average 
stress. A (σ͠) is a function related to both, temperature and stress. 


























































Whereby, σa = (σmax - σmin)/2 and σ͞ = (σmax + σmin)/2. σ-1 is the fatigue strength under symmetric 
cyclic loading and σb is the static tensile strength. a, b, M0 and B are coefficients with respect 
to the temperature and can be determined through laboratory tests. The fatigue life can be 
calculated by the integral of Equation 2.22. The integration result is shown in Equation 2.24, 
where Di is the initial damage and Dc is the critical damage or final damage at failure. 
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     (2.24) 
It is assumed that the initial damage Di is 0 and final damage Dc is 1. Then, Equation 2.24 can 
be simplified as shown in Equation 2.25: 
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                                                   (2.25) 
Lee et al. (2000) compared the differences in solving fatigue failure problems in damage 
mechanics and fracture mechanics (see Table 2.1). In fracture mechanics, a measureable 
fracture is a prerequisite, whereas the damage mechanical concept is based on thermodynamics.  
Table 2.1 Fracture mechanics versus continuum damage mechanics (Lee et al. 2000) 
Type of approaches Fracture mechanics Damage mechanics 
Crack/damage driving force G = -∂W/∂a = energy release rate f = -∂W/∂S = thermos dynamic 
force
Crack/damage resistance Gc = -∂Wc/∂a fc = -∂Ws/∂S  
Damage initiation condition G = Gc f = fc 
Note: a = crack length; W = strain energy; Wc, Ws = dissipated energy; S = internal state variable 
2.2 Fatigue research based on laboratory tests 
2.2.1 Compressive fatigue tests  
The uniaxial compressive fatigue test is a common and typical test especially for geo- and 
construction materials, such as rocks (Bagde and Petroš 2005; Xiao et al. 2009; Liu et al. 2015; 
Geranmayeh Vaneghi et al. 2018; Jia et al. 2019; Li et al. 2019), soils (Leng et al. 2018; 
Oliveira et al. 2018), asphalt (Wang et al. 2017; Isailović and Wistuba 2018) and concrete (Lei 
et al. 2017; Hu et al. 2018; Song et al. 2018a, 2019b). This kind of test often corresponds to 
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the actual stress condition of engineering structures exposed to one dimensional load, such as 
bridge foundations or pavements. This test is also a fundamental approach to obtain S-N curves. 
The triaxial compressive fatigue test is specifically designed for materials which are usually 
deeply buried in the underground, such as in mines, tunnels, or hydropower stations. Under 
these conditions, the lateral strain of the material is usually confined and a pronounced triaxial 
state of stress develops. Many triaxial fatigue tests on brittle geo-materials (Liu et al. 2011; 
Liu and He 2012; Ma et al. 2013; Jia et al. 2018; Zhao et al. 2018) document, that with 
increased confining pressure residual axial and volumetric strain become larger. The materials 
subjected to cyclic load behave significantly stiffer at higher confining pressure compared to 
uniaxial load. When the samples show dilatant behaviour, the corresponding axial strain is 
greater for cyclic load than under static triaxial load. Compared with static load under the same 
confining stress, the localized failure bands are wider under cyclic loading. 
2.2.2 Tensile fatigue tests 
For geo-materials, the direct tensile fatigue test is not that often used due to the difficulties in 
sample preparation, but in the last years, more and more direct tensile fatigue tests are carried 
out (Reinhardt and Cornelissen 1984; Fan et al. 2016; Chen et al. 2017). Figure 2.5 shows a 
typical direct tensile fatigue test by using concrete material. In this test (Chen et al. 2017), two 
cylindrical discs (steel plates) are pasted with the ends of the specimen by a structural adhesive. 
The other sides of the discs are connected to the test device by spherical hinges and screws. 
The spherical hinges reduce the eccentricity. The device stretches the plates and then the force 
is transmitted to the specimen.  
                
Figure 2.5 Direct tensile fatigue test: scheme and experimental setup (Chen et al. 2017) 
 




Considering the difficulties with device operation and sample preparation in direct tensile 
fatigue tests, indirect methods like the Brazilian test (Vicentini et al. 2014; Liu et al. 2018b) 
are becoming popular. According to the ISRM suggested methods (ISRM 1978), a thin 
circular-shaped disc is vertically compressed in the diametrical direction, which leads to tensile 
failure. Theoretically, the tensile failure should be initiated at the central point of the disc where 
the tensile stress has the maximum value. However in laboratory tests, sometimes the crack 
initiates at the contact between loading platens and sample due to stress concentrations 
(Fairhurst 1964; Hudson et al. 1972; Swab et al. 2011). Some efforts have been made to ensure 
a reasonable failure mode of the tested discs. These modifications are: 1. change of the shape 
of loading platen, see Figure 2.6 (Li and Wong 2013) and, 2. change of Brazilian disc shape, 
see Fig. 2.7 (Wang and Xing 1999; Wang et al. 2004). 
 
Figure 2.6 Typical Brazilian tensile test loading configurations: (a) flat loading platens (b) 
flat loading platens with two small-diameter steel rods (c) flat loading platens with cushion 
and (d) curved loading jaws (Li and Wong 2013) 
 
 







(a) (b) (c) (d)
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2.2.3 Shear fatigue tests  
Cyclic direct shear tests are often carried out on soils or clay materials (Boukpeti et al. 2014; 
Kim et al. 2015; Le and Ghayoomi 2017). During the tests, a vertical stress is usually applied 
on the sample and the cyclic shear stress is controlled by the movement of a tray which is 
activated by a hydraulically pressurized actuator. Besides cyclic direct shear tests on intact 
samples, also the cyclic shear fatigue of planar or natural joints can be investigated (Jing et al. 
1993; Dang et al. 2016, 2017; Fathi et al. 2016) as shown in Figure 2.8.  
 
Figure 2.8 Cyclic shear test of planar or natural joints 
2.2.4 Torsional fatigue tests  
During these tests, a force is applied to the sample via bending moments. The sample rotates 
so that each surface experiences alternating tensile and compressive stresses. However, due to 
the difficulties of sample preparation, this kind of test is usually only used to test metal 
materials (Bernard et al. 2011; Minto et al. 2017; Özdeş et al. 2017) or ceramics (Yassini et al. 
2016).  
2.2.5 Flexural fatigue tests  
In the flexural test, also known as three-point or four-point flexural test, the specimen always 
has either a semi-circular or rectangular cross-section and is cyclically bent until macroscopic 
fractures appear and failure happens, see Figure 2.9. The flexural property is an important 
factor in design of pavement and railways. The detailed procedure in respect to flexural tests 
with geo-materials is discussed by Singh and Kaushik (2003); Ramakrishnan et al. (2005); 
Singh and Sharma (2007); Goel et al. (2012); Tarefder et al. (2013); Hanif et al. (2018) and 
Sohel et al. (2018). 
 





Figure 2.9 Three-point flexure test on rectangular samples 
2.2.6 Static fatigue tests  
The static fatigue is related to “delayed fracture”, referring to the time-dependent behaviour 
under constant load, e.g. (Chen and Konietzky 2014; Xu et al. 2018). Static fatigue is associated 
with stress corrosion and creep behaviour. Systematic static fatigue tests were performed  for 
example with Lac du Bonnet granite (Schmidtke and Lajtai 1985), see Figure 2.10. The 
diagram shows the stress-ratio (ratio of applied stress to UCS) vs. lifetime (duration up to 
failure).  
 
Figure 2.10 Static fatigue lab test of  Lac du bonnet granite: lifetime vs. stress ratio 
(Schmidtke and Lajtai 1985) 
2.2.7 Freezing-thawing cyclic tests 
Freezing-thawing cyclic (fatigue) tests aim to explore the effect of cyclic temperature 
variations (above and below 0 ºC) on material properties of partial or fully saturated materials. 
Water expands up to about 9% of its original volume when frozen. This expansion induces 
tensile stress concentration and damages the micro structure. When material is thawed, water 
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Zhang et al. 2004; Grossi et al. 2007). These effects are of special importance for geo-materials 
in cold regions, such as soils (Qi et al. 2006; Wang et al. 2007), rocks (Tan et al. 2011) and 
concretes (Polder and Peelen 2002; Bumanis et al. 2018). During freezing-thawing tests, the 
samples are stored in temperature and humidity controlled containers undergoing the cyclic 
change of temperature. Compared to the mechanical fatigue tests, the duration of one cycle in 
freeze-thaw fatigue tests is much longer and can last 4 - 10 hours (Tan et al. 2011). After cyclic 
freezing-thawing treatment mechanical testing follows. A literature review about this topic is 
provided by Aı̈tcin (2003), Qi et al. (2006) and Henry (2007). 
2.2.8 Wetting-drying cyclic tests 
The wetting-drying cyclic tests mainly aim to investigate the influence of cyclic change of 
water content in geo-materials. Wetting and drying leads to changes of properties, including 
bulk density, weight loss, water absorption (water content), effective porosity and P-wave 
velocity (Sumner and Loubser 2008; Özbek 2014; Khanlari and Abdilor 2015; Xu et al. 2017). 
A wetting-drying cycle is generally divided into two phases: saturation (from dry to saturated 
state) and drying (from saturated to dry state). In each cycle, specimens were submerged into 
water or other fluids for a given time to reach the saturated state at a constant temperature, and 
then taken out and getting air-dried at the same temperature (Zhou et al. 2017). After cyclic 
wetting-drying treatment, the samples experience mechanical testing.  
A brief comparison of the eight types of fatigue tests are presented in Table 2.2, each type 
corresponds to different kind of engineering problems. 
  
 




Table 2.2 Brief comparison between different fatigue tests 
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2.3 Fatigue research based on numerical simulations 
The numerical simulation of fatigue can be classified into continuum (mesh-based) methods 
and discontinuum (mesh-free) methods.  
2.3.1 Continuum approaches 
Continuum method based simulations on fatigue behaviour of geo-materials include the 
boundary element method (BEM), finite element method (FEM), finite difference method 
(FDM) and extended finite element method (XFEM), see for instance Liang et al. (2017); 
Nesládek and Španiel (2017); Chen et al. (2019); Nikfam et al. (2019); Pandey et al. (2019); 
Shabani et al. (2019) or Surendran et al. (2019). An up-to-date review on continuum based 
fatigue simulations is provided by Llavori et al. (2018).  
Crack propagation in standard FEM is modelled with re-meshing methods around the crack tip 
to align the element boundaries with the crack faces. Despite this, the mesh should fit the crack 
geometry and very high resolution of mesh is required. In addition, the re-meshing algorithm 
is time-consuming and can reduce the simulation accuracy because the model needs to be 
frequently refreshed from the old to the new and refined mesh.  
To solve this shortcoming, XFEM was first introduced by Belytschko and Black (1999) for 
modelling asymptotic singular fields at the crack tip. Under the regime of XFEM, the scheme 
is extended by enrichment functions. The domain of a crack-cut element is divided into sub 
domains and their Gauss points are used for integration of the domain over the enriched 
elements. XFEM allows the simulation of fatigue crack growth as documented for instance by 
Kumar et al. (2015); Dirik and Yalçinkaya (2018); Feng and Li (2018); Infante-García et al. 
(2019); Nikfam et al. (2019) and Pandey et al. (2019). The constitutive laws to characterize the 
crack direction and propagation are often based on Paris’ law and SIF, as shown in Equation 
2.26; where a is the crack length, N is the number of load cycles, C and n are material constants, 
K1, K2 and K3 are SIFs for modes I, II and III, respectively. Kp is the SIF due to primary stress, 
Ks is the SIF due to secondary stress, ν is Poisson’s ratio, θ is the direction of the crack growth. 
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                                          (2.26) 
The continuum method allows to simulate the crack path trajectory and to predict the fatigue 
failure. The fracture-based method characterizes the fatigue based on the relationship between 
crack growth rate and fracture mechanical terms such as SIF, fracture energy (Ray and Kishen 
2010; Simon and Kishen 2017), or cohesive fracture theory (Yang et al. 2001; Nguyen et al. 
2001).  
2.3.2 Discontinuum approaches 
For the simulation of geo-materials, the DEM approach can better duplicate the following 
items:  
(1) Initial defects and structure, such as voids, crack and porosity.  
(2) Load-induced cracks in terms of length, density, aspect ratio and orientation 
(Potyondy and Cundall 2004).  
(3) Actual shape of mineral components and grains (Stahl and Konietzky 2011; Li et 
al. 2017a).  
(4) Interactions between different components at the grain size level, such as mortar 
and aggregates (Cho et al. 2007; Ding et al. 2017).  
The macroscopic behaviour can be well simulated by assigning proper microscopic contact 
models between basic elements (Cundall and Strack 1979; Potyondy and Cundall 2004). The 
DEM can be considered as a rational means of incorporating actual physical processes that 
occur at the grain scale and it usually shows better results than continuum approaches. 
However, DEM simulations of fatigue tests are not common compared to continuum methods. 
This is possibly attributed to the following reasons:  
(1) Lack of proper DEM damage models.  
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(2) More microscopic parameters are needed to assign and to calibrate the macroscopic 
fatigue behaviour.  
(3) Compared with continuum approaches, DEM simulations are much more time 
consuming and geometry effects (element size, assembly structure, element shape, 
particle size, shape and distribution) have to be taken into account.  
Nevertheless, based on particle models a few DEM simulations to model the fatigue behaviour 
of geo-materials were already carried out (Potyondy 2007; Ma et al. 2016; Liu et al. 2017, 
2018b; Sinaie et al. 2018; Nguyen et al. 2019; Song et al. 2019c).  
The basic logic in DEM models to simulate fatigue can be summarized as follow:  
(1) The bond between two contacting elements are gradually weakening, which results 
in more obvious plastic characteristics of the materials. The mechanism is similar 
to stress corrosion (Potyondy 2007; Song et al. 2019c). Equation 2.27 shows the 
effect of bond damage based on a linear parallel bond model (LPBM) in PFC3D. 
The normal/shear strain Un, Us after bond weakening will be divided by the square 
of damage factor β. The relative twist-rotation and bend-rotation θn and θs will be 
divided by the fourth power of β. It is clear that the strain and rotation will increase 
if bond becomes gradually deteriorated.   







' 0 0 0
' 0 0 0
, 0
' 0 0 0










U U U 


   
   
     
     
                               

            (2.27) 
(2) The fatigue model is formulated on the basis of the cohesive damage-plastic model 
(Nguyen et al. 2019). The expressions of the relative displacement between two 
particles incorporate fatigue displacement variables. The relative displacement μ is 
equal to the sum of elastic μe, plastic μp, and fatigue μf, displacement components, 
see Equation 2.28. The contact stress-displacement relationships in normal and 
shear directions are given by Equation 2.29. 
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Where kn0 and ks0 are initial normal and shear stiffness; D is the damage variable. 
Equation 2.30 shows the expression of D. The Macaulay brackets are used in terms 
of normal stress update to impose the full recovery of normal stiffness under 
compression.  
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                                      (2.30) 
fi is the shift factor, which equals 0 or 1 if the stress reaches or is below the yield 
surface. δDp and δDf  are increments of plastic and fatigue damage variables. 
(3) A gradual reduction of strength and stiffness is acting during the cyclic loading 
process. The key logic is that bond strength and stiffness vary during the loading, 
unloading and reloading stages (Sadd et al. 1993; Liu et al. 2017). Equation 2.31 
describes the variation of bond strength and stiffness.  
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Where dμ/dt > 0 and dμ/dt < 0 represent the loading and unloading stages, 
respectively. σ and Kn are bond strength and stiffness. Ci and Ei are initial bond 
strength and elastic modulus. μi is the initial height of sample, and μl, μu and μrl are 
axial height of the sample during the loading, unloading and reloading stages, 
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3. Laboratory fatigue testing 
3.1 Fatigue testing set-up  
3.1.1 Specimen preparation   
The specimens (125 mm height (H) and 50 mm diameter (ϕ)) are made of plain concrete of 
type C25/30 XC4 XF1. The specimens are in two series (Series 1: S1 and Series 2: S2) 
according to the production date, see Figure 3.1. Before fatigue testing, ultrasonic wave speed 
and dynamic elastic modulus were measured to evaluate magnitude and scatter of the physical 
properties, see Figure 3.2. The specimen properties are presented in Table 3.1. S1-1 indicates 
the sample No. #1 in series 1 and so on. S1-4 and S1-9 are selected to measure the uniaxial 
compressive strength (UCS) representative for S1. S2-15 and S2-16 are selected to measure 
UCS representative for S2. The loading rate in UCS tests is 5 MPa/min for S1-4 and S1-9 and 
0.125 mm/min for S2-15 and S2-16. In order to avoid early failure during the fatigue testing, 
the smaller reference values of 18.0 MPa and 19.0 MPa are adopted as UCS for S1 and S2 
samples, respectively. 
 
Figure 3.1 Concrete samples (a) series 1 (b) series 2 
 
Figure 3.2 (a) ultrasonic wave speed measurement (b) data acquisition 
 




Table 3.1 Properties of cyclically loaded concrete samples 
Sample Wave velocity [m/s] 
Dyn. Young’s  
modulus 
Length Diameter Density UCS 
No. P-wave S-wave [GPa] [mm] [mm] [g/cm3] [MPa] 
S1-1 3481 2129 22.86 125.31 50.14 2.10  
S1-2 3536 2196 23.99 126.07 50.21 2.10  
S1-3 3606 2229 24.88 125.60 50.21 2.10  
S1-4 3631 2272 25.81 125.88 50.06 2.13 18.04 
S1-5 3657 2260 25.83 125.74 50.17 2.12  
S1-6 3674 2259 25.88 126.03 50.21 2.12  
S1-7 3730 2265 26.08 125.51 50.22 2.10  
S1-8 3731 2331 27.39 126.31 50.08 2.14  
S1-9 3774 2313 27.48 125.85 50.15 2.14 19.28 
S1-10 3790 2432 29.52 125.76 50.14 2.17  
S1-11 3791 2274 27.00 125.66 50.21 2.14  
S1-12 3832 2459 30.11 126.09 50.18 2.17  
S2-13 4096 2289 28.75 123.74 50.31 2.16  
S2-14 4046 2323 28.63 123.70 50.45 2.11  
S2-15 4173 2416 31.75 123.46 50.31 2.18 21.01 
S2-16 3760 2165 25.02 123.69 50.36 2.13 19.27 
* The loading rate for S1-3, S1-4 is 5.00 MPa/min, for S2-15, S2-16 is 0.125 mm/min 
3.1.2 Experimental apparatus 
3.1.2.1 Testing system 
The uniaxial compression testing was conducted with a MTS 20/M machine, see Figure 3.3a. 
The loading frame stiffness of MTS 20/M is 5E8 N/m and the maximum load is 100 kN. The 
fatigue testing was carried out with TIRA 28500 test system illustrated in Figure 3.3b. The 
system is able to perform both, static and dynamic compression tests. It has a compression 
capacity of 500 kN, with a piston stroke length of 1300 mm and a maximum loading velocity 
of 200 mm/min. The external measuring system which consists of vertical and radial strain 
measurement is shown in Figure 3.3c. The axial deformation of the whole specimen lw is 
measured directly through displacement of loading platen of the TIRA test system. The external 
axial strain measurement (εa) is performed by linear variable differential transformer (LVDT) 
located at the central part of the sample and has a measuring length lm of 50 mm. Radial strain 
εr was measured through radial chain strain gauge also placed at the central part of the specimen. 
For the purpose of measuring the strains at different sections (top, middle and bottom) of the 
specimen, strain gauges are glued at the different parts of specimen surface to measure the axial 
and radial strain, see Figure 3.3d. 
 




Figure 3.3 (a) MTS 20/M (b) TIRA 28500 (c) LVDT and radial chain strain gauge (d) strain 
gauges to measure the strain at different parts of the specimen 
3.1.2.2 Acoustic emission and ultrasonic wave speed measuring system  
Figure 3.4a illustrates the setup of the ultrasonic wave senders and receivers. An AMSY-6 
multi-channel AE measurement system with parallel measurement channels is used in this 
study. Small-scale piezoelectric AE sensors with full metal housing are attached directly to the 
specimen surface using thermoplastic glue. Due to their small size of approximately 5 mm 
diameter and their frequency response showing characteristic resonance at approximately 600 
kHz, the sensors are well suited to trace local AE events at a laboratory scale. Utilizing the 
inverse piezoelectric effect, the AE sensors can be stimulated to act as ultrasonic senders by 
converting an electrical pulse into a mechanical pulse. Therefore, the same sensor array can be 
used alternately to monitor AE and to determine ultrasonic wave speed, respectively. A 
limitation of this bimodal use of the sensors is, of course, that the AE monitoring system cannot 
detect signals while acting as an ultrasonic sender in active mode. Therefore, some AE events 
might be missed and are not included in our evaluation. Figure 3.4b illustrates the four AE 
sensors, which allow for parallel recording of AE events, such as AE counts and AE energy, at 
four parallel channels. The two groups of ultrasonic sensors are positioned at the top and middle 
part of the specimen, respectively, to independently measure the P-wave speed along the top 
and middle profiles. 
 





Figure 3.4 Layout of (a) ultrasonic wave speed monitoring (b) AE monitoring system 
3.1.3 Testing scheme  
Fatigue loading is applied as standard sinusoidal wave with constant peak-to-peak-amplitude 
during one loading stage. The fatigue loading schemes and the fatigue life (number of cycles 
up to failure) are listed in Table 3.2 and Table 3.3, respectively. According to the loading 
frequencies and the fatigue life, all the testing can be characterized as low frequency and low 
cyclic fatigue testing. The cyclic load level 40-80 means 40% UCS - 80% UCS, UCS for 
S1 = 18 MPa, UCS for S2 = 19 MPa. According to Table 3.2, the variations of both, maximum 
load stress σmax and minimum load stress σmin are considered.  
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Table 3.2 Fatigue testing scheme 
Sample Stage1 Stage2 Stage3 Stage4 Stage5 Stage6 Stage7 Stage8 Stage9 Stage10 Stage11 
 Cyclic load level normalized to %UCS  
S1-1 40-80 40-90          
S1-2 40-80 40-85 30-90         
S1-3 40-65 40-85 40-95         
S1-5 40-75 40-85 40-87.5 40-90 40-92.5       
S1-6 40-90           
S1-7 40-95           
S1-11* 40-90           
S1-12 40-90 40-95 40-97.5 40-100 40-102 40-105 40-107     
S1-8 50-90 40-90 30-90 25-90 20-90 15-90 10-90 10-95 10-97.5 10-100  
S1-10 30-90 20-90 10-90 10-95 10-97.5 10-100      
S2-13 40-60 40-65 40-70 40-75 40-80       
S2-14 40-75 35-75 30-75 25-75 20-75 15-75 10-75 5-75 5-80 5-85 5-90 
* Sample unexpectedly broke during fatigue test and data is not available 
 
Table 3.3 Number of cycles in each cyclic loading stage 
Sample Stage1 Stage2 Stage3 Stage4 Stage5 Stage6 Stage7 Stage8 Stage9 Stage10 Stage11 f 
 Cycle number  
Unit Cycles Cycles Cycles Cycles Cycles Cycles Cycles Cycles Cycles Cycles Cycles [Hz] 
S1-1 50 3 F          0.4 
S1-2 50 50 2 F         0.4 
S1-3 2490 50 5 F         0.4 
S1-5 2880 150 150 150 97 F       0.4 
S1-6 34 F           0.4 
S1-7 11 F           0.4 
S1-11* 1 F           0.2 
S1-12 500 150 150 150 150 150 53 F     0.8 
S1-8 1250 150 150 150 150 150 150 150 150 52 F  0.4 
S1-10 500 150 150 150 150 150 250 F     0.4 
S2-13 150 150 150 150 11 F       0.5 
S2-14 150 150 150 150 150 150 150 150 150 150 126 F 0.5 
* Sample unexpectedly broke during fatigue test and data is not available; F: The sample failed in the current stage 
 
3.2 Characteristics of dissipated energy  
The continuum damage theory (CDT) and dissipated energy approach (DEA) are the two 
important approaches to investigate fatigue damage (Lei et al. 2017). Researchers adopted CDT 
to establish constitutive equations between the selected variables and damage evolution. A 
continuum damage model for fatigue load of concrete was established by Alliche (2004). This 
damage model can describe the material degradation under fatigue load by introducing 
tensorial damage parameters. Xiao et al. (2010) suggested that the damage variables should 
have a distinct physical meaning and should be measured and applied conveniently. The 
authors stated that axial residual strain is the most appropriate variable to reflect the damage 
evolution. Oneschkow (2016) investigated the evolution of strain and stiffness of high-strength 
concrete subjected to fatigue load. She found that the change of waveform from sinusoidal to 
 




triangular leads to larger values of strain and an increasing loss of stiffness. Baluch et al. (2003) 
established a damage model based on CDT for predicting the fatigue properties of concrete 
subjected to cyclic loading, which is able to predict the residual strength of concrete subjected 
to initial damage induced by a given number of stress cycles. Lee et al. (2000) proposed a 
fatigue prediction model for asphalt concrete based on the elasto-visco-elastic correspondence 
principle. This model can account for the effects of loading rate and stress level on fatigue 
features. Generally, CDT can describe the evolution of damage based on constitutive equations. 
However, the damage variables selected in CDT always reflect single aspects, such as 
axial/radial strain or elastic modulus. 
The DEA is able to reflect damage of materials during cyclic loading by considering the energy 
dissipated or absorbed by the sample. Compared to CDT, DEA has the following advantages: 
1. DEA can consider strain and stress concurrently and is more precise compared to the CDT 
which only considers a single damage variable; 2. During the stationary stage of fatigue test, 
the increment of strain is hard to measure to characterize the damage due to the extremely small 
change of strain. The DEA can still clearly reflect the dissipated energy in the stationary stage, 
and continuously represent the progressive damage. Bagde and Petroš (2009) found that the 
dissipated energy is increasing with frequency and load amplitude. The energy dissipated by 
the rock could be treated as an inherent characteristic. Lei et al. (2017) proposed a concrete 
fatigue life prediction method, which is based on accumulated dissipated energy. It was 
concluded that the dissipated energy within each cycle has a direct relationship with stress 
levels. Tepfers et al. (1984) investigated the energy absorption of plain concrete in fatigue tests 
and found that the absorbed energy at failure under uniaxial compression seems to be the same 
for static load as well as for fatigue load. Xie et al. (2004, 2005) discussed the intrinsic relations 
between dissipated energy, energy release, and structural failure of rocks during loading and 
unloading stages and stated that dissipated energy acts as an internal factor connected with 
damage and irreversible deformation. Naderi and Khonsari (2013) performed a series of fatigue 
tests on glass/epoxy laminates. He concluded that when the load is relatively low, the dissipated 
energy due to damage is small compared to dissipated energy due to heat. With increasing load 
level, the proportion of dissipated energy due to damage increases. Jiang et al. (1994) and Tong 
et al. (1989) suggested that the accumulated dissipated energy can be used as a proper variable 
to reflect the damage of materials because there is no discontinuity in the curve. Shadman and 
Ziari (2017) proposed an approach based on dissipated energy to predict fatigue life of porous 
asphalt. The authors found that the total dissipated energy at failure can be forecasted by 
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regression equations relating cycle number and total dissipated energy. Shen et al. (2006) 
pointed out that the fluctuation of energy dissipation between two consecutive cycles can 
indicate the development of damage.  
Many researchers found that maximum load level during cyclic loading has an influence on 
fatigue of the material. Ge et al. (2003) investigated the threshold value (endurance limit) of 
load level during fatigue tests. He mentioned that in case the maximum load level is smaller 
than the threshold value, the  axial, radial and volumetric irreversible strain tend to be constant. 
However, when maximum load level is larger than the threshold value, axial, radial and 
volumetric irreversible strain increase with increasing number of load cycles. Rao and Ramana 
(1992) conducted fatigue tests on Hyderabad granites. They concluded that when load level is 
larger than threshold value, the Kaiser Effect and AE events are more pronounced and that the 
threshold value is comparable to the dilatancy limit. Concrete as quasi-brittle material is always 
exchanging (absorbing and releasing) energy with its surrounding system during cyclic loading 
(Dattoma and Giancane 2013; Lei et al. 2017; He et al. 2018). The amount of dissipated energy 
during one single cycle reflects the ability of the material to resist damage induced by external 
loading. The more energy during one cycle is dissipated the more damage is generated inside 
the material. The total dissipated energy of a sample can be generally divided into two parts: 
one is dissipated by heat convection, conduction and radiation of seismic energy, the other part 
includes defect formation, crack propagation and plastic deformation. The dissipated energy 
by heat convection and conduction remains almost constant during cyclic loading (Dattoma 
and Giancane 2013), therefore the change in dissipated energy is directly related to fatigue 
evolution.  
This chapter is based on DEA to investigate the characteristics of dissipated energy of concrete 
samples subjected to stress-controlled uniaxial cyclic loading. The effect of cyclic load levels 
on characteristics of dissipated energy is quantitatively investigated. The dissipated energy 
within the DEA concept is compared with variables used in CDT and the evolution of damage 
variables in the two approaches is analysed.  
In this thesis, the dissipated energy density Ud within one single cycle is defined as the area of 
the hysteresis loop in the stress (σ) - axial strain (εa) - diagram (Tepfers et al. 1984; Lei et al. 
2017; He et al. 2018; Song et al. 2018a). The unit of Ud is J/m3 and it represents the dissipated 
energy in a unit volume. The accumulated dissipated energy density Ua is the sum of single 
cycles Ud from the beginning of cyclic loading until the current cycle N. The axial strain εa is 
 




measured through axial strain gauge placed at the central part of the sample. Ud and Ua are 
defined by Equation 3.1 and Equation 3.2. 
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                                                            (3.2) 
3.2.1 Effect of maximum cyclic load level on energy dissipation 
3.2.1.1 Ud for different maximum cyclic load levels 
Ud for different maximum cyclic load levels is plotted in Figure 3.5. Among the six samples 
(S1-1, S1-2, S1-3, S1-5, S1-6 and S1-7), only S1-6 and S1-7 experienced cyclic loading at one 
stage only until failure (40% - 90% UCS and 40% - 95% UCS, respectively). The first 50 cycles 
at different load levels were used to analyse Ud. Like shown in Figure 3.5, the curves for Ud of 
S1-6 and S1-7 are “U”-shaped. The fatigue life of S1-6 and S1-7 are 34 and 11 cycles, 
respectively. Ud of S1-6 and S1-7 is almost symmetrical along the middle point of fatigue life 
(17th cycle and 5th cycle). The minimum value of Ud is also observed at the 17th and 5th cycle, 
respectively. Considering these characteristics, the minimum value of Ud can be used to predict 
the fatigue life of materials under cyclic loading with only one loading stage.  
According to Table 3.2, S1-1 and S1-2 experienced cyclic loading between 40% - 80% UCS 
in the first stage (without any former cyclic loading stages). Ud of S1-1 and S1-2 is plotted in 
Figure 3.6a. The values of Ud are highly coincident, which demonstrates the same material has 
similar characteristics of energy dissipation under the same loading strategy. In addition, from 
Figure 3.6a to Figure 3.6d, it can be observed that Ud is sensitive to the change of cyclic load 
level and can be selected as an inherent damage variable.   
According to Table 3.2, S1-2, S1-3 and S1-5 experienced loading between 40% - 85% UCS 
with different cyclic loading stages before. In detail, the S1-2, S1-3 and S1-5 experienced 
40% - 80% UCS, 40% - 65% UCS, and 40% - 75% UCS in first stage before cyclic loading 
between 40% - 85% UCS was applied. Ud of S1-2, S1-3 and S1-5 are plotted in Figure 3.6b. 
In terms of Ud it holds: S1-2 > S1-3 > S1-5. Rao and Ramana (1992) stated that the threshold 
value for fatigue is comparable to the dilatancy limit. This limit usually corresponds to about 
80% UCS (Ge and Lu 1992; He et al. 2014). Consequently, the first cyclic loading stage for 
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S1-2 (40% - 80% UCS) can already result in massive fatigue damage inside the sample. 
Therefore, compared to S1-3 and S1-5, S1-2 is more damaged. In addition, from the first to the 
second cyclic loading stage, the increments of load amplitude for S1-3 and S1-5 are 20% UCS 
and 10% UCS, respectively. Therefore, Ud of S1-3 is significantly larger than that of S1-5. 
Different from S1-1 and S1-2, S1-5 and S1-6 experienced the same cyclic load level but applied 
in different loading strategies (see Table 3.2). S1-5 experienced cyclic loading between 
40% - 90% UCS after three former cyclic loading stages (40% - 75% UCS, 40% - 85%UCS, 
and 40% - 87.5% UCS). S1-6 experienced only a single cyclic loading stage between 
40% - 90% UCS until failure. Ud is represented in Figure 3.6c. S1-5 did not fail after 50 cycles 
whereas S1-6 broke after only 34 cycles at same cyclic load level. Figure 3.6c documents that 
Ud of S1-6 is significantly larger than that of S1-5. Ud of S1-6 reveals a “U” shape. This 
demonstrates, that samples can have a different amount of dissipated energy in the same cyclic 
load level. The loading strategy can influence the amount of dissipated energy. Progressively 
increasing maximum load, for example the maximum load level of S1-5 increased from 
75% UCS to 90% UCS, will lead to less dissipated energy compared to cyclic loading at only 
one stage, for example for S1-6. This phenomenon may be explained by energy transmission 
and crack propagation. The moderate increasing of load level in cyclic loading, such as for 
sample S1-5, can result in more evenly distributed micro cracks and more even transmission 
of energy. This can avoid the rupture of sample in extremely short time due to initial large load 
level. According to Table 3.2, S1-5 experienced 5 cyclic loading stages. Ud for S1-5 is 
illustrated in Figure 3.6d. With increasing maximum load level from 75% UCS to 92.5% UCS, 
the evolution of Ud changes. As shown in Figure 3.6d, it becomes obvious that Ud increases 
with increasing of load level from 40% - 75% UCS to 40% - 92.5% UCS. 
 





Figure 3.5 Ud for different maximum cyclic load levels 
 
Figure 3.6 (a) Ud between 40% and 80% UCS (b) Ud between 40% and 85% UCS (c) Ud 
between 40% and 90% UCS (d) Ud of S1-5 (5 cyclic loading stages) 
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3.2.1.2 Ua for different maximum cyclic load levels  
Ua registered in different cyclic load levels is illustrated in Figure 3.7. S1-6 and S1-7 broke 
within one single cyclic load level. Ua of S1-6 and S1-7 are “inverted-S” shaped and can be 
divided into three phases: 1. decelerating phase 2. stationary phase 3. accelerating phase -
similar to the evolution of residual axial strain in fatigue tests (Xiao et al. 2009) and also 
common in classical creep tests. The cycle number in phase 1 is almost equal to the cycle 
number in phase 3. The slope of the curve of S1-7 is larger than that of S1-6 for the same 
number of cycles. Apart from S1-6 and S1-7, all other samples show only the first or the second 
phase during the first 50 cycles.  
Ua of S1-1 and S1-2 is illustrated in Figure 3.8a. The slope of Ua during the stationary phase 
reflects the speed of energy dissipation. The load level in the first cyclic stage of S1-1 and S1-
2 are both 40% - 80% UCS. According to Figure 3.8a, the slope of Ua during the first 10 cycles 
show some scatter, which is caused by small differences in the physical properties of the 
samples. However, the slope for Ua of S1-1 and S1-2 are nearly identical (see values of β1, β2) 
for same cycle number during the stationary phase, hereon the stationary phase is designated 
as the phase in which the slope of Ua curve remains constant, as plotted in Figure 3.8a. S1-1 
and S1-2 entered the stationary phase after nearly the same number of cycles (around 12 cycles). 
This demonstrates that the speed of energy dissipation in the stationary phase is constant for a 
certain cyclic loading strategy and can therefore be selected as variable to represent fatigue 
damage of materials. 
Ua of S1-2, S1-3 and S1-5 in 40% - 85% UCS cyclic load level is illustrated in Figure 3.8b. As 
shown in Figure 3.8b, S1-2 and S1-5 do not have a decelerating phase but only the stationary 
phase. However, S1-3 shows both, the decelerating and stationary phase. As can be seen from 
Figure 3.7 and Figure 3.8a, the curves of Ua during the first cyclic loading stage show at least 
the first two or all three phases, like for S1-6 and S1-7. Curves of Ua after the first cyclic 
loading stage usually only show the stationary phase. This phenomenon can also be observed 
in Figure 3.8c and Figure 3.8d. As Figure 3.8b documents, S1-2 has the largest slope (see  β1) 
due to massive damage resulting from former cyclic loading stage (40% - 80% UCS) in which 
the maximum load level is close to the fatigue threshold value. Due to the damage in former 
cyclic loading stage, the ability of S1-2 to resist external load decreases and consequently the 
speed of energy dissipation is larger than that of S1-3 and S1-5. The load increments for S1-3 
 




and S1-5 are 20% UCS (from 65% to 85%) and 10% UCS (from 75% to 85%), respectively. 
Larger increments can result in larger slope values for Ua (see Figure 3.8b). 
Ua of S1-5 and S1-6 in the 40% - 90% UCS cyclic load level is illustrated in Figure 3.8c. The 
slope of Ua curve for S1-6 in the stationary phase is consistently larger than that of S1-5. S1-6 
experienced only one cyclic load level (40% - 90% UCS) up to failure and the curve shows all 
three phases. However, due to former cyclic loading stages, S1-5 shows only the stationary 
phase. This indicates that the former cyclic loading stages with small load level lead to less 
energy dissipation compared to samples that only experience one single cyclic load level. The 
reason might be that the former cyclic loading stages with small load level progressively 
consolidated the sample which improves the ability to resist external load. Ua of S1-5 for five 
consecutive cyclic loading stages are illustrated in Figure 3.8d. As shown in Figure 3.8d, only 
the first cyclic loading stage (40% - 75% UCS) shows the decelerating phase, the latter four 
stages only show the stationary phase. By progressively increasing the maximum load, the 
slope of Ua increases. This confirms that during cyclic loading the maximum load directly 
influences the release of dissipated energy (Tepfers et al. 1984; Lei et al. 2017). 
 
Figure 3.7 Ua for different maximum cyclic load levels 
 




































Figure 3.8 (a) Ua between 40% and 80% UCS (b) Ua between 40% and 85% UCS (c) Ua 
between 40% and 90% UCS (d) Ua of S1-5 (5 cyclic loading stages) 
  













































































































3.2.1.3 Effect of maximum cyclic load level on damage indicator 
The residual axial strain and residual radial strain are often used as damage indicators to reflect 
fatigue damage evolution in CDT (Xiao et al. 2009, 2010; Sun et al. 2017), while the 
accumulated dissipated energy (Ua) is usually used as damage indicator in DEA (Naderi and 
Khonsari 2013; Lei et al. 2017; He et al. 2018). The effects of maximum cyclic load level on 
the evolution of the damage indicators during fatigue tests are investigated in the framework 
of CDT and DEA. A growth rate of damage (dV/dN) is observed in the stationary phase. V 
stands for the selected damage indicators (Ua, lw, εa, εr) and N is cycle number. In Table 3.4, 
the development of the damage indicators is listed. 
Table 3.4 Damage indicators for different maximum cyclic load levels 
*εa/N, εr/N are shown in one digit 
The growth rate of damage indicators in the first cyclic loading stage is fitted by black solid 
lines (fitting line 1) in Figure 3.9. It is observed that all four indicators follow an exponential 
function in relation to the maximum cyclic load level according to Equation 3.3. V includes Ua, 
lw, εa and εr. σmax is the maximum cyclic loading, a and b are fitting coefficients. According to 
Table 3.4, the damage indicators using Ua, lw, εa and εr for S1-5 considering all five consecutive 
cyclic loading stages were also determined (red dashed fitting line 2 in Figure 3.9). It is 
apparent that all indicators can be fitted well again by an exponential relationship. The fitting 
parameters for fitting line 1 and 2 in Figure 3.9 are listed in Table 3.5. According to this, the 
damage evolution using Ua, lw, εa, εr can be obtained by Equation 3.3 also for other load levels.                        
                
 exp maxV a b                                                        (3.3) 
Sample Load level  Ua/N  lw/N  εa/N εr/N  Note 
Unit [% UCS] [J/m3/N] [mm/N] [mm/mm/N] [mm/mm/N]  
S1-3  40 – 65  3.85×1E1 6.00×1E-6 2.00×1E-7 -1.00×1E-8 1st  load stage 
S1-5  40 – 75  8.18×1E1 2.00×1E-5 5.00×1E-7 -2.00×1E-8 1st  load stage 
S1-2 40 – 80  1.61×1E1 3.00×1E-4 2.00×1E-6 -1.00×1E-6 1st  load stage 
S1-1 40 – 80   1.62×1E2 3.00×1E-4 2.00×1E-6 -9.00×1E-7 1st  load stage 
S1-1 40 – 85  4.05×1E2 1.20×1E-3 2.00×1E-5 -3.00×1E-5 2nd  load stage 
S1-3 40 – 85  1.92×1E2 2.00×1E-4 2.00×1E-6 -3.00×1E-6 2nd  load stage 
S1-5 40 – 85  1.27×1E2 5.00×1E-5 6.00×1E-7 -2.00×1E-7 2nd  load stage 
S1-5 40 – 87.5   1.40×1E2 1.00×1E-4 6.00×1E-7 -2.00×1E-7 3rd  load stage 
S1-5  40 – 90  2.00×1E2 2.00×1E-4 1.00×1E-6 -1.00×1E-6 4th  load stage 
S1-6 40 – 90  8.42×1E2 3.40×1E-3 3.00×1E-5 -3.00×1E-5 1st  load stage 
S1-5  40 – 92.5   3.11×1E2 8.00×1E-4 6.00×1E-6 -5.00×1E-6 5th  load stage 
S1-7 40 – 95   1.80×1E3 9.90×1E-3 7.00×1E-5 -2.00×1E-4 1st  load stage 
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The evolution of damage indicators in the first cyclic loading stage (black solid lines) can be 
compared with those obtained under gradually increasing maximum loading conditions (red 
dashed lines). It demonstrates that the damage evolution under progressively increasing 
maximum load is much smaller than those observed in the first cyclic loading stage. This can 
be also observed from the area encircled by blue dashed-dot lines in Figure 3.9. The speed of 
damage increase can be different under the same cyclic load level for different loading 
strategies (see 85% UCS and 90% UCS conditions). The progressively increasing maximum 
load can slow down the damage evolution. This again verifies the conclusion that the loading 
strategy has influence on the damage evolution. 
 
Figure 3.9 (a) Ua/N (b) lw/N (c) εa/N (d) εr/N for different maximum cyclic load levels 
Table 3.5 Fitting parameters (see Figure 3.9) 
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Maximum load level [% UCS]
(a) (b)
(c) (d)
Fitting line number Damage indicators  a  b R2 Maximum load level range 
Fitting-1 Ua  4.80×1E-3 1.33×1E-1 0.9697 65% UCS – 95% UCS 
Fitting-2 Ua 4.00×1E-1 6.93×1E-2 0.8667 75% UCS – 92.5% UCS 
Fitting-1 lw 2.00×1E-13 2.62×1E-1 0.9629 65% UCS – 95% UCS 
Fitting-2 lw 9.00×1E-12 1.90×1E-1 0.8418 75% UCS – 92.5% UCS 
Fitting-1 εa 1.00×1E-13 2.10×1E-1 0.9625 65% UCS – 95% UCS 
Fitting-2 εa 9.00×1E-16 2.39×1E-1 0.9547 75% UCS – 92.5% UCS 
Fitting-1 εr -4.00×1E-19 3.54×1E-1 0.9391 65% UCS – 95% UCS 
Fitting-2 εr -4.00×1E-18 2.92×1E-1 0.9321 75% UCS – 92.5% UCS 
 






Figure 3.10 (a) original (b) shifted data: Ua/N, lw/N, εa/N and εr/N versus maximum load level 
for S1-5 and S1-12   
The loading frequency was changed from 0.4 Hz to 0.8 Hz and 0.2 Hz for S1-11 and S1-12 
according to Table 3.2. Due to unexpected pre-failure of S1-11, only data of S1-12 can be used. 
The loading strategies of S1-12 and S1-5 are similar. The damage indicators for S1-12 and S1-
5 are plotted in Figure 3.10a: the fitting lines 1 to 4 belong to S1-5 called Fitting-2 in Table 3.5, 
the fitting lines 5 to 8 belong to S1-12 called Fitting lines 1 to 4 in Table 3.6. Figure 3.10a 
shows the obtained exponential relationships according to Equation 3.3. It becomes obvious, 
that the evolution of damage indicators show a very similar trend. Therefore, it can be 
concluded, that at least a relatively small change in loading frequency by a factor of 2 does not 









































































------- Fitting line 1 S1-5 0.4Hz
------- Fitting line 2 S1-5 0.4Hz
------- Fitting line 3 S1-5 0.4Hz
------- Fitting line 4 S1-5 0.4Hz
------- Fitting line 5 S1-12 0.2Hz
------- Fitting line 6 S1-12 0.2Hz
------- Fitting line 7 S1-12 0.2Hz
------- Fitting line 8 S1-12 0.2Hz
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------- Fitting line 1*
------- Fitting line 2*
------- Fitting line 3*
------- Fitting line 4*
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alter the damage evolution. Test results indicate that S1-12 has a significant higher strength 
than S1-5. Therefore, values for S1-12 were shifted (reduced) by a value of 12.5% UCS (best 
fitting), which leads to a nearly perfect fit with results for S1-5 as shown in Figure 3.10. The 
parameters of fitting lines 1* to 4* in Figure 3.10b are listed in Table 3.6. It indicates that an 
exponential relationship holds for different values of short term strength. 
Table 3.6 Fitting parameters (see Figure 3.10) 
 
3.2.2 Effect of minimum cyclic load level on energy dissipation 
3.2.2.1 Ud for different minimum cyclic load levels 
Ud for different minimum cyclic load levels is plotted in Figure 3.11a. The first 100 cycles in 
the different cyclic load levels are used to analyse Ud. It should be noted that the samples did 
not break during loading process listed in Table 3.2, therefore the maximum load level is 
enhanced to obtain sample failure. 30% - 90% UCS is used for the first cyclic loading stage for 
S1-10. S1-8 has experienced four preceding cyclic loading stages until a load level at 
30% - 90% UCS is reached. After cyclic loading at 30% - 90% UCS, both samples experienced 
the same cyclic loading at 20% - 90% UCS and later at 10% - 90%. As shown in Figure 3.11a, 
S1-10 shows smaller values of Ud than S1-8 in the same stage. During cyclic loading at 
20% - 90% UCS and 10% - 90% UCS, the difference of Ud is obviously. This also verifies: 
when maximum load is larger than threshold value of fatigue (80% UCS), massive damage is 
induced. Therefore, the damage of S1-8 (four former loading stages with maximum load larger 
than 90% UCS) will be more serious than S1-10. Ud for different minimum cyclic load levels 
of S1-8 are plotted in Figure 3.11b. Ud increases with decreasing values of minimum cyclic 
load level. The decrease of minimum cyclic load level in the first four cyclic loading stages is 
5% UCS and later one 10% UCS. Figure 3.11b indicates a non-linear increase in energy release 
with decreasing minimum cyclic load level. 
Fitting lines number Damage indicators a  b R2 Maximum load level range 
Fitting line 1 Ua  1.20×1E-1 7.34×1E-2 0.9924 95% UCS – 107.5% UCS 
Fitting line 2 lw 1.00×1E-10 1.40×1E-1 0.9491 95% UCS – 107.5% UCS 
Fitting line 3 εa 3.00×1E-14 1.73×1E-1 0.9686 95% UCS – 107.5% UCS 
Fitting line 4 εr -7.00×1E-20 2.95×1E-1 0.9732 95% UCS – 107.5% UCS 
Fitting line 1* Ua   3.20×1E-1 7.25×1E-2 0.9153 82.5% UCS – 95% UCS 
Fitting line 2* lw 4.00×1E-11 1.72×1E-1 0.8583 82.5% UCS – 95% UCS 
Fitting line 3* εa 1.00×1E-11 1.32×1E-1 0.6855 82.5% UCS – 95% UCS 
Fitting line 4* εr -5.00×1E-18 2.88×1E-1 0.9453 82.5% UCS – 95% UCS 
 





Figure 3.11 (a) Ud of S1-8, S1-10 (b) Ud of S1-8 versus cycle number for different minimum 
cyclic load levels 
3.2.2.2 Ua for different minimum cyclic load levels 
Ua for different minimum cyclic load levels is plotted in Figure 3.12a. The two later cyclic 
loading stages (20% UCS - 90% UCS and 10% UCS - 90% UCS) show obviously different 
slopes for S1-8 and S1-10 which represents different speed of damage evolution. According to 
loading strategies shown in Table 3.2, this indicates again: due to the fact that S1-8 experienced 
four former loading stages and the maximum load levels in all four former stages are larger 
than threshold value of fatigue damage (80% UCS), the speed of damage evolution for S1-8 is 
larger than that of S1-10 in 20% UCS - 90% UCS and 10% UCS - 90% UCS stages. Ua for 
sample S1-8 at different minimum cyclic load levels and fixed maximum load level of 
90% UCS is plotted in Figure 3.12b. A clear trend becomes obvious: the cumulative speed of 
dissipated energy increases if span between maximum and minimum load level increases. This 
also verifies the effect of minimum cyclic load level on cumulative dissipated energy. It shows 
that both maximum and minimum load have obvious effect on amount of dissipated energy. 
 
Figure 3.12 (a) Ua of S1-8, S1-10 (b) Ua of S1-8 versus cycle number for different minimum 
cyclic load levels    
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3.2.2.3 Effect of minimum cyclic load level on damage indicators 
A growth rate of damage (dV/dN) in the stationary phase is documented with decreasing 
minimum cyclic load level. Table 3.7 shows the corresponding damage indicators. Figure 3.13 
illustrates the development of the damage indicators together with corresponding fitting 
functions. It can be seen that, apart from εr (difficult to measure), the other three indicators (Ua, 
lw, εa) are well fitted by a logarithmic function in respect to the minimum cyclic load level 
according to Equation 3.4. σmin is the minimum cyclic load level, a and b are fitting coefficients. 
The fitting parameters are listed in Table 3.7. 
     
 ln minV a b                                                         (3.4) 
Equations 3.3 and 3.4 consider the effect of maximum and minimum cyclic load level on 
damage speed in different quantitative form. The first cyclic loading phase (encircled with blue 
dotted lines and marked as special data points) in Figure 3.13b and 3.13c does not fit into the 
general trend. This is very likely caused by the fact, that sample incl. interface between sample 
and loading plate have to overcome an initial phase of ‘setting’. Therefore, the first cyclic 
loading stage is ignored in the evaluation. 
 
Figure 3.13 (a) Ua/N (b) lw/N (c) εa/N and (d) εr/N for different minimum cyclic load levels 
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Minimum load level [% UCS]
y = -435.1 ln(x) + 1778.9
R² = 0.9976
y = -277.8 ln(x) + 1138.8
R² = 0.9668
(a) (b)
y = -4×10-5 ln(x) + 0.0002
R² = 0.9738
Special data points!!!









Table 3.7 Damage indicators for different minimum cyclic load levels 
 
3.2.3 Inhomogeneous characteristics of strain evolution and energy dissipation 
In order to investigate whether the strain evolution and energy dissipation are inhomogeneous 
or not at different parts of the sample during cyclic loading, six strain gauges are used for Series 
2 concrete specimens to measure the strain and cumulative dissipated energy at different 
sections (top, middle and bottom) of the sample. The measuring layout is illustrated in Figure 
3.14 (Song et al. 2019a).  
 
Figure 3.14 Strain measurement system for Series 2 concrete samples 
As indicated in Figure 3.14, quantities were measured at 3 different locations via strain gauges: 
axial strain, lateral strain and dissipated energy at top (εat, εlt, Uat), middle (εam, εlm, Uam) and 
bottom (εab, εlb, Uab) parts of the concrete sample. The first 50 cycles are selected to analyse 
the evolution of strain and cumulative dissipated energy. The detailed growth rates of strain 
and energy dissipation are listed in Table 3.8 and Table 3.9, respectively.  
Sample Load level  Ua/N lw/N  εa/N  εr/N  Note 
No. [% UCS] [J/m3/N] [mm/N] [mm/mm/N] [mm/mm/N]  
S1-8  50 – 90  7.71×1E1 3.93×1E-5 1.76×1E-7 -2.00×1E-8 1st  load stage 
S1-8 45 – 90  1.17×1E2 1.40×1E-5 7.65×1E-8 -9.27×1E-8 2nd  load stage 
S1-8 40 – 90  1.63×1E2 1.63×1E-5 1.04×1E-7 8.00×1E-9 3rd  load stage 
S1-8 35 – 90   2.30×1E2 2.33×1E-5 1.50×1E-7 4.70×1E-9 4th  load stage 
S1-8 30 – 90  3.10×1E2 2.32×1E-5 1.49×1E-7 6.44×1E-8 5th  load stage 
S1-8 20 – 90  4.96×1E2 5.35×1E-5 3.40×1E-7 -1.71×1E-8 6th  load stage 
S1-8 10 – 90  7.64×1E2 7.70×1E-5 5.52×1E-7 -7.32×1E-8 7th  load stage 
S1-10 30 – 90   2.14×1E2 9.05×1E-5 4.49×1E-7 -1.22×1E-7 1st  load stage 
S1-10 20 – 90  2.74×1E2 1.32×1E-5 8.36×1E-8 3.09×1E-9 2nd  load stage 
S1-10 10 – 90  5.11×1E2 5.64×1E-5 3.58×1E-7 4.33×1E-8 3rd  load stage 
 









dεat/dN dεam/dN dεab/dN dεlt /dN dεlm/dN dεlb/dN 
Select 
Cycles
Unit [%UCS] [mm/mm/N] [mm/mm/N] [mm/mm/N] [mm/mm/N] [mm/mm/N] [mm/mm/N]  
S2-13 40-60 1.355E-06 5.308E-07 1.051E-06 -1.225E-06 -7.710E-08 -2.512E-07 1-50 
S2-13 40-65 1.325E-06 6.690E-07 8.305E-07 -1.465E-06 -1.592E-07 -2.534E-07 1-50 
S2-13 40-70 2.242E-06 1.614E-06 1.303E-06 -2.317E-06 -5.660E-07 -4.346E-07 1-50 
S2-13 40-75 2.154E-06 4.931E-06 1.708E-06 -5.695E-06 -1.535E-06 -4.769E-07 1-50 
S2-13 40-80 2.071E-06 5.248E-05 1.258E-05 -2.011E-05 -9.540E-06 -1.684E-06 1-50 
S2-14 40-75 7.853E-07 1.636E-06 8.316E-07 -3.280E-07 -1.144E-06 -6.616E-07 1-50 
S2-14 35-75 1.220E-07 2.720E-07 1.454E-07 -4.570E-08 -1.573E-07 -8.000E-08 1-50 
S2-14 30-75 1.033E-07 2.266E-07 1.308E-07 -3.570E-08 -1.214E-07 -7.050E-08 1-50 
S2-14 25-75 8.340E-08 2.072E-07 1.185E-07 -3.610E-08 -1.152E-07 -7.410E-08 1-50 
S2-14 20-75 2.365E-07 3.999E-07 2.696E-07 -7.260E-08 -1.801E-07 -1.343E-07 1-50 
S2-14 15-75 1.827E-07 3.486E-07 2.250E-07 -5.830E-08 -1.731E-07 -1.703E-07 1-50 
S2-14 10-75 6.550E-08 1.901E-07 1.044E-07 -3.970E-08 -1.565E-07 -1.837E-07 1-50 
S2-14 5-75 1.945E-07 3.890E-07 2.380E-07 -7.490E-08 -2.474E-07 -2.397E-07 1-50 
S2-14 5-80 4.278E-07 1.043E-06 5.120E-07 -1.919E-07 -1.108E-06 -9.660E-07 1-50 
S2-14 5-85 7.845E-07 2.251E-06 1.031E-06 -3.017E-07 -3.302E-06 -2.102E-06 1-50 
S2-14 5-90 1.318E-06 5.555E-06 2.914E-06 -2.308E-07 -1.337E-05 -5.712E-06 1-50 
 
 
Table 3.9 Growth rate of cumulative dissipated energy in each cyclic stage for Series 2 
Sample  
No. 
Load level Uat/N Uam/N Uab/N 
Select  
Cycles 
Unit [%UCS] [J/m3/N] [J/m3/N] [J/m3/N]  
S2-13 40-60 53.60 35.49 49.63 1-50 
S2-13 40-65 399.99 335.32 383.53 1-50 
S2-13 40-70 993.92 866.02 953.72 1-50 
S2-13 40-75 1739.50 1568.63 1634.90 1-50 
S2-13 40-80 2390.83 2865.91 2327.44 1-50 
S2-14 40-75 105.81 171.15 117.82 1-50 
S2-14 35-75 120.95 180.67 128.86 1-50 
S2-14 30-75 211.99 315.05 230.72 1-50 
S2-14 25-75 277.47 413.42 301.72 1-50 
S2-14 20-75 330.54 501.86 362.40 1-50 
S2-14 15-75 534.92 787.21 573.48 1-50 
S2-14 10-75 1113.75 1562.25 1163.32 1-50 
S2-14 5-75 1425.06 2031.84 1499.80 1-50 
S2-14 5-80 1924.43 2766.17 2045.21 1-50 
S2-14 5-85 2621.25 3883.99 2860.96 1-50 








3.2.3.1 Effect of maximum load level on strain and energy dissipation 
 
 
Figure 3.15 (a) relation between σmax and growth rate of εa for S2-13 (b) relation between 
σmax and growth rate of εl for S2-13 (c) relation between σmax and growth rate of εa for S2-14 
(d) relation between σmax and growth rate of εl for S2-14 
According to Table 3.2, sample S2-13 experienced consecutive multi-loading stages with 
gradual increasing σmax at fixed σmin. The quantitative relation between growth rate of residual 
strain and σmax for sample S2-13 is illustrated in Figure 3.15a and Figure 3.15b. The growth 
rate of strain and σmax follows an exponential function as shown by Equation 3.3. The fitting 
parameters according to Figure 3.15a and Figure 3.15b are listed in Table 3.10. An exponential 
function can well describe the relation between growth rate of residual strain and σmax. For S2-
13 an initial decrease is observed for εat and εab from the first to the second loading stage (see 
black square and blue triangle symbols in Figure 3.15a). However, εam does not show such a 
characteristic. This demonstrates that top and bottom parts of the sample exhibit a larger growth 
rate of axial strain in the first loading stage, where σmax is smaller than in the second loading 
stage. This observation can be explained by the stiffness platen effect. Due to the stiffness 
difference between the loading platen and the specimen, the top and bottom parts first show 
obvious plasticity and softening and large axial strain rate can be observed. The middle part of 
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the concrete sample is not affected by platen effect and the growth rate of axial strain increases 
with σmax during the first two loading stages. The platen effect may induce some initial damage 
in the top and bottom parts of the sample in the first loading stage. With gradual increase of 
σmax, the axial strain rate in the middle part (see red round symbols in Figure 3.15a) rises to an 
obvious larger value than εat and εab. The smaller confinement at the middle part of the concrete 
sample may lead to this behaviour, the friction induced by the interface between sample and 
loading platen restricts the deformation. The lateral strain rate also increases with σmax, however, 
the initial drop shown in Figure 3.15a is not observed. This indicates that a weakening effect 
in the early loading stage is not pronounced in lateral direction. This may be caused by the 
lateral strengthening effect of specimen end sections due to the stiffness contrast between 
loading platens (steel) and specimen (concrete). Sample S2-14 experienced two loading 
strategies: (1) σmax is fixed and σmin gradually decreases; (2) σmin is fixed and σmax gradually 
increases. Figure 3.15c and Figure 3.15d illustrate the relation between strain rate and σmax for 
samples S2-14 for the second loading strategy. The fitting parameters according to Figure 3.15c 
and Figure 3.15d are given in Table 3.10. The growth rates of εam and εlm are apparently larger 
than the corresponding value in the top and bottom parts when close to peak strength. It can be 
concluded from Figure 3.15 that an exponential function can well describe the relation between 
σmax and growth rate of strain in both, single loading strategies (S2-13) and multi-loading 
strategies (S2-14). The strain rate evolution is not homogenous in the different parts of the 
sample during the cyclic loading. The difference in strain growth rate between the middle and 
top/bottom parts obviously increases close to peak strength. Therefore, the sudden rise of 
axial/lateral strain rate observed at the middle part of the sample may serve as damage precursor 
for concrete under cyclic loading.   
Table 3.10 Fitting parameters (see Figure 3.15) 
Fitting lines Variable Sample  a b R2 Range of σmax Frequency 
Fit line 1-a εat S2-13 3E-7 0.0267 0.6499 60% UCS – 80% UCS 0.5 
Fit line 2-a εam S2-13 4E-13 0.2237 0.8921 60% UCS – 80% UCS 0.5 
Fit line 3-a εab S2-13 7E-10 0.1137 0.6789 60% UCS – 80% UCS 0.5 
Fit line 1-b εlt S2-13 -2E-10 0.1391 0.9086 60% UCS – 80% UCS 0.5 
Fit line 2-b εlm S2-13 -4E-14 0.2381 0.9774 60% UCS – 80% UCS 0.5 
Fit line 3-b εlb S2-13 -9E-10 0.0888 0.8175 60% UCS – 80% UCS 0.5 
Fit line 1-c εat S2-14 2E-11 0.1269 0.9909 75% UCS – 90% UCS 0.5 
Fit line 2-c εam S2-14 8E-13 0.1749 0.9979 75% UCS – 90% UCS 0.5 
Fit line 3-c εab S2-14 1E-12 0.1643 0.9921 75% UCS – 90% UCS 0.5 
Fit line 1-d εlt S2-14 -3E-10 0.0766 0.6658 75% UCS – 90% UCS 0.5 
Fit line 2-d εlm S2-14 -8E-16 0.2612 0.9967 75% UCS – 90% UCS 0.5 
Fit line 3-d εlb S2-14 -5E-14 0.2058 0.9862 75% UCS – 90% UCS 0.5 
 






Figure 3.16 (a) relation between σmax and growth rate of cumulative dissipated energy for S2-
13 (b) relation between σmin and growth rate of cumulative dissipated energy for S2-14 (c) 
inhomogeneous characteristic of energy dissipation for S2-13 and S2-14 
The effect of σmax on energy dissipation is plotted in Figure 3.16a. With increase of σmax, growth 
rate of Ua increases in an exponential manner as shown by Equation 3.3. The detailed fitting 
parameters are listed in Table 3.11. As documented by the data of sample S2-13, the growth 
rate of Ua in different parts of one sample are almost the same in the first several loading stages. 
With the increase of σmax, the growth rate of Ua in the middle part of the sample (Uam) grows 
obviously faster than in the top (Uat) and bottom parts (Uab). The disparity between the growth 
rates of Uam and Uat, Uab for sample S2-13 reaches the peak at ultimate strength. This indicates 
that with an increase of σmax, the inhomogeneity of energy dissipation becomes more obvious: 
in the middle part of the specimen the energy dissipation is larger than in the top and bottom 
parts. This is consistent with the strain evolution as discussed in former sections. The 
inhomogeneous energy dissipation is documented in Figure 3.16c. The data in Figure 3.16c are 
based on sample S2-13 and the second loading stage of sample S2-14. Both samples 
experienced a gradual increase in σmax while σmin is fixed during these stages. It becomes 
obvious that for both samples the disparity between growth rate of Uam and Uat, Uab increases 
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with σmax. The disparity at failure is significantly large. Therefore, it can be concluded that the 
energy dissipation of concrete subjected to cyclic loading is inhomogeneous, and the middle 
parts have larger energy dissipation close to peak strength. 
Table 3.11 Fitting parameters (see Figure 3.16) 
Fitting lines Variable Sample  a b R2 Range of σmax Frequency 
Fitting line 1-a Uat S2-13 0.0019 0.1813 0.8843 60% UCS - 80% UCS 0.5 
Fitting line 2-a Uam S2-13 0.0003 0.2065 0.9048 60% UCS - 80% UCS 0.5 
Fitting line 3-a Uab S2-13 0.0016 0.1829 0.8836 60% UCS - 80% UCS 0.5 
Fitting lines Variable Sample  a b R2 Range of σmin Frequency 
Fitting line 1-b Uat S2-14 -682.1 2571.0 0.9523 40% UCS - 5% UCS 0.5 
Fitting line 2-b Uam S2-14 -959.8 3562.6 0.9589 40% UCS - 5% UCS 0.5 
Fitting line 3-b Uab S2-14 -731.2 2640.5 0.9565 40% UCS - 5% UCS 0.5 
 
3.2.3.2 Effect of minimum load level on energy dissipation 
The effect of σmin on energy dissipation is shown in Figure 3.16b. The relation between σmin 
and growth rate of Ua is obvious and can be described by a logarithmic equation (Equation 3.4). 
The corresponding fitting parameters according to Figure 3.16b are presented in Table 3.11. 
The inhomogeneity of energy dissipation can be seen in Figure 3.16b: with decrease of σmin the 
growth rate of Uam is significantly larger than Uat and Uab. This demonstrates that an 
inhomogeneous energy dissipation is a general feature during uniaxial cyclic loading tests. 
Both, σmax and σmin have a pronounced effect on energy dissipation. Whether the effect of both 
are equivalent or not is not yet known. Figure 3.17 illustrates and compares the effect of σmax 
and σmin on the energy dissipation. According to Table 3.2, samples S1-8, S-10 and S2-14 
experienced two loading strategies: (1) fixed σmax and gradual reduction of σmin; (2) fixed σmin 
and gradual increase of σmax. As  = σmax - σmin consistently increases during the two loading 
strategies, this measure is selected to investigate which loading effect (increase of σmax or 
decrease of σmin) has a more pronounced effect on energy dissipation. The effect of σmin on 
energy dissipation is obtained from the first loading strategy (see black square symbols in 
Figure 3.17). The effect of σmax on energy dissipation is obtained from the second loading 
strategy (see red round symbols in Figure 3.17). It can be observed (see Figure 3.17), that for 
all three samples the fitting lines for strategy 2 are steeper than those for strategy 1. A kink in 
growth rate evolution is observed in all cases when switching from strategy 1 to strategy 2. 
There always exists an angle (see hatched area) between fitting lines 1 and 2. Thus - in terms 
of energy dissipation: σmax has a more pronounced effect than σmin. 
 





Figure 3.17 (a) growth rate of Uam for S1-8 (b) growth rate of Uam for S1-10 (c) growth rate 
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3.3 P-wave speed evolution and AE characteristics  
3.3.1 P-wave speed evolution 
The monitoring of P-wave speed is a practical approach to characterize the damage of a sample 
during an experiment. In order to draw general conclusions of P-wave speed evolution during 
fatigue loading, four cyclically-loaded samples of Series 1 and Series 2 (S2-13, S2-14, S1-10, 
S1-8) are selected for detailed analysis, see Figure 3.18. The measurements of P-wave speed 
are conducted along two different profiles, which represent the damage evolution at the top and 
middle part of the concrete samples, see Figure 3.4. Sample S2-13 undergoes the following 
loading strategy: σmin is fixed to 40% UCS and σmax is gradually increased from 60% UCS to 
80% UCS. However, samples S2-14, S1-10 and S1-8 experience a different loading strategy: 
first σmax is fixed and σmin is reduced, then σmin is fixed and σmax is gradually increased.  
It can be observed from Figure 3.18a that the evolution of P-wave speed for sample S2-13 
shows three distinct phases, whereas the other three samples show four phases (Figure 3.18b - 
Figure 3.18d). This is due to the fact that sample S2-13 does not experience the loading stage 
where σmin decreases and σmax is fixed. In respect to the P-wave-speed the four stages are 
characterized by:  
    (1) Initial strong drop 
    (2) Constant phase 
    (3) Decreasing phase 
    (4) Sharp decline and failure 
The four-stage feature is visible for formerly tested samples S1-8 and S1-10 as well as S2-14. 
The effect of σmin on the P-wave speed evolution can be deduced from the second stage. It is 
obvious that the P-wave speed for both profiles remains almost constant even when σmin reduces 
by a large amount (for S1-8: from 50% to 10% UCS and for S2-14 from 40% to 5% UCS), 
whereas σmax is fixed. This indicates that σmin has very limited (insignificant) impact on P-wave 
speed evolution during cyclic loading. The missing of the second stage for sample S2-13 also 
indirectly confirms this observation. By increasing σmax of S1-8, S1-10 and S2-14 the third 
stage with its typical decrease of P-wave speed is started. Considering both measuring profiles, 
all the four samples experience a more noticeable damage at the top part during the first stage. 
This can be attributed to the stiffness effect of loading platen and direct, dynamic loading by 
 




the moving upper loading platen. The stiffness contrast between the platen and top part of the 
sample will result in local crack propagation. This effect is consistent with the “initial drop” 
documented in Figure 3.15a. When the samples are close to failure - typically at the end of the 
third stage or at the begin of the fourth stage, the P-wave speed in the middle part decreases 
more pronounced than in the top part and the P-wave speed of the two profiles reach an 
approximately identical value which is defined as “equal point” in Figure 3.18. The equal point 
as shown in Figure 3.18 is a precursor to predict the fatigue failure of concrete. 
To characterize the evolution of the P-wave speed along the two profiles, a P-wave ratio is 
defined as: Vm/Vt, where Vm is the P-wave speed measured at the middle part of the sample and 
Vt is the P-wave speed measured at the top part of the sample. The evolution of P-wave ratio 
for samples S2-13, S2-14, S1-10 and S1-8 is illustrated in Figure 3.19. The P-wave ratio of the 
four concrete samples reveal three stages:  
    (1) Slow increase 
    (2) Obvious increase reaching peak point at the end 
    (3) Sharp decline and failure 
The P-wave ratio is small (usually only slightly larger than 1) in the first stage. This is induced 
by the more pronounced reduction of the P-wave speed in the top part of the sample. During 
this stage, the top profile shows a slightly larger P-wave speed reduction than the middle profile 
and this leads to the slight increase of the P-wave ratio. The first stage covers both two kinds 
of loading strategies: (1) fixed σmax and gradual reduction of σmin; (2) fixed σmin and gradual 
increase of σmax. The second stage includes the peak value of the P-wave ratio. The P-wave 
speed reduction rate of the two profiles are equal at the peak point. After the peak point, the 
reducing speed of the middle part is larger than that of the top part leading to a decrease of P-
wave ratio. Failure of the sample usually happens shortly after the peak point. The value of the 
P-wave ratio at failure is close to 0.3 (the value for sample S2-13 is larger, maybe induced by 
applying loading strategy number one). Compared with the P-wave speed, the P-wave ratio is 
more general applicable. The peak point as shown in Figure 3.19 is more convenient to be used 





















































































































































Figure 3.18 P-wave speed evolution for (a) S2-13 (b) S2-14 (c) S1-10 (d) S1-8 
 
 



























































































































































Figure 3.19 P-wave ratio evolution for (a) S2-13 (b) S2-14 (c) S1-10 (d) S1-8 
3.3.2 AE characteristics 
The AE events are analysed in terms of cumulative AE counts and AE energy. Figure 3.20 and 
Figure 3.21 illustrate that the four-stage characteristic also fits to describe the evolution of 
cumulative AE counts and energy when the samples experienced two loading strategies. 
    (1) Short initial phase with strong non-linear increase in AE activity 
    (2) Phase with moderate, nearly linear increase in AE activity 
(3) Phase of significant accelerating of AE activity 
(4) Failure 






























































































The effect of σmin on AE counts and energy is also minimal, similar to the effect on P-wave 
speed. Due to the fact that sample S2-13 has experienced only one loading strategy (σmin is 
fixed and σmax is gradually increased), the rate of AE counts and energy is gradually rising and 
stage 2 is missing. The increasing rate in stage 3 for sample S2-13 is larger than for the other 
three samples, which indicates that the decrease of σmin in former loading stages may be 
beneficial to reduce the increasing rate of AE counts and energy. This can also be interpreted 
as follows: stage 2 is acting as a “cushion” role before stage 3, so the increasing rate in stage 3 
is smaller compared with the stage 3 without experiencing stage 2 before.  
 
 














































































































Figure 3.20 Cumulative AE counts for (a) S2-13 (b) S2-14 (c) S1-10 (d) S1-8 
 









































































































































































Figure 3.21 Cumulative AE energy for (a) S2-13 (b) S2-14 (c) S1-10 (d) S1-8 
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3.4 Hysteresis and dynamic response during fatigue loading 
The hysteresis is a typical non-linear physical phenomenon, which refers to a dynamic lag 
between an input and an output variable (Mayergoyz 2003). Some early scientific work about 
hysteresis in mechanical systems was performed by Maxwell (1865). The hysteresis is often 
associated with irreversible thermo-dynamic change and microscopic internal damage (Love 
1906). The dissipated energy calculated by the energy method is also related to hysteresis. The 
amount of the dissipated energy during a cycle is defined as the area encircled by a hysteresis 
loop. During cyclic loading, hysteresis is a common phenomenon. Vasseva (1993) conducted 
a nonlinear hysteresis analysis for concrete frames under seismic excitation and found that the 
ratio of hysteresis energy and input energy is a significant safety index. Dowell et al. (1998) 
proposed a hysteresis model which can reproduce the nonlinear behaviour of concrete in terms 
of a force-displacement relation and provided meaningful suggestions for bridge design. 
Sengupta and Li (2014) proposed a hysteresis model for concrete walls and reproduced 
observed structural degradation. Zhang et al. (2017) found that the deformation of a concrete 
dam lags behind the air temperature variation and showed that temperature of air and water 
flow can influence the hysteresis time. Chen et al. (2017) investigated the hysteresis 
phenomenon of concrete subjected to uniaxial tensile loading by using the Preisach-Mayergoyz 
(P-M) model. So far the relation between the internal damage of concrete and hysteresis is not 
quite clear in a quantitative manner. The so-called dynamic response ratio (DRR) and 
especially the loading/unloading response ratio (LURR) is often associated with cyclic loading 
and vibration. The dynamic response ratio is used as an important and effective precursor for 
prediction of failure of geo-materials during earthquakes (Yin et al. 2004, 2008; Feng et al. 
2008; Zhang and Zhuang 2011). The analysis of dynamic response on concrete material 
subjected to multi-level cyclic loading is not common.  
Within this section the hysteresis and dynamic response characteristics of concrete subjected 
to multi-level cyclic loading is analysed. The relation between cyclic load levels and hysteresis 
time and DRR is discussed. 
Usually, stress and strain in cyclic loading tests are normalized for convenient evaluation (value 
range from 0 - 1). The typical hysteresis phenomenon during the fatigue loading is illustrated 
in Figure 3.22a. The hysteresis time (t) of phase shift between axial stress (σ), axial strain (εa) 
and lateral strain (εl) can be quantified as hysteresis degree. As shown in Figure 3.22b, DRR is 
defined as the ratio of unloading slope (tan α2, tan β2) to loading slope (tan α1, tan β1) in respect 
 




to strain versus time. In this section, σ, εc, εt, εl are used as variables to analyse the hysteresis 
time and the DRR. σ is the uniaxial stress, εc is the axial strain measured by LVDT located at 
the central part of the sample with measuring range of 50 mm, εt is the axial strain measured at 




Figure 3.22 (a) hysteresis during fatigue loading (b) definition of DRR 
3.4.1 Hysteresis and DRR characteristics of specimens failed within only one loading stage 
Specimens S1-6 and S1-7 failed within one fatigue loading stage. The number of cycles (N) up 
to failure for S1-6 and S1-7 are 11 and 34, respectively. In order to more comprehensively 
reflect the evolution of hysteresis and dynamic response, four cycles with almost the same 
intervals (for S1-6: 1st, 4th, 7th and 11st cycle, for S1-7: 1st, 11st, 22nd and 34th cycle) during the 
loading process are selected for analysis. Figure 3.23 illustrates the normalized stresses and 
strains versus loading time for different cycles. It is obvious in all eight figures, that εl always 
lags behind σ, εc and εt. The detailed quantitative relations are shown in Figure 3.24. The 
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that for those specimens which failed in one loading stage, the hysteresis of axial and lateral 
strain are more pronounced with increasing number of cycles. Close to the failure cycle, the 
hysteresis time is strongly increasing. This is similar to the trend of axial strain and 
accumulated dissipated energy of concrete subjected to fatigue loading (Lei et al. 2017; Song 
et al. 2018a). For both, S1-6 and S1-7, the hysteresis time of εl is always larger than that of εc 
and εt. This demonstrates that the lateral deformation has a more obvious hysteresis than 
deformation along the axial direction (loading direction). The hysteresis time of εc is a little bit 
larger than that of εt. It can be concluded that closer to the loading platen the hysteresis is less 
pronounced. The disparity between εl and εc, εt for S1-6 is smaller than that for S1-7. This is 
possibly due to the reduction of maximum load level (95% UCS of S1-7 reduces to 90% UCS 
of S1-6). The trend of DRR versus N is a little bit more complex. As plotted in Figure 3.24c 
and Figure 3.24d, DRR of S1-6 and S1-7 first experiences an increase, the peak value is reached 
at half of the total number of cycles and the value of DRR is close to 1.1. Then, DRR drops to 
a certain value (for εl close to 0 and for εc, εt close to 0.3) at failure. Contrary to the trend of 
hysteresis time shown in Figure 3.24a and Figure 3.24b, DRR of εl is smaller than that of εc 
and εt. DRR of εt is bigger than those of εl and εc. Similar to hysteresis time, the disparity 
between εl, εc and εt decreases with reduction of maximum load level. It can be concluded that 
DRR is inversely proportional to the hysteresis time. Specimens with less hysteresis time have 
a larger value of DRR. 
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Figure 3.23 Normalized stresses and strains versus loading time for (a) 1st cycle of S1-7 (b) 
4th cycle of S1-7 (c) 7th cycle of S1-7 (d) 11st cycle of S1-7 (e) 1st cycle of S1-6 (f) 11st cycle 
of S1-6 (g) 22nd cycle of S1-6 (h) 34th cycle of S1-6 
 
Figure 3.24 (a) hysteresis time versus N for S1-6 (b) hysteresis time versus N for S1-7 (c) 
DRR versus N for S1-6 (d) DRR versus N for S1-7 
3.4.2 Effect of maximum load level on hysteresis time and DRR 
Many laboratory tests (e.g. Bagde and Petroš 2005; Ghuzlan and Carpenter 2006) have 
confirmed that the maximum load level has an obvious effect on the evolution of axial strain 
and dissipated energy during cyclic loading. The first loading stages of samples S1-1, S1-3, 
S1-5, S1-6 and S1-7 have different maximum load levels while the minimum load levels are 
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all fixed to 40% UCS. The 5th or 6th cycle of the first loading stages of S1-1, S1-3, S1-5, S1-6 
and S1-7 are selected to compare and to analyse the effect of maximum load level on hysteresis 
time and DRR (see Figure 3.25). The quantitative relations between hysteresis time, DRR and 
maximum load level are shown in Figure 3.26. As visible in Figure 3.25, the hysteresis becomes 
more pronounced with increasing maximum load level. The hysteresis time approximately 
follows a linear relation with the maximum load level (Figure 3.26a). Evaluation of εl gives 
larger hysteresis time than using εc and εt. The hysteresis time of εc is slightly larger than that 
of εt. Figure 3.26b shows the trend of DRR: a linear reduction with maximum load level. DRR 
of εl has the steepest slope and is consistently smaller than those of εc and εt. Figure 3.26 
indicates that hysteresis time and DRR have opposite trend during cyclic loading.  
 
Figure 3.25 Normalized stresses and strains for (a) 5th cycle of S1-3 (b) 5th cycle of S1-5 (c) 
6th cycle of S1-6 (d) 6th cycle of S1-7 
 
Figure 3.26 (a) hysteresis time versus maximum load levels (b) DRR versus maximum load 
levels 
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According to Table 3.2, S1-5 and S1-12 experienced 5 and 7 continuous loading stages, 
respectively. With gradually increasing maximum load levels, S1-5 and S1-12 experienced 
different loading frequencies, S1-5: 0.4 Hz, S1-12: 0.8 Hz. The 5th cycle of each loading stage 
is selected to compare hysteresis time and DRR. The normalized stresses and strains versus 
loading time of S1-5 and S1-12 are illustrated in Figure 3.27. The relation between hysteresis 
time, DRR and maximum load levels are shown in Figure 3.28. Figure 3.28a shows the effect 
of maximum load level on hysteresis time of S1-5. The hysteresis time of εl, εc and εt remains 
almost constant when the maximum load level is less than 90% UCS. When the stress is larger 
than 90% UCS, the hysteresis time of εl and εc shows a sudden rise. The evolution of DRR for 
S1-5 is plotted in Figure 3.28b. Three phases can be observed: (1) decrease (2) increase and (3) 
decrease. The first decrease results from the increase of maximum load level by 10% UCS. A 
slight increase of DRR can be observed shortly after the initial decrease. This is due to the 
gentle increase of load level (2.5% UCS). It indicates that a smaller increase of maximum load 
level after former huge increase can reduce the damage rate. A similar conclusion can be dawn 
in terms of accumulated dissipated energy (Song et al. 2018a). The second decrease of DRR is 
induced by the continuous increase of maximum load level of 2.5% UCS. The second decrease 
of DRR corresponds to the obvious increase of hysteresis when the load level is larger than 
90% UCS. For S1-12, the frequency is double that of S1-5. The symmetry of normalized 
stresses and strains versus loading time for S1-12 is more pronounced than that of S1-5 (Figure 
3.27). As shown in Figure 3.28c, the hysteresis time at the first loading stage shows a larger 
value. This is possibly due to the closure of intrinsic cracks. After the first loading stage, the 
hysteresis time reaches a stable value which is close to 0. An obvious increase is observed 
during the last two loading stages (similar to Figure 3.28a). DRR of S1-12 (Figure 3.28d) shows 
a different trend compared to S1-5 (Figure 3.28b). The DRR of εc and εt remains almost 
constant during the whole loading process. It shows that the increase of frequency may result 
in a more stable evolution of DRR. However, DRR of εl is still sensitive to the maximum load 
level. With increasing maximum load level, DRR of εl first experiences a slight rise followed 
by a linear reduction. 
 







Figure 3.27 Normalized stresses and strains versus loading time for (a) 5th cycle of S1-5 
(40% - 75% UCS) (b) 5th cycle of S1-5 (40% - 85% UCS) (c) 5th cycle of S1-6 (40% - 87.5% 
UCS) (d) 5th cycle of S1-7 (45% - 92.5% UCS) (e) 5th cycle of S1-12 (40% - 90% UCS) (f) 
5th cycle of S1-12 (40% - 95% UCS) (g) 5th cycle of S1-12 (40% - 100% UCS) (h) 5th cycle 
of S1-12 (45% - 105% UCS) 
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#5 40% UCS – 87.5% UCS 0.4Hz #5 40% UCS – 92.5% UCS 0.4Hz




































#12 40% UCS – 90% UCS 0.8Hz #12 40% UCS – 95% UCS 0.8Hz




































#12 40% UCS – 100% UCS 0.8Hz #12 40% UCS – 105% UCS 0.8Hz
 





Figure 3.28 (a) hysteresis time versus maximum load level for S1-5 (b) DRR versus 
maximum load level for S1-5 (c) hysteresis time versus maximum load level for S1-12 (d) 
DRR versus maximum load level for S1-12 
3.4.3 Effect of minimum load level on hysteresis time and DRR 
S1-8 and S1-10 experienced fatigue loading stages with gradually decreasing minimum load 
levels (Table 3.2). The 5th cycle of different loading stages are again selected to compare and 
to analyse the effect of minimum load level on hysteresis time and DRR. Figure 3.29 illustrates 
the normalized stresses and strains versus loading time for different loading stages. The 
quantitative relations between DRR, hysteresis time and minimum load levels are plotted in 
Figure 3.30. Figure 3.30a shows the relation between hysteresis time and minimum load level 
for S1-8, which indicates that the effect of minimum load level on hysteresis time for S1-8 is 
limited. The hysteresis time shows only slight fluctuations with decreasing minimum load level. 
The relation between DRR and minimum load level for S1-8 is given in Figure 3.30b, which 
shows that DRR slightly fluctuates with decreasing minimum load level. It seems that no 
obvious effect of minimum load level on DRR can be observed according to Figure 3.30b. For 
specimen S1-10, Figure 3.30c shows that the hysteresis time decreases with reducing minimum 
load level. The larger value of hysteresis time with respect to 30% UCS minimum load level is 
likely due to the effect of cyclic loading on the closure of internal cracks during the first several 
cycles. Consistent with the former conclusion, DRR for S1-10 (Figure 3.30d) shows the 
opposite trend compared to hysteresis time shown in Figure 3.30c. More data are necessary to 
verify the effect of minimum load level on hysteresis time and DRR in detail. At least, it can 
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be stated that the effect of minimum load level on hysteresis time and DRR is not that 





Figure 3.29 Normalized stresses and strains versus loading time (a) 5th cycle of S1-8 (50% - 
90% UCS) (b) 5th cycle of S1-8 (40% - 90% UCS) (c) 5th cycle of S1-8 (30% - 90% UCS) (d) 
5th cycle of S1-8 (15% - 90% UCS) (e) 5th cycle of S1-8 (10% - 90% UCS) (f) 5th cycle of 
S1-10 (30% - 90% UCS) (g) 5th cycle of S1-10 (20% - 90% UCS) (h) 5th cycle of S1-10 (10% 
- 90% UCS) 
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#8 30% UCS – 90% UCS 0.4Hz #8 15% UCS – 90% UCS 0.4Hz
(d)




































#8 10% UCS – 90% UCS 0.4Hz #10 30% UCS – 90% UCS 0.4Hz
(f)




































#10 20% UCS – 90% UCS 0.4Hz #10 10% UCS – 90% UCS 0.4Hz
 





Figure 3.30 (a) hysteresis time versus minimum load level for S1-8 (b) DRR versus 
minimum load level for S1-8 (c) hysteresis time versus minimum load level for S1-10 (d) 
DRR versus minimum load level for S1-10 
3.4.4 Hysteresis and dynamic response with respect to AE and P-wave speed evolution 
Hysteresis time and DRR of the cycles before failure for the 9 specimens are accumulated to 
obtain more general insight (Figure 3.31). εl has a larger hysteresis time than εc and εt at failure 
(Figure 3.31a). εl has a smaller DRR than εc and εt at failure (Figure 3.31b). It is obvious that 
specimens with larger hysteresis time have a smaller DRR value (see the red circles in Figure 
3.31a and blue circles in Figure 3.31b). S1-12, S1-8 and S1-10 have a larger hysteresis time 
and smaller DRR compared to other specimens. S1-12 has a larger loading frequency (0.8 Hz). 
S1-8 and S1-10 have experienced cyclic loading stages with gradually reducing minimum load 
level. It indicates that the increase of loading frequency and gradual decrease of minimum load 
level may result in a more obvious hysteresis and smaller DRR value at failure.  
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Figure 3.31 (a) hysteresis time before failure (b) DRR before failure for different samples 
AE monitoring and ultrasonic wave speed measuring were applied during the cyclic loading 
process as shown in Figure 3.4. The evolution of P-wave speed and cumulative AE counts are 
commonly used to investigate the progressive damage during the loading process (Rao and 
Ramana 1992; Ohtsu and Watanabe 2001; Fan et al. 2017). S1-8 and S1-10 are selected for the 
monitoring. Both, S1-8 and S1-10, experienced multi-loading stages with variable maximum 
and minimum load levels. The value of DRR and hysteresis time for different points in time 
are also registered to reflect the continuous evolution of DRR and hysteresis time.   
Figure 3.32 shows the evolution of DRR and P-wave speed for S1-8 and S1-10. It is obvious 
that four phases can be observed in terms of P-wave speed evolution:  
(1) initial drop  












































(3) obvious decrease and  
(4) failure.  
The evolution of DRR for εc, εt and εl are also plotted in the same figure. For εc and εt, three 
phases can be observed: 
(1) initial increase  
(2) stationary phase  
(3) failure.  
The phase of obvious decrease is missing compared with P-wave evolution. However, the 
evolution of εl has a good consistency with the P-wave speed. The four-phase characteristic is 
also observed in the trend of εl. A small difference between the trend of P-wave speed and DRR 
is observed in the initial phase: the P-wave speed shows an initial decrease whereas DRR shows 
an increase. This is due to the effect of dynamic loading. The closure of intrinsic cracks of 
concrete results in a lower DRR value during the first several cycles. The obvious decreasing 
trend of DRR in the third phase is well consistent with the P-wave speed. It is suggested that 
when ultrasonic monitoring is not available during cyclic loading, DRR of εl can be used as a 
variable to reflect the evolution trend of P-wave speed.  
Figure 3.33 illustrates the evolution of hysteresis time and cumulative AE counts for S1-8 and 
S1-10. Similar to the trend of P-wave speed, the four-phase feature is observed in terms of 
cumulative AE counts. The four phases are:  
(1) initial increase  
(2) stationary phase 
(3) obvious increase  
(4) failure.  
The trends of hysteresis time for εc, εt and εl are plotted in the same figure. For εc and εt, three 
phases can be observed:  
(1) initial decrease  
(2) stationary phase  
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(3) failure.  
The evolution of εl shows four phases similar to the trend of cumulative AE counts. The closure 
of intrinsic cracks due to the effect of cyclic loading also results in different trends for 
cumulative AE counts and hysteresis time during the first phase (the first phase of S1-10 is not 
obvious). The trend of hysteresis time for εl can best fit the evolution of cumulative AE counts. 
It indicates that the hysteresis of εl can be used as a variable to represent the evolution of 
cumulative AE counts when AE monitoring is not available. 
    
 
 
Figure 3.32 Evolution of DRR and P-wave speed versus loading time for (a) sample S1-8 
and (b) sample S1-10 
   
 







Figure 3.33 Evolution of hysteresis time and cumulative AE counts versus loading time for 
(a) sample S1-8 and (b) sample S1-10 
3.5 Failure patterns of concrete specimens 
Crack growth processes and failure patterns of brittle materials like concrete or rocks are 
different if they experience either monotonic or cyclic loading (Zhang and Zhao 2014; 
Cerfontaine and Collin 2018). It is found that under monotonic loading, almost all grains on 
the failure surface are highly cracked and failure pattern is brittle (Erarslan et al. 2014; Yang 
et al. 2015). Under cyclic loading, most grains are crack-free and failure develops mainly along 
grain boundaries. The failure patterns of concrete samples we have tested are shown in Figure 
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3.34. The eight samples are categorized into four groups according to the loading strategies. 
The samples S2-15 and S2-16 (Group 1) are monotonically loaded with loading speed of 
0.125 mm/min. The samples S1-6 and S1-7 (Group 2) are cyclically loaded, and both samples 
failed within only one cyclic loading stage. The samples S1-3 and S1-5 (Group 3) are cyclically 
loaded, and both samples failed after multi-level cyclic loading stages. During these stages, 
σmin is fixed and σmax is gradually increased. The samples S2-13 and S2-14 (Group 4) are 
cyclically loaded. These samples underwent two loading strategies: (1) σmax is fixed and σmin is 
gradually decreased, (2) σmin is fixed and σmax gradually increased. Note that the surface of 
samples of Group 4 are roughened to stick the strain gauges.  
 
Figure 3.34 Failure patterns of samples (a) Group 1 (b) Group 2 (c) Group 3 (d) Group 4 
From the viewpoint of mechanics, the failure of concrete or rocks subjected to external load, 
such as earthquakes or rockbursts, is connected with a rapid release of energy (Yin et al. 2004, 
2008; Zhang and Zhuang 2011). Monotonic loading is characterized by dominant absorption 
of energy produced by external load. This will lead to macroscopic persistent cracks or sample 
splitting, see Figure 3.34a. The samples S1-7 and S1-6 undergo 11 and 34 cycles, respectively, 
up to failure within only one cyclic loading stage. The low cycle number is caused by the higher 
level of σmax which results in larger energy absorption in each cycle. Some persistent cracks 
can be observed in Figure 3.34b and small concrete pieces are spalled from the sample. 
Compared to Group 1 and Group 2, the crack sizes observed in samples of Group 3 and Group 
4 are much smaller, no persistent cracks are observed (see Figure 3.34c and Figure 3.34d). The 
samples of Group 3 and Group 4 experienced more than 600 loading cycles. The internal 
smaller cracks (micro-cracks) are evenly distributed over the whole sample. The axial and 
lateral strain at peak stress of the last cycle for the eight samples are shown in Figure 3.35. The 
monotonically loaded samples show an obviously smaller axial strain (see Figure 3.35a) and 
lateral strain (see Figure 3.35b) than the cyclically loading samples. This illustrates that the 
unloading stages in cyclic loading enable the samples to experience larger axial and lateral 
 




strain than under monotonic loading. Thus, the unloading stages in cyclic loading can be 
beneficial to enhance the energy absorption and reduce the rapid release of energy typically 
leading to violent failure with macroscopic persistent cracks or sample splitting. 
 
Figure 3.35 (a) axial strain at peak stress of the last cycle (b) lateral strain at peak stress of 
the last cycle 
3.6 Conclusions 
The evolution of damage indicators in terms of continuum damage mechanics and dissipated 
energy can be well described by an exponential relation in case of fixed minimum load level 
and varying maximum load level and can be well fitted by a logarithmic relation for a fixed 
maximum load level and varying minimum load level. The effect of maximum load level on 
cumulative AE counts and P-wave speed is more obvious than the minimum load level. The 
axial strain for cyclically loaded concrete specimens is inhomogeneous. Top and bottom parts 
of the samples are influenced by the stiffness contrast and the dynamic effect of direct loading, 
whereas the middle part is less influenced. The maximum load level has an obvious effect on 
axial and lateral strain rate and follows an exponential relation. At peak strength the strain rate 
in the middle part is larger than that in the top and bottom parts. The energy dissipation of 
samples is also inhomogeneous when subjected to cyclic loading. At small load levels, top, 
middle and bottom parts have almost the same amount of dissipated energy. The disparity of 
energy dissipation between middle part and top/bottom part increases with increasing load level 
and reaches the peak value at ultimate strength. The negligible confinement at the middle part 
of the sample leads to such a behaviour. The frictional contact between sample surface and 
loading platen will restrict the deformation of the samples at the ends. The maximum load level 
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A P-wave ratio is proposed as ratio of P-wave speed measured at the middle and top part of the 
concrete sample, respectively. The P-wave ratio evolution shows three stages and its peak point 
is an effective precursor to predict the fatigue failure of concrete. Monotonically loaded 
concrete specimens show smaller axial and lateral strain compared to cyclically loaded samples 
at peak strength of the last cycle. The release of stored energy for samples failing after 
monotonic loading leads to larger macroscopic and persistent cracks. Due to enhanced energy 
absorption during cyclic loading the failure patterns of cyclically loaded concrete samples 
typically show smaller and more evenly distributed cracks. 
This chapter also presents the hysteresis and dynamic response characteristics of concrete 
samples exposed to multi-level fatigue loading. For specimens which failed during the first 
fatigue loading stage, hysteresis in the direction vertical to loading is more obvious than in 
loading directions. The hysteresis time shows a sudden rise when the specimen is close to 
failure. DRR experiences an initial increase and then drops to a lower value at failure. The 
maximum load level of the first cyclic loading stage has an approximately linear relation with 
DRR and hysteresis time. The hysteresis time increases with maximum load level whereas 
DRR shows an opposite trend. For specimens which experienced multi-loading stages, a slight 
increase of the maximum load level can reduce the hysteresis time and increase DRR. The 
hysteresis time shows a strong nonlinear rise when the maximum load level is close to the 
fatigue strength. The evolution with respect to the DRR of lateral strain is well consistent with 
the four-phase trend of P-wave speed during the cyclic loading. The trend with respect to 
hysteresis time of lateral strain has strong similarity with the evolution of cumulative AE counts. 
DRR and hysteresis time of lateral strain can be used as damage variables when ultrasonic and 
AE monitoring are not available. The maximum load level has more pronounced effect on DRR 
and hysteresis time than the minimum load level. 
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4. Numerical simulation of fatigue testing 
This chapter presents particle based numerical simulations to replicate the mechanical 
behaviour of concrete specimens tested in the laboratory as documented in Chapter 3. The 
linear parallel bonded model (LPBM) implemented in Particle Flow Code (PFC) is the basic 
microscopic contact mode, which was extended to simulate cyclic fatigue. The LPBM was first 
proposed by Potyondy and Cundall (2004). A brittle geo-material can be represented by a dense 
packing of non-uniform-sized circular or spherical particles that are bonded together at their 
contact points. The LPBM has been developed and modified by many scholars to simulate the 
complex mechanical behaviour of cemented solids (Li et al. 2017b), hydro-fracturing 
(Komoróczi et al. 2013; Ju et al. 2018; Liu et al. 2018a), and crack propagation of geo-materials 
(Park and Min 2015; Han et al. 2017; Shang et al. 2018). As a typical DEM approach, PFC has 
the advantage to replicate the micro structure itself and the micro structural interactions 
between grains. The model can more naturally reproduce the macroscopic behaviour of brittle 
geo-materials, such as plasticity and viscosity when subjected to various loading conditions 
(Potyondy and Cundall 2004; Potyondy 2007). The breakage of a bond between two connected 
particles can explicitly represent the damage to demonstrate the formation and coalescence of 
micro fractures (Chang et al. 2002; Schöpfer and Childs 2013). The microstructures of plain 
concrete and a real rock (shale) are illustrated by SEM photos in Figure 4.1 (Shang et al. 2014; 
Semnani and Borja 2017).  
 
Figure 4.1 SEM photos of (a) plain concrete (Shang et al. 2014) (b) natural shale rock 
(Semnani and Borja 2017) 
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As shown in Figure 4.1, compared to plain concrete, the structures of rocks are coarser and 
more heterogeneous in general. There are several options to consider the heterogeneity in 
particle based methods: use of spheres with different diameters, use of non-spherical particles 
such as clumps or clusters (Stahl and Konietzky 2011; Li et al. 2017a; Song et al. 2018c; Song 
and Konietzky 2019) or use of bonds with different diameters and property distributions. Also, 
alone the random placement of particles in an assembly creates heterogeneity which creates 
complex force and moment transmission networks. Therefore, the adoption of PFC can well 
characterize the heterogeneity of typical geo-materials. In addition, the released strain energy 
at the connected bonds at failure can also be monitored and related to physical mechanisms of 
AE events. 
4.1 Introduction of LPBM  
LPBM is an ideal model to mimic the cemented material which can exhibit a rich set of 
emergent behaviours that correspond evert well with rocklike materials, at the same time the 
dominate fracture and failure behaviours of rocklike materials can be well simulated. Due to 
the fact that the LPBM is the basic microscopic contact model used in the numerical simulation, 
a comprehensive understanding of the force, moment and displacement update in LPBM is 
important to understand the simulations of fatigue testing.  
 
Figure 4.2 Concept and rheological components of the LPBM 
As shown in Figure 4.2, the LPBM provides the behaviour of two interfaces:  
(1) The first interface is called linear elastic interface, it is equivalent to the linear model: it 
does not resist relative rotation, and slip is accommodated by imposing a Coulomb limit on the 
shear force and it cannot bear tensile stresses. 
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(2) The second interface is called a parallel bond interface. When bonded, it acts in parallel 
with the first interface. When the second interface is bonded, it resists relative rotation, and its 
behaviour is linear elastic until the strength limit is exceeded and the bond breaks, making it 
unbonded. When the second interface is unbonded, it carries no load. The unbonded linear 
parallel bond model is equivalent to the linear model. 
The update of the localized contact force and contact moment for LPBM is shown in Equation 
4.1 
                  c l d p c p
F F F F M M   
                                            (4.1) 
Where Fc is the contact force, Fl is the linear force, Fd is the dashpot force, Fp is the parallel 
bond force, Mc is the parallel bond moment which is equal to the moment of parallel bond 
interface Mp because the linear group doesn’t contribute to the moment transmission. The 
update of linear contact force is shown in Equation 4.2 
        
  
     
0
0 0
min ,0 incremental update
min ,0 when min ,0
ln ln n n











     
                 (4.2) 
Where Fln and Fls are linear normal and shear forces. kn and ks are linear normal and shear 
stiffness. Δδn and Δδs are relative normal and shear displacement increments. (Fln)0 and (Fls)0 
are linear normal and shear forces at the beginning of the time step. μ is the friction coefficient. 
The update of the dashpot force is shown in Equation 4.3. ‘Full normal’ means that the normal 
force can be either compressive or tensile. ‘No-tension normal’ means that normal force is 
always compressive. ‘Slip-cut’ means that Fds is set to zero if the linear spring is sliding, ‘full 
shear’ means Fds sliding resistance. 
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Where Fdn and Fds are normal and shear dashpot forces, dδn and dδs are relative normal and 
shear velocities, βn and βs are normal and shear critical damping ratios, m1 and m2 are the masses 
of the two particles in contact. 
The update of the parallel bond force is shown in Equation 4.4. Where Fpn and Fps are parallel 
bond normal and shear forces, kn' and ks' are normal and shear stiffness of the parallel bond 
interface. 
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                                                  (4.4) 
The update of the parallel bond moment is shown in Equation 4.5. Where Mt and Mb are 
twisting and bending moments. I is the moment of inertia of the parallel bond cross-section. J 
is the polar moment of inertia of the parallel bond cross section. Δθt and Δθb are relative twist 
and bend rotation increments.  
         
'
'
n̂p t c b
t t s t
b b n b
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                                                     (4.5) 
The update of the maximum normal stresses and shear stresses at the parallel-bond periphery 
are shown in Equation 4.6. Where ςc is the moment-contribution factor.  
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                                                       (4.6) 
The relation between normal and shear strength of the parallel bond interface is shown in Figure 
4.3. When for two particles in contact, either the maximum normal strength σc or the shear 
strength τc is exceeded, force, moment and stiffness belonging to the parallel bond interface 
will be removed and the LPBM will become a linear elastic model, see Equation 4.7. 
      
' ', , , , 0pn ps p n sF F M K K                                                    (4.7) 
 
Figure 4.3 Failure envelope for the parallel bond 
4.2 Numerical simulation of static fatigue testing   
4.2.1 Parallel-bonded Stress Corrosion (PSC) model  
The PSC model was proposed to simulate the time-dependent stress corrosion effect that 












Figure 4.4 Typical crack-growth curve for glasses and ceramics tested in air at a constant 
temperature and chemical environment (Freiman 1984) 
The mechanism of the PSC model originates from the crack growth of glass material. The glass 
can be treated as an ideal material to apply the concepts of brittle fracturing, because it is 
homogeneous in terms of composition and structure, isotropic in its properties, and shows 
brittle crack growth (Wiederhorn et al. 1980). Thus, the conditions at the crack tip can be well 
described by the theory of Linear Elastic Fracture Mechanics (LEFM) (Anderson 2005). 
During the loading, the crack-tip stresses are proportional to the mode-I SIF, KI, which is an 
appropriate parameter to characterize the “driving force” for the crack growth process in 
tension. Each crack grows stable with a finite velocity V for SIF less than the fracture toughness, 
Kc. This phenomenon is known as subcritical crack growth. A typical V - KI diagram for glasses 
is shown in Figure 4.4. In region 1, the velocity of crack growth is controlled by the rate of 
stress corrosion reactions at crack tips. In region 2, the velocity of crack growth is controlled 
by the rate of transport of reactive species to the crack tips. In region 3, crack growth is 
controlled mainly by mechanical rupture and is relatively insensitive to the chemical 
environment. In this plot, Kth is a stress corrosion threshold, below which no crack growth is 
observed.  
In the PSC model it is assumed that time-dependent behaviour of silicate rock is controlled by 
a stress corrosion effect (the existence of water can weaken the Si-O bonds of the material) and 
that this reaction can be represented using the reaction-rate theory, for which the reaction 
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Where V0 is an experimental damage constant, E* is the apparent activation energy, υ+ is the 
activation volume, σ is the crack-tip stress, R the universal gas constant and T is the absolute 
temperature. The apparent activation energy contains the following terms: E+ is the stress-free 
activation energy, υM is the molar volume of the glass, γ is the interfacial surface energy 
between the glass and the reaction products and ρ is the radius of curvature of the crack tip. 
This Equation 4.8 is the basic logic for the damage-rate law of the PSC model, by introducing 
Equation 4.8 into the PSC model and considering the following four assumptions: 
(1) The stress corrosion effect just weakens the connected cement (bond) of two grains. 
However, it does not affect the grain (stiffness, volume, shape) itself.  
(2) The uniform remove rate of bond material is proportional to the crack velocity in Equation 
4.8. The rate of material removal is defined as corrosion rate. 
(3) The corrosion rate is stress-dependent. 
(4) Stress corrosion happens only when the applied stress is larger than the threshold level. 
By integrating Equation 4.8, the corrosion rate of diameter, dD/dt, can be expressed by 
Equation 4.9.  
        
    *0d exp / exp /d
D
V E RT RT
t
    
                                      (4.9) 
Where α is the constant of proportionality between corrosion rate and reaction rate. Therefore, 
Equation 4.9 can be expressed as Equation 4.10 when threshold value σa is considered. 
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                                             (4.10) 
Where σ is the applied stress, σc is the critical stress or tensile strength. β1, β2 are damage rate 
constants. The damage rate in PSC is similar to LEFM, as shown in Equation 4.11. 
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                            (4.11) 
Where Kc is the fracture toughness, Kth is the stress corrosion threshold, and α1 and α2 are 
material constants that vary with temperature and chemical environment. Figure 4.5 illustrates 
the bond weakening (stress corrosion) process in the PSC model.  
 
Figure 4.5 PSC model: bond diameter reduction rate 
Forces and moments belonging to the parallel bond are transmitted through the parallel bond 
interface. The bond forces are related to the relative bond displacements. This relation can be 
expressed by stiffness matrix k, force vector F and displacement vector d, see Equation 4.12 
and Equation 4.13. 
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When the external load is larger than the damage threshold, the bond diameter starts to reduce 
from the original value D0. When the bond diameter is reduced to λD0 (λ is the bond radius 
multiplier, 0 < λ < 1), both the effective stiffness and the bond force are correspondingly 
reduced. The stiffness which is represented by stiffness matrix k is reduced because of the 
effect of reduction in the bond cross-sectional properties A, I and J. Where A is the bond cross-
section area. I is the moment of inertia of the parallel bond cross-section. J is the polar moment 
of inertia of the parallel bond cross section. A, I and J after damage are given by Equation 4.14.  
3
2 44
, PFC2D NA, PFC2D, PFC2D
' ' '
, PFC3D , PFC3D, PFC3D
A A I I J J
 
 
     
                    (4.14) 
Equation 4.12 is transferred into Equation 4.15 with damage involved in stiffness matrix kd. 
Equation 4.16 shows the damage of stiffness matrix in 2D and 3D.  
       
     dF k d                                                         (4.15) 
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          (4.16)                 
4.2.2 Application of PSC model for static fatigue simulation 
In literature (Potyondy 2007), the PSC model is used to replicate the static fatigue behaviour 
of  Lac du Bonnet granite (Schmidtke and Lajtai 1985). Figure 4.6 illustrates numerical 
simulation results and corresponding data from static fatigue tests of Lac du Bonnet granite at 
a confinement of 0.1 MPa. The two bond reducing parameters β1 and β2 in Equation 4.10 are 
assigned with different values in 2D and 3D models, see Equation 4.17. Figure 4.6 shows that 
the numerical simulations can well replicate the relation between lifetime and stress ratio. 
Because this thesis concentrate on cyclic fatigue, the numerical simulations of static fatigue 
tests are not discussed further.  
 




Figure 4.6 Application of PSC model for static fatigue testing (Potyondy 2007) 
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4.3 Numerical simulation of single-level fatigue testing     
4.3.1 Nonlinear Parallel-bonded Stress Corrosion (NPSC) model   
 
Figure 4.7 Potential NPSC models (Bond diameter versus loading time) 
Compared to constant load in static fatigue simulations, cyclic loading is characterized by a 
more complex transmission process of forces and moments. According to the PSC model, the 
damage rate, which is represented by the reduction speed of the bond diameter, is constant in 
the PSC model. However, for cyclic loading it is necessary to describe the damage speed in a 
more complex manner in order to reproduce the observed laboratory test results. Therefore, 
nonlinear parallel-bonded stress corrosion (NPSC) models are proposed to simulate cyclic 
loading. Figure 4.7 illustrates some potential NPSC models. In this thesis, we focus only on 
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4.3.2 Application of NPSC model for single-level fatigue testing  
4.3.2.1 Modelling of stress-controlled cyclic loading  
For rock-like materials, the stress-controlled loading strategy is often adopted for fatigue 
testing (Xiao et al. 2009, 2010; Liu and He 2012; Lei et al. 2017). Stress-controlled laboratory 
tests were used to calibrate the numerical simulations.  
In numerical modelling, loading strategies commonly use boundary walls to run strain-
controlled experiments. A wall is usually used as loading platen in PFC (Kulatilake et al. 2001; 
Potyondy 2007, 2015; Bahaaddini et al. 2013; Park and Min 2015; Zhao et al. 2015). However, 
here we present a uniaxial stress-controlled loading method. This can be properly implemented 
through so-called clumps (a clump refers to a fixed unbreakable ball assembly with overlap). 
In order to make the contact smooth (similar to a wall boundary), the Dense Clump Block wall 
(DCB-wall) is proposed. The DCB-wall is composed of pebbles with same radii r. The distance 
between two pebbles of a DCB-wall are 2r, 0.5r and 0.25r, respectively. With decreasing 
pebble distance the number of contact points of a DCB-wall increases, see in Figure 4.8. 
 
Figure 4.8 DCB-walls with different number of overlapping pebbles 
The contacts between the ball assembly and the loading platen serve as force transmission. An 
uneven contact distribution can result in undesirable stress concentrations. It becomes clear 
that a DCB-wall with higher number of pebbles generates a smoother force transmission, which 
is in agreement with loading platen in laboratory tests, see Figure 4.9. 
 
Figure 4.9 Contacts between assembly and DCB-wall 
In order to select the most proper DCB-wall as loading platen, a calibration of DCB-wall is 
needed. The calibration is performed in four steps. First, the ball assemblies are generated with 
identical micro parameters to guarantee identical properties. Second, uniaxial compressive 
strength (UCS) tests are conducted with different DCB-walls and loading rates. Third, UCS 
tests with different loading methods and loading rates are compared like shown in Figure 4.10.   
2r
0.25r
Pebble DCB (2 Pebbles)
0.5r
2r
DCB (4 Pebbles) DCB (8 Pebbles)
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Figure 4.10a illustrates the axial strain rates (solid coloured lines) for DCB loading method and 
axial strain rates (dash coloured lines) for wall loading method (wall). The curves of axial strain 
rate under DCB loading and wall loading conditions before failure are highly linear and 
coincident, which demonstrates elasticity of the assembly before reaching peak stress. Figure 
4.10b illustrates typical stress-strain curves of two concrete samples (2.13 g/cm3 (ρ), 125 mm 
height (H), 50 mm diameter (ψ), loading rate 5 MPa/min) during uniaxial compressive 
laboratory tests and numerical simulations. It is obvious that the stress-strain curves of 
laboratory tests are more coincident with the numerical simulation results using DCB loading 
conditions (green triangle symbols in Figure 4.10b). Figure 4.10c shows UCS results for 
assemblies tested under different loading conditions and loading rates. It is observed that the 
UCS values obtained by a DCB-wall with 4 pebbles is closest to the values obtained by using 
a wall. Therefore, all further simulations use a DCB-wall with 4 pebbles. The mechanical age 
refers to the product of time-step and total calculated steps. 
 
 
Figure 4.10 (a) axial strain vs. mechanical age: numerical simulations (b) axial stress-strain 
curves: laboratory tests and numerical simulations with DCB loading (c) UCS obtained with 
different DCB-walls 
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A sinusoidal loading (same as in laboratory fatigue tests) is implemented in PFC via the internal 
programme language FISH (Figure 4.11). Due to hardware limitations, the wave form for the 
laboratory testing is constructed by only seven sampling points for each cycle, whereas the 
wave form for the numerical simulation is represented by a continuous sinusoidal equation and 
a high resolution (sampling rate) of 15 kHz. So little difference of loading wave form can be 
observed in Figure 4.11, but it doesn’t has major influence on the result of the simulations. 
        
Figure 4.11 Wave form for laboratory tests and numerical simulations 
4.3.2.2 Sensitivity analysis and parameter calibration 
First of all, the micro mechanical parameters of LPBM have to be calibrated by mechanical 
laboratory tests. The data of the concrete specimen numbered S1-7 are used for the sensitivity 
analysis. The physical properties are shown in Table 4.1. The stress-strain curve of S1-7 during 
the fatigue test is shown in Figure 4.12. 
Table 4.1 Geometrical and physical properties as well as loading parameters for S1-7 
Length  Diameter  Density P-wave speed Loading frequency  Cyclic load level 
[mm] [mm] [g/cm3] [m/s] [Hz] [% UCS] 
125.51 50.22 2.10 3730 0.4 40-95 
 












































Figure 4.12 Stress-strain curve of sample S1-7 during laboratory fatigue test 
The main parameters which have to be calibrated (see Figure 4.12) are: 1. Residual axial strain 
ε (difference value of the axial strain between two consecutive cycles at the minimum load 
level); 2. Elastic modulus E (secant modulus between maximum and minimum load points) 
and 3. Fatigue life N (total number of cycles until failure). The plastic axial strain includes total 
plastic axial strain εpt and plastic axial strain of each cycle εp. The elastic modulus E includes 
the elastic modulus of the initial cycle Ei and the elastic modulus after initial cycle Ec. The 
fatigue life N is a significant parameter directly related to the damage rate in the NPSC model. 
4.3.2.3 Calibration of Young’s modulus 
As visible in Figure 4.12, the stress-strain curve is nonlinear during the loading stage of the 
initial cycle. This behaviour has been described in many publications (Ge 1987; Ge et al. 2003; 
Bagde and Petroš 2005; Xiao et al. 2009; Liu and He 2012; Momeni et al. 2015). The 
nonlinearity indicates that the concrete itself has undergone some plastic deformations from 
point A to point B (Borja 2013), but even more important are the plastic deformations inside 
the two interfaces between sample and loading platens. No special attention has been paid to 
capture the obvious initial phase of plastic deformations. Although this is a general 
shortcoming and should be overcome in future research, it is of minor importance for the 
subsequent modelling of cyclic fatigue.  The corresponding elastic modulus is equivalent to the 
secant modulus from point A to point B as shown in Figure 4.12. Ei is determined by two sets 
of stiffness parameters: 1. the stiffness of linear contact interface kn and ks; 2. the stiffness of 
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parallel bond interface kn' and ks'. The subscripts n and s indicate normal and shear direction, 
respectively. The calibration of Ei should be considered together with the calibration of Ec. The 
sensitivity analysis revealed that the ratio of kn/kn' directly influences both, Ei and Ec when the 
ratio of kn/ks and kn'/ks' is fixed. In this thesis a value of 2.5 is used for kn/ks and kn'/ks' as 
suggested by Potyondy and Cundall (2004) and Qin and Zhang (2011). The conversions 
between Young’s moduli and normal stiffness are different for linear contact and parallel bond 
as shown in Equation 4.18. El is the elastic modulus for the linear contact and Ep is the elastic 
modulus for the parallel bond. Where R1 and R2 are the radii of the two particles in contact. 































                                       (4.18) 
 
Figure 4.13 Stress-strain curves for different values of kn/kn' (a) 0.001 (b) 0.05 (c) 0.14 (d) 0.4 
Figure 4.13a-d illustrate the stress-strain curves for different ratio of kn/kn'. El and Ep are usually 
suggested to have the same value (Potyondy and Cundall 2004), so the ratio of kn/kn' is equal 
to A for the suggested method. The simulation result for kn/kn' =A is shown in Figure 4.13a. 
Such a simulation cannot simulate the difference in the stress-strain curves between the initial 
cycle and the later cycles. Furthermore, the residual strain almost remains the same with 
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Ec and kn and is restricted to a reasonable range, then Ei is calibrated based on the effect of kn 
and kn' and the ratio of kn/kn'. As Figure 4.13 shows, for kn/kn' equal to 0.05, the numerical 
stress-strain behaviour fits well the laboratory results. So the ratio 0.05 of kn/kn' is used in 
subsequent numerical simulations.   
4.3.2.4 Calibration of plastic axial strain 
The plastic axial strain is extensively used as damage variable for evaluation of lab tests (Xiao 
et al. 2010; Sun et al. 2017; Song et al. 2018a) and in numerical simulations (Liu et al. 2017; 
Sinaie et al. 2018). As shown in Figure 4.12, the plastic strain includes the total plastic axial 
strain εpt and plastic axial strain of each cycle εp. When the bond tensile or shear strength is 
reached, force and moment carried by the parallel bond interface are set to zero due to the 
removal of interactions at the parallel bond interface. Increasing plasticity in the normal 
direction can be realized by the evolution of bond breakages. The normal contact force ΔFcn is 
update as shown in Equation 4.19. ΔFln, ΔFdn and ΔFpn are the increments of linear force, 
dashpot force, and parallel bond force in normal direction. 

























                                              (4.19) 
Un is the increment of relative normal displacement between two particles; βn is the normal 
critical damping ratio; mc is the mass of the two particles in contact and A is the contact area 
between the two particles. ΔFd is extremely small compared to ΔFln and ΔFpn. Therefore, 
Equation 4.19 can be transformed into Equation 4.20  





cn ln pn n n n
n cn n n
F F F U k k A
U F k k A
    
  
                                     (4.20) 
When the bond is not broken, the relative displacement is calculated by Equation 4.20. When 
the bond is broken, the update of ΔFpn is removed and Equation 4.20 is transformed into 
Equation 4.21. The micro plastic deformation Up in the normal direction induced by bond 
breakage is equivalent to the difference value of Equation 4.21 and Equation 4.20 when the 
increment of contact force has not changed (see Equation 4.22). 
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                                                  (4.22) 
This combination of micro plastic deformations between particles can reproduce the 
macroscopic plastic deformation of an assembly. The total normal plastic deformation of an 
assembly is calculated by Equation 4.23 for stress-controlled loading conditions, where n is the 
number of broken bonds. The phenomenon that the number of broken bonds is proportional to 
the plastic deformation of an assembly can be observed for various loading conditions based 
on the LPBM (Cho et al. 2007; Yoon et al. 2012; Bahaaddini et al. 2013; Itasca Consulting 
Group Inc. 2014; Vervoort et al. 2014; Park and Min 2015).  













                                                    (4.23) 
The linear reduction of bond diameter in the PSC model has limited effect in terms of 
replicating the complex evolution of plastic strain. Therefore, the NPSC model (Figure 4.7) is 
proposed. In order to choose the most appropriate time-dependent reduction strategy for bond 
diameter, logarithmic, linear, exponential and multi-stage reduction strategies were evaluated 
by comparing stress-strain curves and axial plastic strains, see Figure 4.14. The stress-strain 
curve shows ‘loose-dense-loose’ characteristics in laboratory tests, also documented by Ge et 
al. (2003) and Xiao et al. (2009). The simulation strategy shown in Figure 4.14a shows that 
most distinct features of ‘loose-dense-loose’ are reproduced according to the laboratory tests. 
The axial strain evolution is plotted in Figure 4.14e. It is obvious that the observed three-phase 
characteristic of axial strain in laboratory tests is well reproduced with all four functions. From 
the viewpoint of axial strain evolution and total residual strain at failure, it can be concluded 
that the logarithmic function delivers a perfect fit with the laboratory results. Therefore, it is 
suggested that a logarithmic reduction of the bond diameter should be adopted for numerical 
simulation of fatigue tests when a sample fails in a single cyclic load level.   
 






Figure 4.14 Stress-strain curves with different reduction strategies of bond diameter (a) 
logarithmic function (b) linear function (c) exponential function (d) multi-stage function (e) 
strain evolution for different reduction strategies of bond diameter 
Figure 4.15 shows that the total plastic axial strain at failure εpt in uniaxial fatigue tests is larger 
than the corresponding value ε0.95pk in a uniaxial compressive test. The values of εpk is also 
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1: rmul = -0.168ln(t) + 0.1617
2: rmul = -24.65t + 1.0247
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smaller than εpt. This result is also observed by other researchers (Ge et al. 2003). This indicates 
that cyclic loading increases the axial strain at failure compared to static loading. It is essential 
to reproduce this behaviour also in the simulations. Therefore εpt has to be calibrated. Figure 
4.16 shows the relation between strain evolution and number of bond breakages. Figure 4.16a 
and Figure 4.16b document, that plastic axial strain at failure (the eleventh cycle) is 
proportional to the number of bond breakages (like the linear relation shows in Figure 4.16c). 
 
Figure 4.15 Stress-strain curves for uniaxial compressive and fatigue tests 
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Figure 4.16 Relation between strain evolution and number of bond breakages (number of 
cracks) (a) axial strain evolution (b) crack evolution (c) plastic axial strain at failure vs. 
number of bond breakages 
The sensitivity analysis documents that εpt at failure is dominated by bond tensile strength. 
When a specific tensile strength is applied, number of bond breakages and whole plastic strain 
are controlled by cyclic load level and critical diameter multiplier λ (value of multiplier at 
failure). For simulation of monotonic loading, the bond tensile strength is usually calibrated on 
UCS (Potyondy and Cundall 2004). However, for cyclic loading the maximum axial strain 
cannot be increased to a value larger than the maximum axial strain in UCS tests, like shown 
in Figure 4.15. So, bond tensile strength should be assigned according to the calibration of the 
whole axial strain. Figure 4.17 illustrates the simulated stress-strain curves with different bond 
tensile strength values compared to the laboratory test of S1-7. Figure 4.17 shows that εpt 
decreases with decreasing tensile strength. The relation between bond tensile strength εpt and 
critical value of λ is plotted in Figure 4.17e. The relation between bond tensile strength and εpt 
is well fitted by a linear function. The relation between bond tensile strength and critical value 
of λ is well fitted by a logarithmic function. By comparing simulation and laboratory results, 
the bond tensile strength is suggested to be 1.5e7 Pa. 





































Figure 4.17 Stress-strain curves with different tensile strength values (a) 1.5e7 Pa (b) 1.2e7 
Pa (c) 0.9e7 Pa (d) 0.6e7 Pa and (e) relation between bond tensile strength, εpt and critical 
value of λ 
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4.3.2.5 Calibration of fatigue life 
The fatigue life N is defined as total number of load cycles until the sample fails. It is controlled 
by cyclic load level, tensile strength of bonds and critical value of λ (value at failure). When 
specific bond tensile strength and cyclic load level are applied, the critical value of λ is the 
unique unknown quantity, and it needs to be assigned to predict or calibrate fatigue life. The 
approach to determine critical value of radius multiplier is similar to the simulation of static 
fatigue which is proposed by Potyondy (2007). In detail, a constant load which is equal to the 
upper limit of cyclic load level is applied to the sample. Then the bond diameter gradually 
decreases following a linear function up to failure. Finally, the critical value of λ with respect 
to applied cyclic load level and tensile strength can be obtained.  
4.3.3 Simulation results based on single-level fatigue testing 
Test data from four samples (Sample S1-1, S1-3, S1-5 and S1-7) are selected from 16 artificial 
rock (concrete) samples to calibrate the numerical model. Load level and physical properties 
are documented in Table 4.2. The simulation results are illustrated in Figure 4.18 to Figure 
4.21. S1-7 failed in the first cyclic loading stage, and S1-1, S1-3, S1-5 remained stable in the 
first cyclic loading stage with 20 cycles. It is obvious that the simulation results fit almost 
perfect the axial strain evolution. This documents that the NPSC model is capable to reproduce 
the mechanical fatigue behaviour even under different load levels. It is worth noting that only 
stiffness parameters of parallel bond (kn', ks') have to be changed by a small amount to better 
fit the modulus of concrete samples caused by the natural scatter of physical properties. The 
other parameters remained unchanged in the simulations of all four samples. The stress-strain 
curve of S1-7 shows the ‘loose-dense-loose’ three-phase characteristics and for S1-1, S1-3, but 
for S1-5 only the ‘loose-dense’ two-phase characteristic is observed.  
Table 4.2 Loading parameters and material properties for S1-1, S1-3, S1-5 and S1-7 
Sample  Length  Diameter  Density P-wave speed Load frequency  Cyclic load level 
Unit [mm] [mm] [g/cm3] [m/s] [Hz] [MPa] 
S1-1 125.31 50.12 2.10 3481 0.4 6.56 - 15.05 
S1-3 125.60 50.21 2.10 3606 0.4 6.56 - 12.36 
S1-5 125.74 50.17 2.12 3657 0.4 6.56 - 14.18 
S1-7 125.51 50.22 2.10 3730 0.4 6.56 - 16.82 
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Figure 4.18 Simulation result of S1-1 (a) stress-strain curve (b) evolution of residual axial 
strain vs. number of cycles 
 
Figure 4.19 Simulation result of S1-3 (a) stress-strain curve (b) evolution of residual axial 
strain vs. number of cycles 
        
Figure 4.20 Simulation result of S1-5 (a) stress-strain curve (b) evolution of residual axial 
strain vs. number of cycles 
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Figure 4.21 Simulation result of S1-7 (a) stress-strain curve (b) evolution of residual axial 
strain vs. number of cycles 
The evolution of the radius multiplier λ for the NPSC model for the four samples is plotted in 
Figure 4.22. It can be seen that with increasing maximum cyclic load level, the radius multiplier 
reduction becomes stronger, which demonstrates that the damage evolution is stronger at higher 
load levels, which is also verified by laboratory tests (Xiao et al. 2010). It is also found that 
when maximum load level is small, like for S1-3 (65% UCS) and S1-5 (75% UCS), the 
evolution of λ is almost the same, which indicates that the load level is below the critical fatigue 
value, always defined as 80% UCS (Rao and Ramana 1992).  
 
Figure 4.22 Evolution of radius multiplier for S1-1, S1-3, S1-5, and S1-7 
4.3.4 Simulation of AE in single-level fatigue testing 
Cumulative AE counts and cumulative AE energy are two main indexes to represent the 
evolution of damage. In LPBM, the bond breakage can explicitly represent the formation and 
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coalescence of micro cracks (Hazzard and Young 2000; Potyondy and Cundall 2004; Potyondy 
2007) and the number of cracks can be used to represent the cumulative AE counts. Figure 4.23 
shows the cumulative AE counts for S1-7. The relation between number of cracks and number 
of cycles N shows linearity in the laboratory tests, but non-linearity is observed in the 
simulations. 
         
Figure 4.23 (a) number of cracks vs. number of cycles in simulations (b) cumulative AE 
counts vs. number of cycles in laboratory tests 
The LPBM has the advantage of tracking and calculating the energy between particles. When 
a bond between particles breaks, the bond strain energy Ek will be released and tracked. Ek is 
updated according to Equation 4.24. A special function is used to accurately track the location 
of bond breakage and the amount of released energy Ek. Figure 4.24 shows a schematic diagram 
of AE energy simulation. The area of the circle in the enlarged figure are proportional to the 
amount of released bond strain energy. The circle centre is the location of the micro crack 
(source of AE energy). Figure 4.25 illustrates the cumulative Ek and the cumulative AE energy 
of S1-7 in laboratory tests. The trend of Ek during the simulations is very similar to the trend 
of cumulative AE energy during laboratory tests, especially the evolution characteristic at the 
last two cycles before failure.  
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Figure 4.24 Scheme of AE monitoring in numerical simulations 
  
Figure 4.25 (a) cumulative released bond strain energy vs. number of cycles (b) cumulative 
AE energy vs. number of cycles 
4.4 Numerical simulation of multi-level fatigue testing   
4.4.1 Multi-level Stress Corrosion (MSC) model  
Many laboratory test results document that axial strain rate and dissipated energy are stress-
dependent during cyclic loading (Liu and He 2012; Oneschkow 2016; Lei et al. 2017; Liu et 
al. 2018b; Song et al. 2018a). This indicates that a change of load level (σmax, σmin) has direct 
influence on the damage during cyclic loading. Namely, the damage of cyclically loaded 
material is stress-dependent. The basic logic of the MSC model is to quantitatively characterize 
the damage with respect to the load level during multi-level cyclic loading. For cyclic loading 
stages in which the sample do not fail, the axial strain rate is quite small compared to the failure 
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equal to 1) which represents the stable status of the sample. A smaller constant of λ (less than 
1) can lead to larger axial strain rate according to Equation 4.16. The value of λ determines the 
strain rate during stable cyclic loading stages. The principle of the MSC model with stepwise 
or continuous increase or decrease of σmax and σmin is illustrated in Figure 4.26. The damage, 
characterized by reduction of the bond diameter (determined by λ) is also changing. 
Considering the generality and applicability of the model, a clear and general form of the 
relation between damage and load levels (σmax and σmin) should be established. Based on the 
results of multi-level compressive cyclic loading, this section investigates the quantitative 
relation of damage rate with respect to both, σmax and σmin via numerical simulations.  
4.4.2 Application of MSC model in multi-level fatigue testing  
Different from the simulation of single-level fatigue testing, the numerical simulation of multi-
level fatigue testing is based on PFC3D. A three-dimensional numerical model can more 
realistically replicate the interactions between grains and better characterize the mechanical 
behaviour of concrete samples in the laboratory testing. 
 
 
Figure 4.26 Illustration of some potential MSC models 
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4.4.2.1 Implementation of a 3D stress-controlled cyclic loading system 
 
Figure 4.27 Particle based stress-controlled 3D loading system 
The stress-controlled 3D cyclic loading system implemented in PFC3D is shown in Figure 4.27. 
The applied numerical loading strategy is the same as those used in the laboratory tests. A 3D 
dense clump block-wall (DCB-wall) is generated acting as stiff and unbreakable loading platen. 
As shown in Figure 4.27, the square shaped DCB is composed of 1681 (41 × 41) pebbles. The 
distance between two pebbles is 0.25 times the pebble radius. The contacts of the two sample 
interfaces (upper interface ball-pebble contact and bottom interface ball-wall contact) are also 
plotted in Figure 4.27. It can be observed that the contact of both interfaces are evenly 
distributed within the range of the sample section. The contact normal directions are almost 
vertical to the loading platen, which is consistent with the loading platen used during the 
laboratory tests (Song et al. 2019d).  
4.4.2.2 Stress wave transmission  
The numerical model should well reproduce the cyclic waveform to guarantee the accuracy of 
the stress transmission. Figure 4.28a and Figure 4.28b show the waveforms: laboratory testing 
vs. numerical simulation. It indicates that the sinusoidal stress waveform is well reproduced in 
the numerical simulation. Figure 4.28c illustrates that the numerical assembly has the same 
geometry as the laboratory specimen. Three measure spheres (upper, middle and bottom) are 
selected to check the vertical (Z-Z direction) stress wave transmission. Figure 4.28d shows the 
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vertical stress within the three measuring spheres. All the three curves show the sinusoidal 
shape and document good consistency during the multi-level loading stages. Therefore, Figure 
4.28 proves that the vertical stress transmission in the numerical model is almost homogeneous 
and consistent with the stress-wave in laboratory testing.   
 
Figure 4.28 (a) stress waveform in laboratory testing (b) stress waveform in numerical 
simulation (c) layout of three measure circles (d) measured vertical (Z-Z) stress within the 
three measure circles 
4.4.2.3 Micro-parameters assignment  
The microscopic parameters of the numerical model are listed in Table 4.3. In order to 
guarantee the homogeneity of the macroscopic strength of numerical samples, the strength 
related micro-parameters σt, ϕ and f are fixed and only stiffness related parameters (kn, ks and 
kn', ks') vary in a limited range to better fit the macroscopic parameters such as Young’s 
modulus and Poisson’s ratio. The detailed parameter calibration is similar to that described in 
section 4.3.2 and is not presented in detail anymore here. 
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4.4.3 Simulation results based on multi-level fatigue testing 
4.4.3.1 Multi-level cyclic loading with gradual increase of σmax 
The simulation with multi-level cyclic loading and gradual increase of σmax is based on three 
concrete samples (S1-5, S1-12 and S2-13). All three samples experienced at least four cyclic 
loading stages with different load levels. Physical properties and loading scheme are listed in 
Table 4.4 and Table 4.5.  
Table 4.4 Physical properties of samples S1-5, S1-12 and S2-13 
Sample Wave velocity [m/s] Dyn. elastic modulus Length Diameter Density Mass 
No. P-wave S-wave [GPa] [mm] [mm] [g/cm3] [g] 
S1-5 3657 2260 25.83 125.74 50.17 2.12 527.22 
S1-12 3832 2459 30.11 126.09 50.18 2.17 538.90 
S2-13 4096 2289 28.75 123.74 50.31 2.16 531.32 
 
Table 4.5 Cyclic loading scheme of samples S1-5, S1-12 and S2-13 
Sample Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 
No. Cyclic load level [MPa] 
S1-5 6.56 – 14.16 6.56 – 16.00 6.56 – 16.44 6.56 – 16.90 6.56 – 17.33 
S1-12 6.89 – 16.48 6.89 – 17.46 6.89 – 17.90 6.89 – 18.35 6.89 – 18.81 
S2-13 7.12 – 12.37 7.12 – 13.36 7.12 – 14.31 7.12 – 15.29  
 
For the three specimens, the first ten cycles of each cyclic loading stage are selected to calibrate 
the numerical model. According to Equation 4.16, the reduction of the bond diameter will lead 
to an increase of axial strain at the end of each cycle. Namely, a smaller bond diameter will 
result in a larger residual strain rate during the cyclic loading. Many publications documented 
that an increase of σmax leads to a larger residual axial strain rate (Liu et al. 2011, 2018b; Lei et 
al. 2017; He et al. 2018; Song et al. 2018a). A typical stress-strain relation during multi-level 
cyclic loading of S1-5 (five stages) is shown in Figure 4.29. A preliminary logic for MSC can 
be established, so that the bond diameter of two bonded particles should decrease to a smaller 
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value with increasing σmax when a sample experiences several cyclic load levels. It can be 
observed from Figure 4.29b and Figure 4.29c that, the residual strain rate during the initial 
stage is quite large compared to the following stages, which is attributed to the fact that the 
sample shows a compaction effect during the first several cycles of the initial stage. Before the 
initial cyclic loading stage, the sample is intact and the bond radius multiplier, λ, should start 
with 1, which represents the undisturbed (undamaged) sample. Therefore, for the initial stage, 
λ should decrease starting from 1. The NPSC model has revealed that for the initial cyclic 
loading stage, a logarithmic reduction of bond diameter can best replicate the stress-strain curve. 
For the MSC model, we adopt a linear reduction to achieve a more general and simpler law in 
terms of damage evolution during the initial cyclic loading stage.    
 
Figure 4.29 (a) stress and strain curves of S1-5 during five cyclic loading stages (b) residual 
strain evolution during five stages (c) enlarged residual axial strain 
For the selected three samples, the evolution of the bond diameter (reduction of radius 
multiplier λ) with respect to σmax is plotted in Figure 4.30. It is shown that, except for the initial 
cyclic loading stage, λ of all the three samples remains small and constant with increase of σmax 
during the following loading stages. The initial cyclic loading stage is described by a linear 
reduction of λ due to the quite large axial strain rate induced by the compaction effect. A rise 
of λ is observed from the first to the second loading stage, which is attributed to a sudden drop 
of the strain rate during the second loading stage. This indicates that the compaction effect has 
disappeared after the initial loading stage, and the sample enters into the stable stage.  
Reduction of λ is not the only factor to accelerate the strain rate, the rise of σmax can also 
contribute to a larger strain rate, as shown by Equation 4.25.  
         max
d /d ( , , )a N f D                                                       (4.25) 
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As shown in Figure 4.30, the relation between λ and σmax for all three samples follow an 
exponential function (the initial stage is not fitted). With continuous increase of σmax, the 
reduction speed of λ decreases. The stress-strain relations (hysteresis loop) for S1-5, S1-12 and 
S2-13 are shown in Figure 4.31a to 4.31c. As shown in Figure 4.31, the curves of the simulation 
(red dashed lines) show good consistency with laboratory test results (solid black lines). It can 
be observed that during the cyclic loading stages without sample failure, the elastic modulus in 
different loading stages is almost constant. This documents that damage induced by cyclic 
loading during the stable stages cannot be obviously reflected by the deterioration of elastic 
modulus. To more precisely characterize the damage in different loading stages, a more 
sensitive indicator is adopted: the axial strain rate (dεa/dN). The axial strain rate is composed 
of two parts: first: residual strain rate (dεar/dN) and second: peak strain rate (dεap/dN).     
 
Figure 4.30 Evolution of bond radius multiplier (λ) for (a) S1-5 (b) S1-12 and (c) S2-13 
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Figure 4.31 Hysteresis loops: laboratory testing and PFC3D simulations for (a) S1-5 (b) S1-12 
and (c) S2-13 
Figure 4.32 shows the evolution of residual strain (εar) and peak strain (εap) observed during 
laboratory tests and numerical simulations for three samples. During each cyclic loading stage, 
the first ten cycles are selected: S1-5 and S1-12 have 50 cycles in total (5 stages) and S2-13 
has 40 cycles (4 stages). Residual and peak strain rate are separately plotted by bar figures for 
each loading stage. As shown in Figure 4.32a to Figure 4.32f, the numerical simulation results 
show high consistency in terms of both, strain evolution and strain rate with respect to the 
laboratory tests. The initial cyclic loading stage always has the largest residual/peak strain rate 
due to the compaction effect. In the following cyclic loading stages, residual/peak strain rate 
nonlinearly increase with σmax. The value of σmax for each loading stage is also marked at the 
top of the bars in Figure 4.32. The good consistency between laboratory tests and numerical 
simulations demonstrates that the evolution of λ versus σmax (exponential relation between λ 
and σmax) as presented in Figure 4.30 can well reproduce the behaviour of axial strain at the 
peak as well as at the end of a cycle. This also verifies that a smaller bond diameter (smaller λ) 
will result in a larger axial strain rate during the multi-level cyclic loading in the simulations.     
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Figure 4.32 (a) residual strain evolution of S1-5 (b) peak strain evolution of S1-5 (c) residual 
strain evolution of S1-12 (d) peak strain evolution of S1-12 (e) residual strain evolution of 
S2-13 (f) peak strain evolution of S2-13 
Figure 4.33 illustrates the relation between axial stress, λ, and number of cracks for the three 
samples in the simulations. Sample S1-12 (222 cracks) has obviously more cracks than the 
other two samples (84 cracks for S1-5 and 10 cracks for S2-13). This is because σmax of S1-12 
(18.81 MPa) is larger than those of S1-5 (17.33 MPa) and S2-13 (15.29 MPa). For S1-5 and 
S1-12, the number of cracks suddenly increases at the final cyclic loading stage whereas for 
S2-13 it remains at the same number after the initial stage. This demonstrates that the small 
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value of σmax for S2-13 has less effect on cracks compared with the other samples which have 
larger σmax. For S1-12, it is observed that during the initial cyclic loading stage, the number of 
cracks quickly rises and reaches 151, which counts for 68% of the total number of cracks at the 
end, whereas for the other two samples, the ratio of cracks formed at the initial cyclic loading 
stage is much lower than for S1-12. This indicates that the damage of the initial cyclic loading 
stage for S1-12 is quite large. This results from the large σmax during the initial cyclic loading 
stage (16.48 MPa for S1-12). The smaller σmax during the initial cyclic loading stage 




































































































Figure 4.33 Relation between axial stress, radius multiplier and number of cracks for (a) S1-
5 (b) S1-12 (c) S2-13 
4.4.3.2 Multi-level cyclic loading with gradual decrease of σmin 
The simulation on multi-level cyclic loading with gradual decrease of σmin is based on two 
concrete samples (S1-8 and S2-14). The two samples experienced five cyclic loading stages 
with fixed σmax and gradual decreasing σmin. Physical properties and loading scheme are listed 
in Table 4.6 and Table 4.7.  
Table 4.6 Physical and geometrical properties of sample S1-8 and S2-14 
Sample Wave velocity [m/s] Dyn. elastic modulus Length Diameter Density Mass 
No. P-wave S-wave [GPa] [mm] [mm] [g/cm3] [g] 
S1-8 3731 2331 27.39 126.31 50.08 2.14 529.12 
S2-14 4046 2323 28.63 123.70 50.45 2.11 521.75 
 
Table 4.7 Cyclic loading scheme for S1-8 and S2-14 
Sample Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 
No. Cyclic load level [MPa] 
S1-8 8.32 – 16.88 7.42 – 16.88 6.56 – 16.88 5.67 – 16.88 4.86 – 16.88 
S2-14 7.13 – 15.29 6.15– 15.29 5.21 – 15.29 4.31 – 15.29 3.34 – 15.29 
 
The evolution of λ during the multi cyclic loading stages for S1-8 and S2-14 is illustrated in 
Figure 4.34. Unlike the evolution tendency of λ (see Figure 4.30), best fitting between 
laboratory tests and numerical simulations requires that the value of λ remains constant during 
the different cyclic loading stages (except for the initial cyclic loading stage) when σmin 
continuously decreases and σmax is fixed. According to the laboratory test results, the effect of 
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σmin on axial strain evolution and strain rate is not as sensitive and obvious than σmax. The 
constant value of λ can reproduce the behaviour of strain evolution which varies in a relatively 
limited range. Another observation is that the value of λ during the loading stages with 
decreasing σmin and fixed σmax is always larger compared to loading stages with increasing σmax 
and fixed σmin. This indicates that the damage resulting from decreasing σmin is much lower than 
for increasing σmax. 
 
Figure 4.34 Evolution of bond radius multiplier (λ) for (a) S1-8 (b) S2-14 
The hysteresis loops of laboratory tests and numerical simulations are illustrated in Figure 4.35. 
Figure 4.35a and Figure 4.35g show the hysteresis loops of all five stages. Some overlaps in 
Figure 4.35a and Figure 4.35g can lead to an unclear picture of detailed hysteresis loops in each 
different loading stage. Therefore, Figure 4.35b - Figure 4.35f show the hysteresis loops of 
laboratory tests and numerical simulation for S1-8 for the five cyclic loading stages. Plots of 
detailed loops for S2-14 are shown in Figure 4.35h to Figure 4.35l. It is known that based on 
the evolution strategy of λ (see Figure 4.34), the hysteresis loop of numerical simulation is 
highly consistent with the laboratory test results. As shown in Figure 4.35, the elastic modulus 
of S1-8 and S2-14 is not influenced by reduction of σmin. The characteristics of the hysteresis 
loop shape can be also replicated by the simulations. It is observed that with decrease of σmin, 
the enclosed area of a single loop grows, which means that the energy dissipated during one 
cycle increases when σmin decreases. This is also consistent with laboratory test results. The 
conclusion can be drawn that, when λ is fixed, reduction of σmin in the simulation will lead to 
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Figure 4.35 Stress-axial strain loop of S1-8 (a) five stages (b) 1st stage (c) 2nd stage (d) 3rd 
stage (e) 4th stage (f) 5th stage; Stress-axial strain loop of S2-14 (g) five stages (h) 1st stage (i) 
2nd stage (j) 3rd stage (k) 4th stage (l) 5th stage 
Similar to Figure 4.32, the evolution of axial strain and strain rate for S1-8 and S2-14 is 
analysed and discussed in Figure 4.36. Laboratory testing and simulation reveal quite similar 
patterns in terms of peak and residual strain evolution tendency. As indicated by the bars in 
Figure 4.36, peak and residual strain rate show a substantial drop after the initial loading stage, 
followed by fluctuations in a small range with decreasing σmin. The value of σmin for each 
loading stage is marked above the bars. In terms of hysteresis loop and strain evolution, the 
relation between λ and σmin as proposed in Figure 4.34 is quite effective to reproduce the main 
mechanical behaviour of the concrete sample when exposed to loading where σmin decreases 
and σmax is fixed. 
 
 



































































































18  S1-8 Laboratory testing
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Figure 4.36 (a) residual strain evolution of S1-8 (b) peak strain evolution of S1-8 (c) residual 
strain evolution of S2-14 (d) peak strain evolution of S2-14 
4.4.3.3 Multi-level cyclic loading with both, gradual decrease of σmin and increase of σmax 
Sections 4.4.3.1 and 4.4.3.2 have presented the MSC model with samples subjected to two 
different cyclic loading strategies during multi-level stages. When σmin is fixed and σmax 
gradually increases, the results of laboratory tests and numerical simulation show good 
agreement when the bond diameter (radius multiplier λ) decreases following an exponential 
law. When σmax is fixed and σmin gradually decreases, the simulation shows good agreement 
when the bond diameter remains constant after the initial cyclic loading stage. This is the basic 
logic of the MSC model.  
In order to validate the MSC model under the condition that σmin decreases and σmax increases, 
laboratory results of sample S1-10 are used. The properties of S1-10 are shown in Table 4.8 
and the loading scheme in Table 4.9. Sample S1-10 experienced six cyclic loading stages and 
two loading strategies as discussed in sections 4.4.3.1 and 4.4.3.2. From stage one to three, σmax 
is fixed and σmin decreases; from stage four to stage six, σmin is fixed and σmax increases.  
Table 4.8 Physical and geometrical properties of sample S1-10 
Sample Wave velocity [m/s] Dynamic elastic modulus Length Diameter Density Mass 
No. P-wave S-wave [GPa] [mm] [mm] [g/cm3] [g] 
S1-10 3790 2432 29.52 125.76 50.14 2.17 538.41 
 
Table 4.9 Cyclic loading scheme of S1-10 
Sample Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 Stage 6 
No. Cyclic load level [MPa] 
S1-10 4.85 – 16.87 3.11 – 16.87 1.43 – 16.87 1.43 – 17.78 1.43 – 18.24 1.43 – 18.67 
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Based on the MSC model, Figure 4.37 shows the evolution of λ during the six cyclic loading 
stages. In the initial stage, λ follows a linear reducing from 1 to 0.8, which can better replicate 
the compaction effect during the initial cyclic loading stage. Then λ remains constant with a 
value of 0.9 during the second and third cyclic loading stages, which corresponds to the 
condition of fixed σmax and decreasing σmin, λ starts to reduce in an exponential manner with 
gradual increasing σmax.  
 
Figure 4.37 Evolution of bond radius multiplier (λ) for S1-10 
Figure 4.38a shows the hysteresis loop of S1-10 for both, laboratory test and numerical 
simulation. Figure 4.38b shows residual strain evolution and residual strain rate. As shown in 
Figure 4.38b, the residual strain rate remains almost constant when σmin deceases and σmax is 
fixed, whereas the residual strain rate obviously increases when σmax starts to rise. The 
comparison between laboratory testing and numerical simulation proves that the MSC model 
can well reproduce the stress-strain behaviour and the change of residual strain rate when a 
concrete sample is subjected to multi-level and different cyclic loading strategies.  
 
Figure 4.38 (a) stress-strain loop of five stages of S1-10 (b) residual strain evolution of S1-10 
Figure 4.39 documents the crack evolution during all the six cyclic loading stages. During the 
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number of cracks increases much faster due to the gradual rise of σmax. This is one of the reasons 
leading to the larger strain rate as shown in Figure 4.38b, the other reason is the reduction of λ 
from 0.7 to 0.58. 
 
Figure 4.39 Relation between axial stress, radius multiplier and number of cracks for S1-10 
4.4.4 Simulation of AE in multi-level fatigue testing 
The acoustic emission (AE) technology is often used during laboratory cyclic testing as an 
effective failure precursor (Cai et al. 2007; Fan et al. 2017; Zhang et al. 2018; Li et al. 2019). 
During the simulations the bond breakages can be precisely tracked. The number of broken 
bonds are often related to the number of micro cracks (Hazzard and Young 2000). The AE 
energy in the PFC simulations is related to the bond strain energy (Ek). It is stored in the parallel 
bonds of the LPBM. The determination of Ek is shown in Equation 4.26. When the bond breaks, 
Ek will be released, therefore Ek represents a physical mechanism similar to a real AE event in 
a laboratory test. The process diagram in Figure 4.40 shows the logic to collect cumulative AE 
energy during simulations.  
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Figure 4.40 Process diagram of AE energy monitoring 
Figure 4.41a and Figure 4.41b illustrate the number of cumulative AE hits and cumulative AE 
energy observed during laboratory testing and numerical simulation with six cyclic loading 
stages for S1-10. The cumulative AE hits observed during laboratory testing show three parts: 
the first and the sixth stage show a larger growth rate than the stages two to five. In the 
numerical simulations, the fast increase of AE hits during the initial stage is not reflected due 
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to the fact that almost no bonds are broken during the first cyclic loading stage. This is due to 
the fact that a sphere used in PFC simulations is much larger than the actual mineral grains of 
the concrete. The larger slope during the sixth stage is consistent with laboratory results which 
indicates that a large number of cracks emerge during this stage. The curves of the cumulative 
AE energies (laboratory testing and simulation) show much better agreement than the AE hits. 
Even though the AE hits in laboratory testing during the initial cyclic loading are large, the 
cumulative AE energy is small only holds a relatively small amount. Later the AE energy 
shows a stepwise increase which is also duplicated in the simulations. For both, laboratory 
testing and simulation, the largest increase rate of AE energy occurs in the sixth stage. 
 
Figure 4.41 (a) cumulative AE hits: laboratory testing and simulation (b) cumulative AE 
energy: laboratory testing and simulation 
The 3D spatial distribution of broken bonds and AE energy for S1-10 is illustrated in Figure 
4.42 and Figure 4.43, respectively. Eight stages are selected to reflect the evolution of crack 
distribution and AE energy. These eight stages correspond to the eight points in time marked 
in Figure 4.41 (point a - point h). Figure 4.42 precisely reflects the location of AE events (bond 
breakage). However, the AE energy cannot be characterized quantitatively. The spheres in 
Figure 4.43 are proportional to the amount of released bond strain energy Ek. The sphere centre 
is the position of the broken bond (source of AE energy). The two enlarged areas in Figure 4.43 
emitted large energy (strong events) and small energy (small events), respectively.  
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Figure 4.42 Crack evolution of S1-10 during the simulation for points in time (a) - (h) 
according to Figure 4.41 
 
Figure 4.43 AE energy evolution S1-10 during the simulation for points in time (a) - (h) 
according to Figure 4.41 
4.5 Conclusions  
Based on the LPBM in PFC2D, the NPSC model is proposed to simulate the mechanical 
behaviour of concrete subjected to single-level cyclic loading. The time-dependent damage 
during fatigue tests is reflected by the nonlinear reduction in bond diameter between two 
bonded particles. Based on PFC3D, the MSC model is proposed to simulate the mechanical 
behaviour of concrete subjected to multi-level cyclic loading and calibrated on laboratory tests. 
The MSC model considers the quantitative relation of the time and stress dependent damage 
with respect to the maximum and minimum load during cyclic loading. The damage in the 
numerical model is characterized by reducing the bond diameter. The damage during the multi-
level cyclic loading is a time-stress-dependent variable. The following conclusions can be 
drawn: 
1. The stress-controlled loading is realized by adoption of a dense clump block wall (DCB-
wall). The stress-controlled loading is capable to simulate different load levels under 
monotonic and repeated loading. Applicability and effectiveness of stress-controlled loading 
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are validated through uniaxial compressive cyclic loading tests. The stress wave transmission 
during the stress-controlled loading regime is homogenous and is consistent with laboratory 
testing. 
2. Based on the calibration of laboratory tests, it is found that the PSC model has limited effect 
on simulating the fatigue characteristics of concrete. The proposed NPSC model is capable to 
reproduce the mechanical fatigue behaviour including damage of rock-like materials under 
single-level cyclic loading. The logarithmic function in NPSC model gives the best fit with 
laboratory test results. The reduction speed of bond diameter increases with increasing 
maximum cyclic load level. 
3. The proposed MSC model is capable to reproduce the mechanical fatigue behaviour of 
concrete materials under multi-level cyclic loading. The main logic of the MSC model is that 
for the initial cyclic loading stage, the bond diameter follows a linear reduction due to the 
compaction effect in laboratory testing. For the consecutive cyclic loading stages where σmax 
increases and σmin is fixed, the bond diameters remain constant during each loading stage. For 
further stages, the bond diameter reduces following an exponential function with respect to 
σmax. For the consecutive cyclic loading stages where σmin decreases and σmax is fixed, the bond 
diameter remains constant after the initial cyclic loading stage. This indicates that the damage 
effect induced by an increase of σmax is more pronounced than a decrease of σmin during multi-
level cyclic loading. 
4. The evolution of axial strain, peak/residual strain rate, and the shape of hysteresis loop in 
numerical simulation adopting the MSC model are compared and calibrated via laboratory test 
results. Laboratory testing and numerical simulations show a quite similar pattern.  
5. A three-dimensional numerical AE monitoring system is proposed for PFC3D. The 
cumulative AE energy can be precisely and quantitatively characterized by the release of the 
bond strain energy. The results of cumulative AE energy measured during laboratory tests and 
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5. Hysteresis energy based fatigue prediction method 
5.1 Hysteresis energy based fatigue indicators  
For brittle geo-materials, the phase shift between stress and strain is distinctive in fatigue 
loading tests (Vasseva 1993; Mayergoyz 2003; Ibarra et al. 2005; Xi et al. 2006; Tutuncu et al. 
2012; Hu et al. 2018; Song et al. 2018b; Zhang et al. 2020). At the loading stage, the phase 
shift between stress and strain can be zero, positive or negative. However, at the unloading 
stage, the stress is always ahead of strain (Xi et al. 2006). If the phase shift is zero, the material 
is completely elastic and there is no hysteresis. Hence, the value of phase shift can reflect the 
degree of deviation from elasticity. When the plastic damage is large, the phase shift between 
stress and strain is obvious. Three typical stress-strain curves obtained by fatigue loading tests 
are plotted in Figure 5.1. In Figure 5.1a, the three types of stress-strain curves represent (a) 
elasticity (b) moderate hysteresis and (c) obvious hysteresis, where points A, B, C are the 
maximum stress points and A', B', C' are maximum strain points. When hysteresis appears, the 
maximum stress and strain values do not coincide, like plotted in Figure 5.1b. Only use the 
phase shift to evaluate the degree of hysteresis is not comprehensive and accurate enough, 
because it cannot quantitatively characterize the effect of stress and strain on hysteresis. 
Therefore, the hysteresis energy density (HED) is defined as the work done from maximum 
stress value (B) to maximum strain value (B'), see purple area in Figure 5.1c. See also 
corresponding Equation 5.1, where the ε1 and ε2 are the corresponding strains as shown in 
Figure 5.1c. The dissipated energy density (Ud) is defined as the area of the hysteresis loop 
within one single cycle, see pink area in Figure 5.1c and corresponding Equation 5.2. The 
hysteresis energy ratio (HER) is defined as the value of HED/Ud, which represents the 
percentage of hysteresis energy in Ud. Therefore, HER is a damage variable characterizing the 
degree of hysteresis by considering the effect of stress and strain. The hysteresis occurrence 
ratio (HOR) is defined as the number of cycles with hysteresis (Nh) divided by the total selected 
cycle number (Nw): HOR= Nh/Nw. According to the loading scheme, 50 cycles are the least 
number of cycles for a single cyclic loading stage, so Nw in our investigations is 50 cycles for 
convenient comparison between different specimens. For other tests, Nw can be chosen 
arbitrary, but should contain enough cycles to get a reliable data base. HOR is a variable to 
evaluate the occurrence probability of hysteresis.  
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Figure 5.1 (a) three typical stress-strain hysteresis loops (b) hysteresis of stress and strain (c) 
schematic diagram of Ud, HED and HER (d) enlarged diagram for stress-strain hysteresis 
5.2 Laboratory test results 
5.2.1 Analysis of HOR 
As plotted in Figure 5.2, 40 cyclic loading stages belonging to 9 samples are selected to analyse 
HOR. Due to the fact that only Series 1 is analysed and Series 2 is not considered in Chapter 
5, the symbol ‘#’ is used to represent the sample number of Series 1 for convenience, namely 
#3 in this chapter means sample S1-3 as described in Chapter 3. #1 S1 in Figure 5.2 represents 
the first cyclic loading stage of sample #1, #5 S2 represents the second cyclic loading stage of 
sample #5 and so on. During stable loading stages (samples are not broken), the first 50 cycles 
are used for evaluation to get a robust data set. According to Figure 5.2, there are 9 stages with 
failure (marked by letter F) with respect to 9 different samples. Based on the 9 failure stages, 
it can be observed that when HOR is smaller than 75% (see green dashed line in Figure 5.2), 
concrete samples are not broken independent on load levels and loading strategies. Therefore, 
a value of 75% is defined as first critical value which is used to define a safety threshold. In 
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addition, when HOR is larger than 95% (see blue dashed line in Figure 5.2), all the concrete 
samples are broken and therefore, 95% is defined as second critical value which is used to 
define the extremely dangerous threshold. Figure 5.3 illustrates the safe and dangerous regions 
based on HOR. When HOR is located in the safe region (green area), concrete samples will not 
fail in the current cyclic loading stage. When HOR is located in the dangerous range (blue grid 
filled area), concrete samples have relatively high possibility to break. When HOR is in the 
extremely dangerous region (marked with red vertical lines), the concrete sample is extremely 
prone to fail within the next few cycles.     
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Figure 5.3 Safety prediction based on HOR 
In Chapter 3, it is concluded that the accumulated dissipated energy (Ua) has a direct 
relationship with maximum cyclic load level (σmax), minimum cyclic load level (σmin) and 
loading frequency (f). Thereupon, the effect of σmax, σmin and f on HOR is investigated and the 
laboratory results are plotted in Figure 5.4. 
 
Figure 5.4 (a) effect of σmax and f on HOR (b) effect of σmin on HOR 
According to the detailed loading strategies documented in Table 3.2, Figure 5.4a illustrates 
the effect of σmax on the evolution of HOR. #12 and #5 experienced 7 and 5 consecutive cyclic 
loading stages, respectively, and represent the progressively increasing σmax when σmin is fixed 
to 0.4 UCS. The data can be well fitted by exponential functions which coincide with the 
relation between dissipated energy and σmax in our former research. The blue triangular symbols 
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σmax. As documented in Figure 5.4a, the fitting line for the first cyclic loading stage has a steeper 
slope than #5 and #12. This indicates that gently and progressively increasing σmax in the 
consecutive cyclic loading stages (red and black symbols in Figure 5.4a) will reduce the growth 
rate of HOR compared to the single cyclic loading stage (blue symbols in Figure 5.4a). In 
Chapter 3, it is also documented that a slowly, but gradually increase of σmax reduces the growth 
rate of the accumulated dissipated energy. This phenomenon can be explained from the 
viewpoint that the gradual increment of σmax will consolidate the sample and enhance the 
elasticity of the concrete. As the loading frequency of #12 is two times that of #5, the slope of 
the fitting line for #12 is steeper than that for #5. This demonstrates that increasing loading 
frequency may increase the speed of HOR increment when σmax is progressively enhanced. For 
#8, σmax is fixed and σmin is gradually reduced from 0.5 UCS to 0.1 UCS. The effect of σmin on 
HOR is illustrated in Figure 5.4b. The data can be fitted by a logarithmic function which is 
again coincident with the relation between dissipated energy and σmin in (see Chapter 3). To 
sum up, increasing of σmax and reduction of σmin will increase the value of HOR which also 
increases the failure probability. This indicates that the effect of σmax and σmin on dissipated 
energy and HOR have similarities. 
As shown in Table 3.2, #8 and #10 experienced two types of loading: firstly fixing σmax and 
gradually decreasing σmin, then fixing σmin and increasing σmax. Hence, both σmax and σmin 
changed during the cyclic loading. During the fatigue test, ultrasonic P-wave speed is measured 
to monitor the damage evolution. Figure 5.5 illustrates the evolution of P-wave speed and HOR 
for #8 and #10 during the cyclic loading. Many researchers have found that the evolution of P-
wave speed is directly related to the occurrence of hysteresis. Reduction of P-wave speed is 
always associated with a pronounced hysteresis phenomenon. It can be observed that, when 
σmax is fixed, decrease of σmin results in gentle reduction of P-wave speed and HOR moderately 
increases at the same time. In the second loading strategy, the reduction of P-wave speed is 
more obvious with increase σmax. This demonstrates that σmax is more dominant than σmin in 
terms of damage evolution. HOR also experiences a sudden rise due to the increase of σmax, 
however, different from evolution of P-wave speed, a subsequent reduction of HOR is observed 
after the first increasing of σmax. This indicates that increase of σmax will interrupt the balanced 
status of hysteresis in the former loading strategy. The concrete shows a self-adapting 
mechanism when new value of σmax is applied.    
 





Figure 5.5 HOR and P-wave speed evolution for (a) #10 (b) #8 
5.2.2 Analysis of HER 
HOR describes the safety based on the occurrence probability of hysteresis and therefore serves 
as a failure indicator for concrete subjected to cyclic loading. However, if HOR has reached 
the second critical value and the concrete has entered the extremely dangerous region, a second 
failure indicator is needed at that moment for more accurate prediction of failure. HER can 
meet the requirement of a second failure indicator and has the following advantages: 1. HER 
is dimensionless with a range between [0 - 1]. 2. HER has a distinctive physical meaning and 
reflects both, the hysteresis energy and the dissipated energy. Apart from HER, the 
accumulated hysteresis energy (AHE) is also available to continuously reflect the evolution of 
hysteresis. AHE refers to the cumulative HED up to a given cycle number. The corresponding 
equation to calculate AHE is shown in Equation 5.3. The slope of curve AHE versus N 
represents the change of hysteresis energy with ongoing cycling.  




                                                         (5.3) 
HER versus number of loading cycles for 9 samples are shown in Figure 5.6 to Figure 5.13. In 
cyclic loading stages without failure, the first 50 cycles are selected to analyse AHE and HER. 
When the concrete samples are not broken, it is obviously that HER is smaller than the critical 
value which is equal to 0.3 in this research (see the blue lines in Figure 5.6 to Figure 5.13). As 
shown in Figure 5.10, #6 and #7 are the only two samples that have experienced only a single 
cyclic loading stage up to the failure. AHE of #6 and #7 show the three-stage characteristics 
with same evolution tendency of axial strain (εa) and accumulated dissipated energy (Ua) in 
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phase with small value (HER < 0.3) and 2. phase with large value (HER > 0.3). This 
demonstrates the advantage of HER as failure indicator because there is no need to identify the 
third stage compared to failure indicators which have a three-stage characteristic, such as 
dissipated energy or axial strain. Except for #6 and #7, as shown in Figure 5.9, Figure 5.11, 
Figure 5.12 and Figure 5.13, the samples which experienced multi-cyclic loading stages (#5, 
#12, #10 and #8) also show the two-stage characteristic in terms of HER. This indicates that 
the two-stage characteristic of HER is a general feature for both, single and multi-stage cyclic 
loading. In addition, for multi-stage cyclic loading, it can be observed that the scatter of HER 
in the first several cyclic loading stages is larger than in the later ones. It also manifests that 
the elasticity of the concrete is enhanced with the gradual increase of cyclic load level. This 
explains the result in Figure 5.4a that progressive increase σmax at lower cyclic load level results 
in a smaller slope of HOR (red dashed line in Figure 5.4a) compared to samples subjected to 
higher cyclic load level in the first cyclic loading stage (blue dashed line in Figure 5.4a). 
 
Figure 5.6 AHE and HER versus load cycles for (a) #1 S1 (b) #1 S2 
 















































































































































Figure 5.7 AHE and HER versus load cycles for (a) #2 S1 (b) #2 S2 (c) #2 S3 
 
 

















































































































































Figure 5.9 AHE and HER versus load cycles for (a) #5 S1 (b) #5 S2 (c) #5 S3 (d) #5 S4 (e) 
#5 S5-1 (f) #5 S5-2 
 






































































































































































































Figure 5.10 AHE and HER versus load cycles for (a) #7 S1 (b) #6 S1 






































































































































































































Figure 5.11 AHE and HER versus load cycles for (a) #12 S1 (b) #12 S2 (c) #12 S3 (d) #12 
S4 (e) #12 S5 (f) #12 S6 (g) #12 S7 
 









































































































































































































































































































































































Figure 5.12 AHE and HER versus load cycles for (a) #8 S1 (b) #8 S2 (c) #8 S3 (d) #8 S4 (e) 














































































































































































































Figure 5.13 AHE and HER versus load cycles for (a) #10 S1 (b) #10 S2 (c) #10 S3 (d) #10 
S4 (e) #10 S5 (f) #10 S6-1 (g) #10 S6-2 
As described in Chapter 3, in the framework of the dissipated energy method, Ua reflects the 
evolution of the cumulative dissipated energy. The slope of the curve Ua/N versus N represents 
the speed of energy dissipation. Figure 5.14 illustrates the effect of σmax and loading frequency 
on Ua/N and AHE/N. The relation between Ua/N and σmax can be fitted by an exponential 
function. According to Table 3.2, #5 experienced 5 consecutive cyclic loading stages with σmax 
increasing from 0.75 UCS to 0.925 UCS and #12 experienced 7 consecutive loading stages 
with σmax increasing from 0.9 UCS to 1.075 UCS. As shown in Figure 5.14a, the speed of 
energy dissipation in the first cyclic loading stage (blue triangular symbols) is larger than in 
the following ones with gradually increasing σmax (red round symbols for #5 and black square 
symbols for #12). The influence of loading frequency on Ua/N is limited under the condition 
that loading frequency is increased from 0.4 Hz to 0.8 Hz. The curves shown in Figure 5.14a 
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are very similar to those shown in Figure 5.14b. The relation between AHE/N and σmax also 
follows an exponential relation. The gradual increase of σmax starting from a smaller value can 
reduce the growth rate of AHE. A smaller growth rate of AHE is beneficial to the stability of 
concrete.  
 
Figure 5.14 (a) effect of σmax and f on Ua/N (b) effect of σmax and f on AHE/N 
Figure 5.15 illustrates the effect of σmin on cumulated speed of Ua and AHE. The relation 
between Ua/N, AHE/N and σmin follows a logarithmic relation. The effect of σmin on Ua/N and 
AHE/N is not that obvious compared to σmax. This indicates that σmax has a more dominant 
influence on the damage evolution than σmin which is coincident with the results shown in 
Figure 5.5. 
 
Figure 5.15 (a) effect of σmin on Ua/N (b) effect of σmin of on AHE/N 
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y = -422.6ln(x) + 1649.8
R² = 0.9267








5.3 In situ application of the fatigue prediction method 
The proposed two-step approach is more like a real-time monitoring method. The critical 
values for HOR and HER do not include the load levels directly. This indicates that the 
proposed prediction method has a more general applicability than other common methods (such 
as the S-N curve). In laboratory testing or field applications, two independent but synchronized 
channels should record peak stress and peak strain during one cycle. An automatic recognition 
program should be inserted in the testing system to detect whether peak stress point and peak 
strain point are coincident or not. If the two points are not coincident, Nh will be determined. 
The method is illustrated in Figure 5.16.  
 
Figure 5.16 Scheme to illustrate the determination of Nh during laboratory testing or in-situ 
application 
The two-step analysis described above can be applied in engineering practice as follows (see 
also Figure 5.17). First, perform laboratory tests with samples of the specific material (e.g. 
concrete or rock) to define critical (limit, threshold) values for HOR and HER. Second, 
determine actual HOR and HER values by stress and strain measurements in-situ. This can be 
done continuously or - in a more economical way – only at several points in time. Finally, 
actual values have to be compared with the critical values to classify the current state and safety 
of the construction element. The two-step prediction approach seems to provide a more precise 
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failure criterion compared to other classical approaches. More detailed investigations are 
necessary to proof if the proposed approach is robust. 
 
Figure 5.17 Flow chart of two-step prediction approach for engineering applications 
5.4 Conclusions 
As a fatigue damage indicator, HOR has two critical values. The two critical values for the 
specific concrete we used in laboratory testing are 75% and 95%. When HOR is under 75%, 
the concrete has no risk to fail, when HOR is between 75% and 95%, the concrete has the 
possibility to break, when HOR is larger than 95%, the concrete is extremely prone to fail 
already in the current cyclic loading stage. In addition, if HOR is larger than 75% and HER is 
larger than 0.3 at the same time, the concrete will fail within next few cycles. All the tested 9 
 




concrete samples confirmed this statement. It is worth noting that the critical values of HOR 
and HER are material specific parameters. For different materials, fatigue testing should be 
conducted to get the specific critical values for HOR and HER. Due to the in general similar 
material behaviour of concrete and brittle rocks it can be assumed, that the proposed two-step 
approach can also be applied in rock mechanics. To get reliable and robust values for HOR and 
HER it is suggested to perform at least 50 cycles in each load level. It is also suggested that the 
time interval between the two consecutive data points should be small enough. In our laboratory 
testing, the time interval between two data points is as small as 0.02 seconds. 
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6. Conclusions and outlook 
6.1 Main conclusions  
In this thesis, the fatigue behaviour of concrete subjected to compressive cyclic loading has 
been investigated based on laboratory tests and numerical simulations. In laboratory testing, 
single and multi-level cyclic loading regimes were carried out. The evolution of axial/radial 
strain, dissipated energy, acoustic emission (AE) characteristics, ultrasonic wave speed and 
dynamic response behaviours are analysed. In the numerical simulations, the Nonlinear 
Parallel-bonded Stress Corrosion (NPSC) model and the Multi-level Stress Corrosion (MSC) 
model were proposed to replicate the mechanical behaviour of concrete samples under single-
level and multi-level cyclic loading. Based on the Linear Parallel Bonded Model (LPBM), AE 
events and AE energy are simulated and calibrated on the data set obtained from laboratory 
testing. A real time fatigue prediction method is proposed based on the hysteresis damage 
indicator. The main conclusions of this thesis are: 
1. The evolution of damage indicators in terms of continuum damage mechanics and dissipated 
energy can be well described by an exponential relation in case of fixed minimum load level 
and varying maximum load level and can be well fitted by a logarithmic relation for a fixed 
maximum load level and varying minimum load level. The effect of maximum load level on 
cumulative AE counts and P-wave speed is more obvious than minimum load level.  
2. The axial strain for cyclically loaded concrete specimens is inhomogeneous. Top and bottom 
parts of the samples are influenced by the stiffness contrast and the dynamic effect of direct 
loading, whereas the middle part is not influenced. The maximum load level has an obvious 
effect on axial and lateral strain rate and follows an exponential relation. At peak strength the 
strain rate in the middle part is larger than that in the top and bottom parts.  
3. The energy dissipation of samples is also inhomogeneous when subjected to cyclic loading. 
At small load levels, top, middle and bottom parts have almost the same amount of dissipated 
energy. The disparity of energy dissipation between middle part and top/bottom part increases 
with increasing load level and reaches the peak value at ultimate strength. The maximum load 
level has a more pronounced effect on energy dissipation than the minimum load level does.  
4. A P-wave ratio is proposed as ratio of P-wave speed measured at the middle and top part of 
the concrete sample, respectively. The P-wave ratio evolution shows three stages and its peak 
 




point is an effective precursor to predict the fatigue failure of concrete. Monotonically loaded 
concrete specimens show smaller axial and lateral strain compared to cyclically loaded samples 
at peak strength of the last cycle. The release of stored energy for samples failing after 
monotonic loading leads to larger macroscopic and persistent cracks. Due to enhanced energy 
absorption during cyclic loading, the failure patterns of cyclically loaded concrete samples 
typically show smaller and more evenly distributed cracks. 
5. For specimens which failed during the first fatigue loading stage, hysteresis in the direction 
vertical to loading is more obvious than in loading directions. The hysteresis time shows a 
sudden rise when the specimen is close to failure. Dynamic Response Ratio (DRR) experiences 
an initial increase and then drops to a lower value at failure. The maximum load level of the 
first cyclic loading stage has an approximately linear relation with DRR and hysteresis time. 
The hysteresis time increases with maximum load level whereas DRR shows an opposite trend. 
For specimens which experienced multi-loading stages, a slight increase of the maximum load 
level can reduce the hysteresis time and increase DRR. The hysteresis time shows a strong 
nonlinear rise when the maximum load level is close to the fatigue strength. The evolution with 
respect to the DRR of lateral strain is well consistent with the four-phase trend of P-wave speed 
during the cyclic loading. The trend with respect to hysteresis time of lateral strain has strong 
similarity with the evolution of cumulative AE counts. DRR and hysteresis time of lateral strain 
can be used as damage variables when ultrasonic and AE monitoring are not available. The 
maximum load level has more pronounced effect on DRR and hysteresis time than the 
minimum load level.  
6. Based on the LPBM in PFC2D, the NPSC model is proposed to simulate the mechanical 
behaviour of concrete subjected to single-level cyclic loading. The time-dependent damage 
during fatigue tests is reflected by the nonlinear reduction in bond diameter between two 
bonded particles. The logarithmic function in NPSC model gives the best fit with laboratory 
test results. Based on PFC3D, the MSC model is proposed to simulate the mechanical behaviour 
of concrete subjected to multi-level cyclic loading and calibrated on laboratory tests. The MSC 
model considers the quantitative relation of the time and stress dependent damage with respect 
to the maximum and minimum load during cyclic loading. The logic of the MSC model is that 
for the initial cyclic loading stage. The bond diameter follows a linear reduction due to the 
compaction effect in laboratory testing. For the consecutive cyclic loading stages where 
maximum load level increases and minimum load level is fixed, the bond diameters remain 
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constant during each loading stage. For further different stages, the bond diameter reduces 
following an exponential function with respect to the maximum load level. For the consecutive 
cyclic loading stages in which minimum load level decreases and maximum load level is fixed, 
the bond diameter remains constant after the initial cyclic loading stage.  
7. The stress-controlled loading is realized by use of a dense clump block wall (DCB-wall) in 
both, PFC2D and PFC3D numerical simulations. The stress-controlled loading is capable to 
simulate different load levels under monotonic and repeated loading. The applicability and 
effectiveness of stress-controlled loading are validated through uniaxial compressive cyclic 
loading tests. The stress wave transmission during the stress-controlled loading is homogenous 
and consistent with laboratory tests. 
8. The evolution of axial strain, peak/residual strain rate, and the shape of hysteresis loop in 
numerical simulations using the MSC model are compared and calibrated via laboratory test 
results. Laboratory tests and numerical simulations show quite similar pattern. A 3D AE 
monitoring system is proposed for PFC3D. The cumulative AE energy can be precisely and 
quantitatively characterized by the release of the bond strain energy in LPBM. The results of 
cumulative AE energy measured in laboratory tests and PFC simulations show high 
consistency during multi-level cyclic loading. 
9. A real time fatigue failure prediction method is proposed based on the Hysteresis Occurrence 
Ratio (HOR) and Hysteresis Energy Ratio (HER). HOR has two critical values. The two 
critical values for the specific concrete we used in laboratory testing are 75% and 95%. When 
HOR is under 75%, the concrete has no risk to fail, when HOR is between 75% and 95%, the 
concrete has the possibility to fail, when HOR is larger than 95%, the concrete is extremely 
prone to fail already in the current cyclic loading stage. In addition, if HOR is larger than 75% 
and HER is larger than 0.3 at the same time, the concrete will fail within next few cycles. It is 
worth noting that the critical values of HOR and HER are material specific parameters. For 
different materials, fatigue testing should be conducted to get the specific critical values for 
HOR and HER. It is also suggested that the time interval between two consecutive data points 
should be small enough. In our laboratory testing, the time interval between two data points is 
as small as 0.02 seconds.   
 
 




6.2 Recommendations for future research 
Based on the current research, future work should cover the following aspects: 
1. The fatigue behaviour of concrete subjected to more complex stresses should be considered, 
such as triaxial fatigue testing, static - dynamic coupled fatigue testing, compression - tension 
fatigue testing. 
2. Thermo-mechanical coupled fatigue testing is also a promising research direction. 
3. Random cyclic loading should be considered because it is closer to loading in-situ.  
4. The numerical model can be up-graded by more details at the microscopic level. Shapes of 
particles should be considered in a more realistic manner to duplicate actual mineral grains in 
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