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Abstract
We compute the left-right entanglement entropy for Dp-branes in string theory. We
employ the CFT approach to string theory Dp-branes, in particular, its presentation as
coherent states of the closed string sector. The entanglement entropy is computed as the
von Neumann entropy for a density matrix resulting from integration over the left-moving
degrees of freedom. We discuss various crucial ambiguities related to sums over spin
structures and argue that different choices capture different physics; however, we advance
a themodynamic argument that seems to favor a particular choice of replica. We also
consider Dp branes on compact dimensions and verify that the effects of T-duality act
covariantly on the Dp brane entanglement entropy. We find that generically the left-right
entanglement entropy provides a suitable generalization of boundary entropy and of the
D-brane tension.
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1 Introduction
String theory is the leading candidate for a theory of quantum gravity. As such one of its most
impressive results is a microscopic explanation for the Bekenstein-Hawking entropy of certain
black holes [1, 2]. In this context, and in further descriptions of black hole dynamics including
low energy emission, D-branes play a central role.
Dp-branes can be viewed as coherent states in the corresponding string theory. In this
manuscript, we explore some of its aspects from this point of view, in the hope of ultimately
clarifying their role in the context of black holes. The characteristic that we focus on is en-
tanglement entropy. A natural motivation for the study of entanglement entropy in Dp-branes
comes from the original considerations of entanglement entropy and its potential relation to
black hole entropy [3, 4]. More generally, the entanglement entropy of excited states and,
particularly, of coherent states has been recently discussed in the literature. Various results
have been obtained in the context of condensed matter [5], including also applications to the
entanglement of topologically ordered states [6].
A natural entanglement quantity, the left-right entanglement entropy (LREE) of coherent
states was discussed in [7]. Some interesting generalizations of the LREE include its formu-
lation in the more general context of arbitrary rational CFT [8], Ising model with interfaces
[9], connection with level/rank duality [10]. More recent work [11] provided an alternative
perspective on [8]; other interesting directions were discussed in [12].
Another important motivation for our work comes from the hope of constructing a model
similar to Maldacena’s eternal black hole [13]. This model, albeit in higher dimensions, describe
two coupled CFT’s and focuses on the maximally entangled states. Ultimately, we hope to
connect the left-right entanglement entropy with the thermal field theory entropy which might
have implications for a potential resolution to the information paradox. There is, indeed,
a precedent in the program of connecting entanglement entropy with thermal behavior and
aspects of black hole physics as presented in [14].
In this manuscript, we take a step further in the general considerations of LREE and address
Dp-branes states in string theory. From a technical point of view, a string theory is a CFT
with added constraints. Since we work in the context of superstring theory we find various
ambiguities in the choice and treatment of the various sectors. In this paper, we provide a
complete string-theoretic calculation of the left-right entanglement entropy of Dp branes.
The rest of the paper is organized as follows. In section 2 we review the construction of D
branes as boundary states in the closed string sector. In section 3 we introduce details of the
density matrix and our prescriptions for implementing the replica trick. Section 4 presents the
left-right entanglement entropy of Dp branes. Section 5 considers the effect of the normalization
while replicating the theory. In section 6 we advance an argument, based on a potential
thermodynamical interpretation, according to which a particular choice of correlations during
the replica process is selected. We consider the case of compact spaces and the action of T-
duality in section 7. We conclude and propose some open questions in section 8. We relegate
to a series of appendices some technical material regarding properties of the theta functions
and some explicit computations on the density matrix.
1
2 Dp Branes in String Theory
In this section we briefly review the relevant concepts of boundary states describing Dp-branes.
A detailed exposition of the subject is given in [15] from where we use most of our notation.
The preponderant geometrical view of a Dp-brane is that of a hyperplane where open strings
can end. In this context Dp-branes are boundaries for the end points of the string. In the
boundary conformal field theory approach, D-branes are boundary states of the closed string
theory emmiting or absorbing closed string states. A boundary state is constructed by solving
specific equations relating left- and right-modes of closed strings at the boundary. We work
in the light-cone gauge with light-cone directions x0 and x1 which are taken to be Dirichlet
directions. In these conventions 1 ≤ p ≤ 7. Therefore, the boundary states actually will be
describing D-instantons. However, one can perform an appropiate Wick rotation to transform
these states back into usual D-branes. For the transverse coordinates xµ, µ = 2, . . . , 9 one
can further split the index as µ = (α, i) with α = 2, . . . , p + 2 the Neumann directions and
i = p+ 3, . . . , 9 the Dirichlet directions.
The solution, using the notation of [16], is:
|k, η〉NSNS
RR
= exp
{∑
n>0
[
1
n
αµ−nSµνα˜
ν
−n
]
+ iη
∑
r>0
[
ψµ−rSµνψ˜
ν
−r
]}
|k, η〉0NSNS
RR
, (2.1)
where αn denotes the bosonic operator with n an integer and ψr is the fermionic operator and
depending on the sector, the mode number r is integer in R-R sector or half-integer in NS-NS
sector. The matrix Sµν = (ηαβ,−δi,j) denotes the Neumann or Dirichlet boundary conditions
of the Dp-brane. The boundary ground state |k, η〉0NSNS is the unique ground state of the
NS-NS sector of the bulk theory and it carries momentum k in the Dirichlet directions only.
The definition of the boundary ground state in the R-R sector is more involved but as we will
explain later, we will not be interested in the R-R sector of the boundary states. For an explicit
derivation of R-R ground state sector we refer the reader to [15]. The parameter η = ± denotes
the two different spin structures that will play a prominent role in our story.
In order to localize the boundary state (2.1) one has to take its Fourier transform:
|Bp, a, η〉NSNS
RR
= N
∫ ∏
ν=0,1,p+3,...,9
dkνeik
νaν |k, η〉NSNS
RR
, (2.2)
where a denotes the position of the boundary state, N a normalization constant and the
integration is over the Dirichlet (transverse) directions to the boundary. In the following we
consider the case a = 0 without loss of generality and in such case the boundary state is denoted
simply as |Bp, η〉.
The boundary states (2.2) by themselves do not represent a Dp-brane. One has to further
impose certain conditions based on physical grounds. One of the conditions required is GSO
invariance of the boundary states, it ensures that the boundary states couple only to the physical
spectrum of the closed string theory. This condition implies that physical boundary states are
linear combinations of the boundary states (2.2). For the NS-NS sector, the GSO-invariant
state is
2
|Bp〉NSNS =
∑
η=±
η |Bp, η〉NSNS , (2.3)
and the GSO invariant state for the R-R sector is
|Bp〉RR =
∑
η=±
|Bp, η〉RR . (2.4)
Another important condition to be imposed is the open-closed duality where the tree-level
amplitude of a boundary state with itself, describing the exchange of closed string states between
them, has to be equivalent, after an appropiate conformal transformation, to the one-loop open
string amplitude. From the CFT point of view, this is the Cardy condition. This requirement
guarantees that the open strings obtained by this duality have consistent interactions with the
original closed strings.
This last condition allows to construct the D-branes as linear combinations of physical
boundary states from different sectors. In Type IIA/B in ten dimensions there are two possi-
bilities. The BPS brane
|Dp〉 = |Bp〉NSNS + |Bp〉RR , (2.5)
where p is even (odd) in Type IIA (IIB). This is a stable brane and the open string spectrum
of the open strings beginning and ending on two D-branes is supersymmetric.
There is also a non-BPS brane defined as
|Dp〉 = |Bp〉NSNS , (2.6)
for p odd (even) in Type IIA (IIB). This is an unstable brane and the spectrum of open strings
is never supersymmetric.
3 Density matrix for D-branes
Given a system in a pure state |ψ〉, it can be characterized by the density operator ρ = |ψ〉 〈ψ|
acting on the state space H. Since the system is in a pure state, the density matrix is Hermitian
and satisfy ρ2 = ρ and Trρ = 1. If the system is factorized into two different subsystems A and
B with Hilbert space the tensor product H = HA ⊗HB, one can construct a reduced density
matrix from ρ describing the physical properties of one of the subsystems. For instance, the
reduced density matrix of subsystem A is obtained by taking the partial trace of ρ with respect
to subsystem B, that is, ρA = TrBρ. At this point, ρA allows one to describe the system A
as if it were effectively isolated from system B. However, systems A and B could be entangled
showing quantum correlations between the two systems. There are several ways to measure
entanglement. In this work we are interested in the entanglement entropy for subsystem A,
which is defined as the von Neumann entropy of the reduced density matrix ρA:
SA = −Tr ρA log ρA, (3.1)
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a similar definition follows for SB, moreover, SA = SB for a system in a pure state. One efficient
way to arrive at the entanglement entropy above is through the Re´nyi entropies
S(n)(ρA) =
1
1− n log Tr ρ
n
A = S
(n)(ρB) ,
where n ≥ 0. The entanglement entropy is then defined as SA = lim
n→1
S
(n)
A . A convenient way
to compute Tr ρnA for general real n is to employ the replica trick. This prescription consists
in computing TrρnA for n ∈ Z+ and then taking the analytic continuation to Ren > 1. By this
approach one obtains
TrρnA =
Zn(A)
Zn
, (3.2)
where Zn(A) is a partition function on a n-sheeted Riemann surface.
Typically, subsystems A and B are defined as geometric regions of the whole system. In this
paper, as in our previous one [7], we will deviate from this geometric prescription. Our whole
system is an extended object in the supersymmetric closed type IIA/B string theory. Excita-
tions of the closed string can be decomposed into a superposition of modes that travel clockwise
(left-moving) around the string and those that travel counter-clockwise (right-moving). There-
fore in this work we define the subsystems A and B as the left- and right-moving modes of closed
superstring theories, respectively. In particular, we are interested in computing entanglement
entropy of left and right modes of boundary states defining Dp-branes in string theory.
Before discussing the reduced density matrix for the subsystem A we note that in order to
define the density matrix for the branes we have to introduce a regularization factor e−H due
to the fact that boundary states are non-normalizable. In this case H is the Hamiltonian of
the supersymmetric closed string and the density matrix for the boundary state in the NS-NS
sector or R-R sector is given as
ρ
NS
R =
1
Z
e−H |Bp〉NSNS
RR
NSNS
RR
〈Bp| e−H , (3.3)
with |Bp〉NSNS
RR
are defined by Eq. (2.3) and Eq. (2.4). Note that one can consider the brane
to be localized in a as in eq.(2.2), however, the term with the position of the brane does not
contribute to trace of ρ since the adjoint brane is also taken to be localized at the same place.
Therefore, we will consider branes localized at the origin. For the BPS brane (2.5) the density
operator is ρ = ρNS ⊕ ρR. A geometrical interpretation of ρ is presented in Figure 1 where
external closed string states propagate a time , they are absorbed by a brane and after that,
they are re-emitted by the same brane propagating a time . Note that the circumference of
the cylinder displayed by the closed string state has been settled, to one, as is usual.
Let us denote the closed string states as
∣∣∣l , l˜ ,k〉. When taking the matrix elements〈
k, l , l˜
∣∣∣〉 ∣∣∣l ′, l˜ ′,k′〉 the trace imposes the periodic boundary conditions ∣∣∣l ′, l˜ ′,k′〉 = ∣∣∣l , l˜ ,k〉.
After taking the trace over the closed string states and impossing the condition Trρ = 1 one
finds that
Z = N 2
( 1
2
) 9−p
2 f 83 (q)− f 84 (q)− f 82 (q)
f 81 (q)
= 〈Dp| e−2H |Dp〉 . (3.4)
4
Figure 1: The geometrical representation of the unnormalized ρNSNS is given in (a). The lenght of each
cylinder is  with circumference 1. The figure (b) represents the interaction of two branes emitting and
absorbing closed string states in a time 2, the circumference of the cylinder is also 1.
The result of tracing is given in the first equality, this term is the same as the interaction
force between two BPS-branes given by the second equality. The geometry after taking the trace
over the closed strings is a cylinder with boundaries as in Fig. 1 representing the interaction
between the branes exchanging closed string states propagating a time 2 between the branes.
The functions fi for i = 1, 2, 3, 4 are defined in appendix A with q = e
−4pi (τ = 4i). The
partition function Z so defined is identically zero (by Jacobi’s abstruse identity) revealing the
fact that the exchange of NS-NS and R-R states cancel. Therefore, in this case the density
matrix (3.3) is ill defined, since even after the regularization e−H we are unable to normalize
the correspondent density matrix. Since we are interested in the entanglement between the left-
and right-modes defining the brane, it is enough to take only the contribution of the boundary
state in the NS-NS sector of the brane. Therefore, we will take in our discussions only the
NS-NS sector. In such case, the density matrix for the BPS and non-BPS brane, is just ρ = ρNS
and it is well defined as we will see shortly.
In order to construct the reduced density matrix, we note that the space of states in the
NS-NS sector of the closed superstring theory can be expressed as HNS = HLNS ⊗ HRNS. An
orthogonal basis for the left (L) mode space is
|lL,k〉 =
9∏
µ=2
∞∏
n=0
1√
ln!
(αµn−n√
n
)ln∏
r
(
ψµr−r
)lr |0,k〉 (3.5)
with |0,k〉 the NS-ground state. A similar relation is given for the right (R) modes. Although
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the oscillator modes can be separated as left- and right modes, the closed string ground state
carries only one momentum k.
The boundary state given in (2.2) can be expressed in terms of the orthonormal basis of the
space of states HNS. In fact, the boundary state is not a product state on such space but an
entangled state in the right- and left-modes. Then we can see the brane as a bipartite system
consisting of subsystems A (right-modes) and B (left-modes). To measure the entanglement
we define the reduced density matrix for system A. Since the NS-NS ground state is labeled
by the momentum k we have to sum also over the momenta. We define the reduced density
matrix for A as:
ρA = TrB(TrC ρ) , (3.6)
where we have denoted the momentum by C. Similarly ρB = TrA(TrC ρ) and ρC = TrA(TrB ρ).
For the bipartite entanglement, SA = SB > 0 but SC = 0.
In order to simplify our notation we will drop the labels of the states and wherever we write
|Bp〉 and ρ we mean |Bp〉
NSNS
and ρNS. The condition Trρ = 1 fixes the normalization constant
as
Z = Tr〈〈ρ〉〉 , (3.7)
where we use the notation 〈〈. . .〉〉 to denote un-normalized density matrices [15]. The trace is
performed on HNS and we obtain:
Z = 2N 2
( 1
2
) 9−p
2 f 83 (q)− f 84 (q)
f 81 (q)
. (3.8)
Note that this equation is similar to equation (3.4) except for the contribution of the RR-sector
given by f2(q) term. As in the supersymmetric case, this expression can be interpreted as a
closed string state in the NS-NS sector, emitted from a NS-NS boundary state, the closed string
state propagates for a time 2 and then is absorbed by the same boundary state. Therefore,
this normalization constant is the partition function describing the interaction of two boundary
states exchanging NS-NS closed string states
Z = 〈Bp| e−2H |Bp〉 , (3.9)
with |Bp〉 defined as in (2.3).
4 Correlated and uncorrelated replica tricks
We are interested in computing the replicated partition function Zn = Tr〈〈ρnA〉〉. When com-
puting this trace, the right-mode oscillators satisfy the conditions l ′i = li+1 and l1 = l ′n for
i = 1, 2, . . . n. A geometric representation of this process is given in Fig. 3 (for n = 3).
Note that our fermionic part of the reduced density matrix will contain a sum over the
spin structures which is inherited from the fermionic part of the boundary state. Here, we
consider two possibilities to carry out the replica trick on the fermions according to [17]. One
can consider other possibilites but we will study only the “extreme” cases. In the first one,
which is called the uncorrelated spin structure, the spin structures are summed over before the
6
Figure 2: This graph represents a righ-mode closed string propagating between three different branes
for Trρ3A
replication as is shown in Fig. 3 (a). In this form, the spin structure of the copy denoted by
n = 1 is disconnected with the spin structure of the next copy n = 2 and so on.
The other extreme possibility for replicating is called the correleted spin structure. The spin
structures in the fermionic part of the reduced density matrix are separated and the replica is
performed over each spin structure η separately. After the replication, the spin structures are
summed. This case is represented in Fig. 3(b).
In addition to the spin structures, the boundary states are also defined by the momentum.
Due to the fact that one localizes the brane by the Fourier transform given in Eq. (2.1),
integration over momentum follows. Therefore, we consider also two possibilities for replicating
depending on whether one integrates over the momentum before of after replicating. On the
uncorrelated momentum, one integrates the momentum on each replica. For the correlated
momentum one integrates over momentum after replicating.
4.1 Correlated and uncorrelated spin structure with uncorrelated
momenta
Let us first describe the case of uncorrelated spin structure. The reduced density matrix ,
〈〈ρA〉〉 for system A as given in Eq. (B.9). Note that the fermionic part of this unnormalized
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∑ηη’
 Tr ρ ⁿ 
n=1
n=2
·
·
·
Uncorrelated spin structure Correlated spin structure
 Tr ρ ⁿ 
η = + η = -
+
n=1
n=2 +
+
·
·
·
·
·
·
-
-
·
·
·
η = + η = -
∑η
∑η
(a) (b)
Figure 3: A graphic representation of the choices in replicating the theory as related to the treatment
of spin structures.
reduced density matrix is of the form
〈〈ρA〉〉f = 2
∑
η
8∏
µ=1
∏
r
η
[
1⊗ 1 + η q2rψµ−r ⊗ ψµr
]
|0〉 ⊗ 〈0| . (4.1)
The factor of 2 comes from the fact that the product ηη′ in (B.9) contributes twice to positive
sign and twice to negative sign. When replicating over the system A, we have to replicate
this sum. In this way, at each step of the replica the spin structures have been summed and,
therefore, they are uncorrelated between the n-copies of 〈〈ρA〉〉 as shown in Fig 3(a).
The partition function in this case is called the uncorrelated replica partition function,
denoted by Zun and is given by
Zun = 2
n−12nN 2n
( 1
2
)( 9−p
2
)n
(
f 83 (qn)− f 84 (qn)
f 81 (qn)
)
, (4.2)
where qn = e
ipiτn with τn = 4in. The factor 2
n−1 results from the approach we are taking,
since we are raising a sum over spin structures to a certain power. Note that as  → 0, we
have qn → 1, therefore, in order to perform an expansion for small  we have to make use of
the transformation τn → −1/τn. In this way qn = e−4pin transforms as q˜n = e− pi4n and the
transformation of the functions fi are given in Eq. (A.2). Therefore,
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Zun
Zn
→ 2n−1 (4n)
4
(4)4n
(
f 81 (q˜)
f 81 (q˜)− f 82 (q˜)
)n(
f 83 (q˜n)− f 82 (q˜n)
f 81 (q˜n)
)
. (4.3)
As  → 0, q˜ goes to zero and we can use Eq. (A.1) to expand the functions fi for i = 1, 2, 3
and get the leading terms
Zun
Zn
→ 2n−1e− pi4 (n− 1n ), (4.4)
yielding an entanglement entropy of the form:
Su = lim
n→1
1
1− n log Tr
Zun
Zn
= −ln 2 + pi
2
. (4.5)
Next we are going to analyze the correlated replica trick. Starting from (4.1) we separate
the spin structures and we write
〈〈ρA〉〉f = 2(ρ+ − ρ−), (4.6)
where ρ+/− denotes the term in (4.1) with positive/negative spin structure.
We then take the replica trick for each spin structure as in Fig 3(b). After that, we sum
over the spin structures. The partition function obtained in this way is called the correlated
partition function and is denoted as Zcn. It has the form
Zcn = 2N 2n
( 1
2
)( 9−p
2
)n
(
f 83 (qn)− f 84 (qn)
f 81 (qn)
)
. (4.7)
Note that the factor of 2 in (4.1) is not replicated. As in the previous case, after the transfor-
mation τn → −1/τn and considering the limit → 0 we get:
Sc = lim
n→1
1
1− n log Tr
Zcn
Zn
= ln 2 +
pi
2
. (4.8)
In both cases, the momentum was already summed before the replica and the replication
was made over system A only. Therefore, each replica has uncorrelated momenta. Note that
the normalization constant has been replicated in both cases. Therefore, the normalization
constant as well as the momentum contribution to Zun and Z
c
n cancel with those terms in Z
n.
4.2 Uncorrelated spin structure with correlated momentum
One could also consider the reduced density matrix 〈〈ρAC〉〉 = TrBρ. This expression is given in
Eq. (B.10), where the trace is made over the left-modes only. We then perform the replication
for this matrix. Only after constructing such matrix we sum over the momentum. In this case
all the n-copies have the same momentum. This is what we call the correlated momentum. In
addition we have to consider the two forms to carry out the replica trick for the spin structures.
We denote the replica partition function as Z ′n = Tr〈〈ρnAC〉〉. When taking the correlated
momenta and uncorrelated spin structure the partition function is:
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Z ′ un = 2
n−12nN 2n
( 1
2n
)( 9−p
2
)
(
f 83 (qn)− f 84 (qn)
f 81 (qn)
)
. (4.9)
Note that the momentum contribution to this expression differs from that in (3.8). Therefore,
this term is not canceled with the momentum contribution of Zn. In such case the entanglement
entropy becomes
S ′ u = −log 2 + 9− p
2
log 2 +
pi
2
. (4.10)
For correlated momentum an correlated spin structure over the replicas
Z ′ cn = 2N 2n
( 1
2n
)( 9−p
2
)
(
f 83 (qn)− f 84 (qn)
f 81 (qn)
)
. (4.11)
The corresponding entanglement entropy becomes:
S ′ c = log 2 +
9− p
2
log 2 +
pi
2
. (4.12)
We note that all the previous replica partition function (4.7),(4.2),(4.9) and (4.11) reduce
to (3.8) for n = 1:
Zcn=1 = Z
u
n=1 = Z
′ c
n=1 = Z
′ u
n=1 = Z . (4.13)
5 Unreplicated normalization
The partition function Z given in Eq.(3.8) is not invariant under the transformation τ → −1/τ
since we are dealing with the NS-NS sector only. However, we noted that Z can be expressed
as 〈B| e−H |B〉 which is the propagation amplitude between the same NS-NS boundary state.
Such partition function satisfy, up to integrand factors the open/closed string duality. In [15]
this duality has been described. For instance, for our NS-NS brane it was found that∫ ∞
0
dl 〈Bp, η| e−lHc |Bp, η〉 = N 2
∫ ∞
0
dl
(1
l
) 9−p
2 f 83 (q)
f 81 (q)
(5.1)
= N 2 32(2pi)
p+1
Vp+1
∫ ∞
0
dt
2t
TrNS
[
e−tHo
]
, (5.2)∫ ∞
0
dl 〈Bp, η| e−lHc |Bp,−η〉 = N 2
∫ ∞
0
dl
(1
l
) 9−p
2 f 83 (q)
f 81 (q)
(5.3)
= N 2 32(2pi)
p+1
Vp+1
∫ ∞
0
dt
2t
TrR
[
e−tHo
]
, (5.4)
where l is the length of the cylinder in the closed string channel and t the circumference of
the cylinder in the open string channel. These relations fix the normalization constant for the
non-BPS brane (2.6) as
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N 2nonBPS =
Vp+1
64(2pi)p+1
, (5.5)
and for the BPS brane (2.5) the NS-NS normalization constant as
N 2BPS =
Vp+1
128(2pi)p+1
. (5.6)
We can ask then, if some of the replicated partition functions Zn presented in Sec. 3
satisfy the closed-open string duality. In all cases above, we have considered the natural way
of computing the trace, taking the replication of the normalization constant giving rise to the
factor N 2n, therefore, none of the replicated partition functions (4.2), (4.7),(4.9) and (4.11)
satisfy this duality. However, we can take another approach for the replication Zn. Following
[17] we redefine Zn multiplying it by a term independent of , that is:
Z˜n = N 2(1−n)Zn . (5.7)
This is equivalent to requiring the normalization constant N not to be replicated. From all
the replicated partition function Zn, correlated and uncorrelated, only Z
′c
n with the redefinition
given above, can be related to the closed-open string duality. Then, the partition function with
uncorrelated normalization and correlated momentum and spin structure has the form:
Z˜ ′ cn = 2N 2
( 1
2n
)( 9−p
2
)
(
f 83 (qn)− f 84 (qn)
f 81 (qn)
)
, (5.8)
which can be expressed as
Z˜ ′ cn = 〈Bp| e−2nH |Bp〉 . (5.9)
This represents the amplitude for NS-NS closed string states propagating between the same
brane. Such expression satisfies the open-closed duality under which the closed string cylinder
of circunderence 1 and lengnth 2n is changed to a cylinder in the open string channel with
lenght 1 and circunfernce 1/4n. The normalization constant does not depend on the geometry
of the cylinder. In the limit → 0, the leading terms in the trace are given by the lightest open
string states. In this case we have:
Z˜ ′cn
Zn
= 21−nN 2(1−n)
( 1
2n
) 9−p
2
( 1
2
)n p−9
2
(
f 81 (q˜)
f 83 (q˜)− f 82 (q˜)
)n(
f 83 (q˜n)− f 82 (q˜n)
f 81 (q˜n)
)
(4n)4
(4)4n
. (5.10)
The entanglement entropy for the non-BPS brane (2.6) is then
S˜ ′ c = log 2 + log
Vp+1
64(2pi)p+1
+
9− p
2
log 2 +
pi
2
. (5.11)
We note that this expression depends on the normalization of the brane (related to the tension
of the brane). In [18] an expression for the tension and the boundary entropy was found. Here,
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we observe that the term of logaritm of the volumen is precisely the boundary entropy of the
brane, given as 〈0|Bp〉 [19]. In this way we found a relation between the left-right entanglement
entropy and the boundary entropy of the brane. After simplifications (5.11) reduces to
S˜ ′ c = log
Vp+1
(2pi)p+1
− p+ 1
2
log 2 +
pi
2
. (5.12)
Similarly, for the BPS brane, the normalization constant is one half the normalization of the
non-BPS brane due to the GSO projection, therefore the entanglement entropy is
S˜ ′ cn = log
Vp+1
2(2pi)p+1
− p+ 1
2
log 2 +
pi
2
. (5.13)
6 A potential thermodynamic interpretation
Given the ambiguities that permeate the definition of entanglement entropy, it makes sense
to look for additional criteria that might help us choose a particular prescription over others.
With this aim we would like to consider a structure akin to a thermodynamic limit. So far,
the string theory and the boundary states have been defined at zero temperature. However, we
can try to relate (in a fictitious way) the factor 2 in (5.9) with the temperature. In such case,
the high-temperature limit of equation (5.10) is dominated by the lowest energy states, that is,
the massless closed string modes:
Tr
Z˜ ′cn
Zn
∼ N 2(1−n)
( 1
2n
) 9−p
2
( 1
2
)n p−9
2
161−n .
For this case the left-right entanglement entropy is:
SA(β) = lim
n→1
1
1− nTr
Z˜ ′cn
Zn
= 5log 2 + logN 2 +
(9− p
2
)
log β − 9− p
2
. (6.1)
Our key observation is that this result agrees with the thermodynamical entropy computed
from the partition function (3.8) in the limit β = 2→ 0
Sth = β
2 ∂
∂β
(
− 1
β
logZ
)
= SA(β). (6.2)
A number of comments are in order. First, according to this criterion, it seems that the
uncorrelated normalization and correlated momentum and spin structure entanglement entropy
is the one that is favored. We highlight, however, that this criterion is just that, a way to concoct
an physically reasonable extra condition that might help us understand which of the various
procedures (correlated or uncorrelated replicas) leads to a more meaningful result.
Second, the high temperature limit is, in a sense a fairly universal limit. Indeed, one expects
that at very high temperatures the system will be guided by universal ideas of equipartition of
energy. The crucial point here is that, due to the nature of string theory, this high temperature
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limit essentially picks out the massless states of the theory. This is quite different from the
standard particle picture where it is the low temperature limit that picks the states with the
lowest energies.
Perhaps more speculatively, it is worth mentioning that there have been some other con-
texts where the entanglement entropy seems to be connected to a thermodynamic entropy as
evidenced in first-law like relations discussed in [20, 21]. Such thermodynamic properties of the
entanglement entropy were, in a sense, anticipated in particular cases like [22] where by con-
sidering varying the length of the entanglement region a confinement/deconfiment transition
was suggested. This reasoning leads to the treatment, effectively of the length of the interval
as an effective temperature. More importantly, this effective temperature, as discussed in, for
example [23], is independent of the “temperature” of the dual supergravity background.
7 Compactification and T-duality
For the case of compactification on a torus T k, the boundary states describing D-branes have
some small differences from the uncompatifed case. The part corresponding to the non-zero
modes is the same as before but the part of the zero-modes is modified since they are now
characterized by quantized momenta and winding number along the compact directions. Along
the Dirichlet directions the boundary state carries momentum mi
Ri
and is denoted by |B,mi〉.
The state |B,wi〉 is the boundary state along the Newman directions carrying winding number
wiR. In the localized boundary state the integral of momenta over compact directions is
replaced by a sum over the momenta mi. One also has to sum over the winding numbers. For
this case, there are r + 1 Neumann directions along the non-compactified coordinates and s
Neumann compactified directions, with p = r + s. The boundary state is:
|Bp, a, θ, η〉 = N 2
∫ ∏
µ
dpµeip·a
s∏
i=1
∑
wi
eiθ·wR
k−s∏
j=1
∑
mj
eiaˆ·
m
R |Bp,p,m,w, η〉 , (7.1)
where a = (aµ, aˆj) denotes the position of the brane along the transverse non-compact and
compact directions to the brane, respectively. The parameter θ is a Wilson line associated with
the U(1) gauge field living on the Dp-brane.
As in the previous case Z = Tr〈〈ρnA〉〉 is the amplitude between two coincident branes
〈Bp, θ, η| e−H |Bp, θ, η〉:
Z = 2N 2
( 1
2
) 9−(r+k)
2
s∏
i=1
∑
wj
e−2pi(wiRi)
2
k−s∏
j=1
∑
mj
e
−2pi(mj
Rj
)2 f 83 (q)− f 84 (q)
f 81 (q)
. (7.2)
Following the prescription stated above we find an interesting case, the replicated partition
function Z ′cn is constructed by taking the following combination: uncorrelated normalization
and uncorrelated momenta along T n, correlated momentum on the non-compact directions and
correlated spin structures over the replicas. The result is
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Z ′ cn = 2N 2
( 1
2n
) 9−(r+k)
2
(
s∏
i=1
∑
wj
e−2pi(wiRi)
2
)n( k−s∏
j=1
∑
mj
e
−2pi(mj
Rj
)2
)n(
f 83 (qn)− f 84 (qn)
f 81 (qn)
)
.
(7.3)
The corresponding entanglement entropy is:
S˜ ′c = log 2 + logN 2 + 9− r
2
log 2 +
pi
2
. (7.4)
For the non-BPS brane the normalization constant is
N 2 = Vr+1
64(2pi)r+1
∏k−s
j=1 Rj∏s
i=1Ri
.
Therefore, the entanglement entropy for a Non-BPS Dp-brane on T k with r non-compact
and s compact Neumann directions is:
S ′c(r, s) = log 2 + log
Vr+1
64(2pi)r+1
+ log
k−s∏
j=1
Rj + log
s∏
i=1
1
Ri
+
9− r
2
log 2 +
pi
2
. (7.5)
Note that T-duality interchanges Neumann and Dirichlet directions. In particular, the ra-
dius of compactification is changed as R→ 1
R
. Starting form (7.5) one obtains the entanglement
entropy S ′c(r, s−1) of a D(p−1) brane performing a T-dualtiy on one of the compact Neumann
directions. Similarly, the entanglement entropy S ′c(r, s + 1) of a D(p + 1)-brane is obtained
by T-duality on one of the compactified Dirichlet directions. We note that Sc(r, 0) describes
the entanglement entropy with all compact directions Dirichlet. Sc(r, k) is the entanglement
entropy with all compact Neumann directions. Then, one can verify that
Sc(r, 0) > Sc(r, k). (7.6)
It is worth pointing out that our main result in Eq. (7.5) is compatible with the analysis of
[24] which considered the boundary entropy of various compactified configurations, albeit in the
bosonic string. In particular, as pointed out in [24] in the context of toroidal compactification,
there is a path from the results in terms of boundary entropy to some of the spacetime moduli.
The key observation is to view the radii entering in Eq. (7.5) as elements of the metric,
further introduce a B-field and construct the complex moduli such as ρ = B12 + i
√
detG on
which the entropy will depend. We will not pursue this direction further in this paper but it is
clearly interesting and forms part of the more ambitious goal of translating worldsheet left-right
entanglement entropy computations into spacetime statements.
8 Conclusions
We have computed the left-right entanglement entropy of string theory Dp branes. Our results
can be interpreted as a generalization of the tension of a Dp brane as follows from [18]. This
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is not surprising, indeed, our previous work in [7] has shown that the left-right entanglement
entropy includes the boundary entropy which is precisely related to the tension of a D-brane
including the more general case of compactifications [18, 24]. The new aspect which we have
addressed in the present manuscript is the presence, in the case of the superstrings Dp branes,
of various sectors.
It is clarifying to contrast our computation with that of the string tension given by Polchin-
ski [25]. It has been important for us to consider only a given spin structure and we have
chosen the NS one. We have verified that the entanglement entropy vanishes if one includes all
the spin structures, just as the overall cylinder diagram vanishes in the tension computation
of Polchinski. It is interesting that our computation seems to indicate that the type of entan-
glement between the left and right sectors depends, indeed, on the type of interaction that is
allowed. Namely, as we saw in the text, considering the NS and the RR sectors together leads,
due to supersymmetry, to a cancellation. We have argued that our computation is conceptu-
ally analogous to [18] which, for the purpose of the D-brane tension, focused exclusively on the
interaction with the graviton which resides in the NS-NS sector. Again, choosing a particular
spin structure on the world sheet is equivalent to choosing a particular type of spacetime in-
teractions and can thus quantify how entangled two subsystems are due to a particular type of
interaction. This is particular of superstring theory where we see clearly the contributions of
the gravitational (NS) sector and of the charged (RR) sector.
We have also considered Dp branes on compactified spaces and subsequently studied the left-
right entanglement entropy under T-duality. The resulting expression, Eq. (7.5 ), is covariant
under T-duality that sends a Dp into a D(p± 1).
In this manuscript we have presented the completely un-correlated and completely corre-
lated entanglement entropies. As stated clearly in the conclusions of [17], there is a set of
partitions functions in which one can choose to partially correlate the spin structures. It would
be important to understand, perhaps based on some other physical criterion, which of the
partitions functions is more appropriate. Recall that in the case reported in [17] it was found
that, depending of the size of the interval for the entanglement entropy, one was instructed
to take the uncorrelated version for (` → 0) while the correlated, taking the product over
replicas before summing over spin structures when the interval was close to the whole system
size (` → L). Along these lines, we have suggested that the entanglement entropy that most
naturally accommodates a thermodynamical interpretation is the one computed using uncorre-
lated normalization and correlated momentum and spin structure. This is a topic that clearly
deserves more attention.
One of the directions that is left somehow unexplored in this manuscript but that constitutes
a driving motivation is the interpretation of our worldsheet results in terms of spacetime. The
fundamental prototype is the interesting computation of Di Vecchia and collaborators [26] who
intuited spacetime properties of D-branes by using worldsheet computations. The p-dependence
of the left-right entanglement entropy of a Dp brane in formulas such as Eq. (7.5 ) seems to be
a first incipient step in this direction.
Another interesting direction to explore would be to understand to what extend the entropy
computed in this manuscript respects a first-law like relation for the entanglement entropy
and the energy of excited states. Such relations have been obtained purely in field theoretic
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terms [20], [21] but in rather symmetry restricted setups. Equivalently, it would be interesting
to understand the structure of the modular Hamiltonian underlying our computation of the
reduced density matrix. A connection to a first-law like relation might also lead to a physical
criterion as the one used in [17] where the entanglement entropy was expected to be related in
a particular way to the thermodynamic entropy as suggested in [27] and later proven in [28].
More speculatively, it would be interesting to explore whether this D-brane worldsheet
computation can be used to understand certain field theory entanglement entropy aspects. For
example there might be aspects of N = 4 SYM that could be obtained as a particular limit of
these configurations of open strings. We hope to explore some of these interesting issues in the
future.
Finally, and perhaps more immediately, it would be interesting to place our explicit com-
putations in the more general context of RCFT with supersymmetry. This effort will certainly
build upon the beautiful analysis presented in [8] and the background provided in [18]. We
hope to soon report some progress in this direction.
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A The fi functions
We follow [16] to define the functions fi in terms of the Jacobi Theta functions as:
f1(q) = q
1
12
∞∏
m=1
(1− q2m) = (2pi)−1/3θ′1(0|τ)1/3
f2(q) = q
1
12
∞∏
m=1
(1 + q2m) = (2pi)1/6θ2(0|τ)1/2θ′1(0|τ)−1/6
f3(q) = q
− 1
24
∞∏
m=1
(1 + q2m−1) = (2pi)1/6θ3(0|τ)1/2θ′1(0|τ)−1/6 (A.1)
f4(q) = q
− 1
24
∞∏
m=1
(1− q2m−1) = (2pi)1/6θ4(0|τ)1/2θ′1(0|τ)−1/6
.
where q = eipiτ . Under the modular transformation τ → −1/τ , q → q˜ = e−ipiτ and the functions
transform as
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f1(q˜) =
√−iτf1(q) , f2(q˜) = f4(q)
f3(q˜) = f3(q) , f4(q˜) = f2(q) (A.2)
B Density matrix for A system
Following [15] we work with the notation α′ = 1. In order to compute the density matrix, first
we define the closed string hamiltonian in the NS-NS sector is
Hc = piP
2 + 2pi
9∑
µ=2
[ ∞∑
n=1
(
αµ−nα
µ
n + α˜
µ
−nα˜
µ
n
)
+
∞∑
r= 1
2
(
ψµ−rψ
µ
r + ψ˜
µ
−rψ˜
µ
r
)]
− 2pi (B.1)
Then, for the NS-NS boundary state
〈〈ρ〉〉 =
∑
ηη′
ηη′e−Hc |Bp, a, η〉
NSNS NSNS
〈Bp, a, η′| e−Hc (B.2)
In order to compute ρA we dissect the boundary state and the Hamiltonian in their parts:
the momentum contribution and the oscillator modes.
In the definition of ρA given in (3.6), the trace in the momentum is denoted as TrCρ.
The momentum contribution to the boundary state is expressed as a Fourier transform in the
position space localizing the brane in position a along the Dirichlet directions:
|B, a〉 =
∫ 9∏
ν=0,1,p+3
dkνeik
νaν |k〉 . (B.3)
Along the Neumann directions the momentum is zero, so the boundary state carries momentum
k along the Dirichlet directions only. To compute the trace we note that for a closed string
groud state with momentum p
〈p| e−piP2 |B, a〉 = eip·ae−pip2 . (B.4)
Therefore
TrC〈〈ρ〉〉 = TrC
[
e−piP
2 |B, a〉 〈B, a| e−piP2
]
=
(
1
2
) 9−p
2
, (B.5)
The trace over B, is the trace over the left-oscillator modes. We first consider the bosonic
oscillator mode in the definition of ρ. Taking the bosonic part of the string state defined in
(3.5) we have:
〈lL| e−Hc |B〉 =
9∏
µ=1
∞∏
n=1
e−4pinln
(−1)ln√
ln!
(
αµ−n√
n
)ln
|0〉 (B.6)
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For the fermionic part, we have to consider the contribution to the density matrix of the
boundary state with spin structure,that is:
〈lL| e−piHc |B, η〉 =
9∏
µ=1
∞∏
r= 1
2
[
δlµr ,0 + iηe
−4pirSµµδlµr ,1ψ
µ
−r
]
|0〉 (B.7)
Defining q = e−4pi we have
TrB〈〈ρ〉〉 = q−1
∏
µ
[∏
n
∑
lµn
q2nl
µ
n
1
lµn!
(αµ−n√
n
)lµn ⊗( αµn√
n
)lµn][∏
r
(1⊗ 1 + ηη′q2rψµ−r⊗ψµr )
]
|0〉⊗ 〈0|
(B.8)
where we have included in the bosonic part the contrubution of the zero-point energy. The
notation for the tersor product is that for A y B operators, (A⊗B)(|0〉 ⊗ 〈0|) = A |0〉 ⊗ 〈0|B.
Finally,the desired trace is
〈〈ρA〉〉 = 〈〈TrB(TrCρ)〉〉 = N 2
(
1
2
) 9−p
2
q−1
∏
µ
∏
n
∑
lµn
q2nl
µ
n
1
lµn!
(αµ−n√
n
)lµn ⊗ ( αµn√
n
)lµn
×
∑
ηη
ηη′
[∏
µ
∏
r
(1⊗ 1 + ηη′q2rψµ−r ⊗ ψµr )
]
|0〉 ⊗ 〈0|
(B.9)
For ρAC we do not sum over the momentum, then we have:
〈〈ρAC〉〉 = TrB〈〈ρAC〉〉 = N 2
∫ ∏
ν
∫ ∏
ν′
dkνdk′ν
′
eia·(k−k
′)e−pi(k
2−k′2)q−1×
∏
µ
[∏
n
∑
lµn
q2nl
µ
n
1
lµn!
(αµ−n√
n
)lµn ⊗ ( αµn√
n
)lµn][∏
r
(1⊗ 1 + ηη′q2rψµ−r ⊗ ψµr )
]
|0,k〉 ⊗ 〈0,k|
(B.10)
C Supersymmetric branes do not get entangled!
This appendix has a two-fold motivation. First we want to display explicit aspects of the
calculation of the entanglement entropy in the context of D-brane and second we want to
highlight the fact that for supersymmetric branes the entanglement vanishes identically when
sum over all spin structures.
The vanishing of the entanglement is akin to the vanishing one-loop diagram in string theory
between two D-branes and we learn that to get a non-trivial entanglement one needs to consider
sectors of a given spin structure.
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