We propose a method to measure the ellipticities of dark matter halos using the lens-shearshear 3-point correlation function. This method is immune to effects of galaxy-halo misalignments that can potentially limit 2-point galaxy-galaxy lensing measurements of halo anisotropy. Using a simple model for the projected mass distributions of dark matter halos, we construct an ellipticity estimator that sums over all possible triangular configurations of the 3-point function. By applying our estimator to halos from N-body simulations, we find that systematic errors in the recovered ellipticity will be at the < ∼ 5% fractional level. We estimate that future imaging surveys like LSST will have sufficient statistics to detect halo ellipticities using 3-point lensing.
I. INTRODUCTION
In the cold dark matter model of cosmological structure formation, galaxies are believed to form inside of virialized objects called dark matter halos. The properties of these halos, like their internal structure or abundance, are related to the background cosmology and to the physics of dark matter particles. One example of this is the ellipticity of dark matter halos. In CDM cosmologies, halos are found to be triaxial, with axis ratios of the order of 0.5:1, with a significant scatter from object to object [1] [2] [3] [4] . Alternative models, like self-interacting dark matter (SIDM) can produce significantly different shapes. Pure SIDM simulations generally produce halos with rounder shapes than CDM simulations [5] [6] [7] , although the effects of baryons can modify these results [8] .
Therefore, measurements of the shapes of dark matter halos may be used to probe the nature of dark matter. Accordingly, multiple groups have attempted to measure halo shapes using a variety of probes. In our own Galaxy, several groups have attempted to model the dynamics of the Sagittarius tidal stream in order to infer the underlying shape of the Milky Way's halo [9] [10] [11] [12] [13] . In other galaxies, halo shapes have been probed using strong lensing and stellar dynamics [14, 15] on small scales, and satellite dynamics on larger scales [16] .
Another probe of dark matter halo properties is weak gravitational lensing. The average radial profiles of dark matter halos have been inferred with high precision through measurement of the two-point cross-correlation between galaxies and tangential shear, called galaxygalaxy lensing [17] [18] [19] . Circularly averaged statistics are insensitive to halo ellipticity, but in principle, anisotropy could be constrained by measuring shear not only as a function of radius r, but position angle θ as well. Unfortunately, because dark matter halos are dark, we cannot determine the orientations of halos, making it impossible to measure shear profiles as a function of position angle relative to the halo principal axes. We can, however, measure shear as a function of the position angle relative to the lens galaxies' principal axes. If halos are perfectly aligned with their central galaxies, then such measurements may be used to determine the average halo ellipticity. This is the approach that has been used by most previous work [20] [21] [22] [23] . This previous work, however, has yielded inconclusive results. For example, van Uitert et al. [23] report an average projected ellipticity of e = 0.38 ± 0.26, which is consistent both with CDM predictions and with completely isotropic halos. Currently, statistical errors are a principal limitation of this measurement, but with the vastly increased sample sizes provided by future imaging surveys like LSST, the statistical errors may be reduced sufficiently to detect the expected signal. More worryingly, this method is likely limited by potentially severe systematic effects. First, the assumption that galaxies and their halos are perfectly aligned may be unrealistic [24] . Bett [25] has argued that significant misalignments between galaxies and halos may be quite typical; the median misalignment angle in their simulations was ∼ 38
• . Random misalignments act to wash out the halo anisotropy signal from galaxy-galaxy lensing. Even worse, they complicate the interpretation of any measured anisotropy signal. Without knowledge of the misalignment distribution, we will not know how to translate stacked lensing signals into constraints on halo axis ratios. This effect is also not the only possible systematic. For example, if lens galaxies and background source galaxies are both lensed by foreground structures, this common lensing will tend to align their observed shapes, thereby contaminating the halo anisotropy signal [26] . Because of these systematic limitations, an alternative approach for measuring halo shapes with galaxygalaxy lensing may be required -ideally, a method that does not require galaxies to align with their host halos. Such an approach is suggested by the recent work of Simon et al. [27] , who find that halo ellipticities affect galaxy-galaxy lensing 3-point correlation functions. Although most previous work on galaxy-galaxy lensing has focused on 2-point statistics, higher order correlation functions are now becoming measurable in modern imaging surveys [28, 29] . In this paper, we explore how halo ellipticities may be determined from measurements of the galaxy-shear-shear 3-point function.
II. MASS MODEL
The 3D density profiles of halos in dissipationless CDM simulations have axis ratios of order q ≈ 0.5, slowly varying with radius [2, 3] . Similarly, the 2D projected surface density Σ is anisotropic, with axis ratios closer to q ∼ 0.7, again slowly increasing with radius. Because q is nearly constant with radius, we can write Σ ∝ R −η , where R = (x 2 + y 2 /q 2 ) 1/2 is an ellipsoidal radial coordinate, and η is the logarithmic slope of the projected surface density. We will find it convenient below to work with the multipole moments of the density profile. In the limit of small ellipticity, we can write the multipole expansion of Σ in terms of q,
where the multipole Σ m (r) is the coefficient of the e imθ component of the azimuthal behavior, and we use ε = (1 − q 2 )/ 2(1 + q 2 ) to parameterize the ellipticity. For the typical axis ratios found in simulated halos, ε ∼ 0.2, so we neglect higher order terms in the expansion.
We therefore model the mass distributions of halos as the sum of a monopole and quadrupole, and further assume that
where η = d log Σ 0 /d log r. In Figure 1 , we plot ε as defined in Eqn. (2) , measured from stacked profiles of projected halos taken from the Bolshoi simulation [30] . We measure multipole moments from the particle positions, using
where m p is the particle mass, and r i and θ i are the radius and azimuthal angle for particle i. After computing Σ 0 (r) and Σ 2 (r) for each halo, we then stack the halos to compute Σ 0 (r) and |Σ 2 | (r), and then ε. As expected, the ellipticity is fairly constant with radius, except very near the halo center where η = d log Σ 0 /d log r → 0. Because ε is nearly constant with radius, then the radial dependence of the quadrupole may be predicted from the monopole, whose mean Σ 0 (r) may be determined from real galaxy halos using galaxy-galaxy lensing 2-point statistics. Specifically, the mean tangential shear γ + profile around halos is related to the mean monopole via [31] 
where the lensing critical density Σ crit is defined as
and D d and D s are the angular diameter distances to the lens and the source respectively, while D ds is the angular diameter distance from the lens to the source. For circularly symmetric lenses, the tangential shear is the only nonzero component of the shear. When the surface density is anisotropic, however, the other component (γ × ) becomes nonzero. In the same way that we can decompose the surface density into angular multipoles Σ m (r), we can similarly decompose the shear into multipoles γ (m) (r). The relation between the density and shear multipoles is straightforward. For convenience, we follow conventional notation and define the convergence as κ = Σ/Σ crit , and define a 2D lensing potential ψ via
where the gradient is with respect to sky coordinates. In polar coordinates, this equation becomes
The two components of the shear are given by
Next, let us decompose these fields into angular multipoles
Explicitly,
Solving the 2-d Poisson equation (7), we obtain the multipole moments of ψ,
Then, using Eqns. (8) and (9), we may obtain the multipole moments of the two shear components. Because we keep only m = 0 and m = 2, and because we assume that κ 2 (r) = ε η(r) κ 0 (r), we have
where we have defined, for the purpose of convenience, the functions g + and g × such that the quadrupole components of the shear are γ (2) + = ε g + (r) cos 2θ and γ
Given this model for the mass distributions of lenses, we can predict the shear at all locations around the lenses. The one unknown parameter is the ellipticity ε, which defines the amplitude of the quadrupole moment κ 2 in terms of the (known) monopole moment κ 0 . Because we have an expression for the shear at all locations, we can construct an estimator for the quantity ε.
A. Three-Point Estimator
As discussed in §I, Simon et al. [27] have shown that lensing 3-point functions are sensitive to halo ellipticities. However, they also show that lensing 3-point functions are also sensitive to many other terms, making it difficult to disentangle the signal in the bispectrum generated by halo ellipticity. Fortunately, given our model for halo mass distributions, it is straightforward for us to construct an estimator to measure halo ellipticity from lensing correlation functions. Following [27] , we focus on the lens-shear-shear 3-point function. Measurement of this correlation function involves stacking the shear measured from pairs of source galaxies behind foreground lens galaxies. Because the number density of source pairs is low, especially at the small radii of interest for measuring internal halo properties (r < r vir ), we assume that shape noise in the source galaxies dominates measurement uncertainties. That is, we neglect the signal covariance compared to Poisson fluctuations in source counts. Because Poisson noise is white noise, the optimal estimator is then simply proportional to the expected signal from our model.
We therefore estimate the average lens ellipticity by summing over all lens-source-source triangles, weighting each triangle with a filter F that is given by the predicted model shear for each configuration of galaxies. Figure 2 illustrates the geometry on the sky. Suppose that we have measurements of the shear at positions r 1 and r 2 relative to the center of the lens halo. When we sum over all pos-
Lens-shear-shear three point correlation function. We correlate the shear at sky positions r1 and r2 relative to foreground lens galaxies, and construct an estimator summing all such triangular configurations in the sky.
sible r 1 and r 2 , the filter which weights each triangle is
. Because the orientation angle of the lens halo is unknown, the filter must depend on the relative position angle of the sources, not their absolute position angles: F( r 1 , r 2 ) = F(| r 1 |, | r 2 |, ∆θ 12 ). We compute F by averaging all possible triangles with one vertex at the center of the lens, and a constant opening angle, ∆θ 12 , between position vectors to the lensed galaxies, of magnitude | r 1 | and | r 2 | (see Fig. 2 ). Since each shear has 2 components, the filter F is a 2 × 2 matrix, with components
where indices i, j run over +, ×, and we define ∆θ 12 = θ 2 − θ 1 = cos −1 ( r 1 · r 2 /r 1 r 2 ), along with δ r α ≡ δ(r α − r α ) and δ ∆θ 12 ≡ δ(∆θ 12 − ∆θ 12 ). The integral in (16) covers the projected area in the sky, where r ranges from some r min to r max , and θ ranges from 0 to 2π. Simplifying using the δ functions, we obtain
Eqns. (17) specify the elements of the filter weighting each possible triangle in the 3-point correlation function. We then evaluate our estimator by summing over all triangles, weighting the shear by F. Explicitly, we evaluate
where the expectation value implies averaging over all possible r 1 and r 2 . Note that, because of the angular dependence of F, Eqn. (18) is only sensitive to the quadrupolar component of the shear.
In order to translate f obs into an estimate for the ellipticity ε, we need to know what result Eqn. (18) will give as a function of ε. We can compute this by inserting the predicted model shear into the equation. Specifically, let us define 20) This defines our estimator for the ellipticity ε. To reiterate, the ingredient in our expression is the radial profile of the average monopole density profile κ 0 (r), which may be reconstructed from the stacked tangential shear profile γ + (r). Given κ 0 (r), we may then determine the functions g + and g × which enter the estimator. In the next section, we apply this estimator to samples of halos from N-body simulations, to gauge how well we can measure halo ellipticities for realistic objects.
III. RESULTS
In §II, we proposed a 3-point estimator for halo anisotropy. In this section, we assess how well this estimator measures average halo ellipticities. First, we use simulated halos from cosmological N-body simulations to quantify systematic errors caused by the fact that the structure of realistic halos will not be as simple as our monopole+quadrupole mass model. Secondly, we quantify the statistical error associated with the finite number of lens-source-source triples. Because each source galaxy provides an extremely noisy estimate of the shear, large numbers of triples are required to suppress this statistical shape noise.
A. Comparison with N-body simulations
We have applied our estimator (Eqn. 18) to halos from the publicly available Bolshoi simulation [30] . Using the Rockstar catalog provided by the MultiDark database The red curve corresponds to the smoothed slope of the 3D profile, and the green curve corresponds to the local slope of the projected 2D profile. These slopes were measured from the stacked profiles after they were smoothed using a 6th order Savitzky-Golay filter over 17 nearest bins [32] . In the low mass bins, we observe significant departures from NFW slopes at large radii, possibly indicating the effects of nearby halos.
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11.7 − 10 12.7 M h −1 . We downloaded particles within 5r vir of the halo center, to account for the mass within the halo as well as the nearby neighborhood. For each halo, we construct three projections, along the simulation box axes, to construct convergence and shear maps. From these shear maps, we then apply our estimator to measure the halo ellipticity ε. Figure 3 shows the results of our measurement across several mass bins. For comparison, the figure also plots the ellipticity directly measured from the projected mass profiles. In all cases, we find good agreement, despite several potential systematics discussed below.
First, our mass model assumes that ellipticity ε is constant with radius, meaning that the shape of the quadrupole κ 2 (r) of the mass distribution may be determined from the shape of the monopole profile κ 0 (r). For individual galaxies, the mass distributions are unknown. Galaxy-galaxy lensing can be used to reconstruct the mean monopole profile κ 0 (r), but individual halos will have radial profiles that vary from the mean. Because our estimator is not linear in the shear, this scatter in radial profiles can bias our measurement. To estimate the size of this potential bias, we generated artificial halos with radial profiles consistent with the Bolshoi halos (i.e. same M vir and c vir ) but with specified values of ε. For the range of concentrations found in the mass range we have considered, we find a fractional bias in the reconstructed ε of ∼ 3 − 6%.
A second potential source of systematic errors arises from projections of other halos. Our mass model assumes that all shear is generated by the halos hosting the stacked galaxies. In reality, however, not all halos are isolated: other objects can project near the objects we are stacking and contaminate our measurement. Figure  4 shows one such example. Such projections can produce very large quadrupoles (and other multipoles) near certain halos, and because our estimator is not linear in the shear, this contamination can bias our results.
In general, there are two types of projections relevant to our measurement: galaxies that are correlated with the foreground lenses, and uncorrelated galaxies that randomly project into the line of sight. It is straightforward to correct for the uncorrelated projections. We could, for example, simply stack on random sky points instead of lens galaxies, and subtract this from our estimator. Mitigating the effects of correlated structures is not as easy. Perhaps the simplest approach would be to stack only galaxies that are relatively isolated, i.e. galaxies that are clearly central galaxies (not satellites), and that have no comparably bright galaxies nearby the line of sight. Fortunately, it appears that the bias due to projections of correlated structures may not be large. In our calcula- tions, we have not corrected for projections in any way, beyond stacking only on halos not subhalos (i.e. centrals, not satellites). Our measurement is therefore contaminated by projections of other halos within 5 r vir (as in Figure 4 ). Arguably, this should account for most of the correlated objects. The galaxy auto-correlation function behaves close to ξ(r) ∝ r −2 in 3D [34] , so the number of galaxies with 3D radius r > 5r vir that project onto small radius should be about ∼ 1/5 of the number of galaxies with 3D radius r > r vir projecting onto small radius. Because we have extracted particles out to 5r vir , we should account for about ∼ 80% of the correlated projections.
Our calculations should therefore include most of the effect of projections of correlated structure, and as Figure 3 illustrates, the effect of those projections on the stacked profiles of central galaxies is likely to be small. Only in the lowest mass bin (M ≈ 10 11.7 M h −1 ) do we observe any effects of the 2-halo term, and even there the recovered ε from the 3-point estimator is consistent with the halo ellipticity measured over the radial range where the 1-halo term is dominant. Nevertheless, when measuring halo ellipticity for real lenses, it will be important to restrict the analysis to the regime where the 1-halo term dominates, which may be determined by modeling the stacked tangential shear profile γ + . Overall, our analysis of N-body halos suggests that systematic errors due to our simplistic mass model will not significantly bias our measurement of halo anisotropy.
B. Shape noise
In most regimes of weak lensing, the shear signal due to weak gravitational lensing is orders of magnitude weaker than the noise introduced by the intrinsic distribution of galaxy shapes and orientations. To estimate the magnitude of the errors induced by shape noise, let us first define the shape noise per galaxy N = {N + , N × }. Each component of N is assumed to be a Gaussian random variable with covariance
where the indices i and j correspond to the tangential and cross components of the noise, and σ ε = 0.25 [35] . The number density of source galaxies is n( x) = i δ( x − x i ), with mean number densityn. Then the 2-point correlation of the shape noise is
Within an area A, where the number of galaxies is approximately N =nA, the signal expectation value derived in Eqn. (19) is
In comparison, the noise variance is
where the expectation value is computed by both summing over all possible triangles in the sky and also by taking the ensemble average of the Gaussian noise field.
In the second equality, we have used Eqn. (22) and Wick's theorem. Therefore the expected signal to noise per lens galaxy for the constructed estimator is
As we might expect, the signal to noise ratio (SNR) per lens scales quadratically in the shear. Therefore the signal should be easiest to detect for more massive galaxies that produce stronger shear, as long as the abundance of galaxies does not fall steeply with mass. To get a sense of the expected SNR, we can perform a rough estimate by approximating the halo profile as isothermal (Σ 0 ∝ r −1 ), which Figure 3 shows is not a terrible approximation over the radial range of interest. To be concrete, suppose that the monopole profile is κ 0 (r) = b/(2r). Plugging this into Eqn. (25), we find that
ε )] log(r max /r min ) per lens. Taking ε = 0.2, σ ε = 0.25,n = 12 arcmin −2 as appropriate for DES, b = 1 arcsecond, and r max /r min = 20 gives S/σ N ≈ 0.0025, meaning that with 10 6 such lenses, we could detect the expected ellipticity at ∼ 2.5σ. LSST will have more than twice the effective number density of sources [35] , more than doubling the signal to noise of the 3-point estimator. At this point, it is perhaps worth comparing this estimate with the corresponding signal/noise ratio for a 2-point estimator. Repeating the argument of §II for the analogous 2-point estimator, we find that per lens, (S/σ N ) 2pt = 2(S/σ N ) 3pt , for halos that are perfectly aligned with their galaxies on the sky. Since the SNR per lens is much less than 1, this illustrates that 2-point estimates of halo anisotropy will have much greater statistical sensitivity than 3-point estimators. As noted above, however, this superior statistical power may be irrelevant if systematic effects due to halo misalignments remain uncertain.
IV. DISCUSSION
We have shown that the lens-shear-shear three-point correlation function can be used to extract the ellipticity of dark matter halos, without the need to align the light profiles of galaxies that are being stacked. Using a simple model of the projected surface density profiles of dark matter halos, we constructed an estimator for halo ellipticity that sums over all triangular configurations of the 3-point function. We validated our estimator using simulated halos from the Bolshoi cosmological simulation, showing that the shear-derived estimator yields results consistent with the ellipticity measured directly from the particle data. We investigated potential sources of systematic error, and argued that they should be small, at the ∼ 5% level, well below theoretical uncertainties. We also estimated the signal to noise ratios expected for imaging surveys, and found that deep imaging surveys should be able to detect halo ellipticities. The total signal to noise scales with the number of lenssource-source triplets as N 1/2 t ∝ n 1/2 l n s , meaning that deep imaging surveys with large effective number densities of sources will be most sensitive. Ongoing surveys like PanSTARRS, DES, and HSC may be able to detect halo ellipticities, while future surveys like Euclid or LSST should have sufficient sensitivity for a significant detection. The same surveys will, of course, be able to measure 2-point galaxy-galaxy lensing with far greater signal to noise than 3-point lensing. However, if 2-point estimators are limited by systematic uncertainties, as suggested by theoretical work on galaxy-halo misalignments [25] , then 3-point lensing could prove to be a useful probe of halo anisotropy.
In §III, we discussed potential theoretical systematic errors, which could arise if our simple mass model failed to describe actual halos adequately. Besides theoretical systematics, our proposed measurement will also be liable to possible observational systematics. One obvious observational source of systematic error is point spread function (PSF) anisotropy. The PSF determines how the actual shape of a galaxy on the sky is related to the observed shape of a galaxy, measured by a camera on a telescope possibly beneath the distorting effects of the Earth's atmosphere. Our ability to measure the PSF is frequently a limiting factor in our ability to measure the true shapes of weakly lensed galaxies, which degrades our ability to measure shear. In principle, this could be disastrous for the halo ellipticity measurement we have proposed. For example, if the PSF were uniformly anisotropic across the virial radius of a lens halo, leading to a spurious, uniform shear, this would exactly mimic the ellipticity signal we are seeking to detect. In practice, however, mitigating such effects in galaxy-galaxy lensing measurements should be straightforward, as long as the shape of the PSF is not strongly correlated with the number of foreground lens galaxies. For example, we can assess the extent of such PSF anisotropies by stacking on random sky points instead of lens galaxies. Even if PSF anisotropies are present, the ellipticity signal should appear as an excess correlation with lens galaxies, above what is seen around random sky points. As discussed in §III, the same test would also help remove the effects of masses uncorrelated with the lens galaxies.
Another potential astrophysical contamination of the signal arises from intrinsic alignment between galaxies [36] [37] [38] [39] [40] [41] [42] . Galaxies that form and evolve in the same local environment may be systematically aligned with each other due to long range tidal effects [43] , consequently replicating the correlation that is produced by gravitational lensing. This effect can manifest itself in two ways, (i) nearby source galaxies can be preferentially aligned with each other, and (ii) lens-source pairs can be physically associated with each other, if (for example) a fraction of source galaxies are satellites of the lensing, foreground galaxy. Both these problems can be mitigated using redshift information, for example by excluding galaxy pairs with similar redshifts. Observationally, the contamination of galaxy-galaxy lensing due to alignments from lens-source correlations produced by photometric redshift errors has been shown to be exceedingly small in SDSS [44] . Stacking on random points, as discussed above, would also help to quantify and remove the effect of alignments of source galaxies.
Magnification of lenses could also produce a systematic effect on the signal. Our estimator correlates the number density of foreground galaxies, n g , to the shear at two positions in the sky, γ 1 and γ 2 . The foreground galaxies (lenses) are lensed by matter distribution between the observer and the lens along the line of sight. This causes a modification of the clustering of lenses due to cosmic magification along the line of sight. The variation from the unlensed number density is, to lowest order, linear in the lensing convergence, κ < [28] . In addition the shear itself has a contribution from the matter density, integrated along the line of sight to the redshift of the source. The combined effect therefore contributes to the 3-point correlator, n g γ 1 γ 2 , terms like κ < γ 1< γ 2< . These third order shear correlations have been measured to be less than 10 −7 [45, 46] for aperture scales of θ ∼ 1 and source redshift z s ∼ 1, while Simon et al. [28] predict an upper bound to the effect of magnification of lenses on three point statistics of 10 −8 for sources at z s ∼ 0.4. Therefore, it appears that this effect will not significantly contaminate the measurement of halo ellipticity.
Another potential systematic is the effect of baryons, which can act to modify the halo axis ratios on small scales < ∼ 0.25r vir [47, 48] . Judging from Figure 3 , our estimator is most sensitive to the ellipticity at somewhat larger radii, suggesting that baryonic effects will be limited. In principle, we can suppress any baryonic effects on our estimator by restricting the range of integration (r min and r max in Eqns. (16)- (18)) to exclude regions that may be contaminated. Alternatively, given sufficient signal to noise, one could try to measure the ellipticity as a function of radius by subdividing the sample, for example by comparing triangles at large vs. small separation. Besides constraining any radial variation in ellipticity, 3-point lensing could also probe any misalignments between the principal axes at small radii vs. large radii. We defer such possibilities to future work.
In this paper, we have investigated one particular application of the measurement of 3-point correlation functions. As theoretical work has shown [28] , high-order correlation functions contain significant amounts of information above and beyond that encoded in better studied 2-point functions. The advent of deep, wide-area imaging surveys is now making the measurement of these high-order correlations practical across a range of spatial scales, suggesting that this will be a fruitful area of research for years to come.
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