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 Algunos procesos biológicos están afectados por el azar 
(segregación alélica, determinación sexual). 
 
 Aunque el proceso biológico no está afectado por el azar, el 
resultado de experimentos si lo están (fluctuaciones del medio 
ambiente debidas al azar). 
 
 El azar o proceso aleatorio también pueden estar involucrados en un 
diseño de un experimento. La asignación aleatoria de los sujetos a 
un tratamiento experimental. 
 
 Las conclusiones del análisis de datos son planteadas en términos 
de probabilidad. 
 
 Las bases teóricas (modelos) que son utilizados como base para la 
inferencia estadística, depende de la probabilidad. 
Probabilidad: Es un valor numérico que expresa la verosimilidad 
de un evento {E}. 
P {E}  0 ≤ {E} ≤ 1 
 
Ejemplo: Un evento ocurre o no ocurre; 
    Águila (ocurre o no ocurre) 
Lanzar una moneda  
    Sol (ocurre o no ocurre) 
  
Al lanzar una moneda existen dos opciones con respecto al 
evento sol (ocurre o no ocurre), al igual del evento águila. 
 
P {E} = ½ = 0.5  que caiga sol 
P {sol} = ½= 0.5  que no caiga sol 
 
En una población de Drosophila melanogaster, 
 
- 30% tienen ojos negros (mutación) 
- 70% tienen ojos grises (normal) 
 
Si una mosca es extraída al azar, la esperanza de que sea 
negra: 
P {E}: mosca negra  P {mosca negra} = 0.3 

 Para comprender las propiedades de la probabilidad debemos 
establecer algunos conceptos previamente: 
 
Espacio muestral {E}: es el conjunto de los diferentes resultados 
que pueden darse en un experimento aleatorio. 
 
Suceso: subconjunto del espacio muestral. Se representa con 
una letra mayúscula con sus elementos entre llaves y separados 
por comas. 
 
Unión: la unión de dos sucesos es el suceso que ocurre cuando 
se da uno de ellos. 
 
Intersección: intersección de dos sucesos, es el suceso que 
ocurre cuando se dan ambos a la vez. 
La probabilidad de un evento {E} tiene significado en la medida que el proceso aleatorio puede 
repetirse en forma infinita. 
  
La P {E} es interpretada como frecuencia relativa de que ocurra E en una serie de repeticiones 
del proceso aleatorio. 
  
P {E} =               # de veces que ocurre E                   
             # de veces que el proceso aleatorio se repite 
  
E: águila proceso aleatorio: lanzar una moneda. 
  
P {E} = 0.5             # águila            
                # de lanzamientos (volados) 
  
E: águila dos veces  proceso aleatorio: lanzar dos veces una moneda. 
  
  # de veces donde el águila cae 2 veces  
                       # de veces en que la moneda se lanza dos veces 
  
P {E} = 0.25 
  
E: seleccionar 2 moscas del mismo color (negro) proceso aleatorio: Tomar una muestra 
 aleatoria de tamaño n=2 
  
P {E} = 0.09          # de veces en que las moscas tienen un mismo color     .     
                                 # de veces que una muestra de tamaño (n=2) es seleccionada 
  
 
Variable aleatoria: Una variable cuyo valor depende de un proceso al 
azar, por ejemplo: 
Lanzar un dado, y= 1, 2, 3, 4, 5, 6. 
 
P {6} = 1/6 = 0.167,   P { 2 ≤ y ≤ 4} = 3/6 = 0.5 
 
 Otro ejemplo: probabilidad de seleccionar una familia de una 
población, si el 25% de las familias tiene 2 hijos, 
 








Suceso seguro: se tiene la certeza que se producirá porque contiene 
todos los resultados posibles de la experiencia (coincide con el 
espacio muestral). 
 
Suceso imposible: se tiene la certeza de que nunca se puede 
presentar, ya que no tiene elementos, es el conjunto vacío. 
 
Suceso contrario de A: es el que ocurre cuando no se da A; es su 
complementario respecto al espacio muestral (A). 
 
Suceso elemental: es el que tiene solo un resultado, es un conjunto 
unitario. 
 
Sucesos incompatibles: La intersección es conjunto vacío, es decir, 
no pueden darse dos sucesos al mismo tiempo. 
 
Sucesos compatibles: La intersección de dos sucesos contiene algún 
elemento. 
- La probabilidad de un suceso es mayor o igual 
a cero. 
 
- La probabilidad del suceso seguro es uno. 
 
- La probabilidad de la unión de dos sucesos 






 Distribución de probabilidad. 
 Basada en un modelo de eventos 
independientes. El modelo de eventos 
independientes es: 
 Secuencia de procesos aleatorios. 
 Cada proceso (prueba) tiene dos posibles 
resultados: éxito (p) o fracaso (q). 
 Los procesos son independientes. 
 Si dos individuos portadores se “cruzan”, cada uno de sus 
hijos tiene una probabilidad de 0.25 de ser albino……. AA= 
Normal, aa = albino, Aa =portador (normal). 
     Albino = 25% 
p = 0.25 (éxito) 
q = 0.75 (fracaso) 
X A a 
A AA Aa 
a Aa aa 
     Albino = 25%  
La probabilidad de que se obtengan 2 hijos albinos en dos eventos continuos es: 
 
P (a, a) = 0.25 x 0.25 = 0.0625 (1/16)    Clasificación 
P (A, A) = 0.75 x 0.75 = 0.5625 (9/16)  Albino (p) No albino (q)    Probabilidad 
P (A, a) = 0.75 x 0.25 = 0.1875 (3/16)         0           2     0.5625 (9/16) 
P (a, A) = 0.25 x 0.75 = 0.1875 (3/16)         1           1      0.375 (6/16) 
   1.00 = 16/16         2           0     0.0625 (1/16) 
Fórmula para distribución binomial. 
 
Para la variable aleatoria la probabilidad de que “n”  procesos 
aleatorios resulten en “j” éxitos (y – n – “j” fracasos), está dada por 
la siguiente ecuación: 
 
P (j éxitos) = nCj [PJ (1-p)n-J] nCj = Coeficiente binomial 
nCj =      n!           ! = factorial 
 j! (n-j)! 
 
Factorial  0! = 1, 1! = 1 (1 x 1), 2! = 2 (2 x 1), 3! = 6 (3 x 2 x 1),   







La distribución de una variable cuantitativa (y) está definida por: 
a) Media (µ) 
b) Desviación estándar (σ) 
c) Forma de la distribución: Función de densidad, que 
representa las frecuencias relativas como áreas bajo la curva. 
 
La curva de distribución normal es:  
- Simétrica y 
- de forma de campana 
- la cual va a estar definida por la 
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