Abstract-We consider the traffic light control problem for a single intersection modeled as a stochastic hybrid system. We study a quasi-dynamic policy based on partial state information defined by detecting whether vehicle backlogs are above or below certain thresholds. The policy is parameterized by green and red cycle lengths as well as the road content thresholds. Using infinitesimal perturbation analysis, we derive online gradient estimators of a cost metric with respect to the controllable light cycles and threshold parameters and use these estimators to iteratively adjust all the controllable parameters through an online gradient-based algorithm so as to improve the overall system performance under various traffic conditions. The results obtained by applying this methodology to a simulated urban setting are also included.
I. INTRODUCTION
T HE traffic light control (TLC) problem consists in adjusting green and red signal settings in order to control the traffic flow through an intersection and, more generally, through a set of intersections and traffic lights in an urban roadway network. The ultimate objective is to minimize congestion (hence delays experienced by drivers and resulting reductions in fuel usage and pollution) at a particular intersection, as well as an entire area consisting of multiple intersections. There are two types of control strategies for the TLC problem in the literature: fixed-time and trafficresponsive strategies. In the former, several timing plans covering different traffic intensity scenarios are periodically interchanged; for example, the urban traffic control system [48] , TRANSYT [37] , and MAXBAND [30] all make use of historical traffic flow data to determine light cycles offline and cannot adapt in real time to evolving traffic conditions. Traffic-responsive strategies address this limitation by making use of current traffic information to determine optimal signal settings online. They employ algorithms that adjust a signal's phase length and phase sequences so as to minimize delays and reduce the number of stops, requiring transit surveillance, typically implemented using pavement loop detectors, in order to adjust signal timing in real time. SCATS [32] and SCOOT [29] are two well-known examples of traffic control systems that implement traffic-responsive strategies.
Recent technological developments, which exploit the ability to collect traffic data in real time, have made it possible for new methods to be applied to the TLC problem, resulting in systems such as OPAC [20] , PRODYN [26] , RHODES [39] , and ACS Lite [40] . Leveraging the fact that TLC is fundamentally a form of scheduling for systems operating through simple switching control actions, numerous solution algorithms have been proposed and we briefly review some of them next. Fuzzy logic was first used in [34] for a single intersection without turning traffic, and in [8] , a fuzzy logic controller was presented capable of coping with traffic congestion over multiple intersections. Expert systems were used in [15] , [16] , and [46] to design TLC systems with features such as distributed control and an ability to deal with congested traffic. Evolutionary algorithms such as genetic algorithms [31] , swarm optimization algorithms [10] , [11] , and ant algorithms [47] have also been proposed. Several approaches using artificial neural networks have been reported in [12] , [27] , and [41] . Reinforcement learning has also been used for TLC within a Markov decision process (MDP) framework, as reported in [1] , [3] , [39] , and [46] . A discrete-time stationary MDP framework was also used in [52] to develop an adaptive control model of a network of signalized intersections. A game theoretic approach was applied to a finite controlled Markov chain model in [2] . In [35] , a decision tree model was used with a rolling horizon dynamic programming approach, while a multiobjective mixed integer linear programming formulation was proposed in [14] . Optimal TLC was also stated as a special case of an extended linear complementarity problem in [38] and formulated as a hybrid system optimization problem in [53] . Robust optimization methods that take into account uncertain traffic flows have also been proposed. For example, in [42] , a semidefinite programming routine for model predictive control is used; in [44] , a robust optimal signal control problem is formulated as a linear program; in [51] , signal timings were determined so as to minimize the mean delay per vehicle under daily traffic flow variations.
The aforementioned methods for real-time adaptive traffic control must address two main issues: 1) the development of a mathematical model for a stochastic and highly nonlinear traffic system and 2) the design of appropriate control laws. Although most existing adaptive signal control strategies implicitly recognize that variations in traffic conditions are caused by random processes, they frequently resort to using deterministic models, which significantly simplify the description of vehicle flow. In addition, heuristic control strategies are also commonly employed for TLC without an embedded traffic flow model, as in the case of artificial intelligence techniques, which rely on historical data. Such applications are, as a result, better suited for traffic systems in steady state, which is in fact seldom attained. Stochastic control approaches address this limitation by explicitly accounting for the random variations in traffic flow, typically within an MDP framework, which requires specific probabilistic models. Furthermore, many of these approaches, such as those based on dynamic programming, are computationally inefficient, thus not immediately amenable to online implementations. In contrast to the above, perturbation analysis techniques [5] are entirely data driven and allow for stochastic control with no explicit traffic model required. They have proven to be adaptive and easily implementable online.
Perturbation analysis was used in [18] and [25] based on modeling a traffic light intersection as a stochastic discrete event system (DES). An infinitesimal perturbation analysis (IPA) approach, using a stochastic flow model (SFM) to represent the queue content dynamics of roads at an intersection, was presented in [33] . IPA was also applied with respect to controllable green and red phase times for a single isolated intersection in [22] and for multiple intersections in [21] and [24] . Modeling traffic flow through an intersection controlled by switching traffic lights as an SFM conveniently captures the system's inherent hybrid nature: while traffic light switches exhibit event-driven dynamics, the flow of vehicles through an intersection is best represented using time-driven dynamics. Moreover, traffic flow rates need not be restricted to take on deterministic values, but may be treated as stochastic processes [6] , which are suited to represent the continuous random variations in traffic conditions. Using the general IPA theory for stochastic hybrid systems (SHSs) in [7] and [45] , online gradients of performance measures may be estimated with respect to several controllable parameters with only minor technical conditions imposed on the random processes that define input and output flows at an intersection. Note that the purpose of IPA is not to estimate performance measures themselves, but only their gradients, which may be subsequently incorporated into standard gradientbased algorithms in order to effectively control parameters of interest. In particular, we stress that the IPA estimates obtained do not depend on any modeling assumptions for random traffic processes and involve only directly observable data.
There are several advantages associated with the use of IPA for the TLC problem: 1) IPA estimates have been shown to be unbiased under very mild conditions [50] . 2) IPA estimators are robust with respect to the stochastic processes used in our model [4] . This is particularly relevant in the context of TLC, since the vehicle arrival and departure processes are intrinsically random. 3) IPA is event driven and hence scalable in the number of events in the system (generally manageable), and does not explode with the space dimensionality. 4) IPA possesses a decomposability property [4] , i.e., IPA state derivatives become memoryless after certain events take place. 5) The IPA methodology can be easily implemented online, allowing us to take advantage of directly observed data. In contrast to [9] , [19] , and [28] where the adjustment of light phases did not make use of real-time state information, a quasi-dynamic control setting was proposed in [23] in which partial state information is used to adjust the green and red light times conditioned upon a given queue content threshold being reached. A complementary approach, in which a quasi-dynamic policy is used to control the threshold parameters while assuming fixed phase times, is presented in [17] . Building upon these results, here we derive IPA performance measure estimators necessary to simultaneously optimize phase times and queue content threshold values within a quasi-dynamic control setting.
From a practical perspective, the goal of this paper is to present the basic IPA techniques applied to efficient adaptive traffic signal control using real-time information. Therefore, we introduce the relevant concepts related to an IPA-based TLC system ignoring several traffic engineering details which we believe can be readily incorporated into the proposed controller, as further discussed in Section III-C.
The remainder of this paper is organized as follows. In Section II, we formulate the TLC problem for a single intersection and present the modeling framework used throughout our analysis for controlling green and red phase lengths and vehicle queue thresholds. Section III details the derivation of an IPA estimator for the cost function gradient with respect to a controllable parameter vector defined by the green and red phase lengths and threshold parameters. The IPA estimator is then incorporated into a gradient-based optimization algorithm, and a number of implementation issues are discussed. We include the simulation results in Section IV, showing how the proposed quasi-dynamic control offers considerable improvement over prior results. Finally, we conclude and discuss future work in Section V.
II. PROBLEM FORMULATION
We consider a single intersection, as shown in Fig. 1 . For simplicity, left-turn and right-turn traffic flows are not considered and yellow light times are implicitly accounted for within a red phase. This system involves a number of stochastic processes that are all defined on a common probability space ( , F, P). Each road is modeled as a queue with a random arrival flow process {α n (t)}, n = 1, 2, where α n (t) is the instantaneous vehicle arrival rate at time t. When the traffic light corresponding to road n is GREEN, the departure flow process is denoted by {β n (t)}, n = 1, 2. We define a state vector
, where x n (t) ∈ R + is the flow content of queue i , and assign to each queue n a guaranteed minimum GREEN light length θ n,min and a maximum length θ n,max . For each queue n, we also define a clock state variable z n (t), n = 1, 2, which measures the time since the last switch from RED to GREEN of the traffic light for queue n,
A dynamic controller is one that makes full use of the state information z(t) and x(t). Obviously, z(t) is the controller's known internal state, but the queue content state is generally not instantaneously observable. We assume, however, that it is partially observable. Specifically, we can only observe whether x n (t) is below or above some threshold s n , i = 1, 2. This is consistent with actual traffic systems where sensors, e.g., inductive loop detectors, are installed at each road near the intersection. Moreover, there is a growing trend toward exploiting connected vehicle technology to infer state variables x n (t) from data (e.g., location and speed) wirelessly exchanged through vehicle-to-vehicle or vehicle-to-infrastructure communication [13] . In this context, we shall define a quasi-dynamic controller where the controllable parameter vector of interest is given by
where θ n,min ≥ 0 and θ n,max > θ n,min were defined above and s n ∈ + is a queue content threshold value for road n = 1, 2 whose precise function is explained next. The notation x(υ, t) = [x 1 (υ, t), x 2 (υ, t)] is used to stress the dependence of the state on the six controllable parameters. However, for notational simplicity, we will henceforth write x(t) when no confusion arises; the same applies to z(t).
Let us now partition the queue content state space into the following four regions (as shown in Fig. 2 ):
At any time t, the feasible control set for the traffic light controller is U = {1, 2} and the control is defined as u(x(t), z(t)) ≡ 1, i.e., set road 1 GREEN, road 2 RED 2, i.e., set road 2 GREEN, road 1 RED.
We define a quasi-dynamic controller of the form
for
This is a simple form of hysteresis control to ensure that the nth traffic flow always receives a minimum GREEN light time θ n,min . Clearly, the GREEN phase may be dynamically interrupted anytime after θ n,min based on the partial state feedback provided through X (t). For instance, if a transition into X 1 occurs while u(X (t), z(t)) = 1 and z 1 (t) > θ 1,min , then the light switches from GREEN to RED for road 1 in order to accommodate an increasing backlog
For notational simplicity, we will write u(t) when no confusion arises, as we do with x(t) and z(t).
We can now write the dynamics of the state variables x n (t) and z n (t), starting with the observation that the departure flow process β n (t) on road n is given by
where h n (
X (t), z(t), t) [subsequently also written as h n (t)]
is the instantaneous vehicle departure rate at time t, which generally depends on the specifics of the intersection and vehicle behavior. Then, adopting the notationn to denote the index of the road perpendicular to road n = 1, 2, we have
Observe that z n (t) is discontinuous in t when the light switches from GREEN to RED on road n, since at this point, the GREEN cycle clock is reset to zero. Thus, the traffic light intersection in Fig. 1 can be viewed as a hybrid system in which the time-driven dynamics are given by (7) and (8) and the event-driven dynamics are associated with light switches and with events that cause the value of x n (t) to change from strictly positive to zero or vice versa, or to cross the threshold s n . It is then possible to derive a stochastic hybrid automaton (SHA) model as in [23] containing 14 modes, which are defined by combinations of x n (t) and z n (t) values. A simplified model, in which the state variable dynamics have been omitted and the states x n (t) = 0 and x n (t) > 0 have been combined into a single one, is shown in Fig. 3 . The event set for this SHA is = 1 ∪ 2 , where n = {ζ b n , ζ a n , λ n , μ n , χ n , γ 1 n , γ 2 n } and the subscript n refers to the road where the event occurred. The seven events in n are defined as follows.
n is a switch in the sign of α n (t) − h n (t) from nonpositive to strictly positive. 7) γ 2 n is a switch in the sign of α n (t) from 0 to strictly positive. Note that the first four events {ζ b n , ζ a n , λ n , μ n } are those that induce light switches. In fact, if we label light switching events from RED to GREEN and GREEN to RED as R2G n and G2R n , respectively, we can specify the following rules for our hysteresis-based quasi-dynamic controller corresponding to (3)- (5) .
R1: The occurrence of event ζ b n , while zn > θn ,min and xn < sn, results in event R2G n . R2: The occurrence of event ζ a n , while z n > θ n,min and xn ≥ sn, results in event G2R n . R3: The occurrence of event λ n , while x n < s n and xn ≥ sn, results in event G2R n . R4: The occurrence of event μ n always results in event G2R n . A partial state transition diagram defined in terms of the aggregate queue content states X (t) is shown in Fig. 4 . A complete state transition diagram for this SHA is too complicated to draw and is not necessary for IPA. In fact, IPA focuses on analyzing a typical sample path of the SHA and, specifically, observable events in it. An example of such a sample path is shown in Fig. 5 . Observe that any such sample path consists of alternating nonempty periods (NEPs) and empty periods (EPs), which correspond to time intervals when x n (t) > 0 (i.e., queue n is nonempty) and x n (t) = 0 (i.e., queue n is empty), respectively. Let us then label the events corresponding to the end and to the start of an NEP as E n and S n , respectively, and note that E n is induced by event χ n , while S n may be induced by γ 1 n or γ 2 n or by a G2R n event.
Let us denote the mth NEP in a sample path of queue n by [ξ n,m , η n,m ), where ξ n,m , m = 1, 2, . . . , is the occurrence time of the mth S n event and η n,m is the occurrence time of the mth E n event, as shown in Fig. 5 . In addition, let the time of a light switching event (either R2G n or G2R n ) within the mth NEP be denoted by t j n,m , j = 1, . . . , J m . Recall that the purpose of our analysis is to apply IPA to sample path data in order to obtain online unbiased gradient estimates of a system performance measure with respect to the controllable parameter vector υ and subsequently incorporate such estimates into an online gradient-based optimization scheme. In this context, let us choose our performance metric to be the weighted mean of the queue lengths over a fixed time interval [0, T ] and define the following sample function:
where w n is a weight associated with road n (i.e., its relative importance) and x(0) and z(0) are the given initial conditions. Since x n (t) = 0 during EPs of road n, (9) can be rewritten as
where M n is the total number of NEPs during the sample path of road n. Finally, let us define the overall performance metric as the expected weighted mean queue length
We note that it is not possible to derive a closed-form expression of J (υ; x(0), z(0), T ) without full knowledge of the processes {α n (t)} and {β n (t)}. Even if {α n (t)} and {β n (t)} were fully specified, evaluating the expectation
is infeasible except for very simple cases. Therefore, a closed-form expression for ∇ J (υ) is also infeasible and the usual approach is to approximate derivatives such as ∂ J/∂v i by estimating
Clearly, this is extremely time consuming and potentially inaccurate since it depends on the choice of δ. The value of IPA lies in obtaining unbiased estimates of ∂ J/∂v i based only on data directly observable along a single sample path of the underlying SHS [5] . Moreover, multiple such estimates of ∂ J/∂v i for i = 1, . . . , n (the parameter vector dimensionality) can be concurrently obtained along this single sample path. Thus, by assuming only that α n (t) and h n (t) are piecewise continuous w.p. 1, we can apply the IPA methodology developed for general SHS in [7] to the specific system at hand and obtain an estimate of ∇ J (υ) by evaluating the sample gradient ∇ L(υ). We emphasize that no explicit knowledge of α n (t) and h n (t) is necessary to estimate ∇ J (υ). As will become clear in the sequel, it is only observable event counters and timers that are involved in obtaining an unbiased estimate of this gradient, which can then be used to improve current operating conditions or (under certain technical conditions) to compute an optimal υ * through an iterative optimization algorithm of the form
where ρ l is the step size at the lth iteration, l = 0, 1, . . . , and ω l denotes a sample path from which data are extracted and used to compute Under these conditions, it has been shown in [7] 
III. INFINITESIMAL PERTURBATION ANALYSIS
For the sake of completeness, we provide here a brief overview of the IPA framework developed for SHS in [7] . Consider a sample path of such a system over [0, T ] and denote the time of occurrence of the kth event (of any type) by τ k (θ ), where, for simplicity, we take θ to be a scalar controllable parameter of interest. Let us also denote the state and event time derivatives with respect to parameter θ by
respectively, for k = 1, . . . , N. The dynamics of x(θ, t) are fixed over any interevent interval [τ k (θ ), τ k+1 (θ )), and we write
to represent the state dynamics over this interval. Although θ is included as an argument in the expressions above to stress the dependence on the controllable parameter, we will subsequently drop this for ease of notation as long as no confusion arises. It is shown in [7] that the state derivative satisfies
with the following boundary condition:
In order to evaluate (14), we must first determine τ k , whose expression depends on the type of event that takes place at τ k . As detailed in [7] , the following three types of events are defined for a general SHS: 1) Exogenous Events: These events cause a discrete state transition that is independent of parameter θ and, as a result, satisfy τ k = 0. 2) Endogenous Events: In this case, there exists a continuously differentiable function g k :
, where the function g k usually corresponds to a guard condition in a hybrid automaton. Taking derivatives with respect to θ , it is straightforward to obtain
where
is triggered by the occurrence of another event at time τ m ≤ τ k so that the expression of τ k depends on that of τ m (the details can be found in [7] ). Clearly, IPA captures how changes in the controllable parameter affect the event times and the state of the system. Since interesting performance metrics are usually expressed in terms of τ k and x(θ, t), IPA can ultimately be used to infer the effect that a perturbation in θ will have on such metrics.
Returning to our TLC problem, let us define the derivatives of the states x n (υ, t) and z n (υ, t) and event times τ k (υ) with respect to υ i , i = 1, . . . , 6, as follows:
Furthermore, since our complete system state vector is [x(t), z(t)], let us denote the state dynamics over any interevent interval [τ k (θ ), τ k+1 (θ )) as follows:
We end this overview by noting that, based on (7), we have
Similarly, for the clock state variable z n (υ, t), we have
This means that the value of the state derivative of any road remains unaltered while the system is in a given discrete mode
In what follows, the IPA expressions for state and event time derivatives will be derived for the events identified in our SHA model using (14) , (15) , and (18).
A. State and Event Time Derivatives
We proceed by considering each of the event types (G2R n , R2G n , E n , and S n ) identified in the previous section as causing state transitions in either x n (t) or z n (t), n = 1, 2, and deriving the corresponding event time and state derivatives. We start by presenting a general result that applies to all the light switching events G2R n and R2G n . Let us denote the time of occurrence of the j th light switching event by σ j and define its derivative with respect to the control parameters as
, of light switching event times σ j , j = 1, 2, . . ., with respect to the control parameters υ i satisfies
where n = 1, 2 and 1[·] is the usual indicator function. Proof: We begin by considering the occurrence of a G2R n light switching event. Recall that this may be induced by one of the four endogenous events {ζ b n , ζ a n , λ n , μ n }. Each of these cases will be separately analyzed in the following.
1) Event ζ b 1 Occurs at Time σ j :
This is an endogenous event that occurs when x 1 = s 1 from below and results in a G2R 2 (hence, R2G 1 ) event as long as z 2 (σ j ) > θ 2,min and x 2 (σ j ) < s 2 (see R1). Thus, in this case, the switching function in (15) is g j = x 1 − s 1 = 0, and we have (∂g j /∂ x 1 ) = 1 and (∂g j /∂υ 5 ) = −1 [see (1)] with all the remaining partial derivatives equal to zero. Since x 1 (σ − j ) < s 1 and x 1 (σ + j ) = s 1 , road 1 is necessarily in an NEP when this event takes place. Furthermore, the fact that road 1 is undergoing a RED phase at time σ − j but will be undergoing a GREEN phase at σ
. As a result, it is simple to verify that (15) reduces to
2) Event ζ b 2 Occurs at Time σ j : This is an endogenous event with g j = x 2 − s 2 = 0 from below, resulting in a G2R 1 event. The same reasoning as above applies to verify that (15) becomes
3) Event ζ a 1 Occurs at Time σ j : This is an endogenous event that occurs when x 1 = s 1 from above and results in a G2R 1 event as long as z 1 (σ j ) > θ 1,min and x 2 (σ j ) ≥ s 2 (see R2). Thus, the switching function in (15) is g j = x 1 − s 1 = 0. In order for this event to take place at time σ j , we must have 1 , which means that road 1 must be in an NEP. Furthermore, since x 2 (σ j ) ≥ s 2 , this implies that road 2 must also be in an NEP at σ j . Since road 1 is undergoing a GREEN phase at time σ − j but will be undergoing a RED cycle at σ
and f x 1, j (σ
. As a result, (15) can be seen to become
4) Event ζ a 2 Occurs at Time σ j :
This is an endogenous event with g j = x 2 − s 2 = 0 from above, resulting in a G2R 2 event. The same reasoning as above applies to verify that (15) reduces to
5) Event λ 1 Occurs at Time σ j :
This is an endogenous event that occurs when z 1 = θ 1,min and results in a G2R 1 event as long as x 1 (σ j ) < s 1 and x 2 (σ j ) ≥ s 2 (see R3). Thus, the switching function in (15) is g j = z 1 −θ 1,min = 0. Let τ p < σ j be the occurrence time of the last R2G 1 event before λ 1 takes place at time σ j . It follows from (18) 
. Furthermore, the fact that road 1 is undergoing a RED phase at time τ − p but will be undergoing a GREEN phase at τ + p means that f
. Let τ r < τ p also be the occurrence time of the last G2R 1 event before τ p so that z 1 
by a similar argument as above. Since z 1 (t) is reset to zero whenever a G2R 1 event takes place, we have z 1,i (τ + r ) = 0. As a result, (14) can be easily seen to yield z 1,i (τ + p ) = −τ p,i , i = 1, . . . , 6. Using a similar reasoning to the one applied for determining the change in state dynamics due to an R2G 1 event at τ p , it is simple to verify that f
By substituting these expressions into (15) and recalling that τ p = σ j −1 , we obtain
6) Event λ 2 Occurs at Time σ j :
This is an endogenous event with g j = z 2 − θ 2,min = 0, resulting in a G2R 2 event. Let τ r be the time of occurrence of the last G2R 1 event before λ 2 takes place at time σ j . The same reasoning as above applies to verify that z 2,i (σ
. Furthermore, since light switches are coupled, road 2 is undergoing a RED phase at time τ − r but will be undergoing a GREEN phase at τ + r so that f z 2,r−1 (τ − r ) = 0 and f z 2,r (τ + r ) = 1. As a result, (14) yields z 2,i (τ + r ) = −τ r,i . By substituting these expressions into (15) and recalling that τ p = σ j −1 , we obtain
7) Event μ 1 Occurs at Time σ j :
This is an endogenous event that occurs when z 1 = θ 1,max and always results in a G2R 1 event (see R3). Thus, the switching function in (15) is g j = z 1 −θ 1,max = 0. The same reasoning as in Case 5 applies to verify that (15) reduces to
8) Event μ 2 Occurs at Time σ j :
This is an endogenous event with g j = z 2 − θ 2,max = 0, resulting in a G2R 2 event. The same reasoning as in Case 6 applies to verify that (15) reduces to
We will use Proposition 1 in the following, where we consider each of the event types (G2R n , R2G n , E n , and S n ).
1) Event G2R n : The following two cases must be considered: a) G2R n Occurs at τ k While Road n Is Undergoing an NEP: In this case, the fact that
In addition, since road n is undergoing a RED phase at time τ
It follows from (14) that:
for n = 1, 2 and i = 1, . . . , 6. b) G2R n Occurs at τ k While Road n Is Undergoing an EP: In this case, x n (τ − k ) = 0, so that from (7), we have f n,k−1 (τ − k ) = 0, and it is simple to verify that
for n = 1, 2 and i = 1, . . . , 6. Finally, if the kth event corresponds to the j th occurrence of a light switching event, we have that τ k,i = σ j,i for some j = 1, 2, . . .. As a result, combining the two cases above, we get, for n = 1, 2 and i = 1, . . . , 6
where σ j,i is given by (19) in Proposition 1 with σ j = τ k . 2) Event R2G n : Once again, the following two cases must be considered: a) R2G n Occurs at τ k While Road n Is Undergoing an NEP: In this case, the fact that road n is undergoing a RED phase within an NEP at time τ
and since it will be undergoing a GREEN phase at time τ
It follows from (14) that: 2 and i = 1, . . . , 6. b) R2G n Occurs at τ k While Road n Is Undergoing an EP: In this case, the fact that road n is empty while undergoing a RED phase at time τ (7), and it is simple to verify that
for n = 1, 2 and i = 1, . . . , 6. Combining these two cases, we get, for n = 1, 2 and i = 1, . . . , 6
where again σ j,i is given by (19) in Proposition 1 with σ j = τ k . 3) Event E n : This event corresponds to the end of an NEP on road n and is induced by χ n , i.e., an endogenous event such that x n = 0 from above. Thus, the switching function in (15) is g k = x n = 0. The fact that road n is in an NEP at time τ
and it follows from (15) that
. Furthermore, since road n is in an EP at time τ on road n and can be induced either by a G2R n event, or γ 1 n or γ 2 n . These three cases will be analyzed in the following. a) S n Is Induced by a G2R n Event: Suppose this is the start of the mth NEP on road n. This means that, during the preceding EP, which corresponds to the time interval
, and since τ k corresponds to the time when the NEP starts on road n (i.e., τ k = ξ n,m ), it follows that x n,i (τ
As a result, (28) can be easily seen to yield, for n = 1, 2 and i = 1, . . . , 6
x n,i τ
The value of τ k,i in (31) depends on the type of event that induced G2R n . If the kth event corresponds to the j th light switching event, then τ k,i = σ j,i , whose expression is given by (19) . Note, however, that event S n cannot be induced by ζ a n because the occurrence of event ζ a n is conditioned upon road n being in an NEP, and such a case is not possible here. As a result, the second case in (19) must be excluded. b) S n Is Induced by a γ 2 n Event: Recall that γ 2 n corresponds to a switch from α n (t) = 0 to α n (t) > 0 while road n is undergoing a RED phase, i.e., z n (t) = 0. Since this is an exogenous event, τ k,i = 0, i = 1, . . . , 6, and (14) reduces to x n,i (τ
. We know that the NEP starts on road n at time τ k , so that τ k = ξ n,m , and we have shown that 2 and i = 1, . . . , 6 . c) S n Is Induced by a γ 1 n Event: Event γ 1 n corresponds to a switch from α n (t) − h n (t) ≤ 0 to α n (t) − h n (t) > 0 while road n is undergoing a GREEN phase, i.e., z n (t) > 0. Since this is an exogenous event, τ k,i = 0, i = 1, . . . , 6, and the subsequent analysis is similar to that of the previous case. As a result, x n,i (τ + k ) = 0, for n = 1, 2 and i = 1, . . . , 6. This completes the derivation of all the state and event time derivatives required to apply IPA to our TLC problem; the way in which the above derivatives are used to ultimately estimate d J/dυ i , i = 1, . . . , 6, will be detailed next.
B. Cost Derivatives
Returning to (10) , recall that the IPA estimator consists of the gradient formed by the sample performance derivatives d L/dυ i . The following theorem provides the complete IPA estimator.
Theorem 1: The IPA estimator, i.e., the gradient of
Since, by the definition of an NEP, road n is empty both at the start and end of an NEP, we have x n (ξ n,m ) = x n (η n,m ) = 0. Furthermore, we have shown in (18) that x n,i (t) is piecewise constant throughout an NEP and its value changes only Algorithm 1 IPA Algorithm for Quasi-Dynamic TLC at instants when events take place. This implies that we can decompose each NEP into time intervals of the form (32) immediately follows.
C. Implementation Issues
It is clear from (32) that evaluating the IPA estimator requires knowledge of: 1) the event times ξ n.m , η n,m , and t j n,m and 2) the value of the state derivatives x n,i (t) at event times t = ξ n.m , t = t J n,m n,m , and t = t j n,m . The quantities in 1) are easily observed using timers whose start and end times are observable events. The state derivatives in 2) are obtained from the expressions derived in (28) and (31) for G2R n light switching events, (29) for R2G n light switching events, and x n,i (τ + k ) = 0 for all other events occurring at t = τ k . Ultimately, these expressions depend on the values of the arrival and departure rates α n (t) and h n (t) at light switching event times only, which may be estimated through simple rate estimators.
As a result, it is straightforward to implement an algorithm for updating the value of d L(υ)/dυ i after each observed event, as outlined in Algorithm 1. For conciseness, only the events occurring on road 1 are shown (note that, since events γ 1 1 and γ 2 1 have a null effect on the state derivatives, it is not necessary to check for their occurrence).
We also point out that our IPA estimator is linear in the number of events in the SFM, not in its states. This is a crucial observation because it implies that our approach scales with the number of traffic lights in a network of interconnected intersections. Another crucial observation is that the IPA estimator depends only on events that are observable in the actual intersection operating as a DES; for example, event χ n is simply the condition [x n = 0 from above], i.e., an event representing the fact that a road queue becomes empty. In other words, even though the IPA estimator is derived from our SFM (7), (8), its actual implementation is entirely driven by actually observed events in the real intersection.
Extending the proposed controller to incorporate bidirectional and left/right turn traffic is straightforward, requiring the addition of variables that capture associated traffic flows and of parameters for the green/red times and backlog thresholds. The extension to multiple intersections is also a direct one as shown in [24] and includes phenomena arising when upstream traffic flow is blocked by a congested neighboring intersection; in fact, IPA equations explicitly capture such effects. However, our simple model (7), (8) will have to be enhanced to incorporate acceleration and deceleration delays, as well as delays in vehicles reaching a downstream traffic light dependent on the length between adjacent intersections and the state of the associated queues.
We also point out that our traffic light controller does not assume a fixed cycle consisting of red and green phases, i.e., setting T = R + G, where T is fixed. This a special case of our model, which can be easily incorporated in our analysis as shown in [22] by simply constraining the red and green phases to add up to T and treating T, if desired, as a controllable parameter. This allows us to study the coordination of multiple traffic lights in series and achieve the so-called green waves whereby vehicles maximize their chance of encountering a green light over several intersections in a row.
As already mentioned, the purpose of this paper is to demonstrate the advantages of quasi-dynamic TLC using IPA techniques before expanding this effort to networks of urban roadways and multidirectional traffic flows. It is for this reason that all the simulation results reported in the next section were obtained based on a simple simulator we developed, as opposed to commercial traffic network simulators (e.g., VISSIM). As we extend this work to multiple intersections and include the additional features discussed above, we will be incorporating our controllers to such commercial simulators.
We end with a conceptual comparison of our methodology with some well-known approaches (e.g., Webster's method [9] , SIGSET, and SIGCAP [28] ). Since these approaches are fixedtime strategies, they must rely on historical data to determine and preset signal timings, and therefore signal cycles cannot be automatically adjusted to handle fluctuating vehicle flows [19] . Our methodology, on the other hand, allows for the design of fully actuated signals, whose settings can be changed online to account for random traffic variations. In fact, our IPA algorithm can be implemented online and is thus capable of processing real-time traffic data, while the algorithms that result from the aforementioned strategies must be solved offline using historical data. Finally, we stress that, although we have not implemented the Webster, SIGSET, and SIGCAP algorithms, a comparison of the simulation results obtained through our methodology and those obtained using fixed-time strategies is given in Table I .
IV. SIMULATION RESULTS
In what follows, we detail how an IPA-driven gradientbased optimization approach can simultaneously control the green and red light times and the queue content thresholds for a single traffic light intersection, which is modeled as a DES. Two sets of simulations were performed: one in which the same initial phase length/threshold setting was used for different traffic intensities and another in which different starting points were used for the given values of traffic intensity.
In all our simulations, we assume that the vehicle arrival process is Poisson with rateᾱ n , n = 1, 2, and approximate the departure rate by a constant value h n (t) = H when road n is nonempty (this ignores acceleration effects and the interdependence of queued vehicles). We nevertheless remind the reader that our methodology applies independently of the distribution chosen to represent the arrival and departure processes, which we need only assume to be piecewise continuous w.p. 1. We estimate the values of the arrival rate at event times as α n (τ k ) = N a /t w , where N a corresponds to the number of vehicle arrivals during a time window of size t w just before τ k . We also note that we consider h n (t) = H throughout the numerical simulations for simplicity; if the value of h n (t) were not taken to be constant, we would simply need to estimate it at event times only (exactly as we do forᾱ n ). Simulations of the intersection modeled as a pure DES are thus run to generate sample path data to which the IPA estimator is applied. In all the results reported here, we set H = 1, w n = 1, and n = 1, 2, and measure the sample path length in between updates of the controllable parameter vector υ in terms of the number of observed light switches, which we choose to be N = 5000.
In our first set of simulations, the initial configuration was chosen to be θ 0 = [15, 30, 15, 30] and s 0 = [10, 10] . Table I presents the optimization results associated with different traffic intensities (denoted by 1/ᾱ), where θ * IPA and s * IPA denote the optimal phase lengths and threshold values, respectively, and J * IPA is the cost associated with the optimal configuration. We also include here a comparison of the results generated by our methodology with those obtained when static control [22] is applied to determine the optimal phase lengths. This is captured by R(%) in Table I , the fractional cost reduction achieved by our method with respect to the static approach. The static controller defined in [22] adjusts the green light times subject to some lower and upper bounds and determines
, where θ * 1 (θ * 2 , respectively) is the green phase length that should be allotted to road 1 (road 2, respectively) so as to minimize the average queue content on both roads. The advantage of quasi-dynamically controlling the light cycle lengths and threshold values over a static IPA approach to the TLC problem was established in [17] . However, in [17] , we made use of a sequential optimization procedure, where first the optimal phase lengths were determined considering fixed threshold values, and then the queue content thresholds were optimized. The magnitude of the cost reduction obtained using this approach varied in the range 38%-51%. We have found that performing a simultaneous optimization of both phase lengths and threshold values provides a cost reduction that is in most cases at least as high as the aforementioned sequential approach. Indeed, for 1/ᾱ = [1.7, 3], sequential optimization yielded a 38% cost reduction, while our simultaneous optimization method allowed for a reduction of 46%, and for 1/ᾱ = [2, 3] , both approaches resulted in a comparable overall cost, which was 47% lower than the one obtained under static control for the simultaneous optimization and 51% lower in the case of sequential optimization. Moreover, our methodology consistently yields results in which the traffic buildup at the intersection is approximately half the size of the one under static control.
The convergence behavior of the cost and the controllable phase lengths and threshold parameters are shown in Figs. 6 and 7 . The left plot of Figs. 6 and 7 shows the average cost, which in this paper corresponds to the weighted mean of the queue length of both roads, while the middle and right plots display the convergence behavior of the green phase lengths and threshold values, respectively. It is worthwhile to note that, in most of the analyzed scenarios, the value of the average cost converges much more slowly than the values of the controllable parameters, but we remind the reader that the purpose of our work is precisely to identify controllable parameters whereby an effective quasi-dynamic TLC may be imposed. As such, existing oscillations in the average cost value, albeit small once the green phase lengths and threshold values have converged, point to the robustness of our proposed approach. We also draw the reader's attention to the difference in the convergence time between the green phase length parameters and threshold parameters. It can be observed in Figs. 6 and 7 that the real challenge in convergence lies with the threshold values, which represent the quasi-dynamic parameters introduced by our methodology, while the green phase lengths generally converge much faster to their optimal configuration.
In our second set of simulations, we analyze the convergence results in light of the existence of local minima, and three different traffic intensity settings are contemplated. Table II summarizes the results obtained when different initial configurations (θ 0 and s 0 values) are used. It comes as no surprise that local minima exist throughout the 6-D cost surface of this system so that the optimal configuration to which the algorithm converges is dependent on the starting point. More interesting, however, is the fact that, for any given traffic intensity, we are able to consistently achieve a cost reduction of the order of 50% across different optimal configurations.
We also include an example of the simulated traffic flow variation in Fig. 8 , which presents the queue content on both roads as a function of the simulation time. For ease of visualization, the entire sample path length in between updates of the controllable parameters is not shown in Fig. 8 . Nevertheless, it is possible to note that the queue lengths on both roads become increasingly bounded as the simulation progresses. This indicates that, as the algorithm converges to optimal phase length and threshold settings, the number of vehicles on each road tends to oscillate within tighter bounds, whose values are directly related to the optimal threshold values determined for each road.
V. CONCLUSION
We have modeled a single traffic light intersection as an SFM and formulated the corresponding TLC problem within a quasi-dynamic control setting to which IPA techniques were applied in order to derive gradient estimates of a cost metric with respect to controllable phase lengths and queue content threshold values. By subsequently incorporating these estimators into a gradient-based optimization algorithm and simultaneously determining the optimal phase length/threshold configuration, we were able to reduce traffic buildup by approximately half (with respect to the traffic buildup resulting from a system operating under static control). Such results were consistently observed across a range of different traffic intensity settings and provide strong evidence of the advantages of applying an IPA-based quasi-dynamic control framework to the TLC problem. Our ongoing research is now focused on applying IPA to an intersection with more complicated traffic flows, e.g., allowing for left and right turns. The presence of more competing flows implies the need for also controlling the light phase sequence, which our methodology can handle by defining additional parameters (e.g., redefining the control vector θ by adding constraints that dictate the number of mutually exclusive flows). We are also aiming to incorporate acceleration/deceleration due to light switches into the model, as well as extending our methodology to a network of multiple intersections. Assuming that traffic lights can communicate with each other, it is also possible to endow a downstream light with the ability to predict an impending flow of vehicles and adjust its light cycle within the proposed quasi-dynamic framework, i.e., by adjusting its threshold parameters accordingly. Finally, it is worth acknowledging the emergence of a virtual traffic light setting [43] , in which case IPA techniques are equally applicable to the switching control of a virtual rather than actual traffic light.
