Part-task training involves methods for reducing the complexity of a task during training with the objective of improving the effectiveness and/or efficiency of skill learning and transfer to the whole task. Part-task methods are widely used in training programs when the full target task is considered too complex or impractical to start training on initially. Often the objectives of part-task training include reducing training time and costs without negatively impacting learning and transfer to the whole task in an operational environment. However, part-task training has had mixed success in transfer to the whole task, in comparison to whole-task training. Much of the part-task training research has focused on part tasks that are segments of a serial task or components that are integrated and performed concurrently in the whole task. There is limited research focused on part tasks that are separate but concurrent in the whole task. This domain includes a variety of task types that involve vehicle control and navigation while monitoring the environment to detect and identify potential threats. The present research was designed to help address this gap in the context of an Army-relevant task and training situation. The task is teleoperating a robotic device to detect and identify vehicles as friendly, enemy, or neutral. The training involved a simulated environment, where only part-task training may be available, and transfer to performance with a live robotic system and test environment.
Procedure:
Thirty-nine participants, 24 males and 15 females, learned to remotely drive a small unmanned ground vehicle while looking for vehicles and identifying those vehicles as friendly, enemy, or neutral. The task consisted of three component parts: mobility, target detection, and target identification. Participants were trained using a simulated vehicle and environment, which then transitioned to a live ground vehicle in a live environment. Four different training conditions were used in the simulation training environment: (1) part-task, (2) whole-task, (3) part-task followed by whole-task, and (4) a fourth condition involved part-task training in the simulation training environment as well as part-task training in the live environment prior to starting transfer scenarios in the live environment.
Transfer was to the whole task in the live environment one week later -measured using two types of transfer scenarios. The first transfer scenario was a traditional transfer of learned skill paradigm, but also assessed one's ability to quickly get to a proficient level of performance on a new system. After this first transfer scenario was completed, all participants performed a vi second transfer task (i.e., the "freeform scenario"), in which the objective was to identify all threats in the environment, but without a fixed route through the environment. Key transfer performance criteria included: 100% detection and identification accuracy, with no collisions or wrong turns, and within a specified time limit.
Findings:
Twenty-nine participants achieved transfer performance criteria in the live environment within the allocated timeframe. The four training conditions were equally effective at getting 70-80% of the learners to criterion level performance. Results from the first transfer scenario indicated a significant benefit to mobility skills (i.e., fewer collisions) for the condition receiving part-task training in both the training simulation and live environment. Participants in this condition also reached transfer performance criteria in significantly fewer scenarios, and the significant benefit to mobility persisted in the freeform scenario. Examining the scenario performance plots suggests that this benefit was not due solely to the extra training time but also to the part-task approach. In addition, completing part-task training in the live environment (prior to the transfer scenarios) was more efficient than other conditions in terms of training time on the live robotic system. The condition with live part-task training spent an average of 46% less time on the live robotic system than participants in the other three conditions who started directly with a whole-task transfer scenario.
Utilization and Dissemination of Findings:
The results of this experiment provide information for training researchers and training designers. The results suggest that part-task training in the live environment can increase the effectiveness and efficiency of learning time/attention sharing skills in the whole task, when subtasks are concurrent but separate tasks. For the military trainer, the results add to the research base that suggests that part-task training can be used to reduce training cost on operational equipment without sacrificing transfer performance or efficiency. 
TRANSFERRING FROM THE SIMULATOR TO A LIVE ROBOTIC ENVIRONMENT: THE EFFECTIVENESS OF PART-TASK AND WHOLE-TASK TRAINING

Introduction
The present research was conducted as part of an ongoing project to identify evidencebased guidelines for the relative effectiveness and efficiency of different training methods for acquiring, retaining, and transferring cognitive skills involved in complex Army-relevant task domains (Carolan, Belanich, McDermott, Hutchins, & Wickens, 2011) . For a given task, what training methods or combinations of methods are more effective in terms of performance, retention, and especially transfer outcomes and/or reduction in training time to achieve criterion outcome levels?
Literature review and meta-analyses were conducted to systematically evaluate the effectiveness of training methods in the context of key moderating factors, including transfer criteria, task factors, and individual differences in ability or experience. The results from the review and meta-analyses also identified areas where the research evidence is limited or ambiguous. These gaps informed subsequent experiments designed to address training methodspecific research questions as applied to basic and complex cognitive skills.
Research on methods for training complex cognitive tasks emphasizes the role of learner effort and workload in training and learning (e.g., Paas & van Gog, 2009 ). While training tasks that are too difficult for the experience level of the learner can inhibit learning, there is evidence that training tasks that require more learner effort may yield higher performance during transfer, especially transfer to new problem situations. Accordingly, a key research emphasis for the experiments conducted as part of this ongoing project was on strategies for effectively managing learner effort and workload during training and on research comparing the effectiveness of training methods for promoting transfer performance.
Part-Task Training
Part-task training involves methods for reducing the full complexity of a target task during training with the objective of improving the effectiveness and/or efficiency of learning and transfer to the whole target task. Part-task methods are widely accepted and used in training programs when the full target task is considered too complex or impractical to start training on initially (Lintern, 1991) . Part-task training is often used to reduce training costs by replacing some of the training on expensive operational equipment or full mission simulators with training using low cost training media. Another argument for part-task training is that it can save wholetask learning time, speeding up the learning process and increasing training efficiency relative to whole-task training (Wightman & Lintern, 1985) .
Part-task training has a long research history primarily focused on complex manual control and tracking tasks. Wightman and Lintern (1985) reviewed the literature on part-task training of psychomotor tasks and identified three strategies for reducing the complexity of a target task: segmentation, fractionation, and simplification. Segmentation involves separating component tasks that are performed sequentially in the whole task and training the sequential part tasks, such as the sequential steps in a surgical procedure. Fractionation involves separating tasks that are performed concurrently in the whole task and training the fractional part tasks, such as controlling heading and altitude in flight control or the gear shift and clutch in manual shifting. Simplification, as the name implies, involves keeping all the parts but simplifying the full task complexity by reducing fidelity, time pressure, number of targets, or providing worked examples or other scaffolding techniques.
In their review, Wightman and Lintern (1985) conclude that part-task training has received limited empirical support. In comparison to whole-task training, part-task training has had mixed success in transfer to performance on the whole task. Part-task training provided a relative transfer benefit when segmented part tasks were sequential in the whole task, but not when fractionation part tasks were performed concurrently in the whole task. The lack of effectiveness of part-task training for concurrent part tasks is thought to be due to the need to practice the timesharing between the concurrent tasks that can only be practiced in the whole task (Lintern & Wickens, 1991) . Therefore, transfer to the whole task requires additional time to develop timesharing skills and integration of part tasks into the whole task (Goettl & Shute, 1996) .
A series of experiments using a complex task (Space Fortress computer game) has provided some support for the value of part-task training with complex cognitive tasks (Lintern, 1991) . The task involves concurrent and coordinated use of perceptual-motor skills with conceptual, procedural, and strategic knowledge components (Frederiksen & White, 1989) . Training on task components, when it involved additional training prior to whole-task training (e.g., Mané, Adams, & Donchin, 1989) , resulted in better performance throughout the whole-task practice. Analysis showed no significant differences in training times (Lintern, 1991) . Part-task training strategies that incorporated opportunities to practice concurrent part-task integration and timesharing were also effective relative to whole-task training (e.g., Gopher, Weil, & Siegel, 1989) .
A recent meta-analysis of the part-task training research (Wickens, Hutchins, Carolan & Cumming, 2013) , also conducted as part of the aforementioned ongoing project, included 22 experiments that provided statistical information necessary for effect size analysis. The tasks in these experiments involved procedural, perceptual-motor, and cognitive components and included tasks such as multi-dimensional tracking, simulated vehicle control with concurrent monitoring and responding to stimuli, as well as Morse code, poetry, and preparing legal presentations. The meta-analysis investigated the effectiveness of part-task training methods, relative to whole-task training, as measured on transfer performance. These were primarily measures of performance accuracy. The results indicated that, on average, over different parttask methods, measures, and task factors, part-task training was less effective for transfer performance than training on the whole transfer task. This is consistent with previous reviews. For part tasks that are performed concurrently in the whole task, therefore requiring timesharing of task elements, training the part tasks separately resulted in significant performance decrements on the transfer task, in comparison to training the whole task. For segmented part tasks that are sequential in nature, there was no overall performance advantage or disadvantage for part-task training relative to training on the whole task. Part-task methods that provided an opportunity to develop timesharing skills were more effective relative to whole-task training. Pure part-task training, where the parts are not practiced together during training, resulted in a large negative effect relative to whole-task training for fractionated tasks but was not significantly different from whole-task training for segmented tasks. In other words, if the subtasks are sequential, parttask and whole-task training methods are, on average, equally effective for transfer performance on the whole task. However, if the subtasks are performed concurrently in the whole task, wholetask training is generally more effective than part-task training.
Research Questions
Results from the literature review and meta-analyses from the larger ongoing project suggested a number of areas where additional evidence is needed to support training recommendations related to the effectiveness of part-task training strategies. Most of the parttask research has focused on part tasks that are segments of a serial task or fractions of an integrated concurrent task, where integrated implies a physical interaction or coordination between the two concurrent subtasks, such as in flight control or shifting gears. There has been a relatively limited research focus on part tasks that are concurrent but separate in the whole task; that is, the subtasks interact only through their concurrent demands on operator attention. This domain includes a variety of task types that involve vehicle control and navigation while monitoring the environment to detect and identify potential threats.
The objective of training is to transfer what is learned and apply it in an operational environment. For most of the experiments in the meta-analysis, in keeping with the part-task paradigm, the transfer task is identical to the training task, whether trained as a whole task or using a part-task method. Only one experiment in the meta-analysis included a far transfer task (defined as a task that is different than the trained task, but requires the same set of trained skills). There were no experiments in which part-task training was done via simulation and transfer was conducted via whole-task training in a higher fidelity environment. A common objective of part-task training is to reduce training time and costs on expensive operational equipment. An alternative or additional part-task training goal may be to provide training when whole-task training is not available or practical. Given these objectives, the current experiment focused on the use of part-task training as a means to reduce training time on the target task without negatively impacting transfer performance criteria.
We developed an experiment to address research gaps identified in the meta-analyses. The experimental task involved controlling an unmanned ground vehicle to detect and identify targets in an urban environment. The task consisted of three parts: teleoperation, target detection, and target identification; requiring a combination of psychomotor, spatial, perceptual, and timesharing skills. Detection and identification are sequential tasks. Mobility and detection/identification are concurrent but not integrated tasks; that is, there is no physical 4 interaction or coordination required-the subtasks interact only through their concurrent demands on operator attention.
The research questions assume a situation in which a real robotic system and live testing environment are not available for training in the schoolhouse and the trainer may not have access to a single simulation system that performs all components of the task. Part-task training is therefore conducted using the pure part-task method. The experiment investigates the relative effectiveness of part-task (p) and whole-task (w) training in a simulation environment, where the transfer task is performance on a real robotic system in a live test environment. Training conducted via simulation is abbreviated with a lower case p or w. Part-task training in the live environment is abbreviated with a capital P and the whole task transfer scenarios are abbreviated with a capital W. To control the scope of the experiment, not all combinations of part-task and whole-task training were investigated. Instead, conditions were chosen which allowed us to address the following research questions:
1. Given only part-task training in the simulation environment, is there a benefit to providing part-task training in the live environment prior to the whole-task training? In other words, is there a benefit to p-PW compared to p-W? What is the impact in terms of both transfer performance and training time on the live system?
2. If whole-task training is available on the simulation system, how does whole-task training compare to part-task training on the simulation system, in terms of transfer performance on the live system and savings of time required to reach performance criteria on the live system? In other words is w-W more beneficial than p-W?
3. If whole-task training is available on the simulation system, does prior part-task training on the simulation system improve performance in terms of transfer performance on the live system and savings of time required to reach performance criteria on the live system?
In other words, is pw-W more beneficial that w-W?
4. A primary concern with pure part-task training, where the part tasks are performed concurrently in the whole task, is that the timesharing skills are not learned during the part-task training. Are there significant differences in the time required to learn the timesharing skills in the live environment for the four different combinations of part and whole-task training (i.e.
, p-PW, p-W, w-W, pw-W)?
5. Do the part and whole-task training result in any differences in performance on a second far transfer task that requires some ability to adapt learned skills?
6. Do individual differences in abilities (spatial skills), related experience (videogame experience), or demographic variables (age or gender) impact training or transfer performance or interact with training method?
Method Experimental Task
Participants learned to remotely drive a small unmanned ground vehicle while looking for other vehicles and identifying those other vehicles as friendly, enemy, or neutral. The task consisted of three parts:
1. Mobility: teleoperation of unmanned vehicle; 2. Detection: noticing targets of interest in robot's visual field; and 3. Identification: determining whether the target vehicle was friendly, enemy, or neutral, based on cues such as color, size, gun barrel length, and whether the vehicle was tracked or wheeled.
Several military systems contain this capability or a subset of these capabilities. One operator may be assigned to perform all three tasks, particularly for a single unmanned system. At other times, the different tasks may be parsed out to different operators. One operator may teleoperate an unmanned vehicle and send snapshots of suspicious vehicles to another operator for identification. Or, one operator may monitor video feed from an autonomous unmanned vehicle and identify suspicious targets and a second operator could make the final identification. It is possible that a trainee learns these tasks on a single system or on multiple systems. In this experiment, participants learned in a simulation environment and transferred those skills to a live robotic environment in which the robot was driven through urban settings.
Experimental Design
Training was a between-subjects variable with four conditions. The conditions specified whether the simulation and the live training consisted of part-task training, whole-task training, or both. Not all combinations were used. The conditions were designed to address the specific research questions detailed above.
The first condition is part-task training with a simulation, part-task training in the live environment, and then whole-task transfer in the live environment (p-PW; see Figure 1 ); this simulates a situation where an operator has been trained separately on the three tasks, perhaps on three different systems, and the training approach is to train the part-task skills in the live environment before undertaking transfer to the whole task. The second condition, part-task training with a simulation, whole-task transfer in the live environment (p-W; see Figure 2 ), also simulates a situation where an operator has been trained separately on the three tasks, perhaps on three different systems. However, the training approach assumes that the part-task skills are similar enough that they will transfer to the live environment and the operator can start performing the whole task in the live environment. The third condition, part-task and whole-task training in the simulation with whole-task transfer in the live environment (pw-W; see Figure 3 ), simulates a situation where the initial training approach involved mastering the separate part-task skills individually, using a part-task training schedule, before attempting the whole-task in the simulation training system, and then transferring from the whole task in the simulation to the whole task in the live environment. The fourth condition, whole-task training in the simulation to whole-task transfer in the live environment (w-W; see Figure 4 ), simulates a situation where an operator is trained only the whole system in the simulation and transfer is to the whole system in the live environment. Comparison of conditions one and two addresses the first research question, the value of additional part-task training in the live environment, prior to whole task transfer in the live environment. Comparison of conditions two and four addresses the second research question, the relative advantages of part-task versus whole-task simulation training for transfer to the live environment. Comparison of conditions three and four addresses the third research question, the traditional evaluation of part-task training relative to whole-task training for training the whole task and for transfer to the whole task in the live environment.
All four training conditions were compared to address the fourth research question about the transfer of timesharing skills to the live environment. The transfer to the whole task in the live environment is considered a far transfer test because a different system was used (the real robotic system as opposed to the simulation used in training). In addition, there was a second far transfer task designed to evaluate flexibility or adaptability of the learned skills. In this scenario, called the "freeform" scenario, participants were not given a fixed route but were instructed to search the area to identify all enemy vehicles. The freeform scenario was the final scenario for all participants and was used to evaluate research question five. The sixth research question, regarding the interaction with individual differences, involved all four conditions.
Participants
Thirty-nine volunteers completed the experiment, 24 males and 15 females. The experiment was originally designed to have 10 participants per condition. However, upon analysis of the data from Session 1, it was realized that one participant did not pass criteria and therefore was excluded from the analysis. This resulted in only 9 participants in the w-W condition. Participants ranged in age from 18 to 39 years (M = 27.13, SD = 5.57). Participants were recruited from craigslist and from an email list of previous participants in other experiments. They were compensated $100 for their time in the 4-hour experiment.
Apparatus
The Soldier Machine Interface (SMI) was used as the primary experimental testbed. A separate software application was developed to present and log performance for part-task training. For the detection task, the software played a video from autonomous unmanned vehicles and participants pressed a button when they saw a vehicle. For the identification task, the software presented a static image and participants pressed a button to classify it as friendly, enemy, or neutral. The system logged response time, responses, and whether identifications were correct. Participants used a Logitech Dual Action game controller and a mouse to interact with the systems. Teleoperation (i.e., the mobility task) was done on an 18-inch Gateway monitor with 1280 x 1024 resolution.
For the live environment, the unmanned vehicle was a Traxxas E-Maxx radio controlled car equipped with three Axis 2006 network cameras and a Netgear WGR614 wireless router ( Figure 5 ). The vehicle was modified to mount three cameras and to improve handling and stability (see McDermott & Fisher, 2009 for a full description of the robot and environment).
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Vehicle speed and orientation were controlled using a pistol-grip controller. A laptop with the following specifications was used to display video from the unmanned vehicle: a Dell Inspiron XPS M1330 and the display was a 13.3-inch WXGA screen with LED backlight. Questionnaires. A demographic questionnaire collected basic information from each participant such as age, gender, education, and videogame experience. The Santa Barbara Sense of Direction Scale (Hegarty, Richardson, Montello, Lovelace, & Subbiah, 2002) was used to solicit self-ratings of spatial ability. The scale consists of 15 statements (e.g., "I very easily get lost in a new city") to which participants rate their agreement on a scale from 1 (strongly agree) to 7 (strongly disagree). The Santa Barbara Sense of Direction Scale has been used in studies of ground robotics operators in military reconnaissance missions (Chen, 2010) , the ability to learn routes with interference (Wen, Ishikawa, & Sato, 2011) , and driving habits (Turano et al., 2009 ).
Situation Awareness (SA) sheets were used to collect participant recollections after each scenario in the live environment. The SA sheets contained a route-less map and participants were instructed to mark (1) the route taken by the unmanned vehicle, (2) location of all detected targets, and (3) affiliation of each detected target (e.g., friendly, enemy, neutral).
A post-experiment questionnaire was given verbally by the experimenter to solicit reactions to the training method, including aspects that were easy and aspects that were challenging.
Training materials. Participants viewed a PowerPoint presentation that showed the different experimental vehicles from three different angles (side, front, and back) and three different camera types (daylight simulation camera, infrared simulation camera, and live daylight camera). This resulted in one slide per asset with nine images. As an example, the side view of the neutral pickup truck is shown in Figure 6 from three different camera types. After displaying one slide per vehicle, comparison slides showed all seven vehicles from a common angle from the daylight simulation camera, allowing the user to perceive similarities and differences among the vehicles. One slide showed the seven vehicles from the side, another slide showed the vehicles from the back, and a third showed the vehicles from the front. The presentation pace was controlled so that each participant viewed each slide for the same amount of time. 
Procedure for Session 1: Simulation Training
Part-task simulation training (p), used in the p-W and the p-PW conditions. Participants completed four practice teleoperation scenarios in which they drove the unmanned vehicle along a predetermined route. In the practice scenarios, wrong turns were immediately corrected so that participants stayed on the correct route. Participants then completed a fulllength teleoperation scenario until they did it to criteria (i.e., no wrong turns, within a 3.5 minute time limit). Corrective feedback regarding wrong turns and mission time was given at the conclusion of each scenario.
This general process was repeated for detection scenarios: four practice sets followed by a full-length scenario that was repeated until a criterion of 100% accuracy was reached. For detection, the participant was not teleoperating the vehicle, but observing video of the autonomous unmanned vehicle traversing the course. After each scenario, instructors used the map to point out the location of any missed targets.
Prior to identification scenarios, participants viewed identification training slides. They then completed four practice identification sets of increasing difficulty in which a vehicle was displayed and participants hit a button to classify it as friendly, enemy, or neutral. Each identification was followed by immediate corrective feedback. Following the four practice sets, participants completed a full-length identification set until they reached a criterion of 100% accuracy.
Part-task and whole-task simulation training (pw), used in the pw-W condition. Participants completed the same practice scenarios as the part-task condition: four teleoperation scenarios, four detection scenarios, and four identification sets. Then, participants completed full-length experimental scenarios. The full-length scenario integrated the three skills so that the participant simultaneously teleoperated the vehicle, detected vehicles, and identified the vehicles as friendly, enemy, or neutral. Corrective feedback was provided at the end. This included:
• Percent of vehicles correctly detected. Instructors used the map to point out the location of any missed vehicles and provided details on why the vehicles were missed (i.e., the turn was too wide and the vehicle was not in the field of view, the vehicle was only briefly in the field of view, etc.);
• Any false alarms (participants indicated there was a vehicle when there was no vehicle present) and double detections (the same vehicle detected more than once);
• Percent of vehicles correctly identified. For those incorrectly identified, instructors told participants the correct answer and context for the vehicle (i.e., in the beginning of the scenario, when you crested the hill, you identified the vehicle as Enemy. It was a Friendly Abrams Tank.); and
• Mission time.
These full-length scenarios were repeated until the participant reached criteria of no wrong turns, 100% detection accuracy, no false alarms or double detections, 100% identification accuracy, and within a 5-minute time limit.
Whole-task simulation training (w), used in the w-W condition. Participants began by viewing the identification training slides. Then participants completed four practice scenarios of increasing complexity. Each scenario involved teleoperation along predetermined routes, detection of vehicles, and identification of vehicles. These whole-task training scenarios involved the same route as the teleoperation part-task scenarios, the same vehicle locations as the part-task detection scenarios, and the same vehicles as the part-task identification scenarios. Thus, every participant drove over the same ground and saw the same vehicles. The only difference was whether they did these tasks simultaneously or separately. In the practice scenarios, wrong turns were corrected immediately so participants stayed on a correct path that included vehicles. Corrective feedback was provided at the end of the scenarios and was identical to the feedback provided in the full-length scenarios in the part-task and whole-task simulation condition.
After the practice scenarios, participants completed full-length experimental scenario until they completed the scenario with no missed detections, no identification errors, no wrong turns, and within a 5-minute time limit. No feedback was given during the scenario, but corrective feedback (including a demonstration on the map of any wrong turns) was provided at the end of the scenario. Figure 7 shows the paper map with the route illustrated with a dotted line. The numbers illustrate the location and type of target vehicles in the scenario. This is identical to the map the participants used except that the participant map did not include the numbered vehicle locations. 
Procedure for Session 2: Live Environment
The second session occurred 1 week after Session 1. It lasted 2 hours. Only the p-PW condition included training; the other conditions began with whole-task transfer scenarios. The p-PW condition was included in order to provide evidence and guidelines about when it is most useful to apply a part-task training approach. Comparing the p-PW condition to the p-W condition provided insight on whether the additional part-task training, on the same day as transfer, was worth the extra training time -both in terms of total trainee involvement time and total time on the robotic system. In other words, did providing additional part-task training on the day of transfer result in quicker achievement of criteria or did it result in less time spend on the expensive robotic system? Part-task live training (P), used in the p-PW condition. Participants started with three practice teleoperation scenarios using an actual unmanned ground vehicle. After teleoperation, participants completed four detection scenarios and three identification sets. The detection and identification training was conducted on the same part-task training application that was used in simulation training. The only difference was that the video and static images embedded in the application were generated using the actual unmanned vehicle, instead of the simulated vehicle. After completing part-task training, participants completed whole-task transfer scenarios identical to all other conditions. Whole-task transfer. Participants first completed a full-length integrated scenario in which they teleoperated the robot along a predetermined route, detected vehicles, and identified vehicles. Figure 8 shows a sample route with vehicle locations marked. They repeated scenarios of similar difficulty until they met the following criteria: 100% detection accuracy, no false alarms or double detections, 100% identification accuracy, no wrong turns, no collisions, and within a 5.5-minute time limit. Immediately following each scenario (before feedback was given) the map was removed and participants were given SA sheets (i.e., routeless maps) and instructed to draw their route and the location and type of vehicles encountered. SA performance did not impact whether they passed the scenario. Secondly, once they reached criteria, they completed the freeform scenario in a new city layout. If participants did not pass after eight scenarios (or within 95 minutes), they progressed automatically to the second freeform scenario. Therefore, not all participants achieved criteria. In the freeform scenario, there was no given route; the participants could drive in any route they liked. Their goal was to detect and identify all enemies in the city. They were instructed not to use the interface to note the location of friendly or neutral vehicles, as they would clutter the system. The freeform scenario concluded when the participant was satisfied that he or she had thoroughly searched the area.
Dependent Measures
The transfer performance measures were: detection accuracy (percent of targets detected), false alarms (detecting a target that was not present), double detections (detecting a target twice), wrong turns, collisions, and mission time. Because performance criteria included 100% accuracy and no collisions or wrong turns, the primary measure was the number of scenarios it took to achieve transfer criteria. In the first transfer scenario, some participants did not reach criteria by the time they needed to perform the second transfer scenario -i.e., the freeform scenario. In those cases, we adjusted the number of scenarios to equal the maximum number of scenarios (eight scenarios). This was called the adjusted scenarios to criteria. In the freeform scenario, the transfer performance measures were: time, collisions, and enemy detected. Situation awareness. One objective of part-task training is to reduce the cognitive effort required to manage the complexity of the training task (i.e., task components and component interactions), thereby allowing for more application of effort to learning (e.g., Salden, Paas, & Van Merriënboer, 2006) . We developed an SA questionnaire to assess participants' recall of their perceptions of routes and targets detected during the scenario. Our expectation was that, consistent with cognitive load theory, participants who were more comfortable in the task would have more mental resources to devote to noting and remembering the location of vehicles and the route taken. In coding the sheets, we compared their SA responses to their perception during the scenario. For example, if they did not detect a vehicle during the scenario, a missing vehicle on the SA sheet was not considered incorrect because the vehicle was not part of their awareness. Instead, the coding scheme focused on how well the participants were able to reconstruct their experience. The SA sheets were coded for the following errors:
• Route: A deviation from the actual route taken. Each segment (i.e., straight line between two turns) was counted as one error.
• Target type: The target type differed from the target type indicated during the scenario.
• Small target location: The target was marked two buildings away or directly across the street from its true location.
• Large target location: The target was marked more than three buildings away from its true location.
• Missing: The target was not marked on the SA sheet but was detected during the scenario.
• Extra: An extra target was marked on the map that did not exist.
The errors were weighted and combined to develop an overall SA score per scenario. All errors were worth 1 point with the exception of small target errors. Because they were rather close to the actual location, they were worth only half a point. The SA sheets were coded independently by two coders. The coders met to compare scores and come to consensus for every scenario.
Results
Demographics
Across all participants, the mean hours spent playing computer/video games over the last 2 years was 8.68 hours per week (SD = 11.72). The mean hours per week spent playing action computer/video games in the past 6 months was 2.42 hours (SD = 5.57). The mean sense of direction score was 77.41 (SD = 12.29) on a scale from 1 to 105, with 105 being the best sense of direction. Pearson correlations were run and there were no significant correlations between age, gaming experience, and sense of direction. Independent samples t-tests were conducted comparing gaming experience and direction sense scores by gender. Mean differences were not significant. Finally, there were no significant correlations between any of the demographic variables and training condition.
Results from Session 1: Simulation Training
Scenarios to criteria. There were no significant correlations or mean differences between any of the four demographic variables (i.e., gender, age, computer/game experience, sense of direction) and any of the Session 1 measures. One-way analysis of variance was conducted on the number of scenarios to achieve performance criteria on mobility (collisions and wrong turns), target detection (detection accuracy, false alarms, double detections) and target identification (identification accuracy) for the part tasks (in the p-PW and p-W conditions) and on the whole task (in the pw-W and w-W conditions).
The analysis of variance on the part-task training conditions revealed a significant main effect for mobility part-task scenarios to criterion, F(1, 18) = 8.04, p = 0.01. Participants in the p-W condition achieved criteria in fewer scenarios than those in the p-PW condition (2.20 versus 3.20 mobility scenarios). Because there should be no difference in training for these two conditions (there were no experimental manipulations in the first session between the conditions), the finding may be due to the difference in computer gaming experience between the two groups. Although the difference in computer gaming experience was not statistically significant, at 13.30 (SD = 18.98) hours per week in the last two years for the p-W group and 5.05 (SD = 6.08) for the p-PW group, the difference was notable. An analysis of covariance showed that with the demographic covariates, individually or combined, the difference in mean scenarios to criterion for the part-task mobility was still significant at the p < .05 level.
The difference in mean scenarios to criterion between the w-W condition and the pw-W condition was not significant. Those in the pw-W group had a mean of 3.40 scenarios (SD = 2.32) to reach criterion while those in the w-W group took a mean of 4.11 scenarios (SD = 2.85) to reach criterion. The task combined both a segmented (detect then identify) and a fractionated (detect/identify while maintaining mobility) component. Although the two tasks are not integrated in the whole task (they do not interact, but they do interfere due to attention allocation), performing the whole task requires learning some resource timesharing skills. The non-significant difference suggests that, unlike other research which used part-task training for timesharing tasks, in this case the part-task training did not have a significant negative effect on the time required to learn the timesharing skills in the whole task.
Results from Session 2: Live Environment
First transfer scenario. One-way ANOVA for training condition yielded no significant differences in performance on the first transfer scenario for detection accuracy, identification, collisions, wrong turns, or for mission time. Independent samples t-tests indicated significant mean differences between males and females on number of collisions (t(37) = 3.16, p < 0.01), number of wrong turns (t(37) = 2.85, p < 0.01), and mission time (t(37) = 2.67, p < 0.05). Females were associated with poorer mobility performance (more collisions and wrong turns) and, perhaps consequently, longer mission completion times than males (see Table 7 ). Subsequent analysis of covariance with gender yielded a close to significant (p = 0.056) effect of training condition on number of collisions, with pairwise comparisons indicating a significant (p = 0.05) difference between conditions p-PW and p-W (see Table 2 ). This is an interesting result. Different control devices were used in the training and transfer environments. Part-task training in the live environment provided the opportunity to adapt to the new control device. In addition, if we consider number of collisions as an indicator of level of mastery of the timesharing between detection and mobility tasks then, for participants who received only parttask training in the simulation environment, it appears additional part-task training in the live environment before transfer to the whole task provided a benefit to learning the timesharing skills during the whole task. However, the additional part-task training did not benefit detection or identification skills directly, as might be expected if the benefit was due solely to the extra practice time. On the first transfer scenario of Session 2, there were no significant differences due to training condition for mission time or number of wrong turns. These results are explored further on pages 19 through 24 through examination of the learning transfer curves for each of the training conditions and skills. Achieving criteria. While the first transfer scenario was a traditional transfer of learned skill paradigm, another important learning transfer measure is the ability to quickly get to a proficient level of performance on a new system. Twenty-nine of the 39 participants achieved transfer criteria within the allocated 95 minute time period. A chi-square test indicated there were no significant differences between training conditions in the number of participants that passed. Of the ten participants that failed to meet criteria, nine were female. This means that nine out of fifteen females failed to meet criteria and one out of twenty-four males failed to meet criteria. There was a significant negative correlation between age and meeting criteria (r = -0.338, p = 0.044). A chi-Square test between the two categorical variables (gender and 'met criterion') indicated a significant difference (X 2 (1) = 15.1, p < .001) between males (23 of 24) and females (6 of 15) in meeting performance criteria. Younger participants and male participants were more likely to meet performance criteria than older participants and female participants. Subsequent analysis of covariance did not yield significant differences due to training conditions. Scenarios to criteria. The four training conditions were equally effective at getting 70-80% of the learners to criterion level performance within the allocated time period. For those participants who achieved performance criteria, were there differences in the number of scenarios required to achieve performance criteria based on training condition? There was no significant correlation or mean group difference between any of the four demographic variables and scenarios to achieve transfer criteria. The descriptive statistics for all conditions are shown in Table 3 . Note that the p-PW condition had the fewest scenarios to criterion and the maximum in that condition is only 3 scenarios. The one-way analysis of variance yielded a significant effect for scenarios to criterion, F(3, 25) = 4.89, p = 0.008. Multiple post hoc comparisons using the Bonferroni method indicated a significant difference (p = 0.006) between the p-PW and the pw-W training conditions. Participants achieved criteria significantly faster in the p-PW condition than in the pw-W condition (2.43 versus 5.92 mean scenarios to criteria). However, while this is a traditional part-task transfer paradigm (Wightman & Lintern, 1985) , the additional part-task training time in the live environment (p-PW) versus whole-task training in the simulation (pw-W) must be considered in interpreting these results. Transfer task 2: Freeform scenario. Although transfer from teleoperation of a simulated vehicle in a simulated environment to teleoperation of a vehicle in a live environment did require adaptation of learned skills, the freeform condition provided a second adaptive transfer task because the task was different (i.e., no route provided, only note enemy vehicles). One-way analyses of variance showed no significant differences for the number of collisions, the number of enemy detected, or scenario time for the freeform scenario due to training condition. The primary criterion variables for the freeform scenario-collisions, mission time, and number of enemy detected-are shown in Table 4 . Independent samples t-tests indicated that, as in the first transfer scenario, there were significant mean differences between males and females on number of freeform scenario collisions (t(37) = 3.01, p < 0.01) and on freeform mission time (t(37) = 3.18, p < 0.01), indicating that male participants tended to complete the freeform scenario faster and have fewer collisions than female participants. In addition, there was a significant negative correlation between the sense of direction score and the number of freeform scenario collisions; indicating that participants with a higher self-reported sense of direction tended to have fewer collisions than participants with a poorer self-reported sense of direction. Subsequent analysis of covariance did not yield significant differences in freeform mission time or number of collisions due to training condition. As would be expected, the overall mean performance of participants who had achieved transfer criteria was significantly better on the freeform scenario than participants who did not achieve criteria for number of collisions(t(37) = 2.19, p < 0.05), mission time (t(37) = 2.19, p < 0.05), and identification accuracy(t(37) = -2.28, p < 0.05). 
Learning Curves for Skills
A primary concern with pure part-task training where the part tasks are performed concurrently in the whole task is that the timesharing skills are not learned during the part-task training. Analysis of the first transfer scenario results suggested some benefit to learning the timesharing skills when additional part-task training is provided in the live environment prior to the transfer task. Learning curves were plotted for individual skills to better visualize the patterns of learning over time and make qualitative comparisons between conditions. To reduce the "noise" in the learning curves, and focus separately on participants who achieved transfer criteria, we separated the participants who passed criteria prior to the freeform scenario from those who did not. In the graphs, as the scenario number increases, the number of participants attempting each scenario decreases. Therefore, to present a clearer picture of group learning over time, we assigned a perfect score for participants in scenarios after they had achieved performance criteria. Figure 9 shows the mean number of collisions (i.e., the mobility task) per condition for those participants who achieved transfer criteria. The p-PW participants start with the fewest collisions. They achieve zero collisions on the second scenario and do not make any collisions after that point.
Mobility learning curves.
On the other end of the performance spectrum are the p-W participants. They start with the most collisions and their collisions decrease in a linear fashion until the fifth scenario, in which there are no collisions. Only one individual in the p-W group who passed W criteria made any errors after Scenario 5. For the p-W group, the trend for participants who did not achieve transfer criteria is similar: initial performance is worse than other conditions and continues to be worse for the duration of the scenarios (see Figure 10) .
In between these two conditions are the pw-W and the w-W conditions, which have identical curves for the first three scenarios. At Scenario 4, the w-W group asymptotes at zero collisions while the pw-W group does not reach a mean of zero collisions until the seventh scenario. Note that the maximum collisions of those who met criteria and those who failed to meet criteria are quite different (Figure 9 and Figure 10) , with a maximum of 6 and 22, respectively.
The mobility curves suggest that for the two conditions of participants who only received part-task training in simulation, the p-PW group was able to learn the mobility task during the live part-task training and then master the timesharing skills after one whole-task scenario in the live environment. For the two conditions that received whole-task training in the simulation environment (pw-W and w-W), it appears that they were able to transfer the timesharing skills to benefit initial performance during transfer, but still took some time to master the individual tasks, relative to the p-W group. 
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The other aspect of the mobility task is staying on the correct route. Figure 11 shows the mean number of wrong turns per condition for those participants who achieved transfer criteria. The p-PW participants start with a mean of less than one wrong turn and asymptote at zero by the second scenario. Those in the pw-W group achieve a mean of zero wrong turns by the second scenario, with the exception of one participant who makes wrong turns in the sixth scenario. Those in the w-W condition have zero wrong turns from the first scenario and only one participant makes any wrong turns (in scenario 2). Those in the p-W condition take the longest to achieve zero errors, which they do at the fourth scenario.
As seen Figure 12 , the trends are not as clear for those who did not achieve transfer criteria. Those in the w-W condition have a mean of zero wrong turns by the second scenario. There was one anomaly in Scenario 7 in which a participant mixed up the start and end point halfway through the scenario and returned to the start point instead of the end point. For all conditions, errors decrease in a linear manner until Scenario 3. After that point there continue to be some increases in errors for all conditions. Detection accuracy learning curves. Figure 13 shows detection curves for those who achieved transfer criteria. Overall, the mean performance on the first scenario is relatively high: between 77% and 89%. There do not appear to be meaningful differences between training conditions. For those who did not achieve transfer criteria, the patterns are the same shape but have a wider range and are more erratic than those who achieved criteria (see Figure 14) . Identification accuracy learning curves. Figure 15 shows identification curves for those who achieved transfer criteria. Overall, the mean performance on the first scenario is relatively high: between 78% and 96%. The p-PW group stands out as having the best initial performance and being the quickest to asymptote at 100% identification accuracy. The other three groups follow a similar learning curve. As seen in Figure 16 , the curves for those who failed to achieve transfer criteria are erratic. As evidenced by the fact that the learning curves almost never reach 100% accuracy, the identification requirement was a key reason that these participants did not pass transfer criteria. 
Situation Awareness
The overall mean weighted SA score for the transfer scenarios by training condition is shown in Figure 17 . The p-PW group had the fewest SA errors and the p-W group had the most SA errors (2.85 and 4.76 SA errors, respectively). The differences were not statistically significant. SA errors were significantly lower for those who achieved transfer criteria than for those who did not, F(1,37) = 14.103, p = 0.001. Those with better performance also had better SA, as evidenced by fewer SA errors (see Figure 18) . Figure 18 . Differences in SA score for those who passed transfer criteria and those who failed to achieve criteria. Figure 19 shows the SA score by training condition for the first transfer scenario and the freeform scenario for participants who achieved transfer criteria. Differences across training conditions were not significant for either first scenario or the freeform scenario. While differences between first scenario and the freeform scenario are not significant for the p-W training group, they do suggest that the p-W training group had a difficult initial transfer scenario but had more resources available for situation awareness by the freeform scenario. The additional part-task training on the robotic system in p-PW condition did not appear to provide an SA benefit during the first scenario but the trend shows that the p-PW group had the least SA errors by the freeform scenario. 
Time Spent in Training and Transfer
Participants continued working until they reached criteria; this was true for training in the simulator and transfer in the live environment. We looked at the training times to discern whether one training method resulted in more efficient learning compared to transfer times, to determine whether any savings in training time come at a cost in transfer performance. The times reported in this section represent the minutes engaged in training scenarios. It does not include the time between scenarios (i.e., time spent getting feedback or waiting for the next scenario to begin) nor the general introduction, which was consistent for all training conditions. Because there were no differences between the training conditions in the number of trainees who reached transfer performance criteria within the allocated time limit, the focus is on comparing the training time for participants who met the transfer criteria and evaluating differences between the four training conditions for total training time required to reach performance criteria in training and transfer. All data reported in this section are for participants who achieved the transfer criteria. The mean differences for total training time for the four training conditions was significant, F(3, 25) = 4.80, p < .01. Post hoc comparisons indicated that the difference between the w-W condition and the p-PW condition was significant (p = .01) and the difference between the w-W condition and the p-W condition was marginally significant (p = .059). As expected, whole-task training took less time than the part-task training.
Session 2: Transfer to live training. We calculated the amount of time spent in session 2. For the p-PW condition this included part-task training and transfer scenarios. For the other three conditions it only included the transfer scenarios. The p-PW part-task training consisted of a mandatory 5-minute refresher on target identification, training of detection on the part-task trainer, training of identification on the part-task trainer, and training of mobility on the robotic system. Therefore, of the 13.81 minutes spent in part-task training (see Figure 21 ), 5 minutes were spent reviewing target identification slides.
Participants in the w-W group spent the least amount of time in session 2, with an average of 10.91 minutes (SD = 5.14 minutes). The p-PW group had the highest total time in the second session, with an average of 19.96 minutes (SD = 2.50 minutes). A majority (69%) of their time was spent doing part-task training. The w-W condition is used as a baseline for comparison because it was the shortest time. In comparison to w-W:
• the p-PW group took roughly 1.8 times the amount of time in the transfer session;
• the pw-W group took roughly 1.5 times the amount of time in the transfer session (M = 16.94 minutes, SD = 8.51 minutes); and
• the p-W group took roughly 1.4 times the amount of time in the transfer session (M = 14.97 minutes, SD = 9.76 minutes) in training.
Analysis of variance did not indicate a significant difference in the mean training time for the four training conditions. Given the objective of reducing training costs by minimizing the amount of time spent training on expensive operational equipment, we compared the training time on the live robotic system for the four training conditions (see Figure 22 ). In the p-PW condition, participants used the robot to practice mobility. To practice detection and identification, participants used a simple program that presented video of imagery and recorded participant responses. In summary, the p-PW condition participants spent an average of 1.62 minutes doing part-task mobility training and 6.15 minutes doing transfer scenarios. Therefore, the p-PW participants spent a mean total of only 7.77 minutes using the robotic system. Using that number as a baseline, the p-PW condition spent 40.4% less time on the live robotic system than the w-W condition, 92.7% less time than the p-W condition, and less than the 118.0% less time than the pw-W condition. The pw-W participants spent more than twice the time on the system as the p-PW participants (9.17 mins). A common approach for measuring the transfer effectiveness of a training method is the savings in the time required to reach performance criteria in the transfer task, given the additional training (e.g., Wickens & Hollands, 2000) . Percent transfer is measured as the difference between the time to reach target task criterion without prior training and the time to reach target task criterion after prior training, divided by the time to reach target task criterion without prior training. If the training results in a reduction in time required to achieve transfer criteria, there is positive transfer. Using the time to transfer criteria measures, we can estimate the transfer effectiveness of the pre-transfer part-task training in the live environment relative to the comparable group that did not receive the additional part-task training. In other words, Transfer Effectiveness = (p-W transfer time -p-PW transfer time)/p-W transfer time
The p-pW condition is used as the basis of comparison because it only differs on one featurewhether additional part task training was conducted in the live environment on the day of the transfer tests. The p-PW condition provided a 58.9% transfer time savings relative to the p-W group, a savings of 8.82 minutes.
The ratio of the savings in transfer time (8.82 minutes) to the additional training time for the part-task training is a measure of relative transfer efficiency. Considering the total additional training time for the part-task training (13.81 minutes), the transfer efficiency ratio (time saved in transfer/additional training time) is 0.64 relative to p-W. However, if we consider transfer efficiency in terms of the cost of training on a more expensive live system, the extra training time on the live equipment (1.62 minutes) relative to the savings in transfer time on the whole system (8.82 minutes) yields a 5.45 transfer efficiency ratio for the additional part-task training relative to p-W. An accurate transfer efficiency ratio would be based on the weighted costs/benefits of each training component.
Discussion
Research Question 1 assumed that only part-task training is available prior to performance on the live system and investigated the benefit of providing additional part-task training in the transfer environment before starting the whole-task transfer. It was intended to provide insight regarding when part-task training was effective. Comparison of the p-W and p-PW training conditions indicates that the additional part-task training in the live environment on the same day as the transfer test did significantly reduce the number of scenarios required to achieve transfer criteria, F (1,14) = 8.42 p = .012. However, because the part-task training can be considered extra transfer scenarios, is there a transfer gain relative to the equivalent number of whole-task scenarios? That is, is the difference due only to the extra training time in the live environment or to the part-task training method? Examination of the learning curves indicates that the part-task training (provided pre-transfer in the live environment) benefited the identification and mobility tasks. The similar performance progression over scenarios on detection suggests that participants focused attention on detection at the cost of mobility. The transfer task mobility learning data, both wrong turns and collisions, suggest that learning mobility skill while timesharing with detection was difficult, even for those groups that had previous whole-task training. The additional part-task training appears to have allowed the p-PW group to focus on learning to timeshare the detection and mobility tasks during the transfer scenarios, while the p-W group had to learn detection, mobility, and timesharing skills at the same time. On average it took the p-W group seven scenarios to master the mobility task and therefore the timesharing skills, whereas the p-PW group took on average only one whole-task scenario to master the timesharing skills, as evidenced by the mobility performance. If we consider the part-task training in the live environment equivalent to three whole-task transfer scenarios, the gain in learning time is still substantial and supports the benefit of initial part-task training in the live environment to reduce the difficulty of the whole task, at least in the situation where only part-task training was available in the initial training environment. As Figures 17 and  19 show, the SA error data provide additional support suggesting that for the group receiving the part-task training in the live environment, transfer to the whole task required less focused effort, making cognitive resources available for SA, as measured by SA recall errors.
The next research questions (2 and 3) address the relative advantages of part-task versus whole-task training in the simulation environment when both options are available and transfer is directly to the whole task in the live environment. Comparison of p-W and w-W addresses Research Question 2, the relative advantages of part-task versus whole-task simulation training for transfer to the live performance environment. While the w-W group performed better than the p-W group on most first transfer scenario measures and on mean number of scenarios to achieve transfer criteria, these differences were not significant.
Comparison of pw-W and w-W addresses Research Question 3, the traditional evaluation of part-task training relative to whole-task training for training the whole task, and then for transfer to the live environment. In the second session, both of these conditions started with the whole-task transfer scenarios. Mean differences in the number of scenarios needed to reach training criteria (in the simulation training) or transfer criteria (in the live environment) were not significant. There were no significant differences in first transfer scenario measures. The difference in scenarios to reach transfer criteria was marginal (p = .065), in favor of w-W. The mobility learning curves and first transfer scenario mobility performance data suggest that the having only whole-task training in the simulation environment did provide some transfer benefit in the live environment a week later.
Research Question 4 addressed differences in the time required to learn the timesharing skills in the live environment for the four different combinations of part and whole-task training. In this task, the concurrent mobility and detection/identification components are separate tasks but require timesharing of attention resources for effective performance. As discussed above, based on the learning curves for detection, identification, collisions, and wrong turns, we can infer that the number of collisions is an indicator of how well the attention timesharing skill has been learned. Transfer performance in the first transfer scenario suggests that the extra part-task training in the live environment allowed this group to focus primarily on the timesharing skills during the first transfer, which helped participants learn timesharing skills faster in the whole task. Additionally, based on first scenario collisions, the groups that received whole-task training in the simulation environment appear to have transferred some timesharing skill to benefit initial transfer performance.
Research Question 5 focused on the impact of initial training and transfer training on a second transfer task that required some adapting of learned skills. The freeform scenario was designed as an additional transfer task that added an element of learner control to the task. Although the data suggest that performance for all conditions had leveled out by that point, the benefit of the additional part-task training in the live environment persisted into this second transfer task for participants who had achieved transfer criteria, with significantly fewer mean number of collisions. For those who had achieved transfer criteria, the freeform scenario likely did not require much in the way of adapting learned skills for participants with a good sense of direction.
Finally, Research Question 6 questioned whether some training methods were more (or less) beneficial for trainees with certain abilities, experience, or demographics. While individual differences did play some role in task performance, there were no interactions with training method. The number of females and males in each training condition was even with six males and 4 females in every group (with the exception of the pw-W group which only had 3 females). There were no differences by gender in training performance, only in transfer performance. There were significant correlations between gender and mobility variables and mission time on the first transfer scenario and on the freeform scenario. Male participants tended to complete the scenarios faster and have fewer collisions than female participants. Younger participants and male participants were more likely to meet transfer performance criteria. Nine out of the ten participants who did not achieve transfer criteria were female. However, with the exception of collisions on the freeform scenario, we found no correlation between sense of direction and transfer performance. This is surprising because there is a range of research reporting significant gender differences in spatial abilities, with males performing better on spatial tasks than females (Goettl & Shute, 1996) . Perhaps in the present experiment, the lack of correlation could be due to the fact that performance included a substantial perceptual component (i.e., detection, identification) that was not impacted by sense of direction. An objective measure of spatial ability, as opposed to a subjective measure of perceived sense of direction, may have been correlated with performance.
Conclusions
This experiment helped to address some research questions, identified through review and meta-analyses of part-task training research which were conducted as part of the larger ongoing project, in the context of an Army-relevant task domain and training conditions. The primary focus of the research is on effective use of simulation-based training. If you have a simulation in a classroom environment, what is the best way to use it to promote transfer of learned skills? The training conditions therefore included: a simulation environment for training, transfer to a live performance environment, and delay of 1 week between training and transfer. Our research questions were not designed to address the effectiveness of training on the simulator versus doing all training in the transfer environment.
While the training method used in the simulation environment (pure part-task, wholetask, or part followed by whole-task) did not have a significantly differential impact on transfer to the whole task in the live environment, performance trends generally favored the whole-task simulator training. In addition, of the three groups receiving only whole-task training during transfer, the group receiving only whole-task training in the simulator also spent less time in reaching transfer criteria. Based on the results of this experiment, we conclude that, for tasks similar to robotics control involving teleoperation and concurrent target detection, whole-task training in the simulation environment may provide a small transfer performance and efficiency benefit over pure part-task training, but it is important to note that these observed differences were not statistically significant in the present research. Without comparison to a live whole-task control condition baseline, no conclusion can be made about the overall transfer effectiveness of part-task (or whole-task) training in the simulation environment.
However, the additional part-task training in the live environment provided a significant benefit to performance on the whole task, as compared to when only part-task training was used in the simulation environment. Even though the part-task training did not provide an opportunity to learn concurrent task timesharing skills, the transfer performance curves suggest that it provided the conditions for quickly acquiring the timesharing skills during whole-task transfer. This may be unique to concurrent component tasks that require attention management but not interaction management in the whole task. It is important to note a week had elapsed since the first training session and the p-PW condition was the only condition to receive any training on the day of the transfer tests. This was extra training. The other three conditions started directly with transfer tests. The p-PW trainees spend longer overall in session 2 because they were doing part-task training as well as the transfer tests. However, the part-task training in the live environment was more efficient in terms of training time on the live robotic system. In this experiment, participants spent a mean of 7.77 minutes on the more expensive robotic system. This includes both the part-task mobility scenarios and the whole-task scenarios, both of which used the robotic system. This is in comparison to those who went directly to whole-task transfer scenarios and spent a mean of 14.27 minutes on the robotic system. This research focused on part tasks that do not interact but are performed concurrently in the whole task. This is a common task type represented in military domains but underrepresented in the part-task training research literature. The results of this experiment suggest that for concurrent but separate tasks, part-task training in the transfer environment can result in effective and efficient transfer to the whole task.
Given these conclusions additional experimentation on this task is warranted. In particular, a live whole-task control would provide a baseline for interpreting the value of the simulation-based training. Does the pure part task in the simulation provide a positive, negative, or neutral impact on training relative to no prior simulation-based training? In addition, the live whole-task control would provide a check on the transfer efficiency of the live part-task training. Systematic comparison of the part-task methodology, with increasing timesharing demands and different types of concurrent tasks, would provide additional evidence for the scope and reliability of this effect.
