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The last couple of years were characterised by the revival of interest in the performance eval-
uation of wireless networks. Due to the broadcast nature of the wireless medium, interference 
caused by simultaneous transmissions is an important factor of throughput degradation in Car-
rier Sense Multiple Access/Collision Avoidance (CSMA/CA) based networks. 
The present thesis aims to develop suitable mathematical modelling methods for the analysis 
of the network performance. In fact, the proposed models lie on either side of the line between 
high modelling accuracy and scalability. 
Initially, a systematic characterisation of all the possible ways in which two communicating 
pairs of nodes can interfere with each other is made. Using this as a building block and as-
suming independence of the stations, an estimate for the network throughput can be derived. 
The latter proves to be quite accurate for networks with a symmetric connectivity graph and 
manages to follow the performance trends in an arbitrary network. 
Following this, a more detailed Markovian-based mathematical model is proposed for the anal-
ysis of the hidden node case. This approach does not rely on common assumptions, such as 
renewal theory and node synchronisation, and is highly accurate, independently of the sys-
tem parameters, unlike prior methods. Moreover, the usual decoupling approximation is not 
adopted; on the contrary, a joint view of the competing stations is taken into consideration. The 
model is firstly developed based on the assumption that the network stations employ a constant 
contention window for their backoff process. However, later in the thesis, this assumption is 
relaxed and performance curves are derived for the case when the stations employ the Binary 
Exponential Backoff scheme, as is the case in practice. The Markovian state space is kept rela-
tively small by employing an iterative technique that computes the unknown distributions. The 
adoption of this technique makes the analysis computationally efficient. 
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e column vector with ones 
E 	set that comprises the events success and collision 
E[.] 	expectation operation 
E2 	event that T-R suffer from interference from an IP of type i given that T transmits to R 
Ej 	complementary of E 
eret 	relative error of conventional methods compared to simulation results 
F length of the freezing period expressed in slots 
F 	PMF of the RV I conditioned on E 
C 	CTS + SIFS + DATA - CT&Timeout - RTS - DIFS 
h 	vector of sojourn times 
h 	vector of sojourn times from the sender's viewpoint 
sojourn time of state s 
sojourn time of state s from the sender's viewpoint 
HR 	set of one-hop neighbours of R that are hidden from T 
HT 	set of one-hop neighbours of T that are hidden from R 
i general index 
j 1,i' (i+1)mod(RL+1) 
i' 	general index for which i 0 i 
I 	set of initial states, general RV 
I 	identity matrix 
is 	number of idle slots in an observation interval 
j 	general index 
k 	general index 
K 	number of backoff slots that elapse before the counter of a station freezes 
xvii' 
Nomenclature 
K 	K conditioned on a collision preceding 
K5 K conditioned on a success preceding 
dimension of the transition matrix P 
1* 	dimension of the transition matrix in the detailed model 
L 	length of the successful period expressed in slots 
Ld 	the DATA packet length 
M 	maximum backoff stage, general index 
n 	number of stations in a fully-connected network, general index 
Nca 	number of collisions when one observes the channel around A in steady-state 
N 	set of one-hop neighbours of station i 
Nij 	set of stations in range of both i and j 
Nsa 	number of successes when one observes the channel around A in steady-state 
N set of the two-hop neighbours of station i 
P 	probability that a CSMA node transmits at the start of the slot (Section 2.1.1) 
P 	probability of collision given that the node transmitted 
P 	vector of conditional collision probabilities 
P 	transition matrix of the embedded DTMC of Chapter 5 
P{.} 	probability of the event. 
p.(i,j) p. when the backoff stages are i,j 
p' 	probability that R observes a collision conditioned on any one of the senders transmitting 
Pb 	probability that the node freezes its counter when it senses the medium busy 
Pc 	probability that the node observed/suffered from a collision given that it saw a busy slot 
Pcc 	probability that a collision occurs given that a collision preceded 
PCO 	 probability that a station did not get a response to it sending an RTS 
PCs 	probability that a success occurs given that a collision preceded 
Pcsc 	Psc given that collision occurred previously 
Pdc 	probability that a double collision occurs conditioned on a collision occurring 
Pdpc 	probability of a data packet collision 
Pf 	probability of freezing 
A conditional collision probability given that the node is in stage i 
Pid 	probability that the station sees an idle slot 
P{ilj} probability of the event i given the event 
Prs 	probability that T saw a success by an IP whose receiver is heard by T 
xix 
Nomenclature 
Ps 	 probability of success 
A(13) 
AS 	 p when success of A(B) follows (CCW) 
p(i,j) p. 5 (i,j) when success of A(B) follows 
PSC 	 probability of a collision given that success of A(B) preceded (CCW) 
BA(BB) 
PSS 	 probability of two consecutive successes by B and then A(B) (CCW) 
ps.(O,i)Ik 	p5 (O,j) given that the successful station A was in stage kin states 1 
p(O,j)Ik 	ps.(O,i)Ik conditioned on A being successful for the (i + 1)st consecutive time 
Psc 	 probability that a collision occurs given that success preceded 
Pssc 	Psc given that success occurred previously 
AS 	 probability that T saw a success by an IP whose transmitter is heard by T 
P (x) probability that the DRV X is equal to x 
plr 	packet loss ratio 
probability of data packet collision 
Q 	term (l-p)L+pC 
Q 	substochastic matrix of the transitions among the transient states 
qik 	probability of a data packet collision given that the backoff stage was i and the counter k 
q(O, j) 	probability that a station is successful for the (k + 1)st consecutive time 
qkn 	transition probability from transient state k to transient state n 
R 	 the data transmission rate 
R 	reward vector 
r 	 transmission range (common for all network stations) 
ri 	 transmission range of station i 
rg 	distance between two successive stations in the grid topology (in both dimensions) 
rk average duration of state k in the detailed model of Chapter 5 
distance between the receiver and any one of the transmitters in the star topology 
RL 	retry (retransmission) limit 
S 	saturation throughput 
sj 	number of IPs of type j around the pair T-R 
S n 	state n of the channel evolution 
sip 	 set of all the types of IN 
0* 	 0* 	C' 	1 P Jjp— _ OiP\j9 
ss 	number of successful slots in an obervation interval 
t 	time instant 
xx 
Nomenclature 
t time instant where the transition to state n occurs 
T class of absorbing states 
T time-index space of a DTMC 
Ta  RTS + SIFS + CTS + SIFS + DATA + SIFS + ACK 
duration of a collision period 
Tdpc duration of a data packet collision 
T1 duration of a freezing period, T - RTS - SIFS 
T event that the node transmits at the fixed-length slot n 
Tn complementary of T 
Tnack RTS + SIFS + CTS + SIFS + DATA 
T0 duration of Timeout and DIFS normalised to the slot 
T duration of a successful transmission, Task + DIFS 
duration of the vulnerable period 
Umax RTS + CTS + SIFS 
Umjn SIFS 
V steady-state probability vector of the embedded DTMC of Chapter 5 
W (constant) contention window 
Wi contention window at the backoff stage i 
X 	 general index 
Xlcond(X) truncated DRV X after the condition cond is applied to X 
XA(B) 	DRV of the initial backoff counter value of the station A(B) 
DRV of the initial backoff counter of station A(B) given it is in stage i 
X * truncated XA equal to XA IX A > XB + C - Y 
X+ truncated XA equal to XA IXA > XB - K + c 
Y 	DRV of the time difference of RTS packets given that collision occurs 
Y. 	DRV of the time difference of RTS packets in s given that collision occurs 
Y conditioned on collision preceding in 5n—1 
Y conditioned on success preceding in s_ 
Z 	DRV of the value of the backoff counter after the latter is frozen 
Z. 	DRV of the value of the backoff counter in s after it is frozen 
Z.0 	 Z conditioned on collision preceding in 8n1 
Z7 given that A(B) was successful previously 




BA(BB),s 	Z given that first B and then A(B) were successful L 
zij 	Z given that the stages of the senders are i, j 
Z 3  given that it is the kth consecutive time that the same station is successful 
Z,j Z given that one refers to the remaining backoff slots of A(B) 
(E, i, j) 	system state described as a triple of the event E and the backoff stages i, j 
event complementary to 
1.1 	absolute value of. 




The performance evaluation of wireless networks has been at the centre of attention of the 
research community since the 1970's, when Packet Radio Networks were introduced. More 
recently, Wireless Local Area Networks (WLANs), Mobile (MultiHop) Ad Hoc Networks 
(MANETs) and also Wireless Mesh Networks (WMNs) have revived this trend due to their 
low cost of infrastructure, and their emergence as promising last-mile access technologies. Per-
formance bounds of these networks under a certain channel access scheme are vital, in order 
not only to test the efficiency of the specific scheme, but also to provide a comparison measure 
for protocols designed for the upper layers (from routing layer to application layer). 
1.1 Performance evaluation techniques 
Performance evaluation can be done with three different approaches, namely by means of ex-
periment, by means of simulation and, finally, by mathematical modelling. The first approach 
is the most accurate and realistic way to have a credible answer to the above problem. Multiple 
factors, from the physical to the application layer, can be taken into consideration, as well as 
their joint impact. However, scalability problems and considerable implementation cost are two 
very important impedance factors, that prevent researchers from adopting such methods, unless 
very small networks are to be tested. Simulation is a relatively straightforward way to model 
networks, using either commercial/open-source products, or building one independently. On 
the other hand, it has often been reported that simulators can not be used as a credible research 
tool, as a common platform is lacking, and different simulators produce different results [3]. 
More importantly, no real insights into the simulated phenomena can be obtained. 
This thesis adopts the third approach, its aim being to develop analytical frameworks and mod-
els for the performance evaluation of wireless networks that employ a Carrier Sense Multiple 
Access/Collision Avoidance (CSMA/CA) [4] type of channel access protocol, such as the Dis-
tributed Coordination Function of the popular IEEE 802.11 [1]. Apart from its obvious aim, 
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which is to provide an answer to the fundamental question of how well can such a scheme per -
form in a wireless network, a mathematical framework is very useful, because it can provide 
deep insight into the channel contention phenomena, it can derive detailed Quality-of-Service 
metrics and, ultimately, it can give directions to the system designer on how to improve the 
algorithms and/or finetune the parameters of the protocol. 
The chapter begins with stating the motivation for this thesis. Section 1.2 summarises the 
author's contributions. Finally, Section 1.3 provides an overview of the organisation of the 
thesis. 
1.2 Problem statement and motivation 
Nowadays, it is common knowledge that a network which only consists of stations transmitting 
at a minimum allowed power level, so as to ensure correct decoding at the receiver, would assist 
the spatial reuse in the network, a highly desirable target of our bandwidth-hungry communica-
tions. Trying to optimise the spatial reuse, an opposing problem arises, namely the interference 
caused by simultaneous transmissions due to the broadcast nature of the wireless medium. In 
fact, a common feature of all the aforementioned classes of networks is the high level of in-
terference they exhibit. In fact, the most common Physical Layer and Medium Access Control 
(MAC) Protocol used both commercially and also in research institute testbeds still being IEEE 
802.11 [5, 6],  a significant question arises, that is whether 802.11 or any other random access 
based protocol is capable of performing efficiently in the presence of interference. 
The interference can be of various types and, consequently, can have different effects on a 
wireless transmission. In an infrastructure WLAN there is a central Access Point (AP), the 
equivalent of a base station in a cellular network, and several stations around it, that are usually 
characterised by simpler hardware/software capabilities than the AP. The ideal topology for 
a WLAN would be a fully-connected topology, i.e. a configuration where all the stations are 
in transmission range of each other and of the AP and can communicate via a direct link. In 
this topology, the critical time duration—usually referred to as the vulnerable period—during 
which, stations may happen to transmit to the AP concurrently and, consequently, the AP is not 
able to decode either of them (this is referred to as packet collision throughout the thesis) is 
rather small. In fact, it is the time that it takes the signal to propagate from a station to any other 
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station of the WLAN 1 and for the physical layer to realise that there is an ongoing transmission, 
and, thus, notify the station to defer its own -transmission. Consequently, the stations (including 
the AP) in a fully-connected network have almost (the exception is this small period of time 
described previously) the same view of the wireless channel. We describe these stations as 
synchronised2 . 
The focus of the research community dealing with the performance analysis of CSMA/CA 
networks was, until fairly recently, on fully-connected networks, as will be explained in detail 
in the following chapter. However, it is quite often the case that, in a WLAN or in a MANET, 
the stations are not always in the transmission range of each other. This can be for example the 
result of a large physical distance, or of physical obstacles or, even, of heterogeneous power 
levels. 
The most classic example of such a topology is the hidden terminal topology [7]. In the hid-
den terminal topology, two stations that are not in range of each other want to send data to a 
third station (the receiver). The problem is that, due to the absence of a direct link between 
the two senders, they can only infer each other's transmission indirectly, i.e. through the ac-
knowledgement packets that are sent by the receiver as a confirmation of correct reception of 
data. Consequently, in this case, the critical period where packet collisions may occur can be 
quite long and this causes the stations' performance to degrade substantially. This degradation 
in their performance is not completely solved even with some recently proposed directional-
antennae-based channel access schemes. In fact, recent advances in cross-layer design which 
have proposed directional-antennae-based MACs suffer from the directional hidden node prob-
lem [6,8]. 
However, the hidden node problem is not the sole configuration where two simultaneous trans-
missions impede each other. In an arbitrary configuration, the interference caused is dependent 
on the form of the connectivity graph that connects the simultaneously transmitting stations. 
One of the primary aims of the author's research was to give insight into this complex phe-
nomenon. In the research field of performance modelling of wireless networks, a systematic 
and comprehensive characterisation of all the possible interference topologies was an open 
'The propagation delay in a WLAN, where the maximum distance, even in an outdoor enviroment, cannot exceed 
a few hundred meters, is in the order of ms; thus, it can be considered negligible, compared to the transmission 
delays, processing delays etc. 
2 1n the literature, the term synchronisation refers to e.g. the clock synchronisation of a cluster of stations or 
computers, which is vital for some algorithms to operate satisfactorily, the sleeping schedule synchronisation when 
one refers to low-power wireless sensors, etc. In this thesis the definition is slightly different and is provided above. 
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problem. This systematic description is the initial problem that is discussed in this thesis, 
and this resulted in the proposal of a scalable modelling technique that computes the station 
throughput under certain assumptions, which will be enumerated in Chapter 3. 
Following this, the realisation that this work, as well as several other research papers, make 
certain fundamental assumptions in order to keep the complexity of the solution relatively low, 
served as the motivation for the main contribution of this thesis. In fact, after a broad literature 
review, it was concluded that researchers, either focus on fully-connected networks, where 
the stations are synchronised, or they inherit techniques that suit a fully-connected network to 
the analysis of a network with an arbitrary connectivity graph. In particular, such common 
assumptions are the description of the channel evolution as a renewal process 3 , the hypothesis 
that concurrent transmissions can be considered independently and/or the 'silent' assumption 
that the first statistical moment of the backoff distribution (i.e. the distribution of the waiting 
periods between successive transmissions) is always bigger than the vulnerable period. These 
assumptions limit the accuracy of their results only to certain configurations, e.g. absence or 
negligible duration of control packets, limited range of data packet lengths and/or selective 
range of transmission rates. In the Chapters 4 and 5 of this thesis, all the above assumptions are 
lifted and a novel and rigorous mathematical framework is developed, that manages to capture 
the complexity of the channel contention in the basic example of the classic hidden terminal 
topology. A summary of the contributions of this thesis is provided in the next section. 
1.3 A summary of the contributions of the thesis 
Several contributions regarding the modelling of interference in a wireless network that em-
ploys a random access MAC protocol are reported in this thesis: 
• A systematic characterisation is performed of all the possible ways with which two pairs 
of stations employing a CSMA/CA access protocol can interfere with each other [9]. A 
modelling framework is proposed that derives the throughput of a network by decompos-
ing it into these basic topologies. 
A comprehensive description and analysis of the assumptions that are usually adopted in 




the modelling of an arbitrary wireless network are made. The reasons behind the incon-
sistencies that previous techniques show are thoroughly explained and demonstrated via 
extensive examples [ 1 0]. 
• A rigorous and highly accurate mathematical model is introduced for the classic hid-
den terminal topology, that redefines the basic unit of model time and uses random 
variables for the quantification of the fundamental parameters that affect the channel 
contention [10, 11]. The model adopts a first-order (Markov) dependence for the de-
scription of the channel evolution, as opposed to the renewal process, which is usually 
assumed. Moreover, the independence and synchronisation assumptions are relaxed; on 
the contrary, the joint impact of the two senders' transmissions to the common receiver 
is considered, which enables the derivation of detailed metrics, such as a per-channel slot 
defined transmission probability, the collision probability and the throughput. 
o An extension of the previous model to the Binary Exponential Backoff (BEB) mechanism 
proposed by the IEEE 802.11 is made. The computational complexity is kept relatively 
low, due to the adoption of a technique that calculates iteratively the unknown channel 
contention distributions [12]. 
1.4 Factors that influence the wireless network performance and 
have not been discussed in the analysis 
The factors that influence the wireless transmission are numerous and much more challeng-
ing to deal with, as opposed to those affecting a wired transmission. Primarily, the wireless 
medium is far from perfect. The assumption that is usually made in the literature (not exclud-
ing this thesis) of channel access protocols evaluation is, that the transmission area is circular 
and consequently, any station/receiver located inside this area is able to decode perfectly the 
data sent to it by the station/transmitter, that lies in the centre (given that there is no other con-
current transmission). All stations that lie outside of the boundaries of the circular area do not 
receive anything. This deviates significantly from the reality. In fact, there are phenomena, 
such as shadowing, i.e. the distortion of a signal caused by large movements of a mobile station 
or/and the presence of obstacles in the propagation environment and multipath fading, i.e. the 
distortion caused by small movements of a mobile node when different reflections of the signal 
are destructively or constructively combined, making the signal fluctuate. In this thesis a static 
Introduction 
network is assumed, therefore the above distortions are less important; nevertheless, they exist, 
but their quantification is outside the scope of this thesis, which considers a perfect wireless 
medium. However, as will be explained in Chapter 2, there is a fair amount of papers that deal 
with these factors, which can be integrated to the analysis in this thesis, since the event of the 
distortion of a signal due to both physical channel imperfections and due to a concurrent trans-
mission can be considered independent and, consequently, the joint impact can be expressed 
in a product form. As a sidenote, the general impact of physical channel imperfections on the 
network performance is degrading; however, there can be cases, where the performance can be 
enhanced, since the concurrent transmission of a signal from an interferer, that would—under 
perfect channel conditions—destroy an ongoing transmission (and its own), is weakened by 
'bad' channel conditions and the transmission can be resumed successfully. 
The same applies to the integration of capture into the analysis. Capture is the effect, according 
to which, two or more concurrent transmissions do not necessarily destroy each other at the 
receiver, but, if the instantaneous power of one of them is larger than the sum of all the other 
interfering signal powers by more than a certain threshold, then the receiver captures, i.e. cor-
rectly decodes, the 'powerful' signal. This thesis does not take into account the capture effect 
and assumes that when two packets arrive concurrently at a station, they are both destroyed. 
A capture probability can, nevertheless, be integrated into the proposed analysis as described 
above. In fact, as was shown in [13], the throughput of a CSMA/CA type fully-connected net-
work in the presence of various kinds of fading and taking capture into account, is much worse 
than that of the same network under perfect channel conditions in low load traffic; interestingly, 
the opposite occurs under high load conditions. 
Moreover, throught the thesis, it is assumed that the transmission range is equal to the carrier 
sensing range. This is the range of a station, inside which, a signal generated by the station is 
not necessarily correctly decoded at another station, but, it is sensed by its antenna, causing it to 
defer its own transmission. Commercial wireless cards usually adjust their receiving and carrier 
sensing thresholds in such a way, that the carrier sensing range is larger than the transmission 
radius. Although this is done in order to alleviate collisions and the hidden node problem, it 
does not always lead to a higher throughput of the overall network, as many stations, which 
could, under equal ranges, resume their transmissions, are 'silenced'. 
Finally, a fundamental hypothesis in the present thesis is the one of saturation conditions. In 
saturation conditions, it is assumed that a station (usually termed as backlogged station) has 
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always a packet to transmit, i.e. its buffer is always non-empty. The saturation throughput is 
very important in that, it describes the asymptotic behaviour of a network under conditions of 
the maximum sustainable load. However, because the delays incurred under these conditions 
are significantly high, quite often it is preferrable that a network operates under lighter traffic 
load. In order to model non-continuously backlogged stations, an additional distribution for the 
traffic arriving from the upper network layers is necessary. Therefore, a random variable that 
defines the packet interarrival times must be added to the variables describing the intertrans-
mission times (i.e. the backoff distributions). This is possible in the models that are proposed 
in this thesis, however, with reference to Chapters 4 and 5, it may be that the complexity of the 
result may be substantial. 
1.5 Organisation of the thesis 
The thesis is organised as follows: 
Chapter2 
This chapter provides the general principles and background to CSMA access schemes, with 
particular emphasis on the p-persistent CSMA and on the IEEE 802.11. The most important 
research papers using various modelling tools and dealing with several aspects of the perfor -
mance analysis of CSMA wireless networks are reviewed. Finally, the motivation and linkage 
to the main concepts of this thesis is outlined. 
Chapter 3 
This chapter provides a systematic and comprehensive description of all the possible interfer -
ence topologies in a network with an arbitrary connectivity graph. Initially, these basic topolo-
gies are examined separately, and the respective collision probabilities are calculated under the 
assumption of only one interfering pair at any one time. Later in the chapter, this assumption 
is lifted and the analysis is extended to symmetric networks or very large randomly populated 
networks. 
Chapter 4 
In this chapter the reasons behind the limitations of previous methods are explained in depth, 
and the impact of their fundamental assumptions to their modelling accuracy is demonstrated. 
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Moreover, a novel method of modelling time in a hidden terminal topology is presented, and 
expressions for the transmission probability, the conditional collision probability and the sat-
uration throughput are derived. On the other hand, the assumption that transmitters enter the 
contention phase synchronised is lifted, and the complexity of the channel contention is grasped 
successfully with the use of random variables. In this chapter, it is presumed that the network 
stations employ a constant contention window for their backoff distributions. 
Chapter 5 
In this chapter, the assumption of a constant contention window is relaxed, and the model is 
extended to the BEB scheme proposed by IEEE 802.11 (or any other backoff distribution). 
An iterative method is used to keep the state space relatively small. An exact solution is also 
provided; however, it is demonstrated that the iterative technique performs almost as well as 
the exact model, and is several orders of magnitude less complex. 
Chapter 6 
Finally, some concluding remarks and suggestions for future research directions are made, as 
well as some rough guidelines are provided, for the optimal configuration of IEEE 802.11 




2.1 From CSMA and Packet Radio Networks to IEEE 802.11 WLANs 
and multihop networks 
The performance evaluation of multihop wireless networks has been at the centre of attention 
of the research community since the 1970's, when Packet Radio Networks were introduced. 
In the mid-1970's the research community had already explored fairly reliable and inexpen-
sive wired communications, where circuits and transmission paths were established once for 
every upper-layer request for communication. Circuit-switching however was soon proved to 
be unable to handle computer-to-computer communications, where bursty traffic is frequently 
present and the ratio of peak to average traffic rate is considerably high. At that time, a new 
necessity seemed to arise, according to which communication between a number of users can 
be established without the presence of infrastructure and in a packet-switched fashion. This 
scenario presupposed the shared use of a common radio channel in a packet-switched mode 
among all the participating communication partners and the researchers defined this type of 
radio channel as 'packet radio channel' [4]. Consequently, such type of networks were called 
'Packet Radio Networks' (PRNs) and are the ancestors of what we call today wireless multihop 
networks or wireless mesh networks, etc. 
The above method of radio communications, however, directly raises the question as to how 
possible conflicts can be resolved when more than one packet is sent simultaneously by at 
least two participating stations through the common broadcast channel. The way to solve these 
conflicts is the object of the so called MAC Protocols that try to schedule the traffic in an 
optimal way in order to maximise the network throughput, and at the same time to not sacrifice 
the fairness between all identical users (note that sometimes unfairness can also be the goal, but 
this brings us to the issue of Quality-of-Service (Q0S) and service differentiation). 
In general, MAC protocols can be divided in two broad categories, i.e. reservation-based and 
random access-based [14]. The first class of protocols comprises multiple access schemes such 
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as Time Division Multiple Access (TDMA), Frequency Division Multiple Access (FDMA) and 
Code Division Multiple Access (CDMA) where predetermined channel time slots, frequencies 
or code sequences respectively are assigned to each user, so that the transmissions are orthog-
onal and do not conflict with each other. This is a safe and straightforward method to resolve 
channel access and works very well in a high-contention environment. Given the fact that the 
delays that these protocols impose on packet transmissions are deterministic, they can, in gen-
eral, support QoS. However, they are not suitable for bursty traffic and do not adapt quickly to 
topology changes. 
The second category, i.e. the random access based protocols, consists of protocols where there 
is no such pre-allocation of the shared medium and stations compete for its occupancy in a 
'real-time' manner. The first protocol of the kind was the so called 'pure-Aloha', where sta-
tions may transmit whenever they want, and through the reception or not of an acknowledgment 
packet, they realise whether their transmission attempt was successful or not. A similar algo-
rithm, with the difference that time is slotted and stations may only initiate their transmission at 
the start of a slot is described by the subsequent 'slotted-Aloha'. Some years later, the seminal 
work of Kleinrock and Tobagi [4] introduced another protocol, called Carrier Sense Multiple 
Access (CSMA), according to which the stations attempt to avoid collisions by sensing, i.e. lis-
tening to the carrier of another station's transmission. Because of its significance in modem 
wireless communications—it is used, for example, in Wireless LANs, in Wireless PANs (IEEE 
802.15.4) and, also, in cellular networks, during the setup phase—and of the fact that it is the 
main subject of this thesis, CSMA will be described in detail in Section 2.1.1. 
Almost two decades after the introduction of CSMA, the IEEE has standardised the so-called 
802.11 [1] protocol for WLANs, initially targeting networks with a base station and a number of 
wireless nodes within the transmission range of it and of each other (fully-connected networks). 
IEEE 802.11 is largely based on CSMA with the additional feature of Virtual Carrier Sensing, 
as will be explained in detailed in Section 2.1.2. Moreover, two control packets called Ready 
to Send (RTS) and Clear To Send (CTS) have been proposed by IEEE 802.11 to precede the 
data payload transmission, in order to combat the well known hidden node problem; the hidden 
node problem arises when two or more contending stations that are not in range of each other 
attempt to establish communication with a common receiver. In this case each transmitter can 
only infer an ongoing transmission between its competitor and the receiver indirectly, through 
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Figure 2.1: A flow chart of the slotted p-persistent CSMA protocol. 
wireless communications and is one of the most serious and frequent interference topologies as 
was explained in the introduction. 
2.1.1 Description of CSMA 
CSMA, introduced in [4], and analysed in the presence of hidden terminals for the first time in 
[15], is governed by the general principle 'listen before talk'. In other words, each station tries 
to avoid collisions by sensing the shared channel (the carrier of other possible transmissions). 
Kleinrock and Tobagi proposed and analysed two large categories of CSMA protocols, namely 
nonpersistent and p-persistent. 
In nonpersistent CSMA the idea is that every station senses the carrier before transmitting. If it 
finds the channel idle, it proceeds to transmit its packet. If not, it reschedules its transmission 
for a future time instant according to a certain distribution. At that time instant, the same pro-
cedure is repeated. Nonpersistent CSMA can also be synchronised, where the time is divided 
in slots and every station is forced to start transmitting only at the start of a slot. In p-persistent 
CSMA (see Figure 2.1) an additional parameter is introduced, namely the probability p that the 
node will 'persist' in transmitting at the start of the slot and, naturally 1 - p the probability that 
it will postpone its transmission for the next slot. The idea is that according to the congestion of 
the network (e.g. the number of competing terminals) the parameter p can be suitably adjusted 
to minimise collisions. An optimal value of p should, on one hand, attempt to minimise inter-
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Figure 2.2: The RTS/CTS scheme as defined in the IEEE 802.11 standard [1]. 
short as possible [4]. For example, if p is very high, the station will almost certainly attempt 
transmissions and, thus, possibly suffer from collisions, especially if the network is densely 
populated. On the contrary, a very small value of p will avoid collisions, but 
In fact, the popular IEEE 802.11 is inspired by the p-persistent CSMA protocol, with the Binary 
Exponential Backoff mechanism regulating an equivalent of the crucial parameter p according 
to the network congestion, and with the incorporation of some additional features, such as the 
use of control packets and the Virtual Carrier Sensing mechanism. 
2.1.2 Description of IEEE 802.11 
In this section, an outline of the most important features of the RTS/CTS and Basic Access 
mechanisms of IEEE 802.11 Distributed Coordination Function (DCF) is given. For a more 
thorough description, the reader should refer to [1]. DCF is based on CSMA. When a node 
wants to transmit a DATA packet, it first senses the channel. If it finds the channel idle for 
more than the time interval DIFS, then it sends an RTS (Ready To Send) packet, if RTS/CTS 
is adopted, or the DATA packet itself, if Basic Access is used. The receiver, upon error-free 
reception of RTS and, if, after the expiration of a Short Interframe Space (SIFS) [1] time in-
terval, it senses the channel idle, returns another control packet, called CTS (Clear to Send) to 
the sender. Similarly, for Basic Access the receiver replies with an ACK (acknowledgement) 
if the DATA packet was received correctly. This concludes the handshake for Basic Access. 
For RTS/CTS, after RTS and CTS packets have been exchanged successfully, the transmitter 
sends the DATA packet to the receiver, who, in turn, responds with an ACK if the reception 
of DATA was correct. If, for any reason, the sender has not received a CTS (ACK) as a re-
sponse to it sending an RTS (DATA) packet within a certain time duration (Timeout), then it 
reattempts transmission. In addition, RTS and CTS packets have a special field which indicates 
the length of the subsequent data packet. This is useful for the so called Virtual Carrier Sensing 
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Figure 2.3: The backoff process of IEEE 802.11 stations that use the Basic Access scheme. In 
particular, stations i and k want to transmit data packets to station j. For this 
figure it is assumed that all three stations are in range of each other 
mechanism, where all stations that overhear the packets know the exact duration of the ongoing 
handshake and must defer their own transmission until the former is completed. The process is 
shown in Figure 2.2. 
For both modes, after every successful or failed transmission, the station must wait for a time 
interval, called the backoff interval, before sending the next packet (or the same packet in the 
case where the previous transmission failed). This is done so that a single station does not 
monopolise the channel for a long period of time. The backoff mechanism is employed with 
the aid of a counter (the backoff counter) and is briefly described in Figure 2.3. After every 
transmission the counter takes a new value and it is decremented by one at every channel slot 
a if the node senses the channel idle. On the contrary, if during its backoff, the station senses 
a busy channel, then the counter freezes at its current value until the channel is considered idle 
again (according to both the Physical Carrier Sense and the Virtual Carrier Sense mechanisms 1 . 
The station transmits when the value of the backoff counter has reached zero. The initial value 
of the counter can be selected according to a variety of schemes, but in [1] the Binary Expo-
nential Backoff (BEB) scheme is proposed. According to BEB, the backoff counter follows a 
uniform distribution with its maximum possible value (named the 'contention window') being 
doubled after every failed transmission or being reset to an initial value Wo after a success- 
'The Virtual Carrier Sensing mechanism is employed via the Network Allocation Vector (NAy), which is an 
indicator, that determines whether there is another ongoing transmission in the channel; therefore the station cannot 
initiate a transmission during that time and is forced to defer. The NAV is adjusted when the station overhears a 
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Figure 2.4: The flow chart describes the basic operation of the RTS/CTS mechanism of IEEE 
802.11 DCE 
ful transmission. This process is repeated until the maximum retransmission limit is reached, 
after which the next maximum value of the counter is chosen in the interval [0, Wo - 1] inde-
pendently of whether there was collision or success previously. However, the protocol allows 
for each station to individually and dynamically configure its contention window according to 
the channel conditions. Figure 2.4 presents a flow chart that summarises the operation of the 
RTS/CTS scheme of the DCF; the Basic Access scheme follows a very similar algorithm. 
Finally, as a sidenote, as far as the physical layer part of the IEEE 802.11 protocol is con-
cerned, the protocol determines that the signals shall be transmitted at frequencies in the In-
dustrial Scientific and Medical (ISM) frequency band (specifically at 2.4 and 5 GHz), which is 
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the unlicensed band. Moreover, it suggests two possible spread-spectrum techniques, namely 
the Frequency Hopping Spread Spectrum (FHSS) technique and the Direct Sequence Spread 
Spectrum (DSSS) technique, in order to alleviate interference from non-IEEE 802.11 users. In 
FHSS, the carrier is rapidly switching among many frequency channels, using a pseudo-random 
sequence known to the IEEE 802.11 terminals. In DSSS, the data is multiplied by a pseudo-
random sequence of +1 and -1 values, at a frequency much higher than that of the original 
signal. Throughout this thesis, the DSSS is assumed, both for the simulation runs, and also for 
the theoretical analysis. FHSS would be dealt with in exactly the same manner, since—from 
the channel access algorithms's point of view—the only difference in the two spread spectrum 
techniques is the numerical values of the several protocol parameters [1]. 
Although the terminology and some protocol details have changed, it is obvious that the prob-
lems concerning the performance analysis and enhancement of random-access based protocols, 
such as the original CSMA or the popular IEEE 802.11 are still present, and that there is conti-
nuity in the corresponding research areas in the last three decades, even if nowadays we speak 
of wireless mesh and ad hoc networks in the place of PRNs. In the sections that follow, an 
extensive literature review of these decades will be attempted, explaining the significant con-
tributions of researchers that have dealt mainly with the performance analysis of the previously 
defined protocols in various configurations. Note that the list of references is by no means ex-
haustive but, to the author's knowledge, all the major contributions are included. Also, it has 
been attempted to categorise the papers according to a certain pattern which is neither unique 
nor disjoint, i.e. a paper can actually belong to two or more classes of research papers. 
2.2 Early papers for the performance analysis of PRNs 
Since the 1970's the interest of the research community was driven by the analysis of the 
throughput of multihop networks in the form of PRNs. The CSMA protocol, introduced in [4], 
was first analyzed theoretically in the presence of hidden nodes in [15]. Later, in 1984, Takagi 
et al [16] examined the effect of hidden nodes in a homogeneous multihop network for the 
slotted nonpersistent CSMA protocol without the presence of acknowledgement packets, pre-
suming that all stations are ready to transmit at all times. As in [15], they make the assumption 
that the events at each station, whether an actual transmission occurs or not as a result of chan-
nel sensing throughout a sequence of slots, is a set of independent Bernoulli trials. The same 
assumption is used for simplicity reasons for the analysis of the performance of the nonpersis- 
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tent CSMA in large multihop networks and its comparison with BTMA (Busy Tone Multiple 
Access) by [17]. 
These papers make the fundamental assumption that the acknowledgment packets (ACKs) have 
zero length so that they can be received instantaneously, making their analysis for an IEEE 
802.11 network (operating in the Basic Access scheme, let alone in the RTS/CTS scheme) in-
appropriate. Similar assumptions have also been made in [18], where the authors presume zero 
length control packets. Also, [19] extends the analysis of [17] to adjust to the IEEE 802.11 pro-
tocol, initially making the assumption that both carrier sensing and collision avoidance work 
perfectly, i.e. that nodes can accurately sense the channel, and that the RTS/CTS scheme can 
avoid the corruption of the subsequent data packets at the receivers. Later in their paper, they 
attempt to overcome this assumption by considering an extra state in their Markovian model, 
which models the collisions of the data packets incorporating an intuitive 'imperfectness fac-
tor', as they define it. Furthermore, [20] proposed a linearised model for the derivation of the 
transmission probability, an assumption which does not take into account the desynchronisation 
of the nodes that lie outside of the transmission range of each other. 
In parallel, in [21], one of the early papers analysing the performance of the PRNs, the authors 
show that, under certain assumptions, a Markov model of a CSMA based PRN can be built 
which leads to product form state probabilities. The assumptions they make are: 
zero propagation delay 
perfect capture, i.e. once a successful transmission is initiated, the reception is immune from 
any subsequent interference (this actually implies that collisions can take place in a rather small 
time period) and 
the node's transmissions to its neighbours are scheduled according to a Poisson point pro-
cess. This implies that packets that failed to be successfully transmitted or were inhibited from 
transmission are rescheduled after a sufficiently long random time interval so that the Poisson 
property is preserved. In a subsequent paper [22], complementary to the former, the authors 
propose an algorithm that computes throughput based on their prior model. Finally, Tobagi and 
Brazio [23] extended the previous work to other channel access protocols, such as Aloha and 
a variant of BTMA and analysed the conditions under which a product form solution can be 
derived in a PRN. 
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2.3 Papers following the standardisation of IEEE 802.11 
The standardised IEEE 802.11 has been analysed over the years via different paths, i.e. experi-
mentally, via simulation tools or via analytical or semi-analytical methods. In the first category 
a representative example is [7], where the authors make a spherical performance analysis of 
the behaviour of 802.1 lb stations for different basic topologies and vary the value of different 
parameters, such as the transmission rates and the interference and carrier sensing ranges, by 
means of experiment. 
The RTS/CTS scheme that IEEE 802.11 proposes to combat the hidden node problem is not 
perfect. There are a number of papers [24-27] that report cases when the RTS/CTS handshake 
fails to prevent the DATA packet corruption because of a collision. Reasons that are shown to 
be the cause of this problem are different transmission and carrier-sensing areas [24,27], non-
negligible propagation delay [25], node mobility [26] and different transmission rates [27] for 
control packets (RTSICTS) and DATA packets. In a similar context, [28] explains the ineffec-
tiveness of using RTSICTS control packets when the transmission rate for the data packets is 
high and suggests that the research and standardisation community reconsider the 4-way hand-
shake in a time-duration context rather than in a frame size context. However, as the recent 
paper [29] shows, there are cases when the RTS/CTS mechanism fails even under perfect chan-
nel conditions and zero mobility. [29] defines nodes that receive an RTS or a CTS packet, but 
cannot interpret it correctly because of another on-going transmission as masked nodes, and 
uses a queueing-theoretic approach to evaluate their effect in the performance of such a net-
work. Similarly, in a work parallel to this thesis [9], the authors of [30] identify some of the 
problematic topologies where RTS/CTS performs worse than CSMA and define them as the 
gagged stations. They reach the conclusion that even if one neglects the additional overhead 
present in the RTS/CTS scheme, in several cases it inhibits concurrent transmissions which do 
not interfere with each other in reality 
2.3.1 The seminal work of Bianchi and the class of papers that directly extend it 
Since the standardisation of IEEE 802.11 [1], there has been much research effort put into 
the theoretical analysis of fully-connected 802.11 wireless LANs, with the most prominent 
paper being [2]. In [2] a bidimensional Markov chain like the one of Figure 2.5 is used for 
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Figure 2.5: The bidimensional Mar/wv chain that is proposed by Bianchi to represent the back-
off process of an IEEE 802.11 station. 
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the description of the backoff process. In this Markov chain, the state  is represented by the 
pair (i, k), where i represents the backoff stage and k the value of the backoff counter. In 
every step of the process, the counter is decremented with probability 1 and when the counter 
becomes zero, then the station transmits. Following this, if there is a collision (this occurs with 
probability p), the process goes into the next backoff stage. If there is a successful transmission 
(probability 1 - p), the next value of the backoff counter is chosen from the initial contention 
window W0. Finally, if the packet has already been retransmitted RL times, the backoff counter 
is also reset to W0, independently of whether there was collision or success. Note the uniform 
distribution of the backoff counter at each stage and, also, the fundamental assumption that 
Bianchi makes, i.e. the assumption that, regardless of the backoff stage, the station faces a 
collision with a constant probability p. This chain is ultimately used for the derivation of the 
transmission probability of a single station and, subsequently, the network throughput is derived 
using renewal theory arguments, as will be explained in greater detail in Chapter 3. 
Moreover, [31] and [32] calculate the average packet delay for a fully-connected optical WLAN 
that employs the Infrared spectrum as a physical layer option, and are based on the assumption 
of a constant collision probability at any slot, their analysis relying on [2] and [33] respectively 
for their chain of arguments and problem formulation. Furthermore, [34] uses the standard 
framework by Bianchi for throughput analysis, but extends it to an error-prone channel and 
investigates the effect of packet size, the number of contending stations, transmission collision 
probability and channel condition of a saturated fully-connected network. Finally, there are 
a couple of papers that extend Bianchi's model so that they incorporate freezing the backoff 
counter of a station when it senses another node's transmission. In particular, in [35], the 
authors assign a probability, Pb  to the event that the node will freeze its backoff counter when it 
senses the medium busy and while being in backoff, and claim to obtain better results than [2]. 
More recently, [36] proposes a corrected version of [35], following the observation from the 
authors that the channel access probability actually depends on whether the previous period is 
idle or busy. Both previous papers assume saturation conditions and do not consider hidden or 
exposed nodes in the network. 
However, as will be shown in Chapter 4, a simple extension of [2] which is followed by many 
2 The formalism followed in the literature is—usually—the graphical representation of a Markov chain by its 
state descriptors. In this thesis, another formalism is adopted, so that the representations of the various Markov 
chain models that are presented do not conflict with each other. Therefore, the states are described in the figures 
with their steady-state probability notation. 
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researchers in the field [37-40] is not appropriate for a network exhibiting hidden terminals. 
In particular, in [37] the authors define the 'deferral set' of neighbours that interfere with the 
T,,-R,, transmission (which are actually the one-hop plus the two-hop neighbours that want 
to communicate with the one-hop neighbours), and define the possible interferers ('equivalent 
competitors'). Their main simplification is that the equivalent competitors should defer trans-
mission for a certain time interval At when the T,,-R,, transmission is taking place. In the 
analysis presented in Chapter 3 it is clear that this is not entirely true, as the effect of the trans-
mission of an interfering pair on an active transmission can vary, and is dependent upon a) the 
relative position of the conflicting pairs and b) the relative time difference of their transmissions. 
There are a significant number of papers that provide analytical methods for the performance of 
802.11 in a multihop network, however, they assume the existence of renewal points in the anal-
ysis, i.e. that nodes enter the contention phase synchronised. Following a similar concept, [38] 
and [40] make a careful analysis of some interference topologies in a multihop network; how-
ever, both are based on renewal theoretic arguments for the calculation of the system throughput 
and use a generalised time slot as the basic unit of their models, similar to the slot introduced 
in [2]. As will be shown in detail in Chapter 4, all the former approaches exhibit some funda-
mental limitations in their accuracy. An exception to this rule is [41], that considers a scenario 
with three transmitting pairs, but the analysis is not computationally efficient, since it involves 
solving a Markovian model with several thousands of states. 
In 2005, [42] proposed a queueing theoretic approach with the fundamental assumption that the 
time between transmissions (the backoff) is negligible, a fact that makes the analysis accurate 
only for long data packets combined with small transmission rates. Finally, very recently [39] 
has modelled the media access for several scenarios of interference in a 802.11 network. How-
ever, in order to model the classic hidden terminal problem using renewal theory, the authors 
consider that the nodes are synchronised when entering the contention phase. In their following 
paper [43] Garetto et al. extend the former analysis to a general multihop network, classifying 
traffic flows in suitable classes in order to study the starvation and unfairness phenomena that 
are caused by CSMA. Chapter 4 will elaborate on [38] and [39] due to their closer proximity 
with the case study presented in that chapter, and will also explain their main assumptions, and 
analyse the impact of the latter on the correct analysis of the hidden terminal effect. 
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2.3.2 Papers that calculate the throughput of a CSMA-based protocol but have 
adopted different modelling approaches 
The seminal work of Bianchi has recently inspired several researchers to reproduce and verify 
his results under more general conditions and via different modelling methods. In particular, 
Kumar et al. in [44] introduce a fixed point analytical method for the throughput analysis of 
a fully-connected IEEE 802.11 network consisting of n equivalent nodes. The authors make 
the assumption that the aggregate transmission process of the n - 1 stations is independent 
of the backoff process of a certain tagged node. They call this assumption 'the decoupling 
approximation' and show that it is valid for densely populated networks. Finally, the authors 
establish uniqueness of the solution to the fixed point equation and give expressions for the 
collision probability and aggregate throughput. Aiming at a similar goal, more recently the au-
thors of [45] provide a rigorous analysis for the same problem, showing that for large networks 
the stochastic evolution of the backoff stages at different stations converges to a deterministic 
evolution and, thus, providing a theoretical justification for the decoupling assumption in [2]. 
Nevertheless, the authors leave the issue of hidden terminals and, in general, of interferers out 
of the range of the transmitters for future work. Very recently, in [46], Medepalli and Tobagi 
propose a unified model that attempts to take into account in the same model hidden terminals, 
multiple channels and/or directional transmissions and finite load traffic conditions. The authors 
assume independence of the events leading to a failed node transmission and assume a constant 
collision probability, independent of the backoff stage of the node. They ultimately calculate 
the average service time by numerically solving a complex system of nonlinear equations. 
In [47, 48] the authors were the first that accurately dealt with the performance analysis of 
the newly standardised DCF function of the IEEE 802.11. Their seminal work attempts to 
define all the necessary and sufficient conditions for a successful data frame transmission for 
both access modes of 802.11, namely Basic Access and the RTSICTS scheme. To this end, 
they define suitable regions of interference for each transmission and ultimately derive a closed 
form expression for the system throughput under general traffic conditions. In order to do 
so, they rely on the assumption that once the channel is sensed idle and the DIFS interval has 
elapsed, the time until a data frame arrives from the upper layers at station i with station j as the 
destination, follows an exponential distribution. Moreover, although the authors are one of the 
few that take the hidden terminal effect into account, they explicitly state that they do not model 
it accurately for the sake of tractability: "Unlike wired multiple access systems the completion 
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of a successful transmission or a collision is not a renewal point due to the presence of hidden 
stations. Obtaining statistics of the renewal interval in a WLAN environment in the presence 
of hidden stations is intractable; we therefore assume that the instance of the completion of a 
successful transmission and/or a collision is a renewal point. We expect the assumption to be 
satisfactory for cases where the number of hidden stations is small" 
In [49], the authors analyse the performance of a p-persistent backoff algorithm and show that 
IEEE 802.11 deviates from the theoretical performance limit quite often. Following the former 
observations, they propose that the protocol uses information from the network status in order to 
dynamically tune the backoff contention window, and, thus, maximise the network throughput. 
Throughout their analysis they use the assumption of a geometric distribution for the backoff 
counter which enables them to consider independence from the stations' history. Note also 
that their analysis is only applicable to a fully-connected network. Moreover, in [50] and [51] 
the authors derive closed form expressions for the throughput and the delay respectively of a 
p-persistent CSMA multihop network. To this end, they use the assumption that the system 
state consists of a sequence of regeneration cycles, which is accurate, since the hidden terminal 
problem is neglected by supposing that all stations can sense the channel around the unique 
sink, and defer their transmissions when necessary. 
In [52], the authors revisit the problem of analysing the performance of the Exponential Backoff 
scheme in a general context, using a one-dimensional Markov chain rather than the bidimen-
sional Markov chain of [2], and, thus, being able to derive the medium access delay in addition 
to the throughput. Their analysis deals with infinite retransmissions as well as with a finite retry 
limit. However, the authors presume continuously backlogged stations, implicit transmission 
of acknowledgements and a fully-connected network, where all stations are synchronised. 
A different class of papers that attempt to analyse the performance of CSMAICA protocols in 
WLANs can be characterised by the different mathematical tools they use in order to achieve 
their purpose. One of the most important is [53],  where the authors use Stochastic Petri Nets 3for 
the derivation of the network throughput. This approach has some advantages in that many 
details of the protocol can be incorporated in the model and can give deeper insight to the 
3 A Petri Net is a modelling language that can describe a complex dynamic system. The state of the system is 
described by places, which may contain different number of tokens. According to certain rules, transitions may 
move the tokens and, thus, change the state of the system. Arcs are used to connect the places with the transitions 
or vice-versa. A Stochastic Petri Net is a special case of a Petri Net, where firing delays, as random distribution 
functions, are associated with every transition [53]. 
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several phenomena that characterise channel contention. However, the current simulation tools 
that analyse and solve Petri Net models are unable to model all these details in practice, and 
the authors are forced to make several simplifications that, on one hand, have an impact on the 
model accuracy, and on the other hand make it extremely difficult for the model to be extended 
to multihop networks where hidden terminals are present. 
With respect to modelling spatial reuse in a wireless multihop network, [54] introduces a purely 
probabilistic model for the derivation of throughput in a given wireless multihop network where 
the maximum number of traffic flows can be transmitted concurrently. Although the analysis 
is interesting, it deals with a different problem than the one investigated in this thesis, while it 
considers an arbitrary random access based protocol, it neglects the existence of backoff periods 
and control packets such as acknowledgements; thus, it cannot be applied to IEEE 802.11, for 
example. 
Moreover, in [55] Sun et al. develop an analytical model called MBRP (Model-Based Resource 
Prediction) for resource (such as throughput and delay) estimation in a wireless network where 
real-time and multimedia traffic may be wanted. The model presumes Poisson distributed chan-
nel access attempts by several stations and also a constant collision rate, and manages to provide 
accurate results for ideal channel conditions. However, in order to deal with the effect of hidden 
terminals and non-ideal channels, the authors come up with an enhanced version of their model 
which uses the difference between an experimentally measured value and the model output as 
run-time feedback. The improved analysis is called Enhanced MBRP (EMBRP). 
Finally, recently, [56] has presented an analytical model for the hidden terminal scenario, fo-
cusing on the short-term unfairnessthat the RTS/CTS scheme of IEEE 802.11 exhibits. Their 
analysis is more accurate than most papers, however, they, too, assume synchronisation af-
ter both successful and collision periods and they also make several simplifying assumptions 
concerning the backoff distributions which directly affect their results. 
2.3.3 Papers that derive expressions for the service delay of a packet 
In [57], the authors derive closed form expressions for the first and second order moments 
of the service time experienced by a packet that is generated in a fully-connected WLAN. 
Their model is based on the bidimensional Markov chain modelling of [2] for the transmission 
probability with an infinite limit of retransmissions. [58] calculates the backoff delay under 
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saturation conditions in a fully-connected WLAN for the recently standardised IEEE 802-11e 
Enhanced Distributed Channel Access (EDCA) function. The analysis is based on [2] and [59]'s 
expression for the transmission probability, although they have to alter the analysis in order to 
incorporate the prioritised channel access that EDCA determines for the various classes of 
nodes. Finally, the authors of [60] provide a more detailed analysis of the service time in an 
802.11 WLAN by deriving the Probability Generating Function of the service time, and by not 
relying on the standard second order analysis often used in the literature. Nevertheless, their 
analysis is only applicable to a fully-connected network with no hidden or exposed nodes and 
assumes an infinite number of retransmissions and saturation conditions. 
2.3.4 Papers that consider more complex physical layer models 
Throughout the recent years there has been a set of papers that consider physical layer effects 
on the MAC protocol and depart from the classic two-ray ground model of circular transmission 
areas: In [13], the authors investigate the capture probability of an AP of a WLAN in a channel 
with Rayleigh fading, shadowing and near-far effects, and derive expressions for the throughput 
and delay of a CSMA/CA based protocol. [61] discusses the capture effect in a fully-connected 
IEEE 802.11 or 802.1 le network as well; however, it approaches the problem via a different 
method, i.e. via multidimensional fixed point analysis. The authors presume in this case, too, 
the classic configuration of n backlogged contending stations in transmission range to each 
other and neglect the effects of hidden nodes. Finally, in the recent paper [62], Chang et al. 
present an iterative method in order to find the throughput of networks, where simultaneous 
transmissions do not necessarily result in collisions due to the capture phenomenon. However, 
in order to simplify their analysis, they substitute the classic equation for the transmission 
probability found in [2] with a linearised one, applying the least squares method to find the 
suitable coefficients. 
2.3.5 Papers that consider finite load traffic conditions 
The class of papers that do not rely on saturation conditions but consider finite load comprise 
the following: Barowski et al. [63] make the remark that for multi-hop communications the 
forwarding stations will not operate in saturation conditions and, thus, conclude that a finite 
load model is necessary. To this end, they add an extra state to Bianchi's bidimensional Markov 
chain, which represents the state where the station has a zero backoff counter, but does not 
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have a packet to transmit. Furthermore, they extend this model to three dimensions adding the 
queue length of the forwarding stations in order to apply to multi-hop networks. This analysis 
however neglects the hidden node effect that is crucial in multi-hop communications. Moreover, 
in [64] the authors propose a GIG/1 queueing mode1 4 for the analysis of 802.11 and 802.11e 
in a fully-connected network with finite load conditions. Finally, Garetto et al. [39] devote a 
section of their paper to the non-saturation conditions, which they incorporate in their model by 
defining an additional probability, i.e. the conditional probability that the transmission queue of 
the station is empty, given that the station can potentially start a new transmission. 
2.4 An introduction to the novel features of the thesis in compari-
son to the literature review presented 
In the first part of the thesis (Chapter 3) the author's research related to interference topologies 
will be presented. The analysis presented in Chapter 3 was the first to analyse and categorise all 
the possible interference topologies in a wireless network operating under a CSMA protocol, 
with particular focus on IEEE 802.11, in a detailed and comprehensive manner. After the basic 
interfering pairs are explained, a scalable way to calculate the throughput in a wireless network 
where communication is limited only to immediate neighbours (for simplicity reasons and to 
isolate the effect of a routing protocol) will be presented and then, the results will be extended 
to more complex, symmetric and randomly deployed network configurations. 
Although the work presented in Chapter 3 is scalable and provides quite often trustworthy 
results, in Chapters 4 and 5 the classic hidden terminal problem will be investigated in more 
detail. It will also be explained that all prior researchers dealing with the theoretical analysis 
of the hidden terminal effect have used certain assumptions in order to make the modelling 
tractable. It will be shown that these assumptions limit the accuracy of their results only to 
certain configurations, e.g. absence or negligible duration of control packets, limited range 
of data packet sizes and/or selective range of transmission rates. To the best of the author's 
knowledge, the work presented in Chapter 4 is the first to present a comprehensive description 
and analysis of the aforementioned hypotheses which previous papers have frequently used. In 
particular, the reasons behind the difficulties with the assumptions previous techniques make 
4 A G/G/i model is a queueing model, where there is one server and both the interarrival and the service times 
follow a general distribution. 
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will be explained, and some cases will be demonstrated, where this inaccuracy affects their 
results with extensive simulations. It will be shown that this occurs for a significant range of 
system parameters such as contention window size, transmission rate and data packet size. 
Moreover, it will be pointed out that the basic concept that causes these limitations is the vari-
able time-slot. This is the motivation for the second contribution, which is a novel modelling 
method that is based on a fixed-length unit of time. By introducing a new time scale for the 
modelling of channel contention, the classic metrics used in such problems, such as trans-
mission probability, conditional collision probability and throughput, will be redefined, and 
relevant expressions will be derived. Moreover, standard assumptions, such as the one that 
transmitters enter the contention phase synchronised, will be relaxed. This assumption enabled 
researchers to use renewal theory for the throughput computation and, although it is valid in 
a fully-connected network, it introduces inaccuracies for a hidden node environment.. In this 
thesis a first-order Markov dependence is used instead of renewal theory for the modelling of 
two consecutive channel transmission states. Finally, by using random variables for the quan-
tification of the terms that affect and determine the channel contention, in-depth insight will be 
provided into the complexity of the scenario under consideration. Chapter 4 will analyse the 
performance of IEEE 802.11 (in RTS/CTS and Basic Access mode) under the assumption of all 
the stations employing a constant contention window and Chapter 5 will extend this modelling 




Characterisation and Analysis An 
Initial Approach 
3.1 Interference in a wireless network 
Unlike wired networks, the wireless medium is quite restrictive as a means of data/signal trans-
fer. Depending on the MAC protocol that is chosen for a given application or network, there is, 
each time, only a limited number of concurrent transmissions that can occur around a station 
if orthogonal transmissions are to be achieved (e.g. in CDMA) or even only one, if a random 
access-based protocol such as CSMA is used. The goal of this chapter is to provide an answer 
to the following question: 
Given a pair of wireless stations, between which there is data flow, and that have half-duplex 
transceivers (i.e. they can only transmit or receive at any one time), use a single channel and 
employ the IEEE 802.11 protocol (obviously any CSMA protocol would behave similarly), 
what are all the possible ways that their communication can suffer interference caused by any 
other station in their proximity? 
People have been referring to the hidden terminal problem without distinguishing the differ-
ent ways with which stations can interfere to each other's transmissions. Although there is a 
number of papers in the literature that define such interfering situations and often analyse their 
effect [15, 17,29,30,37,38,47,65], the author of the present thesis was the first [9] to enumer-
ate in a detailed and comprehensive manner all the possible interfering topologies that exist in 
a random access wireless network. Subsequent independent work [39] reproduced analogous 
results providing further insight to the problems arising. 
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Distance from i r 
Figure 3.1: A step-function connectivity is assumed, i.e. if the distance between station i and 
another station is less than a threshold, which is referred to as the transmission 
range r2 of i, any signal is decoded perfectly at the other station (given that there 
are no other simultaneous transmissions). On the contrary, if their distance ex-
ceeds r2 , then no signal can be received. 
3.2 The Model 
Let us consider two wireless stations operating in the same (single) channel, employing half-
duplex transceivers and let us assume that one of the stations receives from the upper layers 
a flow of data packets that it wants to send to the other station. From hereon the former will 
be referred to as 'the transmitter', denoted as T, and the latter as 'the receiver', denoted as R. 
It will be further assumed that the connectivity between a station i and any other station in 
its proximity is a step-function of the distance between the two stations as depicted in Figure 
3.1. This is only an idealistic representation of the truth; in practical wireless communications 
there are no 'perfect circles', but the extension of the analytical modelling to more complex 
physical layers or to include capture, fading, shadowing, etc., has been sporadically examined 
in the literature [13, 61, 66] and is beyond the scope of this thesis, as was mentioned in the 
introduction. The present goal is to find the upper bound of a random access based protocol 
provided that the wireless medium is flawless. 
3.2.1 Definition of the interfering pairs 
Given the transmission range of the transmitter r'j-', let's define the set of stations that are 
within the transmission range of it as the one-hop neighbours of T. They are defined as follows: 
NT = {i : d(i,T) <rT}, where d(i,j) denotes the physical distance between nodes i and j. 
Equivalently, for the one-hop neighbours of the receiver R: NR = {i : d(i, R) <rR}. The two-
hop neighbourhood of the two stations is defined as follows: N = {i : rp <d(i, T) <2rT} 
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X0 
Figure 3.2: Graphical representation of the sets of nodes that can be potential interferers to 
the communication pair T-R. 
and N 2 = {i : TR < d(i, R) < 2TR}. It is observed that the critical regions-sets of stations that 
can cause interference to the communication pair T-R are the following: 
l)NTR = NT fl NR, i.e. the stations that are in the transmission range of T and the reception 
range of R, which are the stations of a fully-connected network that were investigated thor-
oughly in [2]. 
HR = NR fl NT, i.e. the stations that are one-hop neighbours of the receiver R but are hid-
den from the transmitter T. 
HT = NT fl NR, i.e. the stations that are one-hop neighbours of T but are hidden from R. 
TR = (N,2 U N) fl NT  fl N1, which is the set that comprises all the nodes that belong to 
the two-hop neighbourhood of either T or R but are not one-hop neighbours of either of them. 
The regions that correspond to the above sets of interfering stations are displayed in Figure 3.2. 
Note that in this chapter, the terms HT, HR, NTR and QTR  will be used to refer to both the sets 
defined above or to arbitrary individual nodes belonging to the respective sets interchangeably. 
When the distinction is not clear from the context an explicit reference to the set or the node 
will be made. 
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For simplicity let's assume thereon that all nodes have identical transmission ranges, thus TT = 
rj r. It is observed that, depending on the distribution of the traffic in the network, several 
communication pairs can coexist with T-R. Among these there are many that do not influence 
the success or failure of the handshake between T and R and some others that have a direct 
effect on it at a higher or lower scale. As will be described immediately failure: Command not 
found. 
afterwards, the interfering pairs that influence the outcome of the communication process be-
tween T and R are the following and only them: 
A station in H11 sends data to a station in NTR. 
A station in HR sends data to a station in HT. 
A station in HR sends data to a station in Q TR-  
(d) A station in H11 sends data to a station in HR. 
A station in QTR  sends data to a station in HT. 
A station in QTR  sends data to a station in NTR. 
A station in QTR  sends data to a station in HR. 
A station in NTR sends data to a station in NTR. 
A station in NTR sends data to a station in H11. 
A station in NTR sends data to a station in HT. 
A station in NTR sends data to a station in QTR-  
(1) A station in HT sends data to station in NTR. 
A station in HT sends data to a station in HR. 
A station in HT sends data to a station in HT. 
A station in HT sends data to a station in QTR- 
The interfering pairs described above do not all behave in distinct ways but they can be cate-
gorised in several groups. In particular, the pairs (h)–(k) whose transmitting station belongs to 
the SetNTR, i.e. can be heard by both T and R have identical effects on the handshake between 
T and R and will be referred to thereon in a unified manner as Group (A). Similarly the pairs of 
type (l)–(o) whose transmitting station is a one-hop neighbour of T, but is hidden from R will 
be referred to as Group (B). Finally, the pairs (a) and (b) also cause the same kind of interfer-
ence to T-R and will be referred to as Group (C). All the other types of interferers have distinct 
ca 
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Figure 3.3: An example of a random wireless network consisting of 17 nodes. Traffic flows 
only between adjacent nodes. Every node can be the transmitter for only one pair 
Various types of interfering pairs exist for each such communication pair 
characteristics and will be examined separately. 
3.2.2 Spatial distribution of the interfering pairs 
Another issue of primary importance is the spatial distribution of the interfering pairs, i.e. the 
frequency of their appearance in a given network. Obviously, in general, this can be dependent 
on many factors, such as the type of network, i.e. is it a WLAN, a pure ad hoc network or a 
WMN, the type of application which often imposes a certain node arrangement, the routing 
protocol or possible traffic control algorithms, which shape the packet routes in a specific way 
biasing the network graph, etc. In this chapter, two types of network connectivity graphs will 
be considered. Primarily, examples of symmetric networks will be examined, such as the star 
topology and the grid topology (see Section 3.3.1). Moreover, due to the fact that the purpose 
of this chapter is not to apply it to a specific scenario, but to remain as general as possible, 
the distribution of pairs in a random wireless network will be considered, where traffic flows 
between pairs of neighbouring nodes, so that no routing protocol is necessary. Every station 
can be the transmitter for only one pair (since half-duplex transceivers are assumed and are the 
most common in practical applications); however, a node can serve as a receiver for more than 
one communication pairs. An example of such a network consisting of 17 enumerated nodes 
is depicted in Figure 3.3. Observe for instance that node 13 is the receiver of three data flows 
from nodes 10,11 and 12. 
In such random configuration, the analytical derivation of the distribution of interfering pairs 
is basically a geometrical problem which was addressed in [39]. Here, the use of Monte- 
Carlo simulations is adopted which are stochastic techniques based on random number genera- 
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Figure 3.4: Probability offormation of interfering pairs for different network densities. 
tors [67] for the computation of the number of competing pairs' for every network considered. 
Provided that the number of independent simulation runs is high enough (in the order of hun-
dreds of thousands or millions of runs for each configuration), and that independent random 
number generation seeds are used, the objectivity of the simulation results can be guaranteed. 
As an example one can refer to Figure 3.4; in this figure the normalised frequency 2 of several 
pairs is plotted against the number of nodes in a network of constant surface, i.e. a square area of 
1000x1000 m 2 . The dash between the transmitter and the receiver implies that both directions 
of transmission are taken into account, e.g. the pair NTR - QTR represents the spatial frequency 
of both pairs (t) and (k). As mentioned before, a single node can be the transmitter of only one 
pair, but it can be the receiver of more than one communication pairs. It can be noticed that, 
apart from the case of very low network density, the most dominant interfering pair is the one 
where, both its transmitter and its receiver are inside the range of the tagged pair (NTR - NTR). 
This is expected since, if two stations are located in this area, they are almost certainly going 
to form a communication pair due to their close proximity. Analogous arguments explain the 
relative frequencies of the other pairs. Finally, it is worth making the following observations: 
'Note that the terms interfering pair and competing pair are used interchangeably. 
2The spatial frequencies of the interfering pairs do not sum up to 1; the missing term is the relative frequency of 
all the communication pairs of the network that do not cause any interference to the tagged pair, which are in fact 
the most numerous. 
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There is an interesting symmetry—apart from the obvious, e.g. the symmetries between pairs 
(0 and (k), (a) and (i) or (c) and (g)—that is not apparent from Figure 3.4, as the reference to 
all the pairs would make the figure unreadable. In particular, it was noticed that the spatial 
distribution of the pairs (d) and (f) is identical. This fact becomes obvious if one observes 
Figure 3.2 and considers the tagged pair and the interfering pair interchangeably. 
The normalised frequency of the pairs (b) and (m) is negligible (the probability of two nodes 
in these regions to be in transmission range of each other is almost zero), thus, it is omitted 
from the graph. 
3.2.3 The ancestor model for a fully-connected network and its linkage to the 
model proposed in this chapter 
The analysis that follows in this chapter is based on the model proposed by G. Bianchi [2] and 
was later extended by some researchers [37, 38] in order to characterise the performance of 
IEEE 802.11 in multi-hop networks. In [2] a fully-connected network is assumed, where all 
nodes try to access the channel in order to send data to the AP. Due to the obvious symmetry, 
the problem can be solved following the so-called 'decoupling approximation' (see [44]) that 
essentially means that every node tries to access the medium independently of its competitors 
and, thus, the same probabilities can be used for every station. Thus, the aggregate network 
throughput can be calculated on the basis of two basic quantities, namely the conditional colli-
sion probability p, which is the probability that the node will encounter a collision, conditioned 
on it having transmitted, and the transmission probability i - , which is the probability that in a 
time-slot the node will transmit a packet (successfully or unsuccessfully) 3 . 
It is suggested that the times at the end of every transmission (failed or successful) in a fully-
connected network are renewal points [68] in the sense that the process is regenerated and the 
outcome, or the duration of the next event is not dependent on the previous. Thus, the analysis 
of all the events occurring in such a renewal interval is sufficient to derive an expression for the 
network throughput. Moreover, a Markov Chain is used to describe the backoff process of each 
station, where the transmitting states are the ones which correspond to zero backoff counter. 
3 Note that time-slot is on purpose not clearly defined here; for now, let's assume that it is the unit of time, which, 
however, can be of variable length. For more details on that matter the reader should refer to [2] and Chapter 4. 
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The transmission probability is therefore computed to be given by the following equation: 
2(1 —2p) 
T = 
(1-2p)(Wo+1) +pWo(1— ( 2p) m )' 
(3.1) 
where W0 is the initial backoff contention window and m is the maximum backoff stage, such 
that the maximum backoff value is given by Wm = 2'W0. Bianchi derived (3.1) under 
the assumption of an infinite retry limit; however, a couple of years later, Wu et al., in [59], 
corrected the above equation for a case of finite retry limit, as is actually the case in IEEE 
802.11: 
T = ( 1 - 2p) (1 - 
2(1 - 2p) (1 _RL+1 
) + WO (1 - (2p)-+I) (1 — p) + W021p1+1(1 - 2p) (1 _pRL_m)' 
(3.2) 
where RL is the retry limit (referred to as Short Retry Limit in [1]) and it is assumed that 
RL > m. The latter equation for T is the one adopted in this chapter, as simulations with a 
finite retry limit that comply with the standard are run. 
Furthermore, the slotted model used in [2] is based on a simple equation for the conditional 
collision probability 
p = 1 - (1 - T)'. 	 (3.3) 
Equation (3.3) implies that the transmitted packet collides if at least one of the ii - 1 one-hop 
neighbours of the tagged station (it is assumed here that the fully-connected network has n 
station in total) transmits in the same slot. The above observation is not valid in an arbitrary 
topology, when interferers that belong neither to Group (A) nor (B) are present, and which 
cannot sense the sender's transmission directly. For the most simple scenario of this case refer 
to Figure 3.5. 
Finally, in [2] the values of the two unknown probabilities T and p—and, consequently, the 
throughput—are calculated by solving, with numerical techniques, the system of equations 
(3.1) and (3.3), which is proven to have a unique solution according to the fixed-point theorem 
[69]. 
4 A fixed-point of a function is a point that maps itself to the function. In particular, let's consider an equation of 
the form x = f(x). If  [0, 11 -* [0, 11 and, also, f(.) is continuous, according to Brouwer's fixed-point theorem, 
f has at least one fixed point in the interval [0, 1], i.e. there is at least one x E [0, 1] that satisfies the equation 
x = 1(x). If, in addition, f(.) can be proven to be monotonically increasing (or decreasing), then this point is 
unique. 
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18 slots (@1  Mbps, DSSS) 
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Figure 3.5: T sends an RTS packet to R in order to establish a free channel. All nodes that 
belong to NTR after the very short time period of one slot sense the channel busy 
and defer their own transmission until the channel is free again for more than 
DIFS [1]. On the contrary, any node that belongs to set HR can only infer the 
ongoing transmission from a packet sent by R, thus, if its counter becomes zero 
during any of the 18 slots of RTS and, consequently, it also transmits an RTS, both 
packets will be destroyed at R. 
3.2.4 The main assumptions 
The goal of this chapter is to propose a modelling framework that takes into account the time pe-
riod during which an arbitrary transmission pair T-R is affected by each type of interfering pair 
(this period is usually referred to in the literature as 'vulnerable period'), and, consequently, 
derive expressions for the conditional collision probability and throughput. Throughout this 
chapter, it will be assumed that every station is examined in steady-state conditions, and that it 
is characterised by the same fundamental quantities—collision and transmission probability—
as every other station. In other words, phenomena such as unfairness or short-term behaviour 
will not be considered, as the principal aim is to calculate the aggregate throughput in a ran-
dom network. This is very useful when, for instance, a wireless device such as a laptop or a 
Personal Digital Assistant (PDA) wants to have a real-time estimate of the average throughput 
it will gain on entering the network 5 . One should expect that the results will converge to the 
actual performance for symmetric topologies, where indeed all stations are characterised by the 
same connectivity graph around them, thus, they have very similar, if not identical, T and p. 
Another application environment where this modelling framework would be suitable is a very 
5 1t is true that the addition of a new node may sometimes substantially alter the network connectivity graph, 
especially in small networks, and that, depending on its position, the station may experience different throughput 
levels. Still, the aggregate throughput that is derived in this chapter remains a useful and easily calculated quantity, 
which can be found in approximately real-time, i.e. in much less than a second using MATLAB®, which is not as 
fast as other programming languages like C/C++. 
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large network where boundary effects can be neglected without sacrificing the accuracy of the 
solution. As a sidenote, the majority of the related research makes similar hypotheses with the 
exception of [20] and [39]. 
3.2.5 Modelling interference under the assumption of at most one interfering 
pair at a time 
Let's assume that, without loss of generality, there is a T-R communication pair that starts the 
RTS/CTS/DATA/ACK handshake at time t = 0. This communication can be disrupted in sev-
eral ways by another communicating pair, i.e. the interfering pair. The effect depends on both 
the relative location of T-R and the competitor and, also, on the relative time difference of their 
handshakes. A time-frame is considered that extends one RTS/CTSIDATA/ACK transmission 
duration before and after the moment that T started sending the RTS control packet to R (t = 0). 
At any time during this time-frame, the interferers can initiate their transmission and influence 
(or not) the correct reception of DATA from R. The system is assumed to be in steady-state 
conditions. 
To make the analysis tractable and simple, assume for the moment that, for each case consid-
ered, only one pair that can potentially cause collisions to T-R can exist. Later in this chapter 
this assumption will be relaxed. By this hypothesis the effect of every interfering pair can be 
examined independently. The case study is the RTSICTS scheme of 802.11; however, similar 
arguments can be developed for any other CSMA/CA based protocol. 
Provided that T starts transmitting the RTS packet at t = 0, only three possible events can 
occur: 
—Success: In this event, the handshake between T and R is not affected by the interferers, the 
DATA packet can be delivered to R without errors and the communication is completed at time 
RTS + SIFS + CTS + SIFS + DATA + SIFS + ACK. 
—Control Packet Collision: This event happens in the case that T does not get a response 
(CTS) within CTSJimeout after it finished transmitting the RTS packet. This may be caused 
by a collision between T's RTS and another control orDATA packet, or because R has adjusted 
its Network Allocation Vector (NAV) [1] before it received the RTS. In that case, after the 
expiry of CTS_Timeout, T goes into backoff and retransmits at a later point in time. 
—Data Packet Collision: As mentioned in Chapter 2, there are certain cases, even under 
perfect channel conditions, where the RTS/CTS scheme fails and the DATA packet that follows 
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1 	- RTS 	RTS 	DATA 
R 	-Collision 	 I cis 	ACK 
N 	[RTS I I 	NAV(RTS) 	I 
N Collision 
Figure 3.6: In this case the transmitter of the interfering pair can hear both T and R. Conse-
quently, the only case where collision occurs is when the counters of both trans-
mitters expire in the same slot. 
collides with another transmitted packet. In such a scenario, T senses that its DATA packet was 
not successfully sent only after DATA + ACK_Timeout from the moment it started the DATA 
packet transmission. Thus, this collision incurs a high penalty in terms of delays. 
3.2.5.1 Interference Group A 
When the competing pair belongs to Group A, the only time period where a collision may occur 
is one time-slot a. After the end of the time-slot, all the transmitters of Group A sense a busy 
medium, and, thus, defer their transmission until the handshake between T and R is completed. 
For an example of both cases refer to Figure 3.6. If EA denotes the event that conditioned on 
T attempting to transmit to R, it suffers from interference from a pair that belongs to Group 
A, then a successful communication between T and R—despite the presence of a Group A 
pair—occurs with probability 
P{EA}=(1—T)=1—r, 	 (3.4) 
where the vulnerable period has been normalised by the time-slot, which is the unit of time. 
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1 slot 
T 	IIRTSI 	IDATA 
R 	II 	I CTS 	lACK 
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NTR I o11ision 	I -NA 
Figure 3.7: This is a non-interfering group. Because the transmitter of the competing pair is 
heard by 7 but not by R, even when it decides to transmit simultaneously with T 
its RTS does not reach the receiver R. 
3.2.5.2 Interference Group B 
Furthermore, no interference 6 is caused when the competitor belongs to Group B, as in this case 
the transmitters sense the channel busy as soon as T has started sending RTS (after one time-slot 
actually). Even in the case that their counter expires in this crucial time-slot, their RTS will not 
be received by R (remember that transmitters of this group are hidden from R), so the handshake 
between T and R will resume without interference (on the contrary, the communication of the 
competitor may be unsuccessful as shown in Figure 3.7). Thus, using similar notation as in the 
previous case 
P{EB} = 1. 	 (3.5) 
3.2.5.3 Interference Group C 
As far as Group C is concerned, the transmitter of the competing pair is a hidden node from 
T. This is translated into collisions occurring when the RTS packets of T and of the interferer 
coincide in time as was already shown in Figure 3.5. During the critical period that is included 
between RTS + SIFS before and RTS + SIFS after t = 0, any RTS transmission from a Group 
C interferer will result in a collision of both RTS packets and a retransmission at a later point in 
time. Outside this interval, either R sends CTS to T after successfully receiving the RTS packet 
6As a sidenote, it can be mentioned that the interfering pair (o) that belongs to this group, is what is usually 
termed in the literature as the exposed terminal problem. In this case, there is no interference, in the sense that 
the interferer listens to the RTS sent by I and, thus, defers its transmission, so there are no collisions occurring; 
however, a concurrent transmission by the interfering pair would not cause problems to either of the pairs, thus, 
resources are wasted. This effect is taken into account in the framework introduced in this chapter via equation 
(3.29). 
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T 	RTS ... 	 RTS 	.. 	RTS 	I DATA 
R Collision 	Collision 	 CTS 
RTS I 	DATA 	 Idle 
TR 	 JCTSj 	 ACKI 
Figure 3.8: Examples of the interference caused by a pair of type (c) are depicted for scenarios 
when the competing pair starts its communication earlier than T-R. The first two 
RTS packets are unsuccessful, as they collide with RTS and DATA respectively sent 
by the transmitter HR. The final RTS manages to be successful, as it is sent during 
the ACK, DJFS and backoff time, where no interference is caused. 
and the interferer is silenced, or, if the transmission of the interferer precedes t = —RTS—SIFS, 
T defers and does not initiate transmission. Consequently, given that a pair of Group C is 




P{Ec}=(1—r) 	. 	 (3.6) 
3.2.5.4 Interference Pair (c) 
The effect of a pair of type (c) is more complicated. Let us assume again that T starts sending 
RTS to R at t = 0 and that HR follows. One can easily verify that the vulnerable period is 
RTS + SIFS; after that, T-R communication may resume successfully, as in previous cases. 
However, in the cases when the transmission of the competing pair precedes the one between T 
and R (t < 0), then the RTS packet of T collides with either the RTS or the DATA packet sent 
by the interfering transmitter (see Figure 3.8). The only chance T has to get its RTS through 
is after DATA packet has been sent (note that the ACK packet of the interferer is sent by QTR, 
which causes no interference to R). As a consequence, the probability of success, conditioned 
that a pair of type (c) is present, is given by 
RTS+sws + P{E} = (1 — T)a 	a 	 (3.7) 
where Tnack = RTS + SIFS + CTS + SIFS + DATA. 
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T 	 RTS 	 RTS 
R 	Collision 	 Collision 
HR RTS 	 DATA 
HR (CTS 	 ACK 
Figure 3.9: The only difference between the present and the previous case is that collision 
may also occur during the ACK packet sent by the receiver of the competing pair 
belonging to set HR. 
3.2.5.5 Interference Pair (d) 
This interfering pair is very similar to the previous, the only difference being that packets from 
both the receiver and the transmitter of the pair (both belong to set HR) can cause interference 
to R. In particular, the only time gap inside which the RTS from T can be successful is after 
transmission of ACK is concluded (see Figure 3.9). Thus, given that a pair of type (d) lies in its 
neighbourhood, the communication between T and R is successful with probability 
RTS+SIFS + iak 
P{Ed}_—(1—'r) a 	 (3.8) 
where Tack = RTS + SIFS + CTS + SIFS + DATA + SIFS + ACK. 
3.2.5.6 Interference Pair (e) 
As far as the interference pairs whose transmitter belongs to set QTR are concerned, any po-
tential implication to the communication of T and R will be a result only of the receiver, to 
whom QTR  is transmitting. This is so, because any station in QTR  can be heard by neither T 
nor R, thus it can not have a direct effect on them, unless its receiver is interfering. Due to this 
argument, a pair of type (e), whose receiver belongs to the set HT, never causes interference to 
T-R. As it is shown in Figure 3.10, HT either defers because of packets sent by T, or, even if 
it receives the RTS correctly and responds with a CTS in parallel with a transmission of T, this 
CTS can not reach R. For these reasons 
P {Ee } = 1. 	 (3.9) 
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T RTS I 	DATA 	 RTS 
R 	CTS 	 ACK] 	 [CTS 
QTRIRTS 	 F RTS 
NT Collision 	NAV(DATA) I 	CTS 
Figure 3.10: A pair whose transmitter belongs to the set QTR  and whose receiver to HT never 
causes interference to T-R. 
T 	 RTS 	 RTS 	DATA] 
R 	Collision 	 CTS 
TR RTS 	DATA 	 RTS 
NTR 	CTS 	ACK 	Collision 
Figure 3.11: In this case collision occurs only when HT starts sending a CTS packet back to 
1 TR. at the same slot when T starts sending RTS to R. 
3.2.5.7 Interference Pair (0 
From the arguments explained above, it should be clear that the only effect this competing pair 
has on T-R is when the event of T starting its RTS transmission occurs at the same slot as when 
the receiver NTR starts replying to QTR  with a CTS packet (provided that QTR  has sent RTS 
to NTR prior to T commencing its transmission). This scenario is shown in Figure 3.11 and the 
probability of success is 
P {E1 } = 1 - r. 	 (3.10) 
3.2.5.8 Interference Pair (g) 
When the interference pair comprises a node in the set QTR  as the transmitter, and a node in the 
set HR as the receiver, special attention is required. To begin with, the scenarios where QTR 
starts sending its RTS in the time frame between Ta  and —RTS—CTS—SIFS before time 
t = 0 (when T is supposed to start sending RTS) are considered. In this case, even though T 
does not sense the other pair's transmission and sends RTS, R has previously listened to the CTS 
packet from HR and has adjusted its NAV; so, it does not respond to T. Remember that in this 
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T 	RTS 	RTS 	... 	RTS 
R 	Collision 	Collision 	 I NAV(CTS) 
TR FR—Ts] 	DATA 	 RTS 	DATA 
HR 	CTS 	ACK 	 CTS 
Figure 3.12: For the scenarios where the interfering pair precedes, T does not get a response 
from R, either because its RTS packet directly collides with CTS from H or 
because R defers until the handshake of the other pair is complete. 
section the assumption of only one competing pair is adopted, so CTS is definitely sent by HR. 
Furthermore, when QTR  starts sending its RTS in the time frame between —RTS—CTS—SIFS 
and —SIFS, the CTS packet of HR collides with the RTS sent by T7 . These scenarios are shown 
in Figure 3.12. 
However, apart from the possible interference described above, this pair can potentially cause 
another type of interference, which is defined as a data packet collision at the beginning of this 
chapters. In particular, let's suppose that RTS is sent by T to R at time t = 0, and that QTR 
does the same at some point in the time frame [SIFS, RTS + CTS + SIFS]. As a consequence; 
there is a collision of cZTn's RTS and the CTS sent by R at HR. Thus, QTR  does not get a 
response from HR and it goes into backoff. Meanwhile, T receives the CTS from R correctly 
and it starts the transmission of DATA packet. Depending on the size of the DATA packet, the 
value of CTS..Timeout and the time which QTR  will spend in backoff, there are two possible 
outcomes of the above situation: 
In the first, QTR  retransmits an RTS, which is correctly received by HR, that in turn responds 
by sending CTS. Because of the broadcast nature of the wireless medium, this CTS is also 
received at R, thus corrupting the DATA packet sent by T, see Figure 3.13(a). In the other 
possible case (complementary to the previous) illustrated in Figure 3.13(b), the reception of 
DATA at R finishes before HR transmits a CTS, so the handshake of T-R is successful. 
Let 4 denote the probability of data packet collision occurring for the pair T-R, given that T 
starts sending RTS at time t = 0, and, also, given that QTR  starts transmitting at some point 
7 Actually, one can easily notice that in the interval [—SIFS, SIFS] the handshake between T and R is successful. 
8 Note that, recently, [65] considered this problematic topology and suggested a dynamically adjusted Extended 
Interframe Space (EIFS) [1] value in order to enhance the performance of carrier sensing. Here, no such knowledge 
is assumed and it is considered EIFS = SIFS + CTS ± DIFS, as usually in the literature. 
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rR 	RTS Timeout,DIFS,Backoff RTS 
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Figure 3.13: Depending on the values of CTS_Timeout, the length of the DATA packet, the 
transmission rates used and the backoff of station QTR,  the outcome of QTR  ini-
tiating RTS in the interval [SIFS, RTS + CTS + SIFS] can be either data packet 
collision or success for the pair T-R. 
(denote this point in time with reference tot = 0 as t1) in the interval [SIFS, RTS+CTS+SIFS]. 
The probability 4 can be calculated as follows: Examining Figure 3.13(a), there is a data packet 
collision when 
t1 <CTS + SIPS + DATA - CT&Timeout - RTS - DIFS - Backoff. 	(3.11) 
Let G CTS + SJFS + DATA - CTS.Timeout - RTS - DIFS, min = SIFS, and 
Umax = RTS + CTS + SIFS. The probability 4 can be written as: 
IlL W,-1 
= 	 (3.12) 
i=O k=O 
where 4ik  is the conditional probability of a data packet collision, conditioned on the backoff 
period of 9TR  having a start-up value of backoff stage i and backoff counter k (obviously 
0 < k < W2 - 1). Also, RL is the Short Retry Limit, W2 is the contention window at stage i 
and bk, which is the steady-state probability that an arbitrary station is in backoff stage i and 
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has a counter of k, is given in [59] by the equation 
- W2 —k 	 2p(1—p) 
zk 	
, 7(1_p11+1 )+Wo(1 	 W02mpm+ 1 77 —m)' 
(3.13) 
where 77 = 1 - 2p and in is the maximum backoff stage. The conditional probabilities 4ik  of 
(3.12) are equal to: 
ik = { 
1 
GkUm in 	GUmpz < Ic < Gumin 
?lmUm in U 	 a 
0 	 ,/c> G—umjn or 
(3.14) 
If one substitutes equations (3.13) and (3.14) into (3.12), the probability t is calculated. As 
a sidenote, equation (3.14) is derived when one co-verifies the inequality (3.11) with SIFS < 
t1 <RTS + CTS + SIFS. In order to make the derivation of the above probabilities tractable, 
it is assumed that the backoff period of (3.11) is an integer multiple of the channel slot a 
(i.e. Backoff = Ic . a, where a in DSSS, for example, is equal to 20ts) without taking into 
account the fact that the backoff counter may freeze and, consequently, each slot may have a 
longer duration than a. 
Concluding the analysis of the interference pair (g), and combining all the analysis described 
above, one can state that the probability of success for T-R, conditioned on a pair of type (g) 
being present, is given by 
P{Eg }=(i—r) a 	(1—r) 
RTS+CTS 	
(3.15) 
After the analysis of all the types of interferers described in detail above, one could state that 
the conditional collision probability p under the assumption of at most one interference pair 
At a time would be given as the probability of the complement of the junction of all the suc-
cessful events mentioned previously (EA,EB ..... until E9). However, such an assumption is not 
realistic, thus the analysis is extended in the next section, where multiple interfering pairs are 
considered. 
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3.2.6 Modelling interference under multiple competing pairs 
The key observation that has led to the incorporation of multiple competing pairs in the frame-
work that was developed previously is simply that, when more than one pair exists in the neigh-
bourhood of T-R simultaneously, the competing pair could face collisions from a third pair. To 
be more precise, consider again Figure 3.8, where the interfering pair has an HR as a transmitter 
and an QTR  as a receiver. In this scenario, collision for T would not occur if the communica-
tion exchanged between HR and QTR  was interrupted, because the RTS of HR collided with 
another packet and, so, QTR  received nothing useful. Consequently, to be more precise, and if 
p,,, is the probability that a station did not get a response to it sending an RTS packet 9 , then the 
probability of success of Section 3.2.5.4 can be corrected as follows 
2RTS+SIFS Tnpk -RTS 
P{E} = (1 —r) a 	[1 —T(1 —p)] 	a 	. 	 (3.16) 
Following a similar argumentation, which will not be repeated here explicitly, as it is straight-
forward (the general rule is that when the collision of the RTS packet of T occurred with a CTS 
packet from the competing pair, the analysis must be reconsidered), the following corrected ex-
pressions for the corresponding probabilities of success for the several types of interferers can 
be obtained. Note that some remain the same, independently of the presence of one or multiple 
pairs. 
{E} = 1 - 7. 	 (3.17) 
P{EB}= 1. 	 (3.18) 
2RTSSS 
1-90} 	 (1 - .i- )
+ 
a
LF 	 (3.19) 
2RTS+SIFS Tk - RTS 
P{Ed} = (1 -) 	. [1 —T(1 -pm)] 	a 	 (3.20) 
P{Ee } = 1. 	 (3.21) 
P{Ej}=1—'r(l—p co). 	 (3.22) 
izuick ACK 	 RTS+CTh 
[1 —r(1 -p)] . [1 —r(1 pc  o)] a 	 (3.23) 
9 Note that p and Pco  are slightly different. The former includes the probability of data packet collision referring 
to a pair of type (g), sop ~: Pco• 
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Furthermore, let 9j denote the number of the corresponding type of pairs around the arbi-
trary communication pair T-R, where j depicts the type of interference pair, i.e. j E SIP = 
{A,B,C,c,d,e,f,g}. The quantity 9j is derived by simple observation, as far as a symmetric net-
work is concerned, or by Monte-Carlo simulations, as far as a random network is concerned, 
as was explained in Section 3.2.2, and is a function of the network density. To conclude the 
analysis, the final expression for the conditional collision probability p is given by the solution 
of the fixed-point equation [44,69] that follows: 
P =i—  Ti p{E.}i 	 (3.24) 
jESip 
Note that this equation implies that collision or success due to a specific pair is considered to 
be independent of the collision or success due to any other pair; this is why the product of the 
above probabilities is taken. Although this is a fundamental assumption, it enables the analysis 
to be tractable. In the following chapter, this assumption will be relaxed at the cost of loss of 
generality. 
For the probability Pco  a similar expression is found 
	
Pco 	1 
{ 	 ACK)39 
= - [1— r(1 -p)] 	. [1 - i- (1  —p)]j . JJ p 	}s , 	(3.25) 
jES1 
where S 	= SIP\ {g}, i.e. the probability of a data packet collision for pair (g) has been 
excluded from Pco 
To conclude, a system of non-linear equations (3.2),(3.12),(3.24) and (3.25) with equal number 
of unknown parameters has been obtained. The system is solved using numerical techniques, 
solving the corresponding fixed-point equations (see Section 3.2.2), and numerical values for 
the transmission probability -r and the collision probabilities p and Pco  are derived. 
3.2.7 Derivation of the saturation throughput 
For the derivation of the saturation throughput S a method similar to [2] is adopted, where 
renewal theory [68] is used. In particular, a renewal process is a stochastic process in which, 
the set of interarrival times {X; n > 11 is a set of independent, identically distributed (i.i.d) 
random variables. Let's further suppose that a reward R is earned at the time of the nth 
renewal. According to the renewal reward theorem [70], the ratio RI of the aggregate reward 
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Rt during a period of time t, over the duration of the period of time t, approaches the ratio 
ER of the corresponding expectations EH as t approaches infinity. Consequently, if one views 
the throughput as the number of successful packets received by a station within a time frame, 
over the duration of the time frame, it is sufficient to calculate the average number of packets 
successfully received in a renewal interval (Bianchi's time slot) over the average duration of the 
renewal interval. This is the method that will be followed in this chapter. 
Let Ld be the DATA packet size in bytes, which is assumed to be constant. The saturation 
throughput S for an arbitrary communication pair T-R is according to the previous analysis 
_ (3.26) 
- 	E[o] 
where E[a] denotes the average duration of a time-slot. This is obtained as follows: If the 
transmitter T sees an idle slot (with probability Pid)  the duration of the time-slot is a. In the 
opposite case (busy slot, with probability 1 —pid),  the duration can vary significantly, according 
to the event observed by station T. Namely, the slot duration in the busy case is equal to: 
- a time period RTS + EIFS, if T suffered from (or observed) a control packet collision, 
- the duration of a whole transmission T = Tack + DIFS, if the station itself sent a packet 
successfully, 
- a significantly large wasted period Tdpc = RTS+SIFS+CTS+SIFS+DATA+ACK.Timeout, 
if T experienced a data packet collision, 
- a time period T8 , if the station T froze its backoff counter because of the successful trans-
mission of another pair, whose transmitter is a one-hop neighbour of T (i.e. the pairs of Groups 
A and B), and, finally, 
- a time period T1 = T3 - RTS - SIFS, if T froze its backoff counter because of the success-
ful transmission of a pair, whose receiver and not its transmitter is a one-hop neighbour of T 
(i.e. the pairs of Group C and of types (e) and (0). 
The corresponding probabilities of the above events are still to be derived. The probability that 
the station T observes an idle slot Pid  is derived as: 
Pid = (1 - r)(1 - _r) kA (1 - T)B [1 i-(1 - 	)]kc [1 - T(1 
- 
p)]e [1 - 7- ( 1 
(3.27) 
where the first term means that the node T under consideration is not currently transmitting, the 
terms (1 - r)i refer to all the interfering pairs j, whose transmitters are heard by T, and the 
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terms [1 - r(1 - p 0 )]i refer to pairs j, whose receivers are heard by T. 
The probability that the station observed a successful slot due to its own transmission, given 
that it observed a busy slot (a busy slot occurs with probability 1 - Pjd), is 
PS 	= T(1 —p) 	
- 	(3.28) 
	
'Pid 1 Pid 
This is because the station attempts transmission with probability i- and this transmission is 
successful with probability 1 - p10. 
In addition, the probability that the station T observed a successful transmission by a competing 
pair whose transmitter is heard by T is 
Pts - PA +B)r(1—p o ) (3.29) 
iPjd 	1 Pid 
whereas the corresponding probability when the receiver of the pair is heard by T is 
Prs - (8+8e +S1)T(lPco ) 
(3.30) 
lPjd 	 'Pid 
The probability that T experienced a data packet collision given that it observed a busy slot is 
Pdpc - T(PPc0 ) 
1 Pid - 1 —Pid 	
(3.31) 
 
Finally, the probability that the station suffered from or observed a control packet collision, 
given that it observed a busy slot, can be indirectly calculated as the complementary probability 
of the sum of the four conditional probabilities derived above, i.e. 
7PS + Pts + Prs + Pdpc 	 (3.32) 
1 Pid 	1— Pjd) 
The average duration of the time-slot can now be written as follows 
_______ 	Prs 	Pdpc 
E[a] =Pida + (1 Pid) 18 
+PtS T
s + 	Tf + 	Tdp +p(RTS +EIFS)] I 1 - Pid 	1 - Pid 1 - Pid 
(3.33) 
Combining the equations (3.26) and (3.33), the throughput can be calculated. 
' °The probabilities r and p are independent because, by definition, p is the probability of collision conditioned 
that the node transmitted. 
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3.3 Validation of the model—Discussion 
In the present section the analytical framework defined previously is applied to several types 
of networks. Primarily, some examples of symmetric networks are given, and it is shown that 
the prediction for the saturation throughput from the proposed model is quite accurate. More-
over, the model is applied to a random network of variable population, and useful remarks and 
conclusions are drawn from the observation of its performance. In order to validate the model, 
the theoretical results are compared to simulation results obtained using the Network Simulator 
NS2 [71]. All network nodes employ the RTS/CTS access scheme of IEEE 802.11b [1] and, 
unless stated otherwise, the default parameters suggested by [1] are used in the simulations 11 . 
In particular, the transmission rates that are employed are the ones suggested by IEEE 802.1 lb, 
namely, the BasicRate, i.e. the rate at which the control packets are transmitted is chosen from 
the set {l, 2} Mbps and the DataRate, i.e. the rate at which the data packets are transmitted, 
from the set {1, 2, 5.5, 11} Mbps. 
3.3.1 Symmetric networks 
The first example of a symmetric network examined is the star topology depicted in Figure 
3.14. Five nodes are the competing transmitters and they are all attempting to send information 
to the common receiver, defined as node 0, which lies in the center of the regular pentagon 
that is shaped. The topology is constructed in such a way that all transmitters are hidden from 
each other, but they lie within the transmission range of the receiver node 0. This network 
is entirely symmetric, in the sense that not only all the nodes have an identical number and 
type of interfering pairs around them, but also, the competing pairs themselves have the same 
connectivity graph around them. The theoretical results are presented in Figure 3.15 and are 
compared to the corresponding simulation results. In particular, the throughput per station is 
plotted against the data packet size, which varies from 256 bytes to 2294 bytes. As can be 
observed in Figure 3.15, the prediction of the proposed analytical model is quite accurate in 
this case. In fact, it is shown that for certain values of the transmission rates and the backoff-
related parameters, the accuracy of the model is excellent, but for others the model prediction 
"The only parameters, which IEEE 802.11 leaves to be configured by the wireless card manufacturer/user are 
the timeout values, CTS_Timeout and ACK_Timeout. In the simulations throughout this thesis, these are set equal 
to SIFS+C7S, e.g. with a BasicRate of I Mbps and DSSS as the spread spectrum technique, they are 314 js. This 
is a realistic value, since, after the transmission of RTS (DATA), the station should have received a CTS (ACK) after 
SIFS+TS (ACK). If it hasn't, it should go into backoff and reattempt transmission. 
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Figure 3.14: The star topology is depicted in this figure. Nodes 1-5 are the competing trans-
mitters who are sending data to the receiver; node 0. The distances are selected 
in such a way so that r5 < r, and at the same time d.. > r, where r is the trans-
mission range, assumed to be constant. Thus, all the transmitters are hidden from 
each other; but they still can communicate with the receiver 











DATA packet size(in bytes) 
Figure 3.15: The station throughput in the star topology is plotted against the packet size for 
two sets of parameters. Set 1 corresponds to a BasicRate of 2 Mbps, a DataRate 
of 11 Mbps, and also RL = 6 and m = 5. On the other hand, for Set 2 both 
transmission rates are 1 Mbps, RL = 4 and m = 3. The accuracy of the model 
is not constant and depends on the selection of the parameters. 
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Figure 3.16: The rectangular grid topology is demonstrated. The grid consists of 200 stations. 
The data flows horizontally from the left to the right, as shown. The distances are 
selected in such a way so that r9 < r, and at the same time d9 > r. 
deviates from the optimal. The reader should bear this observation in mind, as it is one of the 
crucial remarks that motivated the work of the following chapter; 
Furthermore, a rectangular grid topology is considered, that comprises 200 stations and is de-
picted in Figure 3.16. The data flows horizontally from left to right, but it is not forwarded 
in intermediate stations (it is not a multi-hop communication example). Every station (apart 
from the ones on the far right of the connectivity graph) is a traffic source, that sends data to 
its destination, which is the station on its immediate right. The locations of the stations are 
determined in such a way that two successive nodes in either dimensions are in range of each 
other, but two diagonally connected nodes are hidden from each other. The theoretical model 
is applied to each one of the receivers, i.e. to all the nodes apart from the ones on the far left, 
which have zero throughput. The number and type of pairs around each receiver is found sim-
ply by observing Figure 3.16. Due to the obvious symmetry around the middle row of the grid, 
the throughput of only the stations 1-100 is presented. 
If one observes the network connectivity graph closely, one can notice that the stations that lie 
in the central part of the grid, and are not located at the network boundaries, i.e. the stations 24-
38, 44-58, etc. are characterised by exactly the same connectivity graph around them. This fact 
agrees with the assumption that was adopted in this chapter in order to make the model tractable, 
i.e. that the transmission and collision probabilities are the same for every node of the network. 
Therefore, primarily it is expected that the model will provide accurate estimates of the per 
51 
Interference Topologies Characterisation and Analysis—An Initial Approach 
Per station throughput in the grid topology 
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Figure 3.17: The throughput at each receiver in the grid topology is plotted in this figure. The 
simulation results are marked with a black line, whereas the theoretical results 
are marked with a red line. Both transmission rates are set to 1 Mbps, the mini-
mum contention window is Wo = 32, RL = 4, m = 3 and the data packet size 
is selected to be equal to 1024 bytes. The model manages to give fairly accu-
rate estimates for the 'middle' nodes, but it fails to follow the throughput of the 
boundary nodes. 
station throughput for these 'middle' nodes. On the contrary, the theoretical model prediction is 
expected to deviate from the simulation results for the boundary nodes. These observations are 
verified when one examines Figure 3.17. The model in general proves to be 'pessimistic' for the 
boundary nodes, as it relies on the hypothesis that they are characterised by the same collision 
and transmission probabilities as their neighbours. On the contrary, the latter (e.g. 2,20,40,60 12) 
tend to exhibit particularly high throughput and lead to the starvation (i.e. a particularly low 
throughput) of their immediate neighbours. This phenomenon of unfairness is not grasped by 
the model and it requires a more detailed and computationally intensive calculation 13 . However, 
the model proves to be quite accurate as far as the central nodes are concerned; in fact, it has 
been observed that for larger grid networks, the percentage of the nodes for which the model 
provides accurate estimates of the throughput becomes increasingly higher, as the boundary 
effects are gradually alleviated. 
' 2 An interesting observation is that, although for example nodes 40 and 60 have exactly the same neighbour-
hood, their saturation throughput is very different. This is due to the fact that their neighbours/interferers have—in 
reality—quite different transmission and collision probabilities. 
13 For an iterative computation of the per station throughput that attempts to grasp the unfairness phenomena the 
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Figure 3.18: Saturation throughput plotted against different network densities. The RTS/CTS 
scheme is used with 1 Mbps BasicRate and 1 Mbps DataRate. The minimum 
contention window is 32. 
3.3.2 Random networks 
In this section the model is applied to randomly deployed networks. This thesis aims to analyse 
only the phenomena occurring at the medium access layer. Consequently, only direct trans-
missions to one-hop neighbours are considered and no routing protocol is used (actually, the 
absence of a routing protocol is realised in the Network Simulator NS2 by a simple protocol 
called 'DumbAgent'). For each simulation run, the network area is kept constant (1000m x 
1000m), and the data packet rate is increased until the point of saturation. At this rate the 
throughput is measured. This procedure is repeated for 10 different network topologies for 
each trial. Note that the maximum contention window for all cases considered is 1024 and the 
Short Retry Limit is 7 as in [1]. The population of the network varies from 5 stations to 60 
stations. 
From the comparison of the analytical results to the simulation results shown in Figures 3.18 
and 3.19 it can be observed that, although the model follows the trend of the aggregate per 
communication pair throughput quite well, it seems to underestimate the throughput. As a first 
remark it can be noted that the accuracy of the model is somewhat better when the transmission 
time of the control and data packets compared to the contention window are small. This is 
due to the following reason: The error in the estimation of the throughput is a result of an 
error in estimating the probabilities r and p. The latter appear at both the numerator and the 
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Figure 3.19: Saturation throughput plotted against different network densities. The RTS/CTS 
scheme is used with .2 Mbps BasicRate and 11 Mbps DataRate. The minimum 
contention window is 128. 
denominator of (3.26). However, these probabilities in the denominator are multiplied by the 
corresponding event durations e.g. T, T1, etc. and, thus, a large value of these durations renders 
the errors less apparent. 
As a general conclusion it can be mentioned that, due to the independence assumption made 
in order to keep the analysis tractable, the model tends to find stricter conditions for successful 
transmission than in reality. Although the analysis of Section 3.2.6 partially compensated for 
this phenomenon, the assumption still seems to cause problems in the accuracy of the model. 
Consequently, although this general analysis can be a simple tool to gain some insight into the 
behaviour of wireless multihop networks, it still fails to be a trustworthy modelling tool. This is 
the motivation for the next two chapters of the thesis where all the assumptions of this chapter 
are lifted, and an accurate model for the classic hidden terminal scenario is presented. 
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Revisiting the Classic Hidden Terminal 
Problem 
4.1 Motivation: assumptions & limitations of previous methods 
As far as their scalability is concerned, the analysis presented in Chapter 3, as well as several 
other proposed modelling techniques [20, 38-40] are quite efficient. However, a closer look at 
the assumptions that are being made makes it clear that the latter can lead to severe inaccuracies 
in a large number of cases. The purpose of this chapter is to explain the reasons that render 
them unable to model the hidden terminal phenomenon with a consistent accuracy, to show the 
relevant impact on the system performance and, more importantly, to propose a novel modelling 
method that relaxes most of the above assumptions, and makes a highly accurate description of 
the contention phenomenon. The tradeoff that arises is naturally the degradation in scalability, 
as an accurate analysis requires a more complex mathematical model. The present chapter, as 
well as Chapter 5, present the proposed model for the classic hidden terminal topology case 
depicted in Figure 4.1. 
4.1.1 The notion of the slot 
To date, the majority of papers dealing with the problem of theoretical analysis in multihop net-
works are based on extensions of Bianchi's bidimensional Markov Chain (MC) modelling [2]. 
In [2], a model that is based on the notion of a slot is considered. This slot is of variable length 
depending on the state of the channel. It can be of a length equal to a successful transmission 
T3 , e.g. equal to RTS + SIFS + CTS + SIFS + DATA + SIFS + ACK + DIFS for the RTS/CTS 
mechanism, when either the station itself or any of its one-hop neighbours occupy the channel 
successfully. Alternatively, the slot has the length of a collided transmission T' or, when the 
node is in backoff, it has the length c, which is the term aSlotTime defined in [1]. aSlotTime is 
'Tc  is equal to RTS±Timeout±DIFS for the stations that were involved in the collision or RTS+DIFS for all 
the other stations that listened to the collision; in fact, in [2],  it is assumed T = RTS + DLFS for all stations. 
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Figure 4.1: The classic hidden terminal scenario. 
the critical time needed at any node to detect the transmission of a packet from any other station 
in the fully-connected network and depends on physical layer parameters (for example in the 
Direct Sequence Spread Spectrum (DSSS) physical layer of IEEE 802.11 it is equal to 20s). It 
accounts for the propagation delay (aAirPropagationTime), for the time needed to switch from 
the receiving to the transmitting state (aRxTxTurnaroundTime) and the minimum time that the 
MAC layer needs to assess the medium and detect if it is idle or busy (aCCATime). 
4.1.2 Why is renewal theory suitable for single-hop but not for multi-hop net-
works? 
In the Discrete Time Markov Chain (DTMC) of [2], all the transitions—the ones between 
successive decrements of the backoff counter (with or without freezing of the counter), or the 
ones between the state where the counter reaches zero and the node transmits, and the next 
state, where a new initial value of the counter is selected— are considered as equivalent for the 
derivation of the transmission probability r. In fact, they are all regarded as having a unit-time 
duration. This is a model assumption but does not sacrifice the accuracy of the analysis in a 
fully-connected network. This is so, because later in [2], the saturation throughput is calculated 
based on an average slot and it is assumed that all the transitions are of a length equal to that 
average slot. 
In [2], the saturation throughput is calculated using renewal theory [68] arguments. In particu-
lar, because in a fully-connected network all the nodes view the same channel state, the instants 
of time right after the end of a transmission are renewal points, so it is sufficient to analyze a 
single renewal interval (which is the variable slot) for the derivation of the saturation through-
put. However, the above argument ceases to be accurate in the presence of hidden terminals due 
to the consequent desynchronisation of the nodes. For example, the reader can refer to Figure 
4.1. This is the 'classic' hidden terminal scenario mentioned in the literature. Nodes A and B 
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A and B can 'hear' each other. 	 A and B are hidden from each other. 
Figure 4.2: In a fully-connected network (left) the time instants right after every transmission 
are renewal points. In a hidden terminal scenario (right) this is not true due to the 
desynchronisation among the hidden stations. In fact, the backoff counters do not 
start being decremented simultaneously, except for after a successful transmission. 
For the two collision periods in this example there are d1 and d2 slots 'offset' 
between the time the two stations start decremenring their counters respectively. 
are the two senders which lie outside of the transmission range of each other and want to send 
data to the receiver R. Let's suppose that node A sends RTS to the common receiver R. Node 
B will realise that a transmission is occurring not within the duration of one slot a as in [2], 
but after the receiver R starts replying to A with a CTS packet (after 18 slots with DSSS and a 
bandwidth of 1 Mbps). During this time, the hidden sender B can cause a collision as it can not 
sense A's transmission. 
Due to the desynchronisation the hidden transmitters do not start decrementing their backoff 
counters simultaneously as is usually assumed (see Figure 4.2). In fact, after a collision state 
there is an 'offset', i.e. a time difference between the time instants that the stations 'reset' their 
backoff counters which can be as large as the vulnerable period. Depending on the scheme 
adopted (Basic Access or RTS/CTS) and the related transmission rate, this offset can be quite 
significant (e.g. in Basic Access, with DataRate of 11 Mbps and packet size of 1024 bytes, it 
can reach 48 slots). Consequently, the assumption of the existence of renewal points as in [47] 
and [39] is unrealistic even if it makes the analysis more tractable. In fact, as will be shown in 
Section 4.3, the evolution of the channel state in the scenario of Figure 4.1 is characterised by 
a first-order dependence or as it is commonly known, Markov dependence [68]. 
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Parameters Arithmetic Values 
PHY layer DSSS 
Carrier Sensing Range 250 m 
Transmission Range 250 m 
Routing Protocol DumbAgent 
BasicRate 11, 21 Mbps 
DataRate {1, 2, 111 Mbps 
PLCP Header 192 bits 
aSlotTime 20 1us 
RTS 160 bits 
CTS,ACK 112 bits 
EIFS SIFS+CTS+DIFS 
Table 4.1: Key NS2 parameters used in simulations. 
4.1.3 Another limitation stemming from the variable slot duration 
Several previous papers, including [38] and [39], are based on the variable slot and use the 
relevant equation for the transmission probability r and an expression of the form p = i- (1 - 
r)Tv (where T is the duration of the vulnerable period normalised to a) for the probability 
of success Ps.  These modelling techniques have an important limitation. In the conventional 
models it is implied that if the channel time is discretised into these variable slots, then the 
channel state would be described as a succession of 11i - - 1 non-transmitting backoff slots 
followed by a transmitting slot (with collision or success) and the same pattern being repeated. 
Let's focus on the case when nodes employ a constant contention window (CCW) of size W. 
It is known that for CCW T = 1+(W-1)12 Standard models do not take into account 
that quite often there might not be as many backoff slots as implied by the equation for p, 
not even on average. In particular, if the contention window is small, e.g. for W = 32, the 
average backoff duration is 16 slots, for W = 64, it is 32 slots; then it could actually be smaller 
than the vulnerable period, thus making the modelling problematic. Obviously, the impact of 
this limitation to the accuracy of the results depends on the network configurations, such as the 
BasicRate, the DataRate, the DATA packet size and finally the contention window used. 
To give more insight to this observation, the performance of the model presented in [39] will 
be investigated regarding the classic hidden terminal scenario for a CCW case and for various 
values of the parameters mentioned above. The simulation results are obtained from NS2 and 
the configuration settings, if not mentioned in this section explicitly, are the ones of Table 4.1. In 
order to evaluate the limitations explained in this section, the relative error of the conventional 
modelling method compared to the simulation results will be measured, that is given by the 
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Figure 4.3: The impact of the assumptions of conventional methods to the models' accuracy 
for the RTS/CTS scheme. 
following equation:  
ere
l = 100 Model - Simulationl 	
(4.1) 
Simulation 
where Model represents the value for the throughput in packets/s derived in [39] and Simulati-
on the corresponding value obtained by the average of 10 independent runs of 200s each in 
NS2 for each configuration. The operation mode of IEEE 802.11 DCF used for Figure 4.3 
is the RTS/CTS scheme. In Figure 4.3, e0j  is plotted against the normalised fraction of the 
packet size Ld to the DataRate R for different contention window sizes W. This fraction is in 
fact analog to the time it takes to transmit the DATA packet. 
One can observe that the error of the conventional modelling becomes more significant for 
small contention window sizes. This is because these methods imply that, for a station to be 
successful, the channel competitor must be silent for more backoff slots than the average back-
off period. On the contrary, for larger contention windows, the error of conventional methods 
tends to be smaller. With the contention window kept constant, it can be observed that the error 
in the estimation of the throughput increases when the transmission time of the DATA packet 
(which is proportional to the term Ld/R) decreases. To understand this behaviour, the equa-
tion that is used in [39] for the estimation of the saturation throughput—adapted to the CCW 
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Packet Size Contention Window W 
(in bytes) 32 64 
[ 	
128 1 256 512 
256 18.4 7.6 2.7 0.6 0.1 
512 63.7 23.9 6.8 2.4 1 
1024 * >100 79.1 18.3 3.8 1.5 
1536 * >100 * >100 45.2 10.1 1.9 
2048 * >100 * >100 94.2 18.5 4.3 
2294 * >100 * >100 * >100 1  20.3 4.6 
Table 4.2: The relative error (%) of conventional methods for Basic Access. The asterisked 
entries are cases where the Basic Access suffers from significantly low throughput. 
The conventional methods fail to fully capture this behaviour 
assumption and the notation used in this thesis—is repeated for reasons of completeness: 
s = r(1 
- T )TV 
(1 - T) 2 a + 2T(1 - -,)Tv T3 + (1 - (1 - 	- 2T(1 - T)T) [T + aT12] 
(4.2) 
The error in the estimation of the probability p3 = T(1 - r)Tv affects both the numerator and 
the denominator of S, but it becomes more significant when the term T3 is relatively small. 
Consequently, for long data packets and/or low values of DataRate one expects that ej will be 
lower, as one can easily verify from Figure 4.3. Similar trends for erel  were observed when the 
throughput derived in [38] is compared to the simulation results. 
The impact of the conventional models' inaccuracies becomes more severe in the Basic Access 
scheme, where the vulnerable period is of the order of the DATA packet length and can take 
quite high values when large packet sizes are combined with small values of DataRate. In Table 
4.2 this is demonstrated by choosing some indicative configurations with the best—for the prior 
methods—value of DataRate, i.e. 11 Mbps. The BasicRate used is 2 Mbps. 
As a conclusion, in this section some fundamental assumptions, which prior modelling tech-
niques adopt in order to model the hidden terminal problem, were described. The actual numer-
ical impact of these assumptions was illustrated for a large number of stations' configurations 
and, thus, their lack of adaptability was depicted for different random-access based protocols 
which would employ different backoff schemes, transmission rates, packet sizes, etc. Beyond 
the numerical results and the inability of the prior methods to closely follow the actual proto-
col performance in some cases, the most important contribution is that the reasons behind the 
limitations of these assumptions in a hidden node environment were explained in a detailed and 
comprehensive manner. 
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The use of a variable slot as the basis of these modelling methods renders them inherently un-
able to cope with all the possible existing configurations. The aim of this chapter is to introduce 
a modelling technique which can accurately model different CSMA/CA based schemes with 
dynamic tuning of the contention window and is highly reliable, independently of the packet 
size or the transmission rate employed. From the previous analysis it is obvious that Bianchi's 
notion of the variable slot should not be used in a multi-hop scenario without considering the 
above limitations. An accurate model of a network that contains hidden terminals must be 
based not on variable slots, but on a constant—and thus objective for all the nodes—notion of 
the slot. For this reason a model that views the channel time as a succession of 'small', fixed-
length channel slots, a, is proposed. The aSlotTime of [1], thus, becomes the unit of time in the 
model presented below. 
4.2 The proposed method of modelling—Part I 
transmission probability and throughput 
In this section the proposed method of modelling is described, which can apply to all ran-
dom access protocols, assuming that the two transmitting nodes are continuously backlogged. 
However, it can be extended to the non-saturated case. This would require the definition of 
an additional random variable that would describe the packet arrival process (in particular, the 
packet interarrival times) which should then be added to the variables that define the backoff 
process. 
4.2.1 From a variable slot to a fixed-length slot 
As stated previously, the variable slot can represent different states for the channel. It can 
represent a successful or a collided transmission, a backoff slot of duration a or a backoff 
slot where the counter freezes because the node listens to a successful transmission by another 
node, not destined for itself (note that in the case of two transmitting stations the freezing of 
the backoff counter can occur only because of a successful transmission by the other channel 
competitor). The proposed method will start from the conventional modelling and, stepwise, 
replace the variable slots with successions of fixed-length slots. As explained in the previous 
section, in the analysis presented in this chapter the nodes under consideration do not employ 
the BEB mechanism, but have a CCW. This is a common assumption in the literature [18,41], 
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Figure 4.4: In the conventional modelling T refers to variable slots. 
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Figure 4.5: Proposed modelling of the channel around a seniJer, A or B. 
it gives insight into both the problems of previous techniques and also to the philosophy behind 
the model, and, finally, it is not unrealistic, since in variable traffic and mobility conditions the 
nodes can dynamically select their maximum contention window size. Moreover, the proposed 
method is easily extendable to the BEB mechanism of IEEE 802.11 or other backoff schemes as 
will be shown in Chapter 5. For CCW the value of the backoff counter (modelled as a discrete 
random variable (DRV) BC) is uniformly distributed in the interval [0, W - 11. 
The transmission probability r, defined in [2], refers to a variable slot. As shown in Figure 4.4, 
during the time a node is in backoff, the same probability, 1 - T, describes a backoff slot a, 
and also a longer backoff slot where the counter freezes. Moreover, the probability T describes 
a transmitting slot, whether it represents a successful or a collided transmission. The ultimate 
aim of the proposed model is to substitute these variable slots with fixed-length channel slots. 
As a consequence, r will be replaced by a new transmission probability P {T}, defined as 
the probability that the station is transmitting at the fixed-length channel slot n. To this end, 
the state of the channel around a node is modelled as successions of successful periods (whose 
length L is considered an integer multiple of a), collision periods (length C), periods when the 
node is in backoff but its counter is frozen (F) and finally periods of backoff slots. The new 
model is illustrated in Figure 4.5. 
As defined previously, T denotes the event that the node is transmitting—either successfully 
or facing a collision—in slot n. From the rule of total probability [72], P {T} can be written 
as 
P{T} = P{TIT_i} P{T_1} + . i {TI_ i } P {n_1}. 	 (4.3) 
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Figure 4.6: The channel model after the discretisation of the backoff periods. 
Note that T denotes the complementary event that the node is not transmitting in slot n. In 
order to find the conditional probability P {TIT_,} consider Figure 4.5. If the previous slot 
was a transmitting slot (belonging to a successful or to a collision period) then the next one will 
also be a transmitting slot. The only exception to this rule is the last slot of a succession of 
a successful period (length L) or a collision period (length C), which are followed by a non-
transmitting, backoff slot, if a non-zero backoff counter has been selected. A non-zero backoff 
counter is selected with probability 1 - = 11 •  Moreover, the last slot of a succession of 
transmitting slots is selected with probability (1-p)+pC•  These two events are independent, 
so the probability of the event intersection is obtained as the product of the two probabilities. 
Consequently, one has 
— 
P {TT_ 1 } = 1 - 




W (l—p)L+pC 	w  
where p is the conditional collision probability defined in [2] and Q denotes the term (1-p)+pC 
The other conditional probability in (4.3), P {TI_ 1 }, represents the transitions from a non-
transmitting slot to a transmitting one. Due to the fact that one is only interested in the transi-
tions to transmitting slots, the transmissions can be still viewed as one large slot as explained in 
Figure 4.6. However, the preceding non-transmitting slots should not be viewed as in the con-
ventional modelling, but discretised into fixed-length slots of duration a. In order to achieve 
this, the classic transmission probability r of [2] must change to a new, intermediate transmis-
sion probability r', that has discretised the non-transmitting slots (including the freezing peri-
ods), but still considers the transmission slots as variable (see Figure 4.6). Thus, the conditional 
probability P {TI_1 } is equivalent to the conditional probability T'I(l ­r'). Note that the 
notation r'I(l - r') is used to denote the conditional probability that the station transmits, given 
that it did not transmit in the previous slot referring to the time-scale that corresponds to Figure 
4.6. 
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Figure 4.7: incorporation of the freezing of the backoff counter in the Markov Chain of [2]. 
Let us suppose for the moment that T' is known. From Bayes' Theorem one can write: 
T I 
(4.5) 
As one can observe in Figure 4.6, we have 1 —T'I-r' = 1— because the transmission occurs in 
one slot, which is always preceded by a backoff slot, apart from the case that a backoff counter 
of value 0 has been chosen (in this special case there are two back-to-back transmitting slots). 
Thus: 
W-1 T I 
P{TIT_i} = r'I(l - T') = W 	1— T1 	 (4.6) 
To calculate T', F is defined as the length of the freezing period in fixed-length slots (an integer 
multiple of o) and ltm, m E [0, W - 1] as the steady-state probability that the counter is equal 
to m, non-freezing. The corresponding states, represented as large circles in Figure 4.7, are the 
states that a MC, like the one in [2], consists of. In addition, ir is, defined as the steady-state 
probability that the counter of value m, m E [1, W - 1], is frozen (i E [1, F] because there 
are F such states for each m). The corresponding states are represented as smaller circles in 
Figure 4.7. Let also pf be the probability that a node in a state m listens to another transmission 
and freezes its counter, i.e. the transition probability from a state m to the successive m 1 . The 
transition probabilities between two states m 2 and i E [1, F - 1] are equal to 1. From 
the analysis of the MC—which is described in detail in the Appendix B—one can derive the 
following steady state probabilities: 
- W 
	,mE[1,W-1] 
7n =Pflrm 	,m e [1,W - 1],i e [1,F] 	 (4.7) 
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From the MC regularities one gets 
2 
T = 71O = 
2+ (W - 1)[1+p1F] 
(4.8) 
In order to derive an expression for the probability pf one must think of it as the fraction of 
the number of 'long' freezing slots over the number of all the backoff slots. The number of 
freezing slots is equal to the number of times that the station froze its counter because of a 
successful transmission by its competitor (with probability 1 - p, conditional on the station 
transmitting). The backoff slots are given by the product of the average duration E[BC] of 
a backoff interval, multiplied by the number of times that the station goes into backoff (or, 
equivalently, the number of times that the station transmitted, since the backoff intervals and 
the transmissions always succeed one another). Thus: 
	
i — p 	2(l —p) 
P1 = E[BC] 	= w - 	
(4.9) 
Substituting (4.4) and (4.6) into (4.3), one gets: 
P{T} (1—-1Q)  P{T1} + 
P{T}— 	T' - 	r'+Q(1-r')' 	 (4.10) 
where T 1 is given by (4.8). Note that due to the steady-state assumption P {T} = PIT.-1 } = 
1 - P {_ 1 } was used in order to derive (4.10). The result of the discretisation of the channel 
time is depicted in Figure 4.5. 
4.2.2 Derivation of throughput 
The throughput S (in packets per slot) is defined as the number of packets transmitted during a 
specific period of time divided by the duration of that period, or alternatively as the fraction of 
one packet over the time (expressed in slots) elapsed between the start of the backoff process 
for the packet and the completion of its successful transmission. With reference to Figure 4.5, 
this time includes periods of idle slots (is), where the counter is either frozen or not, periods 
of collision slots (cs) and finally the period of successful slots (ss). In order to 'pass' from the 
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time periods to the corresponding probabilities which were calculated, we have: 
1 	= 	1 	88 	•SS+CS 	
(4.11) 
s+ss+c8 	ss ss+cs 2s+ss+cs 
The last term represents the fraction of the transmitting slots over all the slots, so: 
ss + Cs 
is + ss + Cs 
=P{T}. 	 (4.12) 
Furthermore, the middle term is the ratio of successful slots to all the transmitting slots (suc-
cessful and collided), so it is equal to 
ss 	L 
=(4.13) 
ss+ cs L+ 
i — p 
Finally 1/ss = ilL. Thus, the throughput S can be written as: 
S= P{T}. 
(1—p)L 	. (4.14) 
(1—p)L+pC L 
Consequently, the only unknown parameter that still remains to be derived so that the through-
put is calculated is the conditional collision probability p. 
4.3 The proposed method of modelling—Part II 
conditional collision probability 
As it was also mentioned in [39], the classic hidden terminal scenario in Figure 4.1 is very 
complex due to the high correlation between the two transmitters. In the beginning of the 
section, the analysis is focused on the RTS/CTS scheme. Towards the end of the section, the 
Basic Access scheme will also be addressed; in fact, the analysis followed for both access 
schemes is similar, with some minor differences that will be described in Section 4.3.3. 
In order for the packet sent by A to be successfully delivered to R, B must defer its transmission 
during a vulnerable period T. It is argued that T is not equal to RTS as it is commonly 
believed by many researchers [38, 47]. In these papers, the authors assume that the stations 
enter the contention phase synchronised, as explained in Section 4.1. Under this assumption, 
the period during which a collision can occur in the RTS/CTS (Basic Access) scheme is exactly 
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Figure 4.8: The vulnerable period T, for the RTS/CTS mode of IEEE 802.11 DCF 
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Figure 4.9: The relation between p and p' and the time-index space of the relative Discrete 
Time Markov Chain. 
the duration of the RTS (DATA) packet. On the contrary, the actual vulnerable period is 
1 2 (RTS + SIFS) for RTS/CTS 
( 2 . DATA 	for Basic Access. 
With reference to Figure 4.8, if one considers (without loss of generality) t = 0 the time when 
A starts sending RTS to R and no synchronisation of the senders is assumed, one observes that 
at any point in the interval [t1, 12] an RTS transmission from B will cause collision at 
In order to facilitate the analysis, an intermediate step is used, that can incorporate and accu-
rately describe the joint behaviour of the senders. To this end, the channel around the receiver 
R is modelled. R observes a collision when (both) the transmitters attempt to transmit and 
fail and, conversely, observes a successful transmission when one of them is successful (Fig-
ure 4.9). In fact, the number of collisions viewed by the receiver is equal to the number of 
2 During SIFS, although the RTS packet is successfully received by R, the node still senses the channel, so if it 
hears another transmission, it will not reply with a CTS [1].  Of course this argument assumes that the transceiver 
is 'almost' perfect, i.e. that aCCATime+aRxlxTurnaroundTime is very small, and at least shorter than SIFS. On 
the contrary, this is not the case for Basic Access, where ACK is always transmitted upon colTect reception of the 
DATA packet, independently of the busy or idle state of the medium [1]. 
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collisions that each transmitter faces, whereas the successful transmissions viewed by the re-
ceiver are the sum of the successful transmissions of the two senders. Let Nca (Nsa) denote the 
number of collisions (successes) occurring when one observes the channel around A in steady-
state. Equivalently, for B, Nb and N5b are defined. Also N = Nb and in the steady-state 
Nsa = N5b, since in this scenario the two transmitters share an equivalent part of the bandwidth 
in the long-term [39]. If the probability p' that R sees a collision (conditioned that either A or 
B attempted transmission) is known, then p is derived (e.g. for transmitter A) as follows: 
- 	Nca - 	Nca 	Nca + Ns. + NA
- Nca + Nsa N + Nsa + Nsb 	Nca + Nsa  





Thus, the problem is transformed, so that it is now sufficient to find the probability p' that the 
receiver observes a collision, conditioned on any of the senders attempting transmission. 
4.3.1 The first-order dependence of two successive channel states 
At this point, the reasons for choosing Markov chain modelling to describe the channel around 
the receiver will be explained. It was shown previously that the use of renewal theory is not 
appropriate for a hidden terminal environment. The assumption other researchers have made, 
i.e. that the state of the system is independent of the previous state, will prove to not be the 
case in the analysis that follows. In fact, the probability that in the next state the receiver will 
observe success (or collision) is quite different when the previous state was collision to when 
it was success. Thus, a first-order dependence [ 68] describes the channel, in other words the 
current state depends only on the previous state and the transition probabilities. 
To this end a DTMC will be used that has only two states, success and collision. The use of 
discrete time implies that we are not interested in the exact time needed to switch from one 
state to the other and are only counting 'transition steps'. This is because the probability p' 
that the receiver will observe a collision, conditioned on one of the senders A, B transmitting, 
is of interest, so only the instances of time when the receiver starts sensing a (failed or suc-
cessful) transmission are important. These instances are described in Figure 4.9 as red dashed 
arrows, and they are exactly the time instants that the considered DTMC is built upon. If 
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Figure 4.10: The transmitting stares of the channel around R. 
= {t1 , t2, t3 ..... } is the time-index space of the DTMC [68], then the red dashed arrows 
point to its elements. 
Consequently, the channel around the common receiver R can be characterised by a MC (shown 
in Figure 4.10) that has only two states, collision (both A and B face collision) and success (one 
of A or B is successful). Let's define the four transition probabilities, using p the probability 
that R will see a collision conditioned that it saw a collision in the previous channel state, and 
P.w the probability that R will see a collision conditioned that it saw a successful transmission 
before. Then, if 'y, i = {0, 11, is the stationary distribution of the MC of Figure 4. 10, then p' 
is written from the MC as 
= IYO= 	Psc 	 (4.17) 
1 - Pcc + Psc 
The problem of deriving expressions for the transition probabilities of Figure 4.10 will be solved 
based on an iterative approach. In order to explain the motivation behind it, it is essential to 
stress that the nature of the system is such that every state depends on the previous one, and 
there is not defacto information upon which one can start the analysis. As will become obvious 
in the paragraphs following, there are some parameters (actually they are distributions of some 
random variables which will shortly be defined) necessary for the derivation of the transition 
probabilities, which are derived iteratively as follows: the derivation starts with an arbitrary 
initial guess for the unknown distributions, makes a first estimate of the transition probabilities 
and of the distributions mentioned before, and repeats the same procedure until the iterative 
process converges. 
4.3.2 The derivation of the transition probabilities Pcc, p5 —Iterative method 
A key and, to the best of the author's knowledge, novel point in this chapter is the use of 
DRVs for the representation of the various quantities which affect and, ultimately, determine 
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the outcome of the contention between the transmitting stations. These quantities are the values 
of the backoff counters of the two stations, the 'offset' between the two transmissions as was 
described in Section 4.1.2, and the remaining backoff slots after a node has frozen its counter. 
These terms will be explained in the following paragraphs. 
The analysis will initially focus on the cases where the system state changes from collision 
(state n - 1, hereafter referred to as Sn_i)  into either collision or success (state sn). The 
corresponding figures are Figure 4.11 (a,b). Without loss of generality, it is assumed that A starts 
transmitting RTS at time tn = 0 in s, and at t_1 in Sn..i•  Because there was collision in Sn—i, 
B could not have started transmitting RTS more than c = (RTS + SIFS)/a slots before or after 
tn_i. With reference to Figure 4.11(a), let's define as XA (XB) the DRV describing the initial 
backoff counter value of A (B), that follows a uniform distribution in [0, W - 1]. Moreover, 
V denotes a DRV representing the (signed) time difference (expressed in slots) of the starting 
times of the RTS transmissions conditioned that collision follows immediately afterwards 3 . 
The notation Y is used to refer to state .s. Note that, in steady-state conditions, the Probability 
Mass Function (PMF) of Y should be the same for all n. Y is drawn from the interval [—c, +c] 
(the vulnerable period) but its exact distribution is still unknown. The condition for collision in 
S n ISC+C+XA —c<c+Yn l+C+XB <c+C+XA+c,thus 
Pee P{_C<Yn_l+XB_XA_<C}. 	 (4.18) 
A conditional distribution of Yn  can also be obtained (denoted as Y) given that a collision 
precedes (remember that in this case both s n_i and s are collision states). This is known as a 
truncated distribution in the literature [73]. In fact, Yc, is given by Y = Y._1 +XB -XA I —c < 
Y_1+XB—XA<C. 
On the contrary, the condition for A to transmit successfully in Sn is that the initial value of the 
backoff counter of B XB is large enough, so that As RTS is received correctly by R, i.e. XB > 
XA + C - Yni (Figure 4.11(b)). Note that, in this case, when B senses the CTS reply sent by R, 
it freezes its backoff counter. After the end of .s (t a ) both transmitters start decrementing their 
counters simultaneously. However, although A starts a new backoff period, and, consequently, 
its initial counter value can be described by the DRV XA,  B continues decrementing its backoff 
counter after several backoff slots have already elapsed. Z is defined to be the DRV that shows 
3 1n fact, the DRV Y quantifies the 'offset' that was described in Section 4.1.2. 
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Figure 4.11: Schematic analysis of the transitions between system transmitting states. 
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p'(0)c— HUGE 
Y,-i(0)<-- arbitrary distribution 
Zn-i(0)---- arbitrary distribution 
repeat 
i*-i+1 
compute pcc(i) from (4.18) 
compute p=(i) from (4.19) 
estimate Y(i) from (A. 11) 
estimate Z(i) from (A.] 4) 
Y(i-l) - Y(i) 
Z(z-l) - Z(z) 
estimate p '(i) from (4.17) 
until lp'(i) - p'(i-1) I<c 
Figure 4.12: The pseudocode of the iterative process. HUGE and € are arbitrarily large and 
small (respectively) numerical values. The current iteration step is denoted as i. 
the distribution of remaining backoff slots of a freezing node, after its competitor (in this case 
A) transmitted successfully. In this scenario (collision followed by success), a conditional 
distribution of Z given that collision precedes, say Z, is provided by the following truncated 
distribution with PMF Z7 = XB - (XA + e - Y_1) 1 X > XA + C - Y_i. Of course, 
if B was the successful transmitter (this occurs when XA > XB + c - Y_1), Z would be 
Z,', =XA —(X B +c—Yfl _ 1 )IX A >XB+c—Y_l. 
The cases where the system state switches from success to either collision or success will 
now be examined (Figure 4.11(c,d)). The arguments followed will not be repeated in all their 
details, because the analysis is very similar to the previous cases. For a collision to occur in 
s the following expression must be true: —c < Zn_i - XA <c. Thus, the probability Psc  is 
given by 
Psc = P{—c <Z_1 - XA <c}. 	 (4.19) 
A conditional distribution is also obtained for Y conditioned on a success preceding, say Y, 
that has the following PMF Y = Zn_i - XAI - c 	- XA 	c. Finally, when 
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Figure 4.13: This flow chart provides an overview of the analytical method followed, in order 
to derive the saturation throughput of a hidden terminal. 
success is followed by success (Figure 4.11(d)), a conditional distribution for Z, say Z, 
given that success precedes, can be derived. The latter is drawn from the truncated distribution 
= XB - (Z_1 + c) IXB > Zn_i + c. In the latter case, it was assumed that, in 5n-1,  B 
was successful and, in s, A was successful (symbolically BA). Very similar expressions can 
be derived for the three other possible combinations AA, AB, BB. 
Consequently, the only unknowns that have to be derived in order to find the transition prob-
abilities of Figure 4.10, are the two distributions Y_1 and Zn_i (or equivalently Y and Z, 
since the system is supposed to be in the steady-state). It is evident from the previous analysis 
that an iterative method is suitable. The relevant pseudocode is presented in Figure 4.12. In par-
ticular, the procedure for the derivation of the two distributions is as follows: An initial guess 
for Z_1 is made, e.g. that they follow uniform distributions in some arbitrary interval. 
Using (4.18) and (4.19), some first estimates for the two transition probabilities p,, , p,, are ob-
tained. In addition, from the analysis explained above, there are initial estimates for Y ,,c (Y), 
which is the distribution of Y given that collision (success) preceded. Using posterior proba-
bilities and with reference to the MC of Figure 4.10, the PMF of Y is derived as a combination 
of Y,,c and Y with weights p  and 1 - Pcc respectively [72] (see Appendix A). Similarly, for 
the PMF of Z, Z and Z,1, are used with corresponding weights p and 1 - Pse respectively. 
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The procedure is repeated based on the new, more accurate than before, estimates for Y and 
Zn . 
Independently of the initial guess, the iteration converges in a few steps, a fact that makes the 
method computationally efficient. Thus, knowing the transition probabilities p, p, the value 
of p' is evaluated from (4.17), and substituting it to (4.16), the conditional collision probability 
p is finally obtained. For a more detailed description of the steps followed for the derivation of 
p the reader is referred to the Appendix A. A flow chart that summarises the method followed 
to derive the basic channel contention probabilities and, ultimately, the saturation throughput, 
is presented in Figure 4.13. 
4.3.3 The Basic Access scheme 
The method followed for the calculation of p in the Basic Access scheme is, in general, the 
same as was described previously, with the most obvious difference being the duration of the 
vulnerable period, which in this case is T = 2 . DATA, and is, thus, dependent on the data 
packet length and the parameter DataRate [1]. There is, however, a point that needs to be taken 
into consideration in order to derive an accurate expression for p (note that for the first part of 
the method, presented in Section 4.2, the analysis is exactly the same for both modes of DCF). 
As one can observe in Figure 4.14, in the Basic Access scheme, where the vulnerable period can 
be quite large, it is sometimes observed that during the same DATA packet transmission from, 
say, transmitter B, station A transmits two DATA packets and, consequently, faces collision 
twice. This phenomenon will be described with the term 'double collision'. This phenomenon 
was not observed for the RTS/CTS scheme due to the small duration of the RTS transmission 
(with the values of BasicRate used in [1]) compared to the duration of the Timeout followed by 
the backoff interval. In general, however, a situation like the one in Figure 4.14 can describe a 
case of arbitrary duration of the first packet of the handshake (RTS or DATA). 
'Double collision' affects the argument that was used in the beginning of the Section 4.3, 
i.e. that the number of collisions faced by each of the two senders is equal to the number of 
collisions observed by the receiver R. In the general case, and if Pdc  denotes the probability 
that 'double collision' has occurred, given that collision has occurred, one gets the revised 
expression for equation (4.16) 	
(2 - Pdc)P' 	 (4.20) 
P 1+(1—p)p' 
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Figure 4.14: With the term 'double collision' one refers to the scenario where two consecutive 
packets of the same transmitter (station A) collide with the same packet of the 
other transmitter (B). 
using similar arguments as for the derivation of (4.15). Furthermore, regarding the iterative 
method, some minor modifications are necessary in order to distinguish between the case of a 
normal collision and a 'double collision'. However, the basic process is the same as already 
described, and only the expression for p d, will be explicitly mentioned, which is 
p=P{IYI ~!X+T0t}, 	 (4.21) 
	
where i e {A, B} describes the associated transmitter and 	is the duration of Timeout and 
DIFS normalised to the fixed-length slot a. 
4.3.4 The derivation of the transition probabilities p, p3 —Approximation 
method 
In this section an alternative method for the derivation of the transition probabilities of the 
MC of Figure 4.10 is presented, that does not rely on iteration, and attempts to approximate 
the basic unknown distributions with some well known ones. Apart from this fundamental 
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difference, many common features with the Section 4.3.2 exist, as it will be evident in what 
follows. The RTS/CTS scheme will be used as a case study, although similar argumentation 
can be developed for any other CSMA/CA type access scheme. 
The first probability to be calculated will be p,, (Figure 4.15(a)), where two successive collision 
periods occur. Without loss of generality it is assumed that A starts transmitting RTS at time 
= 0 in the current state, and at t_1 in the previous state. Because there was collision in the 
previous state, B could not have started transmitting RTS more than c = (RTS + SIFS)/a slots 
before ta_i. As a result, all the possible collision—collision realisations are taken into account 
by considering the time observation window [t_1 —c, t +c], as it is shown in Figure 4.15(a) 4 . 
XA (Xe) are defined as previously, i.e. as uniform distributions in [0,W - 1]. Y is drawn 
from the interval [—c, +c], as the previous channel state was a collision. In 8n'  B and A start 
sending RTS c + Y + C + XB and c + C + XA slots after the start of the observation window 
correspondingly. Consequently, the condition for collision in the current state is C + XA 
c+Y+C+XB <C+XA+T,thus 
PCC =P{XA<Y+XB+C<XA+T V }. 	 (4.22) 
For the derivation of Psc  the reader is referred to Figure 4.15(b). In this case, the channel 
around R is characterised by a successful period (Si),  followed by a collision period (S n ). In 
particular, in it is assumed, without loss of generality, that A successfully transmits a data 
packet, while B, after listening to the CTS reply sent by R, freezes its backoff counter. In order 
to find the probability of collision in 8n'  the same method as in the previous case is followed. 
In s, for collision to occur, the starting time of the RTS transmission of B must be inside the 
interval [t —c, tn +c]. As one can observe in Figure 4.15(b), the transmitters start decrementing 
their backoff counters after the end of s_ (te) simultaneously. However, although A starts 
a new backoff period and, consequently, its initial counter value can be described by the DRV 
XA, B continues decrementing its backoff counter after K backoff slots have already elapsed 5 . 
In particular, the backoff slots that have elapsed from the start of B's previous backoff period, 
until B heard CTS from the receiver R—at the time instant t1—and froze its backoff counter, 
4 Note that the intervals SIFS and DIFS are omitted from Figures 4.15 and 4.16. 
5 Note that, for this section only, Z, which was defined earlier in this chapter, is substituted by the distribution 
K, which represents the backoff slots that have already elapsed before freezing, and not the remaining backoff slots 
as Z did. 
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Figure 4.15: Schematic analysis of the transition probabilities Pce, Pw 
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Figure 4.16: Schematic analysis of the transition probabilities Pcsc, Pssc 
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are defined with the DRV K (its initial backoff counter value can be described with the DRV 
XB). Thus, in order to find Psc,  it is necessary to know K. As one observes in Figure 4.15(b), 
K is dependent on the previous state of the channel, i.e. if there was a collision or a success 
prior to the success 
As a consequence, one needs to break the analysis into two cases, the case where there are suc- 
cessively, collision—success—collision in the channel (Figure 4.16(a)) and the case where there 
are success—success—collision (Figure 4.16(b)). Note that the probability that, after success in 
collision follows in s, conditioned that in 3n-2  collision (success) had occurred, is de-
noted as p Consequently, the probability Psc  can be written as p = a p + 0 ,  Pssc. 
The weight a (0) is the probability that collision (success) occurred at .Sn_2 before the success 
(at sn_i).  They can be derived as a posteriori probabilities according to Bayes' Theorem from 
the MC of Figure 4.10. In particular, one gets a = (1 - Pcc) 'yo/'yi and 6 = 1 - p. After 
some algebra one obtains 
Pssc 
Psc 	 (4.23) 
where Pcsc  and Pssc  are yet to be calculated. 
In particular, regarding the first one, as one observes in Figure 4.16(a), station B listens to the 
CTS packet that R sends to A c = (RTS + SIFS)/o' slots after t,,i. As a result, if XB is the 
initial backoff counter of B after Sn-2,  then, in order for A to be successful, the counter of B 
must not expire before the time instant t1. In other words, the required condition for success of 
Ains_1 isY+C+XB > C+X+c, which yields XB > XA+c—Y. The truncated DRV 
XBIXB > XA + c - Y [73] is denoted as X. Also, the backoff slots Kc that have elapsed 
before the counter of B freezes are K = XA + c - Y. From these conditions, one can calculate 
(4.24) 
Similarly (see Figure 4.16(b)) one has for the probability Pssc 
p3s =P{—cXA—'X—KS)c}, 	 (4.25) 
where X is the truncated DRV XIX > (XA - K) + c. Substituting (4.24) and (4.25) 
into (4.23), the probability Psc  can be obtained. Finally, with this expression and (4.22), one 
calculates p' and p, as was done in the Section 4.3.1. 
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Observing the equations (4.22),(4.24) and (4.25) it is obvious that there are still some unknown 
distributions -similar to the ones that in the Section 4.3.1 were derived via the iterative pro-
cess. In fact, as one can observe, these distributions, Y and K, do not appear in the above 
equations by themselves, but as a sum or a difference with a uniform distribution. This is an 
interesting feature, that one can take advantage of, and approximate the latter with some known 
distributions. 
In particular, let's focus on the derivation of p from equation (4.22). It is known that if X is a 
uniform DRV defined in the interval [0, W - 1] and k is a constant, the PMF PX+k is 
= 	x e [k, k ± W - 1]. 	 (4.26) 
As was mentioned previously, the DRVs XA, XB follow a uniform distribution in the interval 
[0, W - 1], so their PMF can be derived according to (4.26). If the channel was monopolised by 
successions of collision periods, then the starting times of the corresponding transmissions of 
the two senders A,B would be uniformly distributed in the interval [0, Tn]. As a consequence, 
Y, as the difference between two uniform distributions would follow a triangular distribution in 
the interval [—c, +c]. This is confirmed by Figure 4.17, where both the triangular distribution 
and the one obtained by simulation results using W = 32 are plotted. In the simulations 
the difference of the starting times of the transmissions of A and B when collision follows is 
measured. One can observe a slight deviation of the latter from the theoretical distribution. This 
is due to the fact that, in simulations, there are not always successions of collision periods, but 
successful periods may also be interposed. However, in this case, the assumption of the channel 
being monopolised by successions of collision periods is close to the reality, because of the fact 
that the contention window is relatively small and the collisions are very frequent. 
For larger values of W, the collision probability, as one will notice in the next section, drops, 
and the assumption of a triangular distributed Y is no longer valid. However, as in (4.22) one 
is not interested in the PMF of Y alone, but in that of Y + XB; one gets: 
I± 
X 
Py(i) 	X  [—  c,c — 1] 
2=-c 
- 	1 
- w 	 x E [c, W - c - 1] 	 (4.27) 
C 
1 
w 	Py(i) xE[W—c,W+c-1] 
i=x-W+1 
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Figure 4.17: Comparison of simulation and theoretical analysis for Py with W = 32. 
From (4.27) one observes that for large values of W, the error in the estimation of the PMF 
Py does not significantly affect the derivation of PY+X8  This is explained because, as W 
increases, the middle term in (4.27) becomes dominant and PY+XB  degenerates to a uniform 
distribution. Analogous arguments exist for the derivation of (4.24) and (4.25). These remarks 
are verified by the good match of the theoretical values of all the above defined probabilities to 
the corresponding measured values. 
4.4 Model validation 
In this section, the results obtained from the proposed analytical method will be presented. Note 
that all the theoretical results presented are obtained via the iterative method; however, the nu-
merical differences between the latter and the ones derived from the approximation method 
of Section 4.3.4 are minor. Extensive graphs are provided which show the throughput S, the 
conditional collision probability p and the transmission probability P {T} for a very wide 
variety of parameters, such as contention window sizes, packet sizes, transmission rates and 
operation modes of the IEEE 802.11 DCF. In order to validate the accuracy of the proposed an-
alytical model, the above theoretically obtained values are compared with their corresponding 
counterparts, measured from simulation runs in NS2. It will be evident from all the graphs pre-
sented that the method is highly accurate and reliable for all the sets of parameters considered, 
depicting a very good match to the simulation results. 
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The considered topology is the classic hidden terminal scenario presented in Figure 4.1, where 
stations A and B are continuously backlogged; in other words, at all times their buffers are non-
empty. Several values of packet sizes are used for the simulations. In particular, DATA packets 
of size Ld = 1256, 512, 1024, 1536, 2048, 22941 bytes are used, with 2294 bytes as the MAC 
fragmentation threshold defined in [1]. The traffic is Constant Bit Rate (CBR) and a wide range 
of values of contention window are deployed, namely W = 132, 64, 128,256, 512, 1024}. 
Fiiially, both operating modes of DCF, i.e. the RTS/CTS scheme and the Basic Access scheme 
are examined, with the considered transmission rates BasicRate and DataRate taking all the 
possible values that 802.1 lb suggests. Each simulation point in the graphs corresponds to 
the average of the measured quantity over 10 different runs of the traffic scenario for 200s 
simulation time. Other important NS2 parameters used were summarised in Table 4.1. 
Figure 4.18 presents the saturation throughput of RTS/CTS for various contention window sizes 
W. For each graph the throughput is plotted against the DATA packet size for three different 
values of DataRate R. One can observe that, with W constant, throughput increases with 
higher transmission rates, because the transmission probability increases and, simultaneously, 
the collision probability p remains constant. Note that in RTS/CTS the vulnerable period and, 
consequently, the collision probability depend only on the RTS packet size and the value of 
BasicRate. Also, one can see that, with both W and R kept constant, throughput is a decreasing 
function of the DATA packet size. Note that throughput here is expressed in packets/s; if 
measured in Kbps (a metric that includes Ld) the graphs would be ascending. Finally, one 
observes that throughput at first increases as W increases, but there is a point where it starts 
decreasing again. Thus, there is an optimal value of W, which differs slightly depending on 
but can be claimed to lie between 128 and 256. 
In Figure 4.19, the throughput of the Basic Access scheme is plotted against Ld for several W 
values. For this case, and as a complement to the results already shown in Table 4.2 of Section 
4.1.3, both the proposed in this chapter method and the conventional method are compared to 
the simulation results; an illustrative example of the close match of the modelling technique 
presented in this chapter to the actual performance of the protocol, as opposed to the other 
technique, which significantly fails to capture the throughput values, apart from when very 
wide contention windows are used. The transmission rates used are 2 and 11 Mbps respectively 
for BasicRate and DataRate; for all the other combinations, which are omitted here due to the 
very low throughput they exhibit, the accuracy of the method proposed in this thesis is at least 
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Figure 4.18: Comparison between the analytical method and the simulation results of the sat-
uration throughput of the RTSICTS Scheme for several values of contention win-
dow W. For each graph the throughput against the packet size is plotted, for 
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Figure 4.19: The saturation throughput of the Basic Access Scheme is plotted against the 
packet size, for several values of contention window W. The BasicRate used 
is 2 Mbps and the DataRate is R = 11 Mbps. As one can observe in Figure 
4.19(a), the proposed method is a very close match to the simulation results. On 
the contrary, the conventional method presented in Figure 4.19(b) fails to closely 
follow the simulation results, with the relative error being over 100% in many 
cases, as was also explained in Table 4.2 of Section 4.1.3. 
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Figure 4.20: Comparison between the analytical method and the simulation results of the con-
ditional collision probability p. On the left, p of the RTS/CTS scheme is plotted 
against the contention window size (for RTSICTS p is independent of the packet 
size) for two different values of BasicRate, namely 1 and 2 Mbps. On the right, p of 
the Basic Access scheme is plotted against the packet size for three distinct values 
of DataRate, namely R E 11, 2, 11}. The contention window size is W = 128. 
equally high (in contrast to the conventional methods). 
One can notice that, again, as W increases, higher values of throughput are initially observed. 
For very high values of contention window the throughput drops again for small packets as 
was the trend in RTS/CTS. On the contrary, it keeps increasing when the packet size is large 
(note that in Basic Access the vulnerable period and the collision probability depend on Ld). 
In general, one could state that the throughput for a very large contention window tends to be 
more 'flat' and insensitive to the variation of the packet size. This is due to the fact that, in this 
configuration, the process is dominated by very long idle periods, and any differences in the 
collision probability do not play a significant role in the actual throughput. As a final remark 
one could state that, for medium and large packets, Basic Access should preferably be used in 
combination with relatively high W; whenever this is not recommended, i.e. for delay-sensitive 
applications, the throughput anticipated should be quite low. 
In Figure 4.20, the conditional collision probability p is plotted for RTS/CTS (left) and Basic 
Access (right). As far as RTS/CTS is concerned, note that p is independent of the DATA 
packet size and R, and only depends on the value of BasicRate adopted and the contention 
window size W. In fact, it is a decreasing function of both the aforementioned parameters. 
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Figure 4.21: The transmission probability P IT,, I of RTS/CTS for different values of DATA 
packet sizes and contention window sizes. Both transmission rates are 1 Mbps. 
When the first parameter (BasicRate) increases, the vulnerable period becomes shorter, with 
a subsequent drop of p. Regarding the second parameter, one observes that as W increases 
and the nodes' backoff times are uniformly distributed over longer intervals, the probability of 
them making simultaneous transmissions inside a specific time duration (the vulnerable period) 
so that collision is caused, significantly drops. For Basic Access, p depends strongly on both 
the DATA packet size and R, which are actually the two factors that determine the vulnerable 
period. In fact, for the low rates 1 and 2 Mbps the collision probability is almost 1. For R =I I 
Mbps, it varies between 0.4 and 0.9 with an increasing trend as Ld becomes bigger. 
Figure 4.21 compares the transmission probability of RTSICTS (ratio of the transmitting slots 
over the sum of all the slots, both transmitting and non-transmitting) obtained from simulation 
with the analytically derived P {T}. At this point it is important to stress the fact that one of the 
most significant advantages of the proposed method is the accurate derivation of an objective 
transmission probability. All prior techniques use the conventional transmission probability 
'r, which is a model invented metric showing the frequency of transmission variable slots, and 
consequently cannot provide an accurate estimate of the channel busyness ratio, a useful Quality 
of Service indicator. 
For this graph both transmission rates are the lowest possible, i.e. 1 Mbps; however, similar 
accuracy was observed for all the other values. A close match of the simulation and the theoret- 
ical values is again evident for all the contention window sizes used, i.e. W = 32, 64,128, 256. 
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One can observe that P {T} drops as W increases, as nodes spend more time being in back-
off. With W constant, an interesting observation can be made. For W = 32 the transmission 
probability decreases as the packet size increases, for W = 64 it remains almost stable, and, 
finally, for larger contention window sizes, it increases as the packet size increases. This re-
mark may appear to be counter-intuitive. However, from equations (4.8)-(4.1O) and the fact that 
F = L - c (the freezing period and the successful period differ only c = (RTS+SIFS)/a slots) 
the transmission probability can be written as follows: 
A h 
1 	
= ere w 	
(1—p)(L—c) + W-1-- 	
(4.28) P{Tfl}=1A, (l—p)L+pC 
If one takes the derivative 0A/DL they can observe that indeed for W = 32 it is positive, 
and consequently P {T} decreases (A increases) as the packet size increases, whereas for 
W = 64 it is almost zero and for W = 128, 256 it becomes negative. Qualitatively, the relative 
importance of the slots c = L - F (these slots count as transmitting) becomes higher when 
both W and L are small. When either W or L increases, this term becomes less significant and, 
consequently, the transmission probability degrades. 
As a sidenote, it is pointed out that the proposed method is also computationally efficient since 
it takes under a second for any scenario to produce the theoretical results in a Linux machine 
with two 2.4 0Hz CPUs and 2 GB of Random Access Memory (RAM), using an unoptimised 
MATLAB06.0 code. As a comparison, the simulation runs in NS2 take one or two orders 
of magnitude more time to produce statistically reliable results, even for this relatively small 
scenario. 
4.5 Conclusions 
In this chapter the hidden node problem, which arises in multihop wireless networks has been 
discussed. It was shown that the classical method of modelling time of [2], although it gives 
a correct analysis of the throughput of fully connected networks, cannot accurately describe 
the effect of hidden stations. It was also pointed out that prior techniques, which use Bianchi's 
notion of the variable slot and are based on renewal theory due to their assumption of synchro-
nisation, exhibit an intrinsic difficulty in providing a reliable analytical tool for an arbitrary 
random access scheme and an arbitrary station configuration. 
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Therefore, a novel method of modelling was presented that relies on a constant, and thus ob-
jective for all the nodes, notion of the slot. Moreover, the analysis proposed has accurately 
described the dynamics of the channel by adopting a first-order (Markov) dependence between 
consecutive transmission states and by using random variables in order to capture the complex-
ity of the scenario considered. Thus, the derived expressions for the throughput, the conditional 
collision probability and the transmission probability are a very close match with the simulation 
results for all the parameters and access schemes considered. 
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Extending the Proposed Analysis to 
the Binary Exponential Backoff 
Scheme of IEEE 802.11 
The analysis presented in Chapter 4 was focused on the CCW case where it was assumed that 
both transmitters choose the initial value of their backoff counter after each transmission ac-
cording to a uniform distribution in an interval [0, W - 1], where W is the contention window 
size. This was done for a number of reasons: the assumptions and limitations of prior mod-
elling methods are more easily grasped in a CCW environment, there is significant simplicity 
in introducing and explaining the proposed method, and, finally, the previous analysis can be 
used as a building block to derive the actual performance of the protocol when the standard 
backoff scheme that [1] suggests is adopted. The latter is the so called Binary Exponential 
Backoff (BEB) mechanism. Thus, in Chapter 5 the assumption of CCW will be relaxed and, 
after describing briefly how BEB works, the previously proposed method will be extended and 
applied to this, more complicated case. 
5.1 Description of the BEB mechanism of IEEE 802.11 
In IEEE 802.11 every station is refrained from continuously taking over the channel by the 
so called backoff mechanism, which consists of several backoff stages. After every packet 
transmission, and independently of whether the station was successful or faced a collision, it 
is forced by the protocol to wait for a period of time before retransmitting, and consequently 
to give the chance to the other stations-competitors to take hold of the channel as well. This 
period of time is equal to an integer multiple of the channel time-slot a. In particular, the 
number of backoff slots it has to wait before attempting retransmission is drawn from a uniform 
distribution in the interval [0, W - 1], where W2 is the contention window (CW) corresponding 
to the backoff stage i and W0 is the initial CW. After every failed retransmission the station 
doubles its CW and moves to the next backoff stage. This process is repeated for several times 
88 
Extending the Proposed Analysis to the Binary Exponential Backoff Scheme of IEEE 802.11 
until the station reaches the so called Retransmission Limit' RL. At this point it resets its CW 
and moves to the initial backoff stage i = 0. Thus, the CW of a station being in the backoff 
stage i is given by the following relation 
wi={
2'W0, 	0 < i < m 	 (5.1) 
2tmw0, m<i<RL 
Typical values of the above parameters are Wo = 32, m = 5, SRL = 6, but in general the 
IEEE 802.11 stations are able to configure them as they wish. 
An important detail that should not be forgotten to be mentioned is that whenever a station is 
successful, it resets its CW, in other words, after a successful transmission, the station always 
goes to the initial backoff stage choosing its backoff counter from the interval [0, W0 - 11. This 
has the following very important consequence, which is the source of the very much discussed 
in the literature 'unfairness of IEEE 802.11'. 
Let's suppose that both stations initiate a sequence of DATA packet transmissions being in the 
same backoff stage W2 . After the contention phase either collision will occur, or one of the 
transmitters, say A, will manage to take hold of the channel successfully whereas the other, say 
B, as soon as it senses the CTS packet from the receiver, will freeze its counter as described 
in previous sections. In the first case, both stations will go to the next backoff stage, thus 
competing with equal chances for the hold of the channel. On the contrary, in the case that A 
was successful, then, in the end of the successful handshake, it will reset its counter to Wo. It 
is clear that for large values of i this leads to the channel being repeatedly taken over by the 
same sender, in this case A, whereas the other station (B) repeatedly freezes its counter (see 
Figure 5.1). It is observed that this pattern keeps occurring, the chance of B taking hold of 
the channel becoming more and more difficult as it keeps entering into higher backoff stages. 
This unfairness is mitigated only when the retransmissions of B exceed the RL and B resets its 
counter, reverting to the backoff stage Wo and having—for the next transmission attempt—a 
statistically equal chance of taking hold of the channel. The existence of RL is the element of 
'In [1], two retransmission limits exist. The first one, called Short Retransmission Limit, SRL, is the maximum 
number of retransmissions that the first packet (RTS for the RTS/CTS scheme and the DATA packet for the Basic 
Access scheme) of a handshake can be transmitted. The second one, defined as the Long Retransmission Limit, LRL, 
refers to the maximum number of times that the data packet can be retransmitted when RTS/CTS is used, conditioned 
that the RTS packet is successful. LRL is only used to describe the data packet collision phenomena which were 
introduced in Chapter 3, and does not apply to the classic hidden terminal scenario (under the assumptions of no 
mobility and error-free channel). Thus, from now on, when referring to retransmission limit, the SRL is implied. 
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Figure 5.1: A demonstration of the unfairness of BEB of IEEE 802.11. 
BEB which keeps the protocol fair in the long-term in the considered scenario of the classic 
hidden terminal case. 
5.2 Adaptation of the proposed model to BEB—Part I 
transmission probability and throughput 
The basic difference between the CCW case and the BEB mechanism is the fact that, depending 
on the backoff stage of the transmitter, the probability that it will face a collision, conditioned 
on it transmitting, is quite different. In fact, as will be evident in the following sections, the 
probability increases with the backoff stage, in other words the higher the backoff stage the 
station is in, the more probable it is that it will go into an even higher one. This is the source of 
the so-called unfairness of the IEEE 802.11 in a short-term basis, until the station reaches the 
maximum limit of retransmissions and resets its backoff window. 
For this reason, the model which was introduced in Chapter 4 must be adjusted in order to in-
corporate the specific features of channel contention in the environment where stations employ 
the BEB. This can be done in the following, fairly straightforward manner, which shows that 
the model is indeed general and easily adjustable to BEB or an arbitrary backoff scheme. As 
stated previously, although the average conditional collision probability p can still be derived, 
the latter is not enough for an accurate analysis of the problem. A more detailed definition of 
collision probability is required depending on the backoff stage of the station. To this end, let's 
define the vector p = [popl ... pRL_1] whose elements are the conditional collision probabilities 
p2  of a station, when the latter is in backoff stage i. In order to compute the elements of p the 
DTMC of Figure 5.2 is used which represents the possible backoff stages of a station. Lets de-
note the steady-state probability that the station is in backoff stage i, i E [0, RL] and let's also 
define the vector = These probabilities will be referred to as 'backoff-dwelling' 
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Figure 5.2: The 'Backoff-Dwelling' distribution. 
probabilities. Due to the balance equations of the MC, if is known, then the elements of the 
vector p can be calculated as follows: 
Pt • = 	i E [O,RL -1]. 	 (5.2) 
In order to 'pass' from the variable slot-based model of Bianchi to the proposed fixed length 
slot-based model, two main changes to the MC of [2] are made. Firstly, the assumption of a 
constant conditional collision probability at every stage is dropped, and the previously defined 
j'5 are used. Secondly, freezing states are added after every backoff decrement. Following a 
similar method of analysis and notation with the one in the Section 4.2, the idle periods of each 
transmitter are discretised using the MC that is shown in Figure 5.3 and is very similar with 
the one of Figure 4.7, with the only difference that the station now can be in different backoff 
stages. 
Let F denote the length of the freezing period in fixed length slots (an integer multiple of 
a). Let's also define 'JTk, m , where k E [0, RL], m E [0, Wk - 11 the steady-state probability 
that the backoff stage is k and the counter is equal to m, non-freezing. The corresponding 
states, represented as large circles in Figure 5.3, are the usual states the MC in [2] consists 
of. In addition, 4m is the steady-state probability that the counter of stage k and value m is 
frozen (i E [1, F] because there are F such states for each (k, m)). These additional states are 
represented as smaller circles in Figure 5.3. Let also Pf  be the probability that a node in a state 
(k, m) listens to another transmission and freezes its counter, i.e. the transition probability from 
a state (k, m) to the successive (k, m) 1 . The transition probabilities between two states (k, m) 
and (k, m)' 
. +
1 , i E [1, F - 1] are equal to 1. From the analysis of the MC one has: 
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Figure 5.3: Incorporation of the freezing of the backoff counter in the MC. 
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Wk-m lrk,m = Wk lrk,O ,k e [O,RL], m  [1, Wk —1] 
Pfltk,rn 	, k E [0, RL], m E [1, Wk - 1], i E [1, F] 	(5.3) 
As far as the freezing probability is concerned, and referring the reader to Section 4.2.1, one 
gets a similar expression that needs to take into account that the collision probability and the 





' 	 (5.4) 
1: ~jE[BCj] 
where E[BCZI is the expected value of the backoff counter when the stage of the transmitter is 
2. 
The states where a station transmits are of the form (i, 0), where i e [0, RL]. So, due to the er-
godicity2  of the MC, after the discretisation of the backoff periods the steady-state probabilities 
of the transmitting states are derived: 
i—i 







- 1(1 +PfF)] 
RL  
+ 	1l+Wi2_1(l+pfF)]Hpj 
i=1 	 j=O J 
The expression for the transmission probability after incorporating the freezing of the counters 
is 
RL 
.1_I = 	 (5.6) 
2The Markov chain that was introduced only consists of states that are recurrent and aperiodic. A state is called 
recurrent, if the chain returns to it with probability 1 (i.e. it is non-transient). A recurrent state is called aperiodic, 
if the greatest common divisor of the set of positive integers n, which represent the number of steps after which the 
process returns to the same state, is 1. A recurrent, aperiodic state is called ergodic. A MC chain that only comprises 
ergodic states and, also, all its states can communicate with each other, is called ergodic [68]. It can be proved that 
a steady-state distribution exists for this MC. 
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Finally, the probability that the station is transmitting at a fixed length time slot, P{T}, as well 
as the throughput S are calculated in a similar manner as in the case of CCW. For convenience 
the final expressions for P{T} and the throughput S are repeated: 
TI 
Q+r'(l—Q)' 	 (1—p)L+pC' 	
(5.7) P{T} = 	 where 
and 
S=P{T }. (1—p)L (5.8) 
(1—p)L+pCL a' 
where p is the average conditional collision probability, L, C are correspondingly the duration 
of a successful and a collision period in multiples of the channel time slot a, Ld is the DATA 
packet size in bytes and the term Ld/a  converts the expression for the throughput from packets 
per slot to bps. Note that combining the equations (5.4) and (5.5) and substituting them to 
(5.6), 'r' is derived and is ultimately substituted in (5.7). The only unknown is the steady-state 
distribution , which is dependent on the specific topology and will be computed separately in 
the next section. 
5.3 Adaptation of the proposed model to BEB—Part II 
conditional collision probability 
It is apparent from the description of BEB that in this mechanism there are no constant transition 
probabilities Pcc  and Psc  as in the CCW assumption. On the contrary, in BEB, the probability 
that e.g. the current state, s,  is a collision, conditioned that the previous, was a collision 
as well, is dependent on the backoff stages of both transmitters (or, to be more accurate, on 
the relative difference of the stages). For example, it is much more probable that collision will 
occur when the stages of the transmitters are identical, than when the one is small and the other 
one is high. 
Because of that observation, the proposed DTMC of Figure 4.10 does not suffice for an accurate 
representation of the transitions as seen by the receiver R. In order to accurately describe the 
system state changes, two more variables/dimensions need to be added to the DTMC, namely 
the backoff stages of the transmitters. In particular, a system state is defined as a triple (E,i,j), 
where E is the state of the channel as observed by R and i, j the backoff stages of the transmit-
ters A and B respectively right after the transmission of one station (in a successful case) or both 
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i(j+I)mod(RL+I) 
j13+ l)mod(RL+I) 
Figure '5.4: The transitions from a collision state. 
(in a collision case), i.e. E E {Succ, Coll}, and i, j E [0, RL]. The number of states of the 
DTMC corresponding to collision are (RL + 1) 2 ,  whereas the ones corresponding to success 
are only 2RL + 1, because after a station transmits successfully, it resets its CW to the initial 
backoff stage WO, so there are only successful states of the form (Succ, 0, j) or (Sncc, i, 0). 
For a schematic presentation of the possible transitions of the embedded DTMC the reader is 
referred to Figures 5.4 and 5.6. 
After collision has occurred, both transmitters go to the next backoff stage, with the exception 
of one of them reaching the RL. Then, this transmitter resets its backoff counter and moves to 
the backoff stage 0. Thus, an allowed transition from a collision state to another collision state 
can be described as follows 
(Coil,i,j) 	-' (Coii,i 	1,j 	1), 	 (5.9) 
where i ® 1 = (i + 1)mod(RL + 1). The term p c (i,j) describes the transition probability 
from a collision state (Coil, j, j) to a consecutive collision state described above. Also, if after 
a collision state one of the transmitters is successful, there is the transition 
(Coil, i, j) 	(Suec, 0, j), 	 (5.10) 
when transmitter A is successful with probability p ,, (i, j) and 
(Coil,i,j) '-4 (Succ,i 3 O), 	 (5.11) 
when B is successful with probability p(i,j). 
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Figure 5.5: The DTMC does not include self-transitions. 
5.3.1 Independence from the history 
As far as the transitions from a successful state are concerned, the analysis is not so straight-
forward. This stems from the fact which was already described previously (Figure 5. 1), about a 
station taking hold of the channel for more than one successive transmission. The analysis will 
elaborate on this behaviour of the BEB in order to justify the analysis that follows. The fol-
lowing example is presented, accompanied with Figure 5.5, where the simplifying assumption 
is made that, in the beginning of the 'observation window', both senders started transmitting 
RTS simultaneously; thus collision occurred, after which, both of them go to the backoff stage 
W2. The notation X (Xe) is introduced and denotes the DRV that describes the initial value 
of the counter of A (B) when it is in the backoff stage i. Remember that XiA follows a uniform 
distribution in the interval [0, Wi — 11. 
Suppose that A is successful in the next state; this occurs with probability P{X > X + 
C}' If Z 2  denotes the DRV that represents the remaining backoff slots of B after freezing 
(the subscript 22 stands for the backoff stages of A and B being 2 and 2 respectively, and 
the superscript 1 shows that it is the first time that A manages to transmit successfully in this 
sequence) then one gets 
= 	— (x + c) IX 3 > X + c. 	 (5.12) 
Afterwards, station A is successful for a second consecutive transmission (one is interested in 
the probability that it is successful, given that it was successful previously) with probability 
	




Extending the Proposed Analysis to the Binary Exponential Backoff Scheme of IEEE 802.11 
Note that the DRV that represents the initial backoff counter of A, after the first time it was 
successful, is X0 , because the IEEE 802.11 stations reset their backoff counter to the initial 
stage after a successful transmission. Also, the new DRV showing the remaining backoff slots 
of B after the second successful transmission of its competitor is 
,72  =- (xo4  + c) Z 2 > XoA + C. 	 (5.14) 22 	22 
Following similar arguments and supposing that A is successful for the third time in a row 
=P{Z>X+c}. 	 (5.15) 
a Z = - (+e) 1Z22 >X+c  X 	.  If one observes closely the above equations 
(5.12)—(5.15), one can notice that the transition probability P 5 is different; in fact, it is higher 
than P, although they both represent the self-transitions from state (Suce, 0, 2) to itself. Thus, 
it becomes apparent that the model which was introduced earlier does not always sustain the 
main characteristic of a MC, i.e. the fact that, given the present state of the system, the 'future' 
is independent of the 'past' [68].  As a consequence, it is necessary to make some essential 
modifications to the embedded channel evolution DTMC, so that it does not come in conflict 
with the fundamental definition of Markovian models. 
Consequently, as far as the transitions from a successful state are concerned, any self-transitions 
must be excluded. In other words only transitions of the form are considered (see Figure 5.6): 
(Succ,0,j) 	(Coil, 1,j 	1), 	 (5.16) 
in the case that collision follows after A was successful and 
 pB 
(Succ,0,j) 	(Succ, 0, 0), 	 (5.17) 
when success of B follows after A was successful. Obviously, the transitions from a state 
(Succ, i, 0) where B was successful are entirely symmetrical, i.e. 
(Succ, i, 0) --t'° (Coil, i e 1, 1), 	 (5.18) 
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j6+1)mocj(RL+l) i (i±l )mod(RL+1) 
(a) Transitions from a state where A had been successful. 	(b) Transitions from a state where B had been successful. 
Figure 5.6: The transitions from a successful state. 
when collision follows after B was successful, and finally 
(Succ,i3O) j°)  (Suce, 0, 0), 	 (5.19) 
when success of A follows after B was successful. With reference again to Figure 5.5, the 
time-index space of the DTMC [68] includes only the transitions denoted with the red arrows 
and not the ones shown with dotted lines. 
5.3.2 Definition of the transition probabilities 
The set of transitions, which completely defines the transition matrix of the DTMC, is presented 
in Figures 5.4 and 5.6. In Figure 5.4 the transitions from a collision state are shown; pcc(i,  j) 
defines the transition probability that collision follows, conditioned on collision occurring in the 
previous state, and p (i,j) (p 35 (i, j)) the probability that A (B) is successful conditioned on 
collision occurring in the previous state. In the former expressions, the indexing (i, i) E 
[0, RL} is used, because, as noted in the introduction, the probability values are different for 
different combinations of the backoff stages of the transmitters. This is actually the reason 
why a simple DTMC like the one of Figure 4.10 would fail to accurately describe the BEB. 
Obviously there are (RL + 1) 2  different values for each of the transition probabilities above, 
which account for all the possible collision states (Coil, i,j). 
Furthermore, with respect to the transition probabilities from a successful state (Figure 5.6), 
they can be divided into two very similar sets, according to which transmitter had been success- 
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Figure 5.7: A paradigm of the analysis of the transition probabilities. 
(Suce, 0, j), and, the way the DTMC is defined, only two events are possible. The first is that 
collision follows; the corresponding transition probability is denoted as p(O,j), j E [0, RL]. 
The second is that success of the other transmitter, B, follows (p(O, j)). The transition proba-
bilities from a system state where B is successful are analogous (see Figure 5.6(b)). 
5.3.3 Calculation of the transition probabilities 
The method that is used for the derivation of the transition probabilities defined above is similar 
to the one presented in Section 4.3.2. In particular, the analysis begins with the assumption that 
the system is in a collision state (state Si)  and the backoff stages of the transmitters are i and 
j, and the transition probabilities p(i,j), p(i,j) and p(i,j) are calculated. These three 
possible transitions are shown in Figures 5.7(a),(b),(c) respectively. 
Consecutively and without loss of generality, the scenario of Figure 5.7(b) is isolated, where 
in the state s2,  A is successful, and it is used for the derivation of the probabilities p(O,  j) j 
and p(0,j)Ii. Note that the probabilities p(0,j)Ii and p(0,j)i are being used and not 
the probabilities psc(O j) and p(0, j), which are the ones of ultimate interest, because, in 
this specific configuration, the former are conditional on the fact that in the state Si trans- 
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mitter A was in the specific backoff stage i. In fact, a transition to the state (Succ, 0, j) 
is possible to have followed after a state (Coil, *,j), where i' i and the corresponding 
transition probabilities Psc(O, i) Iit and p (0, j) Iit would be different. For example, the state ss 
(Suce, 0, 2) could have been preceded by all of the following collision states: (Coll, 0, 2), 
(Coll, 1, 2), (Coil, 2, 2),..., (Coll, RL - 1, 2), (Coll, RL, 2). It will be shown later in this chap- 
ter how p8 (0,j) and p(0,j) are obtained once all the conditional probabilities p8(0,j)Ii and ss 
p(0, j)Ii, i E [0, RLI have been calculated. For the moment, the analysis that follows ex-
plains how the expressions PC, (i,j), p(i,j), p(i,j), p8(0,j)Ii and p(0,j)i for specific 
values of i, j are derived. 
In particular, assuming an arbitrary known distribution for the DRV Y that describes the differ-
ence of the RTS transmissions in state Si,  one obtains the following: 
pcc (i,j) = P{—c < Y + X - XA < c}, 	 (5.20) 
p(i,j)=P{Y+X>X+c}, and 	 (5.21) 
PCs =p{x > Y+X3B+ c}. (5.22) 
Furthermore, analysing further the second scenario, where, after collision, A transmits suc-
cessfully, the transition probabilities Psc(O,  j) Ii and  p  (0, j) Ii will be calculated. Note that in 
general, after A takes over the channel successfully, and depending on the backoff stages i, j, 
there is a sequence of times when A is repeatedly successful (the self-transitions mentioned 
previously). At some point A fails to transmit successfully again and, consecutively, there is 
either a collision or B transmits successfully. This constitutes a real transition of the DTMC 
because the previous self-transitions are not taken into account. In Figure 5.7(d) an example 
of such a sequence of events is depicted, when A manages to transmit successfully for three 
consecutive times and then collision occurs (which is referred to as state 83 of the DTMC). The 
red arrows in Figure 5.7 show the time instants when the transitions of the embedded DTMC 
occur. 
The transition probabilities of Figure 5.7(d) are calculated using DRVs and truncated distribu-
tions as was done in the previous chapter. If Z 11 denotes the DRV that represents the remaining 
backoff slots of B after freezing (the subscript ij refers to the backoff stages of A and B being i 
and j respectively, and the superscript 1 shows that it is the first time that A manages to transmit 
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successfully in this sequence), then one obtains: 
z'l = x113 - (x + c) IX2B > x24 + C. 	 (5.23) 
Afterwards, station A is successful for a second consecutive transmission (one is interested in 
the probability that it is successful given that it was successful previously) with probability 
qi(O,Ali = P {Z1 > X 04 + c}. 	 (5.24) 
Also, the new DRV showing the remaining backoff slots of B after the second successful trans-
mission of its competitor is 
ZB ,2 = ZB,1 
- (x + c) Z'1 > X +  C. 	 (5.25)ij ii 	ii 
Following similar arguments and supposing that A is successful for the third time in a row one 
has: 
q2(0,j)i = P {Z' > x64  + c}. 	 (5.26) 
and 
- (x + e) IZ'2 > xo4  + C. 	 (5.27) ii 	ii 
Then, the values of the DRVs Z B ,3 and X are such that collision occurs with probability 
p(O,i)Ii = P {_ < 	- X ~ c} , 	 (5.28) 
where the superscript 3 means that A was successful for three consecutive times before collision 
occurred. 
Generally speaking (the reader should refer to the 'tree-structure' of Figure 5.8), after the initial 
collision state there are three possible states, i.e. collision, success of A and success of B. Con-
centrating on the success of A, this can be followed by a sequence of self-transitions, until the 
probability that A transmits successfully for the (N+1)st consecutive time becomes negligible. 
Let qk(O,j)Ii, k E [1, N] 3  denote the probability that, after A was successful for the (k + 1)st 
consecutive time, collision occurs as p(O, j) Ii, and the probability that, after A was successful Sc 
for the k + ith consecutive time, B manages to transmit successfully as p,,, (0, j)li• The states 
3 Note that, as defined the 'tree-structure', N is such that q (0, j) ji is very small. 
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Figure 5.8: The 'tree-structure 'for the analysis of the transition probabilities. 
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that are represented by grey circles are not DTMC states as mentioned previously. Also, note 
that all the probabilities above are conditional on i, meaning that in state Si,  A was in backoff 
stage i. 
The total probability that collision will follow in the state s3, conditioned on success of A 
occurring in the state s2 (this can happen after several self-transitions) can be calculated as 
follows: It is the probability p(O, j)Ii that collision will occur immediately after the first time 
A was successful, added to the probability p(O,j)i q i (0,j)Ii that collision will occur after 
the second time A was successful, provided that A indeed transmitted successfully for a second 
time etc.; in other words 
12 p8(0,j)Ii = p(O,j)Ii +p(0,j)Ii .qi (0,j)Ii + 
+ p(0,j)ji . qi (0,j)i ... . qN_1(0,j)Ii, 
Nr 	k-i 	1 
= 	p(0i)Ii fl q(O,j)Ii , where qo(O,j)i 	1. 	(5.29) 
k=1L 	 n=O 
Similarly, for the probability that success of B will take place in the state 83, conditioned on 
success of A occurring in the state 52,  one gets: 
p(O,j)Ii 
= 	1 	
n (0i)Ii]. 	 (5.30) 
After the derivation of p(0,j)Ii and p(0,j)Ii the ultimate aim is to calculate p8(O,j) and SS 
p(0, j) independently of i. Quoting from [72]: 
"Suppose we have a set of propositions {A, ..., A} which on information X are mutually 
exclusive, in other words 
P{A Z A,IX} = P{AZIX} . 5 j, where 8, is the Dirac function. 	(5.31) 
Then P {CIA, + A2 + ... + AX} is a weighted average of the separate plausibilities P {CIA 2 X}, 
i.e. 
- 





In the current case the event C corresponds to the event of a transition from a state (Suec, 0, j) 
to (Coil, 1, j (D 1) when referring to the probability psc(O, j), and that of a transition from a state 
(Succ, 0, j) to (Succ, 0, 0) when referring to p(0, j). X is the information of the previous 
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state (the one which was defined as s)  and 
{A1, & ..., A} = {(Coll,O,j), (Coil, 1,j), ..., (Coil, RL,j)}, 	(5.33) 
mutually exclusive states. From the above analysis one obtains the unconditional transition 
probabilities of interest: 
RL 
'y(Coll, i, j) Psc(O, j) Ii 
p3 (O,j) = 	 and 	 (5.34) 





, 	 (5.35) 
i=O 
where 'y(Coll, i, j) symbolises the steady-state probability that the system is in state (Coil, i, j) 
and  E [O,RL]. 
However, one can observe that in the last two equations the steady-state distribution of the 
DTMC appears and is still unknown. To overcome this problem an iterative method like the 
one of Chapter 4 will be adopted, where in the first iteration the steady-state distribution -y(.)  as 
well as the PMF of the DRV Y are defined arbitrarily (e.g. as uniform distributions), then, the 
transition probabilities are derived from the equations (5.20)—(5.22) and (5.34)—(5.35) based 
on that initial guess and, consequently, a new estimated steady-state distribution is derived 
according to the method described in the next section. The iteration process converges quite 
fast and independently of the initial assumption for the steady-state distribution. 
A final observation of this paragraph concerns the fact that, for the derivation of the transition 
probabilities Psc(O,  j) and p(0, j) the analysis was based on the assumption that the system 
state Si prior to state (Sncc, 0, j) was collision, (Coil, i, j). The results that will be depicted 
later show that this assumption does not sacrifice the accuracy of the proposed method. How-
ever, there is also a theoretical justification for this assumption being valid. As the DTMC was 
defined, the only state that can precede a successful state of the form (Sncc, 0, j), j 0 0 or 
(Succ,i 3 O),i 0 is a collision state (Coil,i,j). This is so because in the definition of the 
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DTMC self-transitions are not allowed. The only case where there can be a successful state 
before a successful state is in the scenario that, e.g., A is transmitting successfully, and at some 
point B takes hold of the channel and is the one who transmits successfully (see Equations 
(5.17) and (5.19)). However, the above case has a very low probability of occurrence. 
5.3.4 The steady-state distribution 
After the above analysis, the transition matrix, P, of dimension (1, 1), where I (RL + 1)2  + 
2RL + 1, is well defined. One can find the steady-state distribution of the embedded DTMC 
with numerical methods (e.g. using the technique of finding the eigenvectors which is supported 
in common software tools, e.g. in MATLAB®). In particular, if the steady-state probabilities 
of the embedded DTMC are denoted as v = [vo, vi, . ..], then v is calculated solving the linear 
system of equations: 0 
V = VP 
ye = 1, 	 (5.36) 
where e is a column vector with ones. However, in order to calculate the probability p', all the 
transmission attempts of the senders should be accounted for, a fact that is in contradiction to 
the exclusion of the self-transitions from the embedded DTMC. 
The way to come around this problem is to account for the number of 'steps' (often referred to 
in the literature as 'sojourn times') that the system stays in a successful state, in other words 
to adopt a Semi-Markovian approach. A Semi-Markov process is a generalisation of a Markov 
process, where, the distribution of time that the process spends in a given state is allowed 
to be general, as opposed to that of a DTMC, which follows a geometrical distribution [68]. 
Thus, in a Semi-Markov process, the transitions between the system states are governed by the 
same laws as the ones of the embedded DTMC; however, the sojourn times must be accounted 
for in order to derive the steady-state probabilities. In particular, let h denote the vector that 
defines the number of steps that the system stays in each of the I states. 4 For any collision state 
E [1, (RL + 1) 2 ] one gets h8  = 1. For the successful states, the number of consecutive times 
that e.g. station A manages to transmit successfully (assuming that the state of the DTMC is 
4 Here it is implied that the system states are enumerated sequentially from 1 to 1 in the following order: 
(Coll, 0, 0),(Coll, 0, 1)..... (Colt, 1,0) .....(Coil, RL, RL),(Succ, 0,0) 
(Succ, 0, RL),(Succ, 1,0).....(Suec, RL, 0). 
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(Sncc, 0, j)), conditioned on the backoff stage of A prior to the success being i, is 
N-I k 
h3Ii= E fj qn (o,j)Ii. 	 (5.37) 
k=O n=O 
The unconditional number of steps h3 that the system stays in a state .s E [(RL+ 1)2+1,  (RL+ 







E 'y(Coll, i, j) 
i=O 
After finding the vector h, the steady-state probabilities are given by: 
Vi  h = 	
, 	E [1, 1]. 	 (5.39) 
j=1 
The conditional collision probability p' is calculated as the sum of the steady-state probabilities 
of all the collision states 
(IIL+1 )2 
p' = 	'yj. 	 (5.40) 
j= 1 
As far as the backoff-dwelling probabilities 	are concerned, one is interested in the system 
states from a transmitter's point of view. This means that, if, without loss of generality, station 
A is chosen, the system states (Succ, i, 0), i > 0 should be excluded (these are not transmitting 
states of A). Due to the flexibility of the proposed framework this can be done easily by con-
sidering the corresponding sojourn times to be zero. All the other sojourn times as well as the 
transition matrix P are the same as before. Thus, if one denotes the sojourn time vector and the 
steady-state distribution vector from a transmitter's point of view as h and ' respectively, then 
similarly 
= v hi 
, i E [1,1], 	 (5.41) 
/i . 
j=1 
where h differs from h only in that the sojourn times of the states (Succ, i, 0), i e [1, RL] are 
zero. 
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I Formulate DTMC described by transitions in Figures 5.4,5. 
Throughput deriva tio 
 Assume arbitrary distribution 
I 	 for Semi-Markov steady-state 
the collision 
Estimate transition probabilities 
from (5.20)-(5.22) and (5.34),(5.35 
Derive the backoff-dwelling 
probabilities from (5.4 l),(5.42 
Estimate steady-state probabilitie 
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states and given by (5.38) 
for successful states 
Calculate the throughput 
from (5.8) 
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of Semi-Markov process by (5.39)1 
!~es 	 No  
Figure 5.9: This flow chart provides an overview of the analytical method followed, in order to 
derive the saturation throughput of a hidden terminal that employs BEB. 
Finally, in order to find the steady-state probability 	that transmitter A, for instance, is in the 
backoff stage i, one simply has to add the previous steady-state probabilities that correspond to 
all the possible states where the stage of A is i. Thus, 
RL 
= >(Coll,i,j), i E [1,RL] 
= >(Coll,O,j) + >(SnccO,j). 	 (5.42) 
The process followed for the derivation of the collision probability, the backoff-dwelling distri-
bution and, ultimately, the station throughput is summarised in Figure 5.9. 
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Figure 5.10: The throughput is plotted against the DATA packet size for two different sets of 
parameters of the BEB. Set 1 corresponds to a maximum backoff counter value of 
1024 and RL equal to 6, whereas Set 2 corresponds to a maximum counter value 
of 256 and RL equal to 4. For both sets of parameters the analytical model has 
a very good match to the simulation results. Both transmission rates are set to 1 
Mbps. 
5.4 Validation of the model 
In order to validate the accuracy of the proposed analytical model, it is essential to com-
pare the above, theoretically obtained values with their corresponding counterparts, measured 
from simulation runs in NS2. Although only a subset of the results is presented, the method 
shows a consistently high agreement to the simulation results as far as throughput, collision 
probability and backoff-dwelling distribution are concerned for all system parameters exam-
ined. The considered topology is the classic hidden terminal scenario presented in Chapter 
4 (Figure 4.1), where stations A and B are continuously backlogged. DATA packets of size 
Ld = 1256, 512, 1024, 1536, 2048, 22941 bytes are used. The access scheme used in this sec-
tion is RTSICTS; however, a straightforward extension to the Basic Access scheme (see Section 
4.3.3) is possible. Each simulation point in the graph corresponds to the average of the corre-
sponding metric (e.g. throughput, backoff-dwelling probability, collision probability) over 10 
different trials for 200s simulation time. 
In Figure 5.10 the throughput of one of the transmitters is plotted against the packet size. The 
parameters used are RL = 6, W0 = 32 and m = 5 for the parameter Set 1 and RL = 4, 
WO = 32 and m = 3 for the parameter Set 2. Both transmission rates (BasicRate and DataRate) 
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Figure 5.11: The throughput is plotted against the DATA packet size for 2 Mbps BasicRate and 
11 Mbps DataRate. Set 3 corresponds to a maximum backoff counter value of 
1024 and RL equal to 6, whereas Set 4 corresponds to a maximum counter value 
of 256 and RL equal to 4. 
are set to 1 Mbps for this graph. Due to the obvious symmetry of the considered topology and 
the assumption that, both transmitters are characterised by the same protocol parameters, they 
share an equal part of the bandwidth in the long-term, as can be verified by the simulations. 
Furthermore, the throughput (expressed in Kbps) is an increasing function of the DATA packet 
size. One can also observe that in the case (parameter Set 2) when the nodes' backoff times are 
distributed over shorter intervals, the probability of them making simultaneous transmissions 
during the vulnerable period, so that collision is caused, increases. This has a direct decreasing 
effect on the station throughput. As far as Figure 5.11 is concerned, the parameters used are 
the same as before, with the exception of the transmission rates, which are 2 Mbps for the 
BasicRate and 11 Mbps for the DataRate. The model proves to be consistently accurate, when 
compared to the simulation results, for any combination of the parameters. As a sidenote, 
it can be observed that the throughput of the topology under consideration greatly improves 
when higher transmission rates are used. This is due to two main reasons: primarily, with 
the increased rates the time of packet transmission is considerably reduced, and that has an 
increasing effect on the station throughput, and, secondly, the vulnerable period, which is in 
this example dependent on the transmission time of the RTS packet, is reduced, causing less 
collisions and, thus, improving the throughput of both transmitters. 
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(a) The parameters used are RL = 6 and 	(b) The parameters used are RL = 4 and Wmax = 
Wmax = 1024. 	 256. 
Figure 5.12: The Backoff-dwelling distribution for the parameter Sets 3 and 4. Note that a 
BasicRate of 2 Mbps and a DataRate of 11 Mbps are used for this figure. The 
model is consistent with the simulation results for both cases. 
dwelling distributions, a few interesting conclusions can be drawn. In particular, in Figures 
5.12(a) and 5.12(b) the backoff-dwelling probability is plotted for each backoff stage for the 
parameter Sets 3 and 4 correspondingly. It is evident that the proportion of time spent in the 
different backoff stages tends to be more equally distributed for the Set 4, where the backoff 
counter only reaches 256. In other words, the stations are more likely to be found in the initial 
backoff stage (remember that a station goes in the backoff stage W0 after a successful trans-
mission) for 'wider' backoff distributions. This observation agrees with the results shown in 
Figure 5. 11, where the throughput of the Set 3 is higher than that of the Set 4, even though the 
time period when the channel remains idle is bigger for the parameter Set 3. Finally, a very 
good match of the theoretically obtained probabilities to the simulation measured probabilities 
is evident for both cases. 
Moreover, the conditional collision probabilities p2 obtained by (5.2) are compared with the 
ones measured in the simulations for the parameter Set 1. Again, the proposed model proves 
to be highly accurate. In Figure 5.13 one can confirm the observation made in Section 5.1, 
i.e. that the probability of collision becomes higher as the node enters into higher backoff stages 
in the hidden terminal topology. This justifies the use of distinct collision probabilities for the 
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Figure 5.13: The collision probabilities pi vs. the backoff stage, as calculated by the analytical 
model for the hidden node topology, and as measured in the simulations for both 
hidden and connected topologies. The station of the connected topology never 
goes in the higher backoff stages, and, thus, the respective pi's are not defined 
different backoff stages of the station in the proposed model. To give more insight into this 
the respective collision probabilities of a fully-connected topology (stations A and B can 'hear' 
each other) are also plotted in Figure 5.13, keeping all the other parameters of the scenario 
identical. Two key observations can be made: Firstly, the conditional collision probability on 
average is higher in the hidden node topology than in the fully-connected topology. Actually, 
it was noticed in the simulations that, as far as the latter is concerned, the transmitter never 
goes in the higher backoff stages. Secondly, the assumption of [2] that in fully-connected 
networks the conditional collision probability can be considered constant and independent of 
the backoff stage is very close to the truth. However, this is clearly not the case in the hidden 
node topology5 . 
5.5 A stricter but computationally inefficient mathematical solu-
tion 
The consideration of a Semi-Markov chain in the above analysis and the adoption of an iterative 
technique in order to find the steady-state probabilities, and, subsequently, the metrics of inter- 
5 This can be noticed if the average conditional collision probability is calculated as the weighted average of the 
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est, were necessary because of the choice of the fundamental system state as a triple (E, i,j). 
The first degree of freedom of the state, event E, has only two possible values, collision or 
success, but it is the one that forces us to exclude the self-transitions in order to preserve the 
Markovian characteristics of the process. 
5.5.1 Introduction of the model 
A stricter mathematical solution to the problem is the description of the channel contention 
state as a triple (SC, i, j), where i,j are the backoff stages of the two transmitters A and B 
respectively, but LC is the difference of the backoff counters at the time instant when one of 
the senders attempts transmission. In particular, if GB (CA) is the value of the backoff counter 
of B (A), then LC is defined as follows: LC = GB - CA. This definition describes the process 
in detail, since collision is translated into the value of i.iC being in the interval [—c, +cJ, where 
c is half the vulnerable period in slots, successful transmission of A is translated into LC > c 
and successful transmission of B is translated in LC < —c. The transition probabilities can be 
derived in a similar way as has already been described in this thesis. An analytical derivation 
for the former, as well as a more detailed description of the model can be found in [74]. The 
definition and formulation of this model is not done by the author, but by Dr. Konstantinos 
Drakakis; however, the analysis presented in the following section that derives several metrics 
of interest, and the relevant results presented afterwards, are the author's contributions. 
5.5.2 Derivation of metrics of interest 
The collision probability as seen by the receiver, p', can be easily calculated by the model of 
Section 5.5.1, since p' is, by definition, the sum of the probabilities of all states leading to a 
collision, namely: 
RLRL c 
ir(C,i,j). 	 (5.43) 
i=O j=O AC=—c 
Moreover, the packet loss ratio, denoted as plr, can also be derived from the model. The packet 
loss ratio is the ratio of packets that are dropped after they have been retransmitted for RL 
times, over all the packets that were actually sent by the MAC layer. Equivalently, the packet 
loss ratio can be viewed as the probability that a transmitted packet is dropped. Assuming, 
without loss of generality, that the computation is carried out for node A, this is the probability 
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that the system reaches a state where i = RL and kCI < c over the aggregate probability 
of all the states the system can reach, while A attempts to transmit the packet (successfully or 
unsuccessfully). Therefore, the packet loss ratio is: 
ir(tC,RL,j) 
j=O AC=—c  (5.44) pir = 
ir(LC,RL,j)+ 
j=O AC=—c  
RL RL Wj+C 
>i E E ir(iC,i,j) 
j=O i=O C=c+1 
As far as the delay-sensitive applications are concerned (real-time traffic), the distribution of 
the delay is also of primary importance. Let's define E[D] as the expectation of the delay that 
a transmitted packet experiences until it is sent successfully to its recipient, or it is ultimately 
dropped by its sender. In particular, focusing again without loss of generality on station A, the 
first moment of the delay can be viewed as the average transition time between an 'initial' state 
(AC, 0, j), where LC can take any allowed value (this is the state of the chain that describes 
the arrival of a new packet for node A), and a 'final' state, that is either of the form (LC, i, j), 
where LC > c (this is the state of the chain that describes a successful transmission by A) or 
of the form (AC, RL, j), where kCI < c (this is the state where A has already transmitted 
this packet RL times and since collision occurs again, it has to drop the packet). Note that in all 
the previous expressions the backoff stage j of B can take any allowed value, i.e. 0 <j < RL. 
Let I denote the set that comprises the 'initial states', and e denote the set of the final states. 
Similar mathematical problems are solved using the so-called 'time to absorption' [70, 751. 
Using this formulation, one decomposes the state space 0 to a class of transient states T and a 
class of absorbing states F, such that Q = I' U T. The expected value of the time to absorption 
is the average duration between the time instant when the system is in a transient state of the 
system (belonging to class T), and the time instant when it exits from the class T of transient 
states. Clearly, in the suggested model the class of absorbing states coincides with what was 
defined as set e, and the class of transient states with e. For the derivation of the expected time 
to absorption the substochastic matrix Q is necessary, which is a square matrix whose elements 
are the transition probabilities from state k to state n, where both k and n belong to the set 
G. Given a vector R = (rk), whose elements rk are a reward that is assigned to the state k of 
the set 0 , the expected value of the aggregate reward until absorption for the state k k e ® is 
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Figure 5.14: The expected value of the delay E[D] is plotted against the data packet size for 
the parameter Sets 2 and 4. 
given by: 
AR= (ark) = ( I - Q)'R, 	 (5.45) 
where I is the identity matrix. 
In the present application the reward vector R contains the average time duration of an arbitrary 
state k 	(/.C,i,j), i.e. 
F 	 ,LC< —c 
rk = C+(W-1)/2 ,jL1CI<c 
L+(W2 -1)/2 ,C>c 
Since one is interested in the expected value of the delay from an initial state belonging to the 
set I to an absorbing state of e, the desired metric can be obtained using the sum for all states 
k that belong to the set I, weighted by their respective steady-state probabilities as follows: 
>Jr(k)ark 
E[D] = kEl 	 (5.46) 
kE I 
Note that although the steady state probabilities of the MC are independent of the data packet 
size and so are the collision probability and the packet loss ratio, the expected value of the delay 
is strongly dependent on the latter parameter. 
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Detailed Model Iterative Method I Simulation] 
p Set 1 0.2548 0.2566 0.2566 
p Set 2 0.5009 0.5043 0.5020 
p Set  0.2495 0.2510 0.2503 
p Set 4 0.4632 0.4663 0.4660 
pir Set 1 1.95% 1.92% 1.94% 
plr Set 2 8.66% 8.35% 8.88% 
plr Set 3 1.38% 1.34% 1.37% 
plr Set  6.06% .5.62% 6.16% 
Table 5.1: Comparison between the mathematical models (both the detailed and the iteration-
based) and the simulation results for the collision probability and the packet loss 
ratio. 
In order to validate the model presented in this section, performance results are derived for the 
three performance indices defined above. Furthermore, the theoretical results are compared 
with the simulation results obtained from NS2. A very good match to the simulation results is 
evident for all the metrics considered. Figure 5.14 depicts the expected value of the transmission 
delay E[D] with respect to the data packet size for the parameter Sets 2 and 4. These sets 
have identical backoff related parameters, and are different only in the transmission rates. As 
expected, the average time for a completed transmission (either a successful or a failed one) 
is much higher for the case of lower transmission rates, both because of the longer packet 
transmission times and also because of more frequent collisions. An almost linear relation of 
the mean value of the delay with the packet size can be observed. 
Furthermore, Table 5.1 presents the two other performance indices, namely the collision proba-
bility and the packet loss ratio. It can be observed that the detailed model (i.e. the one presented 
in Section 5.5) proves to be a very good match with the simulation results for both metrics calcu-
lated. As a sidenote, one can observe that, with the transmission rates kept constant, the packet 
loss ratio and the collision probability are lower for the cases of 'wider' backoff distributions 
(parameter Sets 1 and 3), as expected. 
However, the complexity of the detailed model presented in this. section is very high, as the 
state space grows exponentially with the number of backoff stages. In particular, the dimension 
of the square transition matrix of the DTMC (1*, 1*) is given by the formula: 
RL RL 
1*=>>[Wj+Wj+2c_1]. 	 (5.47) 
i=O j=O 
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As an example, it is mentioned that for the MC that gives the solution for the parameter Set 2, 
the dimension is 1* = 8035 and for the Set 1, 1* = 44275. Thus, it is evident that the state space 
can easily reach hundreds of thousands of states or more, misusing both memory and processing 
time. As a comparison, the reader is reminded that the iterative method allows the dimension of 
the state space to be only 1 = 34 and I = 62, respectively, for the parameters considered above. 
The reduction in the processing time is considerable as well: it goes from several hours down to 
several seconds. If this fact is taken into consideration along with the negligible differences in 
the performance results (see Table 5.1), the conclusion is that the iterative solution is preferable 
for a real application. 
5.6 Conclusions 
The present chapter had the aim of showing that the analytical model presented in Chapter 4 is 
extendable to the BEB and, subsequently, to an arbitrary backoff distribution, with a suitable 
change of definition of the basic parameters and states that define the channel contention. It 
was shown that with the aid of an iterative method similar to the one presented in Chapter 4, 
the problem can be solved quite efficiently and with a high degree of accuracy. The model 
no longer assumes a constant collision probability throughout the backoff process, as is the 
usual assumption in a fully-connected network analysis, and this modelling approach is justified 
appropriately. A detailed Markov model is also presented, which does not rely on an iterative 
method, but, although it is highly accurate, it lacks computational efficiency and, thus, only 




This thesis has contributed to the development of suitable mathematical modelling methods 
for the analysis of the performance of a wireless, random access based network. In fact, the 
proposed models lie on either side of the line between high modelling accuracy and scalability. 
This concluding chapter will give a summary of the main methods and results presented in the 
different chapters and, hopefully, serve as a motivation for further research. 
6.1 Summary of results 
The problem of finding a mathematical model that accurately describes the channel contention 
in a CSMA network, and is at the same time sufficiently general and scalable, has concerned 
the research community during the last three decades. Several solutions have been proposed, 
each incorporating its own assumptions, and each attempting to grasp different aspects of the 
complex phenomena that take place when two or more stations of the same neighbourhood 
contend for the occupancy of the wireless medium. Hopefully, this thesis has added a small 
contribution to this continuing process by proposing two different methods of approach, each 
lying on either side of the line between high accuracy and scalability. 
Until recently, research papers were dealing with interferers in a wireless network sporadically, 
usually considering as the only example the classic hidden node problem, or the exposed node 
problem. Realising this gap, the first part of the thesis was devoted to the identification and 
the systematic analysis of all the possible topologies that can cause interference to an ongoing 
transmission, when the nodes of interest employ a CSMA MAC protocol. It was observed 
that the effect that different interferers have can vary quite heavily, and is highly dependent 
on whether the transmitter or the receiver is in range of the interferer, and, also, on the time 
that the interfering transmission started. Thus, there are topologies that can cause very minor 
problems to the ongoing transmission or can even occur in parallel to the latter, others that force 
the transmitter to defer for a certain period of time, and, finally, others that lead to collisions. 
Thus, a systematic description of the respective collision probabilities is performed, and, then, a 
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simplified model is developed that attempts to incorporate the effect of all these different types 
of interferers, under the assumption of a single interfering pair at any one time. Later in the 
thesis, this assumption is lifted and a corrected version of the model is developed, where it is 
included that the interferers themselves may not be successful in their attempt. 
However, the necessity to keep the model tractable, since it is desirable to keep it as much 
general as possible, forces the adoption of the following assumption: Every interferer of the 
pair under consideration is assumed to have the same transmission and collision probability 
as the pair itself. This hypothesis does not seriously affect the accuracy of the model when 
the connectivity graph of the network is symmetrical, e.g. in a star topology or in the central 
part of a grid topology. However, in a more general case, where there are significant boundary 
effects, the model fails to show high accuracy, managing only to follow the performance trends. 
Moreover, the independence assumption that is also adopted, as it is the only way to solve a 
network consisting of many nodes, has an impact on the results when random networks are 
examined. Finally, even in entirely symmetrical networks, there are sets of parameters that 
make the model more or less consistent when compared to simulation results. 
The latter observations, which were also verified when reviewing and implementing several 
other modelling methods, served as the motivation for the main contribution of this thesis, pre-
sented in the Chapters 4 and 5. In particular, there it is explained why traditional models, that 
borrow tools suitable for a fully-connected network, fail to give a consistent and independent 
of the transmission parameters performance. Such assumptions are the well known decou-
pling approximation, the description of the channel evolution as a regenerative process, and the 
hypothesis that the first central moment of the backoff distribution is always bigger than the 
vulnerable period. 
On the other hand, a novel technique to model the channel time is introduced, which does not 
rely on the former assumptions. On the contrary, it is based on a constant and objective for all 
the stations unit of time, i.e. the protocol defined channel slot, and redefines the transmission 
probability according to this new timescale. Moreover, the complexity of the interfering sce-
nario is grasped via the examination of the joint behaviour of the contending stations, and also 
via the use of random variables for a detailed analysis of several crucial parameters. The case 
of an arbitrary length of the packet that initiates the communication handshake is addressed. 
Finally, it is shown that the process that describes the channel evolution is not regenerative, 
but is characterised by a Markov dependence. Based on this framework, expressions for the 
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conditional collision probability and the station throughput are derived in the saturated case, 
presuming that the nodes employ a constant contention window for the backoff process. 
The latter assumption is later relaxed, and the model is extended to describe the BEB mecha-
nism proposed by the IEEE 802.11 protocol, or, similarly, an arbitrary distribution of the back-
off counters. The system is modelled with the aid of a Discrete Time Markov Chain embedding 
the channel evolution and an accompanying Semi-Markov process. The Markovian state space 
is kept relatively small with the adoption of an iterative technique, which, independently of 
the initial estimates, converges to the correct steady state distribution. The iterative technique 
is finally compared to an exact model of the channel evolution; however, it is observed that 
the former performs almost equally well with the detailed model and has a several orders of 
magnitude lower computational complexity. Thus, it is preferable for a real system application. 
6.2 Suggestions for an optimal configuration of IEEE 802.11 sta-
tions 
In this section, some useful suggestions to the system designer will be outlined, that have arisen 
from the insights that the proposed analytical framework provided'. In particular, an optimal 
value of contention window exists for the RTSICTS scheme, regardless of the data packet size. 
The value for the configuration considered in this thesis is around 128; however, it is suspected 
that, when multiple hidden nodes exist, this optimal value will increase, due to more frequent 
collisions. 
Moreover, RTS/CTS seems to be preferable over Basic Access, when low contention window 
sizes are to be used, e.g. for delay-sensitive applications, such as voice or video streaming. 
On the contrary, for large contention windows and high data rates, Basic Access outperforms 
RTS/CTS, especially for small packets. Regarding the data rates that should be selected, it is 
suggested that, when low rates are going to be used—the latter are preferred when the physical 
channel is unreliable, due to the greater redundancy that the modulation techniques of low rates 
exhibit—Basic Access should not be adopted for almost any data packet size, since it is almost 
impossible to avoid collisions, even with a high contention window. RTS/CTS is a far more 
efficient option in these situations. Furthermore, if Basic Access is to be used, the data flows 
'The suggestions refer to networks where hidden terminals exist and cannot be applied directly to a fully -
connected network, since in the latter, the behaviour may follow different rules [2]. 
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should preferably be fragmented into smaller packets, as the latter can be transmitted more 
efficiently; however, for RTS/CTS, as the vulnerable period is not dependent on the data packet 
size, it can be verified that, the longer the data packet, the more the information bits that are 
delivered successfully. 
Finally, as far as the BEB is concerned, it is observed that, for low transmission rates, a rel-
atively 'wide' BEB outperforms even an optimal contention window size for the RTS/CTS 
scheme, as its dynamic adjustment to the channel contention seems to improve the overall 
throughput, whereas, for the higher transmission rates, the advantage of using the BEB is very 
small and is gained at the expense of the short-term fairness. If the parameters of the BEB 
(i.e. the retry limit and the minimum/maximum contention windows) are adjusted, so that the 
backoff distribution becomes more narrow, the above behaviour is alleviated; the optimal con-
tention window performs equally well and, also, the fairness is improved. 
6.3 Future research areas 
There are several areas of this thesis that can be extended through future research. These 
research directions are outlined below: 
• The model developed in the first part of the thesis, that attempts to calculate the through-
put in an entire network, suffers from pessimistic results, as can easily be observed in 
the relevant graphs. This is due to the simplifying assumption that to keep the model 
scalable, it was presumed that all the neighbouring stations have identical fundamental 
transmission parameters, i.e. transmission and collision probability. A more complex 
model, incorporating the fact that some nodes may be in a better position, because they 
may lie for instance in the border of the network graph, seems an appropriate field for 
further research for networks of finite and small size. 
• The models presented in the Chapters 4 and 5 may, quite straightforwardly, derive expres-
sions for the average delay of a successfully transmitted packet (excluding the queueing 
delay at the station's buffer). This is easy to compute in the proposed framework, since 
the delay comprises a number of steps, i.e retransmissions, experienced by the packet 
until its successful reception. The number of these steps may be 1,2,...,RL + 1; there-
fore, since in both the CCW and also the BEB case, the respective collision probabilities, 
and, consequently, the probabilities of success can be computed by the models, the final 
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delay is simply the sum of the delays incurred in each step (C for a collision step and 
L for a successful step, added to an expected backoff time), weighted by the respective 
probabilities of the packet entering the kth step, i.e. the packet being retransmitted for 
the kth time. 
• The proposed modelling approach regarding the classic hidden terminal topology case 
manages to show very high accuracy and consistency of performance evaluation under 
all the considered parameters. Moreover, deep insights into the channel contention are 
provided. However, it still remains a challenging research problem to extend the intro-
duced method to a multiple interferers case. Due to the expected exponential growth 
of the state space, it is a real challenge to identify some key points where certain as-
sumptions can be introduced, not 'light-heartedly', but in a consistent and quantifiable 
manner. 
• The present thesis adopts the assumption that the stations are working with their buffers 
non-empty at all times, i.e. in the saturated region. An extension of the model to include 
some form of packet arrival process is desirable as a future research direction. Moreover, 
the cases where the transmission and the carrier-sensing range are-different, or where 
they are not perfect circles (more realistic physical layer modelling) would also be quite 
interesting. 
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Detailed Description of the Iterative 
Method 
This appendix will elaborate on the details of the iterative method described above and give 
the corresponding equations. Throughout the appendix the term combination will be used, so 
it would be useful to explain exactly what is meant with this term. Suppose that a random ex-
periment with two possible outcomes, E and E, which occur with corresponding probabilities 
P {E} and 1 - P {E} is performed. After each trial, a RV I is observed, which follows differ -
ent distributions according to the result of the trial. Suppose that F (FP), defined over a set 
SE (Sr), represents the Probability Density Function (PDF), if one refers to continuous RVs, 
or the PMF, if one refers to DRVs, of the RV I, conditioned that the outcome of the experiment 
is E (E). According to probability theory [72], the unconditional PMF (or PDF) of I is given 
by the following equation: 
Fj(x)= PIE} .F!(x)+(1 — PIE}).F(x), xESEUS. 	(A.1) 
Note that in the above equation F(x) = 0 for x E SE U S - SE. This definition is inferred 
each time the author refers to the combination of two RVs. Symbolically the notation A ED B is 
used for the combination of RVs A, B, where e.g. A = lIE and B = lIE. 
The case described in Figure 4.11(a), i.e. collision followed by collision, provides the probabil-
ity that collision occurs, conditioned on collision preceding, so as mentioned before 
pC =P{— c_<Yn_1+XB — XA: ~ c}. 	 (A.2) 
Furthermore, the corresponding conditional distribution Y, 1, is equal to 
Y=Y fl l+XB — XAI — c<_Yn_1+XB — XA:5c. 	 (A.3) 
When the case examined is collision followed by success (Figure 4.11(b)), two occurrences 
are possible. In the first, transmitter A is successful. The probability p A  that A is successful, CS 
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conditioned on collision preceding, is 
PCs = P {X,, > XA + C - 	 (A.4) 
Also, the consecutive distribution of the remaining backoff slots for the sender B, after it 
froze its counter because of the successful transmission of A, is given by Z,C = X  - 
VA + c - Y_1) 1 X > X + c - Y1. On the contrary, if B is successful conditioned 
on collision occurring, then the corresponding probability would be 
PCs 	>XB+c+Yfl l}, 	 (A.5) 
and the distribution of remaining backoff slots would be Z,c = XA - ( XB + c + Y_1) I XA > 
XB + c + Y_i. The ultimate DRV which expresses the distribution of remaining backoff slots 
of the freezing station, conditioned on collision preceding, and independently of which trans-
mitter is successful, is given by 
= zT4,c 	 (A.6) 
with corresponding weights p/ (p + p) and p/ (pCs  + pg). 
Following the same method, one can resume the analysis with the case when success is followed 
by collision (Figure 4.11(c)). Supposing that the transmitter who was successful in the state 
sn-1 was A (this occurs with probability 1/2 as in this scenario, as was mentioned already, the 
two transmitters share an equivalent part of the bandwidth in the long-term), then the probability 
that collision follows, conditioned on A being successful previously, p, is obtained by the 
following equation: 
PSC = P{—c < Z_1 - XA <c}. 	 (A.7) 
Furthermore, the distribution of time differences among RTS packets, conditioned on success 
of A preceding, is = - XAI - c < Z_1 - XA < c. On the contrary, if B was 
successful in sn_i (probability 1/2), then: 
PSC 	 (A.8) 
and yBs = XB - 	I - c XB - 	< c. As a consequence, the transition probability 
Psc is given by 
11 
psc=.p4c+...psc, 	 (A.9) 
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and the DRV Y, as defined in Section 4.3.2, is derived as 
vs = yA,s y,s 	 (A.10) .•n 	n 
with both weights being equal to 1/2. 
Finally, concerning the case where success is followed by success (Figure 4.11(d)), two differ-
ent cases can be distinguished, i.e. BB and BA, using the notation that was introduced previ-
ously (the other two possible cases AA and AB are very similar). Between the two scenarios, 
BA occurs with probability 
	
BA = P{XB > Zn_i + c}, 	 (A.11) SS 
and the corresponding DRV depicting the remaining backoff slots, conditioned on BA occur -
ring, is ZA,S = XB - (Z_1 + c) IXB > Zn_i + C. Similarly, when the scenario under 
consideration is BB, which happens with probability 
BB p=P{Zn_i >XB+C}, 	 (A.12) SS 
the remaining backoff slots are given by the DRV ZB,S = Zn_i - (Xii + c) IZni > XB + 
c. Consequently the DRV describing the remaining backoff slots of a sender after freezing, 
conditioned that in the state Sn—i  success had also occurred, is 
Zns = 
Z.BA,s ED Z" 	 (A.13) 
with corresponding weights pBA / ( BA + B) and B/ (P BA +SS 
After obtaining expressions for the conditional distributions Y, Y, and Z7 , Z, the ultimate 
aim is to derive the corresponding distributions Y and Zn  independently of the previous state 
Sn-1 Firstly, as far as Yn is concerned, the notion of combination will be applied, as defined at 
the beginning of Appendix A. Particularly for this case, I is the distribution of RTS differences, 
given that collision follows immediately afterwards, and the event E (E) is the event of collision 
(success) in the state 3n1, conditioned on collision following in s (let's denote the respective 
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probabilities as  {Coll n_iIColln } and P{Snccn_ i IColln }) 1 . Thus: 
Y=Y 7 e?Y,. 	 (A.14) 
As was mentioned before, the corresponding weights are obtained as posterior probabilities 
according to Bayes' Theorem as follows: 
P{Coll n_iIColln } P{Col1} = P{Coll n IColln_i} P{Col1_1}, 
P{Colln_ilColln} = p, 	 (A.15) 
because in the steady state P {Coll} = P {Coll_ i }, and also from the definition of Pcc 
follows that P {Coll n IColln_i} = Pcc Similarly, for the second weight one can get: 
P {Succ n_iIColln} P {Col1} = P{Coll n ISuce_,z _i} P {Succ,2_i} 
P{Succ.iICo1l n} = 1 —p, 	 (A.16) 
(A.16) is derived because in the steady-state and from the definition of p', the following equa-
tions hold: P { SUCCn_l } = 1—p' and P {Col1} = p'. It is also true that P {Coll I Snccn_i } = 
p, so with the help of (4.17) and after some algebra, (A.16) is derived. Equivalently, the DRV 
Zn is obtained as 
Z=Z3Z. 	 (A.17) 
with corresponding weights 
P{Co1l_iISucc} = Psc, 	 (A.18) 
and 
P{S'ucc_iISucc n } = 1 Ps'. 	 (A.19) 
'Note that here posterior probabilities are used. The expression 'conditioned on collision following', even though 
it may seem awkward, is very useful in the probability theory and uses information about later events (in general not 
necessarily later in time, but later in the logical chain, although in our case these notions coincide) to determine the 
conditional probability of prior events. For a very interesting simple example the reader is referred to paragraphs 
3.2 and 4.1 of [72]. 
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Derivation of the Steady-State 
Probabilities of the Markov Chain 
This appendix provides the analysis of the chain of arguments that yield the steady-state prob-
abilities of the Markov Chain presented in Figure 4.7. The same procedure is followed for the 
derivation of the steady-state probabilities of the MC of Figure 5.3, thus, it will not be repeated 
here explicitly. From the balance equations of the MC we have the following relations: 
(B.1) 
because the respective transition probabilities are all equal to 1. It is also true that 
Pflrm ,m e [1,W -1], (B.2) 
as the station goes into the first slot of a sequence of freezing slots with probability p.  More-
over, 
o+(1—p1)irm +ir = 7rm 1= 
+ (1 - pf)lrrn + Pflrm = lrm l 
70 + 7 	= 7rm 1, 	 (B.3) 




, m E [1, W - 1]. 	 (B.4) 
The normalisation condition (the sum of all the steady-state probabilities of the ergodic MC is 
equal to 1) is then applied, so that one more independent equation is obtained and, thus, the 
above system of equations can be solved, i.e. 
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W-1 	W-1 F 
>7tm+ 	 (B.5) 
m=O 	m=1 i=1 
Replacing in (B.5) the balance equations (B. 1) and (B.2) one derives: 
W-1 	 w-1 
7ro+1lrm+F.pf.>7rm1, 	 (B.6) 
M=1 	 m=1 
which, with the help of (B.4), becomes 
W-1 
W—m 
7ro+(F.pj+1)> 	w 7r=1, 	
(B.7) 
7n=1 
from which the final expression for 7r0 is derived: 
2 
lro 
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