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Abstract
We introduce a framework for calculating greedy sparse approximations to signals based
on elements of continuous wavelet systems. The method is based on an extension of the
continuous wavelet theory. In the new theory, the signal space is embedded in larger abstract
signal space, which we call the window-signal space. There is a canonical extension of the
wavelet transform on the window-signal space, which is an isometric isomorphism from the
window-signal space to a space of functions on phase space. Hence, the new framework is
called a wavelet Plancherel theory, and the extended wavelet transform is called the wavelet-
Plancherel transform. Since the wavelet-Plancherel transform is an isometric isomorphism,
any operation on phase space can be pulled-back to an operation in the window-signal space.
Using this pull-back property, it is possible to pull back a search for big wavelet coefficients to
the window-signal space. We can thus avoid inefficient calculations on phase space, perform-
ing all calculations entirely in the window-signal space. We consider in this paper a matching
pursuit algorithm based on this coefficient search approach. Our method has lower compu-
tational complexity than matching pursuit algorithms based on a naive coefficient search in
continuous wavelet systems. Moreover, our method has comparable computational complex-
ity to greedy discrete wavelet methods, while the resolution in phase space of our method is
squared in comparison to discrete methods.
1 Introduction
In this paper we deal with the problem of constructing sparse approximations of signals using a
sparse number of coefficients from a continuous wavelet system. In a general sparse approximation
problem, we consider a Hilbert space of signals S, and a dictionary D. A dictionary is informally
a collection of elements D ⊂ S, called atoms, such that every signal s ∈ S can be represented in
some linear manner as a combination of elements of D. One example is when the combination is
discrete, namely s =
∑
f∈D cff , where cf are scalar coefficients (An example is when D is a frame
[10]). Another example is when there is some measure in D, and the combination is an integral
of the form
s =
∫
f∈D
cff df. (1)
In this paper we deal with the later case, and specifically focus on continuous wavelet transforms.
A continuous wavelet transform is based on taking the inner product of the input signal with
a set of transformations of a special signal, called the window. Such a transform is defined as
follows. Let G be a manifold, and let pi : G → U(H) be a mapping from G to unitary operators
in H. Consider a Radon measure on G, and consider L2(G) as the output signal space of the
generalized wavelet transform. A generalized wavelet transform is defined to be
Vf : H → L2(G) , Vf [s](g) = 〈s, pi(g)f〉 . (2)
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The window f ∈ S is a constant of the transform, and the independent variable of the output
signal Vf [s] ∈ L2(G) is denoted by g. The manifold G is called phase space, and Vf [s] is a function
on phase space. Some examples are the short time Fourier transform (STFT) [15], the continuous
1D wavelet transform [16][6], and the Shearlet transform [18]. To see that a continuous wavelet
transform falls under the umbrella of a dictionary, we note that under some conditions that will
be specified in Section 2, we have the following reconstruction formula
s = C
∫
Vf [s](g) pi(g)f dg,
which is indeed an instance of (1). Here, C > 0 is a normalization factor.
A discrete wavelet transform is based on a discretization of a continuous wavelet transform.
Namely, assume that there is some sampling {gn}n∈N ⊂ G, such that the mapping
Wf : S → l2 , [Wf (s)]n = Vf [s](gn)
has the inversion formula
s =
∑
n∈N
Cn[Wf (s)]npi(gn)y
where y is some other window, and Cn > 0 are normalizations (this is the case for a wavelet frame
[26]). It is well known that certain classes of signals can be effectively represented using discrete
wavelet systems, keeping only a sparse number of coefficients. For example, 1D wavelets are
optimal for piecewise smooth functions [8], and Shearlets are optimal for a class of 2D piecewise-
smooth signals (cartoon-like images) [19].
In this paper we show how to calculate sparse approximations to signals directly using the
continuous wavelet system, instead of first sampling it. We focus on greedy methods, like matching
pursuit, where the atoms of the sparse approximation are chosen one by one, to decrease the
approximation error as much as possible at each step. An important ingredient in a greedy
algorithm is a coefficient search method, that extracts atoms having large coefficients. In discrete
dictionaries we can simply calculate all coefficients and extract the largest one. However, in
continuous dictionaries, it is not possible to calculate the whole continuum of coefficients. The main
contribution in this paper is a new efficient method for extracting large coefficients of continuous
wavelet systems.
Continuous wavelet systems are advantageous over discrete wavelet system in situations where
the wavelet transform is treated as a feature extraction method. For example, in the continuous
1D wavelet transform the atoms are treated as features at different times and scales, or as local
frequencies. In some signal processing tasks, like phase vocoder to be discussed in Subection 5.4,
it is important to extract the local frequencies of a signal accurately. To compare the continuous
and discrete methods, note that the continuous 1D wavelet transform is based on a continuous set
of dilations and translations of a mother wavelet, whereas a discrete wavelet transform is based
on a discrete set of translations and dilations. The spacing between different discrete wavelet
atoms in the feature space is usually big. This means that features in the signal with certain
time-scale occurrences, cannot be accurately pinpointed by the discrete wavelet system elements.
This effect is especially pronounced in high local frequencies, since discrete wavelet transforms are
based on an exponential grid in the frequency direction (see e.g the dyadic wavelet transform [6]).
Failing to extract the correct local frequencies of a signal degrades signal processing methods that
manipulate these local frequencies, as is illustrated in Subsection 5.4.
The above problem is avoided in continuous wavelet systems, where in the case of the 1D
wavelet transform, features of any time-scale occurrence can be represented. However, continuous
wavelet systems comprise a continuum of data, and it is not clear how to search for large continuous
wavelet coefficients. In this paper we introduce a framework, in which it is possible to efficiently
search for large continuous wavelet coefficients. We use this coefficient search method in a matching
pursuit algorithm, to extract sparse continuous wavelet approximations to signals.
In the following we study the continuous 1D wavelet transform, and call the wavelet transform
Vf [s] of a signal s it’s phase space representation. In principle, if the whole phase space represen-
tation of the signal was given to us, we could have searched for big coefficients directly in phase
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space using a bisection method as follows. We consider a big rectangle G1 in phase space, that
contains most of the energy of Vf [s]. We partition phase space into four sub rectangles G
1
1, . . . , G
4
1.
For each Gk1 , we consider the restriction Vf [s]
∣∣
Gk1
, padded by zero away from Gk1 , and denote it
by PGk1Vf [s]. The projection operator PGk1 is called a band-pass filter. We calculate each of the
norms
∥∥∥PGk1Vf [s]∥∥∥, k = 1, . . . , 4, of the band-passed phase space representation of the signal, and
denote by G2 = G
k
1 the argmax. By repeating this process, each time on the subdomain with the
greatest norm, we can pinpoint big wavelet coefficients in logarithmic time with respect to the
resolution in phase space. The resulting coefficient might not be the global maximum. However,
the method is also not a local method, as all of the wavelet coefficients are accounted for in the
search. Thus, we interpret this method as “somewhere between a global and a local method”.
Clearly this approach is not practical, since calculating
∥∥∥PGk1Vf [s]∥∥∥ requires knowing a contin-
uum of wavelet coefficients, which we want to avoid. However, if there was a way to pull back the
calculation of PGk1Vf [s] from phase space to the signal domain S, the calculations in the search
could have been carried out entirely on the signal domain data, using the fact that Vf is an isome-
try. This turns out to be wishful thinking, since the wavelet transform is not an isomorphism from
the signal domain to a reasonable space of functions on phase space, and band-passed phase space
representations are in general not in the image space of the wavelet transform. Namely, there is
no signal sk with phase space representation Vf [sk] = PGk1Vf [s]. Therefore, the concept of pulling
back the operator PGk1 from phase space to the signal space is not valid.
In this paper we remedy this problem, by embedding the signal space S in a bigger abstract
space, called the window-signal space. The canonical extension of the wavelet transform to the
window-signal space is an isometric isomorphism to a space of functions containing all band-
passed phase space representations. Since the wavelet transform in this context is an isometric
isomorphism, we call the framework a wavelet-Plancherel theory. Using the wavelet-Plancherel
theory, it is possible to pull-back a large class of phase space operations to window-signal space
operations. Specifically, we are able to derive closed-form window-signal domain expressions for
the pull-back of phase space band-pass filters.
The resulting theory gives rise to a numerical coefficient search method, with lower compu-
tational complexity than naive grid-based coefficient search methods that utilize FFT. Specifi-
cally, for a discretization of time and scale based on N samples each, the naive method takes
O(N2 log(N)) operations, while our method takes O(N log(N)) operations. Our lower compu-
tational complexity is comparable to discrete methods based on painless reconstruction wavelet
frames [7], that take O(N log(N)) operations. As opposed to the discrete method, that comprises
overall O(N) samples in phase space, our method has a resolution of O(N2) samples in phase
space. For this reason, our method is more suitable for time-scale feature extraction.
In fact, the theory we develop is general, and the coefficient search algorithm is only one
application. The projections PGk1 are multiplicative operators that multiply functions in L
2(G) by
the characteristic functions of the rectangles Gk1 . The theory allows more general multiplicative
operators, multiplying by generic functions in phase space. In our theory we develop closed form
formulas for the pull-back of phase space multiplicative operators to the window-signal space,
for a class of generic wavelet transforms. Moreover, the theory gives an efficient method for
calculating these pullbacks directly in the window-signal space, avoiding inefficient calculations in
phase space. One possible application for this is fast signal processing in phase space, where the
task is to transform a signal to phase space, multiply it by a phase space filter, and synthesize
back to the signal domain. Such an operator is called a multiplier [28] [29], and has application
e.g. in audio analysis [2] and signal to noise increase [25]. Using the wavelet-Plancherel theory,
we can perform all computations efficiently in the window-signal space, and project the result to
a “classical” signal.
1.1 Main contribution
We summarize our contribution as follows
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• We develop the wavelet-Plancherel theory for generic wavelet transforms based on square
integrable representations, in which the wavelet transform is canonically extended to an
isometric isomorphism from the window-signal space to a space of functions on phase space.
• We develop closed form formulas for the pull-back of phase space multiplicative operators
for a large class of generic wavelet transforms.
• We show that carrying all calculations in the window-signal space leads to a reduction in
computational complexity, O(N) instead of O(N2 log(N)), for phase space projections in
the 1D continuous wavelet transform.
• We utilize the fast projection in a coefficient search method, that takes O(N log(N)) oper-
ations, instead of the naiv O(N2 log(N)). As an example, this search method is used in a
matching pursuit algorithm which we call WP4.
1.2 Outline
In the reminder of the section we review some preliminaries.
In section 2 we review the general theory of continuous wavelet transforms, based on square
integrable representations, which is the base of the wavelet-Plancherel theory. Moreover, we recall
the recently developed class of semi-direct product wavelet transforms (SPWT). Last, we introduce
a new class of wavelet transforms, called geometric wavelet transforms.
In section 3 we derive our wavelet-Plancherel theory for general continuous wavelet transforms,
based on square integrable representations.
In Section 4 we calculate closed form formulas for the pullback of phase space multiplicative
operators. The general formulas are developed for SPWTs, the structure of which allows a func-
tional calculus machinery as the basis of calculations. Last, for geometric wavelet transforms, we
show that the pull-back of phase space multiplicative operators are explicitly given as convolutions
and multiplicative operators along integral lines in the window-signal space.
In section 5 we show how to utilize the wavelet-Plancherel theory to design an efficient sparse
continuous wavelet transform algorithm, for the special case of the 1D continuous wavelet trans-
form, and calculate computational complexity. As an example, we show the advantage in having
increased resolution in phase space using our model, in a phase vocoder application.
1.3 Preliminaries
Let S be R,Z, eiR or e2piiZ/N for some N ∈ N, and for each case of S let Sˆ be respectively R, eiR,Z
or e2piiZ/N . We denote the Fourier transform L2(S) → L2(Sˆ) by F , and for f ∈ L2(S) we denote
fˆ = Ff . The convention is that the normalization in the Fourier transform is in the exponent,
e.g e2piiωx, and e.g for f ∈ L2(R) ∩ L1(R)
[Ff ](ω) =
∫
R
f(x)e−2piiωxdx.
1.3.1 Representations of topological groups
The function system of a wavelet transform is constructed by applying a group representation on a
basic function, called a window. This yields a family of transformed versions of the window. In the
following we review some definitions from representation theory. For a linear vector space V , the
group of invertible linear operator V → V , with composition as the group product, is denoted by
GL(V ). A representation pi of a group G in the linear space V is a homomorphism pi : G→ GL(V ).
A subspace W of V is called invariant under the representation pi, if for every v ∈ W and g ∈ G,
pi(g)v ∈ W . A representation pi on the vector space V is called irreducible, if the only invariant
subspaces of V under pi are {0} and V . For a Hilbert space H, a unitary representation of G is
a homomorphism pi from G to the subgroup U(H) ⊂ GL(H) consisting of unitary operators. A
topological group is a group G which is also a topological space, such that the group product and
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inversion are continuous maps (as mappings G × G → G and G → G respectively). A unitary
representation pi of a topological group G is called strongly continuous, if it is continuous from G
to U(H) endowed with the strong topology.
1.3.2 Functional calculus
Functional calculus is the theory of applying functions on unitary or self-adjoint operators. In the
finite dimensional case, normal operators have an eigen-decomposition, and applying a function on
the operator is defined by applying the function on the eigenvalues, keeping the eigenvectors intact.
In the infinite dimensional case, there is an extension of the notion of an eigen-decomposition,
namely the spectral theorem.
A self-adjoint or unitary operator T in an infinite dimensional separable Hilbert space H does
not admit an eigen-decomposition in general. Instead it admits a more subtle notion of spectral
decomposition, called a projection-valued Borel measure, or PVM. In case T is self-adjoint, its
spectrum is a subset of R, and in case T is unitary, its spectrum is a subset of eiR. We thus
denote by S the set R or the set eiR, if T is self-adjoint or unitary respectively. Informally, the
PVM corresponding to T is a mapping P , that maps sets B ⊂ S to the projection P (B) upon the
“eigenspace” corresponding to the eigenvalues in B. For a precise formulation see Definition 30 in
Appendix A.
The spectral theorem links T with their PVMs. The theorem states that given T , there is a
PVM P such that
T =
∫
S
λ dP (λ). (3)
The integral in (3) is defined informally as
lim
diam(x)→ 0
[x0, xn]→ S
n−1∑
k=0
xkP
(
[xk, xk+1)
)
.
Here, x = {x0, . . . , xn} denotes a Riemann partition of S, and diam(x) denote the maximal
diameter of intervals in x. For a precise formulation see Theorem 31. The projections P (B) are
also called the spectral projections of T .
In analogy to the application of functions on finite dimensional normal operator, a measurable
function φ : S→ C of a self-adjoint or unitary operator T , is defined to be the normal operator
φ(T ) =
∫
S
φ(λ)dP (λ). (4)
See Remark 32 of Appendix A for more details.
Let T be a self-andjoint or unitary operator in the Hilbert space H, with PVM P . Let U be
an isometric isomorphism from the Hilbert space S to H. We call U∗TU the pull-back of T to S.
The spectral decomposition of U∗TU is given by the PVM U∗P (·)U , namely
U∗TU =
∫
S
λ dU∗P (λ)U. (5)
Intuitively, in the conjugation of T =
∫
S λ dP (λ) with U , by “linearity of the integral”, the
conjugation is applied on each “infinitesimal element” dP (λ). As a result, for a measurable
function φ : S→ C, we have
φ(U∗TU) = U∗φ(T )U. (6)
2 Continuous wavelet transforms
In this section we review basic facts and definitions from the theory of continuous wavelet trans-
forms. We then review the class of semi-direct product wavelet transforms, and introduce the class
of geometric wavelet transforms.
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2.1 General continuous wavelet transforms
General wavelet transform frameworks generalize the two classical examples of the STFT and the
continuous 1D wavelet transform. The classical general formulation of general wavelet transforms
was developed in [11][17], where phase space G is a locally compact topological group, and pi is a
square integrable representation.
Definition 1. Let G be a locally compact topological group, and consider the Hilbert space L2(G)
based on the left Haar measure of G. Let pi be an irreducible strongly continuous unitary rep-
resentation of G in the Hilbert space of signals S. An element f ∈ S such that the func-
tion G 3 g 7→ 〈f, pi(g)f〉 is in L2(G), is called a window. Given a window f , the mapping
Vf : S → L∞(G) defined for s ∈ S and g ∈ G by
Vf [s](g) = 〈s, pi(g)f〉 (7)
is called the wavelet transform based on the window f .
An irreducible strongly continuous unitary representation, for which there exists a window f ,
is also called a square integrable representation. The following properties of the wavelet transform
can be found in [17].
Proposition 2. Let f1, f2 ∈ S be windows, and let s1, s2 ∈ S.
1. The wavelet transform Vf1 is a scalar times an isometric embedding of S into L2(G).
2. There exists a unique (up to multiplication by scalar), densely defined positive (self-adjoint)
operator K in S, with densely defined inverse, called the Duflo-Moore operator, such that
the domain of K is the set of windows, and
〈Vf1 [s1], Vf2 [s2]〉L2(G) = 〈s1, s2〉S 〈Kf2,Kf1〉S . (8)
Remark 3.
1. Equation (8) can be read of as a weak reconstruction formula. Namely, by taking s1 = s and
two windows f1, f2, against an arbitrary s2, we get
s =
1
〈Kf2,Kf1〉
∫
G
Vf1 [s]pi(g)f2 dg, (9)
where the convergence in the definition of the integral is in the weak topology.
2. By taking f1 = f2 = f , equation (8) shows that for any window f , Vf is an isometric
embedding of S to L2(G), up to a global normalization dependent on f .
3. The wavelet transform Vf is also called the analysis operator corresponding to the window
f . V ∗f is called the synthesis operator corresponding to f . For F ∈ L2(G), we have
V ∗f (F ) =
∫
F (g)pi(g)fdg (10)
where the integral is defined in the weak sense as in (9). The reconstruction formula (9) can
be written in the form s = 1〈Kf2,Kf1〉V
∗
f2
Vf1 [s].
The convolution of two L2(G) functions F and Q, is defined by
[F ∗Q](g) =
∫
F (q−1 • g)Q(q)dq.
The convolution F ∗ Q is interpreted as “filtering”, or “blurring,” Q using the kernel F . Given
a window f ∈ S, it’s ambiguity function is defined to be Vf [f ]. Consider the image space of the
wavelet transform, Vf [S] = {Vf [s] | s ∈ S}. The following two propositions show that Vf [S] is
a reproducing kernel Hilbert space, with the translations of the ambiguity function Vf [f ] as the
reproducing kernels (see e.g [14]).
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Proposition 4. Let f ∈ S be a window with ‖Kf‖ = 1, where K is the Duflo-Moore operator.
Consider the image space of the wavelet transform, Vf [S]. Then VfV ∗f is the orthogonal projection
L2(G)→ Vf [S]. Moreover, for any Q ∈ L2(G), VfV ∗f [Q] = Vf [f ] ∗Q.
The following is a result of Proposition 4.
Corollary 5. Let f ∈ S be a window with ‖Kf‖ = 1. Then the image space of the wavelet
transform, Vf [S], is a reproducing kernel Hilbert space with kernel Vf [f ]. Precisely, for any Q ∈
Vf [S], Q = Vf [f ] ∗Q.
In view of Corollary 5, the space Vf [S] is “blurry”. The ambiguity function Vf [f ] is interpreted
as the “point spread function” of Vf [S], posing a lower bound on the resolution of Vf [S] functions.
2.1.1 Examples
The short time Fourier transform (see e.g [15]).
Consider the signal space L2(R). Let L : R→ U(L2(R)) be the translation in L2(R). Namely,
for g1 ∈ R and f ∈ L2(R), [L(g1)f ](t) = f(t − g1). Let Q : R → U(L2(R)) be the modulation
in L2(R). Namely, for g2 ∈ R and f ∈ L2(R), [Q(g1)f ](t) = eig2tf(t). Note that L and Q are
representations of the group {R,+}. We have the commutation relation
[L(g1), Q(g2)] := L(g1)
∗Q(g2)∗L(g1)Q(g2) = e−ig2tI. (11)
where I is the identity operator. This shows that the set of unitary operators
J = {g3L(g1)Q(g2) | g3 ∈ eiR, g1, g2 ∈ R}
is a group, with composition as the group product. We can treat J as a group of tuples R×R×eiR,
with group product derived from (11). The group J is called the (reduced) Heisenberg group. The
mapping
pi(g1, g2, g3) = g3L(g1)Q(g2)
is a square integrable representation, with Dulfo-Moore operator K = I, and the resulting wavelet
transform is called the short time Fourier transform (STFT).
The 1D wavelet transform (see e.g [16][6]).
Consider the signal space L2(R), and the translation L. Let D : R→ U(L2(R)) be the dilation
in L2(R). Namely, for g2 ∈ R and f ∈ L2(R),
[D(g2)f ](t) = e
− 12 g2f(e−g2t).
Consider the reflection R : {1,−1} → U(L2(R)), namely
[R(g3)f ](t) = f(g3t).
The mappings D,R are representations of the groups {R,+}, {{1,−1}, ·} respectively. The set of
transformations
A = {L(g1)D(g2)R(g3) | g3 ∈ {1,−1}, g1, g2 ∈ R} (12)
is closed under compositions. We can treat A as a group of tuples R × R × {1,−1}, with group
product derived from the compositions of operators in (12). The group A is called the 1D affine
group. The mapping
pi(g1, g2, g3) = L(g1)D(g2)R(g3)
is a square integrable representation, with Dulfo-Moore operator K defined by
[FKF∗fˆ ](ω) = 1√|ω| fˆ(ω).
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The resulting wavelet transform is called the continuous 1D wavelet ransform. In this paper we
simply call it the wavelet ransform.
The rotation-dilation wavelet transform (see e.g [3]).
Consider the signal space L2(R2), and the translations Lx, Ly : R → U(L2(R2)), along the x
and y directions,
[Lx(g
1
1)f ](x, y) = f(x− g11 , y) , [Ly(g21)f ](x, y) = f(x, y − g21).
Let R : eiR → U(L2(R2)), be the rotation, namely
[R(g2)f ](x, y) = f
(( Re(g2) −Im(g2)
Im(g2) Re(g2)
)−1
x
y
)
.
Let D : R→ U(L2(R2)) be the (isotropic) dilation,
[D(g3)f ](x, y) = e
− 12 g3f(e−g3x, e−g3y).
The mappings Lx, Ly, D are representations of the groups {R,+}, and R is a representation of
{eiR, ·}. The set of transformations
AR = {Lx(g11)Ly(g21)R(g2)D(g3) | g2 ∈ eiR, g11 , g21 , g3 ∈ R} (13)
is closed under compositions. We can treat AR as a group of tuples R3 × eiR, with group product
derived from the compositions of operators in (13). The group AR is called the rotation-dilation
affine group. The mapping
pi(g11 , g
2
1 , g2, g3) = Lx(g
1
1)Ly(g
2
1)R(g2)D(g3)
is a square integrable representation. The corresponding Dulf-Moore operator is given by [3]
[FKF ∗ fˆ ](ω1, ω2) = 1|(ω1, ω2)| fˆ(ω1, ω2).
We call in this paper the resulting wavelet transform the rotation-dilation wavelet transform.
The Shearlet transform (see e.g [18]).
Consider the signal space L2(R2), and the translations Lx, Ly. Let S : R→ U(L2(R2)), be the
shear, namely
[S(g2)f ](x, y) = f
((
1 g2
0 1
)−1
x
y
)
.
Let D : R→ U(L2(R2)) be the anisotropic dilation,
[D(g3)f ](x, y) = e
− 34 g3f(e−g3x, e−
1
2 g3y).
Last, let R : {1,−1} → U(L2(R2)) be the reflection [R(g4)f ](x, y) = f(g4x, g4y). The mappings
Lx, Ly, S,D are representations of the groups {R,+}, and R is a representation of
{{1,−1}, ·}.
The set of transformations
AS = {Lx(g11)Ly(g21)S(g2)D(g3)R(g4) | g4 ∈ {1,−1}, g11 , g21 , g2, g3 ∈ R} (14)
is closed under compositions. We can treat AS as a group of tuples R4 × {1,−1}, with group
product derived from the compositions of operators in (14). The group AS is called the Shearlet
group. The mapping
pi(g11 , g
2
1 , g2, g3, g4) = Lx(g
1
1)Ly(g
2
1)S(g2)D(g3)R(g4)
is a square integrable representation. The corresponding Duflo-Moore operator is given by [5]
[FKF∗fˆ ](ω1, ω2) = 1|ω1| fˆ(ω1, ω2).
The resulting wavelet transform is called the Shearlet transform. Note that this construction of
the Shearlet transform, from [24], differs slightly from the standard construction, in that it models
dilations by multiplying the variable by eg3 , instead of by g3, as in the standard formulation.
8
2.2 Semi-direct product wavelet transforms
The above examples are instances of semi-direct product wavelet transforms, discussed in this
subsection. Denote for each of the 1D examples
pi(g) = pi1(g1) . . . piM (gm)
the definition of pi as a composition of one parameter representations. For the 2D examples, denote
g1 = (g
1
1 , g
2
1), and pi(g) = pi1(g1)pi2(g2) . . . piM (gm). In each of the above examples, the general
wavelet transform is interpreted as a procedure of measuring a set of “physical quantities” on
the signal. Let us illustrate this point of view on the 1D wavelet transform, which measures the
content of signals at different times and scales. The window f is interpreted as a time-scale atom,
sitting at time zero and scale zero. The dilation operator pi2(g2) is interpreted as an operation
that increases (or decreases) scale by g2, and thus pi2(g2)f is a time-scale atom at the time-scale
pair (0, g2). Similarly, pi1(g1) increases (or decreases) time by g1, and pi(g)f = pi1(g1)pi2(g2)f is
a time-scale atom at the time-scale pair (g1, g2). Last, the inner product Vf [s](g) = 〈s, pi(g)f〉 is
interpreted as a probing of the content of the signal s at the time-scale pair (g1, g2). Similarly, for
the STFT, Vf [s](g1, g2, g3) is interpreted as the content of s at the time-frequency pair (g1, g2).
For the rotation-dilation wavelet, Vf [s](g1, g2, g3) is interpreted as the content of the image s
at the position-angle-scale triple (g1, g2, g3). For the Shearlet transform, Vf [s](g1, g2, g3, g4) is
interpreted as the content of the image s at the position-slope-scale triple (g1, g2, g3).
In general, there is a systematic approach under which it is possible to interpret a general
wavelet transform as the measurement of a signal at some tuple of physical quantities [24]. For
that, we need some assumptions on the group G. Namely, we assume that elements of G are tuples
of numerical values, with a certain structure to the way different tuples interact. We begin by
recalling the definition of physical quantities [24].
Definition 6. A physical quantity is one of the following numerical Lie groups
{R,+} , {eiR, ·} , {Z,+} , {e2piiZ/N , ·} (N ∈ N).
The group G is the set of tuples of the physical quantities underlying the corresponding wavelet
transform. The group structure of G encapsulates how different values of the physical quantities
interact. Namely, the group product g′ • g describes how the values of the physical quantities in g
change, when transformed by the amounts of the physical quntities in g′. To define the interaction
between different group elements, we rely on the notion of semidirect product.
A group G is called a semidirect product of a normal subgroup N / G and a subgroup
H ⊂ G, if G = NH and N ∩H = {e}. This is denoted by G = N oH. If G = N oH, then each
element g ∈ G can be written in a unique way as nh where n ∈ N , h ∈ H. Thus we can identify
elements of G with ordered pairs, or coordinates (n, h) ∈ N×H. In the coordinate representation,
the group multiplication takes the form
(n, h)(n′, h′) ∼ nhn′h′ = n hn′h−1 hh′ ∼ (n hn′h−1, hh′).
Since N is a normal subgroup, Ah(n
′) := hn′h−1 is in N . Moreover, Ah is a smooth group action
of H on N , and a smooth automorphism of N for each h ∈ H.
When N,H are isomorphic to physical quantities, G = N ×H is interpreted as the group of
ordered pairs of the physical quantities quantity1, quantity2. Each coordinate of G is interpreted as
the “physical dimension” of the corresponding physical quantity, and the value at this coordinate
corresponds to the value of the physical quantity. Thus, the semidirect product structure allows
us to make the following philosophical argument: “physical quantities may change their values
when transformed, but they retain their dimensions.” Indeed, multiplying a group element g of
G with another, may change the values of the coordinates of g, but may not change the ordered
pair structure itself.
Example 7. In the case of the affine group, we have G = N o H, where N ∼= {R,+} is the
subgroup of translations and H ∼= {R,+} × {−1, 1} is the subgroup of dilations and reflections.
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The group product takes the following form in coordinates
(n, h1, h2) • (n′, h′1, h′2) = (n+ h2eh1n′, h1 + h′1, h2h′2).
Namely, A(h1,h2)(n
′) = h2eh1n′.
In the systematic approach for treating general wavelet transforms as measurments of physical
quantities, G is a nested semi-direct product of physical quantities, as defined in [24].
Definition 8 (Semi-direct product wavelet transform (SPWT)). A Semi-direct product wavelet
transform is constructed by, and assumed to satisfy, the following.
1. The group G is a nested semi-direct product group, namely
G = H0
H0 = (N0 ×N1)oH1
Hm = Nm+1 oHm+1 , m = 1, . . . ,M − 2
HM−1 = NM .
(15)
Here, N0 is the center of G. For m = 0, . . . ,M , Nm is a group direct product of physical
quantities, G1m × . . .×GKmm , where Km ∈ N. For each m = 0, . . . ,M , G1m × . . .×GKmm are
assumed to be the same physical quantity.
2. We denote elements of Nm in coordinates by
gm = (g
1
m, . . . , g
Km
m ) ∼ g1mg2m . . . gKmm ,
where gkm ∈ Gkm for k = 1, . . . ,Km. We denote elements of Hm in coordinates by
hm = (gm+1, . . . ,gM ) ∼ gm+1gm+2 . . . gM ,
where gm′ ∈ Nm′ for m′ = m + 1, . . . ,M . For the center, we also denote Z = N0, and
Kz = K0, and denot elements of Z in coordinates by z = (z
1, . . . , zKz ).
3. We consider the representations pim(gm) = pi
1
m(g
1
m) ◦ . . . ◦ piKmm (gKmm ) of Nm, m = 0, . . . ,M
in S. We assume that pi(g) = pi0(g0) ◦ . . . ◦ piM (gM ) is a square integrable representation
of G. Namely, pi is a strongly continuous irreducible representation, and there is a vector
f ∈ S such that Vf [f ] ∈ L2(G). Here, Vf [f ] is defined in (7).
4. The semi-direct product wavelet transform based on pi and on the window f ∈ S,
satisfying Vf [f ] ∈ L2(G), is Vf : S → L2(G), defined in (7).
When there is no concrete interpretation of the physical quantity underlying the coordinate
Nm, e.g time, scale or angle, we call it by the generic name quantitym.
2.2.1 Notations and properties
Consider a SPWT. In the following we give a list of notations and properties that will be used
repeatedly in subsequent sections [24].
1. We denote by e the unit element of a generic group, and by e a tuple of unit elements. We
denote by • the group product of a generic group, e.g g • g′, or in short gg′. We also denote
by • the group product in coordinates, e.g g′ • g ∼ g′ • g.
2. We denote by abuse of notation elements of G with coordinate representation
(e, . . . , e,gm, e, . . . , e), by gm. We sometimes do not distinguish between the group Nm, and
the subgroup of G consisting of elements of the form gm. We denote elements of G with
coordinate representation (e, . . . , e,hm), by hm. Note that
hm ∼ hm = (gm+1,hm+1) ∼ gm+1hm+1.
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3. As a result of the semi-deirect product structure, the group multiplication has the following
form in coordinates
g • g′ =(z,g1, . . . ,gM ) • (z′,g′1, . . . ,g′M )
=
(
(z,g1) •Az,1
(
h1; (z
′,g′1)
)
, g2 •A2(h2; g′2) , . . .
. . . , gM−1 •AM−1(hM−1; g′M−1) , gM • g′M
) (16)
where Am are smooth automorphisms with respect to g
′
m if m ≥ 2, and with respect to
(z′,g′1) for m = (z, 1). Moreover, Am with respect to hm, are smooth group actions of Hm
on Nm for m ≥ 2, and on Z × N1 for m = (z, 1). Here, z, gm, hm (m = 1, . . . ,M) are
coordinates corresponding to g, and z′, g′m (m = 1, . . . ,M) are coordinates corresponding
to g′.
4. There is a convenient way to represent the automorphisms Am(hm; · ) as matrix operators.
Let us denote in short Am = Am(hm; · ) the automorphism Nm → Nm for some m =
1, . . . ,M . For each k = 1, . . . ,Km, consider the projections Pk : Nm → Gkm, defined in
coordinates by
Pk(g
1
m, . . . , g
Km
m ) = (e, . . . , e, g
k
m, e, . . . , e)
Since Nm is a direct product, Pk are homomorphisms. For each pair k, k
′ = 1, . . . ,Km
consider the homomorphism ak,k′ = PkAPk′ : G
k′
m → Gkm. The automorphism A can now be
written in coordinates as the homomorphism valued invertible matrix A with entries ak,k′ .
The multiplication of A by gm is defined by
∀k = 1, . . . ,Km , [Agm]k = ak,1(g1m) • . . . • ak,Km(gKmm ).
Here, invertibility means that there is another homomorphism valued matrix A−1 with
AA−1 = A−1A = I. We denote these matrices in the extended notation by Am(hm).
For example, if G1m = {R,+}, any automorphism is an invertible matrix in RKm×Km .
If Gm = {Z,+}, any automorphism is an invertible matrix in ZKm×Km , with inverse in
ZKm×Km . Another example is the case where Nm = G1m consists of one coordinate. In
this case, for Nm = Gm = {R,+}, Am(hm) is a multiplication by a nonzero scalar. For
Nm = Gm = {Z,+}, Am(hm) is a multiplication by ±1. For Nm = Gm = {eiR,+}, Am(hm)
is a multiplication of the exponent by ±1. Last, for Nm = G = {e2piiZ/N}, Am(hm) is a
multiplication of the exponent by a co-prime of N .
5. The matrices Am(hm), with respect to hm, are smooth group actions of Hm on Nm. As a
result
Am(hm) = Am(gm+1) . . .Am(gM ).
6. There is a formula for the group inverse of g ∈ G in coordinates. The inverse of (z,g1,h1)
is given by
(z,g1,h1)
−1 =
(
Az,1(h
−1
1 )(z
−1,g−11 ),h
−1
1
)
. (17)
The inverse of (gm,hm) in Hm−1 is given by
(gm,hm)
−1 =
(
Am(h
−1
m )g
−1
m ,h
−1
m
)
. (18)
2.2.2 The quantitym transforms
Next we define special transforms, that formalize the notion that pi(g) translates the values of
the physical quantities of windows. To illustrate the concept, consider the STFT. The operator
pi1(g1) translates f in the time domain, and Fpi2(g2)F−1 translates Ff in the frequency domain.
In the point of view of the SPWT theory, what makes F a frequency transform is the fact that it
maps pi2(g2) to a translation in L
2(N2) = L
2(R), and what makes the indentity operator a time
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transform is the fact that it maps pi1(g1) to a translation in L
2(N1) = L
2(R). Next we extend this
idea for general SPWTs. In a general SPWT, when translating an element g ∈ G by multiplying
from the left with an element g′−1m ∈ Gm, not only the gm coordinate of g is affected. Indeed,
by the semi-deirect product structure of G, all of the coordinates g1, . . . ,gm are affected. This is
taken into account in the following construction [24].
We want to prove an equivalence between pim(gm) and translations in some space. The space
L2(Nm) is a good candidate for this translation space. However, for dimensional balance consider-
ations, the space L2(Nm) is not appropriate in general. For example, consider the representation
pi1(g1) that translates L
2(R2) functions along the x axis. In this case N1 = R. However, there is
no reasonable transform from L2(R2) to L2(N1) = L2(R) that transforms pi1(g1) to translation.
To solve this problem, we consider a manifold Ym with Radon measure, and take the translation
space to be L2(Ym ×Nm). In [24], the existence and construction of such a space Ym is studied.
We call Ym ×Nm the quantitym domain.
For the definition of the quantitym transforms, we rely on calculations of tuples of operators
and tuples of vectors. Let M ∈ N. A tuple of operators T = (T1, . . . , TM ), applied on a single
vector f , is defined to be Tf = (T1f, . . . , TMf). The composition of a tuple of operators T with
an operator U is defined by TU = (T1U, . . . , TMU) and UT = (UT1, . . . , UTM ).
We are interested in quantitym transforms of the form Ψm : S → L2(Ym × Nm). For every
1 ≤ k ≤ Km, we define the multiplicative operator Q˘km in L2(Ym ×Nm) by
Q˘kmF (ym, gm) = g
k
mF (ym, gm), (19)
with domain D(Q˘km) consisting of all functions F ∈ L2(Ym×Nm) such that (19) is also in L2(Ym×
Nm). Note that Q˘
k
m is unitary in case G
1
m is e
iR or e2piiZ/N , or self-adjoint in case G1m is R or N.
The operators Q˘km multiply each point in Ym ×Nm by the value of it’s physical quantity Gkm. It
is customary in quantum mechanics to call such operators observables of qunatitym. Consider the
multiplicative operator Q˘m, defined in
⋂Km
k=1D(Q˘km), mapping to L2(Ym ×Nm)Km , by
Q˘mF = (Q˘
1
mF, . . . , Q˘
Km
m F ).
Note that the entries of Q˘m are either unitary or essentially self-adjoint
1.
The following definition imposes the group structure of G on the quantitym transforms through
observables.
Definition 9. Let 1 ≤ m ≤ M , and Ym be a manifold with Radon measure. The mapping
Ψm : S → L2(Ym ×Nm) is called a quantitym transform if the following two conditions are met.
• Consider the left Nm translation Lm(g′m) : L2(Ym ×Nm)→ L2(Ym ×Nm) defined by
[Lm(g
′
m)F ](ym, gm) = F (ym, g
′−1
m gm).
Then
Ψmpim(g
′
m)Ψ
∗
m = Lm(g
′
m). (20)
• Define the representation
ρm(g′) = Ψmpi(g′)Ψ∗m.
Then
ρm(g′)∗Q˘mρm(g′) = gm •Am(hm)Q˘m, (21)
where the operator tuple gm •Am(hm)Q˘m is understood in the functional calculus sense, as
the application of the function gm •Am(hm)(·) on Q˘m elementwise.
1A symmetric operator is called essentially self-adjoint, if there exists a unique extension of the operator to a
self-adjoint operator.
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Note that if G1m is R or Z, then the operators in the tuple (21) are essentially self-adjoint, as
the sum of commuting essentially self-adjoint operators. Similarly, in case G1m is e
iR or e2piiZ/N ,
the operators in the tuple (21) are unitary.
For later calculations, it is important to demand the existence of the quantitym transforms.
In addition, it is required to restrict the group structure of G, to have nontrivial A(hm) auto-
morphisms only for quantitym coordinates that are equal to R of Z. This is summarized in the
following definition.
Definition 10. A SPWT is called simply dilated, if for every m = 1, . . . ,M the following two
conditions are met.
1. There exists a quantitym transform.
2. If G1m is e
iR or e2piiZ/N , then Am(hm) is the unit matrix I, mapping every gm to itself.
Note that in Definition 10, the center N0 of G is not required to have a quantity0 transform.
Indeed, such a transform doesn’t exists, as the restriction of pi to N0 is a scalar representation times
the identity, which makes (20) and (21) impossible. For this reason, the STFT is a wavelet trans-
form that measure only times and frequencies, and the phase shift subgroup N0 is not considered
to be a transformation group of a physical quantity.
2.3 Geometric wavelet transforms
In this section we define a class of SPWT that are based on affine transformations of a window in
L2(RN ), called geometric wavelet transforms. Geometric wavelet transforms are a special case of
the class of wavelet transforms introduced in [3].
In the following we analyze L2(RN ) functions, through their spatial domain and frequency
domain representations f and fˆ respectively. We treat points in the spatial domain as column
vectors in RN , and treat points in the frequency domain as row vectors in RN . We do not
distinguish between linear operators A ∈ GL(RN ) and their matrix representations in the standard
basis. For example, for time points x ∈ RN and frequency points ω ∈ RN , Ax and ωA are defined
by matrix multiplication.
Definition 11. Let H1 be a nested semi-direct product group of the subgroups Nm, m = 2, . . . ,M ,
where each Nm is a group direct product of physical quantities, as in Definition 8. Consider a
representation D : H1 → GL(RN ). For h1 = g2 . . . gM , we denote the decomposition D(h1)−1 =
DM (gM )
−1 . . .D2(g2)−1, where each Dm : Nm → GL(RN ) is a representations of the subgroup
Nm. Denote the group N1 = {RN ,+}. Consider the group G = RN oH1 = N1 oH1, with group
product defined in coordinates by
(x,h1) • (x′,h′1) = (x + D(h1)x′,h1 • h′1).
Let ω0 ∈ RN and suppose that U = ω0D(H1) = {ω0D(h1) | h1 ∈ H1} is an open dense subset of
RN . Suppose that pi : G→ U(L2(RN )), defined by
[pi(g)f ](x) =
∣∣det(D(h1)−1)∣∣ 12 f(D(h1)−1(x− g1))
is a square integrable representation of G in L2(RN ). If the resulting wavelet transform Vf is a
simply dilated SPWT, we call Vf a geometric wavelet transform.
A geometric wavelet transform takes the following form in the frequency domain
pˆi(g)fˆ(ω) := Fpi(g)F∗fˆ(ω) = ∣∣det(D(h1))∣∣ 12 eiω·g1 fˆ(ωD(h1)). (22)
The following theorem is a special case of Corollary 1 of Theorem 1 in [3].
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Theorem 12. There exists a measurable function κ : RN → R+ such that the Duflo-Moore
operator K is given by
[FKF∗fˆ ](ω) = κ(ω)fˆ(ω).
Consider a geometric wavelet transform. We denote Ym = N2× . . .×Nm−1×Nm+1× . . .×NM ,
and denote generic elements of Ym in coordinates by ym ∼ ym = (g2, . . . ,gm−1,gm+1, . . . ,gM ).
We denote
Dm(ym) = D2(g2) . . .Dm−1(gm−1)Dm+1(gm+1) . . .DM (gM ).
Next we introduce a property, that if satisfied, there is a constructive definition of all of the
qunatitym transforms of a geometric wavelet transform.
Definition 13. Consider a geometric wavelet transform. Let U ⊂ RN be the domain of the signal
space in frequency, inheriting the topology of RN . If for each m = 2, . . . ,M , there exists a point
ωm ∈ RN such that the mapping
Cm : Ym ×Nm → U , Cm(ym, gm) = ωmDm(ym)Dm(g−1m )
is a diffeomorphism of the manifold G/RN
∼= Ym × Nm to U , we call the wavelet transform a
diffeomorphism geometric wavelet transform, or DGWT.
In the following we consider the signal space S of a geometric wavelet transform as the frequency
domain L2(U), using (22) for the representation. By Theorem 12, W is the weighted frequency
space L2(U, κ2(ω)dω).
Definition 14. Consider a DGWT. Consider the strandard Riemannian structure on Ym ×Nm,
namely the direct product of Riemannian structures of the physical quantities. Let J(ym, gm) be
the Jacobian of the substitution Cm. The quantitym diffeomorphism is defined to be
Γm : L
2(U)→ L2(Ym ×Nm) , [Γmfˆ ](ym, gm) = fˆ
(
Cm(ym, gm)
)
.
The diffeomorphism quantitym transform is defined to be
Ψm : L
2(U)→ L2(Ym ×Nm) ,
[Ψmfˆ ](ym, gm) =
√
|det(J(ym, gm))|fˆ
(
Cm(ym, gm)
)
.
(23)
Note that Ψm is an isometric isomorphism. In the following we show that Ψm is a quantitym
transform.
Remark 15. The construction also works under the direct product Riemannian structure weighted
by the Haar measure of G, represented in the coordinates (ym, gm) ∼ ymgm, with a corresponding
Jacobian. Note that Γm is the same in this construction, and Ψm has a different normalizing
Jacobian.
Proposition 16. Consider a DGWT, where W,S are considered to be frequency domains
L2(U, κ2(ω)dω) and L2(U) respectively. The inverse Fourier transform is a position transform (a
quantity1 transform). Moreover, for every m = 2, . . . ,M , the diffeomorphism quantitym trans-
form Ψm is a quantitym transform.
The proof of this proposition is in Appendix B.
2.4 Examples
The following examples can be checked directly (see [24]), or as instances of Proposition 16. It
is also noteworthy to mention the papers [12][4], in which all square integrable quasi-regular
representation in L2(R2) and L2(R3) respectively were classified and explicitly given. Many of
the representations listed in these papers are SPWT, and the papers can serve as a rich library of
wavelet transforms.
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The short time Fourier transform
The STFT is a simply dilated SPWT. The semi-direct product structure of the Heisenberg
group is
J = (eiR × R)oR = (phase rotations× translations)omodulations,
where eiR is the center of J . We have
Az,1 =
(
I(g2) Az(g2)
0(g2) A1(g2)
)
where
I(g2) : {eiR, ·} → {eiR, ·} , I(g2)z = z,
Az(g2) : {R,+} → {eiR, ·} , Az(g2)g1 = eig2g1 ,
0(g2) : {eiR, ·} → {R,+} , 0(g2)z = 0,
A1(g2) : {R,+} → {R,+} , A1(g2)g1 = g1.
In the application of Az,1 on (z, g1), the elements of the first row are multiplied, and the elements
of the second row are summed. The time transform is the unit operator, and the frequency
transform is the Fourier transform. The Dullo-Moore operator is K = I.
The 1D wavelet transform
The 1D wavelet transform is a DGWT. The semi-direct product structure of the 1D affine
group is
A = Ro (R× {1,−1}) = Ro (Ro {1,−1}) = translationso (dilationso reflections),
with trivial center. We have
A1(g2, g3) : R→ R , A1(g2, g3)g1 = g3eg2g1.
The set U is R \{0}. The time transform is the unit operator. The scale transform Ψ2 : L2(R)→
L2(R) is given by
[FΨ2F∗fˆ ](g2) = e− 12 g2 fˆ(e−g2).
The rotation-dilation wavelet transform.
The rotation-dilation wavelet transform is a DGWT. The semi-direct product structure of its
group is
AR = (R× R)o (eiR × R) = (R× R)o (eiR oR) = translationso (rotationso dilations),
with trivial center. We have
A1(g2, g3) : R2 → R2 , A1(g2, g3)g1 = R(g2)D(g3)g1
where R,D are the rotation and dilation matrices
R =
(
Re(g3) −Im(g3)
Im(g3) Re(g3)
)
, D =
(
eg2 0
0 eg2
)
.
The set U is R2 \ {0}.
The positionx transform is the “unit transform”, that mapps the x coordinate to the second
coordinate. The positiony transform is the unit operator.
Since rotations and dilations commute, we can model the angle and the scale transforms using
one transform. The angle− scale transform Ψ2 : L2(R2)→ L2(eiR × R) is given by
[FΨ2F∗fˆ ](g2, g3) = e−g3 fˆ(e−g3Re(g2), e−g3Im(g2)). (24)
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The Shearlet transform.
The Shearlet transform is a DGWT. The semi-direct product structure of the Shearlet group
is
AS =(R× R)o
(
Ro (R× {1,−1})) = (R× R)o (Ro (Ro {1,−1}))
=translationso
(
shearso (anisotropic dilationso reflections)
)
,
with trivial center. We have
A2(g3, g4) : R→ R , A2(g3, g4)g2 = e 12 g3g2
A1(g2, g3, g4) : R2 → R2 , A1(g2, g3, g4)g1 = g4D(g3)S(g2)g1
where D(g3),S(g2) are the anisotropic dilation and shear matrices
D(g3) =
(
eg2 0
0 e
1
2 g2
)
, S(g2) =
(
1 g2
0 1
)
.
The set U is {(ω, ν) ∈ R2 | ω 6= 0}.
The positionx transform is the “unit transform”, that mapps the x coordinate to the second
coordinate. The positiony transform is the unit operator. The slope transform Ψ2 : L
2(R2) →
L2(R2) is given by
[FΨ2F∗fˆ ](y2, g2) = ey2 fˆ(ey2 ,−g2ey2). (25)
The anisotropic scale transform Ψ3 : L
2(R2)→ L2(R2) is given by
[FΨ3F∗fˆ ](y3, g3) = e− 34 g3 fˆ(e−g3 , y3e− 12 g3). (26)
3 A wavelet Plancherel theory
The wavelet transform Vf : S → L2(G) is an isometric embedding of S into L2(G), and is
generally not surjective. Recall that our goal is to pull-back band-pass filters from phase space to
the signal space. Precisely, consider a window f , a signal s, a domain B ⊂ G and the projection
PB : L
2(G)→ L2(G) defined for any F ∈ L2(G) by
PBF (g) =
{
F (g) , g ∈ B
0 , g /∈ B .
We want to know if there is some signal q ∈ S such that Vf [q] = PBVf [s]. Since Vf [S] is a space of
continuous functions, and band passed continuous functions are in general not continuous, such a
q does not exists in general. One might think that considering approximations to band-pass filters,
based on multiplying F with a continuous function, might alleviate this problem. However, such
an approach also fails. Indeed, in view of the reproducing kernel property of Vf [S] (Corollary 5),
narrow band pass filters cannot be approximated in the “blurry” space Vf [S].
We thus need to extend the wavelet theory, to accommodate such pull-backs. We do this by
embedding the signal space S in a larger space, and canonically extending the wavelet transform
to a mapping between the larger signal space and L2(G). Considering Proposition 2, it is natural
to choose the larger signal space as the tensor product of some window space with the signal space,
where in the window space we define the inner product via 〈Kf2,Kf1〉. Indeed, using Proposition
2, it is almost a triviality that Vf extends to an isometry in the tensor product space. In this section
we define this extension accurately. In subsequent sections, we show how to derive closed form
formulas for the pull-back of band-pass filters in phase space, or more generally of multiplicative
operators in phase space. Moreover, we show that the image space of the wavelet-Plancherel
transform is invariant under such multiplicative operators.
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3.1 The window-signal space
The wavelet Plancherel theory relies on the notion of tensor product. There are many equivalent
(or isomorphic) ways to define the tensor product of two spaces. We adopt a less abstract but
convenient definition, based on orthonormal basis of Hilbert spaces. In our definition we complex
conjugate the coefficients of one of the spaces, to accommodate comparison with the wavelet
orthogonality relation. Since it is more standard to define tensor products without conjugation,
we go through some of the technical details.
Let W,S be two separable Hilbert spaces. Let {φn}n∈N, {ηn}n∈N be orthonormal basis of W
and S respectively. We define the Hilbert spaceW⊗S formally as the space with the orthonormal
basis
{φn ⊗ ηm}n,m∈N.
We define the inner product of W ⊗S for basis elements by
〈φn ⊗ ηm, φk ⊗ ηl〉 = δ(n,m),(k,l).
Using this, we can determine uniquely the inner product for general W⊗S vectors using linearity
and continuity.
This definition by itself seems to carry no information, as all separable Hilbert spaces have
orthogonal basis. To add some essence to the tensor product space, we need to define how vectors
of the spaces W,S are related to the space W⊗S. There is a sesquilinear form, dependent on the
basis {φn}n∈N and {ηn}n∈N, embedding W ×S into W ⊗S
(f, s) 7→ f ⊗ s.
This embedding is defined for f =
∑
n∈N cnφn and s =
∑
m∈N dmηm by
f ⊗ s =
∑
m,n∈N
cndm φn ⊗ ηm.
Note the difference from the standard definition, in which cn is not conjugated. The image of
W×S under ⊗ is not a linear subspace of W⊗S. For example, for non-zero linearly independent
f1, f2 ∈ W and s1, s2 ∈ S, the sum f1 ⊗ s1 + f2 ⊗ s2 is not an image of any W ×S pair under ⊗.
The space W ⊗ S is the linear closure of the image of ⊗. We call a vector in W ⊗ S of the form
f ⊗ s, a simple vector. The inner product of simple vectors is given by
〈f1 ⊗ s1, f2 ⊗ s2〉W⊗S = 〈f1, f2〉W 〈s1, s2〉S . (27)
The tensor product operator allows us to embed vectors from W × S to W ⊗ S. By this, we
can define operators in W ⊗S based on operators in the spaces W,S. The tensor product of two
linear operators T1 ∈ GL(W), T2 ∈ GL(S) is defined on simple vectors by
T1 ⊗ T2(f ⊗ s) = (T1f)⊗ (T2s).
Denote the space of finite linear combinations of simple vectors by [W ⊗ S]0, which is a dense
subspace of W ⊗ S. The operator T1 ⊗ T2 has a natural extension to [W ⊗ S]0 via linearity.
Sometimes operators in [W ⊗S]0 can be extended to operators in W ⊗S. For example, bounded
operators can be extended using boundedness, and the fact that [W ⊗ S]0 is dense in W ⊗ S.
Symmetric operators T in [W⊗S]0 can sometimes be extended to self-adjoint operators in W⊗S
by explicitly finding a self-adjoint operator T ′ inW⊗S, such that the restriction of T ′ to [W⊗S]0
is equal to T .
The tensor product definition depends on the basis ofW,S, and different basis lead to different
tensor product operators ⊗ :W×S →W⊗S. However, there is a natural isometric isomorphism
between different tensor product spaces via the chage of basis. Namely , let {φn}n∈N, {φ′n}n∈N
be two basis of W, and {ηn}n∈N, {η′n}n∈N two basis of S. Let Φ and Ψ be the change of basis
matrices, namely
Φnn′ = 〈φn, φ′n′〉 , Ψmm′ = 〈ηm, η′m′〉 .
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We define, by abuse of notation, for simple vectors
(Φ⊗Ψ)f ⊗ s := f ⊗′ s, (28)
where ⊗,⊗′ denote the tensor product definitions with the basis {φn}n∈N, {ηn}n∈N and {φ′n}n∈N,
{η′n}n∈N respectively. Then Φ⊗Ψ :W⊗S →W⊗′ S is an isometric isomorphism explicitly given
by
Φ⊗Ψ
∑
m,n∈N
bmnφm ⊗ ηn =
∑
m,n∈N
bmnφm ⊗′ ηn =
∑
m′,n′∈N
( ∑
m,n∈N
Φnn′Ψmm′bmn
)
φ′m′ ⊗′ η′n′ .
This definition is consistence with tensor products of operators, in the sense that for bounded
operators T1, T2
(Φ⊗Ψ)(T1 ⊗ T2) = (T1 ⊗′ T2) (29)
Identity (29) is also true for unbounded operators in the space [W ⊗S]0.
Example 17. LetM,M′ be two smooth manifolds with Radon measure. In this example we show
how the space L2(M) ⊗ L2(M′) is isomorphic to L2(M×M′), if we base our construction on
basis of real valued L2(M) and L2(M′) functions. We consider a classical definition of a tensor
products operator of functions φ, η by
φ(y)η(x).
We identify the tensor product of two basis elements with the classical definition by
φn ⊗ ηm = φn(y)ηm(x).
Now, the tensor product operator ⊗ can be identified with the classical tensor product (f⊗s)(x, y) =
f(y)s(x). Indeed,∑
m,n∈N
〈f, φn〉 〈s, ηm〉 (φn ⊗ ηm)(x, y) =
∑
m,n∈N
〈f, φn〉φn(y) 〈s, ηm〉 ηm(x) = f(y)s(x).
This shows that the classical definition of tensor product is consistent with our definition, in case
the two basis of L2(M) and L2(M′) consist of real valued functions.
Next we define a Hilbert space of windows. Let D(K) ⊂ S be the domain of the Dulfo-Moore
operator K. Consider the inner product space D(K), with the inner product defined by
〈f1, f2〉W = 〈Kf1,Kf2〉S .
Using the fact that K is densely defined with densely defined inverse (Proposition 2), a straight
forward density argument shows that D(K) is a separable space. The window spaceW is defined
to be the completion of the above inner product space to a Hilbert space.
We define the window-signal space to be W ⊗ S. Note that D(K) = W ∩ S is dense both
in W and S.
Example 18. Consider the 1D wavelet transform, and restrict the analysis to the frequency
domain. Then we have S = L2(R; dω) with the usual inner product, and W = L2(R; 1|ω|dω)
with the inner product
〈f1, f2〉W =
∫
R
fˆ1(ω)fˆ2(ω)
1
|ω|dω.
If we base the tensor product on a real valued basis in the frequency domain, then up to an isometric
isomorphism, we have [f ⊗ s](ω1, ω2) = fˆ(ω1)sˆ(ω2). Moreover, W⊗S is isometrically isomorphic
to L2(R2; 1|ω2|dω1dω2), and for F1, F2 ∈ W ⊗ S, we have
〈F1, F2〉 =
∫
R2
F1(ω1, ω2)F2(ω1, ω2)
1
|ω2|dω1dω2.
Note that in this example the window-signal space is interpreted as a frequency domain function
space.
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Last, we generalize Example 18 for simply dilated SPWTs. Consider the quantitym transform,
restricted to the domain Ψm : (W ∩S)→ L2(Ym×Nm). Consider the positive operator ΨmKΨ∗m
in Ψm(W ∩S) ⊂ L2(Ym ×Nm). Similarly to the construction of the window space, we define the
inner product 〈ΨmKΨ∗mF,ΨmKΨ∗mQ〉 in Ψm(W ∩ S), and extend this separable inner product
space to a Hilbert space L2(Ym × Nm;W). We formally treat L2(Ym × Nm;W) as a space of
functions, as it contains a dense subspace of functions. We extend Ψm to an isometric isomorphism
Ψ′m : W → L2(Ym × Nm;W). For symmetry of the notation, we denote the quantitym space of
the signal space by L2(Ym ×Nm;S) := L2(Ym ×Nm). We denote
L2
(
(Ym ×Nm)2
)
:= L2(Ym ×Nm;W)⊗ L2(Ym ×Nm;S).
We define Ψ′m ⊗Ψm on simple vectors by [Ψ′m ⊗Ψm](f ⊗ s) = (Ψ′mf)⊗ (Ψms), and extend to an
isometric isomorphism Ψ′m ⊗Ψm :W ⊗ S → L2
(
(Ym ×Nm)2
)
. Consider two basis of real valued
functions {φn}n∈N and {ηn}n∈N of L2(Ym ×Nm;W) and L2(Ym ×Nm;S) respectively. Consider
the basis {Ψ′∗mφn}n∈N and {Ψ∗mηn}n∈N of W and S respectively. Similarly to Example 17, for the
corresponding ⊗ operator, we have
[f ⊗ s](g′m, y′m, gm, ym) = Ψ′mf(g′m, y′m)Ψms(gm, ym). (30)
The function notation in (30) is formal, and true for f ∈ W ∩ S.
3.2 A wavelet Plancherel transform
Given a window-signal space, with a ⊗ operator, there is a canonical extension of the wavelet
transform to the window-signal space. Similarly to the classical Fourier theory in L2, the extended
wavelet transform is first defined explicitly on a dense subspace, and then extended to the whole
space via boundedness.
Given f ∈ W ∩S and s ∈ S, the mapping V :W⊗S → L2(G) is defined for any simple vector
f ⊗ s with f ∈ W ∩ S by
V (f ⊗ s) = Vf [s].
The mapping V is defined on the space [(W∩S)⊗S]0 of finite linear combinations of such simple
vectors by linearity. Note that [(W∩S)⊗S]0 is dense in W⊗S. Moreover, by Proposition 2 V is
an isometry. It can thus be extended to V :W⊗S → L2(G), which we call the wavelet-Plancherel
transform.
Theorem 19 (Wavelet Plancherel theorem). The wavelet-Plancherel transform V is an isometric
isomorphism between W ⊗S and V (W ⊗S).
It may seem at this stage that the wavelet Plancherel extension of the classical wavelet theory
doesn’t give any advantage over the classical theory. Indeed, the wavelet Plancherel theorem only
states that V is an isometric isomorphism to its images space, a property that Vf already exhibits.
However, as will be shown in Proposition 24, the function space V [W ⊗ S] has a much more
accessible characterization than Vf [S], which is characterized as a reproducing kernel Hilbert space
(see e.g [14]). Moreover, V [W ⊗ S] is invariant under multiplication by a rich class of functions,
whereas Vf [S] is not.
Example 20. In the 1D wavelet-Plancherel transform, V (W⊗S) = L2(G) by the central decom-
position of G. For an explicit proof see Proposition 24, with center Z = {e} of the 1D affinte
group.
The wavelet-Plancherel transform V (f ⊗ s) of a simple vectors is given by
V [f ⊗ s](g1, g2) =
∫
R
e−ig1ωe
1
2 g2 fˆ(eg2ω)s(ω)dω.
Thus, by linear closure, for any F ∈ W ⊗ S,
V [F ](g1, g2) =
∫
R
eig1ωe
1
2 g2F (eg2ω, ω)dω. (31)
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The pull-back of the classical synthesis V ∗f : L
2(G)→ S to V ∗V ∗f V :W ⊗S → S is given by
V ∗V ∗f V F (ω) =
∫
R
F (ω′, ω)f(ω′)dω′. (32)
Identity (32) gives an interpretation for the window signal space. The function F ∈ W ⊗ S can
be interpreted as a rule for how different windows “see” F as a signal. Namely, viewed by the
window f , the function F takes the form of (32).
4 Wavelet Plancherel phase space filtering
In this section we show how to calculate the pull-back of phase space multiplicative operators to
the window-signal space.
As a first step towards the pull-back of phase space multiplicative operators, we consider
building blocks of such operators, namely phase space observables. To illustrate the idea, consider
the 1D wavelet transform. Consider the two operators N˘1 and N˘2, defined for functions F in a
properly defined dense subspace of L2(G) by
[N˘1F ](g1, g2) = g1F (g1, g2) , [N˘2F ](g1, g2) = g2F (g1, g2).
Note that such a definition is only possible since the 1D wavelet transform is based on a group
of tuples of numerical values, namely it is a SPWT. The operators N˘1, N˘2 multiply each point in
phase space by the value of it’s physical quantity. It is customary in quantum mechanics to call
such operators the observables of qunatity1 and quantity2. In our case, N˘1, N˘2 are the time and
the scale observables. Now, consider a general time-multiplicative operator R˘1, defined by
[R˘1F ](g1, g2) = R1(g1)F (g1, g2),
where R1 : R→ C is a measurable function. This operator can be written as R˘1 = R1(N˘1), where
the composition of R1 on N˘1 is understood in the functional calculus sense (see Remark 32 in
Appendix A). Suppose we are able to pull back N˘1 toW⊗S, and get the operator V ∗N˘1V . Then,
by (6) we have
R1(V
∗N˘1V ) = V ∗R1(N˘1)V = V ∗R˘1V.
This shows that if there is a computational tractable way to calculate functions of V ∗N˘1V , we
can calculate phase space filters directly in the window-signal space. In Subsection 4.1, we start
with a formula for pulling back observables from phase space in the case of SPWT. In Subsection
4.2, we show that there is a first order linear PDE underlying each DGWT, by which solution a
large class of phase space filters can be approximated efficiently.
4.1 The pull-back of phase space observables
For the pull-back formula, we rely on calculations of tuples of operators, vectors, and tensor
products, and matrices of operators. Fix M ∈ N. The tensor product of a vector f with a tuple
of vectors s = (s1, . . . , sM ) is the tuple of vectors f ⊗ s = (f ⊗ s1, . . . , f ⊗ sM ), and similarly for a
tuple f = (f1, . . . , fM ) and a vector s. The tensor product of a tuple of vectors f with the tuple s
is defined to be f ⊗ s = (f1 ⊗ s1, . . . , fM ⊗ sM ). An operator valued matrix A is an M ×M array
of operators Aj,k, and the application of A on the tuple of vectors F = (F1, . . . , FM ) is defined to
be the the tuple of vectors AF with entries
[AF]j =
M∑
k=1
Aj,kFk
for j = 1, . . . ,M .
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Consider a simply dilated SPWT, with the notations of Definition 8. Let m = 1, . . . ,M , and
consider the subgroup Nm = G
1
m × . . .×GKmm . For each k = 1, . . . ,Km, consider the self-adjoint
observable G˘km defined by
[G˘kmF ](g) = g
k
mF (g). (33)
on the domain of L2(G) functions such that (33) is in L2(G). It is beneficial to model all of the
observables G˘1m, . . . , G˘
Km
m “at once”, as a tuple of operators. Define the multi-observable N˘m,
mapping functions in L2(G) to L2(G)Km , by
[N˘mF ](g) =
(
g1mF (g), . . . , g
Km
m F (g)
)
. (34)
The domain D(N˘m) of N˘m is the space of functions such that each entry of (34) is in L2(G). Note
that each coordinate of N˘m is either unitary or essentially self-adjoint, as it is uniquely extended
to the corresponding self-adjoint observable G˘km. Define the pulled-back multi-observable
T˘m = V
∗N˘mV,
on the domain D(T˘m) of vectors F ∈ W ⊗ S such that V F ∈ D(N˘m).For each m = 1, . . . ,M ,
let Ψm be the quantitym transform of pi, and consider the quantitym-domain tuple of observables
Q˘m, as in Definition 9. The observable Q˘m is defined similarly in L
2(Ym ×Nm;W).
Our goal is to show that the space V (W⊗S) is invariant under the application of observables,
which means that N˘m and T˘m are unitarily equivalent. More generally, we want to show that
V (W⊗S) is invariant under the application of some class of multiplicative functions, define next.
Consider the quotient group G/Z, where Z is the center of G. The quotient group G/Z has the
semi-direct product structure
G = H0
Hm = Nm+1 oHm+1 , m = 0, . . . ,M − 2
HM−1 = Nm
with the same Am automorphisms as of G, and the left Haar measure of the group G/Z (see
equation (64) of [24]). Consider the space L∞(G/Z) of essentially bounded measurable functions.
Consider the space M∞(G) ⊂ L∞(G) of functions R ∈ L∞(G) of the form
R(z,g1, . . . ,gM ) = Q(g1, . . . ,gM ) for some Q ∈ L∞(G/Z). Consider the space M˘∞(G) of multi-
plicative operators by M∞(G) functions. Namely R˘ ∈ M˘∞(G) if there exists R ∈ M∞(G) such
that for every F ∈ L2(G)
[R˘F ](g) = R(g)F (g).
Proposition 21 shows that V (W ⊗S) is invariant under M˘∞(G) operators. Moreover, it gives an
explicit formula for T˘m.
To formulate the proposition, along with its assumptions, we need the following discussion.
First recall some general definitions from functional analysis. Given a linear operator T , if the
closure of the graph of T is the graph of an operator, this operator is called the closure of T , and we
say that T is closable. In this case, we denote the closure of T by T . For any vector v in the domain
of T , there exsists a sequence of vectors {vj}j∈N in the domain of T , such that limj→∞ vj = v and
limj→∞ Tvj = Tv. Consider a simply dilated SPWT. Denote by [W⊗S]0 the space of (finite) linear
combinations of simple vectors on W⊗S, under a specific construction of the ⊗ operator. Denote
V (W⊗S)0 = V ([W⊗S]0). As will be shown in the proof of Proposition 21, the multi-observable
N˘M is invariant under M˘∞(G) operators. and specifically the restriction N˘M
∣∣
V (W⊗S) is a self-
adjoint or unitary operator. It is then possible to show that T˘m, for m = M − 1, takes a special
form when restricted to the domain V (W ⊗ S)0, constructed as follows. For each m = 1, . . . ,M ,
consider the ⊗ operator based on real valued signal and window quantitym basis, as in (30).
Consider the tuples of multiplicative operators Q˘′m ⊗ I, I ⊗ Q˘m, Q˘′m ⊗ Q˘m in L2
(
(Ym × Nm)2
)
,
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defined by
[Q˘′m ⊗ I F ](y′m, g′m, ym, gm) =g′mF (y′m, g′m, ym, gm)
[I⊗ Q˘mF ](y′m, g′m, ym, gm) =gmF (y′m, g′m, ym, gm)
[Q˘′m ⊗ Q˘mF ](y′m, g′m, ym, gm) =g′mgmF (y′m, g′m, ym, gm)
(35)
In the proof of Proposition 21, it is shown:
• If G1m is R or Z then
T˘m
∣∣
[W⊗S]0 =
(
[Ψm ⊗Ψm]∗[I⊗ Q˘m][Ψm ⊗Ψm]
−Am(T˘M )[Ψm ⊗Ψm]∗[Q˘′m ⊗ I][Ψm ⊗Ψm]
)
.
(36)
where AM (T˘M ) is understood in the functional calculus sense (see Remark 22).
• If G1m is eiR or e2piiZ/N then
T˘m
∣∣
[W⊗S]0 = [Ψm ⊗Ψm]
∗[Q˘′m ⊗ Q˘m][Ψm ⊗Ψm]. (37)
In both cases
N˘m
∣∣
V (W⊗S)0 = V T˘m[W ⊗S]0V
∗. (38)
At this step we need an assumption to be able to proceed. Equation (38) says in particular that
the space V (W ⊗ S)0 ∩ D(N˘m) maps to V (W ⊗ S)0 under N˘m. Note that the fact that N˘m is
self-adjoint, only implies that N˘m
∣∣
V (W⊗S)0 is symmetric, and thus by
T˘m
∣∣
[W⊗S]0 = V
∗N˘m
∣∣
V (W⊗S)0V, (39)
T˘m
∣∣
[W⊗S]0 is symmetric. Recall that not every symmetric operator can be extended to a self-
adjoint operator2. The subtle assumption we take is that the closure of T˘m
∣∣
[W⊗S]0 is a self-adjoint
or unitary operator T˘m in V (W ⊗ S). By this, the closure of N˘m
∣∣
V (W⊗S)0 is a self-adjoint or
unitary operator N˘′m in V (W ⊗ S). We further show in the proof that N˘′m = N˘m
∣∣
V (W⊗S). We
can calculate all of the pulled-back multi-observables T˘m by induction on m, assuming at each
stage the closability to a self-adjoint operator condition, and show that N˘m
∣∣
V (W⊗S)0 is extended
to a self-adjoint or unitary operator N˘′m = N˘m|V (W⊗S) in V (W ⊗S).
Note that closability of an isometric operator to a unitary operator is always guaranteed. Also
note that every symmetric operator is closable, so the only condition to check is that the closure
is self-adjoint.
Proposition 21. Consider a simply dilated SPWT, and denote T˘m
∣∣
[W⊗S]0 = V
∗N˘m
∣∣
V (W⊗S)0V .
Then
1. N˘M
∣∣
V (W⊗S) is self-adjoint or unitary.
2. If the closure of T˘m
∣∣
[W⊗S]0 is the self-adjoint or unitary operator given by (42) or (43) for
m′ = m+ 1, . . . ,M , then N˘m
∣∣
V (W⊗S)0 is a symmetric or isometric operator in V (W ⊗ S).
Moreover, Consider f ∈ W ∩Ψ∗mD(Q˘m) and s ∈ Ψ∗mD(Q˘m). Then for any construction of
⊗, f ⊗ s ∈ D(T˘m), and
2 For example, i ∂
∂x
in L2(R) is self-adjoint for a properly defined subspace, and symmetric for smooth function
with support in R+. However, this restriction of i ∂∂x cannot be extended to a self-adjoint operator.
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• if G1m is R or Z then
T˘m(f ⊗ s) =
f ⊗ [Ψ∗mQ˘mΨms]−Am(T˘m+1, . . . , T˘M )
(
(Ψ∗mQ˘mΨmf)⊗ s
) (40)
• if G1m is eiR or e2piiZ/N then
T˘m(f ⊗ s) = (Ψ∗mQ˘mΨmf)⊗ (Ψ∗mQ˘mΨms). (41)
Suppose that the closure of T˘m
∣∣
[W⊗S]0 is the self-adjoint or unitary operator given by (42) or (43)
for every m = 1, . . . ,M − 1. Then
1. The subspace V (W ⊗S) ⊂ L2(G) is invariant under M˘∞(G) operators.
2. Let m = 1, . . . ,M . For any construction of ⊗,
• if G1m is R or Z then
T˘m = [Ψm ⊗Ψm]∗[I⊗ Q˘m][Ψm ⊗Ψm]
−Am(T˘m+1, . . . , T˘M )[Ψm ⊗Ψm]∗[Q˘′m ⊗ I][Ψm ⊗Ψm].
(42)
where the expression Am(T˘m+1, . . . , T˘M ) is an operator valued matrix, understood in
the functional calculus sense (see Remark 22)
• if G1m is eiR or e2piiZ/N then
T˘m = [Ψm ⊗Ψm]∗[Q˘′m ⊗ Q˘m][Ψm ⊗Ψm]. (43)
In both cases
N˘m
∣∣
V (W⊗S) = V T˘mV
∗.
The proof of this proposition is in Appendix B. Formulas (40) and (42) can be calculated by
induction, starting at m = M , where there is no AM automorphism, and advancing m backwards.
Remark 22. Note that all of the spectral projections of all of the multiplicative operators
{G˘1m, . . . G˘Kmm }Mm=1 commute. By the fact that V is an isometric isomorphism of W ⊗ S to an
invariant space of all of the {G˘1m, . . . G˘Kmm }Mm=1 operators, by pull-back, all spectral projections of
operators in all tuples {T˘m}Mm=1 also commute. This allows us to write a simultaneous spectral
decomposition of {T˘m}Mm=1, as a “Fubini” integral. Namely,∫∫
G/Z
(λ1m, . . . , λ
Km
m )
M
m=1Π
M
m=1
(
dP (λ1m) . . . dP (λ
Km
m )
)
, (44)
where the “infinitesimal” spectral projections in (44) are compositions of “infinitesimal” spectral
projections of the form dP (λkm). The simultaneous application of Am on T˘m+1, . . . , T˘M in (40)
and (42) is thus defined as the matrix of commuting operators∫∫
Hm
Am(λ
1
m′ , . . . λ
Km′
m′ )
M
m′=m+1Π
M
m′=m+1
(
dP (λ1m′) . . . dP (λ
Km′
m′ )
)
. (45)
Equation (45) is taken on a properly defined domain, as defined in Remark 32.
Remark 23. Note that all of the pulled-back observables {T˘m}Mm=1 commute. Thus we do not have
a “Heisenberg uncertainty” in W ⊗S, and simultaneous localization in all quantitym observables
is possible.
We can now give an explicit characterization of the space V (W ⊗ S). A character of a group
B is a homomorphism from B to the group {eiR, ·}.
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Proposition 24. Consider a simply dilated SPWT, based on the group G. Suppose that the
closure of T˘m
∣∣
[W⊗S]0 is the self-adjoint or unitary operator given by (42) or (43) for every m =
1, . . . ,M − 1.
1. The center Z of G is compact, and there exists a character χ : Z → eiR such that piz(z) =
χ(z)I, where I is the identity operator in S.
2. The space V (W ⊗ S) is the space of functions F ∈ L2(G) for which there exists a function
Q ∈ L2(G/Z) such that
F (z,g1, . . . ,gM ) = χ(z)Q(g1, . . . ,gM ). (46)
The proof of this proposition is in Appendix B.
The condition that the closure of T˘m
∣∣
V (W⊗S)0 is self-adjoint in V (W ⊗ S) may seem hard to
check in an abstract setting. However, our main goal in this paper is to use the pullback formulas
of the phase space observables in a computational machinery. For the resulting formulation to be
computationally tractable, explicit formulas of these pullbacks must be obtained. Then, checking
that the closure of T˘m
∣∣
V (W⊗S)0 is self-adjoint is a simple matter of checking if the resulting
explicit formulas are self-adjoint operators. We note that for DGWT the closability to a self-
adjoint operator condition is always fulfilled, as is proven in Proposition 27.
Remark 25. In case V (W ⊗ S) = L2(G), V (W ⊗ S) is trivially invariant under N˘m, and
more generally under M˘∞ operators, so the problem of checking that the closure of T˘m
∣∣
[W⊗S]0 is
self-adjoint is avoided. Indeed, V is an isometric isomorphism, and T˘m = V
∗N˘mV is unitarily
equivalent to the self-adjoint or unitary operator N˘ , and is thus unitary or self-adjoint.
It is thus worthwhile to classify the case V (W ⊗ S) = L2(G). It can be shown that for groups
with trivial center, V (W⊗S) is invariant under M˘∞ operators if and only if V (W⊗S) = L2(G).
The sufficiency direction “⇐” is trivial. The necessity direction “⇒” can be proved similarly to
Proposition 24.
In the proof of Proposition 27 we show that for DGWTs, V (W ⊗ S) = L2(G), and thus no
condition on the closure of T˘m
∣∣
[W⊗S]0 is needed. An important example where the center in not
trivial is the STFT, studied in Subsection 4.3. There, it can be checked directly that the closure
of the operators T˘m
∣∣
[W⊗S]0 are self-adjoint or unitary.
4.2 The pull-back of phase space filters for geometric wavelet transforms
In this section we restrict ourselves to geometric wavelet transforms. Our goal is to derive a
computationally tractable formula for the pull-back of multiplicative operators in phase space.
For each m = 1, . . . ,M and k = 1, . . . ,Km, consider the following class of functions
Definition 26. A measurable function Rkm ∈ L∞(G) is called quantitykm periodic, if the following
two conditions are met.
1. The function Rkm depends only on the variable g
k
m.
2. The restriction Rkm|Gkm of Rkm to Gkm is periodic.
Note that if Gkm is e
iR or e2piiZ/N , then any L∞(G) function that depends only on gkm is periodic.
Some of the band-pass filters we use in the coefficient search algorithm are periodic. This
is adequate, since for our discrete space of signals, we consider signals with periodicity in phase
space corresponding to the periodicity of the filter, multiplied by an L2 envelope. Our computa-
tional machinery is based on periodic band-pass filters, since they can be discretized effectively,
as explained next.
Consider a piecewise smooth quantitykm periodic function R
k
m, and the corresponding multi-
plicative operator
R˘kmF (g) = R
k
m(g
k
m)F (g).
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Consider the classical Fourier series, on eiR for a continuous physical quantities, and on e2piiZ/N
for a discrete physical quantities. By Parseval’s identity, we can approximate Rkm, on one period,
using a trigonometric polynomial
Rkm ≈
L∑
l=−L
clel = QL.
Here, el are the complex exponential Fourier basis functions, and cl ∈ C are coefficients. Next we
show that the band-pass filter R˘km = R
k
m(G˘
k
m) can be approximated in some sense by
QL(G˘
k
m) =
L∑
l=−L
clel(G˘
k
m). (47)
We are interested in the approximation of R˘kmF by QL(G˘
k
m)F for bounded functions F ∈
V (W ⊗ S). We focus on bounded functions, since for f ∈ W ∩ S, and s ∈ S, by Cauchy Schwarz
inequality ‖Vf [s]‖∞ ≤ ‖f‖S ‖s‖S . In addition, repeated applications of piecewise smooth periodic
band-pass filters on V (f ⊗ s), give bounded functions in V (W ⊗S).
To show the approximation property, let  > 0, and consider a compact rectangle D ⊂ G such
that
∫
G\D |F (g)|2 dg < . By assumption, F is bounded in D. Moreover, R˘km is bounded, and by
Gibbs phenomenon, QL is also bounded. Thus
EL =
∥∥∥R˘kmF −QL(G˘km)F∥∥∥2
=
∫
D
∣∣R(gkm)F (g)−QL(gkm)F (g)∣∣2 dg + ∫
G\D
∣∣R(gkm)F (g)−QL(gkm)F (g)∣∣2 dg
≤C0
∫
D∩Gkm
∣∣R(gkm)−QL(gkm)∣∣2 dgkm + C1 ∫
G\D
|F (g)|2 dg = oL(1) +O().
where C0 depends on the bound of F in D and on the area of D, C1 depends on the bound of
Rkm, and oL(1) is a function that decays in L. It is thus evident that limL→∞EL = 0.
We remark that for the search algorithm, band-pass filters can be reasonably approximated
by very low order trigonometric polynomial, e.g nine non zero coefficients. This discussion shows
that the entities we want to pull-back to W ⊗S are the unitary operators el(G˘km). In this section
we show that there exists a linear first order PDE, whose solutions are precisely V ∗el(G˘km)V . In
Subsection 4.3 we give closed form formulas for V ∗el(G˘km)V for prevailing wavelet transforms.
Next we show how to calculate the quantitym-pass transforms on W ⊗S.
Proposition 27. Consider a DGWT and. Then
1. We have V (W ⊗S) = L2(G).
2. For m = 2, . . . ,M , T˘m are self-adjoint or unitary multiplicative operators in the frequency
domain, and quantitym-pass filters are characteristic functions of sets in U
2. Moreover,
[T˘1F ](ω
′,ω) = i
∂
∂ω
F (ω′,ω) + Am(T˘2, . . . , T˘N )i
∂
∂ω′
F (ω′,ω). (48)
is a self-adjoint differential operator, where Am(T˘2, . . . , T˘N ) is a multiplicative operator
valued matrix in L2(U2). The unitary operator exp(itT˘1) is defined for F ∈ W ⊗ S via the
differential equation
∂
∂t
[
exp(itT˘1)F
]
= iT˘1
[
exp(itT˘1)F
]
= −
( ∂
∂ω
+ Am(T˘2, . . . , T˘N )
∂
∂ω′
)[
exp(itT˘1)F
]
[
exp(itT˘1)F
]
t=0
= F.
(49)
Namely, exp(itT˘1)F is calculated by taking the flow of F along the integral lines of (49),
and position-pass filters are convolutions along these integral lines.
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Note that the first order linear PDEs in the system (49) are independent of each other. It is
thus evident that exp(itT˘1)F is calculated by taking the flow of F along the integral lines of (49),
for a distance t. A periodic filter of the form (47), applied on F , is thus a finite linear combination
of transformed versions of F along the integral lines, and a general time filter is convolution along
the integral lines. In the next subsection we give closed form formulas for the solution of (49), and
it’s integral lines, for prevailing wavelet transforms.
4.3 Examples
The qunatitym transforms of the wavelet and the Shearlet transforms from Subsection 2.4 are
diffeomorphism quantitym transforms. In the following we solve (49) for our examples of DGWT.
The 1D wavelet transform
By (40), the operator T˘2 is given by
T˘2(fˆ ⊗ sˆ) = fˆ ⊗ (Ψ∗2Q˘2Ψ2sˆ)− (Ψ∗2Q˘2Ψ2fˆ)⊗ sˆ
where [Ψ∗2Q˘2Ψ2sˆ](ω) = − ln(ω)sˆ(ω). Therefore
T˘2F (ω
′, ω) =
(
ln(ω′)− ln(ω))F (ω′, ω).
The operator T˘1 is given by
T˘1(fˆ ⊗ sˆ) = fˆ ⊗ (i ∂
∂ω
sˆ)−A1(T˘2)(i ∂
∂ω′
fˆ)⊗ sˆ
or
[T˘1(fˆ ⊗ sˆ)](ω′, ω) =
(
i
∂
∂ω
− eT˘2(−i) ∂
∂ω′
)
sˆ(ω)fˆ(ω′).
Therefore
T˘1F (ω
′, ω) =
(
i
∂
∂ω
+
ω′
ω
i
∂
∂ω′
)
F (ω′, ω).
The operators exp(itT˘1) on F ∈ W ⊗ S are written as
exp(itT˘1)F (ω
′, ω) = F (ω′, ω; t)
where F satisfies the first order linear PDE
∂
∂t
F (ω′, ω; t) =
(
− ∂
∂ω
− ω
′
ω
∂
∂ω′
)
F (ω′, ω; t).
Denote the integral lines by r(t;ω′0, ω0), with curve parameter t and initial position (ω
′
0, ω0).
Moreover, denote r = (ω′, ω) : R→ R2. the curves r satisfy
r˙(t) = (ω˙′(t), ω˙(t)) =
(ω′
ω
, 1
)
with initial condition (
ω′(0), ω(0)
)
=
(
ω′0, ω0
)
.
Thus
ω(t) = t+ ω0. (50)
ω′(t) =
ω′0
ω0
(t+ ω0). (51)
The above calculations of T˘2 allow the application of perfect scale bandpass filters, projecting
upon the scale band {(g1, g2) | g2 ∈ [a, b]}. Namely,
P 2[a,b](ω
′, ω) =
{
1 , a ≤ ln(ω′ω ) ≤ b
0 , otherwise
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={
1 , ea ≤ ω′ω ≤ eb
0 , otherwise
The operators exp(itT˘1) allow the calculation of trigonometric polynomial approximate periodic
bandpass filters in time. Namely, time pass are convolution along slopes given by (52)(53).
The STFT
Similarly to the 1D wavelet transform, it can be shown that time pass filters are convolutions
along diagonals
ω(t) = t+ ω0. (52)
ω′(t) = t+ ω′0. (53)
Frequency pass filters are multiplicative operators that restrict functions F ∈ W ⊗S to a band of
diagonals.
Rotation-dilation wavelet transform
In this section the signal and window spaces are assumed to be frequency domains. We denote
the two frequency variables by (ω, ν). Consider the angle−scale transform
Ψ2 = (Ψ
1
2,Ψ
2
2) : L
2(R2)→ L2(eiR × R)
of (24). The corresponding observable Ψ∗2Q˘2Ψ2 : L
2(R2)→ L2(R2)2 is given by
[Ψ∗2Q˘2Ψ2fˆ ](ω, ν) =
(
|(ω, ν)|−1 (ω + iν),− ln |(ω, ν)|
)
fˆ(ω, ν).
According formula (41), the angle observables T˘2 is given by
T˘2(fˆ ⊗ sˆ) = (Ψ∗2Q˘12Ψ2fˆ)⊗ (Ψ∗2Q˘12Ψ2sˆ)
so
[T˘2(fˆ ⊗ sˆ)](ω′, ν′, ω, ν) = ω + iν|(ω, ν)| sˆ(ω, ν)
ω′ + iν′
|(ω′, ν′)| fˆ(ω
′, ν′).
Therefore
T˘2F (ω
′, ν′, ω, ν) =
(ω + iν)(ω′ − iν′)
|(ω, ν)| |(ω′, ν′)| F (ω
′, ν′, ω, ν).
The scale observable is given by (40) as
T˘3(fˆ ⊗ sˆ) = fˆ ⊗ (Ψ∗2Q˘22Ψ2sˆ)− (Ψ∗2Q˘22Ψ2fˆ)⊗ sˆ
or
[T˘3(fˆ ⊗ sˆ)](ω′, ν′, ω, ν) =
(
ln(|(ω′, ν′)|)− ln(|(ω, ν)|)
)
sˆ(ω, ν)fˆ(ω′, ν′).
Therefore
T˘3F (ω
′, ν′, ω, ν) =
(
ln(|(ω′, ν′)|)− ln(|(ω, ν)|)
)
F (ω′, ν′, ω, ν).
To derive a formula for angle-pass filters, note that the space of functions L∞(eiR), applied on
T˘2, is exhausted by the space of functions of the form{
η
( (ω + iν)(ω′ − iν′)
|(ω, ν)| |(ω′, ν′)|
) | η ∈ L∞(eiR)}.
For scale-pass filters, note that the space of functions L∞(R), applied on T˘3, is exhausted by the
space of functions of the form {
η(
|(ω′, ν′)|
|(ω, ν)| ) | η ∈ L
∞(R)
}
.
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To calculate T˘1, we use
A1(g2, g3) = D(g2, g3) = e
g3
(
Re(g2) −Im(g2)
Im(g2) Re(g2)
)
the get
A1(T˘2, T˘3) =
|(ω′, ν′)|
|(ω, ν)|
(
ωω′+νν′
|(ω,ν)||(ω′,ν′)| − −ων
′+ω′ν
|(ω,ν)||(ω′,ν′)|
−ων′+ω′ν
|(ω,ν)||(ω′,ν′)|
ωω′+νν′
|(ω,ν)||(ω′,ν′)|
)
.
Therefore, by (40),
T˘1(fˆ ⊗ sˆ) = fˆ ⊗ (Ψ∗1Q˘x1Ψ1sˆ)−A1(T˘2, T˘3)
(
(Ψ∗1Q˘
xΨ1fˆ)⊗ sˆ
)
or
T˘1(fˆ ⊗ sˆ)(ω′, ν′, ω, ν) =
(
i ∂∂ω
i ∂∂ν
)
fˆ(x′, y′)sˆ(ω, ν)
− |(ω
′, ν′)|
|(ω, ν)|
(
ωω′+νν′
|(ω,ν)||(ω′,ν′)| − −ων
′+ω′ν
|(ω,ν)||(ω′,ν′)|
−ων′+ω′ν
|(ω,ν)||(ω′,ν′)|
ωω′+νν′
|(ω,ν)||(ω′,ν′)|
)( −i ∂∂ω′
−i ∂∂ν′
)
fˆ(ω′, ν′)sˆ(ω, ν).
(54)
Thus
T˘1F (ω
′, ν′, ω, ν) = i ∂∂ω + |(ω′,ν′)||(ω,ν)| ωω′+νν′|(ω,ν)||(ω′,ν′)| i ∂∂ω′ − |(ω′,ν′)||(ω,ν)| −ων′+ω′ν|(ω,ν)||(ω′,ν′)| i ∂∂ν′
i ∂∂ν +
|(ω′,ν′)|
|(ω,ν)|
−ων′+ω′ν
|(ω,ν)||(ω′,ν′)| i
∂
∂ω′ +
|(ω′,ν′)|
|(ω,ν)|
ωω′+νν′
|(ω,ν)||(ω′,ν′)| i
∂
∂ν′
F (ω′, ν′, ω, ν).
The exponents exp(itT˘1) of F ∈ W ⊗ S are written as
exp(itT˘1)F (ω
′, ν′, ω, ν) = F(ω′, ν′, ω, ν; t)
where F( · ; t) ∈ (W ⊗S)2 for every t ∈ R, with initial condition
F(ω′, ν′, ω, ν; 0) =
(
F (ω′, ν′, ω, ν), F (ω′, ν′, ω, ν)
)
.
The pair of functions F satisfies the two first order linear PDE’s
∂
∂t
F(ω′, ν′, ω, ν; t) =
(
− ∂∂ω − ωω
′+νν′
|(ω,ν)|2
∂
∂ω′ +
−ων′+ω′ν
|(ω,ν)|2
∂
∂ν′
− ∂∂ν − −ων
′+ω′ν
|(ω,ν)|2
∂
∂ω′ − ωω
′+νν′
|(ω,ν)|2
∂
∂ν′
)
F(ω′, ν′, ω, ν; t)
Denote the corresponding integral lines by r1,2(t;ω
′
0, ν
′
0, ω0, ν0), with parameter t and initial
position (ω′0, ν
′
0, ω0, ν0). Moreover, denote r1,2 = (ω
′, ν′, ω, ν) : R→ R4. The curve r1 satisfies
r˙1(t) = (ω˙
′(t), ν˙′(t), ω˙(t), ν˙(t))
=
(ωω′ + νν′
|(ω, ν)|2 ,−
−ων′ + ω′ν
|(ω, ν)|2 , 1, 0
)
with initial condition (
ω′(0), ν′(0), ω(0), ν(0)
)
=
(
ω′0, ν
′
0, ω0, ν0
)
.
The solution of these ODE’s are
ω(t) = t+ ω0 (55)
ν(t) = ν0. (56)
ω′(t) =
(ω0ω
′
0 + ν0ν
′
0)(ω0 + t) + ν
2
0ω
′
0 − ω0ν0ν′0
ω20 + ν
2
0
. (57)
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ν′(t) =
(ω0ν
′
0 − ν0ω′0)(ω0 + t) + ν20ν′0 + ω0ω′0ν0
ω20 + ν
2
0
(58)
For r2, we have
r˙2(t) =
(−ων′ + ω′ν
ω2 + ν2
,
ωω′ + νν′
ω2 + ν2
, 0, 1
)
The solution is ω(t) = ω0, ν(t) = ν0 + t, and
ω′(t) =
(ν0 + t)(ν0ω
′
0 − ω0ν′0) + ω20ω′0 + ω0ν0ν′0
ω20 + ν
2
0
. (59)
ν′(t) =
(ν0 + t)(ν0ν
′
0 + ω0ω
′
0) + ω
2
0ν
′
0 − ω0ν0ω′0
ω20 + ν
2
0
(60)
The above calculation of exp(itT˘1) allows the application of trigonometric polynomial position-
pass filters.
Shearlet transform
In this example we assume that the supports of sˆ and fˆ are in R2+ = {(ω, ν) ∈ R2 | ω > 0}.
By this, we can ignore the reflection subgroup N4 of G.
Using the scale transform (26), it is straightforward to show
[Ψ∗3Q˘3Ψ3sˆ](ω, ν) = − ln(ω)sˆ(ω, ν).
According to (40), T˘3 is given by
T˘3(fˆ ⊗ sˆ) = fˆ ⊗ (Ψ∗3Q˘3Ψ3sˆ)− (Ψ∗3Q˘3Ψ3fˆ)⊗ sˆ
or
[T˘3(fˆ ⊗ sˆ)](ω′, ν′, ω, ν) = − ln(ω)sˆ(ω, ν)fˆ(ω′, ν′) + ln(ω′)sˆ(ω, ν)fˆ(ω′, ν′).
Therefore
T˘3F (ω
′, ν′, ω, ν) = (ln(ω′)− ln(ω))F (ω′, ν′, ω, ν).
To derive a formula for scale-pass filters, note that the space of functions L∞(R), applied on T˘3,
is exhausted by the space of functions
{η(ω
′
ω
) | η ∈ L∞(R)}.
To calculate T˘2, we use
A2(g3) = e
1
2 g3
to get
A2(T˘3)F (ω
′, ν′, ω, ν) = e
1
2 (ln(ω
′)−ln(ω))F (ω′, ν′, ω, ν) = ω′
1
2ω−
1
2F (ω′, ν′, ω, ν).
Therefore
T˘2(fˆ ⊗ sˆ) = fˆ ⊗ (Ψ∗2Q˘2Ψ2sˆ)−A2(T˘3)
(
(Ψ∗2Q˘2Ψ2fˆ)⊗ sˆ
)
is given by
T˘2(fˆ ⊗ sˆ)(ω′, ν′, ω, ν) = − ν
ω
fˆ(ω′, ν′)sˆ(ω, ν) + ω′
1
2ω−
1
2
ν′
ω′
fˆ(ω′, ν′)sˆ(ω, ν).
Thus
T˘2F (ω
′, ν′, ω, ν) =
(
− ν
ω
+ ω′−
1
2ω−
1
2 ν′
)
F (ω′, ν′, ω, ν).
To derive a formula of slope-pass filters, note that the space of functions L∞(R), applied on T˘2,
is exhausted by the space of functions{
η
(− ν
ω
+ ω′−
1
2ω−
1
2 ν′
) | η ∈ L∞(R)}.
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To calculate T˘1, we use
A1(g2, g3) = D(g2, g3) =
(
eg3 g2e
1
2 g3
0 e
1
2 g3
)
to get
A1(T˘2, T˘3) =
(
e(ln(ω
′)−ln(ω)) (− νω + ω′−
1
2ω−
1
2 ν′)e
1
2 (ln(ω
′)−ln(ω))
0 e
1
2 (ln(ω
′)−ln(ω))
)
=
(
ω′ω−1 −νω′ 12ω− 32 + ω−1ν′
0 ω′
1
2ω−
1
2
)
.
Therefore
T˘1(fˆ ⊗ sˆ) = fˆ ⊗ (Ψ∗1Q˘1Ψ1sˆ)−A1(T˘2, T˘3)
(
(Ψ∗1Q˘Ψ1fˆ)⊗ sˆ
)
so
T˘1(fˆ ⊗ sˆ)(ω, ν) =
(
i ∂∂ω
i ∂∂ν
)
fˆ(ω′, ν′)sˆ(ω, ν)
−
(
ω′ω−1 −νω′ 12ω− 32 + ω−1ν′
0 ω′
1
2ω−
1
2
)( −i ∂∂ω′
−i ∂∂ν′
)
fˆ(ω′, ν′)sˆ(ω, ν)
=
(
i ∂∂ω
i ∂∂ν
)
fˆ(ω′, ν′)sˆ(ω, ν)
+
(
ω′ω−1i ∂∂ω′ − (νω′
1
2ω−
3
2 + ω−1ν′)i ∂∂ν′
ω′
1
2ω−
1
2 i ∂∂ν′
)
fˆ(ω′, ν′)sˆ(ω, ν).
Thus
T˘1F (ω
′, ν′, ω, ν) =(
i ∂∂ω + ω
′ω−1i ∂∂ω′ − (νω′
1
2ω−
3
2 + ω−1ν′)i ∂∂ν′
i ∂∂ν + ω
′ 12ω−
1
2 i ∂∂ν′
)
F (ω′, ν′, ω, ν).
The exponents exp(itT˘1) applied on F ∈ W ⊗ S are given by
eitT˘1F (ω′, ν′, ω, ν) =: F(ω′, ν′, ω, ν; t)
with initial condition
F(ω′, ν′, ω, ν; 0) =
(
F (ω′, ν′, ω, ν), F (ω′, ν′, ω, ν)
)
.
The pair T satisfies the two first order linear PDE’s
∂
∂t
F(ω′, ν′, ω, ν; t)
=
( − ∂∂ω − ω′ω−1 ∂∂ω′ + (νω′ 12ω− 32 + ω−1ν′) ∂∂ν′
− ∂∂ν − ω′
1
2ω−
1
2
∂
∂ν′
)
F(ω′, ν′, ω, ν; t)
Denote the integral lines by r1,2(t;ω
′
0, ν
′
0, ω0, ν0). Moreover, denote r1,2 = (ω
′, ν′, ω, ν). Then
the curve r1 satisfies
r˙1(t) =
(
ω˙′(t), ν˙′(t), ω˙(t), ν˙(t)
)
=
(
− ω′(t)ω(t)−1, ν(t)ω′(t) 12ω(t)− 32 + ω(t)−1ν′(t),−1, 0
)
with initial condition (
ω′(0), ν′(0), ω(0), ν(0)
)
=
(
ω′0, ν
′
0, ω0, ν0
)
.
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Thus,
ω(t) = t+ ω0 (61)
ν(t) = ν0. (62)
ω′(t) = ω′0ω
−1
0 (t+ ω0) = ω
′
0ω
−1
0 t+ ω
′
0. (63)
and
ν′(t) =
−ν0ω′
1
2
0 ω
− 12
0 t+ ω0ν
′
0
t+ ω0
(64)
For r2 we have
r˙2(t) = (ω˙′(t), ν˙′(t), ω˙(t), ν˙(t))
=
(
0, ω′(t)
1
2ω(t)−
1
2 , 0, 1
)
with solution
ω(t) = ω0 (65)
ν(t) = t+ ν0 (66)
ω′(t) = ω′0. (67)
and
ν′(t) = ω′
1
2
0 ω
− 12
0 t+ ν
′
0. (68)
The formula for exp(itT˘1) allows the calculation of trigonometric polynomials in T˘1, and thus
of approximate position-pass filters.
5 Greedy sparse continuous wavelet transform
In this section we formulate a greedy algorithm for extracting sparse approximations to signals,
using functions from the 1D wavelet system. Using the wavelet-Plancherel theory, we can describe
the matching pursuit method of Section 1 more accurately. Given a signal s and a window f , our
goal is to find large wavelet coefficients of Vf [s]. We do this via a bisection search in V [W ⊗ S].
We start with a compact domain G0 of G, on which Vf [s] takes most of its energy. We take
G0 to be a rectangle T0 × S0 in the coordinate representation N1 o N2. We partition G0 to
four rectangular sub domains G10 = T
1
0 × S10 , . . . , G40 = T 40 × S40 . For each Gr0, we consider an
approximation P˜Gr0 to the projection upon G
r
0. The approximate projection is a multiplicative
operator of the form P˜Gr0 = P˜T r0 P˜Sr0 . Here, P˜T r0 is an approximate periodic time-pass, namely
a trigonometric polynomial of N˘1 with period |T0|, and P˜Sr0 is a perfect scale-pass, namely the
characteristic function of Sr0 applied on N˘2. We then defined G1 as the rectangle having the
greatest
∥∥∥P˜Gr0V [f ⊗ s]∥∥∥. Using the wavelet-Plancherel theorem, this calculation is carried out in
the W ⊗S space using the pull-back of P˜Gr0 , and calculating the norm in W ⊗S.
Next we show how to continue this process. At step J , we consider the rectangle GJ−1,
partitioned into G1J−1, . . . , G
4
J−1. We would like to define GJ as the rectangle G
r
J−1 having the
greatest
∥∥∥P˜GrJ−1V [f ⊗ s]∥∥∥. However, the narrower the support of GJ along the N˘1 axis is, the more
Fourier coefficients are required for the periodic approximate time-pass filter. This is a problem,
since we would like to keep the number of Fourier coefficient bounded, to control the asymptotic
complexity of the method. Fortunately, there is a simple way to avoid this problem. Consider the
trigonometric polynomial
R01(x) =
L∑
l=−L
clel(x) (69)
that approximates the characteristic function of [−pi, 0] in L2[−pi, pi]. Here, el are the complex
exponential Fourier basis functions, and cl are scalar coefficients (see Subsection 4.2). The function
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R11 = 1−R01 approximates the characteristic function of [0, pi]. Note that R01, R11 are 2pi periodic.
The dilated filter
R0j (x) =
L∑
l=−L
cje2j l(x) (70)
is a 2−j2pi periodic function, approximating the characteristic function of [−2−jpi, 0]. The filter
R1j = 1−R0j approximates the characteristic function of [0, 2−jpi]. To approximate the character-
istic function of some interval 2−J2pir + [−2−Jpi, 0] , for some integer r, via a 2pi periodic filter,
we simply take the product
∏J
j=1R
bj
j , where {bj}Jj=0 is the binary representation of the number
r ∈ N.
We thus continue the search process, and define GJ+1 as the rectangle G
r
J having the greatest∥∥∥P˜GrJ J∏
j=0
P˜GjV (f ⊗ s)
∥∥∥. (71)
Note that equation (71) requires only the calculations of the projections P˜GrJ , r = 1, 2, 3, 4, which
are based on 2L + 1 exponents of N˘1 and perfect scale-passes. Indeed, the product part in (71)
was calculated in the previous step of the search. When we stop the process at a big J , we are
left with an approximation of the projection of Vf [s] upon a small rectangle about the point g
1
J
in G. The resulting wavelet atom pi(g1L)f has a large wavelet coefficient. This coefficient search
algorithm does not necessarily give the global maximum. On the other hand, this search method
is also not a local method, since all of the wavelet coefficients of Vf [s] are accounted for in the
search. We argue that philosophically this search method is “somewhere between a global and a
local optimization method”.
Assume that f ∈ S∩W is normalized in S. Given a wavelet atom pi(g1L)f with a large coefficient,
we consider in this paper two ways to calculate the sparse approximation. In Matching Pursuit
(MP) [27], we take the first approximation to s to be s1 =
〈
s, pi(g1J)f
〉
pi(g1J)f , and obtain the
residual r1 = s−s1. This process is now repeated for f⊗r1, defining s2 = s1 +
〈
s, pi(g2J)f
〉
pi(g2J)f ,
and r2 = r1−
〈
s, pi(g2J)f
〉
pi(g2J)f . At step K, we obtain a sparse approximation sK to s, consisting
of K wavelet coefficients. In Orthogonal Matching Pursuit (OMP) [30], we consider all of the
points g1L, . . . , g
k−1
L found at steps 1, . . . , k − 1, and define the sparse approximation of s to be
the projection of s upon span{pi(g1L)f, . . . , pi(gk−1L )f}. We then define the residual sk = s− sk−1,
and continue. At step K, we obtain a sparse approximation sK to s, consisting of K wavelet
coefficients. We call either of the two resulting methods wavelet Plancherel phase-space
projection pursuit, or WP4, which we write also as WP4.
In this section we show that by choosing a suitable discretization of W ⊗ S, with a suitable
data structure and scale bisection, we can derive a coefficient search algorithm with lower compu-
tational complexity than naive continuous wavelet methods, based on a 2D discretization of phase
space. Moreover, the computational complexity of our method is the same as that of a discrete
method, while squaring the sampling resolution in phase space. To understand the improvement in
resolution of the WP4 method over standard methods, we explain how the continuous 1D wavelet
transform can be interpreted as a time-frequency transform. We last present a setting in which
that WP4 method is beneficial, namely wavelet phase vocoder.
We note that the issue of stability of the projections is not addressed in this paper. However,
we observe that in practice, the pointwise deviations of the function underlying
∏J
j=1 P˜Gj , from
the characteristic function of GJ do not all conspire to be in the same direction, and
∏J
j=1 V
∗P˜GjV
approximate the perfect band-pass filter V ∗PGjV reasonably. The approximation is reasonable
even for low order trigonometric polynomials, e.g having nine nonzero coefficients. Moreover,
note that a crude approximation is appropriate in our situation, since we look for big wavelet
coefficients, but do not need the exact value of the projected Vf [s]. Indeed, after the point g
k
is found in phase space, the coefficient is calculated directly by
〈
s, pi(gk)f
〉
pi(gk)f in MP, or by
projection of s upon span{pi(g1L)f, . . . , pi(gk−1L )f} in OMP.
32
5.1 1D continuous wavelet as a time-frequency transform
The WP4 method is good at pinpointing time-scale components of a signal accurately. As we
show later, the WP4 squares the resolution in phase space in comparison the discrete methods
with the same computational complexity. To understand the underlying resolution of the WP4
method, we explain in this subsection how to interpret the 1D continuous wavelet transform as a
time-frequency transform. The time-frequency interpretation of the continuous wavelet transform
is standard, see e.g. [33]. For instructive purposes we offer a simplified analysis, skipping technical
details.
Consider the space of signals sˆ with supports in [0,∞). Assume that the window fˆ is compactly
supported, concentrated about the frequency ω0. Let (ω0 −∆, ω0 + ∆) be the support of fˆ , and
suppose that 0 < ∆ < ω0.
Next we consider the standard formulation of the 1D continuous wavelet transform, with non-
exponential scale β and time α [6]. The standard 1D continuous wavelet transform is written in
frequency as
Wfˆ [sˆ](α, β) =
∫ ∞
0
sˆ(ω)
√
βe2piiωαfˆ
(
βω
)
dω
with reconstruction
fˆ(ω) =
∫ ∞
−∞
∫ ∞
0
Wf [s](α, β)
√
βe2piiωαfˆ
(
βω
)
dα
1
β2
dβ. (72)
Note that the dilated window
√
βfˆ
(
βω
)
is centered at the frequency ω0β , with support (
ω0
β −
∆
β ,
ω0
β +
∆
β ). Thus, the scale β corresponds to the frequency κ =
ω0
β . Therefore, the change of
variable κ = ω0β in the reconstruction formula (72), transforms phase space into a time-frequency
space, and we have
fˆ(ω) =
∫ ∞
−∞
∫ ∞
0
Wfˆ [sˆ](α,
ω0
κ
)
√
ω0
κ
e2piiωαfˆ
(ω0
κ
ω
)
dαdκ,
where α is the time variable in phase space, and κ is the frequency variable.
The phase space kernels Wfˆ [sˆ](α,
ω0
κ ) (the ambiguity function) become elongated along the
frequency direction the larger the frequency κ is, and become elongated along the time direction
the smaller the frequency κ is (see Proposition 4 and the discussion around it for ambiguity
functions). From this point of view, we can think of the wavelet transform as a version of the
STFT, with support size of the window proportional to the frequency. In other words, each
transformed version of the window has the same number of oscillations, no matter the frequency.
This formulation is beneficial when analyzing signals that are best understood in terms of time-
frequency, e.g audio signal, using the wavelet transform. We use this point of veiw in Subsection
5.4 to design a wavelet based phase vocoder.
5.2 Standard discretization of the 1D wavelet transform
In this subsection we review two standard methods, that do not rely on the wavelet-Plancherel
theory, namely wavelet frame methods. Since the construction is important for understanding the
advantage of the WP4 method, we offer instructive calculations in this section, without going into
technical details. For reference, see [31][7] and [26] (Sections 4.3 and 5.2).
Given a signal sˆ and a window fˆ , both supported in a compact interval of the positive frequency
line (0,∞), the wavelet transform can be constructed as follows. The wavelet transform Vf [s] at
the fixed scale g2, and variable time g1, is the inverse Fourier transform of sˆpˆi2(g2)fˆ at g1, where
pˆi2(g2) = Fpi2(g2)F∗. The reconstruction formula of the wavelet transform, restricted to the fixed
scale g2, gives∫
Vf [s](g1, g2)pˆi(g1, g2)fˆ dg1 =
∫
Vf [s](g1, g2)e
−ig1ωpˆi2(g2)fˆ dg1 = sˆ
∣∣∣pˆi2(g2)fˆ ∣∣∣2 . (73)
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Integrating (73) over g2, the reconstruction formula can then be written as
sˆ = sˆ
∫ ∣∣∣pˆi2(g2)fˆ ∣∣∣2 e−g2dg2, (74)
which shows that
∫ ∣∣∣pˆi2(g2)fˆ ∣∣∣2 e−g2dg2 = 1. In (74), the term e−g2 is due to the Haar measure
of the affine group. The discrete methods are derived from these observation, using FFT as the
main computational tool.
Assume that the signal sˆ is discretized in the frequency domain, with the uni-spaced frequency
samples 0 < ω0, ω1, . . . , ωN , with ωn+1 − ωn = r, ωN = O(rN). Assume that fˆ is compactly
supported away from 0, and supported about the frequency ω0. Precisely, let (ω0−∆, ω0 + ∆) be
the support of fˆ , and assume that ∆ < ω0, and ∆ > r. Consider a decreasing grid in scale,
{−gm2 }Mm=0 , 0 = −g02 > −g22 > . . . > −gM2 , (75)
such that exp(gM2 )ω0 ≥ ωN . The dilated window pˆi2(−gm2 )fˆ is centered about the frequency
exp(gm2 )ω0, with support
(exp(gm2 )ω0 − exp(gm2 )∆ , exp(gm2 )ω0 + exp(gm2 )∆)
for every m = 0, . . . ,M . Assume that exp(gm2 )(ω0 + ∆) is sufficiently larger than exp(g
m+1
2 )ω0
for every m = 0, . . . ,M − 1. Namely, assume there is enough overlap between the supports of
pˆi1(−gm1 )fˆ , pˆi1(−gm+11 )fˆ for every m = 0, . . . ,M − 1, to guarantee that
M∑
m=0
Wm
∣∣∣pˆi1(−gm2 )fˆ(ω)∣∣∣2 ≈ 1 (76)
for every ω ∈ [ω0, ωM ]. Here, Wm are weights that depend on the grid, that normalize the sum
so it approximates the integral of (74). Note that (76) guarantees approximate reconstruction of
the discrete method, in view of (74). For each fixed scale −gm2 , we consider a regular time grid
{gk1}k with number of samples proportional to the support size 2 exp(gm1 )∆ of pˆi2(−gm1 )fˆ . The
approximate value of the wavelet transform at (gk1 ,−gm2 ) is calculated as
Vf [s](g
n
1 ,−gk2 ) ≈
[
F˜−1e− 12 gk2 fˆ(e−gk2 ·)sˆ(·)
]
(gn1 ), (77)
where F˜−1 is the discrete inverse Fourier transform. In (77), fˆ is sampled at different time points
for different scales −gk2 .
Next we derive the computational complexity of this discrete wavelet method. Consider
the correspondence between scale and frequency, κ = ω0 exp(g1) (see Subsection 5.1). Let
{κm = exp(gm2 )ω0}Mm=0 be a frequency grid, constructed by κm = κ(m), where κ is a smooth
function, and κN ≥ ωN . The support of pˆi1(−gm2 )fˆ is (κm − ∆ω0κm , κm + ∆ω0κm). Since there are
O( 1r
∆
ω0
) samples in the support of pˆi1(−gm2 )fˆ , the computational complexity of one inverse FFT is
O
(
1
r
∆
ω0
κm log(
1
r
∆
ω0
)
)
. If κ is smooth enough in m ∈ R, by the complexity of FFT, we can estimate
the computational complexity by the order of
1
r
∫ M
m0
2
∆
ω0
κ(m) log(
∆
ω0
κ(m))dm.
We now give two extremes of this construction. The first example is the standard exponential
scale grid. Here, κ(m) = exp(hm), and the complexity is of order of
1
r
∫ log(ωN )/h
log(ω0)/h
∆
ω0
exp(hm)(log(
∆
ω0
) + hm)dm
=
1
r
∆
ω0
( 1
h
exp(hm) log(
∆
ω0
) +
1
h
exp(hm)(αm− 1)
)∣∣∣log(ωN )/h
log(ω0)/h
= O(
1
h
1
r
∆
ω0
ωN log(ωN )) = O(
∆
ω0h
N log(N)). (78)
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Note that the overall number of samples in phase space in this method is O(N).
Another example is when κ(m) = ω0 + rm, and we get computational complexity of order
1
r
∫ N
0
2
∆
ω0
(ω0 + rm) log
(∆
ω0
(ω0 + rm)
)
dm = O(
∆
ω0
N2 log(N))
Last, if we are interested in an N ×N regular grid resolution in time-frequency, taking N time
samples for each scale, the computational complexity is O(N2 log(N)).
To conclude, in the discrete wavelet methods, if we want a computational complexity of
O(N log(N)), we are limited to a resolution of O(N) samples in phase space, and if we want
O(N2) samples in phase space, we are limited to a computational complexity of O(N2 log(N)).
5.3 Discretization of the wavelet Plancherel method
In this subsection we consider two discretizations of W ⊗ S that accommodate computations of
phase space band-pass filters. We show that the first discretization leads to a naive algorithm,
while the second leads to a novel algorithm, with lower computational complexity. To avoid dealing
with the reflection subgroup, we assume that both the signal sˆ and the window fˆ are positively
supported in the frequency domain.
Recall that for the 1D wavelet transform, W ⊗ S ∼= L2(R2; 1|ω′|dω′dω). The integral lines of
the exponents of T˘1, exp(itT˘1), are given in (52) and (53). In view of (52) and (53), we call these
integral lines “slope rays”. We consider the new variables in W ⊗ S, z = ω′/ω and ω. In these
variables, exp(itT˘1) are translations along ω with constant slope z. As a result, time-pass filters
are convolutions along slopes. The band-pass filters in T˘2 are multiplicative operators, depending
only on the slope z.
Let us introduce our first discretization of the coefficient search inW⊗S. Recall that the time
exponents exp(itT˘1) depend only on the variable ω, and the scale-pass filters depend only on the
slope variable of z. Thus, a natural choice for a discretization is to model functions F ∈ W ⊗S as
samples of F on a uniform {(ωn, zk)}N , Kn=1,k=1 grid. In the initialization of the search, with fˆ ∈ W
and sˆ ∈ S, we define
F (ωn, zk) = [fˆ ⊗ sˆ](ωn, zkωn) = fˆ(zkωn)sˆ(ωn). (79)
The scale-pass filters simply restrict the grid to a subset of the slope samples {zk}Kk=1. The square
norm of a slope-passed F is given by
∑K1
k=K0
∑N
n=1 |F (ωn, zk)|2. A time-pass of F , based on L
nonzero Fourier coefficients, is a convolution of F along the ω direction, independent of z. Namely
it is a linear conbination of L translated versions of F along the slope-rays. For K = O(N), one
coefficient search takes O(N2L) operations.
In view of (79) and (77), the above method could have been constructed based on the standard
wavelet theory, without the need of the wavelet-Plancherel heavy machinary. Moreover, this
method doesn’t give a significant, if any, improvement over the O(N2 log(N)) complexity of the
naive method.
Next we construct our second discretization ofW⊗S. This discretization is based on the tensor
product of a discretizedW space, W˜, and a discretized S space, S˜. In choosing W˜ and S˜, we follow
two guidelines. First, the model should be invariant under the operations of the search algorithm.
Since in the search algorithm, functions of W˜ ⊗ S˜ are translated along slope-rays, and restricted
to slope-bands, we would like the space W˜ ⊗ S˜ to be invariant under these operations. Moreover,
since time-pass filters are based on additions, we would like W˜ ⊗ S˜ to also be invariant under
addition. The second guideline asserts that S should be discretized “finely”, to accommodate a
rich class of signals. Thus we discretize S using a uniform grid {ωn}Nn=0. However, the window
can be defined “coarsely”, as a low dimensional parametric model. We consider windows that are
B-splines in the frequency domain, and specifically in this paper we restrict ourselves to piecewise
linear continuous windows. We note that even a piecewise linear continuous window with three
nodes can model mother wavelets with a range of desirable properties. For example, using a
window, with it’s first node near 0, we can design “impulse-like” mother wavelets, for detecting
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discontinuities. For another example, using a window with it’s first node away from 0, we can
design “oscillatory” mother wavelets, for detecting local frequencies. We call W˜ ⊗ S˜ the space of
spline sequences.
Next we show how to interpret W˜⊗S˜ as a (nonlinear) subspace ofW⊗S. Let {fˆn}Nn=1 ∈ W˜⊗S˜,
where each fˆn is a linear spline. Let d : R → R be a bump function, with support [−, ], such
that  < ω0. To embed the discrete model in W ⊗ S, the spline sequence {fˆn}Nn=1 is mapped to
the function
{fˆn}Nn=1(ω′, ω) =
N∑
n=1
fˆn(ω
′)d(ω − ωn) (80)
in W ⊗ S. The tensor product of a spline window fˆ and a discrete signal {sˆ(ωn)}Nn=0, gives the
spline sequence
fˆ ⊗ {sˆ(ωn)}Nn=0 = {sˆ(ωn)fˆ}Nn=0 ∈ W˜ ⊗ S˜.
In the following we do not distinguish between spline sequences and their embedding to the
window-signal space.
Next we show that the space W˜ ⊗ S˜ is invariant under approximate operations of the search
algorithm. Let {fˆn}Nn=1 ∈ W˜ ⊗ S˜. Each fˆn, can be represented as the two sequences, {ω′k} and
{fn(ω′k)}, of the nodes of the spline and the values of fˆn at the nodes respectively. The spline
fˆn may be discontinuous only at its first and its last nodes, in case the values of the spline are
nonzero there. In view of the embedding of spline sequences to W ⊗ S, a scale-pass filter P 2[a,b],
upon the scale interval [a, b], approximately corresponds to restricting each fˆn to an interval that
depends on n. This is true since the bump d in (80) is narrow. Thus, an approximate scale-pass
keeps {fˆn}Nn=0 a spline sequence, and does not increase the number of nodes.
Second, W˜ ⊗ S˜ is also invariant under approximate translations along slope-rays. Assume that
F (zω, ω) = {fˆn}Nn=0(zω, ω) is zero for any slope z > B for some B. Translations along slope-rays
keep theW cross-sections F (· , const) of F as linear splines. Moreover, if we choose  (of the bump
b) sufficiently smaller than 1B and ω0, then the shear in exp(itT˘1)fn(ω
′)b(ω − ωn) is negligible.
Indeed, by the support of b we consider (ω − ωn) = O(), so
exp(itT˘1)[fn(ω
′)d(ω − ωn)] = fˆn(ω
′
ω
(ω − t))d(ω − ωn − t)
= fˆn(
ω′
ωn +O()
(ωn +O()− t))d(ω − ωn − t)
= fˆn(
ω′
ωn
(1 +O(

ωn
))(ωn +O()− t))d(ω − ωn − t)
= fˆn
( ω′
ωn
(
ωn +O()− t+O() +O( 
2
ωn
) +O(
t
ωn
)
))
d(ω − ωn − t)
and by the fact that ω
′
ωn
< B and  ω0,
= fˆn
(
ω′(1− t
ωn
) +O() +O(

ωn
)
))
d(ω − ωn − t)
so
exp(itT˘1)[fn(ω
′)b(ω − ωn)] ≈ fˆn
(
ω′(1− t
ωn
)
)
d(ω − ωn − t).
In conclusion, up to an approximation, exp(itT˘1){fˆn}Nn=0 ∈ W˜ ⊗ S˜.
We can give two justifications to the assumption that the support of F is bounded from above
in slope variable. First, note that if sˆ is supported in [ω0,∞), and fˆ is supported in (0, ω′K),
then F (zω, ω) = fˆ ⊗ sˆ(zω, ω) is zero for any slope z > B = ω′Kω0 . In practice, a small band of
low frequencies of sˆ can be filtered out, and saved separately, prior to the implementation of the
method. Alternatively, the support of fˆ ⊗ sˆ on high slopes can be filtered out using a scale-pass
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filter, and saved separately as a “father wavelet” component. This can be seen by formula (31) of
the wavelet-Plancherel transform.
Last, the addition of two spline sequences is also a spline sequence, with at most twice the
number of nodes. This shows that the model is invariant under the search operations. Note as
well that the computational complexity of each of the above operations is linear in the overall
number of nodes.
Assume that we perform our search on fˆ⊗ sˆ, where fˆ consists of K nodes. The spline sequence
fˆ ⊗ sˆ consists of overall NK nodes. In general, the linear combination of fˆ ⊗ sˆ with exp(itT˘1)fˆ ⊗ sˆ
is a spline sequence with overall 2NK nodes. At this stage, it may seem like the data size of our
model can increase exponentially as the search algorithm goes deeper, since we keep on summing
spline sequences. However, we next show that the overall number of values of our model is bounded
by NKL, at any depth of the search.
Proposition 28. Let sˆ consist of N equidistant samples 0 < ω0, . . . , ωN , and fˆ consist of K
nodes 0 < ω′1, . . . , ω
′
K . Consider the coefficient search algorithm of WP4, with time-pass based on
L nonzero coefficients. Consider the scale binary search, such that for slope support [a, b], bisects
the band in
c =
2
1
a +
1
b
. (81)
Suppose that the initial slopes satisfy a ≥ ω′KωN and b ≤
ω′1
ω0
. Then the overall number of nodes of
the spline sequence model is approximately bounded by NKL at every search step. Namely, for
every δ > 0 there is Nδ > 0 such that for every N > Nδ, the overall number of nodes of the spline
sequence model is bounded by (1 + δ)NKL.
Proof. Each application of exp(itT˘1) on a spline sequence creates new nodes, by translating the
original nodes along slopes. Note that the exponents exp(itT˘1) in the Fourier expansion (70)
translate in distances along S that are multiples of the grid spacing of S. For a node (ωn, ω′k), the
set of all translated versions of this node along a slope intersecting it, is a regular grid on the slope.
There are L new nodes due to the first time-pass filter. More generally, there are 2jL new nodes
due to all of the j first time-pass filters. Now, the partition (81) divides evenly the nodes of fˆ ⊗ sˆ
between the two bands of slopes [a, c] and [c, b]. To see this, denote λk = {(ω′k, ωn) | n = 0, . . . , N}.
For each k = 1, . . . ,K, the number of nodes of λk in the slope band [a, c] is estimated by
N
ωN − ω0
(ω′k
a
− ω
′
k
c
)
,
with error at most 1. Similarly, the number of nodes of λk in the slope band [c, b] is estimated by
N
ωN − ω0
(ω′k
c
− ω
′
k
b
)
.
Thus the overall number of nodes of {(ω′k, ωn) | k = 1, . . . ,K , n = 0, . . . , N}, intersecting [a, c]
and [c, b] respectively is
N
ωN − ω0
K∑
k=1
(ω′k
a
− ω
′
k
c
)
,
N
ωN − ω0
K∑
k=1
(ω′k
c
− ω
′
k
b
)
,
with error at most K. To guarantee equality between these estimates, we choose c = 21
a+
1
b
. Each
of the resulting slope bands [a, c] and [c, b] have at most 12NK +K = (
1
2 +
1
N )NK nodes.
Thus, the partition (81) also divides evenly the set of nodes due to all of the j first time-pass
filters, counting repeated nodes. This shows that at step j of the search, the model comprises at
most ( 12 +
1
N )
j2jLKM nodes. Observe that
(
1
2
+
1
N
)j2j = (1 +
2
N
)j
and for j = log(N), the expression (1 + 2N )
log(N) converges to 1 as N →∞.
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The initialization of the slopes in Proposition 28 is satisfactory if the window fˆ has a small
support near ω0. The signal sˆ can be padded by zeros in such a situation, to guarantee that the
initial slope interval covers all of the data. If we want to use the initial slopes a =
ω′1
ωN
and b =
ω′K
ω0
,
we need to demand that the c slope partitions the nodes {(ω′k, ωn) | k = 1, . . . ,K , n = 0, . . . , N}
intersecting the slope band [a, b] into two equal sized subsets.
Since the model comprises at most of NKL values, time exponents and a scale-pass filters
take O(NKL) operations. Moreover, one time-pass consists of L time exponents, so we have the
following result.
Proposition 29. The computational complexity of one search is O(N log(N)KL2).
We remark that in practice we can choose for exampleK = 3 and L = 9, and both are O(1) with
respect to N . Therefore, our algorithm takes O(N log(N)) operations for each coefficient search.
This is comparable to a standard Matching Pursuit on the wavelet coefficients of a discrete wavelet
frame [7], as described in Subsection 5.2.
Let us present a point of view that explains the reduction in computational complexity of the
WP4 in comparison to the naive method. Both spaces W⊗S and L2(G) are function spaces over
a 2D domain. The window and signal data are entangled in L2(G), and there is no reasonable
discretization of G that separates the signal data from the window data. On the other hand, the
window and signal data in W ⊗ S are in a sense separated, and can be discretized separabely.
This allows us to encode the window direction with only a few parameters, since windows do not
contain information, and spend most of the resources encoding the signal direction, which contains
all of the information.
5.4 Sampling resolution of WP4 in the time-frequency plane
In view of (81) and the change of variable from scale to frequency, κ = ω0β , it is evident that the
WP4 method partitions uniformly in frequency. This shows that the underlying resolution of the
method is a regular N ×N grid in the time-frequency plane.
The discrete frame method with computational complexity equivalent to the WP4 method is
based on the exponential frequency grid {κm = exp(hm)ω0}O(log(N))m=0 (see Subsection 5.2). This
discrete method consists of overall O(N) samples in phase space. The samples in the discrete
method are evenly distributed in the time-frequency plane, in the sense that any big rectangle of
the same area contains approximately the same number of samples as N → ∞, regardless of its
position in the time-frequency plane. However, the resolution in the frequency direction decreases
exponentially as the frequency increases. Indeed, the space between consecutive frequencies is
proportional to the frequency. This exponential frequency grid can be constructed sequentially by
κm+1 = exp(h)κm. If we want the resolution of this deiscrete method to be comparable to the
WP4 resolution in the high frequencies, the spacing h has to satisfy
κM−1 + r ≈ κM = exp(h)κM−1
where r is the grid spacing of the signal domain in frequency. Therefore
1 + h ≈ exp(h) ≈ ωN + r
ωN
= 1 +
r
ωN
or h = O( rωN ) = O(
1
N ). In view of (78), such a choice of h results in an O(N
2 log(N)) computa-
tional complexity, in comparison to the O(N log(N)) complexity of WP4. To conclude, the WP4
method improves the resolution in phase space of the discrete method, from O(N) to O(N2), while
keeping the complexity O(N log(N)).
Next we explain the importance of this observation in feature extraction. Recall that the spread
of the kernels in phase space, along the frequency direction, is proportional to the frequency of the
kernel (Subsection 5.1). From this point of view, an exponential grid in the frequency direction
is appropriate. Indeed, this discrete dictionary is a frame, and the discrete wavelet transform is
invertible with stable inversion. However, if we treat the time-frequency plane as a feature space,
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and the wavelet coefficients as local frequency features, then the resolution of the discrete wavelet
transform in this feature space is coarse, while the resolution in the WP4 method is fine.
A fine resolution in the time-frequency feature space is crucial in some signal processing tasks.
In the following we review in short such a task, namely time stretching phase vocoder [34]. The
task in the phase vocoder method is to dilate the time of an audio signal, without dilating its
pitch, or frequency content. The standard phase vocoder is based on the STFT. First, the signal
is transformed to the time-frequency plane via STFT. Then, the phase space representation of
the signal is dilated along the time direction, while the phase of each coefficient is adjusted in a
manner to be described later. Last, the resulting phase space function is synthesized back to the
signal space.
Since the wavelet transform can be interpreted as a time-frequency transform, in principle,
the method should also work when replacing STFT with the wavelet transform. Some work have
been done in this direction (see e.g [32]). An important advantage that can be gained by using
wavelets instead of STFT, has to do with localization. In the STFT, the support ∆ of the window
is fixed. Therefore, there is a fixed time distance that govern the blurriness in the time direction.
Indeed, every feature in the signal with a local frequency at time t0, interacts with any window
with the same frequency, in the time interval (t0 − ∆, t0 + ∆). This phenomenon results in the
smearing of signal features with sharp attacks (e.g drums), and in periodic artifacts when dilating
feature of sharp attack separated in time by less than ∆. On the other hand, the support of a
wavelet atom is inverse proportional to its frequency. This means that features with sharp attacks,
which have slowly decaying frequency contents, are smeared less when using wavelets. Note that
to avoid wavelet atoms with overly large time supports, the low frequency content of the signal
can be stretched using a standard STFT phase vocoder.
The signal model underlying the phase vocoder method is a sum of slowly varying pure waves.
An audio signal is modeled as
M∑
m=0
Am(t) exp(iωm(t)) (82)
where the instantaneous frequency of the mth component, ω′m(t), and the amplitude Am(t) are
slowly varying. The phase vocoder method is justified for this model, if the frequency resolution
is fine enough to approximate the instantaneous frequencies [23]. Note that many real life audio
signals are polyphonic, with the components of (82) well spread in the time-frequency plane. For
this reason, a standard discrete wavelet transform produces low quality results for polyphonic
audio signals, as it has a coarse time-frequency resolution. On the other hand, since the resolution
of the WP4 method is fine in time-frequency, it is more suitable for time stretching polyphonic
audio signals.
In Figure 1 we compare a standard discrete wavelet methotod to WP4. In the standard method,
a sparse approximation to the signal s is extracted using OMP on the discrete wavelet dictionary,
while in the second method the sparse approximation is obtained using WP4. In both methods,
the signal is approximated by ∑
k
exp(iθk)ck pi(αk, βk)f2,
where the scalar coefficients consist of θk ∈ [0, 2pi] and ck ∈ R+, and the window is f2. We then
stretch time by an integer factor T , to get the output signal∑
k
exp(iTθk)ckpi(Tαk, βk) f3, (83)
where f3 is a different window. For the reason behind the exp(iθk)ck 7→ exp(iTθk)ck transforma-
tion, see [34]. In both cases we follow the next procedure. We consider three windows fˆ1, fˆ2, fˆ3,
all centered about ω0, with frequency supports ∆,
1
2∆ and
1
2T ∆ respectively. We extract the co-
efficients (αk, βk) using the pursuit method on the windnow f1. To increase the overlap between
the atoms, we then consider the atoms pi(αk, βk)f2, and calculate the coefficients by
exp(iθk)ck = 〈s, pi(αk, βk)f2〉 .
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Last, to reconstruct the stretched signal, we stretch the window to f3, while keeping its frequency
the same as f1, f2, and syntesize using (83).
Figure 1: A signal s with a constant frequency, localized in time, and the sparse wavelet phase
vocoder time stretch of the signal using the discrete frame method sD, and the WP4 method sW .
Top right: the signal s in time. Bottom right: in blue |sˆ|, in green |sˆW |, in red |sˆD|. The WP4
preserves the instantaneous frequency of the signal, while dilating it. Left: Top two: the envelope
|s| in black (first graph), and |sW | in black (second graph), along with the 4 coefficients of the
sparse WP4 method in color (original coefficients in the first graph, and stretched coefficients in
the second). Bottom two: the same as the top two, but for the discrete frame method.
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Appendix A: functional calculus
Definition 30. Let H be a separable (complex) Hilbert space, and S be R or eiR. Let B be the
standard Borel σ-algebra of S, and let P be the set of orthogonal projections in H. A mapping
P : B → P is called a projection valued Borel measure (PVM) if
1. P (S) = I and P (∅) = 0.
2. If {Bn}n∈N is a sequence of pairwise disjoint Borel sets, then for every k 6= j, P (Bk) and
P (Bj) are projections to two orthogonal subspaces, and
P (
⋃
n∈N
Bn) =
∑
n∈N
P (Bn).
We present a “Riemann-Stieltjes” formulation of the spectral theorem (see e.g [20]).
Theorem 31. Let T be a self-adjoint or unitary operator in the separable Hilbert space H. Let
S = R in case T˘ is self-adjoint, and S = eiR in case T˘ is unitary. Then, there is a PVM, P : S→ P
such that
1.
T =
∫
S
λ dP (λ) (84)
where the integral in (84) is defined as follows. Let x = {x0, . . . , xn} denote a finite Riemann
partition of S. Let diam(x) denote the maximal diameter of intervals in x. Denote by
[xk, xk+1] a general interval in the partition, and by [x0, xn] the union of the intervals of x.
We have
T˘ = lim
diam(x)→ 0
[x0, xn]→ S
n−1∑
k=0
xkP
(
[xk, xk+1)
)
where the limit is in the strong topology in case T˘ is unbounded (and thus self-adjoint), and
in the operator norm topology otherwise.
2. For S = R, f is in the domain of T˘ if and only if∫
R
λ2 d
∥∥P ((−∞, λ])f∥∥2 <∞ (85)
where the integral in (85) is the Riemann-Stieltjes integral with respect to the weight function∥∥P ((−∞, · ])f∥∥2 : R→ R.
Remark 32. (Functional calculus) A measurable function φ : S→ C of a self-adjoint or unitary
operator T is defined to be the normal operator
φ(T ) =
∫
S
φ(λ)dP (λ). (86)
defined on the domain of vectors f ∈ H satisfying∫
R
|φ(λ)|2 d∥∥P ((−∞, λ])f∥∥2 <∞.
This definition is consistent with polynomials of T in the following sense. If f ∈ H is band-limited,
namely there exists some compact subset B ⊂ S such that f = P (B)f , and if {qn}n∈N is a sequence
of polynomials satisfying
lim
n→∞ ‖pn − φ‖L∞(B) = 0
then
lim
n→∞ ‖pn(T )f − φ(T )f‖H = 0
where pn(T˘ ) is in the sense of compositions, additions, and multiplication by scalars of T , and
φ(T ) is in the sense of (86).
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Appendix B: Proofs
Proof of Proposition 16
Lemma 33. Consider a DGWT, let Γm be the quantitym diffeomorphism for m = 2, . . . ,M , and
Lm be the left translation in L
2(Ym ×Nm), along Nm. Then
[Γmfˆ
(
(·)Dm(g′m)
)
](ym, gm) = Γmfˆ(ym, g
′−1
m gm) = [Lm(g
′
m)Γmfˆ ](ym, gm)
Proof.
[Γmfˆ
(
(·)Dm(g′m)
)
](ym, gm) =fˆ
(
ωmD
m(ym)Dm(g
−1
m )Dm(g
′
m)
)
=fˆ
(
ωmD
m(ym)Dm(g
−1
m • g′m)
)
=fˆ
(
ωmD
m(ym)Dm
(
(g′−1m • gm)−1
))
=[Lm(g
′
m)Γmfˆ ](ym, gm).
Lemma 34. For every (ym, gm) ∈ Ym ×Nm, and g′m ∈ Nm, we have∣∣detJ(ym, g′−1m gm)∣∣ = |detD(g′m)| |detJ(ym, gm)| . (87)
Proof. The application of Lm(g
′
m) on Ψmfˆ gives the function
Lm(g
′
m)Ψmfˆ : (ym, gm) 7→
√∣∣detJ(ym, g′−1m gm)∣∣[Γmfˆ ](ym, g′−1m gm).
By the fact that Lm(g
′
m) is a unitary representation, and by the fact that Ψm is an isometric
isomorphism, we have∥∥∥∥∥ Lm(g
′
m)Ψmfˆ :
(ym, gm) 7→
√∣∣detJ(ym, g′−1m gm)∣∣[Γmfˆ ](ym, g′−1m gm)
∥∥∥∥∥
L2(Ym×Nm)
=
∥∥∥fˆ∥∥∥
L2U (RN )
. (88)
On the other hand, by (22), and by Lemma 33, the application of Ψm on pim(g
′
m)fˆ gives the
function
Ψmpim(g
′
m)fˆ : (ym, gm) 7→
√
|detD(g′m)| |J(ym, gm)|[Γmfˆ ](ym, g′−1m gm).
Again, since pim(g
′
m) is unitary and Ψm is an isometric isomorphism, we have∥∥∥∥ Ψmpim(g′m)fˆ :(ym, gm) 7→√|detD(g′m)| |detJ(ym, gm)|[Γmfˆ ](ym, g′−1m gm)
∥∥∥∥
L2(Ym×Nm)
=
∥∥∥fˆ∥∥∥
L2U (RN )
.
Thus, for every fˆ ∈ L2U (RN ),∥∥∥∥Lm(g′m)Ψmfˆ : (ym, gm) 7→√∣∣detJ(ym, g′−1m gm)∣∣[Γmfˆ ](ym, g′−1m gm)∥∥∥∥
L2(Ym×Nm)
=
∥∥∥∥ Ψmpim(g′m)fˆ :(ym, gm) 7→√|detD(g′m)| |detJ(ym, gm)|[Γmfˆ ](ym, g′−1m gm)
∥∥∥∥
L2(Ym×Nm)
.
(89)
We now show that (87) follows from (89). For a fixed g′m, consider functions of the form
h(ym, gm) =
∣∣∣[Γmfˆ ](ym, g′−1m gm)∣∣∣2 , (90)
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Note that (90) appears in both sides of (89). By the fact that Cm is a diffeomorphism, when
applied on sets it is a bijective mapping between the family of compact domains in Ym ×Nm and
the family of compact domains in U . We can thus exhaust the space of characteristic functions
of compact domains with functions of the form (90). In this sense, functions of the form (90) are
generic.
Generally, the value of any continuous function Q : Ym ×Nm → R at some point (ym, gm) can
be calculated as the limit of the integrals of Q against a sequence of characteristic functions of
concentric compact rectangles, centered at (ym, gm), with intersection of all of the rectangles equal
to {(ym, gm)}. By this, and by the fact that
∣∣detJ(ym, g′−1m gm)∣∣ and |detD(h1)| |detJ(ym, gm)| are
continuous functions, we must have
∀(ym, gm) ∈ Ym ×Nm ,
∣∣detJ(ym, g′−1m gm)∣∣ = |detD(g′m)| |detJ(ym, gm)| .
Proof of Proposition 16. First, it is trivial to see that the inverse Fourier transform is a position
transform.
In the following, we treat the signal space as the frequency domain L2(U), and treat pi as the
representation (22). Let 2 ≤ m ≤ M . First we show property (20) of quantitym transforms. By
Lemmas 33 and 34, Ψm transforms pim to Lm. Indeed
[Ψmpim(g
′
m)fˆ ](ym, gm) = |detD(g′m)| |detJ(ym, gm)| [Γmfˆ
(
(·)Dm(g′m)
)
](ym, gm)
=
∣∣detJ(ym, g′−1m gm)∣∣ [Lm(g′m)Γmfˆ ](ym, gm)
=[Lm(g
′
m)Ψmfˆ ](ym, gm).
Next we show property (21) of quantitym transforms. Let Q˘m be the multiplicative operator
in L2(Ym ×Nm), to L2(Ym ×Nm)Km , defined by
[Q˘mF ](ym, gm) = gmF (ym, gm).
First, for g′ = g′1 ∈ N1, pi(g′1) is modulations in L2(U). Since Ψm is based on a change of variable,
we conclude that ρm(g′m) is a multiplicative operator in L
2(Ym × Nm). It thus commutes with
Q˘m, which is also a multiplicative operator, and (21) is guaranteed for ρ
m restricted to N1.
Consider the restriction of pi to H1, pi1(h
′
1), for h
′
1 ∈ H1. Let
ρm(h′1) = Ψmpi1(h
′
1)Ψ
∗
m.
We now show
ρm(h′1)
∗Q˘mρm(h′1) = gm •Am(h′m)Q˘m, (91)
which shows property (21) of Definition 9, for any m = 2, . . . ,M . Equation (91) is equivalent to
pi1(h
′
1)
∗Ψ∗mQ˘mΨmpi1(h
′
1) = gm •Am(h′m)Ψ∗mQ˘mΨm. (92)
In this proof, we map pi1(h
′
1)fˆ to L
2(Ym × Nm) using Ψm, then operate on the result multi-
plicatively using Q˘, and map back using Ψ∗m. The transform Ψm is based on the change of variable
Cm : Ym × Nm → U , which is inverted in Ψ∗m. Since we apply C−1m right after Cm, an explicit
inversion formula is not needed. Instead, we formulate our proof using the less explicit “ 7→” sign.
Note that C−1 : C(ym, gm) 7→ (ym, gm), and Ψ∗m can be written implicitly by
Ψ∗m :
(
F : (ym, gm) 7→ F (ym, gm)
)
7→
(
Ψ∗mF : C(ym, gm) 7→
1√|detJ(ym, gm)|F (ym, gm)
)
.
(93)
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Consider the mapping qm : Ym ×Nm → Nm defined by
qm(ym, gm) = gm.
Note that qm is the function that Q˘ multiplies by. Pulling qm to a function defined on U ⊂ RN
via C−1m , we get the mapping
qm ◦ C−1 : C(ym, gm) 7→ gm,
or equivalently
qm ◦ C−1 : ωmDm(ym)Dm(g−1m ) 7→ gm. (94)
Thus, by (23), (93), and (94), Ψ∗mQ˘mΨm is implicitly given by
[Ψ∗mQ˘mΨmfˆ ]
(
ωmD
m(ym)Dm(g
−1
m )
)
= gmfˆ
(
ωmD
m(ym)Dm(g
−1
m )
)
.
To calculate the left hand side of (92), we have
[pi1(h
′
1)
∗Ψ∗mQ˘mΨmpi1(h
′
1)fˆ ]
(
ωmD
m(ym)Dm(g
−1
m )
)
= [pi1(h
′
1)
∗Ψ∗mQ˘mΨm
√
detD(h′1)fˆ
( · D(h′1))](ωmDm(ym)Dm(g−1m )),
which is the application of pi1(h
′
1)
∗ on the function
Ψ∗mQ˘mΨm
√
detD(h′1)fˆ
( · D(h′1)) :
ωmD
m(ym)Dm(g
−1
m )
7−→ gm
√
detD(h′1)fˆ
(
ωmD
m(ym)Dm(g
−1
m )D(h
′
1)
)
.
pi1(h
′
1)
∗ we multiply by
√
detD(h′1)
−1
, we can write
[pi1(h′1)
∗Ψ∗mQ˘mΨmpi
1(h′1)fˆ ]
(
ωmD
m(ym)Dm(g
−1
m )
)
= R(h′1;ωmD
m(ym)Dm(g
−1
m ))fˆ
(
ωmD
m(ym)Dm(g
−1
m )
)
.
where R(h′1;ωmD
m(ym)Dm(g
−1
m )) is the application of (·)D(h′−11 )−1 on the input variable of
qm ◦ C−1 : ωmDm(ym)Dm(g−1m ) 7→ gm,
namely, it is
R(h′1; · ) : ωmDm(ym)Dm(g−1m )D(h′1) 7→ gm. (95)
Indeed, for a general function E : U → CKm , the non-normalized dilation E( · D(h′−11 )) can be
written by
E( · D(h′−11 )) : ω 7→ E
(
ωD(h′−11 )
)
,
or by
E( · D(h′−11 )) : ωD(h′−11 )−1 7→ E(ω). (96)
Next we show that R(h′1; · ) is given by
R(h′1; · ) : ωmDm(ym)Dm
(
g−1m
) 7→ g′m •Am(h′m)gm,
which completes the proof.
The mapping (95) is quivalent to
R(h′1; · ) : ωmDm(ym)D
(
g−1m h
′
1
) 7→ gm
R(h′1; · ) : ωmDm(ym)D
(
g−1m g
′
1 . . . g
′
mh
′
m
) 7→ gm
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By the semi-direct product structure, there are g′′1 . . . g
′′
m−1 such that
R(h′1; · ) : ωmDm(ym)D
(
g′′1 . . . g
′′
m−1g
−1
m g
′
mh
′
m
) 7→ gm
R(h′1; · ) : ωmDm(ym)D
(
g′′1 . . . g
′′
m−1h
′
m h
′−1
m g
−1
m g
′
mh
′
m
) 7→ gm
R(h′1; · ) : ωmDm(ym)D
(
g′′1 . . . g
′′
m−1h
′
m Am(h
′−1
m )(g
−1
m g
′
m)
) 7→ gm
so there exists y˜m such that
R(h′1; · ) : ωmDm(y˜m)Dm
(
Am(h
′−1
m )(g
−1
m g
′
m)
) 7→ gm. (97)
Note that the variable y˜m is in one-to-one correspondence with ym, so the implicit formula (97)
determines R(h′1; · ) for any point in its domain. Let us change the variable
Am(h
′−1
m )(g
−1
m g
′
m) = η
−1
m
g−1m g
′
m = Am(h
′
m)η
−1
m
g−1m = g
′−1
m Am(h
′
m)η
−1
m .
By the fact that Am(h
′
m) is a homomorphism, and Nm commutative, we have
gm = g
′
mAm(h
′
m)ηm.
Therefore, changing the notation ηm 7→ gm and y˜m 7→ ym (by bijectivity of y˜m, ym), and plugging
the change of variable in (97), we get
R(h′1; · ) : ωmDm(ym)Dm
(
g−1m
) 7→ g′m •Am(h′m)gm ∼ g′mAm(h′m)gm.
Proof of Proposition 21
Proof. In this proof, for a tuple of windows f = (f1, . . . , fK), we denote
Vf [s] =
(
Vf1 [s], . . . , VfK [s]
)
,
and similarly for a tuple of signals s = (s1, . . . , sK). When both the window and the signal are
tuples, we denote
Vf [s] =
(
Vf1 [s1], . . . , VfK [sK ]
)
.
We prove by induction on m, starting with m = M , where by convention we denote AM (hM ) =
I. In the following derivation we prove the base of the induction together with the induction step.
For each m, we assume that ⊗ is based on a real valued signal and window quantitym basis. All
of the identities in this proof, developed in a different basis, are the canonical transform (28) of
the same identities developed in a real valued signal and window quantityM basis. Thus, if we
show that N˘M
∣∣
V (W⊗S) is self-adjoint or unitary in V (W ⊗S), where × is based on a real valued
signal and window quantityM basis, then N˘M
∣∣
V (W⊗S) is self-adjoint or unitary in V (W ⊗ S) for
any construction of ⊗.
For any f ∈ W ∩Ψ∗mD(Q˘m) and s ∈ Ψ∗mD(Q˘m), calculate
VΨ∗mQ˘mΨmf
[s](g) =
∫∫
[Ψms](xm, y)[ρm(g)Q˘mΨmf ](xm, y)dxmdy
=
∫∫
[Ψms](xm, y)[ρm(g)Q˘mρm(g)∗ρm(g)Ψmf ](xm, y)dxmdy
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By Remark 2.2.1, the gm coordinate of g
−1 is Am(h−1m )g
−1
m = Am(hm)
−1g−1m , so by (21) with
g′ = g−1
VΨ∗mQ˘mΨmf
[s](g)
=
∫∫
[Ψms](xm, y)[Am(hm)−1g−1m •A(hm)−1Q˘mρm(g)Ψmf ](xm, y)dxmdy
=
∫∫
[Am(hm)−1g−1m •A(hm)−1Q˘mΨms](gm, y)[ρm(g)Ψmf ](xm, y)dxmdy
where the last equality is due to the fact that the application of Am(hm)
−1g−1m •A(hm)−1Q˘m on
the functions Ψmf or Ψms is a tuple of multiplications by numerical values.
Let us treat the two cases of the physical quantity G1m. In case G
1
m is R or Z, we have • = +,
and Am(hm)
−1g−1m •A(hm)−1Q˘m are multiplications by real numbers.
VΨ∗mQ˘mΨmf
[s](g) =
∫∫
[A(hm)
−1Q˘mΨms](xm, y)[ρm(g)Ψmf ](xm, y)dxmdy
−
∫∫
[A(hm)
−1gmΨms](xm, y)[ρm(g)Ψmf ](xm, y)dxmdy.
By the fact that the coordinates on A(hm)
−1 are multiplication by scalars, we can write
VΨ∗mQ˘mΨmf
[s](g) =A(hm)
−1
∫∫
[Q˘mΨms](xm, y)[ρm(g)Ψmf ](xm, y)dxmdy
−A(hm)−1gm
∫∫
[Ψms](xm, y)[ρm(g)Ψmf ](xm, y)dxmdy
=A(hm)
−1Vf [Ψ∗mQ˘mΨms](g)−A(hm)−1N˘mVf [s](g).
so
N˘mVf [s] = Vf [Ψ
∗
mQ˘mΨms]−Am(hm)VΨ∗mQ˘mΨmf [s].
By the definition of the wavelet-Plancherel transform V , and by functional calculus, we can write
N˘mV (f ⊗ s) = N˘mVf [s]
= Vf [Ψ
∗
mQ˘mΨms]−Am(N˘m+1, . . . , N˘M )VΨ∗mQ˘mΨmf [s]
= V
(
f ⊗ (Ψ∗mQ˘mΨms)
)
−Am(N˘m+1, . . . , N˘M )V
(
(Ψ∗mQ˘mΨmf)⊗ s
)
.
(98)
Equation (98) can be written in a properly defined subspace of [W ⊗S]0 by
N˘mV F = V [Ψm ⊗Ψm]∗[I⊗ Q˘m][Ψm ⊗Ψm]F
−Am(N˘m+1, . . . , N˘M )V [Ψm ⊗Ψm]∗[Q˘′m ⊗ I][Ψm ⊗Ψm]F.
(99)
By the wavelet-Plancherel theorem we have F = V ∗V F = V ∗H for a generic H ∈ V (W ⊗ S)0,
and we can write
N˘m
∣∣
V (W⊗S)0 = V [Ψm ⊗Ψm]
∗[I⊗ Q˘m][Ψm ⊗Ψm]V ∗
−Am(N˘m+1, . . . , N˘M )V [Ψm ⊗Ψm]∗[Q˘′m ⊗ I][Ψm ⊗Ψm]V ∗.
(100)
In the base of the induction, m = M , and
N˘M
∣∣
V (W⊗S)0 = V
(
[ΨM ⊗ΨM ]∗[I⊗ Q˘M ][ΨM ⊗ΨM ]
−[ΨM ⊗ΨM ]∗[Q˘′M ⊗ I][ΨM ⊗ΨM ]
)
V ∗.
(101)
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Now,
T˘M
∣∣
[W⊗S]0 = V
∗N˘M
∣∣
V (W⊗S)0V
=[ΨM ⊗ΨM ]∗[I⊗ Q˘M ][ΨM ⊗ΨM ]
− [ΨM ⊗ΨM ]∗[Q˘′M ⊗ I][ΨM ⊗ΨM ].
(102)
is a multiplicative operator. Moreover, since N˘M
∣∣
V (W⊗S)0 is symmetric, so is T˘M
∣∣
[W⊗S]0 . We
now show that the closure of T˘M
∣∣
[W⊗S]0 is the self-adjoint operator given by
T˘M = [ΨM ⊗ΨM ]∗[I⊗ Q˘M ][ΨM ⊗ΨM ]
− [ΨM ⊗ΨM ]∗[Q˘′M ⊗ I][ΨM ⊗ΨM ].
(103)
Let 1mL be the projection that restricts functions in L
2
(
(YM ×Nm)2
)
to the domain
DLm = {(y′m, g′m, ym, gm) | − L ≤ g′km, gkm ≤ L for every k = 1, . . . ,Km}.
Let F be in the domain of T˘M . For every j ∈ N, let Lj > 1 such that∥∥∥F − 1MLjF∥∥∥ ≤ 12j , ∥∥∥T˘MF − T˘M1MLjF∥∥∥ ≤ 12j .
Any 1MLjF can be approximated by a vector Fj ∈ [W ⊗ S]0 up to error less than 12jL , where the
simple vector components of Fj are all supported in D
L
m, and are thus in the domain of T˘M
∣∣
[W⊗S]0 .
Namely, ∥∥∥1MLjF − Fj∥∥∥ ≤ 12jL ≤ 12j
and by the compact support, we also have∥∥∥T˘M1MLjF − T˘M ∣∣[W⊗S]0Fj∥∥∥ ≤ L 12jL = 12j .
This shows that there is Fj in the domain of T˘M
∣∣
[W⊗S]0 such that
lim
j→∞
‖F − Fj‖ = 0 , lim
j→∞
∥∥∥T˘MF − T˘M ∣∣[W⊗S]0Fj∥∥∥ = 0
which shows that the self-adjoint operator T˘M is the closure of T˘M
∣∣
[W⊗S]0 .
Define the self-adjoint operator
N˘′M = V T˘MV
∗. (104)
in the space V (W⊗S). Next we show that N˘′M = N˘M
∣∣
V (W⊗S). Similarly to before, we define by
abuse of notation 1mL to be the projection that restricts functions from L
2(G) to the domain
DLm = {g ∈ G | − L ≤ gkm ≤ L for every k = 1, . . . ,Km}.
Let F be in the domain of N˘′M . Choose an approximating sequence {Fj}j∈N ⊂ [W ⊗ S]0, such
that
lim
j→∞
V (Fj) = V (F ) , lim
j→∞
N˘′MV (Fj) = N˘
′
MV (F ).
We have for every L > 0
N˘′MV (F ) = N˘
′
M lim
j→∞
V (Fj)
= lim
j→∞
N˘′MV (Fj)
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= lim
j→∞
N˘M
∣∣
V (W⊗S)0V (Fj)
= lim
j→∞
gMV (Fj)(g)
= 1ML lim
j→∞
gMV (Fj)(g) + (I− 1ML ) lim
j→∞
gMV (Fj)(g)
= lim
j→∞
1ML gMV (Fj)(g) + (I− 1ML ) lim
j→∞
N˘′MV (Fj)(g)
= lim
j→∞
1ML gMV (Fj)(g) + (I− 1ML )N˘′M lim
j→∞
V (Fj)(g)
= lim
j→∞
1ML gMV (Fj)(g) + (I− 1ML )N˘′MV (F )(g).
Thus, by the convergence of (I− 1ML ) to zero in the strong topology,
= lim
j→∞
gM1
M
L V (Fj)(g) + o(1;L),
where o(1;L) is a function that converges to zero as L goes to infinity. By continuity of multipli-
cation by gM in compact domains
= gM lim
j→∞
1ML V (Fj)(g) + o(1;L)
= N˘M lim
j→∞
1ML V (Fj)(g) + o(1;L)
= N˘M1
M
L lim
j→∞
V (Fj)(g) + o(1;L)
by commutativity of multiplicative operators
= 1ML N˘M lim
j→∞
V (Fj)(g) + o(1;L)
= 1ML N˘MV (F )(g) + o(1;L)
This is true for any L, so
N˘′MV (F ) = N˘MV (F ),
or3
N˘′M ⊂ N˘M
∣∣
V (W⊗S).
In this situation we must have N˘′M = N˘M
∣∣
V (W⊗S), as shown next. Denote the domain of N˘
′
M
by V (W⊗S)1, and note that V (W⊗S)1 is contained both in V (W⊗S) and in the domain D(N˘m)
of N˘m. Moreover, for every F ∈ V (W ⊗ S)1, N˘′MF = N˘MF . Now, recall that the domain of the
adjoint of N˘′M is defined to be the set of all Q ∈ V (W ⊗S) for which there exists Q∗ satisfying
∀F ∈ V (W ⊗S)1 .
〈
N˘′MF,Q
〉
= 〈F,Q∗〉 .
Now, for every F ∈ V (W ⊗S)1 and Q ∈ D(N˘m) ∩ V (W ⊗S)〈
N˘′MF,Q
〉
=
〈
N˘MF,Q
〉
=
〈
F, N˘MQ
〉
.
This means that any Q ∈ D(N˘m)∩ V (W ⊗S) is in the domain of N˘′∗M . Thus, the domain of N˘′∗M
which is equal to the domain of N˘′M , contains D(N˘m) ∩ V (W ⊗S). To conclude,
N˘′M = N˘M
∣∣
V (W⊗S).
3Inclusion of operators T1 ⊂ T2 means that the domain D1 of T1 is contained in the domain D2 of T2, and
T1v = T2v for every v ∈ D1,
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Let us now treat the case m < M and Gm is R or Z. By the induction assumption , for all
m′ > m, N˘m′
∣∣
V (W⊗S) is self-adjoint or unitary in V (W ⊗S), so
V ∗Am(N˘m+1, . . . , N˘M )V = V ∗Am(N˘m+1
∣∣
V (W⊗S), . . . , N˘M
∣∣
V (W⊗S))V
and by (6)
V ∗Am(N˘m+1, . . . , N˘M )V = Am(T˘m+1, . . . , T˘M ).
Therefore, by (100)
N˘m
∣∣
V (W⊗S)0 = V
(
[Ψm ⊗Ψm]∗[I⊗ Q˘m][Ψm ⊗Ψm]
−Am(T˘m+1, . . . , T˘M )V [Ψm ⊗Ψm]∗[Q˘′m ⊗ I][Ψm ⊗Ψm]V ∗
)
.
(105)
We define
T˘m
∣∣
[W⊗S]0 =V
∗N˘m
∣∣
V (W⊗S)0V
=[Ψm ⊗Ψm]∗[I⊗ Q˘m][Ψm ⊗Ψm]
−Am(T˘m+1, . . . , T˘M )V [Ψm ⊗Ψm]∗[Q˘′m ⊗ I][Ψm ⊗Ψm].
(106)
Now, by the fact that N˘m
∣∣
V (W⊗S)0 is symmetric or isometric, so is T˘m
∣∣
[W⊗S]0 . We now use the
assumption that the closure of T˘m
∣∣
[W⊗S]0 is the self-adjoint operator in W ⊗S given by
T˘m =V
∗N˘m
∣∣
V (W⊗S)0V
=[Ψm ⊗Ψm]∗[I⊗ Q˘m][Ψm ⊗Ψm]
−Am(T˘m+1, . . . , T˘M )V [Ψm ⊗Ψm]∗[Q˘′m ⊗ I][Ψm ⊗Ψm].
(107)
We then define
N˘′m = V T˘mV
∗,
and show as before that
N˘′m = N˘m
∣∣
V (W⊗S)
is self-adjoint in V (W ⊗S).
In case Gm is e
iR or e2piiZ/N , for a tuple of signals s, by the fact that the SPWT is simply
dilated, we have
VΨ∗mQ˘mΨmf
[s](g) =
∫∫
[Ψms](xm, y)[g
−1
m • Q˘mρm(g)Ψmf ](xm, y)dxmdy.
Here, • is term by term multiplication, so
VΨ∗mQ˘mΨmf
[s](g) = g−1m
∫∫
[Ψms](xm, y)[Q˘mρm(g)Ψmf ](xm, y)dxmdy
= gm •
∫∫
Q˘∗m[Ψms](xm, y)[ρm(g)Ψmf ](xm, y)dxmdy
= gm • Vf [Ψ∗mQ˘∗mΨms](g)
where the multiplication of Ψ∗mQ˘
∗
m with Ψms is term by term. So, by plugging in s = Ψ
∗
mQ˘mΨms
′,
and denoting s′ = (s′)Kmk=1 we get
VΨ∗mQ˘mΨmf
[Ψ∗mQ˘mΨms
′] = gm • Vf [s′](g)
Thus, by changing the notation s′ 7→ s, and since • is term by term multiplication,
VΨ∗mQ˘mΨmf
[Ψ∗mQ˘mΨms] = gmVf [s](g).
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As a result,
N˘mV (f ⊗ s) =N˘mVf [s] = VΨ∗mQ˘mΨmf [Ψ
∗
mQ˘mΨms]
=V
(
(Ψ∗mQ˘mΨmf)⊗ (Ψ∗mQ˘mΨms)
)
.
(108)
Similarly to (100), (108) extends to non-simple vectors by
N˘m
∣∣
V (W⊗S) = V [Ψm ⊗Ψm]∗[Q˘′m ⊗ Q˘m][Ψm ⊗Ψm]V ∗. (109)
Next we sketch the proof of 1. We start with an intuitive explanation, and then extend to
a proper argument. Let us denote by M1,∞(G) the space of bounded measurable functions on
G, independent of the variable along the center Z, and integrable along the variables of G/Z.
By the above result, we can show that any multiplicative operator by an M1,∞(G) function
maps V (W ⊗ S) to itself. Indeed, M1,∞(G) functions can be approximated by linear combina-
tions of characteristic functions of rectangular domains in G/Z. The operators that multiply by
characteristic functions of rectangular domains in G/Z, are exactly the spectral projections of
(N˘1, . . . , N˘N ) as defined in Remark 22. Thus, multiplicative operators that multiply byM1,∞(G)
functions, commute with th projection PV (W⊗S) upon V (W ⊗ S). More generally, the minimal
von Neumann algebra4 containing the spectral projections of (N˘1, . . . , N˘N ) are the multiplicative
operators by M∞(G) functions [9].
Proof of Proposition 24
Proof. Section 1 are general properties. The center of any topological group that has a square
integrable representation is compact (see e.g [14]). In addition, the restriction of any representation
to the center of it’s group is a scalar operator.
Next we sketch the proof of 2. The idea is to generate an approximation to any function satis-
fying (46). We do this using multiplicative operators applied on the wavelet-Plancherel transforms
of simple vectors, as building blocks. For any g ∈ G/Z, there are f ∈ W ∩ S and s ∈ S such that
V (f⊗s)(g) 6= 0. Indeed, we can take f ∈ W∩S and s = pi(g)f . By continuity, V (f⊗s) is nonzero
in a neighborhood of g. We can now construct an M˘∞(G) multiplicative operator R˘, such that
R˘V (f ⊗ s) is a characteristic function of a small neighborhood of g. Note that these characteristic
functions on G/Z, extend via χ(z) in the Z direction. Indeed, there exists Q ∈ L∞(G/Z) such
that
R˘V (f ⊗ s) =Q(g1, . . . ,gM ) 〈s, pi(z,g1, . . . ,gM )(g)f〉
=χ(z)Q(g1, . . . ,gM ) 〈s, pi(e,g1, . . . ,gM )f〉 .
(110)
We can thus approximate any continuous function of the form (46), and by a density argument,
prove that the space of functions of the form (46) is contained in V (W ⊗ S). The inclusion of
V (W ⊗S) in the space of functions satisfying (46) is shown by (110), with Q = 1.
Proof of Proposition 27
Proof. We start with showing 1. This is a result of Kleppner and Lipsman’s theorem [21], on RNo
H1. We give a short explanation, without an exposition of the Plancherel theory for nonunimodular
type I locally compact topological groups. For more details we refer the reader to [14] Section 3,
and to [3] and [22] for the dual orbit and stabilizer of general dilation group wavelets based on
quasi-regular representations. We outline the proof as follows. By the definition of DGWT, there
4A subalgebra of the bounded operators in L2(G), which is closed under taking adjoints, contains the identity
operator, and is closed with respect to the strong operator topology.
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is only one dual open orbit U , and for every γ ∈ U ⊂ Rd = Rˆd, the stabilizer Hˆγ is {e}. Therefore,
by Kleppner and Lipsman’s theorem, the Plancherel measure of the space of unitary irreducible
representations Gˆ is concentrated at one discrete series representation, which must be the DGWT
representation pi. We note that this argument can be found e.g. in Example 3.12 of [13], and [1].
In this situation, the Plancherel theorem gives the following results. The subspace L2(G)′,
defined as the inverse Plancherel transform of vector fields supported on the conull set {pi} ⊂ Gˆ, is
a dense subspace of L2(G). In addition, L2(G)′ is invariant under the left translation LG, defined
for F ∈ L2(G) by LG(g)F (g′) = F (g−1g′). Moreover, LG
∣∣
L2(G)′ is unitarily equivalent to pi
κ,
acting on Sκ by
piκ(g){sj}κj=1 = {pi(g)sj}κj=1.
Here, κ ∈ N ∪ {∞} is the multiplicity of pi in LG
∣∣
L2(G)′ , and S∞ is defined in the l2 sense (as
sequences with square summable norms {‖sj‖}∞j=1). Thus,
L2(G) = span{H ⊂ L2(G) : H is an invariant subspace of LG, LG
∣∣
H ' pi} (111)
In Theorem 2.33 of [14], the right hand side of (111) is denoted by L2pi(G), and by part (a) of that
theorem,
L2pi(G) = span{Vf [s] | f ∈ S ∩W , s ∈ S}. (112)
Since the right hand side of (112) is precisely V (W⊗S), together with (111), we conclude L2(G) =
V (W ⊗S).
We continue with proving 2. First, to justify the use of Proposition 21, we use the fact that
V (W ⊗ S) = L2(G) and Remark 25. Consider a DGWT and its diffeomorphism quantitym
transforms. We first derive an explicit characterization of the pull-back of R(G˘km) multiplicative
operators for m = 2, . . . ,M , and R ∈ L∞(Gkm). Observe that all of the T˘m operators, with
2 ≤ m ≤ M , are multiplicative operators in the tensor product frequency domain L2(U2) =
L2(U) ⊗ L2(U, κ2(ω)dω). We can show this by induction on 3 of Proposition 21, starting at
m = M and decreasing m. We rely on the fact that the diffeomorphism quantitym transforms
are based on change of variables, and thus all of the Q˘m, Q˘
′
m operators are multiplicative. For
m = M , T˘M is a multiplicative operator, since Q˘M , Q˘
′
M are. In the induction step we assume that
T˘m+1, . . . , T˘M are multiplicative operators, and thus so is Am(T˘m+1, . . . , T˘M ). Since Q˘m, Q˘
′
m
are also multiplicative operators, so is T˘m.
Now, we study the pull-back of multiplicative operators along the position variables, namely
R(T˘1) operators. Recall that we restrict ourselves to trigonometric polynomials of the form (47).
We are thus interested in the calculation of exp(itT˘1). We have
Ψ∗1Q˘
k
mΨ1 = i
∂
∂ωk
,
and denote i ∂∂ω =
(
i ∂∂ωk
)K1
k=1
. By (40) of Proposition 21,
T˘1(fˆ ⊗ sˆ) = fˆ ⊗ [i ∂
∂ω
sˆ]−Am(T˘2, . . . , T˘N )
(
(i
∂
∂ω
fˆ)⊗ sˆ
)
.
where Am(T˘2, . . . , T˘N ) is a multiplicative operator valued matrix in L
2(U2). This symmetric
operator, defined for (finite) linear combinations of simple functions, is extended to the self-adjoint
differential operator
[T˘1F ](ω
′,ω) = i
∂
∂ω
F (ω′,ω) + Am(T˘2, . . . , T˘N )i
∂
∂ω′
F (ω′,ω). (113)
The operator exp(itT˘1) is defined for F ∈ W ⊗ S via the differential equation
∂
∂t
[
exp(itT˘1)F
]
= iT˘1
[
exp(itT˘1)F
]
= −
( ∂
∂ω
+ Am(T˘2, . . . , T˘N )
∂
∂ω′
)[
exp(itT˘1)F
]
[
exp(itT˘1)F
]
t=0
= F.
(114)
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