Abstract-Fault-tolerance in a virtualized networking environment (VNE) requires additional efforts to provide the survivability against failures on either virtual networks (VNs) or the underlying substrate network. In this dissertation, we design a software-defined resilient VNE using a hybrid scheme of protection and restoration, where for each VN, a set of redundant virtual routers (VRs) are reserved as shared standby virtual routers (S-VRs), and any S-VR can be activated to replace a failed VR in the existed VN dynamically after the failure is identified. We first introduce a dynamic reconfiguration scheme (DRS) for node failures in a VNE, and then propose a Mixed-Integer Linear Programming (MILP) model with dual goals to optimally select S-VRs to restore all VNs while load balancing, and a heuristic algorithm based on the model is also presented. By considering a number of factors,the results showed that the proposed heuristics performance was close to the optimization model when there were sufficient standby virtual routers for each virtual network and the substrate nodes had the capability to support multiple standby virtual routers to be in service simultaneously. Finally, we present a prototyping design and implementation on the realistic virtual network testbeds (i.e., GpENI and GENI).
I. INTRODUCTION
The diverse and mature virtualization technologies allow network virtualization to be a promising technology for creating a virtualized networking environment (VNE), where the traditional Internet service provider (ISP) is divided into two business roles [1] : substrate network provider (SNP) and service provider (SP). The SNP is able to conduct flexible virtual network (VN) management through programmable interfaces towards the virtual network plane, and such VN management has two major tasks: initialization and reconfiguration. VN initialization usually refers to the virtual network embedding problem [2] - [4] , and it is one of the main research challenges in the network virtualization. VN reconfiguration aims to enhance resiliency and survivability of the VNE under failures or other events (e.g., network traffic engineering).
There could be potentially various challenges affecting the networks [5] , and a common challenge is the failure. In a legacy network infrastructure, node failures are less common than the link failures. Markopoulou et al. [6] collected the data regarding the failures on the Sprint backbone network and among the unplanned failures about 70% were identified as single-link failures, and 17% were identified as node-related failures caused by software crash, a linecard failure, overloaded CPU, etc. However, in the next generation networking infrastructure like a virtualized networking environment, a node failure could have more impact than it has to the legacy network. First, a virtual node may fail due to software failures. Second, once a substrate node fails, it could affect multiple VNs that contain virtual nodes provisioned by this failed substrate node, and the failed virtual nodes result in multiple virtual link failures in these VNs. Therefore, it is important to design an efficient restoration scheme for the node failures in a VNE. Note that we use node as a generic term to represent either a VR or a substrate node hosting VRs, unless specified.
A. Problem Definition
The primary goal of this dissertation is to design an optimal standby virtual router (S-VR) selection model that can be adapted into a dynamic reconfiguration scheme for a softwaredefined resilient virtual network environment, so that virtual networks with node failures can be quickly restored with properly selected standby virtual routers.
We consider three pieces of techniques: network virtualization, software-defined approach and autonomic computing [7] . For the network virtualization, we make three underlying assumptions: (1) the VNE implements the layer-3 virtualization, where each virtual node is configured as a virtual router (VR) running a particular routing protocol; (2) During virtual network embedding, an SNP is able to provision not only the basic resources based on the VN tenants' requests, but also additional VRs as standby virtual routers (S-VRs) to improve the resiliency for this virtual network; (3) We consider recovery from a failure that occurs at core VRs, not edge ones in the virtual networks. For the software-defined networking (SDN) [8] , a key feature is the decoupling of the control plane and the data plane, and the control plan functionalities are abstracted into a logically centralized control system. Thus, we incorporate this idea into the VN management framework, where a centralized virtual network manager (VNM) performs as both roles of virtual network provider (VNP) and virtual network operator (VNO). From the fault-tolerance perspective, the VNM applies the dynamic reconfiguration scheme (DRS) to automatically restore virtual networks from node failures using S-VRs, and the whole process is transparent to the service providers.
We propose a primary-backup mechanism for the node failure recovery in the VNE. In particular, each VN is provisioned an extra set of VRs as standby virtual routers (S-VRs), and each S-VR can replace any failed VR in the existing VN. Our goal is to design a model to optimally pick an S-VR 978-1-5090-0223-8/16/$31.00 c 2016 IEEE under multiple selecting criteria, and this model can be applied into an overlay networking environment. More specifically, the proposed model addresses two major problems, which are the resource balance (i.e., load balance on the substrate network) and the node localization problem (i.e., which S-VR should be selected). In this dissertation, we address the problem of selecting optimal S-VRs when the core VRs in the virtual networks are affected due to a failure.
B. Research Contributions
I have been a collaborator on a number of projects during my PhD studies at University of Missouri-Kansas City, resulting in 12 publications [9] - [20] . Of these, the following four contributions are highlighted in my dissertation:
1) We proposed a dynamic reconfiguration scheme (DRS) for node failures in a VNE [10] as discussed in Section II; 2) Based on the proposed DRS, we designed an autonomic system that can be run by the virtual network manager (VNM) to achieve dynamic reconfiguration in a VN and deploy the DRS on the GpENI-VINI testbed [9] ; 3) We then further designed an MILP model for a multicriteria S-VR selection that can be applied into the dynamic reconfiguration scheme for any node failure in a VNE [10] ; 4) We designed and implemented a prototype of the software-defined resilient VNE on the GENI testbed [11] . In particular, we developed a tool to automate arbitrary virtual network initialization on the GENI testbed, and customized this tool to create VNs with a set of S-VRs.
C. Related Work
As one of the key research directions in network virtualization field [1] , virtual network embedding [4] , [21] , [22] plays a significant role in the VN management, and more specifically, survivable virtual network embedding [3] has become one of the major aspects. Fischer, et. al. [2] showed that about 50% of the existing works on the virtual network embedding have considered redundant resources against both link failures [4] , [23] - [31] and node failures [32] - [35] in the networks.
In a VNE, virtual node failures will cause multiple virtual link failures, and substrate node failures may affect multiple virtual node failures. Thus, survivable virtual network embedding against node failures in a VNE is desirable and emerging. Most of the existing works (e.g., [32] - [35] ) focused on the single-node failure on the substrate network using proactive approaches. In particular, Yeow et al. [34] presents a shared-backup scheme to protect a single-node failure on the substrate network, where the redundant substrate nodes can be shared by multiple virtual networks. Houidi et al. [36] presents a dynamic reactive restoration scheme for either virtual node failures or substrate node failures conducted by distributed agents on the substrate network, who dynamically allocate new resources.
Our work provides a solution for simultaneous dynamic VN restoration from single-node failures in either virtual networks or the underlying substrate network, using a hybrid of protection and restoration schemes. Assuming a shared-SVRs for any existing VRs in each VN are provisioned, we focus on how to select an optimal S-VR for each affected VN by considering various criteria. To the best of our knowledge, there is no related optimization model for such multi-criteria selection in the VN reconfiguration process.
D. Organization
The rest of this dissertation paper is organized as follows. Section II presents the overall design of the dynamic reconfiguration scheme for the node failures in a VNE. Section III presents the formulation of the optimal S-VR selection by considering multiple criteria and costs, as well as the corresponding heuristic algorithm. Section IV introduces the design and implementation of the software-defined resilient VNE with the proposed optimal S-VR selection model on the GENI testbed. Section V summarizes this dissertation paper.
II. DYNAMIC RECONFIGURATION SCHEME IN A VNE
In a VNE, we classify the VR failures into two categories based on the characteristics of the failure. The first type is referred as an independent VR failure, where the failure at a VR is caused by some software issues or overload within the VR and it does not affect other VRs or other VNs. The second type is referred as a dependent VR failure, where a VR failure is mainly caused by a failure or maintenance at the corresponding substrate node and this substrate node failure might also affect other VNs if these VNs contain VRs hosted by this failed substrate node.
We propose a dynamic reconfiguration scheme (DRS) for virtual network restoration against either virtual router failures or a single substrate node failure, assuming that the substrate network provider (SNP) is able to allocate spare virtual routers (VRs) as standby virtual routers (S-VRs) for a VN, and these S-VRs are not reserved as dedicated backups for a particular set of VRs, but for any VR failed in this VN. There are two conservation requirements to be considered while dynamically conducting the replacement. First, each VN should be restored to its original topology. Secondly, if an S-VR is selected, the bandwidth between this S-VR and each neighbor of the failed VR should also be restored to what it was before the failure, so that the QoS of the VN will not be degraded.
For the illustration in the rest of the paper, we make following assumptions: (1) within each VN, any two VRs, including the S-VRs, are not hosted on the same substrate node; (2) for each VN, at most one independent VR failure at a time; (3) one substrate node fails at a time. The first assumption reflects that it is not common to create two VRs within a VN from the same substrate node. Intuitively, for a VN, reserving two VRs from the same substrate node is for redundancy purpose, where one is activated while the other is reserved as an S-VR. However, this kind of dedicatedbackup mechanism will not work for the dependent VR failure scenario. In our approach, we focus on the non-trivial problem with a shared-backup mechanism, where the S-VR resides in a different substrate node from the failed VR, and it is not reserved for replacing a dedicated VR with a failure. Secondly, we assume there is at most one VR failure within a single VN at a time, so it ensure sufficient S-VR candidate for each failed VR. On the other hand, based on the first assumption, for the same VN, the chance of concurrent VR failures is reduced. In regard to the third assumption, it does not rule out the possibility that a substrate node failure may simultaneously affect multiple virtual networks.
III. OPTIMAL STANDBY VIRTUAL ROUTER SELECTION MODEL
In this section, we present an optimization formulation for the S-VR selection model and a heuristic that can be employed by the DRS to restore multiple VNs from either independent or dependent VR failures.
A. Problem Formulation
There are two main sets of components in the VNE: substrate nodes (R) and VNs (G). A VR that belongs to a VN j and is hosted by a substrate node i is denoted by r j i . For any substrate node i (i ∈ R), its physical interfaces are denoted by the set P i , where each physical interface p (p ∈ P i ) has the capacity B ip , and it's residual capacity is denoted by The completed notations including model entities, parameters, indicators and variables can be referred to the dissertation [37] . Here we only highlight a couple of parameters in this paper. The parameter h i is defined to indicate the maximum number of S-VRs associated with a substrate node i ∈ R that may be concurrently activated during the reconfiguration process, and the value of h i can be decided based on the realtime resource utilization on the substrate nodes. For example, if h i is associated with the CPU status at a substrate node i, a lower CPU usage implies a higher h i value that can be set. Residual resource on a substrate node is another important factor for the S-VR selection with respective to the load balancing on the substrate network, and it can be represented in (1) 
There are ten sets of constraints associated with the optimal S-VR selection.
A VR r 
For any VR failure in a VN, only one identified S-VR can be selected (see (4) ). Moreover, one reserved S-VR can replace at most one failed VR at a time (see (5)).
The allocation must satisfy the upper bound on the maximum number of S-VRs that can be selected from the same substrate node at a time, based on resource utilization of the substrate nodes at the moment (see (6)).
The conservation requirements on the virtual topologies and bandwidth are presented by (7) and (8), respectively. Specifically, (7) shows that the selected S-VR should be connected to every neighbor of the failed VR to restore the original topological structure in the VN. On the other hand, as presented by (8), if an S-VR r j i is to be selected in case the VR r j f fails, the aggregated bandwidth requested from its virtual interfaces to be connected should not exceed the aggregated residual interface capacity on the corresponding substrate node.
The capacity utilization on a substrate node should not exceed the maximum bandwidth utilization t, due to the extra bandwidth demand by the one or more selected S-VRs hosted by this substrate node. Note that μ j ikp equals to 1 if the traffic between substrate nodes i and k goes through the interface p on i, 0 otherwise.
When selecting an S-VR r j i , we must guarantee that the links on the path from the substrate node i hosting r j i to the substrate node k hosting the failed VR r j f 's neighbor r j k has sufficient residual bandwidth on the substrate network, and that the bandwidth demand on the new virtual link are the same as before. This can be represented through the following demand flow and capacity constraints:
Our goal is to achieve the network cost minimization and load balancing while selecting S-VRs for multiple VNs for restoration against node failures in a VNE. Thus, the proposed MILP formulation is a dual-objective problem: minimum network cost (MNC) and load balancing (LB).
We consider two different cost components associated with the MNC objective. The first is the operation cost of manipulating virtual interfaces (Type-I: η jf imk ), and the second type is the connectivity cost of adding an S-VRs (Type-II: σ jf imk ), which is under a composite impact of the geographical distance and the RTT between two VRs. The complete discussion on the cost components can be referred to the dissertation [37] . To select a proper S-VR, we address the relative importance of the operation cost and connectivity cost by using a pair of weight parameters w θ = w θ1 , w θ2 , w θ1 + w θ2 = 1. For the LB objective, we aim to minimize the maximum utilization of the aggregated interface capacity (i.e., t) on the substrate nodes. To emphasize the composite impact of both objectives, we assign the weight parameters λ and π for the MNC and LB, respectively, where λ + π = 1. Hence, the dual-problem goal can be written in a combined manner as follows:
We also proposed a heuristic multi-criteria S-VR selection algorithm by taking a cue from the MILP formulation, as presented by Algorithm 1 and Algorithm 2.
Assuming a VNE has |G| VNs, |R| substrate nodes, and |L| substrate links. We define the average number of paths between any pair of substrate nodes as a constantQ, and the average number of S-VRs for each VN isS = ( j∈G |S j |)/|G|, where S j is the set of S-VRs in a virtual network j.
Consider the worst case, where every VN fails, G = G. Thus, Line 2 in Algorithm 1 has the complexity as O(|G| log |G|).
Step One has the complexity of O(S logS). In
Step Two, the functions PathExists and FindMinUtil have the complexity of O(|R|Q) and O(S), respectively.
//Sort the G by the bandwidth used by f ∈ F j , j ∈ G 2Ĝ ← sort(G, option = "bandwidth") ;
Step 2: Final Selection with MNC or LB Decision 
Thus, the time complexity for Step Two is O(S logS + S (|R|Q +S)) = O(S 2 +S|R|). In summary, in the worst case, the computational complexity of the proposed heuristic algorithm is O(|G| log |G| + |G| (S logS +S 2 +S|R|)) = O(|G| log |G| + |G| (S 2 +S|R|).
B. Results
We have conducted numerical studies on various scenarios, and a detailed discussion on experiments and results can be referred to the dissertation [37] . Here we only summarize several key observations.
First of all, we found the growth pattern of the cost as the number of failure increases. For a LB dominant goal, the network cost increased sub-linearly, whereas it increased linearly for the MNC as the dominant goal, as presented in Fig. 1 for the Abilene network as an example. Secondly, a smaller substrate network has limitations on provisioning proper amount of S-VRs for each VN, and this restriction may cause high overhead or even infeasible solutions for the heuristic to restore every affected VN, especially when a large number of concurrent VR failures occurring in the VNE. However, it is not necessary to provide more than sufficient S-VRs for each VN. Based on our experiments, we found that reserving VRs from about one third of the substrate nodes for each VN was sufficient.
Third, for the independent VR failures, the failed VRs are more likely from different locations. With low bandwidth request, the heuristic algorithm showed good performance with purely LB oriented or MNC-oriented selection (i.e., the overhead was small). If the substrate network provider provided more S-VRs for the VNs, then more feasible solutions can be obtained by the heuristic and the cost overhead can be further reduced. For the dependent VR failures, an LB-oriented selection helped to reduce the maximum bandwidth utilization on the substrate nodes.
Fourth, as presented in Table I , the computational time of running both the optimization model and the heuristic was shown to be in the order of millisecond or seconds, and the heuristic algorithm was efficient for the MNC-oriented selection. Thus, our proposed model can be applied in a realtime manner. Before designing the optimal S-VR selection model, we have done an experimental study on the GpENI-VINI testbed [12] using the proposed DRS, where the S-VR selection was based on the geolocation. By comparing with a random selection, we found that the geolocation-based selection scheme less likely reduced the network performance after the replacement than a random selection scheme. Secondly, the reconfiguration process was fast (about 1.5 second) and a S-VR could be easily added to the existing topology. Third, constructing a VN in the same topology but with a different set of virtual routers affect neither the network recovery time nor the OSPF routing convergence time. This enables a flexible way to allocate virtual routers for the users.
GENI [38] testbed is a wide area distributed testbed that supports heterogeneous resource provisioning, and it allows experimenters to deploy and evaluate novel applications or protocols with arbitrary types of topologies. Given this flexibility and the tools provided by GENI, we are able to implement a prototype of the software-defined resilient VNE, and the logical centralized VNM is the major component.
The prototyping includes three steps. First, we developed a tool relying on geni-lib [39] to create and configure arbitrary virtual topologies and generate the request RSpec automatically for experiments, to request resources from InstaGENI aggregates. This scripted tool is now distributed with geni-lib as the ScaleUp tool, which aims to provide following flexibilities to experimenters through a single configuration file. Secondly, we automated the VR configuration (i.e., OSPF VR) for a VN in arbitrary topology and size, so that manual configuration can be minimized. Third, since GENI is a distributed testbed and we were able to retrieve both geographical information of the nodes as well as the VM load information for each substrate node. Therefore, we could deploy a simplified version of the proposed S-VR selection based on these two factors (i.e., minimizing the geo-distance or balancing the VM load on the GENI testbed).
V. CONCLUSION
This dissertation discussed a problem of survivability against node failures in a virtualized networking environment using redundant nodes with dynamic restoration approach, where the redundant nodes are presented as standby virtual routers (S-VRs) reserved for each virtual network (VN). The goal is to design a dynamic reconfiguration scheme (DRS) with an optimal S-VR selection model for simultaneous VN restoration from either independent or dependent VR failures.
To understand and solve this problem, we designed an optimal standby virtual router (S-VR) selection model that considers all possible factors and cost types in a weighted manner, and the model is able to handle the S-VR selections for multiple VNs with single-VR failures. We also proposed a heuristic multi-criteria selection algorithm. By considering a variety of factors (e.g., virtual link bandwidth request, the number of S-VRs per VN, resource utilization on the S-VR's substrate host, etc.), the numerical results showed that the heuristic cost had very less overhead compared to the optimal cost, when the virtual networks were provisioned sufficient SVRs or the substrate nodes had sufficient sources. Moreover, the proposed optimal S-VR selection model loosely couples multiple selection criteria, so it can be easily extend or simplify the model by adding or dropping cost components along with corresponding weight values. Given this flexibility of the proposed model, we were able to prototyping the DRS on the GENI testbed, where to a minimum network cost oriented cost and an load-balancing oriented cost were able to be integrated for selecting an S-VR.
