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Abstract
In this thesis we consider the problem of clustering the data lying in a union of subspaces
using spectral methods. Though the data generated may have high dimensionality, in
many of the applications, such as motion segmentation and illumination invariant face
clustering, the data resides in a union of subspaces having small dimensions. Furthermore,
for a number of classification and inference problems, it is often useful to identify these
subspaces and work with data in this smaller dimensional manifold. If the observations
in each cluster were to be distributed around a centroid, applying spectral clustering on
an affinity matrix built using distance based similarity measures between the data points
have been used successfully to solve the problem. But it has been observed that using
such pairwise distance based measure between the data points to construct a similarity
matrix is not sufficient to solve the subspace clustering problem. Hence, a major challenge
is to find a similarity measure that can capture the information of the subspace the data
lies in.
This is the motivation to develop methods that use an affinity tensor by calculat-
ing similarity between multiple data points. One can then use spectral methods on these
tensors to solve the subspace clustering problem. In order to keep the algorithm computa-
tionally feasible, one can employ column sampling strategies. However, the computational
costs for performing the tensor factorization increases very quickly with increase in sam-
pling rate. Fortunately, the advances in GPU computing has made it possible to perform
many linear algebra operations several order of magnitudes faster than traditional CPU
and multicore computing.
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In this work, we develop parallel algorithms for subspace clustering on a GPU com-
puting environment. We show that this gives us a significant speedup over the implemen-
tations on the CPU, which allows us to sample a larger fraction of the tensor and thereby
achieve better accuracies. We empirically analyze the performance of these algorithms
on a number of synthetically generated subspaces configurations. We finally demonstrate
the effectiveness of these algorithms on the motion segmentation, handwritten digit clus-
tering and illumination invariant face clustering and show that the performance of these
algorithms are comparable with the state of the art approaches.
