In this article, resampling methods have long been used in large-scale sampling surveys. The problem of approximate the sampling relative error for the total carried out by stratified sampling without replacement from finite populations will be reviewed. A general jackknife method of Cao, et al (2013) is derived.
Introduction
Unequal probability Stratified sampling without replacement is an appropriate method when several homogeneous and mutually exclusive strata are identified in the population to improve the representativeness of the sample by reducing sampling error and to improve the efficiency of survey estimates. Horvitz and Thompson (H-T) (1952) gave theoretical framework of unequal probability sampling without replacement. Campbell (1980) proposed a generalized jackknife variance estimator that allows for unequal probability sampling and stratification. His estimator has some disadvantages, the exact joint inclusion probabilities may be difficult to calcu-late, it can also take negative values, and the double sum makes it computationally more intensive than the customary jackknife variances (Shao & Tu) . Shao and Tu (1995) presented the jackknife variance estimator for ̂ when multistage sampling is used. Basit and Shahbaz (2006) obtained a selection procedure for unequal probability sampling without replacement and a sample of size two for use with the H-T estimator. Berger (2007) proposed consistent jackknife variance under stratified sampling without replacement with unequal probability. Shahbaz and Hanif (2007) obtained another approximation formula of variance of H-T (1952) estimator. Cao, et al (2013) dealt with the problem of estimating the sampling relative error of point estimates derived from large sample surveys using stratified sampling design without replacement. Three different jackknife estimators for variance of ̂ were considered. The first estimator (Jack 1) considered by removing a sample value at each iteration. In this paper, a general estimator considered by removing a group of values was obtained.
A crucial part of sample survey theory is the derivation of a suitable estimator of the variance of a given estimator. Once that a population quantity , such as a total has been estimated, it is important to obtain an accurate estimate of its sampling error to assess the reliability of our estimator ̂.
The sample which is selected is only one of many samples that could have been selected from the same population, using the same design and expected size. Each of these samples would yield results that differ somewhat from the results of the actual sample selected. Sampling errors are a measure of the variability between all possible samples. Although the degree of variability is not known exactly, it can be estimated from the survey results. The sampling error of ̂ can be presented in relative terms, using the variation coefficient of the estimator given by
Jackknife Estimation
The Quenouille -Tukey jackknife is a useful cutoff tool to estimate the bias and the standard error of statistics or estimators. It was originally introduced by Quenouille (1949) as a non-parametric device for reducing the bias of a serial correlation estimator based on splitting the sample into two half-samples. Quenouille (1956) extended the method by dividing the sample into non overlapping groups each of length , = , showing that it reduces a bias of order 1 . Then Tukey (1958) adopted the method to estimate the standard errors as well in order to get robust interval estimations and to test statistical hypotheses.
Since then, the Quenouille -Tukey jackknife was considered by statisticians to investigate the performance of the method to various statistics and fields. Let, ̂ be an estimator of a parameter based on the sample 1 , 2 , … , , then the jackknife estimator of the variance of ̂ is defined as
, Where ̂( ) is the jackknife pseudo value, that is the estimator calculated using the whole sample except for the − ℎ observation, 1 , … , −1 , +1 , … , , and ̂( ⋅) is the mean of the jackknife pseudo values,
.
In a stratified sampling, Cao, et al (2013) proposal's for variance of ̂ were mentioned shortly below:
Case 1: Jackknife Leaving One Sample Value Out
The jackknife estimator for the relative error is
where, and will denote the number of strata and the population size of the − ℎ stratum, = 1, … , , respectively. And { , = 1, … , , = 1, … , } be a stratified random sample without replacement of the variable of interest , of size = ∑ =1 , being the sample size within the − ℎ stratum. The unbiased estimator of the total,, and the sample variances, 2 , are respectively given by;
, where, ̂ the unbiased estimator of population mean , is
Where, = ⁄ is the elevation factor of each stratum. Being ̅ ⋅ = 1 ∑ =1 and ⋅ = ∑ =1 .
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i. e., the population mean and the population total is respectively given by
, and
where, is the − ℎ element of the − ℎ population stratum, with = 1, … , , = 1, … , . Being ̅ ⋅ = 1 ∑ =1 and ⋅ = ∑ =1 .
Case 2: Jackknife Leaving One Stratum Out
Here, two variants of the jackknife estimator were introduced by considering different ways of averaging the pseudo values. First, weighted mean was used, where each pseudo value was weighted by the population size of some strata removed in calculation. So, the jackknife estimator for the relative error is
An alternative variant of the jackknife leaving some strata out was obtained when all the strata contribute with the same weight in the estimation, and the jackknife estimator for the relative error is
Case 3: Jackknife Within Each Stratum
In this paper, a new and general estimator introduced by removing a group of values was described and obtained in detail as the following:
Jackknife Leaving One Sample Group Out
The pseudo value obtained when eliminating the − ℎ group of the − ℎ stratum, takes the form
Where,
On the other hand we have that;
Therefore, equation (6) 
Hence, the jackknife estimator of () is given by 
=1
And the derived jackknife estimator for the relative error in the case of leaving one sample group out will be
