Abstract. In this paper we present a method for obtaining local sets of clauses from possibly non-local ones. For this, we follow the work of Basin and Ganzinger and use saturation under a version of ordered resolution. In order to address the fact that saturation can generate infinite sets of clauses, we use constrained clauses and show that a link can be established between saturation and locality also for constrained clauses: This often allows us to give a finite representation of possibly infinite saturated sets of clauses.
Introduction
Many problems in mathematics and computer science can be reduced to proving the satisfiability of conjunctions of literals in a background theory. It is therefore very important to identify situations where reasoning in extensions and combinations of theories can be done efficiently and accurately. The most important issues which need to be addressed in this context are:
(i) finding possibilities of reducing the search space without losing completeness, (ii) making modular or hierarchical reasoning possible.
In [24] , we introduced a class of theory extensions (which we named local) for which both aspects above can be addressed: (i) complete instantiation schemes exist, and (ii) hierarchical and modular reasoning is possible. However, locality is a property of an axiomatization of a theory rather than of the theory itself. Therefore, it is very important to recognize locality of a set of clauses, and to obtain local axiomatizations -for instance by transforming non-local sets of clauses into local ones. In [4, 5] , Basin and Ganzinger presented a link between (order)-locality and saturation under ordered (hyper)resolution. Their result allows to obtain, by saturation, local axiomatizations for a theory from non-local ones. The drawback is that the size of the saturated sets of clauses is often very large and sometimes the saturation process may not terminate. The main contributions of this paper are:
-In order to obtain finite representations of possibly infinite sets of clauses we use constrained clauses. -We use a sound and complete ordered resolution and superposition calculus for constrained clauses. In cases when a classical saturation process might not terminate, the use of constrained clauses allows us to give a finite representation for possibly infinite sets of clauses.
-We show that for certain types of constrained clauses a link can be established between saturation in our calculus and order locality. -We indicate the limitations of our approach.
In [18] we identified situations in which the combination of two local theory extensions of a base theory T 0 is a local extension of T 0 . The assumptions on the component theories are syntactic, so can be easily checked. Together with the results presented in this paper, this allows to prove the locality of combinations of theories, or to obtain local axiomatizations for combinations of theories.
We briefly discuss the relationships between our results and existing work.
Ordered resolution and superposition are often used to devise decision procedures for various theories, cf. e.g. [2, 19, 1] . Our approach allows us to consider, in addition, situations in which the saturated sets are not finite, by giving finite representations for them.
The connection between saturation under ordered resolution and (order) locality was studied by Basin and Ganzinger in [4, 5] . It is however relatively easy to see that no link between saturation under superposition and (order) locality can be established in general. Therefore, if we start with a set N of clauses in firstorder logic with equality, then in order to use the results in [4, 5] for proving the locality of N (or for constructing an equivalent local axiomatization) we usually need to saturate N ∪ EQ under ordered resolution (where EQ is the set of congruence axioms). The results presented in this paper allow us to identify a class of clauses in first-order logic with equality for which we can prove locality (or construct equivalent local axiomatizations) using superposition -without having to explicitly take into account the congruence axioms.
Constrained clauses are often used in automated theorem proving in order to restrict the number of instances to be considered or for defining a notion of schematic saturation (cf. e.g. [22, 20, 21, 26] ). In contrast with this type of results, the constraints we use here are formulae, equalities between variables (to which substitutions are applied) or more general so-called regular constraints. These constraints generalize regular expressions and allow infinite sets of clauses with a repeating structure to be captured by a single constrained clause. The use of the s + operation for reasoning about integer offsets in [26] is similar. The difference is that whereas in our work the regular expressions occur in constraints, in [26] they occur in the main clauses, and the constraints only ensure that some of the variables can only be instantiated with constants.
Structure of the paper. The paper is structured as follows: In Sect. 2 we introduce the terminology used in the paper and present the main results on local theory extensions. In Sect. 3 we give ways of recognizing locality; then explain the problem we address in this paper and the idea of our solution. In Sect. 4 we define a constraint inference calculus which we use in Sect. 5 for giving finite saturations of infinite sets of clauses (where we also discuss the limitations of this approach). This paper is an extended version of an article appearing at FroCoS 2013 [13] .
Preliminaries
In this section we introduce the terminology and main results used in the paper.
General Definitions
We build on the notions of [3, 27, 16] and shortly recall here the most important concepts concerning terms and orderings and the specific extensions (concerning constrained clauses) needed in this article. To keep the presentation concise, we restrict ourselves to single-sorted signatures. The many-sorted case works similarly, and it is explicitly taken into account in the later sections.
Terms and Clauses. Let Π = (Σ, Pred) be a signature consisting of a set Σ of function symbols of fixed arity and a set Pred of predicate symbols of fixed arity, and let X be an infinite set of variables such that X and Σ are disjoint.
We denote by T Σ (X) the set of all terms over Σ and X and by T Σ the set of all ground terms over Σ. To improve readability, term tuples (t 1 , . . . , t n ) will often be denoted by t. The variables occurring in a term t or a term tuple t are denoted by vars(t) or vars( t), respectively.
An equation is a multiset of two terms t 1 , t 2 ∈ T Σ (X), usually written t 1 ≈t 2 . A predicative atom is an expression of the form P (t 1 , . . . , t n ), where P ∈ Pred is a predicate symbol of arity n and t 1 , . . . , t n ∈ T Σ (X) are terms. An atom is an equation or a predicative atom. A clause is a pair of multisets of atoms, written Γ → ∆, interpreted as the conjunction of all atoms in the antecedent Γ implying the disjunction of all atoms in the succedent ∆. A clause is Horn if ∆ contains at most one atom. If C = A 1 , . . . , A n → B 1 , . . . , B m is a ground clause, we denote by ¬C the set of unit Horn clauses → A i and B j →.
Orderings. A (strict partial) ordering ≺ on a set S is a transitive and irreflexive binary relation on S. It is total if s ≺ t or t ≺ s whenever s = t. It is well-founded if there is no infinite descending chain s 1 ≻ s 2 ≻ . . . of elements of S.
An ordering ≺ on T Σ (X) has the subterm property if t ≻ t ′ whenever t contains t ′ as a strict subterm. It is stable under substitutions if t ≺ t ′ implies tσ ≺ t ′ σ for all t, t ′ and all substitutions σ. It is a reduction ordering if it is well-founded, has the subterm property, and is stable under substitutions.
Let ≺ T be an ordering on T Σ (X) and let ≺ be an ordering on atoms over T Σ (X). Then ≺ is compatible with ≺ T if for all atoms A 1 , A 2 it holds that A 1 ≺ A 2 if every term in A 1 is bounded by a term in A 2 , i.e. if for each term t 1 in A 1 there is a term t 2 in A 2 such that t 1 ≺ T t 2 . Note that for finite signatures of predicate symbols, any total ordering on atoms that is compatible with a total and well-founded term ordering is well-founded.
Any ordering ≺ on atoms can be extended to clauses in the following way. We consider clauses as multisets of occurrences of atoms. The occurrence of an atom A in the antecedent is identified with the multiset {A, A}; the occurrence of an atom A in the succedent is identified with the multiset {A}. Now we lift ≺ to atom occurrences as its multiset extension, and to clauses as the multiset extension of this ordering on atom occurrences.
An occurrence of an atom A in a clause C is maximal if there is no occurrence of an atom in C that is strictly greater with respect to ≺ than the occurrence of A. It is strictly maximal if there is no other occurrence of an atom in C that is greater than or equal to the occurrence of A w.r.t. ≺.
Let ≺ T be a term ordering and ≺ be an atom ordering. A ground clause is reductive (w.r.t. ≺ T and ≺) if all of its ≺ T -maximal terms appear in the ≺-maximal atoms. Inferences. A (clausal) inference rule is a relation on clauses. Its elements are called inferences and written as
The clauses C 1 , . . . , C k are called the premises and C the conclusion of the inference. An inference calculus is a set of inference rules. In what follows we will use the standard inference rules for ordered resolution and hyperresolution (as well extensions to constrained clauses in Section 4.2).
Ordered resolution with selection. Let S be a selection function which selects in any clause a subset of negative literals. The ordered resolution calculus with selection consists of the following inference rules:
Ordered Resolution with Selection:
where (1) σ is the most general unifier of A 1 and A 2 , (2) A 1 σ is strictly maximal in (Γ 1 → ∆ 1 , A 1 )σ and nothing is selected in
Ordered Factoring:
where (1) σ is the most general unifier of A 1 and
Ordered hyperresolution with selection. Ordered hyperresolution with selection consists of the ordered hyperresolution rule with selection and ordered factoring with selection:
1 It can be seen that a ground clause C is reductive w.r.t. ≺T and ≺ if and only if (if A is the maximal atom in C under ≺ then for each atom B in C and each term t in B there exists a term s in A such that s T t in the term ordering). The latter is the definition used in [5] .
Ordered Hyperresolution with Selection:
where (1) σ is the most general unifier of the unification problem {A 1 = B 1 , . . . , A n = B n }, (2) A i σ is strictly maximal in (Γ i → ∆ i , A i )σ and nothing is selected in Γ i → ∆ i , A i for i = 1, . . . , n, (3) n ≥ 1 and the selected atoms in the last premise are A 1 , . . . , A n or else n = 1, nothing is selected in the last premise and B 1 σ is maximal in (B 1 , Γ → ∆)σ.
For Horn clauses the rule above will have the form:
where (1) σ is the most general unifier of the unification problem
. . , n, (3) n ≥ 1 and the selected atoms in the last premise are A 1 , . . . , A n or else n = 1, nothing is selected in the last premise and B 1 σ is maximal in (B 1 , Γ → ∆)σ.
Redundancy. Let N be a set of clauses. A ground clause C (not necessarily a clause in N ) is redundant in N (w.r.t. ≻ ) if it is entailed by the instances of N which are smaller than C. An inference is called redundant w.r.t. N if its conclusion is redundant w.r.t. N or if a premise C is redundant w.r.t. N \ {C}. A clause set N is saturated (w.r.t. a given inference calculus) if each inference with premises in N is redundant w.r.t. N . A derivation is a finite or infinite sequence N 0 , N 1 , . . . such that for each i, there is an inference with premises in N i and conclusion C that is not redundant w.r.t. N i , such that N i+1 = N i ∪ {C}.
Local Theories
The notion of local set of Horn clauses (or local Horn theory) was introduced by Givan and McAllester in [9, 11] . A local set of Horn clauses is a set of Horn clauses K such that, for any ground Horn clause C, K |= C only if already
is the set of instances of K in which all terms are subterms of ground terms in either K or C). The size of K[G] is polynomial in the size of G for a fixed K. Since satisfiability of sets of ground Horn clauses can be checked in linear time [6] , it follows that for local Horn theories, validity of ground Horn clauses can be checked in polynomial time. Givan and McAllester proved that every problem which is decidable in PTIME can be encoded as an entailment problem of ground clauses w.r.t. a local Horn theory [10] . An example of a local Horn theory (cf. [10] ) is the set of axioms of a monotone function w.r.t. a transitive relation ≤, consisting of the following set of (implicitly universally quantified) Horn clauses:
Another example provided in [10] is a local axiom set for reasoning about a lattice (similar to that proposed by Skolem in [23] ).
Order locality. In [4, 5] , Basin and Ganzinger defined the more general notion of order locality. Given a term ordering ≺, we say that a set K of clauses entails a ground clause C bounded by ≺ (notation: K |= C), if and only if there is a proof of K |= C from those ground instances of clauses in K in which (under ) each term is smaller than or equal to some term in C. A set of clauses K is local with respect to ≺ if whenever K |= C for a ground clause C, then K |= C. They also showed how to recognize (order-)local theories and how to use these results for automated complexity analysis. Further details on this are presented in Section 3.
Local Theory Extensions
In [8, 24] the notion of locality for Horn clauses is extended to the notion of local extension of a base theory.
Let Π 0 =(Σ 0 , Pred) be a signature, and T 0 be a theory with signature Π 0 . We here consider extensions T := T 0 ∪ K of T 0 with new function symbols Σ (called extension functions) whose properties are axiomatized using a set K of (universally closed) clauses in the extended signature Π = (Σ 0 ∪ Σ, Pred).
Example 1 Let T 0 be a theory of integers with signature containing the unary function s and the predicate symbol ≤. Let Σ = {f } where f is a new function symbol. Consider the following sets of clauses: Our goal is to address proof tasks of the form G |= T0∪K ⊥ (written also: T 0 ∪ K ∪ G |=⊥) where G is a set of ground clauses with additional (fresh) constants (in a countable set C), i.e. in the signature
Locality conditions. Let T 0 be an arbitrary theory with signature Π 0 = (Σ 0 , Pred), where the set of function symbols is Σ 0 . Let Π = (Σ 0 ∪Σ, Pred) ⊇ Π 0 be an extension by a non-empty set Σ of new function symbols and K be a set of (implicitly universally closed) clauses in the extended signature. Let C be a fixed countable set of fresh constants.
Notation: Let T be a set of ground terms in the signature Π C . We denote by K[T ] the set of all instances of K in which the terms starting with a function symbol in Σ are in T . Formally:
An extension T 0 ∪ K of T 0 is local if it satisfies the following condition 2 :
(Loc) For every set G of ground clauses in Π C it holds that
consists of those instances of K in which the terms starting with extension functions are in the set est(K, G) of extension ground terms (i.e. terms starting with a function in Σ) which already occur in G or K.
In [17] we generalized condition (Loc) by considering closure operators on ground terms. Let Ψ be a closure operator associating with every set T of ground terms a set Ψ (T ) of ground terms. For any set G of ground Π C -clauses we write
We define versions of locality in which the set of terms used in the instances of the axioms is described using the map Ψ :
Extensions satisfying condition (Loc
is defined by restricting the locality conditions to hold for finite sets G of ground clauses.
Local theory extensions are Ψ -local, where Ψ =id (the identity operator). Local theories can be seen as local extensions of the "empty theory" (the pure theory of equality, with empty signature). The order-local theories introduced in [5] satisfy a Ψ -locality condition: Here, if T is a set of ground clauses, Ψ (T ) is defined as Ψ (T ) = {s | s is a ground term and s t for some t ∈ T } for a given ordering ≺ on ground terms [5] . In this case we write also
is the set of all ground terms occurring in K or in G, we also use the notation K[ G]. Thus (with the notation introduced in Section 2.2) if C is a ground clause then
Hierarchical reasoning. Let T 0 ⊆ T = T 0 ∪K be a theory extension satisfying condition (Loc Ψ ). To check the satisfiability w.r.t. T of a set G of ground Π Cclauses, we proceed as follows: By locality,
∪G by introducing, in a bottom-up manner, new constants c t for subterms t = f (g 1 , . . . , g n ) with f ∈ Σ, g i ground (Σ 0 ∪ C)-terms, together with their definitions c t ≈ t. The set of formulae thus obtained has the form
. . , g n ), where f ∈ Σ, c is a constant, g 1 , . . . , g n are ground (Σ 0 ∪ C)-terms, and K 0 , G 0 are Π C 0 -formulae. We reduce the problem to testing satisfiability in T 0 as follows:
] is finite and K 0 ∪ G 0 ∪ Con 0 belongs to a decidable fragment of T 0 then we can effectively check the satisfiability of G w.r.t. T 0 ∪ K.
Recognizing Ψ -local Theory Extensions
We present several ways of recognizing local and Ψ -local theory extensions.
Locality and Embedability
Links between locality of a theory and embeddability of partial models into total ones were established in [7] . Similar results can also be obtained for local theory extensions. When establishing links between locality and embeddability, we require that the extension clauses in K are flat and linear w.r.t. Σ-functions:
A (non-ground) extension clause D is Σ-flat when all symbols below a Σ-function symbol in D are variables. D is Σ-linear if, whenever a variable occurs in two terms of D which start with Σ-functions, the terms are identical, and no term starting with a Σ-function contains two occurrences of a variable.
Let Π = (Σ, Pred) be a first-order signature with set of function symbols Σ and set of predicate symbols Pred. A partial Π-structure is a structure A = (A, {f A } f ∈Σ , {P A } P ∈Pred ), where A is a non-empty set, for every f ∈ Σ with arity n, f A is a partial function from A n to A, and for every P ∈ Pred, P A ⊆ A n . We consider constants (0-ary functions) to be always defined. A is called a total structure if the functions f A are all total. Given a (total or partial) Π-structure A and Π 0 ⊆ Π we denote the reduct of A to Π 0 by A| Π0 . (For the precise definition of a weak partial model for a set of clauses see e.g. [24, 18] .) If T = T 0 ∪ K is an extension of a Π 0 -theory T 0 with new function symbols in Σ and clauses K, we denote by PMod Ψ w (Σ, T ) the set of weak partial models A of T whose Σ 0 -functions are total, and all terms in Ψ K (D(A)) := Ψ (est(K) ∪ {f (a 1 , . . . , a n ) | f ∈ Σ, f A (a 1 , . . . , a n ) is defined} are defined -in the extended structure A A with constants from A. In [24, 17, 18] we considered embeddability properties of partial algebras, e.g. (Emb Condition (Emb Ψ w,f ) requires embeddability only for partial algebras where the extension functions have a finite domain of definition. We proved that if K is a set of Σ-flat and Σ-linear clauses in the signature Π and all weak partial models of an extension T 0 ∪ K of a base theory T 0 with total Σ 0 -functions can be embedded into a total model of the extension, then the extension is local (i.e. that (Emb Ψ w ) implies (Loc Ψ )) [24, 17, 18] . Conversely, we showed that if K is a set of Σ-flat clauses in the signature Π then if T 0 is a first-order theory and the extension T 0 ⊆ T =T 0 ∪K satisfies (Loc Ψ ) then every model in PMod Ψ w (Σ, T ) weakly embeds into a total model of T .
Example 3 Let T 0 be the theory of integers with successor (s) and ordering ≤ described by the model (N, s, ≤) . Let f be a new function symbol.
)} nor its flattened version {y≈s(x)→f (x)≤f (y)} satisfy Emb id w (there are weak partial models of this axiom which cannot be extended to total ones -for instance the partial model A with support N for which f A (2) = 4, f A (4) = 2 and f is undefined everywhere else).
In [18] we introduce a stronger notion of weak embeddability:
(EEmb w ) For every A ∈ PMod w (Σ, T ) there is a total model B of T and a weak embedding ϕ : A → B such that the embedding ϕ : A| Π0 → B| Π0 is elementary.
The definition generalizes in a natural way to a notion (EEmb 
Locality Transfer
In [18] we analyzed situations in which locality of certain theory extensions can be proved as a consequence of the locality of other extensions.
Locality transfer for combinations of local theory extensions. We consider combinations of Ψ i -local extensions (with different Ψ i 's) over a common base theory.
Theorem 4 ([18])
Let T 0 be a theory in the signature Π 0 , and let Σ 1 and Σ 2 two disjoint sets of fresh function symbols. For i = 1, 2 let Π i =:= (Σ 0 ∪Σ i , Pred); let K i be a set of universally closed Π i -clauses and T i := T 0 ∪ K i ; and let Ψ i be term closure operators on ground Π C i -terms. Assume that
3) all variables are shielded in K i , i.e., all variables occur below an extension function, i = 1, 2.
The restrictions (1)- (3) can be relaxed if one of the component theories say T i enjoys a version of the weak embeddability property (Emb w ) in which it is guaranteed that every weak partial model P of T 0 ∪ K i with totally defined Π 0 operations weakly embeds into a total model A of T 0 ∪ K i with the additional property that the reducts to Π 0 of P and A are elementary equivalent (e.g. satisfy the same Π 0 -formulae). The restrictions (1)- (3) are not needed at all for the conclusion of Theorem 4 to hold if both theories have the property above (for details see [18] ).
Other locality transfer results. We now present some examples of local theory extensions T 0 ⊆ T 0 ∪ K with the property that locality of the extension is preserved if we "enrich" the structure of T 0 .
Assume that:
The extension T 0 ⊆ T 0 ∪K satisfies the embeddability condition (EEmb w,f ).
Then the extension T 2 ⊆ T 2 ∪K also satisfies condition (EEmb w,f ). In particular, if K is (quasi)-flat and linear then extension T 2 ⊆ T 2 ∪ K is local.
If all variables in clauses in K occur below Σ 1 -functions, and ground satisfiability is decidable in T 2 , then ground satisfiability is decidable in T 2 ∪K. Theorem 5 is a very useful result, which allows us to identify a large number of local extensions. In [18] we illustrated its applicability on the following example:
Example 6 Let Lat be the theory of lattices and T 1 = Lat∪Mon f , where Mon f = {∀x, y (x≤y → f (x)≤f (y))} is the monotonicity of a new function symbol f . We can prove that the extension Lat ⊆ Lat∪Mon f satisfies condition (C3) in the statement of Theorem 5. Let T be any extension of the theory of lattices (this can be the theory of distributive lattices, Heyting algebras, Boolean algebras, any theory with a total order -e.g. the (ordered) theory of integers or of reals, etc.). By Theorem 5, T ⊆ T ∪Mon f satisfies condition (EEmb w,f ), hence is local.
Locality and Saturation
In [4, 5] conditions for automatically checking order locality of sets of clauses are given. As mentioned in Section 2.2, given a term ordering ≺, we say that a set K of clauses entails a clause C bounded by ≺ (notation: K |= C), if and only if there is a proof of K |= C from those ground instances of clauses in K in which (under ≺) each term is smaller than or equal to some term in C. As mentioned in Section 2.3, K |= C iff K[ C] |= C. Thus (cf. [4, 5] 
It is not difficult to check that for every set K of clauses and for every term ordering ≺ the following are equivalent:
(
In [4, 5] , Ganzinger and Basin established a link between peak saturation and order locality, and used these results for automated complexity analysis. They then also considered an ordered hyperresolution calculus for Horn clauses with a selection function which selects in every clause C the set of all negative atoms of C which contain a term which is maximal in C w.r.t. ≺ [5] . In [4, 5] the following terminology is used in this case: Negative (resp. positive) premises are premises in which the literal resolved upon is negative (resp. positive). Peak inferences are inferences with the property that for every term t in the conclusion there is a larger term t ′ ≻ t in the negative premise. Plateau inferences are inferences for which in the succedent of a negative premise there exists an occurrence of a maximal term. A set of Horn clauses K is peak saturated if all peak inferences are redundant for which (i) the second, negative premise is in K, and (ii) the first, positive premise's antecedent does not contain a maximal term, and (iii) the positive premise is in K or generated from K using plateau inferences.
Theorem 7 ( [4, 5] ) Let ≺ T be a well-founded (possibly partial) term ordering and ≺ a compatible and total atom ordering in first-order logic without equality. Let K be a set of clauses which is reductive w.r.t. ≺ T and ≺.
-If K is saturated w.r.t. ≺-ordered resolution, then K is order local w.r.t. ≺.
-Let K be a set of Horn clauses. K is peak saturated w.r.t. ≺-ordered hyperresolution with selection (cf. [5] ) if and only if K is order local w.r.t. ≺.
Theorem 7 allows us to obtain, by saturation, local axiomatizations from nonlocal ones. We can saturate K under peak redundancy by first adding all clauses obtained by plateau inferences between clauses in this set (obtaining a set P ), and then the conclusions of all peak inferences with negative premise in K and positive premises of the corresponding form which are in K or P . Theorem 4 and Corollary 5 identify situations in which we know that combinations of local presentations are again local, or situations in which we can enrich the base theory without loss of locality. When using saturation to detect locality (or to generate local presentations from non-local ones) one drawback is that equality cannot be used as a builtin predicate: If the clauses contain the equality predicate then the congruence axioms have to be added explicitly, which can be inefficient. Another drawback is that the size of the saturated sets of clauses can be very large. Often, in fact, infinitely many clauses are generated.
Example 8 Consider Pre ∪ {f (x)≤f (s(x))}, where Pre = {x≤x, x≤y ∧ y≤z → x≤z} .
By saturation we obtain the infinite set
In such cases, a usual resolution-based theorem prover will not be able to detect saturation, because the set of clauses which are generated is infinite.
Our goal is to obtain finite representations of possibly infinite sets of clauses. For this, we will use constrained clauses. As a by-product, the form of the constraints may allow us to (conservatively) extend the language -e.g. by defining new predicates -in order to obtain local presentations.
A Constrained Inference Calculus
To reduce the size of a representation, we employ constrained clauses. A constrained clause α C denotes all ground clauses Cσ where σ satisfies the constraint α. To reason about such constrained clauses, we use the standard inference rules for constrained ordered resolution and superposition (cf. [16] ), enriched by an on-the-fly induction rule called melting.
Definitions
Substitution Expressions. A (basic) substitution σ is a map from a finite set X ′ ⊆ X of variables to T Σ (X). The application of σ to a term t or a term tuple t is denoted by tσ or tσ, respectively. The substitution σ is linear if no variable occurs twice in the term set {xσ | x ∈ X ′ }. Substitution expressions are built over substitutions and constructors • (composition), | (disjunction), and * (loop) of arity 2, 2 and 1, respectively. Substitution expressions are denoted asσ,τ . The symbols • and | are written in infix notation, and * is written in postfix notation. We will often writeσ •τ asστ . The domain dom(σ) and the variable range VRan(σ) of a substitution expression are defined as follows: For a substitution σ : {x 1 , . . . , x n } → T Σ (X), we define dom(σ) = {x 1 , . . . , x n } and VRan(σ) = vars(x 1 σ, . . . , x n σ). For complex expressions, we have
A substitution expressionσ is well-formed, if (i) for each subexpressionτ 1 •τ 2 ofσ, it holds that VRan(τ 1 ) = dom(τ 2 ), (ii) for each subexpressionτ 1 |τ 2 ofσ, it holds that dom(τ 1 ) = dom(τ 2 ) and VRan(τ 1 ) = VRan(τ 2 ), and (iii) for each subexpressionτ * ofσ, it holds that VRan(τ ) = dom(τ ). 3 Similarly if we consider the flattened version of K
Constrained Clauses. A constrained clause α C consists of a clause C and a regular constraint α of the form (x 1 ≈y 1 , . . . , x n ≈y n )σ, also written as ( x≈ y)σ, such that x i , y i are variables andσ is a well-formed substitution expression with domain {x 1 , y 1 , . . . , x n , y n }. If a regular constraint α does not contain any equations, we call α C unconstrained and identify it with its clausal part C. If α = ( x≈ y)τ is a regular constraint, then ασ is defined as ( x≈ y)τ σ ′ , where σ ′ : VRan(τ ) → T (Σ, X) maps z to zσ if z ∈ dom(σ) and to z otherwise. The application (α C)σ of a substitution to a constrained clause is then defined as ασ Cσ.
The set of ground instances of a constrained clause α C consists of all ground clauses D for which there is a substitution σ such that Cσ = D and ασ is a satisfiable ground constraint. This means that regular constraints are interpreted syntactically.
Orderings. Let ≺ T be a term ordering and ≺ be an atom ordering. An (unconstrained) ground clause is reductive (w.r.t. ≺ T and ≺) if all of its ≺ T -maximal terms appear in the ≺-maximal atoms. A constrained clause is reductive (w.r.t. ≺ T and ≺) if all its ground instances are reductive (cf. [5] ).
Denotations and Models. We define the denotation [[σ]] of a substitution expressionσ inductively as follows:
Hereσ 0 denotes the substitution {x → x | x ∈ domσ}, andσ n+1 =σ •σ n . The semantics of the application of substitution expressions to terms and clauses and the semantics of constrained clause sets are defined just as one would expect by identifying a substitution expression with its denotation and by identifying a constrained clause ( x≈ y)σ C with the (potentially infinite) clause set { xσ≈ yσ → C | σ ∈ [[σ]]} (cf. [16] for details). An interpretation I is said to model a constrained clause set N , written I |= N , if and only if I |= C for each C in the denotation of a constrained clause in N . In this case, I is called a model of N . A constrained clause set is satisfiable if it has a model.
Inferences and
Redundancy. An inference rule is a relation on constrained clauses. Its elements are called inferences and written as
The constrained clauses α 1 C 1 , . . . , α k C k are called the premises and α C the conclusion of the inference. An inference calculus is a set of inference rules.
A constrained clause ( x≈ y)σ C is redundant w.r.t. a constrained clause set N if all of its ground instances are redundant in the sense of Section 2.1 or if there is a variant ( x≈ y)τ C of a constrained clause in N such that [ 
An inference is called redundant w.r.t. N if its conclusion is redundant w.r.t. N or if a premise C is redundant w.r.t. N \ {C}. A constrained clause set N is saturated (w.r.t. a given inference calculus) if each inference with premises in N is redundant w.r.t. N .
The Melting Calculus for Constrained Clauses
As mentioned before, we use the standard inference rules for constrained ordered resolution and superposition to reason about constrained clauses. The ordered resolution rule for constrained clauses, for example, is:
where (1) σ is the most general unifier of A 1 and A 2 and nothing is selected in
In addition, the calculus comprises a factoring rule and, in the presence of equality, the usual superposition rules as well as superposition into the constraint. We skip those rules here because they are not relevant for the remainder of this article. For full details cf. [16] .
This inference system is sound and complete as a slight variation of [15, 14] , provided that constraint satisfiability is decidable. As an example, this is the case when the constraints are increasing (cf. Theorem 11 below).
We now extend the calculus to an inference system including a melting rule [16] , which serves as a limited form of induction. To define melting, we need the notion of an ancestor. In any of the usual inferences, the ancestors of the conclusion are the rightmost premise and all of its ancestors.
Melting:
( x≈ y)σ C ( x≈ y)στ
where (1) ( x≈ y)σ C is an ancestor of ( x≈ y)στ ′ C ′ , and (2) ( x≈ y)στ ′ C ′ is a variant of ( x≈ y)στ C, and either (3.i)σ is of the formσ =σ 1σ * 2 and σ ′′ =σ 1 (σ 2 |τ ) * , or (3.ii)σ is not of this form andσ ′′ =στ * .
The ancestors of the conclusion of a melting inference are defined as the ancestors of the leftmost premise.
Correctness
Intuitively, the melting rule states: if it is possible to derive ατ C from α C, then it is also possible to repeat this process to derive αττ C and so on. This is of course not always true, i.e. melting-like rules tend to be incorrect.
Example 9 Let P denote the at-most-one predicate over the natural numbers, encoded by the following set of constrained clauses:
This is of course equivalent to just {P (0), P (1)}. A melting derivation of the form ( x≈ y)σ P (x) ( x≈ y)στ
would derive a constrained clause that is equivalent to P (x), and thus would certainly not be sound! This is why melting contains the restriction that one premise must be an ancestor of the other one. Even with this restriction, melting could still yield incorrect results. Consider the following set of constrained clauses:
i.e. P (0) holds, and P (0) implies P (s(0)). We can easily derive P (1), which brings us back into the situation of the first part of this example, except that the second premise is now derived from the first one. Melting is still unsound.
The correctness of melting relies on the derivation from one premise to the other being repeatable. This does hold in all examples in this paper, and it is also guaranteed whenever there are no inferences (except for melting inferences) where both premises are constrained. The latter can for instance be ensured by considering only Horn clauses where all clauses with a positive literal are unconstrained; cf. [16, 12] for more details.
Termination
Melting is important because it allows us in many cases to saturate clause sets much faster, or even to turn an infinite saturation into a finite one.
Example 10 Consider the clause set {x≈y P (x) → Q(y), P (x) → P (s(x))}, where the ordering is chosen such that P (t 1 ) ≻ Q(t 2 ) for all ground terms t 1 , t 2 . When saturating this clause set, we successively derive all clauses of the form s n (x)≈y P (x) → Q(y) by iterating the following inference step:
This derivation does not terminate. With melting however, we can make make one such inference to derive s(x)≈y P (x) → Q(y) and directly follow up with a melting inference:
(where s * (x)≈y stands for (x≈y){x → s(x), y → y} * ). After this inference, the clause set is already saturated.
The ground instances of constrained clauses that are derivable with and without melting coincide. However, note that Melting does not make the inference system terminating in general. In [16] , we presented conditions under which termination results for saturation on unconstrained nonequational clauses carry over to constrained clauses. All examples in this paper lie in such fragments. Extending these results to clauses containing equational literals will be the subject of further work.
Locality and Melting Constraints
In many settings, the regular constraints that appear just stack increments on both sides of an equation. This is for example the case with the strict monotonicity 4 axiom s(x)≈y → s(f (x)) ≤ f (y), which gives rise to clauses of the form s n (x)≈y → s n (f (x)) ≤ f (y) for each n ≥ 0, or to the constrained clause
is a function symbol that connects two different sorts (which have different successor functions s 1 , s 2 ), then σ would be σ = {x → s 1 (x), y → y, v → s 2 (v), w → w}. Letσ be a substitution expression over Σ. Let Σ contain for each sort S of a domain element ofσ a unique unary function symbol s S : S → S. Then σ is increasing for Σ if, for each basic substitution τ in σ and each variable x, either τ (x) is a constant or τ (x) = s k S (x) for some k ≥ 0, where S is the sort of x. A regular constraint is increasing for Σ if it is empty or if its substitution expression is of the formσ 1 • · · · •σ n such that eachσ i is increasing for some Σ i ⊆ Σ, and Σ i ∩ Σ j contains only constants for i = j.
We use a shorthand notation for increasing substitution expressions and increasing constraints: For example, if σ = {x → s(s(x)), y → y} and τ = {x → 0, y → 0}, we write σ * τ as (s 2 , s 0 ) * (0, 0), and we write the constraint (x≈y)σ * τ as (x≈y)(s 2 , s 0 ) * (0, 0). With this notation, the constrained clause describing strict monotonicity becomes (x≈y, v≈w)( 
if the domain and range of f have different sorts and we have two successor functions. If in addition the substitution operates independently on the different variables of the constraint, we simplify the notation even more and write, for example, x≈s * (s(y)) for (x≈y){x → x, y → s(y)}{x → x, y → s(y)} * . Increasing constraints are one class where the constrained calculus is applicable:
Theorem 11 Let Σ be a set of function symbols and α an increasing regular constraint for Σ. The satisfiability of α is decidable.
Proof. The proof proceeds by rewriting the substitution expression of α until the only remaining loops are of the form (s * and loops over the same unary function symbols cannot interact. We make heavy use of the fact that α is interpreted syntactically, which means that we can consider the appearing function symbols as free constructors.
The regular constraint α's substitution expression is by definition of the form
For now let us concentrate on a single increasing substitution expressionσ i for Σ i . Note that • is not only associative but also commutative on expressions with the same domain in this setting. Simplify the substitution expression using the rewrite rules from Table 1 . (To improve readability, in Table 1 we only give the rules for a domain of size 2 and, assuming that both domain elements have the same type, a single function symbol s ∈ Σ i ; larger domains can be handled in a similar way.)
After each rewrite step, the whole substitution expression is additionally normalized with respect to the distribution ruleσ(τ 1 |τ 2 ) στ 1 |στ 2 .
Correctness is obvious for most rules. The next to last rule follows directly from Bézout's formula, which states that for any integers k and l there exist integers m and n such that km+ ln = gcd(k, l) and that for all integers k, l, m, n, the number km + ln is a multiple of the greatest common divisor of k and l (negative multiples of the gcd can also be reached). The last rule follows from kl = lk: each set of l unfoldings of the first loop (s k , s 0 ) * is equivalent to some unfoldings of the second loop (s l , s 0 ) * . This rewrite system terminates because in each step the quintuple of (1) the number of basic substitutions that add at least one s to one variable and ground another variable, (2) the number of basic substitutions with a domain size < 2, (3) the multiset of the star depths (i.e. the number of * operators above) of all appearing substitution expressions, (4) the number of basic substitutions, and (5) When no more rules are applicable, the substitution expression contains at most one star in each disjunct, in a subexpression of the form (s k , s 0 ) * or (s 0 , s k ) * . 5 Checking satisfiability of such constraints is easy. Larger domains are handled by straightforward adaptions of the rules on basic substitutions, such as -Let all function symbols s i be unary. For subterm locality, N [ G] is equivalent to the set of clauses of the form
where α C ∈ N has the free variables x 1 , . . . , x m and t 1 , . . . , t m are maximal terms in G (w.r.t. the subterm ordering). That will be much more concise than writing down all of N [ G] because the number of instances goes down from |st(G)| m to |maxst(G)| m (maxst(G) are the maximal subterms of G).
-The standard ordering over the naturals is completely described by the saturated set {y≈s + (x) x < y, y≈s + (x) y < x}. -Cycle-free lists can be characterized without a reachability predicate just by the clause y≈p * (p(x)) x≈y → x≈nil. More generally, a similar clause characterizes absolutely free unary constructors.
As mentioned before, Theorem 7, a result by Basin and Ganzinger [5] , does not hold for full superposition instead of ordered resolution. Theorem 13 below shows how a slightly restricted form of superposition allows to recover locality, and that this is even true for clauses with regular constraints. Our proof extends the one from [5] .
In the following, saturation can always be interpreted as saturation with or without melting, because (due to the definition of ground clauses) the constraints do not affect the proofs.
Theorem 13 Let ≺ T be a reduction ordering and ≺ a compatible and total atom ordering. Let N be a set of constrained clauses that is reductive w.r.t. ≺ T and saturated w.r.t. ≺. Let each constrained clause in N with positive equational atoms contain either a unique positive equation which is also maximal, or a negative equation which is maximal. Let C be a ground clause whose succedent does not contain any equations. Then N |= C iff N |= C.
Proof. The direction N |= C =⇒ N |= C is obvious and independent of the properties of N and C.
For the opposite direction, assume that N and C satisfy the preconditions of the theorem, and that N |= C, i.e. N ∪ ¬C is unsatisfiable. Because N is saturated, a set of support strategy for N is complete [3] , i.e. there is a proof of the unsatisfiability of N ∪ ¬C in which at most one premise of every inference is an instance of a clause in N .
We prove by induction on the length of this proof that -all clauses that are used in the proof are C, -all clauses that are derived in the proof contain equational atoms only negatively, and -all clauses that are derived in the proof are unconstrained ground clauses.
As the base case, consider an inference between input clauses. It cannot be a factoring or equality factoring inference because N is saturated and because all elements of ¬C are unit clauses. It also cannot be a melting inference for the same reason. So it must be an inference by ordered resolution or by superposition.
If it is an inference by ordered resolution, assume that the first premise is an instance α Γ → ∆, A of a clause in N and the second premise is a clause A → from ¬C. Since A is ground and maximal in Γ → ∆, A and α cannot contain any extra variables, the whole premise is ground and C, and so is the conclusion α Γ → ∆ of the inference. The constraint α must be valid since α Γ → ∆, A is ground and not redundant, so the conclusion is unconstrained. Since ∆ does not contain any equations, the conclusion does not contain any positive equations. The situation is similar if the second premise is an instance of a clause from N , and the case where both premises come from ¬C is trivial. If the inference is a superposition inference, only the first premise must stem from N . Let this premise be α Γ → ∆, s≈t with s being maximal. Similarly to above, it follows that s is ground and s≈t C, and hence all of the premise is ground and C and the same holds for the conclusion. Again ∆ does not contain any equations and so the conclusion does not contain any positive equations.
For the induction step, consider a later inference in the proof. Again, it cannot be a melting inference because the induction hypothesis states that all previously derived clauses are unconstrained. It also cannot be an equality factoring inference because derived clauses do not contain positive equations.
If it is a factoring or equality resolution inference, the premise must be a derived, and hence ground, clause. Since the inference does not introduce any new literals, it is obvious that the properties to be proven are passed on from the premise to the conclusion. The situation is similar for an inference by ordered resolution where both premises are from ¬C or derived. Superposition inferences from two clauses outside N are not possible because, by the conditions on C and the induction hypothesis, none of these clauses contain positive equations.
For an ordered resolution or superposition inference where one premise is an instance of a clause in N (for superposition, this must be the first premise), the reasoning is similar to the reasoning in the base case, because the partner premise is ground and cannot contribute any positive equations by induction hypothesis.
⊓ ⊔
In some cases, saturation is still too strong a requirement to arrive at finite local axiomatizations.
Example 14
Consider the theory of a strictly monotone function f as described in the beginning of this section, together with the theory of preorders:
For now, we ignore the exact shape of the constraint α. The axiomatization N ≤,f is local, but we cannot show this using the previous theorem, because inferences between the clauses for transitivity and monotonicity allow the derivation of additional clauses of the form
When the theory does not contain equality literals, this can be remedied by considering a straightforward extension of peak saturation to constrained clauses:
An inference α 1 C 1 , α 2 C 2 ⊢ α C between constrained clauses is called a peak inference (resp. plateau inference) if the unconstrained inference C 1 , C 2 ⊢ C is a peak inference (resp. plateau inference). A set of constrained Horn clauses N is peak saturated if all peak inferences are redundant for which (i) the second, negative premise is in N and (ii) the first, positive premise's antecedent does not contain a maximal term, and (iii) the positive premise is in N or generated from N using plateau inferences.
Theorem 15 Let ≺ T be a well-founded term ordering and ≺ a compatible and total atom ordering. Let N be a set of constrained Horn clauses without equality that is reductive w.r.t. ≺ T and peak saturated w.r.t. ≺. Let C be a ground clause without equality. Then N |= C iff N |= C.
Proof. The proof of the respective theorem for unconstrained clauses in [5] only makes use of properties of ground inferences. Because the ground instances of constrained clauses are defined in such a way that they are unconstrained, that proof carries over to constrained clause sets word by word. Note that for constrained clauses without equality literals, the only applicable rules are ordered resolution and factoring.
Example 16
In our running example of strict monotonicity, the only nonredundant inference that is enabled for N ≤,f is between the constrained clause for monotonicity and an instance of transitivity:
(There is also an inference into the other antecedent literal of the transitivity clause, for which the situation is similar.) It is a plateau inference because f (y) appears in the succedent of the right premise. The inferences from this clause and transitivity are again plateau inferences, and the same holds for all further inferences. Since no peak inferences are possible, N ≤,f is peak-saturated. By Theorem 15, N ≤,f is also order local.
Example 17
Other examples where the theorem directly proves locality because the constrained clause sets are (peak) saturated:
-The theory axiomatized by: { x≈s * (0) P (x)} -The theory of even and odd numbers axiomatized as follows:
The theory of number pairs with an even sum (cf. [5] ):
where the a i and b i are concrete natural numbers:
-Monotonicity on unbounded intervals like {a, . . .} and {. . . , b} (similar).
Example 18 Consider the theory axiomatized by N = N 0 ∪ { x≈s * (0) P (x)}, where N 0 is the axiomatization of natural numbers consisting of the absolutely free constructor axioms for s and 0 (a set of Horn clauses which is local [25] and can be proved to be order local also using Theorem 15). Let C = P (a), where a is a new constant such that 0 ≺ a ≺ s(0). By locality, we know that N |= C iff In future work we will analyze such situations, as well as possibilities of checking satisfiability in the initial model.
Extended Example: Monotonicity
The following example illustrates the whole workflow of the melting-based approach to locality. Consider the following theory of monotonicity:
This theory is not local. For example, the weak partial model A over the natural numbers with f A (0) = 1 and f A (s(s(0))) = 0 cannot be embedded into a total model of N 1 .
Using either full saturation or peak saturation (without melting), we arrive in the limit at a clause set containing
This set is local by Theorem 7. Unfortunately, it is also infinite. With melting, however, we arrive in a finite number of steps at a saturated set containing N 3 = N ≤ ∪ {y≈s * (s(x)) f (x) ≤ f (y)} .
This set is local by Theorem 13. It is finite, so we can use it to decide queries on N 1 .
Assume that we want to decide whether or not N 1 |= {f (0) ≤ f (s(0))}. Equivalently, we want to decide whether or not N 1 ∪ G is unsatisfiable, where G = {f (0) ≤ f (s(s(0))) → ⊥}. We have now two ways to decide this, using that N 1 and N 3 are equivalent and N 3 is local:
Approach 1: We can use locality of N 3 to decide whether N 3 [≤G] ∪ G is unsatisfiable. This is indeed the case:
The leftmost premise is an element of N 3 [≤G], in particular it is a ground instance of y≈s * (s(x)) f (x) ≤ f (y), where x → 0 and y → s(0). Approach 2: Because saturation of N 3 ∪G terminates, we can alternatively use melting-based saturation again to decide whether N 3 ∪G is unsatisfiable. This is verified by the following one-step derivation:
and the final constraint is satisfiable.
The first approach is applicable for any ground G. The second one is applicable to non-ground G without Skolem constants, provided all variables are universally quantified. The treatment of queries only existential variables or with a single ∃∀ alternation is also possible, but it requires more elaborate constraints (cf. [16] for details).
Limitations
For computing finite saturations (or peak saturations) of sets of constrained clauses it is very important to have a decision procedure for checking satisfiability of the constraints. In Theorem 11 we showed that if the constraints only contain unary constructors, then checking satisfiability is decidable. However, satisfiability is undecidable for most extensions of the presented fragment of regular constraints. This be proven by a reduction of the Post correspondence problem.
Theorem 19 Satisfiability of regular constraints with substitution expression σ is undecidable, even if all function symbols are at most unary and σ satisfies all conditions of an increasing substitution expression except the first.
Proof. We show that with every Post correspondence problem P we can associate a regular constraint α with substitution expression σ (which satisfies all conditions of an increasing substitution expression except the first) such that P has a solution if, and only if, α is satisfiable:
Consider a Post correspondence problem over the alphabet {a, b} with given word pairs (u 1 , v 1 ) , . . . , (u n , v n ). We model words by ground terms over the unary function symbols a, b with empty word 0.
Let σ a (x, y) = (a(x), a(y)), σ b (x, y) = (b(x), b(y)), and σ 0 (x, y) = (0, 0). Then the following expression denotes all nonempty pairs of equal words: (x, y)(σ a |σ b ) * σ 0
Moreover let σ i (x, y) = (u i (x), v i (y)) for i = 1, . . . , n. Then the following expression denotes all word pairs that can be formed from the (u i , v i ):
(x, y)(σ 1 | . . . |σ n ) * σ 0
Finally, the PCP has a solution if, and only if, the following constraint is satisfiable: (x, y)(σ a |σ b ) * σ 0 ≈(x, y)(σ 1 | . . . |σ n ) * σ 0 .
Conclusion
In this paper we presented a method for obtaining finite representations of local sets of clauses from possibly non-local ones. We extended the work of Basin and Ganzinger [4, 5] : In order to address the fact that saturation can generate infinite sets of clauses, we used constrained clauses, which allow us to give a finite representation for possibly infinite saturated sets of clauses and defined an ordered resolution and superposition calculus for such constrained clauses. We established links between locality and saturation for constrained clauses. The form of the constraints suggests definitions for new predicates which would yield saturated -hence local -theory axiomatizations.
In future work we would like to analyze possibilities of reasoning in the initial model (not investigated here), and ways of defining new predicate symbols, e.g. using recursive definitions; we hope that some of the results in [25] could prove useful for this. We plan to study the applicability of our results to reasoning in various data structures.
