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Abstract
Interest in the chromatic confocal microscope in the high precision dimensional
metrology industry is growing rapidly. In fact, the chromatic confocal microscope
offers a “stylus like” distance measurement applicable to various surface types. In
addition, the chromatic confocal microscope can potentially compete in resolution
with contact measurement probes, while significantly increasing the sampling rate
to several kHz. Therefore, such technology is key to the Taylor Hobson Ltd.
strategy. The work embodied in this thesis focuses on the design, development,
and evaluation of a low cost and high resolution version of the chromatic confocal
microscope. Both product are currently in pre-production phase.
The low cost version the chromatic confocal microscope is designed to be a
compact and cost effective system while exhibiting “state of the art” performances.
In fact, the raw material cost of the system is below £500, this being achieved
while exhibiting an optical head outer diameter of 8 mm, a working distance of
more than 27 mm, and a resolution better than 100 nm over a measurement range
exceeding 7 mm.
The high resolution version of the chromatic confocal microscope is dedicated to
precision. The aim of the design is to exhibit the highest achievable resolution
while maintaining a measurement working distance exceeding 12 mm. By tailoring
the chromatic dispersion to be appropriately low, a resolution of better than 10 nm
is achieved.
Both designs have been tailored within a few design cycles; this has been achieved
through the development of two novel models, the spectral irradiance model and
the measurement standard deviation model. The spectral irradiance model enables
the analytical estimation of the chromatic confocal peak from only the optical
parameters of the optical heads. Based on a geometric approach; this is more than
5 times more precise than the previously used model based on wave optics.
Furthermore, by applying a fully integrated system design approach incorporating
design, production, and test of optical systems, the resulting chromatic confocal
system surpasses comparable commercially available chromatic confocal gauges in
terms of cost, resolution, numerical aperture, range of measurement, and working
distance. Such performance is further enhanced by the use of staircase diffractive
surfaces. Staircase diffractive surfaces are special hybrid aspheric diffractive
surfaces exhibiting insignificant manufacturing losses allowing the design to be
only limited by the scalar diffraction theory used by ray tracing packages. In
addition, staircase diffractive lenses permit the passively athermalisation of the
optical head of the chromatic confocal microscope.
The work encapsulated in this thesis extends the current understanding of the
measurement environment impact on chromatic confocal gauges. This study
includes the impact of the surface reflectivity, roughness, and slope onto the
linearity of the chromatic confocal microscope. Using the previously described
findings, methods to mitigate the linearity error induced by the surface roughness,
reflectivity, and slope are presented and applied.
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Chapter 1
Introduction
1.1 Surface and form metrology in industrial
management
In order to understand the field of high precision dimensional metrology a little bit
of history can help. In 1886, William Taylor and his brother started a small lens
manufacturing business. Soon, the small manufacturer became acknowledged as
a premium supplier based on the quality of the lenses. Nevertheless, there was no
instrument accurate enough to characterise the surface finish of their lenses. In order
to determine the surface finish of their lenses, Taylor Hobson needed to create an in-
house surface and form measurement instrument to improve even more the quality
of their optics. Over the years, high precision dimensional metrology instruments
became the speciality of Taylor Hobson Ltd. [1]. This short story shows us that
surface and form metrology is an essential tool to understand a product from the
macro to the nano scale.
The definition of high precision surface metrology evolves constantly. High
precision dimensional metrology is commonly defined by the most precise
dimensional metrology instrument currently sold. Today, state of the art
instruments like the Phase Grating Interferometer (PGI) Dimension have typically
a form error repeatability below 50 nm [2]. The repeatability is defined by the
National Institute of Standards and Technology (NIST) and the Bureau
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International des Poids et Mesures (BIPM) as the “closeness of the agreement
between the results of successive measurements of the same measurand carried out
under the same conditions of measurement” [3, 4].
High precision dimensional metrology instruments can be separated in two
categories: contact and non-contact. Contact instruments use the motion of a
stylus in contact with the surface to convert the surface profile into an electric
signal. Historically, this was the first method to be developed. Today, apart from
the widespread use of interferometers in the optics industry, the majority of
commercial systems are based on this concept. In fact, contact surface metrology
is still one of the most precise and robust measurement method. Non-contact
dimensional metrology instruments may be broadly divided into two categories,
full-field and single point measurement. Through the interaction of light with the
surface, the surface texture may be used to modify various light attributes such as
phase, polarisation, or frequency.
Quality management is key in todays automotive, aero-spacial and optic
industries. Surface and form measurement are an everyday tool in quality
management. Total Quality Management (TQM) [5] and Six Sigma [6] are two
models used in quality management. One of the main tools in TQM is the Deming
wheel shown in Figure 1.1 [5]. The Deming wheel model is applied to optimise a
process. In surface and form measurement, the important link is ‘‘check’’. In order
to establish if a workpiece fulfils the required tolerances, it is necessary to measure
it [7]. An extension of the Deming wheel is the Define, Measure, Analyse, Improve,
and Control (DMAIC) [8] loop shown in Figure 1.2.
Figure 1.1: The 4 steps of the Deming wheel of continuous improvement: plan, do,
check and act.
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Figure 1.2: The DMAIC concept is represented as a closed loop to illustrate the
continuity of the quality management.
Dimensional metrology now appears in ‘‘measure’’ and ‘‘control’’ as shown in
Figure 1.2. In addition the DMAIC introduces the notion of standards. In order
to be able to define complexes shapes or surface profiles, it necessary to define
standards. The currently accepted one is the standard ISO 4287 [7].
This is not an exhaustive description of the role of of dimensional metrology in
quality management. Nevertheless, it had been shown that both TQM and Six
Sigma models require standards. Dimensional metrology is essential in today’s
industrial environment. Taylor Hobson Ltd. is engaged in supplying the industry
with the best industrial dimensional metrology instruments. Taylor Hobson Ltd.
has been involved with high precision engineering since the very beginning of the
company. In fact, recent progress in technologies such as Computer Numerical
Control (CNC) grinding, Single Point Diamond Turning Machining (SPDT), and
multi axis CNC machines, high precision engineering industry is growing at an
unprecedented pace.
1.2 Contact surface metrology instrument in the
industry
Contact dimensional metrology instrument can be separated in two major categories,
stylus based instrument and Atomic Force Microscopy (AFM).
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1.2.1 Stylus based instrument
Stylus based instruments are the most commonly used in dimensional surface
metrology. The stylus sensor is based on the motion of a stylus induced by the
surface profile. The mechanical motion of the stylus is recorded using a variety of
transducers; the most widespread one is the ferromagnetic transducer commonly
called Linear Variable Differential Transducer (LVDT). The concept of a LVDT is
illustrated in Figure 1.3. An LVDT consists of three coils; the central ‘‘primary’’
Figure 1.3: Schematic representation of a LVDT, the ferrite core has only one degree
of freedom. The motion of the core induce an inductance variation function of the
position of the core [9].
coil and two secondary coils, together with a ferrite core that can move axially.
The primary coil is supplied by an alternative voltage driven at 0.4 to 5 kHz;
through induction, this voltage creates a potential in the secondary coils. Any
displacement of the ferrite core induces a modification of inductance. The two
secondary coils are connected in series. The output voltage is a function of the
core position. If the core is in on the middle, the measured voltage is null. Then, if
the core moves to one side, the measured voltage increases.
Over the central range of movement, the differential voltage output varies
linearly as a function of the position of the core. The range of measurement can
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vary significantly. The measurement uncertainty can reach 0.01 % of the
measurement range. The major source of error is temperature change; with a
temperature compensation, an error of 100 ppm/◦C may be achieved. The major
limitation is the reading speed. Due to the probe mechanical assembly frequency
response, the measurement cannot be done faster than 1.5 kHz. Nevertheless,
stylus tracking requirement typically limits the measurement to few hundred hertz.
The major limitation of such a sensor is the dynamic range defined as the ratio of
the range of measurement over the resolution of the sensor. The resolution is
defined by the BIPM as “smallest change in a quantity being measured that causes
a perceptible change in the corresponding indication” [4]. The resolution σres is
defined as
σres = k σN−1, (1.1)
where k expands the interval of confidence. If k is not specified, the value is 3 in
order to achieve a interval of confidence of 99.7 % [3]. σn−1 is the sampled standard
deviation as well called in this thesis measurement uncertainty and is calculated as
σN−1 =
√√√√ 1
N − 1
N∑
n=1
(xn − x), (1.2)
where N should be at the minimum 200 to be close enough to the standard
deviation σ while maintaining the recording time to a few minutes for practicality
and temperature stability reasons. In addition, x is the arithmetic average of x.
Another approach that enables a probe with a far greater dynamic range to be
achieved is based upon tracking the movement of the stylus probe with an
interferometer. An excellent example is the PGI [10] gauge of Taylor Hobson Ltd.
The schematic principal of the PGI is shown in Figure 1.4. The PGI enables
measurements with a resolution of 1 nm and a range of measurement of 12 mm
[11].
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Figure 1.4: Schematic of the PGI gauge. The transverse motion of the stylus is
converted to rotation by the pivot. This angular change is transferred to the convex
grating [11].
1.2.2 Atomic force microscopy
AFM is not a contact technique. However, the AFM principal can be used as a
contact and a non-contact dimensional profiler. Two surfaces interact by creating
a bonding force, an attractive or repulsive function of the chemical constitution of
the both surfaces [12]. The main force is electrostatic and varies as 1/d2 where d is
the distance between the two surfaces [12]. This force is used to measure the
surface profile. In addition, if the surface is non heterogeneous, the probes is
subject to torsion. This torsion can also be measured. Regarding the AFM
transducer, it is typically a contact free optical system, capable of measuring the
displacement of the tip with a resolution of 0.01 nm [12]. The radius of the tip is
few atoms. The displacement of the cantilever induced by the atomic force can be
measured using a laser triangulation sensor. Two measurements modes have to be
distinguished. Regarding the first mode, the altitude of the sample is controlled in
order to keep the force between the tip and the surface constant. The distance
between the tip and the surface is around 0.5 nm [12]. This mode is the most
sensitive one. Regarding the second mode, the distance between the tip and the
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surface is around 5 nm and the displacement of the tip is measured directly [12].
The scan can be faster, however a higher traverse speed requires a lower force,
hence the measurement uncertainty increases. The lateral range of measurement is
limited by the piezoelectric transducer range. To summarise, the vertical range can
reach 5 µm, and the lateral range 100 µm [12]. The lateral uncertainty is around 1
% [12]. The axial uncertainty is a few 0.1 nm [12]. Nevertheless, the nature of the
surface, such as quantum and chemical states, strongly perturbs the measurement.
The measurement speed is limited by the resonance frequency of the stylus. The
measurement time can be a few seconds to several minutes for a surface of 100 µm
x 100 µm [12]. This technique is suitable for small samples due to the piezoelectric
transducer range. In addition, due to the level of measurement uncertainty, the
system needs to be stable in temperature and vibration free [12]. Hence, classical
linear stages are not suitable and so large areas are technologically difficult to
measure with precision. This application domain of an AFM is not the surface
finish or the form of an object but more the physical-chemical structure at an
atomic level of the surface [12]. This technique is particularly suitable for non
conductive materials. The major application domains are material research,
microelectronics, ceramics [12].
1.3 Non-contact surface metrology in the
industry
Non-contact dimensional metrology instruments in general are progressively
becoming more widespread in their use. The need for fast measurement for a
variety of component surfaces led to the a development of the non-contact
dimensional metrology instruments. Most of them are dedicated to a specific
application. Non-contact Non-contact dimensional metrology instruments are
currently used when contact dimensional metrology instruments are not suitable,
for reasons such as stylus force or stylus resonance frequency. Currently, in the
field of high precision non-contact dimensional metrology the more widely used
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technologies are interferometry and confocal-microscopy.
1.3.1 Interferometer based instruments
Interferometers can be used to measure various types of structures. Nevertheless
the principal remains the same. Two waves coherently generated, interfere together
to create an interference pattern. If the phase difference ∆φ between the arms is
[13]
∆φ = p 2 pi, (1.3)
where p integer, the two waves interfere constructively. If the phase difference is [13]
∆φ = (2p+ 1) pi, (1.4)
the two waves interfere destructively. More generally, the output irradiance of an
interferometer is [13].
I =
1
2
I0
(
1 + cos
2 pi δ
λ
)
, (1.5)
where λ is the illumination wavelength and δ the optical path difference between the
two waves. By recording the interferometric irradiance the profile of the sample can
be deduced. This static technique is extremely limited, there is no way to determine
if the path difference is 1 or m times the wavelength [13]. A more accurate way is to
shift gradually the reference mirror to known distances, and record several profiles.
This dynamic technique is called ‘‘phase shifting’’. An example of phase shifting
interferometer is the Twyman green interferometer shown in Figure 1.5.
The interference pattern is recorded via a Charge-Coupled Device (CCD) sensor.
The source is typically a white light source with a interference filter [14]. Each
pixel of the detector needs to record at least three values for three positions of the
reference mirror [13]. For each measurement, the reference mirror has to be shifted
half a wavelength at the maximum due to the Shannon sampling theorem [15].In
order to reduce the measurement noise and improve the resolution the number of
sample can be increased. For each pixel the measured irradiance I varies sinusoidally
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16 
I = 2.I0. 1+ cos 2π.∂λ





Equation 4[42] 
Where λ is the wavelength of the source and δ the optical path difference between the 
2 arms. 
By recording the intensity we can deduce the profile of the sample compared to the 
reference. This static technique is extremely limited, there is no way to determine if the path 
difference is 1 time or m times the wavelength. 
A more accurate way is to shift gradually the reference mirror to known distances, and 
record several profiles. This dynamic technique is called “phase shifting” (Figure 8). 
 Figure 8. Twyman green interferometer adapted to do phase shifting [42].A degree of freedom is introduced by changing the reference mirror position. 
 
In most practical cases, the motion of the reference mirror is achieved by a piezo 
electric transducer [11,27]. 
Figure 1.5: Twyman green int rom ter adapted to do phase shifting. A degree of
freedom is introduced by changing the reference mirror position. [13]
with the height of the reference mirror h [13] as following.
I =
1
2
I0
(
1 + cos
4 pi h
λ
)
. (1.6)
The signal intensity variation measured from each pixel allow us to calculate the
phase modulo 2pi. Each phase is related to a relative height of the surface by the
relation [13]
h =
∆φ λ
4 pi
. (1.7)
The previous approach needs a white light source with chromatic filter. The concept
of phase shifting can be extended using a polychromatic sources. The recorded signal
intensity, proportional to the irradiance I, is the sum of all the irradiance for each
wavelength, hence [13],
I =
λmax∫
λmin
I(λ)
[
1 +K(λ) cos
(
φ(λ) +
2 pi h
λ
)]
dλ. (1.8)
where K(λ) is the spatial coherence function of the source. For each point, the
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phase shift function of the wavelength is [13]
φ(λ) = h
4 pi
λ
. (1.9)
By determining the phase shift for each wavelength relative height can be
calculated. Generally the phase shift is calculated using a Fourier transform of the
interferograms followed by the application of the least mean squares technique to
determine the relative height from the phase gradient [16]. A more recent
approach is based upon a cross-correlation technique of the signal with a synthetic
Gaussian curve in order to extract the envelop of the interferometric signal [17].
To conclude, the measurement is achieved by moving the reference mirror and
recording the interference pattern for each step [16]. 40 to 1,000 frames are
recorded depending on the depth of the surface to measure [16]. Using this
technique, the range of measurement can reach 0.1 mm and a resolution of 1 nm
[14]. For the measurement of parts such as spheres, measurement uncertainty of a
few parts in 10,000 can be achieved [14]. The key factor is the repeatability. The
repeatability mainly depends on the speed of recording. The stability can reach 0.3
nm with reduced number of frames recorded in order to reduce the measurement
time [14]. The phase shifting technique is a dynamic technique. Phenomena faster
than the recording time cannot be observed. In addition this technique requires a
reflective surface on a stabilised table. This technique is adapted to soft surfaces
with Ra below 0.2 µm [14]. Practically, the phase shifting technique is adapted to
polished surfaces such as mirrors, optical surfaces, bearings, and the end of an
optical fibre, or for surfaces which cannot be measured using a stylus[14].
1.3.2 Confocal based instrument
The confocal microscope was introduced by Minsky in 1961 [18]. This concept is
widely used in biology, however, the concept can also be used for surface metrology.
Confocal microscopy is a scanning technique. It is based on depth discrimination
due to light reflected off the measured surface passing through a pinhole [18] as shown
in Figure 1.6 [13]. A point source is focused by an objective onto the surface. The
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Figure 1.6: Diagrammatic representation of the depth discrimination property of
confocal microscope. Only the rays focused onto the surface by the lens can be
efficiently coupled through the pinhole detector [13, p 17.41].
reflected light is directed along the measurement arm by the beam splitter. The
important parameter in a confocal setup is the depth of field of the lens defined by
[19]
I(z) = I0
{
sin[k z(1− cos(α)]
k z(1− cos(α)
}2
, (1.10)
where k = 2 pi
λ
, z is the axial distance, and α is the angle between the ray from the
pupil plane to the focal point and the axis. The principle is to use a pinhole of the size
of the Airy disk [20] of the optical system to evaluate the surface position as shown
in Figure 1.6. A photo detector is placed on the back of the pinhole. The signal
intensity measured by the photo detector is maximum if the surface is at the focus
of the objective lens. A possible way of measuring the surface height is to move
the position of the focusing lens with a piezo electric transducer. Through using
synchronous detection, the height of the surface can be determined. The range
of measurement can reach few millimetres. The range is limited by the maximal
displacement of the detection lens. The simplest systems have no motion on the
detection lens, so the range is linked to the depth of field of the objective lens; a
typical value being 1 to 5 µm [21]. The lateral resolution is the one key virtue of
a confocal microscope and can reach 0.3 µm for a diffraction-limited system using
a short wavelength [21]. This value corresponds to the first zero of the square of
11
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the Airy function. The lateral irradiance for a diffraction limited system can be
described as [19]
I(r) = I0.
2J1
(
2pi r R
λ f
)
2pi r R
λ f
2 . (1.11)
J1 is the 1
st order Bessel function of the 1st kind [22], r is the radial coordinate, M
the magnification of the system, R is the radius of the lens aperture, and f the focal
length of the objective.
1.4 High precision non-contact surface
metrology; a vital technology for Taylor
Hobson Ltd.
The current high precision surface metrology industry landscape has been
described. It is now necessary to evaluate the strategic position of Taylor Hobson
Ltd. within this landscape. In order to define the most appropriate strategic
decision for Taylor Hobson Ltd., the strategic process model [23] will be used. The
first step is to identify the strategic profile of Taylor Hobson Ltd. Then, the
macro, internal and competitive environment will be analysed. This will then allow
the Strength, Weakness, Opportunity, and Threat (SWOT) profile of Taylor
Hobson Ltd. to be assessed. Then, according to this results, the generic and
variation strategy will be developed. Finally, the implementation of the strategic
choices will be discussed.
1.4.1 Macro, internal and competitive environment
From the 1st day onward Taylor Hobson Ltd. applied a company strategy of an
“analyser”[24, 1]. Therefore, in order for Taylor Hobson Ltd. to sustain technology
leadership in the high precision dimensional metrology industry, Taylor Hobson Ltd.
must stay in the front end of research.
The European Union is currently involved in the growth of photonics as it has
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been identified as a Key Enabling Technology for the future [25]. In addition, with
the growing demand for high precision lenses for mass market applications such as
mobile phone camera lenses, personal camera lenses, the optic market is full of new
sales opportunities. In fact, Taylor Hobson Ltd. has already distribution channels
and experience in the optics market. Therefore, Taylor Hobson Ltd. can aspire to
increase its market share.
As shown in Figure 1.7 [26, 27, 28] the current technologies such as AFM, contact
and optical technologies cover a wide range of distinct applications.
and isolated features. Areal surface characterization was not simply an extension
from profile to the areal case (Stout et al. 1993; Blunt et al. 1999), but was a
genuine attempt to characterize areal features.
(i) Unified coordinate system for surface texture and form measurement
Surface irregularities have traditionally been divided into three groups loosely
based on lateral scale: (i) roughness (primary texture), generated by the material
removal mechanism such as tool marks, (ii) waviness, produced by imperfect
operation of a machine tool, and (iii) errors of form, generated by errors of a
machine tool, distortions such as gravity effects, and also thermal effects, etc.
This grouping gives the impression that surface texture should be part of
a coherent scheme with roughness at the smaller scale, waviness at the
intermediate scale and errors of form at the larger scale.
The primary definition of surface texture has, until recently, been based on the
profile (ISO 4287: 1997). To ensure consistency of the irregularities in the
measured profile, the direction of that profile was specified to be orthogonal to
the lay (the direction of the predominant pattern of the surface irregularities).
This direction is not necessarily related to the datum of the surface, whereas errors
of form, such as straightness, are always specified as parallel to the datum of the
surface (ISO 1101: 2004). Hence, profile surface texture and profile errors of form
usually have different coordinate systems (figure 3) and, consequently do not form
part of a coherent specification because they apply to different coordinate systems.
This situation has now altered since the draft standardization of areal surface
methods, in which the primary definition of surface texture is changed from one
being based on profiles to one based on areal surface. This means that there is no
consistency requirement for the coordinate system to be related to the lay.
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Figure 1. Example of typical amplitude–wavelength plots for AFM, optical and contact
stylus instruments.
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Figure 1.7: Example of typical measurable part amplitude vs spacial wavelength
plots for AFM, optical and contact stylus instruments. The three method overlap in
some area. In general each of these three technology family have distinct application
area. [26, 27, 28]
On one hand, contact dimensional metrology instruments are covering a wider
range of applicatio due to low surface interaction with the stylus. On the other
hand, non-contact dimensional metrology allows extremely high precision
measurement but is restricted by fundamental limits such as the surface roughness
or Numerical Aperture (NA).
Taylor Hobson Ltd. is currently supplying four instruments families:
• Talyrond; high precision roundness instruments using inductive gauges.
• Form talysurf; high precision roughness and form measurement instrument
13
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using both PGI and LVDT gauges.
• PGI dimension; 3D high precision surface measurement instrument for high
precision optics using the PGI gauges.
• CCI; white light interferometer.
Using the Product Life Cycle (PLC) model [29] shown in Figure 1.8, the place
of Taylor Hobson Ltd. products portfolio is described in Table 1.1. The PLC
model is based on the assumption that every product sales over time is following a
generic profile. At the product introduction sales volume are low as potential new
customers need to be convinced of the advantages of a new product compared to the
current one. If the market is reacting, the sales grow until limited by competitive
turbulence. After the competitive turbulence only a few products are still profitable.
Then, the sales volume are constant during the maturity stage. Eventually, if no
additional features are added to the product to maintain its product differentiation,
sales decrease and the product enters declining phase. As mentioned previously,
Taylor Hobson Ltd. is having an analyser strategic profile [24]. Hence, in order to
keep a strategic consistency, the product portfolio must consist of products mainly
in the growth phase.
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Adoption factor Mobile phones Home computers 
Ease of small-scale 
trial 
+ Contracts required only 
modest minutes of use. 
+/íOne could visit a store for 
hands-on trial, but couldn’t  
understand th  ‘bits, bytes 
and RAM.’ 
Ease of communica-
tion of benefits 
+ ‘M ke or receive calls 
anywhere’ is easy to 
understand. 
í Benefits were not clear, thus 
not communicable. 
Key: + Favourable for rapid adoption í Unfavourable for rapid adoption 
  
Exhibit 5.7 The generalised product life cycle 
  
 
Source: Reprinted with permission from George Day, Analysis for Strategic Market Decisions, p. 60. Copyright © 
1986. Reprinted with permission of South-Western College Publishing, a division of Thomson Learning. Fax 
800-730-2215. 
  
5.5.1 Life Cycle Curves 
Many products do not go through the product life cycle curve shown in Exhibit 5.7 
because a high percentage are aborted after an unsatisfactory introductory period. 
Other products seemingly never die (Scotch whisky, TVs, automobiles). The shape 
of the life cycle curve varies considerably between and within industries but is 
typically described as ‘S’-shaped. One study identified 12 different types of curves.14 
In general, however, only one or a very few curves typify an industry (see Exhib-
it 5.8 for the common types). 
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Figure 1.8: Typical PLC. Each product is following five distinct phases: The
introduction, growth, competitive turbulence, maturity, and decline. The PLC can
be extended by increasing the differentiation of a product. [30]
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It appears from Table 1.1 that the product portfolio of Taylor Hobson Ltd. is
mainly in the mature stage. If nothing is changed, the sales volume will decrease
soon for the Talyrond and the Form Talysurf. In addition the CCI is entering the
period of competitive turbulence, therefore it is uncertain if, or when, it will enter its
maturity stage. Finally, the PGI Dimension is currently in growth stage. However,
the PLC of the PGI Dimension is only estimated to be a few years.
Table 1.1: Taylor Hobson Ltd. product families PLC and portfolio analysis.
Product Place in the PLCe BCG Matrix product type
Talyrond Extension Cash cow
Form Talysurf Mature/Decline Cash cow
PGI Dimension Growth Star/Cash cow
CCI Introduction/growth Question Mark
Using the Boston Consulting Group (BCG) matrix shown in Figure 1.9 [31, 32],
it appears as shown in Table 1.1 that Taylor Hobson Ltd. product portfolio consists
mainly of late ”Cash Cow” and late ”Star”. The position of the CCI is uncertain.
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nies competing for them. In a growing market it is typically necessary to adopt an 
aggressive selling strategy, which may involve both charging a lower price than 
competitors and relatively high marketing expenditures. Furthermore, in a growing 
market it is inevitable that the company will have excess capacity because it is 
building capacity ahead of demand and this also adds to cost. Thus having a 
relatively high market share in a growing market does not guarantee that the product 
will be profitable, because of marketing expenditure, the lower price charged to 
maintain or increase market share and the cost of maintaining excess capacity. While 
the c mpany may have a relatively high market share during this phase, any econo-
my of scale advantage is unlikely to be reflected in a high level of profit. 
Product Cycle Mature Stage 
Once the market stops growing market share becomes more secure because there are 
no new customers appearing, and competitors have to take action in the form of 
increased marketing effort and/or reduced price to induce customers to change their 
allegiance. Price does not need to be set below that of the competition to keep the 
existing market share, and marketing expenditure can be reduced. Once revenues have 
stabilised, selling costs are reduced which, coupled with economies of scale and 
experience effects, generate the potential for substantial positive net cash flows. 
Market share and market growth the efore b th have otentially significant im-
plications for costs and revenues; the next step is to combine these into a single 
model as shown in Figure 5.9.22 
 
Figure 5.9 BCG market growth / relative share matrix 
Source: Hedley, Barry D. (1977) ‘Strategy and the Business Portfolio’, in Long Range Planning, Vol. 10. 
Elsevier Science. Copyright © 1977 Barry D. Hedley. Reprinted with permission from Elsevier 
Science. 
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Figure 1.9: BCG Matrix representation, assuming an economy of scale, each product
can be categories as a ”Dog”, ”Star”, ”Question Mark”, and ”Cash Cow” function
of their pos tion in the market share versus market growth matrix. [31, 32]
The CCI might evolve as a ”Star” or as a ”Dog”. If the CCI evolve as a ”Dog” it
will have to be divested if not profitable. The generic BCG model state that the
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R&D expenditure should be low for a ”Dog” and a ”Cash Cow” products but high
for a ”Star” and ”Question Mark” products in order to increase or maintain the
market share throughout a unique competitive advantage. The R&D expenditure
of the ”Star” and ”Question Mark” are financed using the revenue of the ”Cash
Cow”. It has to be pointed that the BCG model assumes that the products follow
an economy of scale [31]. This argument can be argued, nevertheless, the high
precision dimensional metrology industry is to a large extent following the economy
of scale.
The macro and internal environments are now understood. The next step is to
analyse the competitive environment using the Porter’s five forces model as
illustrated in Figure 1.10 [33].
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Exhibit 5.2 The major forces that determine industry attractiveness 
  
 
Source: Adapted from Michael E. Porter, ‘How Competitive Forces Shape Strategy,’ Harvard Business Review, 
March–April 1979, p. 6. © 1979 Harvard Business School Publishing Corporation, all rights reserved. 
  
5.2.2.1 Rivalry among Present Competitors 
Rivalry occurs among firms that produce products that are close substitutes for each 
other, especially when one competitor acts to improve its standing or protect its 
position. Thus, firms are mutually dependent: What one firm does affects others, 
and vice versa. Ordinarily, profitability decreases as rivalry increases. Rivalry is 
greater under the following conditions: 
• There is high investment intensity; that is, the amount of fixed and working capital required to 
produce a dollar of sales is large. High intensity requires firms to operate at or near ca-
pacity as much as possible, thereby putting strong downward pressure on prices 
when demand slackens. Thus, high investment-intensity businesses are, on average, 
much less profitable than those with a lower level of investment. Bob Crandall, the 
former CEO of American Airlines, once described the airline business as being 
‘intensely, vigorously, bitterly, savagely competitive.’7 
• There are many small firms in an industry or no dominant firms exist. The restaurant 
industry is a good example. 
• There is little product differentiation – for example, major appliances, TV sets, and 
passenger-car tyres. 
• It’s easy for customers to switch from one seller’s products to those of others (low switching 
cost for buyers).  
The greater the competitive rivalry in an industry, the less attractive it is to cur-
rent players or would-be entrants. The cellular service industry is capital intensive. 
And, though there are several dominant firms whose products are differentiated 
through rapid technological change, consumers’ switching costs to change mobile 
phone service providers or handsets are low. Thus, rivalry among service providers, 
as well as for mobile phone manufacturers, is brutal (see Exhibit 5.3). 
Threat of new entrants
Bargaining power
of suppliers
Rivalry among
existing industry firms
Bargaining power
of buyers
Threat of substitute
products
Figure 1.10: Illustration of the Porter’s 5 competitive forces. [33]
The high precision dimensional metrology industry is an oligopoly [34] with
only a few key players such as Mahr [35] and Panasonic [36] in the contact high
precision dim nsional m trolog industry with probes and Zygo [36] in the
non-contact high precision dimensional metrology industry. Each of these key
players have high market share especially in certain geographic are such as Asia for
Panasonic and Germany for Mahr. Nevertheless, the number on new small
companies and university spin-off such as Sensofar [37] and Luphos [38] is rapidly
increasing. In fact, the entry barriers are falling due to company such as Aerotech
[39] supplying state of the art surface metrology measurement platforms. The
entry barrier of the surface metrology measurement platform is now significantly
reduced. Therefore, the threat of substitute technology is continuously increasing.
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Nevertheless, the value chain [40] of such companies is restricted compared to the
already established ones. This restriction limits the market share of these small
companies. However, their limited value chain [41] reduced their overhead and
gives them a cost leadership advantage. In addition, because the market is
evolving from an oligopoly to a perfect competition industry structure, the
bargaining power of the buyer is increasing. The competitive profile of Taylor
Hobson Ltd. is summarized in Table 1.2.
Table 1.2: Taylor Hobson Ltd. competitive profile using the Porter’s 5 forces model.
Competitive force Current Force Expected Force
Rivalry among existing industry firms High High
Threat of new entrants Medium High
Threat of substitute Low High
Bargaining power of buyers Medium High
Bargaining power of supplier Low Low
It has to be noted that corporate finance has not been covered in this analysis
for reason of simplicity.
1.4.2 Generic and variation strategy
The macro, internal and competitive environment of Taylor Hobson Ltd. having
discussed the previous results, can be summarized in a SWOT analysis.
Strength
• Strong brand.
• Established distribution channels.
• Multiple ”Cash cow” products.
• Potential ”Star” product.
• Experienced in R&D.
• Large distribution network.
• Strong value chain.
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• Additional financial and human resources in the other companies of the
Ametek Ultra Precision Technology (UPT) division [42].
Weakness
• Only one ”Question Mark” product to be turned into ”Star” or ”Cash
cow”.
• Sales force are more ”comfortable” with contact surface metrology.
• Large overhead.
• Limited human resources in R&D
Opportunity
• Growing market in the photonic industry.
• More optical technologies are becoming cheaper.
• New optical sensing technologies.
Threat
• Growing threat of new entrance.
• Growing threat of substitute.
• Lower entrance barrier.
• Lower product differentiation due to larger competition
The aim is to convert, mitigate, or suppress the threats and weaknesses using the
strengths to build on the opportunities.
Due to the analyser profile of Taylor Hobson, the highly segmented market, and
the strong strength of Taylor Hobson Ltd. in R&D, the generic strategy of Taylor
Hobson Ltd. based on Porter’s generic strategies [43] illustrated in Figure 1.11 is
differentiation focus. In order to maintain the differentiation position it is necessary
to increase the perceived added value of the current ”Cash cow” products. Some
PLC ”Cash cow” might not be extendable due the high threat of new entrance and
substitution, therefore it is necessary to create a new ”Star” product to maintain a
18
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long term competitive advantage. The PLC extension and the new ”Start” strategies
can be based on the same non-contact sensing technologies. A fast, single point,
high dynamic range, high NA non-contact dimensional probe would allow fast and
versatile roundness and form measurement. Based on the previous analysis the
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Competitive Scope and Competitive Advantage 
The competitive scope of the company in relation to its potential competitive 
advantage is summed up in Figure 7.2. 
 
Figure 7.2 Competitive scope and competitive advantage 
This synthesis of scope and generic strategy demonstrates that the company still 
has to make a decision between cost and differentiation even if it has identified a 
narrow target or niche. In the broad target case cost leadership is used as a method 
of achieving a degree of market dominance, while in the narrow target case the cost 
focus defines the market niche. For example, in the car market the large producers 
compete against each other primarily on cost for the small compact class; in the 
luxury sector there is an emphasis on differentiation.  
Once the broad decision on which generic strategy to pursue has been taken, it 
follows that attention will be focused on different activities. Table 7.3 sets out the 
types of activity and business focus associated with the generic strategies. 
Table 7.3 Cost leadership, differentiation and focus: related activities 
Generic strategy Concerns and characteristics 
Cost leadership Optimum plant size 
  Process engineering skills 
  Simple product design 
  Statistical quality control 
  Quantitative incentives 
  Tight resource controls 
  Tight financial reporting system 
COMPETITIVE ADVANTAGE
LOWER COST DIFFERENTIATION
DIFFERENTIATIONCOST LEADERSHIP
COST FOCUS DIFFERENTIATION
FOCUS
NARROW
TARGET
BROAD
TARGET
COMPETITIVE
SCOPE
GENERIC STRATEGIES
Figure 1.11: Competitive scope and advantages also called Porter Generic strategies.
Following the Porter’s Generic strategy model a company should pursue a cost
leadership, differentiation, cost focus or differentiation focus strategy. In between
strategies are not-recommended as create a loss of strategy focus. [43]
strategic variations of Taylor Hobson Lts are:
1. Acquiring an innovative non-contact distance measurement sensor to maintain
the current and new product differentiation and increase the perceived added
value.
2. Increasing the market entrance barrier for competitors.
3. Increasing customer retention by increasing the exit barrier.
1.4.3 Implementation of the strategy and thesis goals
The strategy variations have been identified in the previous section. First, the
acquisition of an innovative non-contact distance measurement sensor can be
achieved through R&D or by acquisition of a company. Company acquisition has
been investigated but will not be discussed in this thesis. Because the Taylor
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Hobson Ltd. sister companies Solartron Ltd. [44] and Precitech Inc. [45] share
similar strategic interests, the innovative non-contact distance measurement sensor
can be designed as a joint venture. Second, the market entrance barrier can be
increased by patenting new technologies. Finally, customer retention can be
achieved by increasing the Plan, Do, Check, and Act (PDCA) cycle integration of
the products using joint ventures with companies such has Precitech Inc. and
patents.
Because all of these tasks are a long term, high risk research, it is appropriate to
allocate them to a research engineer under an Engineering Doctorate program. In
fact, the Engineering Doctorate program permit to mitigate the long term
associated risk thanks to the low capital involvement of this program as well as
reducing the research risk due to involvement of a university. Therefore the goals
of the Engineering Doctorates are:
• Develop an innovative non-contact distance measurement sensor for Solartron
Ltd.
• Develop an innovative non-contact distance measurement sensor for Precitech
Inc. for in line SPDT metrology.
• Develop the most precise industrial non-contact distance measurement sensor
for Taylor Hobson Ltd. for three dimensional surface topography and
roundness measurement.
• Increase the market entrance barrier to competitors with at least one patent
on the technology.
• Increase the exit barrier by improving the Taylor Hobson Ltd. product
integration into the PDCA cycle.
1.5 Discussion
The optical manufacturing industry needs a versatile non-contact dimensional
metrology instrument enabling 3D surface topography measurement of lenses
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exhibiting a clear aperture of more than 70 mm. The measurement repeatability
must be below 100 nm and the measurement cycle in the order of a few minutes
maximum.
Today, neither contact nor non-contact dimensional metrology instruments offers
such performances. Section 1.4 highlighted the need for Taylor Hobson Ltd. to
include such a technology to its product portfolio.
In addition, Solartron Metrology Ltd. and Precitech Inc., both part of the
Ametek UPT division together with Taylor Hobson Ltd., share a similar need
respectively for an entry level versatile non-contact distance measurement gauge
and in-line measurement of part machined using SPDT. There are several barriers
which needs to be climbed to engineer an industrial 3D dimensional measurement
system. One of the major barrier is the development of the gauging technology.
Several technologies are potentially viable but need to be improved.
This thesis addresses the challenges related to the development of gauging
technology suitable for non-contact dimensional measurement of mechanical parts
from car wind-shield to diamond turned germanium lenses for Infra Red (IR)
imaging while protecting the Ametek UPT division from competition.
1.6 Thesis outline
In order to achieve the previously detailed goals, the suitable technologies for high
speed non-contact gauging will be investigated in the Chapter 2. It will be argued
why the CCM is the most suitable technology for high speed, high resolution non-
contact surface topography. This technology will be benchmarked against the three
major alternative technologies; spectral chromatic confocal microscopy [46], multi-
wavelength interferometry [47], and the dispersed reference interferometry [48].
Chapter 3 describes analytically and practically the design of a CCM using a
systemic approach. Novel spectral irradiance and measurement standard deviation
models are developed. Furthermore, this chapter details the optical design of the
CCM head. Refractive, diffractive and hybrid aspheric diffractive structure are
investigated and their performance compared. In addition, the concept of broadband
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diffractive optics are studied [49]. Using an analytical model, it is shown that the
manufacturability of such element is limiting their capability how the manufacturing
boundary can be extended by using Step Diffractive Surface (SDS). Finally the
implementation of such lenses into an optical ray tracing software is discussed. By
applying those models, a low cost and high resolution version CCM respectively
for Solartron Ltd. and Precitech Inc has been developed. For all the sub-system,
the viable technologies are investigated. It is then shown how the trade-offs are
performed to reach the desired performances.
In chapter 4 the performances of the previously designed system are evaluated. In
addition, the impact of the measurement environment is modelled, measured, and
corrected when possible. The studied environmental factors are the temperature
stability, surface slope, roughness and reflectivity. It is shown that careful system
design, calibration, and data processing permit the mitigation of all the previously
cited errors.
Finally, Chapter 5 presents the conclusions reached for the body of work and
proposes future work in this area.
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Gauging technologies for high
precision dimensional metrology
Two approaches have to be distinguished in the field of high precision dimensional
metrology instruments; the laboratory instrument and the industrial instrument.
The former approach is usually achieved by using the Abbe´ measurement
principle [50] for a one off instrument. The instrument will be used in a laboratory
environment with a controlled temperature, airborne particle concentration, and
humidity. The purpose is to create one or a few instruments to offer a metrology
service for measurement and calibration. The Return On Investment (ROI) is
calculated as
ROI =
Investment benefit
Cost of investment
(2.1)
In the former approach, the “Investment benefit” is the revenue generated by the
measurement service . The “Cost of investment” is the cost of the development and
production of the measurement platform. Hence, the production of the platform is
a one-off investment.
In the later approach, the instrument which is sold as a measurement solution
will be used in an industrial environment. The instrument will be used in versatile
environments with dirt, temperature fluctuation and non-specialist operators. The
“Investment benefit” is the revenue generated by the sale of all the instruments
and the “Cost of investment” is the instrument’s cost to develop. Hence, the cost
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of production of each instrument reduces the “Investment benefit” while “Cost of
Investment” is not increased. Therefore in this case, the ROI is more sensitive to
the cost of production of the instrument.
In our case, Taylor Hobson Ltd is looking to develop an industrial dimensional
metrology solution. Therefore, even if some solutions are superior in performance,
the incremental cost of production will reduce the ROI. Taylor Hobson Ltd is looking
for the solution maximising the ROI for the market of high precision dimensional
metrology instruments and not in providing a high precision dimensional metrology
service.
2.1 High precision dimensional measurement
sensor technological landscape.
In order to identify the most suitable technology, industrial and academic research
have been undertaken. The following technologies have been identified as suitable.
1. Low-coherence interferometry [51].
2. Short coherence fiber probe interferometer [52].
3. Fiber-based white-light interferometer [53, 54].
4. Normal vector tracing method [55].
5. Multi-wavelength interferometer [56, 47].
6. Dispersed reference interferometer [48].
7. Chromatic confocal microscope [57].
8. Spectral chromatic confocal microscope [46].
The technologies 1 to 3 are protected through patents and are commercialised
by competitors of Taylor Hobson Ltd. Hence, this technology are not suitable.
The technologies 4 to 8 will be described. Their potential and limitations will be
discussed in order to identify the most appropriate one.
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2.1.1 Normal vector tracing method
The Normal Vector Tracing Method (NVTM) is a unique method to measure high
precision polished surfaces. The basic concept is to measure the angles of the normal
vector to the surface in a spherical coordinate system. The angle is measured by
finding the part position where the incident collimated beam is normal to the surface
as shown in Figure 2.1 [55]. Thus, the reflected beam coincides with the incident
beam when the normal vector to the surface is collinear with the incident laser beam.
Matsumura . implemented such a system [55]. The main source of uncertainty is the
measurement uncertainty of the angle θ, φ, α, β, and the distance L. They achieved
a resolution of 1 nm Peak to Valley (P2V). The measurement cycle time is unknown.
Such a system does not have any limitation in surface slope or maximum heigh apart
from those of the goniometers. This means that the system is particularly suitable
to measure free-form surfaces or aspheric lenses.
is calculated using the measurement points and the normal vectors
on the surface [7,8]. An original algorithm for obtaining the surface
profile is developed using a least squares method based on the
Fourier series.
3. Simulations and experiments
The optical head is the angle detector. Fig. 2 shows an optical
head equippedwith a nanoprofiler formeasuring the normal vector
of the surface. A collimated laser beam is focused on a QPD by
passing the beam through focusing lens 1, focusing lens 2, a mirror
surface, and the same focusing lens 2. We can thus define the
distances between focusing lens 1 and a focus point of focusing lens
1, a focus point of focusing lens 1 and focusing lens 2, focusing lens
2 and a focus point of a reflected beam on the measured mirror
surface, a focus point of a reflected beam on the measured mirror
surface and the measured mirror surface, the measured mirror
surface and a focus point of focusing lens 2, and focusing lens 2 and
the QPD as D, A’, B, C, C’, A, respectively. The length of the light path
L is defined as L ¼ A þ B þ C. The optical head is very important for
determining the accuracy of the measurement of the normal vector
q and L. Each optical arrangement according to q is determined on
the basis of the following geometric optics: the formula for the lens,
the optical lever formula, and the basis of the geometric optics.
It is very important to know the profile of a focusing laser beam
on the QPD for determining the measurement accuracy of the
nanoprofiler. We simulated the profile of a focusing beam on the
QPD using wave-optics simulation software named CODE V when
we measured the rotational symmetric aspheric mirror, as shown
in Fig. 3. The mean radius of curvature of this rotational symmetric
aspheric mirror is 20 mm.
To begin, we calculated each optical arrangement for perform-
ing measurements with an accuracy of q ¼ 1.0 mrad on a concave
aspheric mirror. We adopted the optical arrangement for per-
forming measurements with the accuracy of 1.0 mrad on a concave
aspheric mirror. It is difficult to arrange optics of the optical head
with the accuracy of 0.1 mrad accuracy. The reason for this is that
each optics holder interferes. However, we can observe the essence
of the optical phenomenon using the optical arrangement with the
accuracy of 1.0 mrad.
The focusing length of silica focusing lenses 1 and 2 was
35.0 mm and 80.8 mm, respectively. Table 1 lists the results that
were calculated on the basis of the geometric optics. In this
arrangement, we simulated each profile of a focusing beam on the
Fig. 1. Principle of profile measurement.
Fig. 2. Schematic view of an optical head equipped with a nanoprofiler.
Fig. 3. The profile of the aspheric mirror in order to simulate the focusing laser beam
profile.
Table 1
Each optical arrangement used for the performance of measurements with an
accuracy of q ¼ 1.0 mrad for the aspheric mirror.
D A0 B C C0 A
28.82 134.44 191.6 6.86 4.06 139.72
H. Matsumura et al. / Current Applied Physics 12 (2012) S47eS51S48
Figure 2.1: NVTM principal. The angle θ, φ, α, and β are tuned to have the incident
and reflected beam having the same angle. [55]
The major limitation of the system is the assumption made on the surface under
the size of the laser spot. The beam has the be Gaussian in order for the qu drant
detector to assess the normal vector to the surface [55]. However, due to long
distance involved in th measurement, th laser beam divergence must be low, which
induces a large beam w ist [58]. In a perso al interview with H. Matsumara, he
revealed that the laser spot on the surface can be as large as 500 µm. The latter point
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underpins that any light surface interaction within the spot size will degenerate the
laser spot Gaussian intensity profile. The surface under the spot size is assumed to
be a perfect flat mirror. Otherwise, the measurement error is increasing. Therefore,
only polished surfaces with no discontinuity or significant profile variation within
the spot size can be measured precisely.
Regardless of the latter limitation, the simplicity of the method enables highly
accurate and repeatable measurements on selected parts. The main constraints are
the limited part type which can be measured and the requirement for a temperature
controlled environment. Therefore, the NVTM is particularly suitable as a reference
measurement method for non-contact free-form metrology.
2.1.2 Multi-wavelength interferometer
In a case of a single wavelength interferometer, absolute position is achieved by fringe
counting. Therefore, a static measurement has an unambiguous range of λ/2. Using
such a method, the position can be assessed with a sub-wavelength accuracy by
interpolation of the interference intensity within the unambiguous range. However,
if one period is lost, the measurement is shifted. In addition, only relative distance
measurement is possible.
In the case of the Multi-wavelength interferometer (MWLI), the position is
assessed by measuring the beat frequencies of multiple coherent sources in order to
assess the fringe count and the single wavelength interference intensity in order to
assess the sub-wavelength resolution as shown in Figure 2.2. Hence, using such a
method fringes-counting is not necessary within the beat frequency of the
synthetic wavelength Λ [59].
The beat frequency is generated by combining several waves of different
wavelength. In the case of a two wavelength λ1 and λ2 system, the synthetic
wavelength Λ is equal to [47].
Λ =
∣∣∣∣ λ1 λ2λ2 − λ1
∣∣∣∣ , (2.2)
with the unambiguous range being Λ/2.
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Multi Wavelength Interferometry for High Precision Distance Measurement 
 
!"##"$%&'($)"*&
+,-./0&1234&
+5*67".$0#$8&99&
:;<=>&?5$20#56# 
 
 
 
!$"@A0A/*&A*&2"@.5*A@5B&C53$A@5#A/*&A*@$"50"6&6$50#A@5BBD&7A#.A*&#."&B50#&D"5$08&E*&25*D&5$"50&/C&A*6,0#$A5B&
C53$A@5#A/*& #."0"&65D0& #."&-$"@A0A/*&/C&-$/6,@#A/*&-$/@"00"0&$"5@."0&3"D/*6& #."&0@5B"&/C&2A@$/2"#"$0%&
7.AB"&6A52/*6&)$A*6"6&2"#5BBA@&0,$C5@"0&@5*&3"&25*,C5@#,$"6&7A#.&/-#A@5B&F,5BA#D&"G"*&7A#./,#&CA*A0.A*)&
-/BA0.8& 4A).& -$"@A0A/*& /-#A@0%& 50-."$A@& B"*0"0& /$& /-#A@5B& C$""C/$20& 5$"& -$/6,@"6& 7A#.& /*BD& *5*/2"#"$&
#/B"$5*@"& 7.AB"& #."& -/0A#A/*A*)& /C& 3"5$A*)0& 5*6& /3H"@#& @5$$A"$0& I"8)8& A*& 75C"$& -$/@"00A/*J& *""60& 0,3K
*5*/2"#"$& $"0/B,#A/*8& L,@.& .A).& 5@@,$5@D& 6"25*60& 5*& "G"*& .A)."$& -$"@A0A/*& A*& 2"50,$"2"*#&
#"@.*/B/)D&3"A*)&,0"6&"8)8& C/$& 6A0#5*@"&5*6& #/-/B/)D&2"50,$"2"*#0%& C/$& #."&-/0A#A/*A*)&/C& 5MA0&/$& #."&
F,5BA#D&@/*#$/B&/C&C53$A@5#"6&/3H"@#08&&
&
!"@.*AF,"0& #.5#& */7565D0& 5$"& 5G5AB53B"& C/$& #."0"& 2"50,$"2"*#& -$/3B"20& 5$"& "A#."$& @/2-BA@5#"6& A*&
565-#A/*& /$& A2-BA@5#"& 0,30#5*#A5B& 6A056G5*#5)"0& 0B/7A*)& 6/7*& #."& C53$A@5#A/*& -$/@"00& @/*0A6"$53BD8&
N,#."$2/$"%& ,0A*)& #5@#AB"& 2"50,$"2"*#& 0D0#"20& A*& #/-/B/)A@5B& 0,$G"D& #."& 0"*0/$& A#0"BC& @5*& .5$2& #."&
0,$C5@"%&"0-"@A5BBD&7."*&-"$C/2$"6&A*&#."&*5*/2"#"$&-$"@A0A/*&$5*)"O&@/*G"*#A/*5B&/-#A@5B&2"50,$"2"*#&
0D0#"20& "A#."$& 5$"& B"00& -$"@A0"& /$& #."& 6A2"0A/*0& /C& #."A$& 0"*0/$."560& 5$"& #/& B5$)"& #/& 3"& .5*6"B"6&
-$/-"$BD8& E*& @/22/*& #."D& 0,CC"$& C$/2& 5*& /*BD& 025BB& 5*6& CAM"6& 7/$PA*)$5*)"%& 7.A@.& 25P"0& #."2& */#&
5--BA@53B"& A*&6ACC"$"*#& 5*6&@.5*)"53B"&2"50,$"2"*#& $"F,A$"2"*#0&5*6&6A0#5*@"0&5*6&2,#53B"&7/$PA*)&
5$"508&QG"*&#./,).&0A2-B"&A*#"$C"$/2"#$A@&2"#./60&-$A*@A-BD&5$"&53B"&#/&2"50,$"&B/*)&6A0#5*@"0&7A#.&.A).&
5@@,$5@D%& A#& A0&6/*"&/*BD& $"B5#AGB"BD&3D&@/,*#A*)& C$A*)"08&R/$"/G"$%&6,"& #/& #."&-.50"&523A),A#D& #."D& C5AB&
7."*&2"50,$A*)&#/-/B/)A"0&/C&$/,).&0,$C5@"08&&&&&&&&&&&&
&
S/2-5$"6& 7A#.& #."& 5C/$"2"*#A/*"6& 6A0#5*@"& 25"0,$"2"*#& 0D0#"20& #."& *"7BD& 6"G"B/--"6&
R,B#A75G"B"*)#.KE*#"$C"$/2"#"$& IRT+EJ& 3D& +,-./0& /CC"$"0& 5& CB"MA3B"& 5B#"$*5#AG"& C/$& .A).& -$"@A0A/*&
2"50,$"2"*#0&C/$&6A0#5*@"0&5*6&#/-/B/)A"08&U0A*)&#."&0-"@A5B&2"#./6&/C&#.$""&A*#"$C"$/2"#"$0&C/B6"6&A*#/&
"5@.&/#."$&#."&6A056G5*#5)"0&/C&@/22/*&6A0#5*@"&2"50,$"2"*#&0D0#"20&5$"&3"A*)&/2A##"68&!."&0D0#"2&
7A#.&A#0&025BB&CA3$"@/,-B"6&0"*0/$."56&/CC"$0&5&B5$)"&CB"MA3ABA#D&5*6&"*53B"0&5&G"$05#AB"&A2-B"2"*#5#A/*&/C&
#."&0"*0/$&A*&5&7./B"&*"7&5$"5&/C&5--BA@5#A/*0%&7."$"&2"50,$"2"*#&.50*V#&3""*&-/00A3B"&0/&C5$8&&&
&
&
NA)8&WX&R"50,$"2"*#&-$A*@A-B"&/C&#."&RT+E8&
&
!."& RT+E& A0& 350"6& /*& 5*& /-#A@5B& I@/*#5@#KC$""J& 2"50,$"2"*#& 0@."2"%& 5--BDA*)& #."& A*#"$C"$/2"#$A@&
-$A*@A-B"& #/& 2"50,$"& 6A0#5*@"0& "G"*& A*& @/2-5$53BD& B5$)"& 7/$PA*)& $5*)"0& 7A#.& *5*/2"#"$& -$"@A0A/*8&&&&
T.AB"& A*& /#."$& /-#A@5B& 2"50,$"2"*#& 0D0#"20& I"8)8& A*@/."$"*#& 0D0#"20J& #."& -$"@A0A/*& A0& A*G"$0BD&
-$/-/$#A/*5B& #/& #."& 7/$PA*)& $5*)"& I2"5*A*)& "A#."$& #."D& @/2-$A0"& 5& .A).& 5@@,$5@D& /$& 5& B5$)"& 7/$PA*)&
6A0#5*@"J&6,"&#/&#."&0-"@A5B&A*#"$C"$/2"#$A@&0@."2"&#."&-$"@A0A/*&/C&#."&RT+E&-$A*@A-BD&A0&A*6"-"*6"*#&/*&
#."&7/$PA*)&6A0#5*@"8&N,$#."$2/$"&#."&RT+E&C"5#,$"0&5&B5$)"&6D*52A@5B&I2"50,$"2"*#J&$5*)"&/C&0"G"$5B&
@"*#A2"#"$0&5*6&A*#"$G5B0&/C&<22&A*&7.A@.&5*&530/B,#"&6"#"$2A*5#A/*&/C&#."&-/0A#A/*&@5*&3"&6/*"8&
&
SENSOR+TEST Conference 2009 - OPTO 2009 Proceedings 129
Figure 2.2: MWLI concept. The two wavelengths λ1 and λ2 are generating the
beat frequency Λ. Hence, the ambiguity length is enlarged to Λ/2 allowing long
measurement range with no requirement for fringe counting. [56, 47]
Hence, the synthetic wavelength Λ is inversely proportional to the difference of
the two wavelength injected. In addition, if three independent wavelength are used,
three independent speckle patterns are generated. Therefore the true position can
be partially decoupled from the speckle noise [47]. The beat frequency position
measurement permits the position count to be assessed within the unambiguous
range Λ/2.
The phase value is obtained by shifting through time the position of the optical
head relative to the measured surface using a piezo-electric actuator [56]. The
measurement uncertainty, for an interval of confidence of 95 %, is 1 nm at a
measurement rate of 2 kHz over a measurement range of 300 µm. Hence, the
Dynamic Range (DNR) is 300,000. The measurement rate is limited by the need of
phase shifting.
Because the multi-wavelength approach is an interferometric method, the
measurement is not related to the spatial intensity distribution of the light.
Therefore, in order to achieve a measurement spot size of a few tens of µm over a
measurement distance of a few mm, the NA must be low. In fact, the optical from
Luphos exhibiting a measurement range of 3 mm is having an NA of 0.03. Using a
Cordinate Measurement Machine (CMM) with 3 axis of freedom and a following
mode axis can measure an object with up to 5 degrees of freedom, α, β, x, y, and z
in a cartesian coordinate system where α, β, γ are the Euler angles. However,
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free-form parts have 6 degrees of freedom α, β, γ, x, y, and z. One of the major
issue of this technology is that Luphos Gmbh. is currently holding a patent [56] on
the technology restricting the freedom to operate.
2.1.3 Dispersed reference interferometer
The Dispersed Reference Interferometer (DRI) can be modelled as a Michelson
interferometer where the reference arm is chromatically dispersed, as shown in
Figure 2.3. Hence, the optical path is a function of the wavelength and can be
described as [48]
δ(k) =
l√
1− ( 2pi
k D
)2 , (2.3)
where l is the separation between of the gratings G1 and G2 and D the grating
period.
Dispersed reference interferometry
Haydn Martin, Xiangqian Jiang (1)*
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1. Introduction
Dispersed reference interferometry (DRI) is a little investigated
technique that has potential applications for surface profiling and
film measurement. It works on the principle of an interferometer
having chromatic dispersion purposefully added in the reference
arm. DRI may be employed as an optical profiling sensor as we report
in this paper [1]. There are potential applications for embedded (on-
line) measurement as well as in multi-sensory data fusion
approaches, especially as the low coherence source lends the
method to an optical fibre based implementation [2,3]. This
technique can provide displacement measurement by the tracking
of a point on a generated interference spectrogram. This aspect of
DRI is similar to the peak tracking carried out in confocal chromatic
aberration probing, a single point measurement technique which is
long established with numerous examples in the marketplace [4].
Unlike confocal chromatic aberration probing, DRI is an interfero-
metric method and so phase information is also obtained. As such,
DRI has the potential to provide more information and yield higher
dynamic range sensing. By utilising beam focussing apparatus,
single point measurement of surface topography may be carried out.
In addition, the method may be usefully applied to optical fibre
probes, due to the short coherence nature of the light source used.
DRI requires a broadband light source and a method of producing
chromatic dispersion. To our knowledge the only previous
implementation of this type of interferometer is as a fibre optic
Michelson interferometer with high dispersion fibre in one arm [5].
While the required dispersion is easy to produce by simply altering
the length of the highly dispersive fibre in the reference arm, such an
approach is inherently unstable for sub-micron measurement
because of the fibre path length drift that inevitably takes place
in an interferometer having two separate fibre arms [6].
In this paper we report a bulk optic DRI apparatus using a pair of
matched diffraction gratings to produce the required dispersion.
The interferometer is sourced by a short coherence super-
luminesc n  diod  (SLD) source. The interferograms are analysed
spectrally using a CMOS sensor based spectrometer. The absolute
tracking of the measurement arm position is possible, with the
tracking range determined by the amount of dispersion applied.
First, a theoretical overview of the principle of operation is given,
after which experimental data is presented and discussed.
2. Theory of operation
The experimental apparatus can be modelled as a Michelson
interferometer with the beam in the reference arm chromatically
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Dispersed reference interferometry (DRI) is a potentially useful technique for applications such as
absolute displacement, surface topography and film thickness measurement. A bulk optic implementa-
tion of a short coherence dispersed reference interferometer is described with the chromatic dispersio
applied using two matched transmission gratings in one arm. Such an interferometer can provide absolute
knowledge of position by trackin  a symmetrical fringe pattern produced by a spectrometer. An operating
principle is presented and validation provided through empirical data from optical apparatus. We present
experimental results for the resolution, linearity and repeatability of the investigated interferometer
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Figure 2.3: Schematic of the DRI. The distance d is measured by recording the
interferometric signal chromatically modulated in the reference arm by the grating
G1 and G2. [48]
In such a system, the length d in Figure 2.3 is coded with a chromatic interference
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pattern. At the centre of the coherence length, the chromatic interference pattern
is as shown in Figure 2.4dispersed. Fig. 1 shows a schematic representation of a dispersed
reference interferometer with the beam from a light source (S)
incident on a beamsplitter (BS). The measurement arm is formed
by a simple mirror (M1). The reference arm comprises two
identical transmission gratings (G1, G2) and a mirror (M2). The
incoming beam traverses both gratings and is reflected back along
the same path by the mirror. Depending on the combination of
grating period and source wavelength, multiple diffracted orders
may be present at each grating. For the purposes of this analysis
only the negative first order (!1) is taken from the grating, G1 and
the opposing positive first order (+1) from the grating, G2. The
effect of the grating, G2 is to re-collimate the dispersed beam from
the grating, G1. In this analysis any other generated diffracted
orders are assumed to be blocked and are thus neglected.
For any given diffracted order the diffracted angle, u is larger the
longer the wavelength, l. For this case of normal incidence,
sin u = ml/D where m is the diffracted order and D is the grating
period. In terms of angular wavenumber, k this relationship
becomes,
sinu ¼ 2pm
kD
(1)
The wavenumber dependant optical path, r(k) in air between
points A and B is then,
rðkÞ ¼ l
cos
arcsin
2p
kD
! "# $
¼ lffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 ! ð2p=kDÞ2
q (2)
where l is the perpendicular separation between the gratings, G1
and G2 with only the first diffracted order (m = 1) being taken.
Consider an interferometer setup such that the distance, Z
between the beamsplitter, BS and some reference position C is
equal to the perpendicular displacement of the beamsplitter, BS
from mirror, M2. The displacement of the mirror, M1 from this
reference point C is defined as d. The optical path difference (OPD)
between the reference arm path length, Lr = 2[z ! l + r(k)] and the
measurement arm path length, Lm = 2(z + d) is then,
OPD ¼ Lr ! Lm ¼ 2½rðkÞ ! l ! d& (3)
If the grating parameters and operating wavelength range are
chosen carefully then it is possible to consider the rate of change of
r(k) to be constant over the region of interest. This holds when the
factor Dk '2p in Eq. (3) and the bandwidth of the source is small
compared to the central wavenumber. It is then possible to
substitute a linear approximation into Eq. (2) such that
r(k) ’ r(kc) + a(k ! kc) where kc is the central wavenumber of the
source and
a ¼ r0ðkcÞ ¼ !4p
2l
D2k3c 1 ! ð2p=DkcÞ2
h i3=2 (4)
Considering the interferometer as a whole, the phase difference,
f(k) is then a quadratic function given by,
fðkÞ ¼ 2k½rðkcÞ þ aðk ! kcÞ ! l ! d& (5)
and the resulting interferogram intensity goes as,
IðkÞ ¼ I0ðkÞ
2
f1 þ V cos½fðkÞ&g (6)
where I0(k) is the spectrum of the source and V is the visibility
(contrast) of the interferometer. The plotted phase function forms
a parabola with a vertex at the wavenumber, kv at which the
interferometer is balanced (upper trace in Fig. 2). The resulting
interferogram lower trace in Fig. 2) is seen to be symmetrical about
the wavenumber associated with the phase vertex.
For any given OPD the interferometer is balanced at a single
wavenumber only. Solving Eq. (5) for the wavenumber at the
vertex, kv and rearranging in terms of the measurement mirror
displacement, d yields,
d ¼ rðkcÞ þ að2kv ! kcÞ ! l (7)
The interferometer is balanced at the central wavenumber of
the source when kv = kc which occurs at an OPD of
d0 = r(kc) + akc ! l. As such displacement of the measurement
arm in relation to this central balanced wavenumber is
dm ¼ d ! d0 ¼ 2aðkc ! kvÞ (8)
It is clear from Eq. (8) that the displacement of the
measurement arm about the central point of balance may be
monitored absolutely by determining the wavenumber at which
the point of symmetry of the interferogram occurs. It is also
apparent that the relationship between that wavenumber and the
displacement may be usefully scaled by altering the parameters
associated with the scaling factor, a as defined in Eq. (4).
The physical implementation of this operating principle can
produce an absolute displacement measuring system. This may
carried out by examining the interferogram with a spectrometer to
determine the wavenumber at the point of symmetry as shall be
shown in the next section. The point of symmetry can be calculated
using a simple auto-convolution operation, the peak value being
related to the point of symmetry.
3. Experimental apparatus
Fig. 3 shows a schematic representation of the experimental
apparatus investigated in this paper. Light from a 2 mW super
luminescent diode (SLD) is fibre coupled to a collimator (FC) to
produce a beam having a 1/e2 width of 8.3 mm. This beam is split
by a beamsplitter (BS) to form a Michelson type interferometer
structure. The reference arm contains two identical transmissive
gratings (G1, G2) and a mirror (M2) to retro-reflect the incoming
beam. The negative and positive first orders are taken from G1 and
G2 respectively, all other beams are blocked. The measurement
arm comprises a mirror (M1) to retro-reflect the beam as well as a
folding mirror (M3) due to bench space constraints. The mirror
(M1) is mounted upon a high accuracy piezo-electric translator
(PZT) to enable the variation of the measurement arm length. The
returning beams from the measurement and reference arms
recombine at the beam splitter (BS) and the interfered beam is
analysed by a spectrometer formed from a blazed reflective grating
(G3), spherical mirror (SM) and a CMOS line detector (D). The line
detector (ISG Lightwise LW-SLIS-2048A) has 2048 pixels with 12
bit resolution and a maximum line rate of 27 kHz.
Fig. 2. Phase difference (lower) and interferometer output intensity (upper) against
angular wavenumber, k.
H. Martin, X. Jiang / CIRP Annals - Manufacturing Technology 62 (2013) 551–554552
Figure 2.4: Interferometer output intensity (top) and corresponding phase difference
(bottom) function of k [48].
If the mirror M1 is shifted from the centre of the coherence length, the
interferometer output intensity shown in Figure 2.4 will be de-centered compared
to the centre wave number of the source. Hence, each position of the mirror M1 is
having a unique interferometer output intensity.
H. Martin and X. Jiang implemented such a system in Reference [48]. The
position is assessed y measuring the peak position of the auto-convolution of the
interferometer output. The achieved measurement range is 100 µm. An interview
with H. Martin revealed that they achieved a DNR of 30,000 at a sampling frequency
of 20 Hz. Nevertheless, the resolution is not constant over the range of measurement.
In fact, the interference pattern s own in Fi ure 2.4 is shifted to he side on the
edge of the measurement range. This lead to less information in the interference
pattern and therefore a loss of resolution.
The dispersed reference interferometer is estimated to be at a Technology
Readiness Level (TRL) [60] 3 and therefore it will take a lot of time to achieve a
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practical industrial application.
The system can be improved by reducing the light losses in order to increase
the sampling rate. However, the data processing speed will soon limit the sampling
rate of the system. Nevertheless, technology trend shows a constant increase in
computation power. Therefore, the dispersed reference interferometer application
range is limited but future development should increase the spectrum of application.
2.1.4 Chromatic confocal microscope
The basis of the CCM is the chromatic coding if the measured axis [57]. A
broadband source is focused onto the surface using a hyper-chromatic lens so that
each wavelength is focused at a unique position as shown in Figure 2.6. By
analysing the reflected light spectrum as shown in Figure 2.5 the surface position
can be measured.
Figure 2.5: Chromatic confocal microscope principal. A broadband source is focused
onto the surface using a hyper-chromatic lens. Hence, each wavelength is focused at
a unique position. By analysing the spectrum of the reflected light, the position of
the surface can be measured.
The CCM has been commercially available for several years by companies such
30
Chapter 2: Gauging technologies for high precision dimensional metrology
Table 1. Design parameters of the HCL system
parameters values
fr of H2O lens tuning from -200 to -18mm
fd of DOE 20mm at wavelength l0 = 550 nm
f of lens system 26mm
lens diameter 3mm
object distance 52mm
image distance 52mm
spectral scanning 450 – 900 nm
diameter. The rays passi g the HCL and hitting the circular detecting ar a of 50 µm diameter in
the image plane of the HCL were integrated to determine the intensity of the spectral response.
Fig. 4. Simulated spectral responses of the HCL system at different wavelengths; the
FWHM of the peak is about 8 nm for each spectral band.
Using this approach, the spectral signals of four wavelengths corresponding to four settings
of the tunable lens were calculated, and are shown in Fig. 4. The spectral width FWHM (full-
width at half-maximum) of the spectral bands are 8.2 nm, 7.9 nm, 7.9 nm, and 8.4 nm for wave-
lengths of 450 nm, 600 nm, 750 nm, and 900 nm. These results show that the HCL system can
achieve constant and narrow bandpass filtering throughout the wide spectral range of 450 –
900 nm.
3. Fabrication
3.1. Tunable lens and magnetic actuator
We discuss the fabrication process for the design structure in Fig. 2. The silicon aperture of the
refractive lens is fabricated by standard micromachining, with KOH etching 400 µm deep from
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Figure 2.6: Chromatic confocal microscope peak response at several wavelength.
The equivalent spatial position on the measurement axis varies as a function of the
dispersion function of the hyper-chromatic head [61].
as Stil SA. [62], Precitec Gmbh. [63] and Nanovea Inc. [64]. One of the leading
manufacturer, Micro-Epsilon Gmbh. supplies a CCM with a maximum surface slope
of 34◦, a range of measurement of 300 µm and a resolution of 10 nm [65] which creates
a dynamic r nge of such syst m of 30,000 at 2 Hz.
It has to be pointed out that even if the maximum slope is specified to be 34◦,
the measurement uncertainty is increasing significantly when the surface angle is
increasing. No literature has been found on the subject, nevertheless CCM
manufacturer disclosed an surface slope error of 0.1 % of the range of
measurement.
Most of the commercial CCM use refractive lenses [66, 67]. Dispersive lenses are
more simple to design using classical ray tracing optical design. In addition, the
manufacturing of dispersive lenses is repeatable by using conventional technologies.
Gradient Index (GRIN) lenses are used for compact systems [68]. However, the
focal length of GRIN lenses are more temperature sensitive than for refractive lenses
and therefore need a temperature compensation of the measurement [68]. For high
precision applications, refractive lenses are the current standard.
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Another approach is to use diffractive lenses [69, 70, 71, 72, 73]. By using a
single diffractive lens manufactured using multi-level beam etching assembled with
a classical microscope objective, a nearly diffraction limited CCM objective head
with only off-the-shelf components is build[69]. This approach is not suitable for
industrial applications due to the high cost of the head in volume production as
well as the limited range of measurement [69, 73] and short working distance of the
microscope objective. Even with the current limitations of diffractive lenses, the
chromatic aberration of diffractive lenses exceeds those of a refractive lens [74].
Despite this advantage, manufacture and volume production is currently limiting
the industrial applications of the CCM using diffractive lenses.
The combination of various scanning techniques to CCM measurement represents
a significant advance; inspired by classical confocal microscope scanning techniques,
CCM single point measurement has been extended to become Chromatic Confocal
Spectral Microscope (CCSM). Two major categories of CCSM have been developed;
addressing the position of the spot and parallel measurement.
Addressing the position of the spot onto the surface can be realised in various
ways, such as:
1. Acousto optic deflector [75].
2. Digital mirror devices [76].
3. Rotating mirror [77].
4. Nipkow disk [66].
In techniques 1 and 2, the beam is deflected electronically. Hence, no mechanical
motion is introduced and the system is vibration-free. In techniques 2 and 3, a
Nipkow disk or a spinning mirror addresses the position of the spot. Hence, these
systems need to be engineered carefully to not introduce vibrations. Using this
method an area of 320x240 pixels can be scanned at a rate of 3 Hz [69].
Parallel measurement has been implemented experimentally using the following
two approaches:
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• A bundle fibre in which each core acts as a point source [62].
• A colour camera [67].
• Spectral multiplexing [78].
In the first method, instead of deflecting the beam, the confocality of each core
allows the parallel measurement of several points. In the second method, a colour
camera has been used to analyse the reflected wavelength. By recording a colour
picture, using 3 filters, the peak wavelength is interpolated. This method can be
regarded as a 3 pixels spectrometer. The resolution is significantly deteriorated. The
last method split the spectrum of the light source by using the diffraction efficiency
of multiple diffraction mode. Each part of the spectrum is then focused at various
lateral positions.
There is substantial CCM knowledge in the public domain. The basic concept
was established by Molesini in 1984 [57]. Various patents are in application but
none significantly restricts the freedom to operate [79, 80, 81, 82, 83].
2.1.5 Chromatic confocal spectral microscope
An extension of the CCM is the CCSM. For such a system, the CCM has a
reference arm with a plane mirror and a measurement arm chromatically codes the
measurement axis as shown Figure 2.7 [46]. Hence, the reflected light from the
surface interferes with the light from the reference arm. Therefore, the confocal
peak signal is modulated by a white light interference pattern as shown in Figure
2.8 [46]. Thus, this signal is an equivalent to that of a white light interferometer
without the need of an axial scan. Therefore, the resolution of such a system is
improved compared with the the one of CCM and faster than the one of white
light interferometer. One industrial version manufactured by STIL SA [62] claims
a 1 nm resolution for a range of measurement of 130 µm and a sampling rate of 2
kHz. The main limitation of the sampling rate is the data processing speed. In
fact, analysing such a signal is computationally expensive. It has to be noted that
if the depth discrimination of the confocal response is smaller than the coherence
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length of the source, the interference pattern is filtered by the confocal peak [46].
The latter comment led to a paradox between the confocal and interference signal.
ference wavelet confined within a spectral range
of !40 nm and centered on a central wavelength of
!o " 585 nm. The modulation amplitude of the inter-
ference amounted to 50% of the entire signal. To in-
vestigate the role of confocal filtering, the spectral
contributions from the two individual reference and
object fields were measured by sequentially opening
the respective arms of the interferometer. The upper
curve in Fig. 2(b) shows the contribution from the
reference field while the object field is blocked. It
coincides with the optical spectrum of the white-light
source employed and exhibits a smooth varying pro-
file; it is centered on 530 nm and has a bandwidth of
!120 nm. In the same graph, the confocally filtered
contribution of the object field (the reference field
is now blocked) is also shown, designated as the con-
focal signal. This signal is directly comparable to
measurements performed following the method of
chromatic confocal microscopy, previously reported
by a number of authors,14–18 and can be used as well
to acquire the axial z position of the object in a single-
shot manner. This is achieved by finding the central
wavelength where the modulation of the spectral sig-
nal is maximal (maximal contrast detection). Then,
by means of a reference measurement, an axial
position is assigned to this wavelength (focus wave-
length encoding). However, with CCSI this position-
wavelength referencing is not necessary. Detection of
the object’s z position is realized here by monitoring
the modulation frequency of the spectral interference
signal z " "1#2$%d#"k$#dk&.13 Therefore a wavelength
referencing of the channeled spectrum is sufficient for
the z calibration. This was performed with superb
accuracy utilizing a low-cost discharge lamp.
In the next step, the interference spectrum was
measured for different z positions of the object. This
was experimentally realized by displacing the object
with a micrometric z driver. The emerging high-pass
filtered interference wavelets are accordingly sum-
marized in Fig. 3(a). Since we are interested in the
modulation frequency of the interferograms that is
given by spectral-phase gradient d#"k$#dk, the rep-
resentation in the wavenumber k " 2$#! domain is
employed here. All wavelets in Fig. 3(a) exhibit prac-
tically equidistant fringe spacing. This clearly dem-
onstrates that in contrast to our previously reported
results,13 the interference signals acquired with the
CCSI sensor are practically unchirped. In light of this
finding, a fast Fourier transformation (FFT) was ap-
plied to the interference signals to retrieve the axial
position of the object. The z values acquired from this
analysis are indicated at the upper left side of each
graph in Fig. 3(a).
Interestingly, in the lower frame of Fig. 3(a) a second
wavelet appears at the right side of the graph. The
origin of this interference is presumably a higher-order
diffraction focus from the DOE. Its modulation fre-
quency coincides with that of the wavelet on the left
side of the graph. This observation diminishes the
possibility that the second wavelet originates from a
Fig. 1. (a) Schematic of the white-light Linnik-type interferometer with a chromatically dispersed focus, an achromatic reference, and
detection in the optical frequency domain, utilizing a grating spectrometer. The entrance plane of the spectrometer is optically conjugated
to the detection focus. The spectral components that are sharply focused upon the sample aremost effectively coupled into the spectrometer
after confocal filtering and interfere with the reference field. (b) Photograph of the experimental setup.
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Figure 2.7: Spectral chromatic confocal microscope principal. The spectral
chromatic confocal microscope is build as a CCM with an interferometric reference
arm in order to modu ate the peak response of the CCM [46].
Even though this method is supposed to have a higher dynamic range than the
CCM, the viability of the method is yet to be shown in industrial application. In
fact, due to the use of a reference arm, the optical path difference betwee the
reference and the measurement arm has to be within the coherence length of the
source. Because the CCM uses an incoherent source, the coherence length is short.
Therefor , the implementation of an optical fibre based system would be difficult.
Hence, the measurement cannot be performed remotely from the spectrometer and
the sources. This implies that the full system has to be near the sample. Engineering
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higher-order diffraction of the spectrometer grating.
Also the assertion that this interference could be due to
a reflection from an intermediate optical surface in the
setup can be safely excluded since, on one hand, both
the position and the carrier frequency of the wavelet
are z dependent, and, on the other, an intermediate
reflection would propagate through a different optical
path and contribute a different modulation frequency
to the interference spectrum. By further displacement
of the object, the first-order interference wavelet is no
longer in the range of the spectrometer. However, the
second-order wavelet was utilized to expand the axial
range of the detection scheme over 40 !m (Fig. 4).
B. Variation of the Numerical Aperture
The parameter that chiefly influences both the lateral
and the depth resolution of the CCSI sensor is the NA
of the detection focus. The experimentally most easily
accessible way to influence the (effective) NA, without
significantly disrupting the alignment of the system
is by changing the diameter of the aperture stop de-
picted in Fig. 1(a). Accordingly, the effect of the NA
variation on the generated signals was investigated
by recording the interference wavelets for three dif-
ferent values of the aperture stop diameter. The re-
sulting high-pass filtered wavelets are summarized
in Fig. 5(a). It is evident that for a decreasing stop
diameter and smaller NA, the interference wavelets
become spectrally broader. Within the CCSI concept,
this effect is well incorporated since for smaller NA the
depth of focus becomes longer. As a result, a larger
range of the chromatically dispersed foci becomes
sharply focused on the object, and the high-contrast
modulation condition is fulfilled for a broader part
of the white-light spectrum. Furthermore, since the
emitted intensity from the employed white-light
source was kept constant during this experiment, the
light reaching the CCD camera was also reduced for
the smaller stop diameters. This caused the ampli-
tude of the interference wavelets in Fig. 5(a) to un-
dergo a relative decrease as the NA became smaller.
This photometric effect influenced equally the inten-
sities of both the reference and the object field and
therefore had no influence on the contrast of the in-
terference signal. Interestingly, in Fig. 5(a), we ob-
serve that for the various NAs the envelope of the
wavelets is slightly displaced. This effect will be ad-
dressed in detail in Section 4 where the simulation of
the interferometric signal is presented.
C. Measurements on Technical Objects
As pointed out in Section 1, the motivation of this
work was mainly the development of a method that
could provide solutions for a variety of technical op-
tical metrology problems. Accordingly, we employed
our Linnik-based CCSI prototype to perform topog-
raphy measurements on some objects of technical in-
terest. The first investigated objectwas amechanically
face-ground machined metallic surface [Fig. 6(c)]. It
comprises a planar reference sample with a known
roughness constant of Ra " 2.5 !m. The definition of
Ra is schematically summarized in Fig. 6(b). A com-
mon problem encountered in interferometric mea-
surements of such objects is the degradation of the
phase information of the interference signals. Be-
520 560540 580 600 620 640
0
1
2
3
4
Sp
ec
tra
l I
nt
en
si
ty
  I
SI
(λ
)
λ (nm)
measured
signal
(a)
520 560540 580 600 620 640
0
-1
-2
1
2
3
4
Sp
ec
tra
l I
nt
en
si
ty
  I
SI
(λ
)
λ  (nm)
optical 
spectrum
(reference)confocal
signal
(object)
interference
(high-pass filtered)
(b)
520 560540 580 600 620 640
0
1
3
2
Sp
ec
tra
l I
nt
en
si
ty
  I
SI
(λ
)
λ (nm)
simulated
signal
4
(c)
Fig. 2. (a) Experimentally measured interference spectrum in-
volving a 0.8 NA microscope objective and a 50 !m confocal pin-
hole. (b) The individual spectra of the reference and object fields
are depicted (upper and middle curves, respectively). The interfer-
ence wavelet of the lower curve results from high-pass filtering the
measured signal in (a). (c) Simulated CCSI signal following the
numerical evaluation of the integral in Eq. (2).
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Figure 2.8: The signal of the spectral chromatic confocal microscope is superposition
of the confocal signal, the interferometric pattern of the equivalent white light
interferometer, and the optical spectrum if the source. [46]
such a system is complicated and expensive as it involves translation stage capable
of carrying heavy load.
In conclusion, despite clear advantages compared to a white light interferometer
or a CCM this technology is limited in its application range. The non-viability of
remote single point measurement makes this technology less suitable for scanning 3D
measurement than the CCM. In addition, since the CCSM is already coded in the
spectral domain, one-shot 3D scan is not practical on a CCD array as it would involve
multiplexing the signal on at least one axis. Therefore, the measurement speed
advantage of the CCSM compared to a white light interferometer is not relevan .
2.2 Wh is the chromatic confocal microscope an
attractive technology for the surface
metrology industry?
Various technologies have been identified and investigated to evaluate their
suitability as a non-contact substitute to the PGI and inductive gauge respectively
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for high precision surface and roundness dimensional metrology.
Table 2.1 demonstrates that the MWLI uses is limited by Intellectual Property
(IP) from various sources. In addition, the factors limiting the maximum sampling
rate are not described in the literature but limits the application spectrum. Even if
the sampling rate is increased, the strong IP protection shift the “Bargaining power
of supplier” in Porter’s Five Forces profile of Taylor Hobson Ltd in Table 1.2 from
“low” to “high”. Hence, the MWLI would deteriorate the risk profile of the project.
Table 2.1: Comparison of the various viable technologies for a high precision non-
contact free-form dimensional metrology.
Technology Resolution DNR Max. Sampling TRL[60] IP
slope (◦) rate
MWLI 1 nm 400,000 7 2 kHz 9 Strong
DRI 3.3 nm 30,000 5 20 Hz 3 Accessible
CCM 10 nm 30,000 35 30 kHz 9 Few
CCSM 1 nm 270,000 7 2 kHz 7 Few
NVTM 1 nm Infinite 90 unknown 7 None
The DRI is a potentially relevant technology for high precision dimensional
metrology. Nevertheless, the early TRL stage of the DRI decrease significantly the
viability of the DRI as a medium term solution. In fact, the DRI still has to go
through “The Valley of Death” before reaching a TRL of 7. The DRI can still be
developed by academics before the TRL reaches 7. Then, Taylor Hobson Ltd.
could convert this technology into a product. If Taylor Hobson would decide to
develop the product from the current TRL, the risk weighted ROI would not
exceed the cost of the necessary capital invested by Taylor Hobson Ltd. Hence,
this technology is not suitable for this project.
The CCSM is an hybrid technology having the resolution of a white light
interferometer with no need of phase scanning due to the chromatic aberration of
the CCM. Nevertheless, the paradox between the NA and the white light signal
restricts this technology to specific applications. This technology does not match
the requirement set-up in Chapter 1.
The NVTM performances are competitive compared to state of the art
interferometric techniques without the need of a reference surface. In addition, the
simplicity of the concept is attractive. However, this technology is incredibly
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sensitive to the environment. On one hand, the measurement uncertainty
decreases when the length L in Figure 2.1 increases. On the other hand, the longer
is the length L, the larger is the measurement deviation due to misalignment or
linear thermal expansion of the measurement platform. This measurement method
is limited by the stability of the measurement environment. Therefore, this
measurement technique is particularly suited for a metrology laboratory but not
for industrial application. In addition, due to the large laser spot, this instrument
can only measure polished parts without discontinuities, neither large profile
variation within the 0.5 mm radius of the laser spot. In conclusion, this
measurement method is more suitable to provide reference measurement for 3D
free-form.
The CCM has the advantage of being a versatile measurement method with a
remote measurement head. Therefore, the system is suitable for roundness and
surface dimensional measurement. In addition, the CCM is potentially a fast
measurement method with a sampling rate of 30 kHz. Hence, the CCM could
unleash the full potential of non-contact measurement by suppressing the stylus
force and and associated vibrations at high surface speed. Hence, fast full 3D
measurement could be possible. This key attributes could provide Taylor Hobson
Ltd. with one technology suitable for all the product portfolios.
The CCM is currently limited by the dynamic range. Additionally, even though
the measurement range is reduced, commercially available CCM systems do not have
a resolution better than 5 to 10 nm. However no research has been carried out on the
fundamental limits of the CCM. Using the current architecture, the dynamic range
limit is defined how precisely the peak position can be determined on the linear
array sensor of the spectrometer. The sources of position uncertainty are various
and complex but, if understood, can be minimised.
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2.3 Chromatic confocal microscopy; a promising
technology
It is essential to understand the fundamental DNR limitation of the chromatic
confocal microscope, in order to know how the system can be optimised. From the
basic working principal of the CCM described in Section 2.1.4, it appears that the
resolution is determined by the ability to determine the peak position on the line
scan sensor of the spectrometer. Hence the fundamental resolution limit can be
expressed in pixels. The measurement range is defined by the dispersive power of
the chromatic head over the wavelength range of the source. Hence the range of
measurement can be tuned easily by changing the light source spectrum or the
optical head dispersion. Despite the later point, the fundamental range limit is
directly related to the number of pixels used on the line scan sensor. Therefore,
the fundamental dynamic range limit of the chromatic confocal is the ratio of
expended noise position uncertainty over the number or pixels used and can be
described as follows
DNRlimit =
Npixel
2 σpos
, (2.4)
where σpos is the standard deviation of the measured position, and Npixel the number
of pixels used. The standard deviation is multiplied by a factor two to have an
interval of confidence of around 95 % [3]. In order to estimate the limit of such a
system, a Gaussian peak of FWHM of 60 pixels with a Signal to Noise Ratio (SNR)
of 42 dB, which correspond to the SNR or the Dr-4k-500 Complementary Metal
Oxide Semiconductor (CMOS) sensor [84], is numerically generated as shown in
Figure 2.9a. The peak position is then calculated using a Blais Rioux peak detector
[85]. The positions distribution is shown in Figure 2.9b.
The standard deviation is found to be 0.006 pixels. Using a standard 2048 pixels
line sensor, the dynamic range with a degree of confidence of 95% would be 170,667.
If the measurement range is 300 µm, the resolution is therefore 1.8 nm.
This brief computations show that currently commercialised CCM are not using
the full potential of the technology.
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(b) Peak position distribution. It
appears that the distribution is Gaussian
with a standard deviation of 0.006 pixels
The measurement linearity limitations are partially described in the literature
[86]. However, measurement linearity limitation factors include every internal and
external variables which are different from the calibration such as
• Temperature drift.
• Calibration drift.
• Surface reflectivity.
• Surface slope.
• Surface finish
This non-exhaustive list illustrates that the source and magnitude of the errors can
vary significantly. In order to bring the linearity error closer to the resolution, all
the errors have to be mitigated, corrected or eliminated.
2.4 Discussion
It has been demonstrated in this chapter that the most suitable technology for
Taylor Hobson Ltd. to develop further to replace the contact probes for surface and
roundness dimensional metrology is the CCM. The CCM has the potential to cover
a large number of markets ranging from roundness measurement at more than 20
rpm to precision free-form optics measurement with measurement resolution better
than 50 nm. In addition, using the same technology, the architecture can be used
for precision probing application for Solartron Ltd. with a measurement resolution
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better than 500 nm and in-line SPDT metrology for Precitech Inc. Hence, the
financial and human resources can be shared within the UPT division of Ametek
Inc.. Nevertheless, a flexible system architecture has to be developed to cover all
these versatile applications. Moreover, the most demanding applications such has
precision aspheric lens measurements with surface form error below 200 nm, require
the system to reach its fundamental limits. Due to the fact that the CCM is the most
versatile and robust system capable of covering the larger total market, the CCM is
the solution maximising the “Investment benefit” in Equation 2.1. In addition, due
to global UPT division interest in the CCM, the “Cost of investment” is mitigated.
Therefore, the CCM is the technology maximising the ROI for Taylor Hobson Ltd.
and the UPT.
The following chapter 3 will develop the design of a CCM architecture allowing
the generation of a fundamental model which can then be modified for various
applications. Since the optical head is the most critical part of the system, the
design of a flexible and novel hyper-chromatic confocal head will be investigated. In
Chapter 4, the previously designed system will be evaluated to compensate, mitigate
or suppress the remaining systematic errors.
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Chromatic Confocal System
optimisation and design
Even though the CCM is a linear system, optimisation of the chromatic confocal
microscope is a strongly multi-variable non-linear problem. This chapter address
the issue of designing such a system in a systematic and deterministic fashion.
Figure 3.1: General chromatic confocal microscope design and optimisation method
To start the design process, the general system structure assembly is as shown
as in Figure 3.1. From this general structure, with the available engineering
capability, a detailed system design which meets the target specifications is built.
The performance of the system is then computed. If the target specifications are
achievable, a prototype is assembled. Otherwise, either a trade-off of the
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specifications is performed or further research is required to improve the
engineering capability. These steps are repeated as long as necessary to reach the
target specification. The final step is to build a prototype and to test the
performance. If, the performance is not as expected, the model is corrected and
the process is repeated.
To apply the previously described system design process, firstly, the CCM is
systematised in terms of developing a theoretical CCM model. Secondly, for each
individual sub-system, a current picture of the available technologies is then drawn.
Finally, using the previously described theoretical model combined to the current
technology capabilities a low cost and a high resolution version of the CCM may be
designed.
3.1 Theoretical model of the chromatic confocal
microscope
To match the specification of most application 6 performance design parameters
were identified:
• Dynamic range.
• Maximum measurable surface slope [87].
• Range of measurement or chromatic depth of field [87].
• Working distance [87].
• Measurement sampling rate.
• Spot size [87].
Most of these parameters are defined in international standard ISO 25178-602:2010
[87]. Other parameters such as system size, temperature stability, ease of use, and
cost could also be investigated. The aim of the design is to optimise all these
parameters in order to reach the design specification. However, different structures
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(a) Macro structure dependency of the
chromatic confocal microscope.
(b) Architecture of an optical fibre based
chromatic confocal microscope.
of the system interact with each other. The interactions between the different
structures are shown in the Figure 3.2a.
Firstly, the 4. Pinhole affects the confocality of the system and therefore the
peak width (L1.4). Thus, a smaller pinhole will lead to a smaller peak response.
In addition, the pinhole profile, convolved with the Point Spread Function (PSF) of
the 1. Optical head, will determine the spot size and shape (L1.4).
Following the same principal, the pinhole profile convolved with the 2.
wavelength analyser PSF will limit the resolution of the 2. Wavelength analyser
(L2.4).
The 4. Pinhole size and numerical aperture limit the proportion on light into
the system (L4.3).
Also, the 3. Light source determines the spectral range in the design of the 1.
Optical Head (L1.3) and 2. Wavelength analyser (L12.13).
Finally, the 2. Wavelength analyser resolution power must be in accordance with
1. Optical head peak width (L1.2).
This is a non exhaustive list of the macro-interdependencies of the system.
However, to design a system in a deterministic way, an analytical model of the
CCM can be build. The following sections are first determines a the chromatic
confocal peak shape using only optical parameters of the optical head. Then,
analytical measurement uncertainty and linearity models are build to predict the
performances of the system.
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3.1.1 Theoretical peak shape model
The key issue of the CCM peak shape dependence on the various design parameters
has not been well covered in the literature. Some researchers have adapted the
theory of confocal microscopy, especially Equation 1.10 to the CCM which links the
peak shape only to the numerical aperture and the illumination wavelength using
wave theory [71, 66, 88]. The models have never been compared to experimental
measurements. In fact, the correlation between theory and practice is poor as it will
be shown in Figure 4.1.
A geometric optic approach based on ray tracing described in Figure 3.3 is
proposed. The architecture of a fibre based CCM is presented in Figure 3.2b. This
approach is inspired by a method which attempts to reduce the peak FWHM by
using an annulus illumination [89]. The authors claim that this effect is related to
the increase of the “effective NA”. This statement is true for confocal microscopy
but not for CCM. Their mistake led me to a novel CCM peak shape model.
!
R! r!
z!zs!
M.Rp!
L2! S!
z!
x! x!
y!
Figure 3.3: Ray tracing CCM model. Left : geometry description in the x-z plane.
Right : projection of the geometry in the x-y plane. The de-focused light coupling
efficiency is described as the area ratio between the magnified pinhole onto the
surface and the conic section of the de-focussed light cone on the surface plane.
Thanks to the chromatic aberration of the optical elements, if the surface S is
at a distance zs within the range of measurement, the source pinhole of radius Rp is
always imaged on the surface at a unique wavelength. In addition, the de-defocused
beam, corresponding to other wavelength than the one focused on the surface, are
focused at a distance z different than zs. This de-focused beam is creating a conic
section on the surface S. The normalised spectral irradiance I measured on the line
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sensor is the area ratio between the imaged pinhole and the conic section.
If the surface is normal to the optical axis, the conic section is a disk of radius
r and the imaged pinhole is a disk of radius M Rp where M is the magnification of
the system and Rp the radius of the pinhole.
The radius r of the conic section function of the focus position z can be expressed
as
r(z) =
|z − zs| R
zs
, (3.1)
with R the useful radius of the exit lens L2 in Figure 3.3.
Hence, the normalised spectral irradiance I can be described as
I(z) =
(M Rp)
2
(M Rp)2 + r(z)2
. (3.2)
By arranging Equation 3.2, and replacing r(z) by Equation 3.1 the normalised
CCM spectral irradiance can be expressed as
I(z) =
1
1 +
(
(z−zs)R
zsM Rp
)2 . (3.3)
From the previous expression the FWHM can be calculated as
FWHM =
2M Rp zs
R
. (3.4)
It has been demonstrated that the FWHM of the peak is not only related to
the illumination wavelength and the NA but as also to the magnification M of the
optical system.
3.1.2 Analytical measurement uncertainty model
It is assumed that the measurement uncertainty is related to several parameters
such as the FWHM of the chromatic confocal peak and the line sensor SNR.
However, the literature does not analytically describe the link between these
parameters and the measurement uncertainty. For the first time, a relationship will
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be established between the measurement uncertainty, the FWHM of the chromatic
confocal peak, and the line sensor SNR. To estimate the link between these
parameters, the measurement uncertainty is study numerically.
The concept is to generate a Gaussian peak N = 1000 times with a random
noise of standard deviation σCCD. N is set to 1000 to minimise the numerical
noise while maintaining the computation time to a couple of minutes. The peak
position is calculated by using a Blais-Rioux peak detector [85]. The Blais-Rioux
peak detector introduces a linear filter of order NBR acting as a numerical derivative
operator described as [?]
gNBR(p) =
−1∑
n=−NBR/2
y(p+ n)−
NBR/2∑
k=1
y(p+ n), (3.5)
with y the irradiance measured on a CCD and p the index of the pixel with the
highest irradiance. The sub-pixel peak position is then assessed as
psub = p+
g(p)
g(p)− g(p+ 1) , (3.6)
It has been found empirically that the order NBR should be the closest integer to
the FWHM of the measured peak to optimise the sub-pixel peak detection.
The measured peak position distribution P (X) is assumed to be Gaussian and
expressed as [90, eq. 2.1.1]
P (X) =
1
σp
√
2pi
exp
[
−
(
X − µ0 −∆µ
2 σp
)2]
, (3.7)
where σp the standard deviation or measurement uncertainty, µ0 the measured
maximum position of the chromatic confocal peak, and ∆µ the position detection
or linearity error.
First of all, the CCM measurement uncertainty σp is calculated as a function
of the FWHM of the peak. The results shown in Figure 3.4 indicate that the
relationship between the CCM measurement uncertainty σp and the FWHM can be
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expressed as
σp = k
√
FWHM + c, (3.8)
where c can usually be neglected. The fitting correlation factor R is not significantly
affected by the factor c. The factor c is just used to help the convergence of the
fitting. It should be noted that this model is only valid for FWHM greater than 3
pixels. The first point, with a FWHM of 3 pixels, is not well fitted by the model
in Figure 3.4. This poor fitting correlation for FWHM smaller than 3 pixels is
reproducible and above the numerical noise.
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Figure 3.4: Cross marker : CCM measurement uncertainty σp function of the peak
FWHM. Plain line: curve fitting on the computed points. The fitted curve has a
high degree of correlation with the numerically calculated points which indicates a
high degree of confidence in the model. This model seems to be valid for FWHM
greater than 3 pixels only.
The lin sensor noise standard deviation σCCD is now changed; both the
relationships between the CCM measurement uncertainty σp and the FWHM are
maintained but the parameter k changes. A linear correlation is observed in Figure
3.5 between the parameter k and the line sensor noise standard deviation σCCD
which can be written as
k = k′ σCCD. (3.9)
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Figure 3.5: Cross marker : Coefficient k function of the line sensor noise standard
deviation σCCD. Plain line: curve fitting on the computed points. The fitted curve
highlight the linear dependency between the coefficient k and the CCD noise σCCD.
Equation 3.4 can be re-written as
σp = σCCD k
′ √FWHM. (3.10)
So far, the maximum spectral irradiance of the CCM peak is normalised to 1. If
the maximum spectral irradiance is now normalised between 0 and 1, the coefficient
k′ varies as shown in Figure 3.6.
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Figure 3.6: Cross marker : coefficient k′ function of the maximum spectral irradiance
I. Plain line: curve fitting on the computed points. A power fit with a coefficient
of −1.139 shows a high correlation between the coefficient k′ and the maximum
spectral irradiance with a correlation factor R of 0.999.
Figure 3.6 suggests that the relationship between the coefficient k′ and the
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maximum spectral irradiance I can be expressed as
k′ =
1
In
, (3.11)
with n ≈ 1.139.
By combining Equation 3.11 and Equation 3.10, the measurement uncertainty
of the CCM can be approximated using the following expression
σp ≈ σCCD
In
√
FWHM, (3.12)
The measurement uncertainty in pixels can be converted to the measurement
uncertainty in position by using the dispersion of the wavelength analyser δλ
δp
and
the dispersion of the optical head δz
δλ
as the following
σz ≈ δz
δλ
δλ
δp
(
σCCD
In
√
FWHM
(
δλ
δp
,
δz
δλ
))
. (3.13)
By examining Equation 3.13, it can be observed that the equation is dimensionally
incorrect. In fact, Equation 3.13 is expressed in (L.pixel−1/2) when it should be (L).
Thus, using Equation 3.13, the measurement uncertainty can be estimated only.
Equation 3.13 must be used with care; the FWHM can only be expressed in pixels.
In addition, this expression is based on assumptions such as the line sensor noise
statistical distribution, the peak shape, and the real peak position which has been
set to be equidistant from two adjacent pixels.
The measurement uncertainty function of the nearest pixel distance is not
significantly correlated to the FWHM of the CCM peak. With every other variable
kept constant, the variation of the measurement uncertainty function of the
distance to the nearest pixel is less than 10%. Hence, the latter relationship can be
neglected.
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3.1.3 Analytical linearity error model
The previous section has demonstrated that the measurement uncertainty shows
little correlation with the distance to the nearest pixel. However, the linearity
error or position detection error ∆µ as a function of the nearest pixel distance
is significant, as shown in Figure 3.7. From Figure 3.7, the measurement error
∆µ function of the nearest pixel distance ∆p can be estimated using the following
expression:
∆µ(∆p) ≈ A sin(2 ∆p pi) FWHMB (3.14)
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Figure 3.7: Position detection error function of the FWHM of the chromatic confocal
peak and the distance of the peak to the nearest pixel. The errors rise sharply for
FWHM smaller than 5 and exhibit a sinus as a profile function of the distance to
the nearest pixel.
The parameters A and B are determined empirically and are found to be equal to
0.18698 and −1.8627 respectively, as shown in Figure 3.8. Consequently, the FWHM
should not be minimised to reduce the measurement uncertainty σz in equation
3.13. The FWHM must be calculated so that the maximum linearity error ∆µ,
occurring at a nearest pixel distance ∆p of 1/4 is equal to the extended measurement
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Figure 3.8: Position detection error function of the FWHM of the chromatic confocal
peak for a distance to the nearest pixel equal to 0.25 pixel. The distance of 0.25
pixels to the nearest pixel corresponds to the maximum position detection error
uncertainty or resolution ke σp and can be expressed as
∆µ
(
1
4
)
= ke σp. (3.15)
where the factor ke expands the level of confidence [3].
Hence, the optimum FWHM is
FWHMopt =
(
A
ke σCCD
)− 2
2 B−1
. (3.16)
Equation 3.16 is the starting point for the optical design of the chromatic confocal
head. For a given CCD, the optimum FWHM can be calculated. Then, using
Equation 3.4, the optical parameters, such as the magnification M and NA, can be
calculated.
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3.2 System description and available technologies
To understand the detailed architecture, the system is divided as a Work Breakdown
Structure (WBS) as shown below and in Figure 3.9
1. CCM
1.1. Optical Sytem
1.1.1. Optical Head
1.1.2. Wavelength Analyses
1.1.3. Light Source
1.1.4. Light Splitter
1.2. Electronic
1.2.1. Hardware
1.2.2. Software
Figure 3.9: Schematic of the architecture of an optical fibre based CCM.
Each of these sub-systems has to be designed and optimised individually.
Moreover, the interaction between the sub-systems has to be considered.
Nevertheless, the available technologies limit the possible system combinations.
Hence, the currently available technologies for each individual sub-system will be
investigated.
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3.2.1 The light source
Generally the light source needs to be broad-band and continuous. Historically,
discharge lamps were in use first [57]; in particular, xenon discharge lamps, which
have the advantage of providing both a high output luminous flux of 3,000 lm [91]
and a large spectrum from the Ultra Violet (UV)to the IR, as shown in Figure 3.10
[92, p. 701]. However, a disadvantage is its large solid emitting angle of 4pi sr which
leads to inefficient fibre coupling. STIL SA [62] and Micro Epsilon Gmbh [65] still
use xenon arc discharge lamps for their high speed CCM with a sampling rate of
approximately 50 kHz. In addition, in a personal interview with the optical engineer
from Digital Surf SA, Dr. Hans J. Jordan highlighted that the temperature of the
lamp can reach more than 70◦C and the lifetime is also restricted to around 3,000
hours [91].
Figure 3.10: Spectrum of a low pressure Xenon arc discharge lamp [92, p. 701]
Nowadays, high power Light Emitting Diode (LED) with output power of more
than 200 lm, are becoming ever more suitable as inexpensive alternatives for the
CCM. High power white light LEDs use a blue LED to stimulate a phosphor powder.
Then, through de-stimulation, a white continuous spectrum is emitted [93, p. 15-
17]. A large range of LEDs is now available; one of the key parameters for the
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CCM is the power per square meter per steradian. Because such LEDs are both
inexpensive and exhibit a long lifetime of more than 10,000 hours, high power LED
are becoming more suitable and are currently used in most industrial systems.
Super-luminescent Light Emitting Diodes (SLEDs) offer a high optical output
of several mW [94] easily coupled into an optical fibre due to the guided nature of
the light within the SLED structure [95]. The structure of a SLED is similar to
a diode laser. However, instead of creating a resonance inside a cavity, the SLED
structure avoids any resonance. Hence, spontaneously emitted light is trapped in the
waveguide created by the PN junction [95]. By combining the natural bandwidth
of two PN junction, SLEDs with a spectral width of 100 nm have been realised as
shown Figure 3.11 [96].
Figure 3.11: Spectrum of a dual broadband SLED [96]
Because of the spontaneous nature of the emission at the PN junction, larger
bandwidths are achieved in the Near Infra Red (NIR) than in the visible domain [95].
Moreover, SLEDs have been developed for optical coherent tomography applications
[97]. Thus, the emission wavelength of a SLED corresponds to the bio-photonic
window [98]. No reference has been found indicating that SLEDs have been used
in a CCM, although SLEDs can be directly coupled to a monomode optical fibre.
However, it should be noted that SLEDs are more expensive than LEDs.
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Supercontinuum lasers are a new source offering a high power white light source
of 2 W [99]. A high energy pulse is injected into a photonic crystal fibre [100].
Due to the large energy per volume ratio, several non-linear effects, such as 4-wave
mixing, Raman/Stoke shifts, and second harmonic generation occur in the fibre
[100], resulting in an energy transfer from the original pulse to other wavelengths,
throughout the length of the fibre, so that the laser spectrum becomes a continuous
broadband source from UV to far NIR [100]. Supercontinuum lasers offer the best
solution for CCM systems. However, their size and price currently restrict the use
to non-commercial applications [101]. Table 3.1 summarises the performance of the
various sources.
Table 3.1: Comparison of the suitable light source for a chromatic confocal
microscope
Discharge lamp SLED Supercontinuum Laser LED
Cost £500 £2,500 £10,000 £5
Luminous flux 3,000 lm 10 mW 2 W 200 lm
Numerical Aperture 4pi sr 0.1 0.1 0.8
Spectral range 600 nm 200 nm 1200 nm 400 nm
Spectral Domain UV/VIS/NIR NIR UV/VIS/NIR VIS
Lifetime 500 h to 2,000 h NA NA 10,000 h
Heat dissipation high low high medium
Power consumption high medium high low
Size medium small large small
3.2.2 The light circulator
A beam-splitter is the simplest and easiest approach. An un-polarised beam-splitter
with broadband anti-reflection coatings can be used to generate the input and output
signals. Historically, a beam-splitter was the first choice [57].
Fibre couplers enable the light to be distributed into two or more arms. In
addition, the ratio between the two arms can be chosen. A standard approach is
to fuse two fibre cores [102, p. 361]. However, the coupling ratio depends on the
wavelength. Therefore, the fibre coupler must be chosen to match the wavelength
range of the source. A possible alternative to a fibre coupler is a fibre circulator.
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No source has been found of a CCM using a fibre circulator.
Fibre circulators allow theoretically the transmission of 100 % of the light from
the source towards the surface and importantly allow the return of 100 % of the
collected reflected light to the spectrometer. Broadband circulators are not widely
used, particularly in the visible domain. Nevertheless, due to the development of
optical coherent tomography, SLEDs and circulators have been designed to function
in conjunction, hence both SLEDs and circulators can be used in the same spectral
domain. Table 3.2 summarises the described technologies
Table 3.2: Comparaison of suitable light splitters for a chromatic confocal
microscope
Circulator Coupler Telecom Coupler Beam Splitter
Cost £350 £250 £50 £70
Complexity Low Low Low High
Spectral Bandpass 1200-1400 nm 400-800 nm 400-800 nm 400-800 nm
Efficiency 50 % 25 % 12 % 25 %
3.2.3 The optical head
This section firstly identifies the most appropriate hyper-chromatic lens technology.
Secondly, the manufacture of Hybrid Aspheric Diffractive (HAD) lenses using SPDT
is studies analytically. This study leads to the use of a SDS lens, a special type of
HAD lens. Thirdly, the implementation of an SDS lens is studied to achieve a “state
of the art” CCM objective head. Finally, special ray tracing computational tools
for hyper-chromatic lens using HAD are developed.
3.2.3.1 Hyper-chromatic lens technology
A CCM hyper-chromatic objective lens is required to illuminate a surface with a
beam that exhibits a nearly diffraction limited point-spread function over a defined
z-range, the z-location of any such point-spread function being a function of
wavelength. Four strategies can be used to create an objective with sufficiently
high chromatic aberration:
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• Using gradient index lenses [68].
• Using the natural dispersion of glass [57].
• Using diffractive lenses [73].
• Using hybrid refractive diffractive lenses.
Gradient index lenses are widely used for compact chromatic confocal lenses
[68]. Nevertheless, their thermal stability restricts their application range [68]. In
addition, in an interview, the optical engineer from Digital Surf SA, Dr Hans J.
Jordan highlighted that the optical performance repeatability exhibited from one
lens to another is insufficient to achieve a diffraction limited chromatic confocal
system.
The refractive approach is the most classical one. By taking advantage of the
chromatic dispersion of the glass, the lens generates an axial focus that is a function
of wavelength. For a thin lens, the focal length FRef can be estimated by [103]
1
Fref(λ)
= (n (λ)− 1)
(
1
R1
− 1
R2
+
(n (λ)− 1) d
n (λ R1 R2)
)
, (3.17)
where λ is the illumination wavelength, n the lens refractive index, d the lens
thickness, and R1 and R2 are the radii of curvature of the lens.
As expressed in this equation, the refractive index of the lens is a function of the
illumination wavelength. The refractive index itself is a function of the illumination
wavelength and can be described using the Sellmeier equation [104]:
n(λ) =
√√√√1 + k∑
i=1
λ2Bi
λ2 − Ci . (3.18)
The Sellmeier coefficients Bi and Ci are determined empirically.
In the case of a refractive lens, the focal length change as a induced by the
chromatic aberrations are not linear and are limited to the dispersion of the material,
as shown in Figure 3.12. However, as described below, diffractive lenses behave
completely differently.
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Figure 3.12: Change in focal length of a bi-convex lens of 50 mm radius and 5 mm
thick of BK7 glass due to non-linear dispersion.
By collapsing the thickness of a lens to the order of the illumination wavelength,
the lenses cannot be described by a ray trace method. The light is now considered
as a wave. The continuous phase profile φ of a diffractive lens can be spherical,
quadratic, polynomial or any circular symmetric function. Figure 3.13 shows a
quadratic continuous profile [74].
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Figure 3.13: Continuous quadratic phase function of a lens.
The continuous quadratic profile shown in Figure 3.13 is modulated by δφ, as
shown in Figure 3.14 for a modulation δφ of 1.
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Figure 3.14: Modulated quadratic phase function of a diffractive lens.
By solving the Fresnel diffraction integral for these lenses, the focal length can
be expressed as [74] :
FDiff = F0
λD
λ
p
m
(3.19)
and
δz =
p λD
n− 1 (3.20)
and
δφ = δz
2pin
λD
(3.21)
where m is the diffraction order, p the harmonic, F0 is the focal length at λD,
δz the physical thickness of the diffractive lens, n the refractive index of the lens
material, and δφ the phase thickness of the lens.
Hence, diffractive lenses have a focal length inversely proportional to the
illumination wavelength. Therefore, as shown in Figure 3.15, the chromatic
aberration of a diffractive lens is larger than for a refractive lens of similar focal
length.
The chromatic aberrations of a diffractive lens are an order of magnitude higher
than for the equivalent refractive lens. Therefore, diffractive lenses are attractive
candidates for a hyper-chromatic role. However, the outer diffractive ring interval
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Figure 3.15: Change in focal length of a diffractive lens as a function of the
illumination wavelength having a focal length at 0.6 µm equal to the lens described
in Figure 3.12.
is directly proportional to the focal length. Hence, diffractive lenses with an NA of
0.2 and a chromatic depth of field in the visible domain of 3 mm typically exhibit
more than 500 diffractive zones with a outer ring interval of less than 10 µm. Such
a lens cannot be manufactured using SPDT without large light losses and geometric
aberration.
So, summarising, refractive lenses allow the design of systems with NA
exceeding 0.5 but with changes in focal length of less than 2 mm between 0.4 µm
and 0.8 µm, diffractive lenses exhibit a change in focal length of more than 30 mm
over the same wavelength range but are difficult to manufacture for NA value
exceeding 0.2. The proposed solution is to use both [105].
The idea underlying Hybrid Aspheric Diffractive (HAD) lenses is to use the
refractive profile for imaging and the diffractive profile for the chromatic aberrations
[74]. The diffractive profile is superimposed onto the refractive profile as shown in
Figure 3.16.
The chromatic aberrations can now be tailored to a specific NA and chromatic
dispersion as shown in Figure 3.17
Furthermore, HAD surfaces extend the application domain of the CCM as shown
in Figure 3.18.
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Figure 3.16: Profile of a HAD lens, the diffractive lens profile is simply super-imposed
onto the refractive profile. Hence the number of elements on the optical design is
reduced. The diffractive ring interval ∆r is also shown
0.4 0.5 0.6 0.7 0.846
48
50
52
54
λ (µm)
F H
AD
 
(m
m)
Figure 3.17: Focal length of a HAD lens between 0.4 µm and 0.8 µm. The chromatic
aberrations are twice that of those of an equivalent refractive lens while the outer
ring interval is 5 times larger than an equivalent diffractive lens. In addition, the
linearity is improved.
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Figure 3.18: Map of possible optical design using a refractive and a HAD hyper-
chromatic lens of 8mm diameter. The HAD approach allows designs which are not
achievable using refractive technology.
In addition, by increasing the harmonic p in equation 3.19 and 3.22, several
orders can overlap spatially but not spectrally as shown in Figure 3.19. Hence, one
surface is represented spectrally by several peaks. For the harmonic p of 11, 5 peaks
can be observed simultaneously. By simply averaging the measured peak position,
the noise is reduced by a factor
√
5.
Another approach is to use an intermodal harmonic with p = 1.5 as shown
in Figure 3.20. Using the latter configuration, the energy is spread between two
modes which extends the range of measurement by a factor two without changing
the measurement uncertainty. Hence, the Dynamic Range (DNR) is doubled.
The diffraction efficiency of a diffractive lens decreases when the wavelength
differs from the design wavelength [106]. Nevertheless, some arrangements allow the
diffraction efficiency to exceed 95% over more than 400 nm of spectral bandwidth
[49]. The scalar diffraction efficiency of a HAD can be expressed as [49]:
η = sinc2
(
p
λ0
λ
n1(λ)− n2(λ)
n1(λ0)− n2(λ0) −m
)
, (3.22)
where sinc(x) = sin(pix)/(pix), λ is the illumination wavelength, n1 the refractive
index before the surface, and n2 the refractive index after the surface.
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Figure 3.19: Dash line: Diffraction efficiency of 3 consecutive modes of harmonic
p = 6. Plain line: Chromatic confocal response. For one surface, 3 peaks are
observed simultaneously, therefore the measurement uncertainty is improved.
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Figure 3.20: Dash line: Diffraction efficiency of two consecutive modes of harmonic
p = 1.5. Plain line: Chromatic confocal response. By spreading the energy between
two modes, the range of measurement is extended by a factor two.
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In most cases the second medium is air. Therefore the refractive index is 1
which permits the realisation of thin and simple HAD lenses. However, the
diffraction efficiency decreases when the illumination wavelength differs from the
design wavelength [74].
It is assume that the second medium is not air, the efficiency can remain constant
if the following condition is satisfied [49],
p
λ0
λ
n1(λ)− n2(λ)
n1(λ0)− n2(λ0) = m (3.23)
Hence, material satisfying Equation (3.23) over the illumination spectra will
exhibit higher diffraction efficiency than with air. Several methods are presented on
the literature to create multilayer HAD lenses [49]. However, most of these methods
are complex and not suitable for HAD lenses. A cement concept is proposed as
shown in Figure 3.21. The HAD is placed between two pieces of the same material
Figure 3.21: Diagram of the cement concept of the multilayer HAD. n1 is the
refractive index of the material and n2 the refractive index of the cement material
and bonded by using the appropriate material. Therefore, the cement can be any
material with a high viscosity at room temperature before curing. To find a suitable
pair of materials a search algorithm has been developed combining any possible
combination of materials on the database. This computes the diffraction efficiency
using Equation 3.22. The design wavelength is then optimised in order to maximise
the average diffraction efficiency.
As shown in Figure 3.22 and Figure 3.23 the couple 480R R© [107] and NOA89 R©
[108] has an average diffraction efficiency of more than 97 % while in the case of a
480R R© with air, the average diffraction efficiency is below 70 %.
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Figure 3.22: Diffraction efficiency of the doublet 480R R© plastic with the NOA89 R©
glue. Even with a broadband illumination, the diffraction efficiency exceed 98 %
over 400 nm of spectral bandwidth.
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Figure 3.23: Diffraction efficiency of the 480R R© plastic with air and with the
NOA89 R© glue. The couple 480R R© and NOA89 R© exhibit significantly higher
diffraction efficiency than the couple 480R R© and air.
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These preliminary results are encouraging but there are several issues related to
the broadband HAD design as exhibited in Table 3.4. On the one hand, broadband
HAD lenses exhibit a higher diffraction efficiency over the wavelength range, on the
other hand, the thickness of broadband HAD lenses needs to be 40 times higher
than the thickness of a HAD lens. This step height, 40 times higher than a standard
HAD lens raises several manufacturing issues. Therefore, the choice between HAD
and broadband HAD is not only related to their theoretical diffractive efficiency but
also to the manufacturability of the lenses.
Table 3.3: Relative comparison of different HAD structures for hyper-chromatic
applications.
GRIN Refractive Diffractive HAD
Off the shelf availability ≈ 30 > 50 ≈ 10 ≈ 10
(Number of supplier)
Custom design availability 10 50 30 10
(Minimum number of supplier)
Temperature sensitivity (%/◦C)1 0.1 0.1 0.1 0.01
Numerical Aperture > 0.5 > 0.5 ≈ 0.1 > 0.5
Chromatic Dispersion (µm/µm)2 ≈ 33 ≈ 15 ≈ 150 ≈ 75
1 : lowest linearity error expressed in % of the measurement range per ◦C.
2 : Chromatic dispersion in µm of measurement range per µm of spectral range
for comparable chromatic confocal optical heads of approximately 6 mm of clear
aperture.
Table 3.4: Broadband (stack of 7 NOA89 R©/480R R©) and thin HAD comparison for
a quadratic diffractive lens of optical power 0.005mm−1.
Thin HAD Thick HAD
Surface slope low high
Step height 1 µm 39 µm
Diffraction efficiency >70 % >97 %
Scattering losses 0.1 % 0.1 %
Shadow zone losses 38 % 3 %
Impulse response losses 1 % 7 %
Despite the attractiveness of HAD lenses compared to the other hyper-chromatic
lens technologies highlighted in Table 3.3, the manufacturing of HAD surfaces with
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high diffractive power and efficiency is a challenge [109]. In fact the outer diffractive
ring interval ∆r, shown in Figure 3.16, is proportional to the focal length f of the
diffractive lens as shown in the following equation
∆r =
m
p
fλ0
2R
. (3.24)
Here m is the diffraction order, p the harmonic, R the lens radius, f the focal length
and λ0 the design wavelength.
The design of hyper-chromatic objectives using HAD lens requires dedicated
manufacturing, optical design, and ray tracing models. These three points are
studied in the following sub-sections.
3.2.3.2 Manufacturing error of diffractive lenses
To use a HAD surface in a CCM application it has been assumed the last diffractive
interval is less than 10 µm and the number of diffractive ring more than 500. Using
the current technology, it is not possible to manufacture such surfaces using SPDT.
To understand the limiting factors of the manufacturing, a SPDT manufacturing
error model has been built. Figure 3.24 shows the manufacture of a diffractive lens
using an SPDT machine.
Due to the hemispheric tool geometry and the spiral tool path, SPDT
manufacturing carries intrinsic errors. The three main intrinsic errors are:
• Tool shadow [110].
• Machine response.
• Surface scattering [110].
Due to the tool size and shape, a part of each zone cannot be machined as
shown in Figure 3.25. When the tool contacts the theoretical surface at the
discontinuity, the zone Λ has the shape of the tool and not the required diffractive
profile. Therefore, the light going through this zone will not be correctly diffracted
toward the focus.
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Figure 3.24: Picture of diffractive lens being manufactured on a SPDT machine.
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Figure 3.25: Tool at the diffractive zone discontinuity. The shadow zone Λ represents
the part of the diffractive profile which cannot be machined.
The amount of light loss due to the tool shadow zone is the ratio of the area of
the shadow zone over the area of the ring if it is assumed that the illumination is
constant is over the ring, then this can be expressed as
ηring = 1− 2pirΛ
2pir∆r
= 1− Λ
∆r
, (3.25)
where r is the radial position and ∆r is the ring interval.
The integrated efficiency due to the shadow loss can be expressed as the sum of
all the shadow zone areas over the area of the lens and therefore can be expressed
as:
ηring = 1−
N∑
n=1
2pirnrt sinψ
piR2
(3.26)
where rn is the n
th diffractive ring radius, rt the SPDT diamond tool radius, R
the lens semi-aperture and ψ the surface slope.
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If it is assumed a quadratic diffractive lens the previous expression can be
simplied to
ηlens = 1− 2αrt
n1 − n2
(
αR2
λD
+ 1
)
, (3.27)
where α is the optical power of the diffractive lens. The previous expression can
also be formulated as a function of the NA. The NA can be approximated by the
product of the radius R and the quadratic coefficient α. Therefore the previous
expression can be written as
ηlens = 1− 2rt
n1 − n2
(
NA2
λD
+ α.
)
(3.28)
If the tool travels at a constant speed along the radius of the lens, the
discontinuities cannot be machined perfectly. Instead, the tool path is a slope.
Because the slope profile differs from the theoretical profile, the light passing
through the slope region will not be diffracted as desired and therefore is lost. As
previously, the amount of lost light is the ratio of the area of the lost zone over the
area of the ring. Using the tool speeds radial vr and SPDT maximum acceleration
amax can be expressed the integrated efficiency due to the machine response losses
as the sum of all the lost area over the area of the lens and therefore can be
expressed as
ηlens = 1− 2
R2
amax
(
δx
vr
)2 N∑
n=1
rn. (3.29)
As previously in the case of quadratic diffractive lens, the previous expression
can be simplified as
ηlens = 1− 2
R2
amax
(
δx
vr
)2√
λD
α
N∑
n=1
√
n, (3.30)
with
N =
R2α
λd
. (3.31)
Modern SPDT machines reduce the tool feed-rate before the zone in order
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suppress this effect. Machine such as the Nanoform 700 from Precitech Inc. [111]
actually stop the feed-rate before a diffractive zone. Hence, the machine impulse
response is limited to some negligible over-shooting on the zone step.
SPDT evidently is a single point method. Therefore, along the radius, two
consecutive tool positions create a high frequency residual profile. In order to
evaluate the scattering, it is necessary to quantify the peak to valley error
introduced by the machining. The peak to valley is estimated by finding the
intersection point of two consecutive tool paths. In our case the tool geometry is
hemispheric. It is assumed that the tool angle is zero and that the surface is linear
between the two tool positions. The peak to valley function of the radius does not
exhibit any discontinuity and contains mainly low spatial frequencies compare to
the high spatial frequencies of the roughness generated by two consecutive tool
positions. Therefore, it can assumed that the roughness profile is a nearly periodic
profile. Therefore under the scalar approximation, the efficiency in the zero order
due to the diffraction by the roughness profile can be estimated as
η(r) = sinc2
(
hPV (r)(n1 − n2)
λ
)
, (3.32)
where hPV is the height of the peak to valley error. Therefore, the efficiency of the
surface can be estimated as
η =
2
R2
R∫
0
η(r)rdr. (3.33)
The loss mechanisms strongly depend on the machine configuration and on the
HAD geometry. The transmission efficiency is limited by a combination of the
machine feed-rate, machine spindle speed, tool radius, surface slope, design
wavelength and the machine impulse response
The machine feed-rate and spindle speed can be tuned easily and determine the
radial spacing between two cuts. Therefore, the spindle speed is set to the highest
possible value recommended by the manufacturer of the machine. For temperature
stability, cycle times exceeding 20 minute should be avoided. The tool radius
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strongly influences the peak to valley [110]. On one hand, large tool radii reduce
the local peak to valley error but increase the shadow zones. On the other hand,
sharp tools strongly increases the peak to valley error Furthermore, in the case of
broadband HAD, the peak to valley is multiplied by the refractive index difference.
Therefore, even if the geometrical peak to valley is as high as 1µm, it optically
appears 50 times lower. Finally high surface slopes significantly reduce the local
peak to valley error. More importantly, the transmission efficiency is a function of
the NA and the radius of the lens. In fact, at equal NA, lenses with smaller radii
exhibit a higher diffraction efficiency. However, at equal NA, the diffraction
efficiency of HAD lenses is higher for small radii. In fact, smaller lenses have less
diffractive rings, hence, the losses due to the shadow zone is smaller. The best
trade-off of diffraction efficiency versus NA is for a system using an Step
Diffractive Surface (SDS) [112].
3.2.3.3 Optical design using hybrid aspheric diffractive for
hyper-chromatic application
An SDS is a HAD lens where the non-modulated diffractive profile is the inverse to
the refractive profile as shown in Figure 3.26. Hence, SDS can be described by the
following equation:
z(r) = zref(r) + mod(−zref(r), δz) (3.34)
This immediately implies that the surface slope ψ in equation 3.26 is zero. Hence,
HAD lenses do not exhibit shadow zone errors. The implication is that the tool
radius can be optimised empirically to minimise the peak to valley error in equation
3.32.
As shown in figure 3.27 the diffraction efficiency of an SDS surface is superior to a
classical and a broadband HAD surface. From a theoretical perspective, SDS lenses
are the most appropriate structure for hyper-chromatic lenses required chromatic
confocal sensing.
In order to evaluate the benefit of SDS lenses, a concave spherical SDS was
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Figure 3.26: Profile of an SDS lens, the profile is simply consecutive steps of the
height of the original diffractive profile. An SDS lens is powerless at the design
wavelength
Figure 3.27: Efficiency of HAD lens, SDS lens of optical power of 0.005 mm−1 and
a stack of 7 broadband HAD lenses equivalent to an optical power of 0.005 mm−1.
It appears that the SDS lenses offer the highest efficiency due to the low scattering
losses, the low machine impulse response losses and no shadow zone losses.
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machined. The radius is such that the outer ring interval is 5 µm. A 0.5 mm half
radius natural diamond tool has been used. The surface was machined at a spindle
speed of 10,000 rpm and a feed-rate of 1 mm/min.
Figure 3.28: Diffractive profile of a HAD lens measured using a CCI white light
interferometer. The shadow zone is 5 µm for a lens of ring size of 21 µm.
Figure 3.29: Diffractive profile of an SDS lens measured using a CCI white light
interferometer. The shadow zone is 0.8 µm for a lens of ring size of 5 µm.
Figures 3.28 and 3.29 show that an SDS lens design has a shadow zone and
machine response loss more than 5 times smaller than a HAD lens. In addition,
SDS surfaces are more robust than their HAD equivalents. Figure 3.30 shows a
HAD surface with a diffractive ring interval of 10 µm. HAD lens surface machining
on plastic does not support fine structure due to material hardness limitation.
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Figure 3.30: Quadratic HAD lenses with a ring width of around 10 µm. Due to the
fine structure of HAD lenses, diffractive ring smaller than 10 µm suffers from high
form error.
The HAD lens surface exhibits significant form variation at this scale resulting
in a higher phase error. Using the SDS design, optical designs are now only limited
by the computational method used. In fact, most software uses scalar diffraction
theory to calculate ray propagation through diffractive objects. Therefore in the
visible domain, the SDS outer ring interval should be restricted to at least 5 µm
[113].
Table 3.5: Experimental relative chromatic confocal peak spectral irradiance of three
comparable CCM optical heads using refractive, HAD, and SDS hyper-chromatic
lenses. The peak response is normalised to the one of refractive technology
Hyper-chromatic technology Relative efficiency
Refractive 1
HAD 0.15
SDS 0.83
To evaluate the manufacturability improvement of SDS over HAD lenses, the
chromatic confocal peak spectral irradiance of HAD, SDS, and refractive
hyper-chromatic technologies were measured. The measurement results are
presented in Table 3.5. In order to measure comparable chromatic confocal peak
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Figure 3.31: CCM optical head generic architecture. The entrance pinhole is placed
on the left and surface to measure on the right. In the case of a HAD and SDS
based CMM optical head, the diffractive surface is placed at the surface S3.
spectral irradiance, a generic optical layout of the CCM optical head has been
used. The layout is presented in Figure 3.31. As expected, the chromatic confocal
peak spectral irradiance of a CCM using an SDS lens is 5 times more efficient than
for an equivalent design using a HAD lens. The SDS-based optical head is nearly
as efficient as the refractive design. In addition, as a minor point, the lenses of the
optical head using SDS lens were not coated unlike those of the refractive optical
design.
3.2.3.4 Ray tracing model of hybrid aspheric diffractive surface
Optical design with HAD or SDS lenses cannot be performed in the same fashion
as with classical refractive optics. Commercial ray tracing packages such as Zemax
[114] or Code V [115] have implemented a diffractive surface capability by applying
a scalar diffraction model and considering diffractive surface as a phase object with
no thickness [116].
Ray tracing packages trace rays from surface to surface as shown in Figure 3.32
in 2 dimension for more clarity. Between surfaces, the direction cosine (l,m, n) is
constant while the coordinates (x, y, z) change. When a surface is hit, the direction
cosine (l,m, n) is changed. Ray tracing packages treat diffractive surface by
calculating for a ray hitting the surface at a specific point the optical path
difference δbinary introduced by the surface and the gradient of the phase φ in
Cartesian co-ordinates (x, y).
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Figure 3.32: Sequencial ray tracing layout. A ray originating at (x0, y0, z0) with
the direction cosine (l0, m0, n0) propagate until the first surface of the lens at (x1,
y1, z1). The lens surface refract the ray to change the direction cosine to (l1, m1,
n1).
The optical path difference δbinary introduced by the surface is expressed as
δbinary =
λ
2pi m
k∑
i=1
βi
(
r
Rnorm
)i
, (3.35)
where βi are the coefficients describing the surface phase profile, r is the radial
coordinate of the surface and Rnorm the normalised radius of the surface
The gradient of the phase φ in cartesian co-ordinates at the surface is expressed
as

δφ
δx
= δφ
δr
x
r
δφ
δy
= δφ
δr
y
r
(3.36)
Hence, the real diffractive surface profile zbinary to be manufactured is
zbinary(r) =
λ0
2pi(n(λ− 1)
k∑
i=1
βi
(
Rnorm
R
)i
mod
(
λ0
n(λ0)− 1
)
(3.37)
Equation 3.37 shows that important design and manufacturing parameters such
as the design wavelength λ0 are not considered during the design phase in the ray
tracing package. In addition, aberrations specific to diffractive lens are ignored.
Indeed, the phase difference introduced by the incident angle of ray to the surface
is ignored. Therefore, a HAD user defined surface capability has to be build.
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In a similar way, the optical path difference δUDS is defined as
δUDS = αθ(l,m, n)
λ
λ0
p
m
k∑
i=1
αi r
i, (3.38)
where αi are the polynomial coefficients describing the phase profile of the lens. As
mentioned previously, an off-normal incident angle of a ray onto the surface
introduces a phase error. This effect is represented by the function αθ(l,m, n)
calculated in the direction cosine [117] of a normal vector collinear to the incident
ray. The function αθ(l,m, n) is defined as
αθ(l,m, n) =
1
cos θi
, (3.39)
where θi is the incident angle of the ray onto the surface in cylindrical coordinate
system defined as
θi = arctan
(√
l2 +m2
n2
)
(3.40)
In Equation 3.38, both the diffraction order m and the harmonic p are taken into
account. In addition, the design wavelength λ0 is directly incorporated at the ray
tracing stage. In combination with the absence of radial normalisation Rnorm, this
approach gives direct knowledge of the optical power exhibited by the diffractive
and thus the number of diffractive rings.
Hence, the real diffractive surface profile zUDS to be manufactured for the user
defined surface is expressed as
zUDS(r) =
1
n(λ)− 1
N∑
i=1
αi r
imod
(
λ0
n(λ0)− 1
)
. (3.41)
The latter method is simpler to implement in the ray trace package but yet more
precise in the description of HAD surfaces. If it is assume that the manufacturing
method is SPDT, the efficiency of the manufactured surface can be implemented
in the user defined surface. The efficiency described in Equations 3.22, 3.26 and
3.32 are implemented. Thus, not only can the phase profile can optimised during
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the design process of a HAD but also the manufacturing parameters such as the
diamond tool radius and machine feed-rate.
3.2.4 Wavelength analyser
The aim of a wavelength analysis is to determine the surface height by measuring
the wavelength reflected off the surface. Using a classical spectrometer, the peak
wavelength is measured on a line sensor. The line sensor can be a CCD or a
CMOS. The spectrometer used can have various configurations in terms of
transmission or reflection and use various wavelength selection elements such as
Linear Variable Filter (LVF) or Diffraction grating. Other spectrometer
configurations such as Fourier Transform Spectrometer (FTS) or Fabry Perot
spectrometer are also potential solution.
3.2.4.1 Linear variable filters
A linear variable filter is a thin film optical interference filter [118]. The filter can
be high pass, low pass or band pass. The specificity of a LVF is that the cutting
frequency is variable along the filter. Typically, high and low pass filter consist of
groups of alternate high and low index quarter-wave filters, with each such group
having a unique design wavelength. Bandpass filters typically consist of pairs of
such groups on either side of the half-wave “resonator” layer. Especially, the finesse
is defined by these groups while the bandpass location is defined by the resonator
layer thickness.
The concept of an LVF is to tune the entire multi-layer to make the transmitted
wavelength variable on one axis of the substrate. The LVF is placed in front of a
light position sensitive detector such as a CCD, the measured spectral irradiance is
a representation of the spectrum.
3.2.4.2 Diffraction gratings
A grating is a periodic diffractive element which modifies the direction of the incident
light as a function of the wavelength. In other words, a spectral transformation is
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made.
Figure 3.33: Diffraction grating interference principle illustrated with 2 rays.
As shown in Figure 3.33, two rays passing through two consecutive slits of the
grating will exhibit an optical path difference which can be expressed as [13, p. 5.4]
∆δ = n2Λ sin θ2 − n1Λ sin θ1, (3.42)
where Λ is the grating period. Constructive interference will appear only when
the optical path difference is a multiple of the illumination wavelength, hence [13,
p. 5.4]:
mλ = n2Λ sin θ2 − n1Λ sin θ1, (3.43)
Several grating types are widely available, such as:
• Transmission rules grating
• Ruled reflective grating
• Holographic reflective grating
• Echelle grating.
• Volume holographic grating.
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Figure 3.34: Blazed transmission diffraction grating geometry.
Blazed gratings, as shown in Figure 3.34, have a sawtooth profile and exhibit
a high diffraction efficiency at the design wavelength for a medium grating period.
Nevertheless, due to the manufacturing process, it is difficult to reach a high grating
period. In addition, the diffraction efficiency decreases significantly as the grating
period increases. Another problem with ruled gratings is the periodicity error which
leads to ghosting [119, p. 211].
Transmission gratings allow the design of a simple optical system using
achromatic lenses while reflection gratings permit the construction of a
spectrometer that is both inexpensive and compact.
Holographic gratings exhibit a phase sinusoidal profile. The manufacturing
process offers a high repeatability which leads to low ghosting and scattering. The
downside is that the diffraction efficiency is significantly lower than with ruled
grating. Nevertheless, high grating periods up to 3,600 lines/mm can be achieved
[119, p. 81].
Volume Holographic Gratings (VHGs) are sinusoidal Bragg gratings recorded
holographically. They offer high diffraction efficiency with low ghosting, low
scattering, and a high period of 1,800 lines/mm. However, because VHG are
recorded on photosensitive gelatine and then sealed, their unit cost is high at
around £500 and a lifetime of a few years in humid environment[p. 346] [119].
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3.2.4.3 The line sensor
The relevant line sensors are either CMOS or CCD. A marginal technology for our
application is a position sensitive detector.
For a CCD, each charge of each pixel is transferred to be converted by a single
charge amplifier. On the other hand for a CMOS, each pixel charge is individually
converted by a separated electron to voltage converter [120]. CMOS offers clear
embedded system advantages such as small packaging and low power consumption.
Nevertheless, the SNR is often limited. Finally, due to the parallel electron to
voltage conversion, the sensor speed can be theoretically higher and only a part of
the sensor can be read [120]. CCD offers clear advantages toward image quality.
It could therefore appear that the CCD is the natural choice for our application.
However, when price enters into the decision process, this obvious choice disappears.
A CMOS sensor can offer a better image quality than a CCD sensor with a similar
price. In fact, CCD and CMOS exhibit different volume discount characteristics.
Finally, at line reading rate of a several kHz, CCDs suffer from a bottle neck effect
at the electron to voltage conversion. This can lead to higher noise at full speed
compared to a CMOS sensor. The limitation of both CMOS and CCD are the
sensitivity, dynamic range and response time compare to a photo-diodes. Therefore,
other photo-diode based wavelength analyser configurations using FTS or Fabry
Perot spectrometer are attractive.
3.2.4.4 Fourier Transform Spectrometer
The Fourier transform of the spectra is measured by recording the interference
pattern over the coherence length of the source. The basic setup is similar to a
Michelson interferometer as shown in Figure 3.35
A typical confocal peak is 10nm wide. The coherence length of a source with a
Gaussian spectral profile can be estimated using the following formula [122, p. 30];
Lcoh = 0.66
λ2
∆λ
(3.44)
Hence, a chromatic confocal peak of 10 nm centered at around 550 nm has a
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6.2 Michelson interferometer 79
Figure 6.2: Optical arrangement of the Michelson interferometer. M1 and M2 are a fixed and a moving
mirror, respectively. B is the half-transparent surface of a beamsplitter J, and K is a compensator plate.
The beamsplitter and the compensator plate have the same thickness l and the same refractive index n(λ).
M′2 is the image of M2, formed by the surface B. The distance of M1 and M′2 is d . The ray leaves the
interferometer along the path e, which is the optical axis.
Figure 6.3: The interference pattern formed by a Michelson interferometer. The beamsplitting surface B
forms the image M′2 of the moving mirror M2, and the image S′0 of the light source S0. S′ is the image
of S′0, formed by the fixed mirror M1, and S′′ is the image of S′0, formed by M′2. The path difference of
the two rays, travelling at the angle θ , is 2d cos θ .
Figure 3.35: Basic principal of a Michelson interferometer. M ′2 is the transpose of
the M2 in the arm of M1. The Fourier transform of the spectra is measured by
recording the interference pattern of a source over the full coherence length. The
coherence length is scanned throughout the distance d. [121]
coherence length of 100 µm. Hence, the distance d needs to be increased by 50 µm
to scan the full coherence length of the source. To be competitive against a grating
based wavelength analyser, the scanning rate should be of the order of 10 kHz. This
can only be achieved by an electro-optic modulator. However, for cost reasons, this
solution is not viable. Another approach is to use a mirror mounted on a piezoelectric
transducer. The curr nt state of the art in piezoelectric transducer does not allow
such displacement at 10 kHz. At 10 kHz, the achievabl displacement is 500 nm.
This mirror displacement corresponds to approximately two waves and is a fraction
of the coherence length. Due to Parseval’s theorem [123, p. 217], the majority of the
peak information is lost. Despite this loss of information only the central frequency
of the peak is of interest. In fact, if the distance d oscillates around zero, only the
central frequency is observed. To estimate the DNR of such a spectrometer, the
output signal of a FTS has been simulated for a Gaussian peak of 10nm FWHM
centered at 550 nm. The signal is modelled as
SFTS = exp
(
− ∆λ d
0.56 λ2
)
sin
(
pi
d
λ
)
+X(δ, σnoise), (3.45)
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where X(d, σnoise) is a Gaussian distributed noise of standard deviation σnoise.
The frequency of the measured sinus cannot be determined in the Fourier domain
precisely due the low windowing. Another approach is to use a single tone detector.
The chosen algorithm is based on a autoregressive filter [124]. The signal described
in equation 3.45 is generated 1000 times with a SNR of 42 dB.
The DNR is estimated at 10,000. The DNR of the FTS is 3 times smaller than
the one measured in Section 2.3. This low DNR is related to the instability of the
single tone estimator as shown in Figure 3.36.
Figure 3.36: Convergence of the autoregressive algorithm for single tone detection.
The algorithm is converging but oscillates.
The oscillating convergence is due to the Gaussian modulation of the sinusoidal
signal. The single tone estimator searches for a pure sinusoidal signal, while in our
case the sinusoidal signal is multiplied with a Gaussian envelope corresponding to
the coherence length of the source. Hence, the observed frequency is not constant.
Thus, the FTS spectrometer is not suitable for the application. However, in the
case of a FTS the dynamic range is defined as ratio of the source spectral range over
the frequency uncertainty. Thus, if the source spectral range increases, the dynamic
range increases.
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3.2.4.5 Alternative design
An alternative to a spectrometer is a monochromator. Instead of measuring the
reflected wavelength, an initial wavelength-scan is made. By synchronising this to
a photo-diode detector the position of the surface can be determined.
Another alternative is to use a 2D image sensor. The grating needs to diffract the
light over 2 dimensions. This can be achieved by using an echelle spectrometer or a
rotationally symmetric grating. These two approaches greatly increase the dynamic
range of the spectrometer. In fact, the DNR is more a less squared. However, the
light level is reduced. The light is spread over an area rather than an line. The light
level is therefore divided by the area of the sensor. It becomes now less obvious if
the use of 2D sensor increases the dynamic range.
3.3 Design of a low cost version chromatic
confocal microscope
The first system to be designed is a low cost version of the chromatic confocal
microscope. The specifications are detailed in Table 3.6.
In order to design such a system, the most suitable technologies for each level 3
sub-system of the WBS described in Section 3.2 are first identified.
The first step is to choose which technology can be used. It can be difficult
to compare different technologies together. In fact some characteristics such as
spectral domain, spectrum continuity, manufacturability are non-numerical and are
sometimes too different to be compared together. The chosen approach is to select
several important characteristics for each level 3 sub-system. Each characteristic
is weighted with the weights being normalised. Each technology is then associated
with a score for these characteristics which ranges from 0 to 10. For example, if one
characteristic is the spectrum continuity, a mercury low pressure lamp would score 0
while a black body source would score 10. All the scores are weighted and summed
up. The technology with the highest score will be the selected one.
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Table 3.6: Target specifications of the low cost version of the CCM
Value Unit
Working distance > 20 mm
Range of measurement ≈ 7 mm
Resolution1 100 nm
Linearity 1 µm
Maximum measurement rate2 500 Hz
θmax
3 ≈ 7 ◦
Spot size ≈ 30 µm
Thermal stability <1 µm/◦C
Head diameter 8 mm
Fixed material cost4 500 £
1 : Defined as k=3 time the measurement standard deviation σN−1 at a measurement
rate of 5 Hz. The standard deviation is calculated using N=200 samples as in
Equation 1.2.
2 : The signal level must be at least 50 % on a polished metal target.
3 : Maximum measurable surface tilt for a polished target. 4 : For 10 batches of 50
units per year.
3.3.1 The light source
The most important characteristic for such a system is the cost. In fact, a high
luminous flux source requires an expensive power supply and a heat management
system. Additionally, a long lifetime is a requirement. In fact, the product should
have a low maintenance cost. A large spectral range is also essential considering the
required range of measurement 7 mm. In Table 3.7, the relevant characteristics are
weighted and a score is set to each technology. Table 3.7 highlights that the most
relevant source for a low cost CCM is a LED.
3.3.2 The light splitter
Again, cost is the most important characteristic followed by the complexity of the
system. A cost-effective solution has to consider the cost implication of the full
system. The light circulator bandpass should also match the corresponding light
source. Finally, light efficiency must be sufficient to reach a sampling frequency
of 500 Hz and be polarisation independent due to the non-polarised nature of the
chosen source as well as the polarisation impact of the measured surface [125].
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Table 3.7: Comparison of the suitable light source for a CCM
Weight Discharge lamp SLED Supercontinuum LED
laser
Cost 0.2 6 2 0 10
Luminous flux 0.1 6 6 8 4
Numerical Aperture 0.1 2 8 8 4
Spectral range 0.12 10 3 10 6
Spectral Domain 0.1 10 4 8 8
Lifetime 0.12 6 6 4 10
Heat dissipation 0.08 0 8 4 10
Power consumption 0.08 1 6 0 10
Size 0.1 6 8 0 10
Score 1.0 5.72 5.36 4.56 7.92
Table 3.8: Comparison of the suitable light splitter for a chromatic confocal
microscope
Weight Fibre optic Broadband Telecom Beam
circulator fibre fibre splitter
coupler coupler
Cost 0.5 2 3 9 4
Complexity 0.2 9 9 9 2
Band pass 0.1 7 7 3 8
Efficiency 0.1 8 8 5 10
Polarisation 0.1 7 7 7 2
dependency
Score 1 5 5.5 7.8 4.4
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The telecom fibre coupler is by far the best solution. In fact, the low cost
and simplicity make it an extremely attractive solution. The selected telecom fibre
coupler has a core diameter 62.5 µm and an NA of 0.2.
3.3.3 Optical head design
The design of the optical head is probably the most critical phase of the design of the
CCM. It has been identified in Section 3.3.3 that the most suitable hyper-chromatic
technology is a SDS lens manufactured using SPDT.
The optical design of the confocal head is based upon the target specifications of
the system. The relevant parameters are the working distance of 20 mm, the tube
outer-diameter of 8 mm, the range of measurement of 7 mm, the spot size of 30 µm,
and the maximum surface slope of 7◦.
Some information is redundant. If the outer diameter of the tube must be 8 mm,
the lens pupil should be around 6 mm. Therefore, if the working distance is at the
minimum of 20 mm, the maximum surface slope is between 8◦ at the beginning of
the measurement range and 6◦ at the end of the range. Despite this contradiction,
the maximum surface slope is flexible and is not a critical factor.
Thermal stability of a CCM optical head is crucial. If the range of measurement is
translated or even distorted with temperature variation, the technology is no longer
a viable solution. A passive method has been developed when using refractive lens
[80] and active when using GRIN lenses [68]. However, the thermal dispersion of
diffractive lenses is often used to athermize optical design [74]. Hence, a SDS surface
can potentially athermize the optical design.
Several lens configurations are viable when designing a CCM optical head in
the visible domain. The first and simplest configuration is to use two plastic lenses
manufactured using SPDT machining. The second approach is to mold in glass two
lenses with mold manufactured using SPDT manufacturing. The third configuration
is described in Figure 3.37 where two refractive glass lenses are used with a plastic
SDS lens manufactured using SPDT machining. These three configurations are
modelled thermally.
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Table 3.9: Thermal drift coefficients of three design of the low cost version of the
CCM between 15 ◦C and 35 ◦C.
Design version Thermal error coefficient
Full plastic 21 µm/K or 0.3 %/K∗
Full glass 0.056 µm/K or 8.10 −4%/K∗
Hybrid glass/plastic 0.66 µm/K or or 10 −2%/K∗
∗ : in percentage of the measurement range
The thermal error coefficients in Table 3.9 have been calculated in Zemax by
changing the environment temperature, then the focus drift is calculated. Zemax
takes into account the change in refractive index as well as the thermal expansion
of the optical elements and of the mechanical housing. The results in Table 3.9
shows that the most stable solution is the full glass approach. As a matter of fact,
the system can be considered fully athermised. The thermal stability is comparable
to the Renishaw RLE fibre optic laser encoder [126] and more than one order of
magnitude lower than the Solartron Metrology Ltd inductive gauge [127]. This
figures could even be improved by an order of magnitude with an active temperature
compensation. However, the manufacturing process must be flexible to allow several
optical design iterations to allow for realistic development. Because plastic SDS can
either be moulded or machined, such lens are more suitable than glass SDS which
can only be moulded.
The optical architecture uses a first achromatic lens L1 to collimate the fibre
output, a plastic SDS lens L2 to create the chromatic aberrations, and finally, a
second achromatic lens L3 to focus the light beam onto the surface as shown in Figure
3.37. This hybrid glass-plastic structure is sufficiently stable with the temperature
to reach the target specification as shown in Table 3.9. An additional, protection
window can be added to protect the optical system.
The optical power of an SDS is null at the design wavelength. Thus, the SDS can
be ignored when determining the focal length of the achromatic lens L1 and L3. The
spot size is defined as the image of the pinhole by the optical head. Therefore, the
spot size radius Rspot is defined as the product of the pinhole radius Rp multiplied
by the magnification M . If it is assumed that the core radius Rp of the fibre coupler
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Figure 3.37: Schematic of the optical head design. The lens L1 collimates the light
beam from the fibre coupler. L2 then generates the chromatic aberration due to
the SDS surface. Finally, L3 focusses the collimated light to create the range of
measurement at the working distance WD. Because the lens L2 is powerless at the
design wavelength, the mid-range point is at the back focal length BFL3 of the lens
L3.
chosen in Section 3.3.2 is 25 µm, then the magnification M of the system is 1. The
magnification M of the system is defined as
M =
FL2
FL1
= 1, (3.46)
thus, FL2 = FL1. To reach the working distance of more than 20 mm, the back
focal length at the design wavelength of L3 must be 23.5 mm. An off-the-shelf
achromatic of diameter 6 mm and back focal length of 28 mm has been selected.
The optical system was then modelled on a ray tracing software for instance
Zemax. The HAD surface profile of the lens L2 was then optimised to create the
range of measurement and correct for the geometrical aberrations. After
optimisation, the magnification was calculated to be 0.7 and the measurement
working distance 25.6 mm. Thus, the spot size is now 35 µm.
3.3.4 Wavelength analyser
The design of the wavelength analyser is a two step process. First, the most suitable
dispersive element is identified. Then, the optical system of the wavelength analyser
is designed.
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3.3.4.1 Identification of the most suitable dispersive element.
The wavelength analyser must be designed to match the wavelength range of the
source. It has been identified in section 3.3.1 that the most suitable light source is a
white light LED. Therefore, the wavelength analyser must cover a wavelength range
from 400 nm to 800 nm. The most important component of the wavelength analyser
is the dispersive element. The sub-system design is dependant on the type of the
dispersive element. The relevant parameters for the wavelength analyser are the
price, diffraction efficiency, system complexity, system size, and volume capability.
The price and the light throughput efficiency are the most important parameters.
In fact, light throughput efficiency is essential for the system. The light throughput
efficiency must be maximised. The system complexity relates to the type of optical
system which can be designed around the dispersive element. With an LVF, the
system design is a simple illumination problem, while for a reflection ruled grating,
off-axis optical design is necessary.
Table 3.10: Dispersion element technology comparison for a low cost version of the
chromatic confocal microscope
Weight LVF Transmission Reflection Reflection Volume
ruled ruled holographic holographic
grating grating grating grating
Price 0.3 8 5 5 5 2
Diffraction 0.3 1 7 6 6 9
efficiency
System 0.2 8 7 4 4 7
complexity
System size 0.1 8 6 9 9 6
Volume 0.1 9 6 6 7 3
capability
Score 1 6 6.2 5.6 5.7 5.7
It appears from Table 3.10 that the most suitable dispersive element is the
transmission ruled grating followed closely by the LVF. In a first design iteration,
the diffraction efficiency weighting has been underestimated. An LVF wavelength
analyser has been designed but the light level was not high enough to reach the
target measurement rate of 500 Hz. Nevertheless, the simple design and low
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volume cost might make this system interesting in the future for an entry price
product.
3.3.4.2 Design of the wavelength analyser.
When produced, the wavelength analyser will be assembled by a work force with
low optical expertise. Therefore, a transmission design was chosen. In fact, a
transmission wavelength analyser is simple to align and assemble.
The wavelength analyser is the last part of the system. Thus, it must be designed
to achieve the target measurement performances of 100 nm of resolution and 1 µm
of linearity. One of these two target performance criteria limits the system or may
be contradictory. Therefore, the limiting target performances must be identified.
To do so, the required dispersion δz/δp to reach the linearity and the resolution will
be calculated individually.
A target resolution of 100 nm is desired at 5 Hz. However, the maximum
measurement rate is 500 Hz. Therefore, the measurement at 5 Hz is averaged 10
times from a higher sampling speed. Thus, the resolution Ures(z) can be expressed
as
Ures(z) =
σz ke√
N
, (3.47)
where σz is the standard deviation of measurement, ke is a constant extending the
level of confidence, and N is the number of averaged samples through time.
To know if the system can reach the resolution of 100 nm , Equation 3.13 and
Equation 3.47 can be re-written as
δz
δp
≥
(
σz
√
n
ke σCCD
)2
1
FWHMz
. (3.48)
Equation 3.48 assumes that the dispersion δz/δp is linear and the peak spectral
irradiance I is equal to 1.
If it is assumed that the peak signal is at its maximum at 200 Hz, the number
of averaged samples N is equal to 50. In addition, ke is equal to 3 to achieve a
degree of confidence of 99.7 % [3]. Using the optical parameters from Section 3.3.3
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and using Equation 3.4 the FWHM of the confocal peak is equal to 299 µm. The
chosen CCD line sensor is the TCD1205DG from Toshiba [128]. The TCD1205DG
is a 2048 pixels line sensor with a pixel height of 200 µm and 14 µm width. The
datasheet specifies a saturation voltage of 0.8 V and a dark signal of 2 mV. Thus,
the normalised CCD noise standard deviation σCCD is equal 0.0025. Therefore, the
dispersion δz/δp must be below 24 µm/pixel.
To reach the linearity ∆µ of 1µm, the dispersion δz/δp must be optimised.
In fact, Equation 3.14 does not have an analytical solution. It has been found
numerically that to reach a linearity ∆µ of 1 µm the dispersion δz/δp must be
below 37 µm/pixel.
In summary, to reach the target linearity and resolution, the dispersion δz/δp
must be below 24 µm/pixel. To ensure that the system could reach the target
resolution, it has been decided to reduce the numerical value of the target resolution
by 30 %. The associated dispersion δz/δp is then 12 µm/pixel. The used spectral
range of the source was reduced to 300 nm between 400 nm and 700 nm to ensure the
7 mm of measurement range. Hence, the spectrometer uses 600 pixels between 400
nm and 700 nm. Thus, the spectrometer spectral dispersion δλ/δp is 0.5 nm/pixel.
Figure 3.38: Wavelength analyser schematic. The design use two achromatic lenses
L1 and L2 to respectively collimate and image to incident light. The grating G1 is
tilted by an angle θgrating with the optical axis of L1.
The chosen spectrometer design is described in Figure 3.38. The lens L1
collimates the light from the fibre circulator. The grating G1 is tilted by an angle
θgrating compared to the optical axis of the lens L1. The lens L2 is tilted at the
same angle as the grating G1. The angle θgrating is calculated using Equation 3.43
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and with the condition that the diffraction angle at 400 nm is opposite to the
diffraction angle at 700 nm. A spectrometer impulse response of 7 pixels is chosen
to not significantly distort the measured peak. The focal length of the lenses L1
and L2 are respectively calculated to be 46 mm and 24 mm. Off-the-shelf
achromatic lenses of 50 mm and 25 mm were selected from a catalogue.
3.3.5 Numerical performance estimation
The previously design system is summarised in Figure 3.39. To evaluate more
precisely the expected performance of the system, the ray tracing data from the
optical head and the wavelength analyser were analysed numerically by using the
chromatic confocal peak theoretical model of Equation 3.3 and the resolution
estimation described in Equation 3.13.
Figure 3.39: System layout of the low cost version of the chromatic confocal
microscope.
Using the basic geometric data, the focus position as a function of wavelength is
shown in Figure 3.40. As expected, the focus positions are nearly a linear function
of the wavelength.
Using the useful aperture calculated on the ray tracing model of the optical head
and the focus position, the maximum measurable surface slope was calculated as
shown in Figure 3.41. The values are below the target of 7◦ but are still acceptable.
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Figure 3.40: Focus position function of the illumination wavelength for the low cost
version of the CCM. As expected, the focus position function is nearly linear.
The maximum measurable surface slope decreases with the focus position due to
the reduction of NA.
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Figure 3.41: Maximum surface slope measurable by the low cost version of the CCM
as a function of the illumination focus position. The measurable surface slopes are
below 5.5◦ and reduce with the focus position.
Chromatic confocal peaks are calculated in the spatial space z using Equation
3.3 and converted in the wavelength space λ using the linearisation curve calculated
in Figure 3.40 as shown in Figure 3.42. Since the wavelength analyser dispersion
can be assumed to be linear, the chromatic confocal peaks in the wavelength space
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λ, shown in Figure 3.42 are as observed by the wavelength analyser.
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Figure 3.42: Several chromatic confocal peaks in the wavelength space of the low
cost version of the chromatic confocal peak. The peak shape is visually maintained
within the full spectral range.
By using the wavelength analyser dispersion of 50 nm/pixel calculated in
Section 3.3.4.2, the chromatic confocal peaks in Figure 3.42 are converted to pixels
rather than wavelength. Thus, Equation 3.12 can be applied to calculate the
resolution in pixels. Then, the same procedure is applied backwards; the
wavelength analyser dispersion and the optical head local dispersion are used to
convert the calculated resolution from pixel to a metric unit. The calculated
measurement resolution function of the range without averaging is shown in Figure
3.43.
The results in Figure 3.43 indicate that the resolution deteriorates with the
position within the range of measurement. In fact, as indicated by Equation 3.4,
the chromatic confocal peak FWHM is directly proportional to the distance from
the optical head to the surface zs. The worth resolution than calculated in Section
3.3.4.2 can be explained by the low NA of the optical head. In fact, during the
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Figure 3.43: Numerically estimated resolution without a sample averaging function
of the position within the range measurement of the low cost version of the chromatic
confocal microscope. The resolution deteriorates with the position within the range
of measurement due to the increasing chromatic confocal peak FWHM.
wavelength analyser design in Section 3.3.4.2, the optical head pupil diameter is
considered to be 6 mm at the working distance of 25.6 mm while the ray tracing
model suggests a useful aperture of around 5 mm at 25.6 mm. In addition, the
resolution is calculated at the beginning of the range without considering the increase
of the chromatic confocal peak FWHM throughput the range of measurement.
3.4 Design of a high resolution chromatic confocal
microscope
The second system to be designed was a high resolution CCM. The aim of this CCM
was to provide a resolution better than 10 nm over a minimum range of measurement
of 50 µm at a measurement rate of 200 Hz. In addition, it is preferred that the
maximum measurable surface slope exceed 30◦ and the working distance is at least 12
mm. For development cost reasons, this chromatic confocal microscope must use the
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off-the-shelf chromatic confocal wavelength analyser IFC2451 from Micro-Epsilon
Gmbh [65]. An experimental evaluation had shown that the IFC2451 chromatic
confocal wavelength analyser exhibits a spectral dispersion of 0.78 nm/pixel over
512 pixels with a line sensor normalised noise standard deviation of 0.00016. The
target specifications are sum up in Table 3.11.
Table 3.11: Target specifications of the high resolution version of the CCM
Value Unit
Working distance >12 mm
Range of measurement >50 µm
Resolution1 ≈ 10 nm
θmax
2 >30 ◦
Maximum measurement rate3 200 Hz
1 : Defined as k=3 time the measurement standard deviation σN−1 at a measurement
rate of 5 Hz. The standard deviation is calculated using N=200 samples as in
Equation 1.2.
2 : Maximum measurable surface tilt for a polished target.
3 : The signal level must be at least 50 % on a polished metal target.
The simplest procedure to achieve such a high resolution is to reduce the
measurement range. In fact, the target measurement range of 50 µm is not
challenging as this is equivalent to a dynamic range of 5,000 at the resolution of 10
nm. The major difficulty is the need for a working distance of 12 mm. With a
working distance of 12 mm, the FWHM of the confocal peaks tend to increase. In
addition, it is difficult to reduce the range of measurement to 50 µm. In fact, the
minimum achievable measurement range is 250 µm. In Equation 3.13, the FWHM
can only be partially reduced, the wavelength dispersion as well as the CCD noise
are fixed and only the head dispersion can be tuned. Thus, the design procedure is
to make the optical head dispersion non-linear, asymptotic to zero.
Due to the non-linearity of the dispersion curve, the design method used in
Section 3.3 is not applicable. The design method for this optical head will be
purely numerical using ray-tracing data, the theoretical confocal peak, and analytical
measurement uncertainty.
The architecture of the optical head is the same as the one described in Figure
98
Chapter 3: Chromatic Confocal System optimisation and design
0.45 0.5 0.55 0.6 0.65 0.7 0.750
0.05
0.1
0.15
0.2
0.25
0.3
0.35
λ(µm)
Po
sit
ion
 (m
m
)
Student Version of MATLAB
Figure 3.44: Focus position function of the illumination wavelength for the high
resolution version of the CCM. The dispersion has been tailored to be asymptotic
to zero in order to improve the measurement resolution.
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Figure 3.45: Maximum surface slope measurable by the high resolution version of
the CCM function of the illumination focus position. The measurable surface slopes
are below 45.6◦ and reduce with the focus position.
3.37 with L1 being an off-the-shelf achromatic lens, L2 a HAD and L3 an off the
shelf aspheric lens. To match the target working distance and NA, the lens diameter
is 25 mm. Then, the profile of the HAD was optimised in a ray tracing software to
correct the remaining spherical aberration and create a dispersion of 250 µm. The
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difficulty in such a design is to reduce the optical head chromatic dispersion to a
minimum without creating an inflection point. Once the focus position function of
the range of measurement, shown in Figure 3.44, and the maximum measurement
slope shown in Figure 3.45 are satisfied, the focal length of L1 is tuned to reach an
acceptable compromise between the measurement resolution shown in Figure 3.47
and light throughput efficiency. The final system architecture is presented in Figure
3.46.
Figure 3.46: Architecture layout of the high resolution version of the CCM.
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Figure 3.47: Numerically calculated resolution function of the position within the
range of measurement of the high resolution version of the chromatic confocal
microscope.
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3.5 Discussion
This chapter has demonstrated how a deterministic approach allows the design of
a low cost and a high resolution version of the chromatic confocal microscope with
outstanding performance. The designed system fulfils all the target performances,
especially the tight target cost of the low cost version. Both products are currently
in the production phase. The novel numerical noise analysis combined with the
novel analytical peak model has permitted the design of systems superior in their
performance and costs to any others ever produced. In addition, the numerical
analysis based on ray tracing data has enabled the reduction of the number of
design cycles and prototypes. Hence, the cost and time necessary to design and
develop a chromatic confocal microscope has been reduced.
It has to be mentioned that in this study the noise level is considered to be
constant. In reality, the spectral efficiency of each individual element within the
system will influence the measured spectral irradiance. Thus, the measurement
resolution will deteriorate significantly at the extremum of the measurement range.
The design has been illustrated in this chapter in a linear and deterministic
process. Nevertheless, the process described in Figure 3.1 needed to be applied
several times, especially the “Investment/research” and “Capability”. The
capability of the diffractive technology for chromatic confocal microscopy needed
to be improved greatly compared to the current state of the art.
The following chapter will experimentally evaluate both systems. The
experimental measurement will also validate the models build within this chapter.
Finally, the impact of the measurement environment on both systems will be
investigated.
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Performance evaluation and error
correction of the chromatic
confocal system
The performance of the two systems was evaluated numerically during the design
phase in Chapter 3. However, the experimental performance as well as the impact
of measurement environment onto the measurements were still unknown.
Consequently, this chapter is dedicated to the experimental evaluation of the
chromatic confocal microscope.
Firstly, the theoretical peak shape and measurement uncertainty models are
validated experimentally. The validation and correction of the theoretical models
allow the optimisation of the maximum signal irradiance against the height
measurements averaged through time.
Secondly, the actual performance of both systems are measured to verify if the
target specification are matched.
Finally, the impact of the measurement environment on the system is measured
and mitigated when possible. This includes the surface slope, roughness, and
reflectivity as well as the temperature of the measurement environment.
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4.1 Validation of the chromatic confocal
theoretical models
In the following section, the models developed in Section 3.1 are compared to
experimental results. This includes the spectral irradiance and measurement
standard deviation models. In addition, the peak irradiance function against the
height measurements averaged through time is optimised.
4.1.1 Validation of the theoretical chromatic confocal peak
shape
The novel analytical chromatic confocal spectral irradiance model described in
Equation 3.3 is validated experientially with the optical head of the low cost
version of the CCM and compared to the current confocal spectral irradiance
model described in Equation 1.10 [71, 66].
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Figure 4.1: Chromatic confocal spectral irradiance comparisons for the low cost
version of the CCM. The classical chromatic confocal spectral irradiance model,
based on confocal theory, is compared with the novel chromatic confocal spectral
irradiance model and a measured chromatic confocal spectral irradiance.
The parameters of the optical design simulation are used to calculate the spectral
irradiance using Equation 3.3 and 1.10. The used pupil radius R is equal to 2.44
mm, the magnification M to 0.6887, the source pinhole radius Rp to 25 µm, and
the focus position zs to 23.5 mm.
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Using these parameters, the chromatic confocal spectral irradiance is calculated
using both the confocal and chromatic confocal models and compared to a measured
chromatic confocal spectral irradiance, as shown in Figure 4.1.
Table 4.1: Comparison of the chromatic confocal peak FWHM calculated using
the confocal and chromatic confocal spectral irradiance models to the measured
chromatic confocal spectral irradiance of the low cost version of the CCM
Measured Confocal theory Chromatic confocal
Theory
FWHM (µm) 292 57 332
FWHM Error (µm) 0 235 40
Normalised peak 0 248 39
integral error (a. u.)
As shown in Table 4.1, the integrated difference is more than 6 times lower
using the novel chromatic confocal spectral irradiance model than with the
confocal spectral irradiance model. This demonstrates the precision of the novel
model compared to the previously used confocal model. In Figure 4.1, the major
fitting error of the chromatic confocal spectral irradiance is on the right side of the
peak. This error originates from the spectral irradiance of the light source which
modulates the measured chromatic confocal peak shape. Therefore, the integrated
difference between the measured and calculated chromatic confocal spectral
irradiance could be improved by correcting the measured chromatic confocal
spectral irradiance with the spectral irradiance of the light source.
Furthermore, the estimated FWHM using the chromatic confocal peak theory is
6 times more accurate than using the confocal peak shape theory, as exhibited in
Table 4.1. In addition, the FWHM estimation error using the chromatic confocal
peak theory suffers as well from the light source spectral irradiance modulation of
the measured chromatic confocal peak.
It has been shown that the novel chromatic confocal peak theory described in
Equation 3.3 allows a precise estimation of the chromatic confocal peak FWHM
using only optical design parameters computed within the ray tracing software.
These results are demonstrated on one chromatic confocal peak only. Nevertheless,
104
Chapter 4: Performance evaluation and error correction of the chromatic confocal
system
the results are similar within the full measurement range and for other chromatic
confocal optical heads. Using such a capability, the precision of the CCM noise
model described in Section 3.1.2 can be fully calculated.
4.1.2 Validation of the chromatic confocal microscope noise
model
The novel chromatic confocal microscope measurement standard deviation
estimation, described in Equation 3.13, has yet to be validated. In fact, several
assumptions have been made during the construction of the model.
The model is compared with the measured standard deviation of the low cost
version of the CCM shown in Figure 4.6.
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Figure 4.2: Comparison of the estimated with the measured standard deviation of
the low cost version of the CCM measure at 200 Hz. The estimation error is below
50 % over the major part of the measurement range.
The optical parameters used to calculate the chromatic confocal peak FWHM
are the same as for the previous section. The results shown in Figure 4.2 indicated a
reasonable match between the measured and estimated standard deviation. In this
thesis all the measurement standard deviations are always calculated from more
than 200 samples . The estimation error is below 50 % over more than half of
the measurement range and predicts the measurement standard deviation order of
magnitude over the full measurement range. Furthermore, the estimation error is
minimised when the normalised signal intensity is close to 1 as between 26 mm and
105
Chapter 4: Performance evaluation and error correction of the chromatic confocal
system
24 mm. The roots of the estimation errors are based on the assumptions made
in Section 3.1.2. In Section 3.1.2, the chromatic confocal peak is Gaussian for
computational simplicity. However, because of the shape of the peak is not Gaussian,
the noise estimation is biased. In addition, as indicated by the non-homogeneity of
Equation 3.12, the model is just an estimator using the peak FWHM as indicator.
Furthermore, the parameter n in Equation 3.13 is estimated numerically assuming
that the noise from the line sensor follows a Gaussian distribution.
Despite this limitation, this standard deviation estimation gives us access to
information which was not accessible previously. The position standard deviation
could only be measured. In addition, because of the estimator is pessimistic, the
head can be designed with more confidence. This novel model allows us to reduce
the number of design cycles necessary to reach the target performance. Moreover,
the performances attainable can be estimated numerically to investigate potential
new market opportunities.
4.1.3 Maximum signal intensity and position averaging
optimization
The irradiance of the light reflected by the target varies as a function of the
surface roughness, reflectivity, and slope. The irradiance measured on the line
sensor can be tuned by changing the sensor integration time while increasing the
measured irradiance increases the SNR: reducing the measured irradiance increases
the sampling rate and therefore increases the number of positions averaged over
time. Thus, the problem is to find, at a given sampling rate, which measured
spectral irradiance minimises the measurement standard deviation.
Assuming that the measurement noise follows a Gaussian distribution, the
position standard deviation averaged over time σ function of the number of
locations averaged over time N , and the non-averaged measurement standard
deviation σ0 is
σ =
σ0√
N
. (4.1)
In section 3.1.2, it was shown that the measurement standard deviation σ0
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Figure 4.3: Line sensor reading standard deviation characteristic of the low cost
version of the CCM. Cross mark: measured position standard deviation function
function of the peak spectral irradiance. Line: Curve fitting. The fitted curve
using the Equation 3.12 exhibit a reasonably high correlation (R ≈ 0.95) with the
measured data. The constant 0.0158 in the fitting equation represents the product
of the line sensor reading standard deviation σCCD with the square root of the peak
FWHM.
function of the peak spectral irradiance I can be expressed as
σ0 = a I
n, (4.2)
where a and n are constants.
The peak spectral irradiance I expressed as a function of the number of locations
averaged over time N , can be expressed as
I =
1
N
. (4.3)
Therefore by combining Equation 4.1, 4.2, and 4.3 the measurement standard
deviation σ function of the peak spectral irradiance I and the number of average
over time N can be expressed.
σ = a.N−(n+0.5). (4.4)
Because the parameter n is estimated to be -1.139 in Section 3.1.2, the
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measurement standard deviation σ in Equation 4.4 at a given sampling rate
increases with the number, N , of measurement locations averaged over time . The
measurement standard deviation σ in Equation 4.4 at a given sampling rate
reduces with N if, and only if, n is greater than -0.5.
Figure 4.3 demonstrates the validity of the measurement standard deviation
model described in Equation 3.12. In fact, in Figure 4.3, a represents the product of
the line sensor normalised reading standard deviation σCCD with the square root of
the peak FWHM. The empirical parameter n in Figure 4.3 is close to the computed
one in Section 3.1.2. Since the empirical parameter n is below -0.5, the peak spectral
irradiance must be maximised in order to optimize the measurement resolution at a
given sampling rate.
o
4.2 Performance evaluation of the chromatic
confocal microscope
This section evaluates the performance of the low cost and high resolution versions
of the CCM designed in Chapter 3. The parameters are calculated using the
international standard ISO 25178-602:2010 [87] However, since this international
standard does not describe explicitly the measurement protocol it has to be
interpreted.
4.2.1 Experimental performance of the low cost version of
the chromatic confocal microscope
The first specification to be verified is the calibration curve. To calibrate the probe,
the RLU10 laser encoder from Renishaw [126] with a measurement resolution of 10
nm is used.
The measured chromatic confocal peak position on the line sensor against the
relative distance is shown in Figure 4.5.
Because of a laser encoder is a relative distance measurement probe, the absolute
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Figure 4.4: Experimental setup used to evaluate the performances of the low cost
and high resolution version of the CCM. The setup uses a high precision linear stage
from Steinmeyer [129] and a laser encoder from Renishaw [130]
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Figure 4.5: Calibration curve of the low cost version of the CCM. Cross mark :
Experimental measurement. Dotted line : Strait line fit on the experimental data.
As expected, the linearisation curve is nearly linear.
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Figure 4.6: Resolution across the measurement range of the low cost version of the
CCM. The Resolution is better than the target 100 nm at 5 Hz over 5.7 mm.
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Figure 4.7: linearity of the low cost version of the CCM. All the points are within
the target 1 µm.
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position of the measurement is off-set by an arbitrary value. This arbitrary value is
the measurement working distance. The measurement working distance is measured
at 26 mm. The measurement is approximate since the mechanical housing of the
lenses makes contact to the exit surface of the optical head difficult. However, an
approximated measurement is sufficient.
The calibration curve shown in Figure 4.5 is nearly linear and equivalent to
the one computed in Figure 3.40. Nevertheless, a linear fit is not sufficient to
reach the required linearity. Two approaches are possible to extract the surface
position from the linearisation curve; a polynomial fit or by interpolating between
the measured points. The former method is computationally efficient and reduces the
impact of the measurement uncertainty of the calibration curve. The latter allows
highly repeatable measurement. However, it has been observed experimentally that
the number of samples used for the calibration curve must exceed 500 and the
measurement uncertainty of the measured point at least 5 times below the standard
measurement repeatability. Due to frequency content exhibited by the calibration
curve, the best results are obtained by using a piecewise cubic interpolation [131].
Figure 4.6 shows the resolution within the range of measurement at a sampling
rate of 5 Hz. The resolution is better than the 100 nm target within 5.7 mm.
The shape of the curve is different from the theoretical measurement resolution
shown in Figure 3.43. In fact, the “U” shape of the resolution in Figure 4.6 is
induced by the variation of the peak spectral irradiance throughout the range
measurement. In Figure 3.43, the SNR is assumed to be constant through the
range of measurement.
Because the SNR is the factor limiting the measurement range, the measurement
range is defined as the difference between the first xmin and the last point xmax with
a measurement standard deviation σn−1 10 time the minimum standard deviation
σn−1|min measured. Thus the range of measurement ∆x is defined as
∆x = xmax(σn−1 = 10 σn−1|min)− xmin(σn−1 = 10 σn−1|min) (4.5)
Using this definition, the measurement range is 7.8 mm. To sum up, the target
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measurement repeatability is achieved over 5.7 mm, although in fact the signal can
be measured over more that 7.8 mm. The measured range significantly exceeds the
target 7 mm.
The measurement repeatability, as defined by the BIPM [4], is measured by
repeating the calibration protocol 10 times. Then, the deviation from the first
linearisation curve is calculated. The linearity error results are in Figure 4.7 shows
that all the points are within the 1 µm target. Furthermore, 90 % of the points are
actually in a 0.5 µm band. The repeatability of 1 µm corresponds to 0.01 % of the
measurement range. An equivalent system supplied by Micro Epsilon Gmbh. [65]
exhibits a linearity of 0.2 % of the measurement range. In other words, the designed
system improves the linearity by a factor 20. Furthermore, Micro Epsilon only
repeats the calibration once to determine the repeatability. If the linearisation curve
measurement is repeated only once, the repeatability is 0.003 % of the measurement
range .
Since it takes more than an hour to record the 10 traces, it is difficult to
maintain all the measurement conditions constant for such a period of time;
especially the temperature. A 0.5◦C temperature drift has been measured within
the measurement cycle which has increased the repeatability error by around 0.5
µm due to the thermal drift coefficient of 0.9747 µm/◦C measured in Section 4.3.1.
The temperature drift could also explain the “W” shape of the repeatability error
shown Figure 4.7.
The last specification to be measured is the spot size on the target. The spot size
is defined in the ISO 25179-602:2010 as the “maximum lateral size of the projected
image of the source pinhole” [87]. However, this value is not practically measurable
as it depends on SNR of the detector. The spot size Wspot as is defined as the
FWHM of the irradiance projected onto the surface. Furthermore, in the ISO 25179-
602:2010, the spot size Wspot is assessed through the lateral resolution by measuring a
calibrated step [87]. However, such a method relies on the measurement uncertainty
of an artefact. Since the lateral resolution is derived from the spot size Wspot, the
spot size is assessed directly rather than through the lateral resolution.
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(a) Integrated spectral irradiance measured along the edge of a cleaved silicon wafer. The x
positions are measured using a laser encoder with a resolution of 10 nm. The experimental
data, cross mark, are fitted with a 5th order polynomial function.
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(b) Gradient of the integrated spectral irradiance measured in a). The measured spot size
is 31.28 µm against 35 µm theoretically estimated in Section 3.3.3
Figure 4.8: Experimental measurement of the chromatic confocal spot irradiance
distribution. The correlation between the theory and the experiment is satisfactory
as the results are repeatable within less than 1 % of the FWHM.
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Figure 4.9: Schematic of the experimental set-up to measure the spot size Wspot
The spot size is calculated based on the one dimensional measurement of a
cleaved silicon wafer acting as a perfect edge as shown in Figure 4.9. The concept
is to measure the integrated signal intensity through the edge. The measured
integrated spectral irradiance Iint(x) is the convolution of the edge with the spot
irradiance distribution Wspot(x, y, λ) on one axis and can be expressed as following
Iint(x) ∝
∫ ∫
H(x)∗Wspot(x, y, λ) dy dλ, (4.6)
where H(x) is the Heaviside function [22] and ∗ represent a convolution.
Because the gradient of a Heaviside function is a Dirac function [22], the spot
irradiance distribution along the same axis as the Heaviside function can be accessed
by calculating the gradient of the measured signal intensity distribution Iint(x) as
expressed in the following equation
Wspot(x) =
δIint(x)
δx
. (4.7)
If the spot is circular symmetric, the minimum FWHM will be measured when
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the misalignment angle θ, described in Figure 4.9, is null. In addition, if the spot
irradiance distribution is Gaussian, the FWHM function of the angle θ is:
FWHM(θ) =
FWHM(0)
cos(θ)
. (4.8)
The measured spot size of 31.28 µm is close to the theoretically estimated 35
µm in Section 3.3.3. The measured spot size is smaller by several µm due to the
real source pinhole irradiance distribution and the aberrations of optical system.
In Section 3.3.3, the irradiance distribution has been considered uniform within
the 50 µm diameter of the optical fibre core and the PSF of the optical system
a Dirac function. Practically, the irradiance is higher at the center of the fibre
optic core than at the edge, which leads to a reduction of the spot size. However,
the aberrations of the optical system increase the spot size. Both phenomenons
occur simultaneously but the fibre optic core irradiance distribution is predominant.
Therefore, the measured spot size Wspot is smaller than the theoretically estimated
one.
4.2.2 Experimental performances of the high resolution
version of the chromatic confocal microscope
The performance of the high resolution version of the CCM is assessed similarly as
for the low cost version of the CCM.
The measured resolution in Figure 4.6 is better than 10 nm over more than 200
µm of the measurement range. This is 4 times improved compared with the target
50 µm. Due to the asymptotic shape of the linearisation curve shown in Figure
3.44, the resolution function of the position within the range of measurement does
not exhibit a “W” shape as in Figure 4.6. In fact, the impact of the SNR onto the
resolution is compensated by the increasing chromatic dispersion within the range.
Following the same protocol as in the previous section, the measurement range is
measured to be 320 µm.
The repeatability shown in Figure 4.11 is contained within a band of 100 nm.
These results are satisfactory since the measured linearity errors are mostly related
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Figure 4.10: Resolution of the high resolution version of the CCM. The red line
represents the target resolution of 10 nm. The resolution is better than the 10 nm
target over more than 200 µm of the measurement range.
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Figure 4.11: linearity of the High resolution version of the CCM
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to the temperature variation within the measurement cycle. The measured
repeatability is equal to 0.04 % of the measurement range, which is similar to the
equivalent system from Micro Epsilon Gmbh. [65]. Furthermore, Micro Epsilon
only repeats the calibration once to determine the repeatability. If the linearisation
curve measurement is repeated only once, the repeatability is 0.16 % of the
measurement range which is half that for the equivalent CCM optical head from
Micro Epsilon Gmbh. [65].
4.3 Measurement environment impact on the
measurement
The environment impact on the measurement can harm the performances of the
system. The project aim is to build an industrial system suitable for use in various
atmospheric condition and materials.
The low cost version of the CCM is designed to be used in a manufacturing
environment on surfaces of various roughness and reflectivity. The low cost version
of the CMM must have a temperature sensitivity below 1 µm/◦C, a linearity error
of less than 10 µm for samples with a roughness coefficient Rq [132] of 0.8 µm, and
a linearity error of less than 10 µm for copper and brass samples.
The high resolution version of the CCM is designed to be used within the
controlled environment of the SPDT machine on surfaces of various reflectivity
with a specular reflection. The sensor is calibrated on the part to be measured.
Hence, the surface reflectivity impact on the measurement is automatically
compensated by the calibration. The temperature variation is not an issue for this
application because the measurement cycle is less than a minute and the sensor is
calibrated regularly. Moreover, since the measurement drift introduced by the
temperature variation is mostly linear, significant drifts occurring outside the
measurement cycle introduce only an measurement off-set. However, if the SPDT
machine does not have a rotary “B” axis or the measured part has more than five
degrees of freedom, the measured surface slope is not null. Thus, the
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measurements have to be corrected for the linearity error introduced by the slope
of the measured surface
4.3.1 Temperature sensitivity of the measurement
The temperature related linearity error of the measurement has been previously
studied in Section 3.2.3.3 for three optical head configurations. The results shown
in Table 3.9 highlight that the most temperature stable configuration is for two
glass lenses with one surface exhibiting a SDS profile. However, since a mould for
precision glass moulding costs approximately $50,000, this solution has not been
tested experimentally. The thermal measurement stability has been measured for
the full plastic and hybrid glass/plastic designs.
The temperature related linearity error is calculated by measuring a constant
distance while changing the temperature of the measurement environment by a step
of 10 ◦C from 10 to 40 ◦C and then back from 40 to 10 ◦C. The ramp up and down
highlights the hysteresis of the temperature related linearity error. For each step,
the temperature is maintained constant for 30 min to distinguish the transient from
the steady state temperature related linearity error.
Table 4.2: Environment temperature impact on the measurement of the low
cost version of the CCM. The temperature related linearity errors calculated in
Section 3.2.3.3 match the measured ones. The transient coefficient, calculated for a
temperature step of 10 ◦C, is similar for both designs.
Full plastic Hybrid glass/plastic
Calculated linearity error (µm/◦C) 21 0.66
Measured linearity error (µm/◦C) 15 0.97
Transient state coefficient τ for 10 ◦C (s) 324 301
Firstly, no hysteresis linearity error has been observed in the steady state.
Secondly, the calculated temperature related linearity errors match the ones shown
in Table 4.2. The measured temperature related linearity error of the hybrid
glass/plastic design is below the target of 1 µm/◦C as shown in Figure 4.12. The
design choice in Section 3.2.3.3 is validated.
Finally, the transient state coefficient for a step of 10 ◦C is similar for both
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Figure 4.12: Position drift function of the temperature for the low cost version of
the CCM with a full plastic optical system.
designs. The transient state coefficient is lower for the hybrid glass/plastic design
because the plastic thermal conductivity such as PMMA is twice lower than of glass
such as N-BK7 [133, 134]. The transient state coefficient τ is calculated by fitting
the following equation to the linearity error ∆z through time t in the transient state
as shown in Figure 4.13,
∆z = α ∆T e−
t
τ , (4.9)
where α is the linearity error coefficient and ∆T the temperature step.
Since no hysteresis has been observed for the temperature related linearity error,
this error can be actively corrected by calibrating the linearity error function of the
temperature. If it is assumed that the temperture response of the system can be
linear time invariant, Figure 4.13 would indicate that the system is of the first order.
Thus, the transfer function in the Laplace space of the system is
H(s) =
α
τ + 1
. (4.10)
The response of a system described in Equation 4.10 to linear gradient of
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Figure 4.13: Transitional position error of the low cost version of the CCM for a
temperature step of 10 ◦C. Cross mark: experimental data, Line: Exponential decay
fit of the experimental data.
temperature generate a following error expressed as
∆z = α
∂T
∂t
τ. (4.11)
Thus, if the target temperature related linerity error after active temperature
correction is 100 nm, the maximum temperature gradient is 0.019 ◦C/min
4.3.2 Surface roughness sensitivity of the measurement
The roughness of the measured surface is known to influence non-contact distance
measurement sensors such as MWLI [56] or laser triangulation gauge [135]. For the
CCM, the understanding of the impact of the surface roughness on the measurement
is limited [86]. Nevertheless, the roughness profile within the spot size must distort
the chromatic confocal irradiance.
To quantify the linearity error of the low cost version of the CCM introduced by
the surface roughness, samples of various surface roughness are measured laterally
in the x direction as shown in Figure 4.14.
The flat measurement results shown in Figure 4.15 exhibit a linearity error of
more than 40 µm.
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Figure 4.14: Schematic of the set up used to measure the impact of surface roughness
on the CCM linearity.
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Figure 4.15: Lateral measurement of flat sample of various roughness and reflectivity
in the x direction using the low cost version of the CCM.
The linearity error is above the 10 µm target. Therefore, the surface roughness
impact onto the linearity has to be mitigated. The rather encouraging fact is that
the linearity error profile are similar in shape to the brass and steel samples of
0.8 Rq [132]. Even if the surface reflectivity of the samples contributes to the
linearity error, the correlation in shape between the measurements indicates that the
linearity error associated with the surface roughness is deterministic and repeatable.
Therefore, it might be possible to mitigate the linearity error associated with the
surface roughness of the measured surface. One possible approach could be to fit
the measured spectral irradiance with Equation 3.3 or a Gaussian distribution
Further experiments are currently carried out to quantify the improvement using
this method.
4.3.3 Surface reflectivity influence on the measurement
The surface reflectivity impact on the chromatic confocal measurement is known to
influence the linearity of the CCM [86]. However, the origin of the linearity error
122
Chapter 4: Performance evaluation and error correction of the chromatic confocal
system
Table 4.3: Computed linearity error introduced by a surface with roughness profile
following a Gaussian distribution using various peak finding methods
Peak finding method Gaussian Surface Sinus Surface
(0.3 µm Rq) (0.3 µm Rq)
CCM Theoretical 70 17
irradiance fitting (µm)
Gaussian distribution 46 2
fitting (µm)
Blai-Rioux peak detector 262 55
is not described in the literature. The measured CCM spectral irradiance IMeas(λ)
can be expressed as
IMeas(λ) = ISource(λ)ICoupler(λ)
2ISpectrometer(λ)IHead(λ)
2ISample(λ)ICCM(λ), (4.12)
where ISource(λ) is the light source spectral irradiance, ISpectrometer(λ) the
spectrometer spectral efficiency, ICoupler(λ) the light circulator spectral efficiency,
IHead(λ) the optical spectral efficiency of the head, ISample(λ) the spectral
reflectance of the measured sampled, and ICCM(λ) the CCM spectral irradiance
described in Equation 3.3.
In Equation 4.12, IHead(λ) and ICoupler(λ) are squared because of the double pass
of the light through the optical head and the fibre coupler. Therefore the chromatic
confocal peak spectral irradiance ICCM(λ) is distorted in Equation 4.12.
Apart from the spectral irradiance of the surface ISample(λ), the distortions are
corrected by the linearisation of the chromatic confocal probe. Thus, for each sample
with a different spectral reflectivity than the one used during the calibration, the
linearity error is increased. The linearity error introduced by the spectral reflectivity
is related to the gradient of the spectral reflectivity of the surface as shown in Figure
4.16.
Figure 4.17 shows the linearity error introduced by the spectral reflectance of
a copper sample. The form of the linearity error in Figure 4.17 is similar to the
computed one in Figure 4.16b.
The linearity error introduced by the spectral reflectivity of the copper sample
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Figure 4.16: Blue : Linearity error, Green : Reflectivity gradient of the sample.
The linearity error introduced by the spectral reflectivity of the measured sample is
related to the the gradient of the spectral reflectance. Thus, a material with a high
reflectivity throughout the full visible domain such as aluminium exhibits a linearity
error more than an order of magnitude lower than for a copper sample
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Figure 4.17: linearity error introduced by the surface reflectivity of a copper sample
on the low cost version.
is more than 10 µm Peak To Peak (P2P). Therefore, to achieve the target of 10 µm,
the linearity error must be mitigated.
The spectral efficiency of ISource(λ), ICoupler(λ), ISpectrometer(λ), and IHead(λ)
can easily be measured during the calibration of the optical head by recording the
maximum spectral irradiance through the measurement range. The spectral
reflectance of the sample used during the calibration cannot be de-coupled from
the system spectral efficiency. However, samples, such as aluminium or nickel,
exhibit a non-significant reflectivity variation through the visible domain, as shown
in Figure 4.16a. Therefore, by using the handbook value of the spectral reflectivity
of material such as copper[134], the distortion introduced by the spectral
reflectivity of the sample can be corrected. For alloys such as brass, the spectral
reflectivity is unknown. By comparing the spectral irradiance efficiency of the
system with the one performed on a Nickel or Aluminium sample, the spectral
reflectivity Ireflectivity of any material can be measured.
Attempts have been made to apply such a correction without significant success.
The power supply of the light source or the reference voltage of the CCD analogue to
digital converter is not stable enough; which leads to significant spectral irradiance
variation through time. Further investigations are currently being carried out to
125
Chapter 4: Performance evaluation and error correction of the chromatic confocal
system
improve the signal irradiance stability over time.
4.3.4 Surface slope sensitivity of the measurement
The measurement of the CCM is known to be surface slope dependant [86]. However,
the source of the slope related linearity error is unknown.
To illustrate the linearity error introduced by the surface slope, Figure 4.18 shows
the computed spectral irradiance for a surface slope of 0◦ and 20◦ for the optical
head of the high resolution version of the CCM. The peak FWHM is enlarged by 85
% and the peak position is red shifted by 2.5 %.
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Figure 4.18: Computed spectral irradiance of the high resolution version of the CCM
based computing using ray tracing for surface slope 0◦ and 20◦. The peak response
is enlarged and red shifted respectively by 85 % and 2.5 %
Among others, the possible source of surface slope related error are
• The optical magnification
• The pinhole size
• Optical aberration
• The PSF
Firstly, numerical computation indicates that the PSF distortion induced by the
surface slope is not a significant source of surface slope related linearity error.
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Secondly, ray tracing computation of an equivalent paraxial optical design to the
high resolution version of the CCM exhibits no significant slope related error.
Thus, the surface slope related linearity errors are, in a first order, only related
to optical aberration arising from the optical design, the optical element alignment
error, and the form errors of the lenses. Considering the source pinhole size of
only a few tens of µm, only aberrations occurring on the optical axis are relevant.
In consequence, the relevant geometric aberrations are astigmatism and spherical
[103]. Spherical aberration introduces a degeneration of the PSF in a rotationally
symmetric fashion around the optical axis. Thus, the slope related linearity errors
have two degrees of freedom; the measured position and the local surface slope. On
the contrary, astigmatism is by nature non-rotationally symmetric. Consequently,
an addition degree of freedom is added to slope related error. This addition degree
of freedom can be corrected for 2D measurement. However, in 3D measurement
assessing the local surface slope in the x and y direction is not practical. Therefore,
the astigmatism of the optical system must be corrected to a minimum in to order
to improve the correction of the slope related linearity error.
Because the source of the surface slope related errors are non-deterministic,
each optical head has to be calibrated for those errors. The calibration involves the
measurement of linearity errors at various surface slope within the range of
measurement. Then, for each measurement, the height zMeas and the local slope θS
of the surface is measured. Function of the measured surface height zMeas and
slope θS, the measurement is corrected using the calibration function of the head
δSlope(zMeas, θ). The corrected measurement can be expressed as
zCorr = zMeas − δSlope(zMeas, θS) (4.13)
The local surface slope θS can be assessed by two means; using the theoretical
surface profile partial derivative with the radial coordinate of the object, or using the
FWHM of the chromatic confocal peak. The former method assumes that the part
is known and that the form error of the part is unimportant compares to the actual
part form. The latter requires the FWHM function of the surface to be calibrated.
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It has been demonstrated experimentally that the FWHM of the CCM peak shows
a sufficient correlation with the local surface slope to achieve an uncertainty of 0.1◦.
Both methods are relevant but for simplicity reasons, the following work uses the
theoretical partial derivative of the measured part to assess the local surface slope
Considering the measurement range of only 250 µm, such a calibration can only
be performed on a high precision CMM such as a SPDT machine. No precision
CMM has been available within the length of this project, therefore the surface
slope related linearity error calibration is investigated using an equivalent optical
design with a range of measurement of 600 µm.
The experimental set-up used to evaluate the slope related linearity error is
presented in Figure 4.19. The aim of the set-up is to measurement the profile of
cone of various angle. The cones have been manufacture using SPDT machining to
exhibit an optical grade surface finish and a low form error. Five cone of 5◦, 10◦,
15◦, 20◦, and 25◦ are used for the calibration. A ”flat” is manufactured on top of
the cone, orthogonal to the rotation axis, to provide a measurement reference
Figure 4.19: Experimental set-up used for the evaluation of the surface slope related
linearity error. (1) Cone standard, (2) Chromatic confocal optical head, (3) reference
mirror, (4) Laser encoder, (5) Measurement arm, (6) Optical mount. The rotating
table allows the alignment of the optical axis of the optical head to be collinear to
the rotation axis of the rotating table. The lateral position of the optical head is
then translated to record the profile of the cone. The lateral position is measured
using a laser encoder.
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The rotating table used in Figure 4.19 is a high precision air spindle with an
eccentricity error of only a few tens of nanometre. The rotating table is used as
reference to align the rotation axis of the cone with the optical axis of the optical
head to less than 500 nm eccentricity and 0.02◦. The cone profiles are measured
through the full measurement range and compared with reference measurements of
the cone artefacts acquired using the PGI Dimension [2]. The difference between the
two measurements for each cone artefact provides us with the slope related linearity
error from 0 to 25◦ throughout the full measurement range of the optical head as
shown in Figure 4.20.
Figure 4.20: Slope related linearity error for a 600 µm measurement range CCM
optical head from 0◦ to 25 ◦ through the measurement range.
Figure 4.20 highlights that the slope related linearity error correspond to
approximately 4% of the measurement range.
In order to evaluate the capability of the calibration, a calibrated tungsten
carbide ball of 12.4859 mm radius is measurement using the same set-up used
during the calibration.
Without surface slope calibration, the residual error shown in Figure 4.21
correlates with the surface slope related linearity error measured in Figure 4.20.
This exhibits a best fit radius error of 264 µm.
Using the calibration data of the surface slope related linearity error shown in
Figure 4.20 the measurement is corrected and the residual form error is as shown in
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Figure 4.21: Nominal residual error of the measurement of a calibration ball of
radius 12.4859 mm with a 600 µm measurement range chromatic confocal gauge.
Deviation of more than 10 µm from the spherical profile are observed. The best fit
radius is 12.7495 mm which correspond to a radius fitting error of 264 µm.
−20 −15 −10 −5 0 5 10 15 20
−4
−2
0
2
4
6
8
10
12
14
α (deg)
δz
 (µ
m
)
Figure 4.22: Nominal residual error of the measurement of a calibration ball of
radius 12.4859 mm with a 600 µm measurement range chromatic confocal gauge
with surface slope correction. Deviations of more than 10 µm from the spherical
profile are observed. The best fit radius is 12.7495 mm which corresponds to a radius
fitting error of 39 µm.
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Figure 4.22. The P2P residual error of both measurement, with and without surface
slope calibration, are comparable. Nevertheless the best fit radius is improved to
reach an radius error of 39 µm. This fitting error can be improved further to reach
only 5 µm by applying a spline filter of cut-off 0.2 mm to the measured data.
These results indicates that the method significantly corrects for the surface slope
related error. In fact, even if the P2P residual error is not improved, the best fit
radius improvement by a factor 50 indicates that the form errors associated with
the surface slope related linearity error are corrected. The uncertainty of the surface
slope calibration is responsible for the non-improvement of the P2P residual error.
However, because this uncertainty is random, the best fit radius is not affected.
4.4 Discussion
This chapter demonstrated the experimental behaviour of the previously designed
CCM. The superiority of the novel spectral irradiance model against the previously
used model has been demonstrated. As a matter of fact, the novel model improves
the prediction of the peak FWHM by a factor 5. In addition, the measurement
standard deviation model demonstrates the capability to predict the resolution
within an order of magnitude. Such a feature provides the full Ametek UPT, a
distinct strategic advantage in the development of CCM. Further work could also
develop the measurement standard deviation model to be based not on peak
FWHM but on optical parameters of the optical head. Furthermore, using the
measurement standard deviation model and experimental results, it is proven that,
to optimise the measurement resolution, the measured peak spectral irradiance
must be maximized.
The low cost version of the CCM features a resolution better than 100 nm over
5.7 mm of the measurement range with a linearity error below 0.01 % of the
measurement range. This performance surpasses any equivalent CCM. A method
is also proposed and applied to measure the spot size of the optical head onto the
measured surface. The measured spot size FWHM correlates with the computed
one in Chapter 3. The method uses a cleaved silicon wafer to measure the lateral
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step response of the system. The proposed method reduces the measurement
uncertainty by not relying on a calibrated artefact. Moreover, the thermal drift
coefficient is measured and satisfies the target of less 1µm/◦C. Furthermore,
because no hysteresis is observed, an active temperature compensation of the
measurement, based on calibration, can be applied. This temperature
compensation could potentially reduce the linearity error induced by the
temperature variation by an order of magnitude. A temperature correction would
require a more precise evaluation of the temperature drift coefficient of the
measurement. Currently, the measurement is based on the assumption that the
distance between the optical head and the target surface is fixed. However,
because of the thermal expansion of the fixture, this distance varies with the
temperature. The expansion of the fixture could be corrected by using a laser
interferometer measuring the common mode error of the fixture. Finally, the
impact of the surface roughness and reflectivity onto the linearity error is
evaluated but results indicate that the target performance is not achieved. Further
work is required to mitigate this errors. Computation indicates that a
measurement of the peak spectral irradiance position based on curve fitting would
mitigate both errors. Regarding the reflectivity some hardware improvement is
necessary to improve the calibration of the surface reflectivity linearity error.
The high resolution version of the CMM exhibits a resolution better than 10
nm over a measurement range of more than 200 µm with a linearity error of less
than 0.02 % of the measurement range. Furthermore, the origin of the slope related
linearity error is studied and a method to correct them is presented. This method
improves the best fit radius on a calibration ball of 12.4952 mm radius by a factor 50
but does not improve the P2P residual form error. However, this method has yet to
be implement to the high resolution version of the CCM. To both apply and reduce
the uncertainty of the the surface slope calibration, the high resolution version of the
CCM must be implemented into a high precision CMM. In fact, the high resolution
version of the CCM is currently being implemented into a SPDT and measurements
are anticipated within the next months.
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5.1 Discussion
This work embodied in this thesis has focused on the design, development, and
evaluation of a state of the art CCM. Using a generic yet flexible design method, a
high resolution and low cost version of the CCM have been developed and tested
within their respective measurement environments.
The former outperforms every aspect of comparable commercial systems. Thanks
to the novel SDS approach, the system exhibits a longer working distance than
optical heads with similar measurement ranges. Moreover, because the optical head
uses only two off-the-shelf lenses and one mass produceable plastic SDS, the cost
involved in the manufacture of the system is considerably lower than other CCMs.
Furthermore, the measurement standard deviation model coupled with the spectral
irradiance model allows a rapid product design cycle; this has enables Solartron
Ltd. to rapidly develop a large catalogue of optical heads. To sum up, the presently
designed low cost version of the CCM gives Solartron Ltd., both a cost leadership
and differentiation strategic advantage.
The high resolution version of the CCM provides Precitec Inc. with a unique
in-line metrology capability. Once more, thanks to the tunable chromatic
dispersion of the SDS lens, the optical head of the high resolution version of the
CCM exhibits the highest ever achieved CCM resolution with a working distance
of more than 12 mm with. The achieved resolution is better than 10 nm at 200 Hz.
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Previous to this system, the highest ever achieved resolution was better than 10
nm at 2 Hz. Thus high resolution version for the CCM is better by two orders of
magnitude compared with the previous technology leader. Furthermore, by using
the measurement standard deviation model, the chromatic dispersion of the optical
head is designed to be minimum in order to increase the sensitivity of the
measurement to improve the measurement resolution. This system provides
Precitec Inc. a strong differentiation strategic advantage.
5.1.1 Design of state of the art chromatic confocal systems
Chapter 3 presents in the first instance a general CCM system design based on
analytical models. These models allow the optimisation of the basic parameters of
the CCM. Coupled with a literature review on the currently available technologies
for the sub-systems of the CCM, a low cost and high resolution version of the CCM
have been designed in a deterministic fashion.
Both systems exhibit superior performance to comparable “state of the art”
CCMs. The former is a compact and low cost-orientated design. Despite the low
cost of this system, the challenging target performances required the use of an
SDS lens. SDS lenses allow the design of high chromatic dispersion and irradiance
efficiency to be mass produced inexpensively using injection molding. This system
is currently going through its pre-production phase and is expected to be sold by
the end of 2015.
The high resolution version is designed to exhibit a resolution better than 10 nm
over a measurement range of at least 50 µm. This optical head exhibits the highest
resolution for commercially available systems. Furthermore, commercially available
optical heads with comparable measurement ranges exhibit a working distance of
half the value. This performance can only be achieved by using SDS lenses to tailor
the chromatic dispersion of the optical head.
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5.1.2 Evaluation and linearity improvements of non-contact
distance measurement gauge
Chapter 4 is focused on the evaluation and linearity improvement of the both systems
designed in Chapter 3. In the first instance, the standard deviation and spectral
irradiance models are validated experientially using the low cost version of the CCM.
The correlation the between predicted and measured values is satisfactory. The
gained confidence in the model is crucial for future work. Indeed, Taylor Hobson
Ltd. can now use the models to reduce its design cycles and time-to-market for such
CCM products.
Chapter 4 also compares the performance of the low cost and high resolution
versions of the CCM against the target values set in Chapter 3. All the target
performances are matched for both systems. Furthermore, a method for evaluating
the spot size using a cleaved silicon wafer is developed. This method improves
the precision of the measurement by providing a 2 or 3 dimensional representation
of the irradiance distribution on the surface. Furthermore, this method does not
rely on the calibration of a standard. Therefore the uncertainty of the spot size
measurement is reduced.
Finally Chapter 4 evaluates the behaviour of both systems in their respective
measurement environments. The investigated factors for the low cost version of the
CCM are the measurement environment temperature variations as well as the surface
spectral reflectivity and roughness. The temperature sensitivity of the measurement
is acceptable and matches the target performances. However, the impact of the
surface spectral reflectivity and roughness exceeds the target. In both cases, the
sources of the linearity errors are investigated and protocols to mitigate this errors
proposed.
Due to the measurement protocol used with the high resolution version of the
CCM, only the surface slope related linearity errors are relevant. The sources of
the slope related errors are investigated and the origin of such errors highlighted
for the first time. Because the slope related linearity error is related to the form
and alignment error of the optical elements of the optical head, every optical head
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must be calibrated for the slope related error. A protocol is proposed and applied
to calibrate the slope related error.
5.2 Future prospects
Although this thesis attempts to be as complete as possible, several areas of the
work completed in this thesis can be investigated even further.
5.2.1 Measurement standard deviation model
The novel measurement standard deviation model offers a unique design tool to
reduced the time to market for a CCM system. Despite the novel capability to
predict the measurement uncertainty, Chapter 4 highlighted the limited confidence
in the model; for instance, the model is based on the detection of a Gaussian peak
using a Blais-Rioux peak detector.
The peak is known to not follow a Gaussian distribution but a profile expressed
in Equation 3.3. Furthermore, Chapter 4 highlights the linearity issues related to
the use of a peak detector. Using Equation 3.3, the maximum position of the peak
can be determined using a curve fitting method. Such a method has not been
applied for computation time reasons. However, modern multi-core computers and
Digital Signal Processors (DSPs) can now carry out the required computation at a
sampling rate exceeding 30 kHz. In sum, using a similar method as in Section 3.1 yet
using a curve fitting, a measurement standard deviation model expressed in optical
parameters rather than peak FWHM could be developed. Moreover, the standard
deviation of the line sensor reading is assumed to follow a Gaussian distribution.
One could use the measured reading standard deviation of the line sensor in order
to develop an even more precise, although less flexible, CCM measurement standard
deviation model.
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5.2.2 NIR non-contact distance measurement gauge
For strategic reasons, this thesis partially fulfilled the goal of providing Taylor
Hobson Ltd. with the most precise non-contact distance measurement sensor. In
fact, during the period of this work, Taylor Hobson Ltd. acquired Luphos Gmbh.
and with it the Multi-Wavelength Light Interferometer (MWLI) technology.
Therefore, the strategic need for the most precise non-contact distance
measurement sensor has been mitigated. Nevertheless, the MWLI suffers from
limitations in sampling rate and NA. Using the current architecture developed in
Section 3.4, the measurement resolution is limited by the total spectral irradiance
coupled into the optical fibre and the reading noise of the line sensor. In order to
be a viable substitute to the MWLI, the CCM must reach a sampling rate
exceeding 2 kHz and a measurement resolution better than 5 nm.
As suggested by Equation 3.13, the measurement uncertainty can only be reduced
further by reducing the normalised line sensor reading standard deviation. In order
to maintain the resolution at 5 nm at a sampling rate of more than 2 kHz the spectral
irradiance must be significantly increased.
In order to reach the required sampling rate of more than 2 kHz with a high DNR
line sensor, the only suitable light source is a SLED such as the SLD-34-HP with a
wavelength band from 810 nm to 880 nm [136]. Using such an SLED, the spectral
range is 30 nm. With this spectral range, an optical head with a measurement
range of 100 µm, a working distance of 12 mm, NA of 0.8, and a magnification
of 0.1 as been designed. Hence, using Equation 3.4, the chromatic confocal peak
FWHM is 1 µm. Because SLEDs uses a mono-mode optical fibre and the system
magnification is 0.1, the image of the pinhole on the surface is the diffraction limit
of the system. Since the SLD-34-HP operates in the NIR domain, the SDS lens can
be machined directly on ZnSe. Because no plastic part are used, the thermal drift
of the measurement should be similar to 0.056 µm/K shown in Table 3.9 for the
full glass design.
To reduce the normalised line sensor reading standard deviation, the DNR of
the line sensor must be enhanced. This suggest the use of CMOS line sensors. The
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proposed sensor is the Dr-2k-500 [84] from Awaiba Gmbh. The full well capacity
is 46,000 electrons and the temporal noise is 22 electrons which is equivalent to
a normalised line sensor reading noise of 5.10−4. If 2,000 pixels of the Dr-2k-500
cover the 100 µm measurement range, the FWHM of 1 µm is equivalent to 20 pixels.
Therefore, using Equation 3.12, the measurement standard deviation is 2.10−3 pixels,
which is equivalent to a resolution of 0.3 nm. The maximum sampling rate is
estimated to be 168 kHz for a perfect mirror and 5 kHz for glass. Such a high
resolution is likely to be deteriorated due to temporal effects such as vibration.
Nevertheless, thanks to the fact that the CCM does not have any moving parts,
vibration related errors are minimum.
5.2.3 Implementation in surface and roundness
measurement instruments
The next action for Taylor Hobson Ltd. is to implement the high resolution version
of the CCM into a roundness and surface measurement instrument.
In fact, even though Taylor Hobson Ltd. recently acquired the MWLI technology,
the CCM offers advantages such as cost and NA. The MWLI requires an additional
rotary axis to maintain the optical axis of the probe normal to the surface which
limits the measurement of rotationally symmetric parts when measuring a spiral
scan or cylindrical in raster scan. Therefore, the CCM offers a simpler approach to
the measurement of more complex parts such as free-forms, albeit with the caveat
that such simplicity is at the cost of surface slope introduced errors. Clearly the
envelope of such CCM applicability needs to be explored. However, as discussed in
5.2.2 and as exemplified by Taylor Hobson Ltd. CCI, there are strong arguments
to suggest that the propose NIR, high NA version would very substantially address
there caveats.
As a final comment, the CCM designed in the previous section can potentially
improve both the sampling frequency and resolution compared to the MWLI
technology.
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5.2.4 Reduction of the surface slope calibration time
The time required to carry the calibration of a high precision surface metrology
instrument is crucial. In fact, measurement cycle time is one of nowadays highest
concern for costumers. Because the high resolution version of the CCM has to be
calibrated as a function of the position within the range of measurement and the
surface local slope, the calibration protocol using a calibrated sphere required 10
traces to be measured. The measurement of 10 traces is extremely time consuming.
SPDT uses a high precision rotatory axis to machine work-pieces. If the rotary
axis is used during a measurement an addition degree of freedom is added and the
surface is measured in 3 dimensions following a spiral trace. This additional degree
of freedom can be used to simultaneously calibrate an optical head along the z and φ
axis, respectively the position within the range of measurement and the local surface
slope. However, a spherical artefact lacks the degree of freedom to enable calibration
along the z and φ axis. Instead, a cylinder, tilted by an angle α around the x axis,
is proposed. The measured height in Cartesian coordinates can be expressed as
z(x, y) =
x2
R
(
1 +
√
1− x2
R2
) + y tanα. (5.1)
The normal vector to the surface N(x, y) can be expressed as
N(x, y) =

zx(x, y)
zy(x, y)√
1− zx(x, y)2 − zy(x, y)2
 , (5.2)
where zx(x, y) = ∂z/∂x and zy(x, y) = ∂z/∂x are partial derivatives.
Hence, the local surface slope is expressed as
φ(x, y) = arccos
√
1− zx(x, y)2 − zy(x, y)2. (5.3)
Hence, by combining Equation 5.1 and 5.3 the calibration region ACal is defined
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as
ACal(φ, z) =
 φ(r, θ)z(r, θ) + ∆z for r ∈ {0, CR} and θ ∈ {0, 2pi} . (5.4)
where CR is the maximum radius of the measurement spiral. Equation 5.4 has
been converted to cylindrical coordinate system to suit the measurement of the
artefact using a spiral trace.
Such an artefact permits a calibration region in the (z, φ) plane to be covered
at an arbitrary high density. Thus, the need for extrapolation between the original
measurement lines is substantially reduced. Figure 5.1, shown the calibration region
ACal for the low cost version of the CCM. Using a cylinder of radius 10 mm, tilted by
2.35◦, only three measurements are necessary to cover the full measurement range
from 2.35◦ to 30◦.
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Figure 5.1: three calibrations region described in Equation 5.4 for R = 10 mm, α =
2.35◦, ∆z = {0, 0.6, 1.2} mm.
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However, this method does not permit the surface slope related error below the
tilt angle α of the cylinder to be measured. However, the sensitivity of the surface
slope related linearity error is minimum for small angles. Therefore, the slope related
linearity error can be extrapolated for surface slopes below the cylinder tilt angle α.
Figure 5.2: Graphical representation of the cylindrical artefact used for the
calibration of a CCM head in the (z, φ) plane. The cylinder is mounted on an
fixture to introduce the required tilt angle α.
The cylindrical artefact can be machined from a tungsten carbide rod with an
electroless nickel plating using an SPDT machine. The machined rod can then be
tilted to the required angle using a fixture as shown in Figure 5.2. The cylinder
radius can be calibrated using a white light interferometer.
5.2.5 Research in high precision dimensional metrology
Currently two technologies are growing rapidly in the field of high precision
dimensional metrology; the MWLI and the NVTM presented in Section 2.1. The
MWLI and NVTM reduce the measurement cycle time while the data density is
increased. Both technologies rely on high precision positioning control technology.
In fact, high precision manufacturing being a fast growing market, those systems
grow in synergy with high precision positioning control technologies.
Because the TRL of the MWLI is high, this technology currently goes through
a phase of market expansion. Recently acquired by Taylor Hobson Ltd., the
application domain has recently been expended from radially symmetric lenses,
measured using a spiral profile [137], to cylindrical lenses, measured using a raster
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scan profile [138]. Both spiral and raster scans can only measure parts with five
degrees of freedom. Hence, the remaining application domain to develop is that of
free-form parts with six degrees of freedom.
The interest in the NVTM is growing and various institutions, such as Rochester
University [139], are working on this method. While yet restricted to parts with low
surface gradient, the NVTM can measure free-form surfaces. However, the practical
industrial implementation of the NVTM is still marginal.
While high precision non-contact dimensional measurement system fill a market
niche for high end product, a market gap is left for mid-precision non-contact
dimensional metrology, with a measurement repeatability below 1µm. In terms of
contact measurement system, the current market leader that addresses both these
high and medium precision regimes is Form Talysurf PGI [140]. However,
non-contact instruments could potentially reduce further the measurement cycle
time and damage on the surface while maintaining the measurement repeatability.
5.3 Conclusion
Two CCM systems have been developed and evaluated; a low cost and high
resolution version. Both systems exhibit state of the art performance. The low
cost and high resolution version of the CCM were designed using novel theoretical
models of the CCM. Those models improve the performance of the systems and
reduce the number of required design cycles. Furthermore, using SDS lens, the
application domain of the CCM has been increased. The low cost and high
resolution version of the CCM have been fully evaluated. The linearity of the
systems is improved by an order of magnitude compare to equivalent commercially
available designs. However, further research is necessary to improve the
measurement of tilted and rough surfaces. Both systems are currently in
pre-production phase.
Further research opportunities are presented in this chapter. Those future
prospect emphasise the necessity to reduce the measurement cycle time of a part
and to increase the data density.
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