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Abstract
Digital Surface Model generation from satellite imagery
is a difficult task that has been largely overlooked by the
deep learning community. Stereo reconstruction techniques
developed for terrestrial systems including self driving cars
do not translate well to satellite imagery where image pairs
vary considerably. In this work we present neural network
tailored for Digital Surface Model generation, a ground
truthing and training scheme which maximizes available
hardware, and we present a comparison to existing meth-
ods. The resulting models are smooth, preserve boundaries,
and enable further processing. This represents one of the
first attempts at leveraging deep learning in this domain.
1. Introduction
A Digital Surface Model (DSM) is a 3D representation
of the surface of a region of terrain. In this work we will
focus on modelling the surface of Earth, however DSM’s
may be generated for other planets or astronomical bod-
ies such as asteroids. Digital Surface Models model the
height of man made structures and foliage, unlike Digi-
tal Terrain Models(DTM’s) which represent the height of
the bare geologic surface without these structures. DSMs
are widely used for resource exploitation, architectural and
civil engineering, and a variety of Geospatial Information
tasks [3]. DSMs and DTMs also enable a range of current
and developing research topics. These include applications
in change detection[8, 12, 18, 19], crop measurements[5],
weather analysis[6], and scene understanding such as map-
ping dense historical cities[11].
DSMs and DTMs can be produced by utilizing stereo
reconstruction techniques on sets of satellite image pairs
of a scene. For stereo matching commercial products of-
(a) October 18 2014 (b) December 21 2015
Figure 1: Two satellite images of the same location
showing a difference in viewing angle and scene lighting.
ten use a patch-based matching cost in addition to varia-
tions of semi-global block matching (SGM). A recent study
compared two commercial products, OrthoEngine and RPC
Stereo Processor (RSP)[1]. This work found RSP’s mod-
ified hierarchical SGM method to be superior to Ortho-
Engine’s hierarchical subpixel mean normalized cross cor-
relation method. For a comparison of multi-view recon-
struction using satellite images we refer the reader to [14]
Satellites typically do not take wide baseline synchro-
nized stereo imagery due to a number of physical and prac-
tical constraints. As a result, image pairs are captured by
different satellites (or multiple passes of the same satellite)
at different times. Additionally if arbitrary views can be
used more images are available. This drastically compli-
cates matching image points because illumination, environ-
mental, and even large scale scene changes can occur. Dif-
ferences in time of day and season change solar illumina-
tion angle and intensity. Cloud cover, snow, fog and recent
rainfall can all affect image quality. Vegetation also under-
goes seasonal change, and over the course of multiple years
structures may be constructed, painted, or destroyed, chang-
ing the overall scene geometry and disrupting matching.
While terrestrial stereo systems utilize a pinhole camera
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model and a defined world coordinate system, typically con-
sisting of around 16 parameters. Satellite image projection
is modeled using the Rational Polynomial Camera (RPC)
model. RPC consist of 80 polynoimial and 10 scale and
offset coefficients defining the projection of points at spe-
cific latitude, longitude, and elevation to image coordinates.
Commercially available satellite images ship with RPC pa-
rameters, however better stereo reconstruction results can
be achieved by further geocorrection [15].
Recent works utilize neural networks to regress disparity
from rectified stereo images. These methods formulate the
problem of disparity calculation as a data-driven, end-to-
end differential problem. Most of these methods are com-
prised of 4 main stages: Unary feature extraction, cost vol-
ume aggregation, regularization and smoothing, and finally
the disparity regression itself. On the KITTI Stereo Bench-
mark, a street-view dataset to support autonomous driving,
methods utilizing neural networks of this form occupy many
of the top spots in all of the metrics.
Traditionally, block-matching cost metrics such as SAD,
census, and gradients are used to obtain correspondences
for disparity calculation. For an in-depth summary of such
methods, see [2]. Currently, the state-of-the-art for stereo
image matching involves utilization of deep convolutional
neural networks. End-to-end deep learning through training
on large color image datasets was performed in Zagoruyko
et al. [21]. Dense stereo matching with deep neural net-
works was also performed in Luo et al. [10]. At the time
of writing, PSMNet was ranked second on the KITTI 2015
leaderboards by leveraging end-to-end learning and spatial
pyramid pooling to increase the network’s perceptive field
[4].
In this work, we utilize disparity-generating neural net-
works to solve the challenging problem of constructing
DSMs from satellite imagery. Our contributions are as fol-
lows:
1. Adapting Deep Neural Networks for disparity calcula-
tion on a new image domain (satellite imagery)
2. A method for generating ground truth disparity for
satellite image pairs
3. A training scheme for combining satellite imagery and
traditional stereo datasets
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Figure 2: A pictorial representation of the network
architecture. In one configuration, ResNet-like branches
share weights, and are each aggregated into a larger
context with a Spatial Pyramid Pooling stage.
3. Network Architecture
In this work, we present a deep neural network architec-
ture for disparity regression from pairs of rectified images.
This network has been adapted to the domain of satellite
images. It builds upon Pyramid Stereo Matching (PSMNet)
architecture [4], which was a top performing method on the
Layer Name
Layer Description
(conv shape, num filters, stride)
Layer Output Dimensions
(H x W x C)
1 Input H x W x 1C
2 FeX InitialA 3x3, 32, stride=2 12H x
1
2W x 32C
3 FeX InitialB 3x3, 32 12H x
1
2W x 32C
4 FeX InitialC 3x3, 32 12 x
1
2W x 32C
5 FeX BlockStack0 [3x3, 32] x 6 12H x
1
2W x 32C
6 FeX BlockStack1 [3x3, 64] x 32 14H x
1
4W x 64C
7 FeX BlockStack2 [3x3, 128] x 6 14H x
1
4W x 128C
8 FeX BlockStack3 [3x3, 128] x 6, dilation = 2 14H x
1
4W x 128C
9 FeX SPP0
64x64 average pooling
3x3, 32
Linear/Cubic Upsampling
1
4H x
1
4W x 32C
10 FeX SPP1
32x32 average pooling
3x3, 32
Linear/Cubic Upsampling
1
4H x
1
4W x 32C
11 FeX SPP2
32x32 average pooling
3x3, 32
Linear/Cubic Upsampling
1
4H x
1
4W x 32C
12 FeX SPP3
32x32 average pooling
3x3, 32
Linear/Cubic Upsampling
1
4H x
1
4W x 32C
13 FeX Concat
[FeX BlockStack1,
FeX BlockStack3,
FeX SPP0, FeX SPP1,
FeX SPP2, FeX SPP3]
1
4H x
1
4W x 32C
14 FeX LastConvA 3x3, 128 14H x
1
4W x 32C
15 FeX LastConvB 1x1, 32 14H x
1
4W x 32C
16 CostVolume Concatenate disparity levels 14D x
1
4H x
1
4W x 32C
17 PreHourglassBlock [3x3, 32] x 4 14D x
1
4H x
1
4W x 32C
18 Hourglass0 ConvA 3x3, 64, stride=2 18D x
1
8H x
1
8W x 64C
19 Hourglass0 ConvB 3x3, 64 18D x
1
8H x
1
8W x 32C
20 Hourglass0 ConvC 3x3, 64, stride=2 116D x
1
16H x
1
16W x 64C
21 Hourglass0 ConvD 3x3, 64 116D x
1
16H x
1
16W x 64C
22 Hourglass0 DeconvE 3x3, 64, stride=2 18D x
1
8H x
1
8W x 64C
23 Hourglass0 DeconvF 3x3, 32, stride=2 14D x
1
4H x
1
4W x 32C
24 Hourglass1 (See Above) 14D x
1
4H x
1
4W x 32C
30 Hourglass2 (See Above) 14D x
1
4H x
1
4W x 32C
36 DispReg
Linear/Cubic Upsampling
Disparity Regression
D x H x W
H x W
Table 1: Network Description. This architecture builds
upon PSMNet for the satellite image domain using dilated
convolution at the end of the initial feature extraction
stage, and 4 levels of SPP.
KITTI benchmark at the time of writing. A full description
detailing the base architecture is given in Table 1.
3.1. Feature Extraction Modules (FeX)
During our development we have experimented with
multiple feature extraction (FeX) modules: A ResNet +
Spatial Pyramid Pooling (SPP) Module, a ResNeXt + SPP
Module, and a ResNet + Crosshair Pooling Module.
The first feature extraction module utilizes ResNet-like
branches with shared weights coupled with a Spatial Pyra-
mid Pooling (SPP) stage to aggregate large regions of con-
text. The feature extraction begins with cascaded convo-
lutional layers (3x3) that downsample the input image by
a factor of two. This is followed by basic residual blocks
(as in ResNet) and dilated convolution for extracting unary
features across a very large receptive field. In satellite im-
agery, there is usually a very diverse set of man-made struc-
tures and foliage. This presents an interesting challenge on
how to aggregate context information for feature maps. In
the first module, feature context is combined with Spatial
Pyramid Pooling.
In SPP, average pooling over multiple scales captures a
spatially-hierarchical context of the feature maps. Feature
channels are compressed using 1x1 convolutions, then each
pooled feature map is upsampled to the input feature map
dimension with a user-defined choice of bilinear or cubic
interpolation. The feature maps from each of the pyramid
levels are then concatenated as the final output of this fea-
ture extraction module.
The second FeX module operates similarly to the first.
In this module however, we utilize the improved residual
blocks dubbed ResNeXt[20]. Unary features are obtained
from these residual blocks, and then aggregated using SPP
in the same fashion as the first FeX module.
The final FeX module uses the same unary feature ex-
traction as the first FeX module. However, we introduce
a new type of context pooling in order to capture different
spatial context. We call this type of pyramid-style pooling
”Crosshair” pooling, due to it’s vertical and horizontal pool-
ing bands. The motivation for this type of pooling is based
on the epipolar geometry constraints of stereo matching, in
which horizontal bands are pooled to capture vertical fea-
ture relationships perpendicular to the epipole, and vertical
bands are pooled to capture horizontal relationships along
the epipole.
Of these feature extraction modules, the best qualitative
performance was with the standard ResNet + SPP Module.
For this reason, experimental results will be presented using
this Feature Extraction module.
3.2. Cost Volume Aggregation
Each output of a FeX module is a 3-dimensional vol-
ume of feature maps that have encoded context information
from Spatial Pyramid Pooling. These two volumes are ag-
gregated with a correlation operation into a 4-dimensional
cost volume. In this volume, each level represents a differ-
ent disparity, with the right feature map is shifted and con-
catenated with the left or reference feature map. However,
since the inputs have been downsampled, this volume is 1/4
the size of each spatial dimension and the newly added dis-
parity dimension is 1/4 of the maximum disparity. The final
4D cost volume results in a shape of 1/4 Height x 1/4 Width
x 1/4 Max Disparity x Number of Filters.
3.3. Smoothing and Regularization
The smoothing and regularization stage is performed by
multiple stacked 3D hourglass CNNs. The encoder and de-
coder nature of an hourglass CNN captures additional spa-
tial context information at varying scales. The use of 3D
convolutions serve to not only aggregate feature informa-
tion along the spatial dimensions, but also along the newly
created disparity dimension of the cost volume.
In our architecture, three 3D CNNs are stacked in a cas-
cade, with each outputting a disparity map (via the disparity
regression module) for intermediate supervision. This pro-
vides a type of iterative refinement to the smoothing and
regularization aspects of this module.
During training, all three hourglass outputs are fed to the
Disparity Regression and are utilized in the loss calculation,
with each being weighted by the empirically derived factors
as in PSMNet (losstotal = 0.5∗loss0+0.7∗loss1+loss2).
During testing and prediction, only the final disparity map
is used, as it is the most refined output.
3.4. Disparity Regression
To regress disparity, we calculate the value of disparity
of each individual pixel by taking the softmax of the cost
along the disparity dimension at that specific pixel. We then
sum each disparity value weighted by this softmaxed cost
along the disparity axis of the 4D volume. This operation is
typically called a soft-attention mechanism. This disparity
regression is formalized as:
D(i, j) =
dmax∑
d=0
d ∗ softmax(−Cd(i, j))
That is, each pixel (i, j) in the disparity map D is the
sum of the disparity d multiplied by its softmaxed cost C
at the corresponding pixel across all disparity levels. There
is strong evidence that utilizing this disparity regression is
more robust than other methods for stereo networks [9].
Unlike in many other implementations, we do not end
up completely squeezing the original 3D volume during the
regression stage, and only totally regress a 2D map for loss
calculations and prediction output. This allows us to uti-
lize the original disparity costs in the cost volume for some
downstream calculations and to better resolve ambiguities
across multiple disparity maps that cover certain overlap-
ping regions of interest.
3.5. Network Modularity
To facilitate matching in urban areas with tall buildings
we have trained the network with a large disparity range (up
to 352 maximum disparity). In practical terms this means
splitting up the network into multiple pieces to enable train-
ing across multiple GPUs. To compute a 1 meter resolution
DSM with the appropriate disparity range required approxi-
mately 20 GB of VRAM, and was trianed using two Nvidia
Titan X GPU’s on a workstation. Training at the full res-
olution of the input imagery (i.e. no initial downsampling
convolution with half-resolution during cost volume aggre-
gation) requires approximately 60 GB of VRAM.
4. Dataset Overview
The panchromatic grayscale images taken by the World-
View3 satellites have a higher metric resolution than the
RGB imagery. There arises a small trade-off of 3-channel
color information versus better spatial resolution. We elect
to use the panchromatic grayscale imagery because high
resolution DSMs are the end goal and previous works with
SGM-based methods have proven grayscale imagery is suf-
ficient. Therefore, all image data is first converted to
grayscale so that 1-channel input image features can be
learned. Our model is trained using a combination of ex-
isting terrestrial and synthetic stereo datasets, as well as a
custom satellite dataset.
4.1. Existing Stereo Datasets
In many works on stereo matching, training is done
with a combination of the four most popular stereo
datasets: Sceneflow[13], KITTI[7], ETH3D[17], and
Middlebury[16]. Part of the training routine for our model
is done using both Sceneflow and KITTI datasets.
The Sceneflow dataset is comprised of a collection of
stereo pairs of synthetic scenes and contains dense, high-
accuracy disparity maps. It also has the benefit of being one
of the only datasets which contains a top-down view of a
scene which is the most similar to the perspective of satel-
lite imagery. The dataset contains over 35,000 images with
disparity values of upwards of 500 pixels, which is useful
for training the network to cover a large range of dispari-
ties.
The KITTI dataset (2012 and 2015) is a popular stereo
dataset which contains almost 400 images of street-view
scenes with sparse ground-truth depth obtained from a LI-
DAR. The disparity maps in KITTI are therefore also sparse
across the entirety of the image. KITTI data is useful be-
cause our satellite dataset also utilizes sparsely projected
LIDAR points for ground truth, and presents similar diffi-
culties.
Figure 3: Sample stereo images and corresponding disparity map.
4.2. Satellite Stereo Dataset
Satellite imagery is a difficult domain for a variety of rea-
sons. Images of the same scene often are captured at vastly
different times, so image pairs often vary highly in light-
ing and shadow. Satellite images are also modeled using
the RPC camera model and often need to be approximated
by an affine camera to perform tasks such as rectification.
Because of the unique domain of satellite imagery and as-
sociated cost, there aren’t any sufficient training datasets of
satellite image pairs with ground truth for training our net-
work. Therefore, we have created our own satellite stereo
dataset for training our models.
We used a large set of DigitalGlobe WorldView 3 satel-
lite imagery that has an approximate ground resolution of
31cm capturing a region of downtown Jacksonville, Florida.
The satellite imagery spans a temporal range of approxi-
mately one year, with captures in multiple seasons and dif-
ferent times of day. For ground truth, an aircraft-mounted
LiDAR was used to obtain high-accuracy depth of a subset
of the imaged area at approximately 1 meter resolution and
sampled at 50cm.
Calculating ground truth disparity involved multiple
camera model conversions, coordinate system conversions,
transformations, and projections. Many of these opera-
tions leverage the suite of tools in VXL (Vision-Something-
Libraries) which is a collection of C++ libraries and cor-
responding Python bindings for Computer Vision research
and applications. A short summarization of the ground truth
data generation is given below.
To generate the rectified grayscale imagery, affine cam-
eras are approximated for each of the RPC cameras. These
approximated affine cameras are generated with an iterative
optimization process and allow us to perform down-stream
tasks such as rectification. The ”scene,” or region of inter-
est, is cropped out from the larger satellite imagery. From
there, random points on an approximated ground plane are
projected into all combinations of pairs of cameras to find
image correspondences. A homography is then calculated
for each image in a pair, and the images are warped with
bilinear interpolation to produce sets of rectified images.
For ground truth, the LiDAR GeoTiff was converted
from UTM (Universal Transverse Mercator) coordinates
to WGS84 by using the GDAL library. WGS84 (World
Geodetic System 1984) is a latitude, longitude, altitude
format that dynamically changes over time with geologic
events and represents a standard coordinate system for the
Earth. These coordinates are then projected into each of
the approximately 20 RPC camera models (more specifi-
cally, the affine approximations of the camera models) that
correspond to passes of the satellite over the scene. The
generated pairs of homographies are then used to transform
the LiDAR images to rectified image space. Each individ-
ual LiDAR point is used as the correspondence between the
two rectified LiDAR images, and disparity is calculated by
taking the difference along the epipole.
Due to the sparseness of the LiDAR image compared to
the satellite imagery, the ground truth disparity maps are
also sparse and lack strong edges which presented some is-
sues during training. The angle of the satellite images also
caused a ”bleed-through” effect of occluded ground points
projecting between points on the roof of a building. To limit
this impact, points with higher relative altitude were di-
lated, and points with an altitude less than the dilated mask
(within a one meter tolerance) were removed. This further
increased the jaggedness of the warped points, so bilinear
interpolation was used to generate smoother, denser, dis-
parity maps at the cost of slight error in the ground truth.
Both the sparse disparity and the interpolated disparity were
saved for different training procedures described in section
5.1.
We used these rectified pairs and associated ground truth
to create images for training of size 256H x 512W by jointly
sliding a window across all three images with a step size of
64 pixels in both the x and y directions. Image pairs that
contained less than 40% density in their ground truth im-
ages were not selected. The most common instances where
this occurred were on the sub-images that contained a large
portion of the side of a tall building (the top-down LiDAR
ground truth contained no building sides) or along the edges
of the ground truth region.
An additional challenge for determining training data
was the uncertainty in relative satellite positioning. In tradi-
tional stereo camera setups, the relative position of the ref-
erence and target images is known (i.e. a ”left camera” and
a ”right camera”). In order to make sure we have the canon-
ical setup, only images with ”positive” disparity – a dispar-
ity value of d represents the shift of a matching pixel in the
form reference(x, y) = target(x− d, y) – were selected.
Do to the nature of the direction and angle at which satel-
lite images are captured, there were some instances with
small ”negative” disparity existed in the ground truth. If
this amount was small (<10px), we simply shifted the tar-
get image by that amount and added that amount to all dis-
parity values. If it was larger, we either flipped the images
and checked again, or discarded that specific pair.
After all filtering, the final satellite stereo dataset used
for training and testing contained over 30k pairs of stereo
image pairs with corresponding ground truth disparity
maps.
5. Experiments
5.1. Training Procedures
Multiple training procedures were tested with a combi-
nation of different datasets which are briefly summarized
below. All training procedures use normalized (zero mean
& unit variance) grayscale imagery with a vertical resolu-
tion of 256 pixels and a horizontal resolution of 512 pixels
(256H x 512W x 1C). The Adam optimizer was used with
the Keras parameter defaults of β1 = 0.9 and β2 = 0.999.
The network was trained with a maximum disparity of 352
in order to account for the large disparity ranges caused by
a mix of very tall buildings and smaller ground structures
present in satellite imagery. All images were shuffled be-
fore training, and in each instance the networks were trained
from scratch with the described procedures.
In two of the training procedures, we adopted the general
training strategy used by most of the top networks. We first
train the network on Sceneflow for 20 epochs at a learning
rate of 0.001 followed by fine-tuning on a mix of KITTI and
satellite imagery.
In the first procedure, fine-tuning was performed with
KITTI using a learning rate of 0.001 for 100 epochs fol-
lowed by 10 epochs at a learning rate of 0.001 of training
with satellite imagery. In this iteration, only a small set of
the satellite imagery was used (approx. 15k image pairs).
We decided to incorporate KITTI into our training proce-
dure because it contained higher resolution ground truth
than our satellite imagery. The set of satellite imagery con-
tained multiple elevated roadways, a mix of small to moder-
ately tall buildings, and some parks and vegetation. We call
this training regimen ”traditional transfer” as this approach
is commonly used in adapting a network to a new domain.
In the second procedure we used a similar transfer learn-
ing style, instead removing KITTI imagery in favor of using
more satellite images that contained denser urban regions
with taller buildings. We tried this method because the dis-
parity generated in the traditional transfer method appeared
to be biased towards smaller disparity predictions when tall
structures were present in the testing data. After the initial
Procedure Regression Loss 1 Regression Loss 2 Regression Loss 3 Weighted Loss
Traditional 10.814 10.706 10.662 23.563
Full 10.139 9.940 9.916 21.943
Mixed 12.120 11.692 11.208 25.452
Table 2: Evaluation of Training Procedures. The smooth
L1 metrics for each of the 3 disparity regressions as well as
the final weighted value are reported on the test set. Here,
we see that ”Full” transfer is the best generalizing training
procedure for a new region of satellite imagery.
20 epochs of Sceneflow training, 20 additional epochs with
a learning rate of 0.001 were performed with both sets of
satellite images shuffled together. We call this procedure
”full transfer.”
Due to the sparse nature of the ground truth of satellite
images, many of the disparity maps that had been fine-tuned
on satellite images would have very soft edges and rounded
corners at the edges of buildings. We were also worried
about over-fitting to urban scenes because our training data
came from largely urban areas. In order to attempt to main-
tain the desired sharp edges in the final disparity map and
increase network robustness, training was performed with
a mix of the Sceneflow dataset (to learn hard-boundaries
between disparity levels) and the 2 satellite image sets (to
learn the domain-specific features and matching costs). In
this procedure, 10k images were chosen from each set, for a
total of 30k images. The images were shuffled together and
trained at a constant learning rate of 0.001 for 20 epochs.
We call this approach the ”mixed” procedure.
5.2. Evaluation of Training Procedures
Evaluation of the training procedures was performed by
calculating the accuracy on a small test set of satellite im-
agery that was compiled using a section of a scene contain-
ing the Wright Patterson Air Force Base near Dayton, OH.
The evaluation set contained approximately 10,000 image
pairs generated in the same fashion as previously described
in §4.2. All three training procedures are evaluated using the
same smooth L1 metric used in training and are presented
in Table 2.
We determine that the ”Full” procedure is the best gen-
eralizing procedure for new regions of satellite imagery.
This isn’t particularly surprising, as more unique satellite
imagery in the training set should regularize the network
better.
5.3. Digital Surface Model (DSM) Comparison
DSMs were also constructed by merging pairwise dis-
parity maps. Each disparity map is triangulated and repro-
jected to form a pairwise DSM. These pairwise DSM’s are
then combined using a fusion process that finds the most
likely elevation for each point. This process was carried
(a) SGM Model (b) Neural Network Model
Figure 4: A shaded point cloud representation of the DSM created using the SGM process and Neural Network
implementation.
Figure 5: Reconstructed DSM using SGM (Left) and neural network implementation (Right) displayed using QT Modeler.
out for pairwise DSM’s generated using both the network
generated disparity as well as a SGM process. Results are
presented in Figure 4 and Figure 5.
Note the sharp edges in the Network generated DSM,
which preserves straight edges on buildings. Figure 5 high-
lights another advantage of this approach in how it performs
in shaded regions. The SGM approach ofen leaves large
amorphous regions particularly in the shadow side of the
buildings (upper right in Figure 5). While building geom-
etry and edges are preserved the network does suffer from
a lack of detail in some places, for example the ventilation
systems and piping on the roofs of these structures are over
smoothed, potentially due to the downsampling in the net-
work due to memory constraints.
6. Conclusion
In this work we have utilized a neural network for dis-
parity regression from satellite images. Matching pairs of
satellite images is a difficult task because significant image
variation. The architecture of this network has been devel-
oped for Digital Surface Model generation and trained using
a scheme that enables dense matching and domain specific
features. Resulting DSMs are smooth, have sharp edges,
and preserve structural detail.
The network was trained using a combination of exist-
ing and widely used stereo datasets and a custom dataset
of approximately 30k satellite image pairs. We have gen-
erated ground truth disparity maps for each image pair by
projecting LiDAR point correspondences. Comparing the
trained network to an existing robust implementation using
Semi-Global Block Matching on an area never seen during
the training of our network shows that the resulting DSM
are detailed, smooth, and maintain sharp boundaries.
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