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transfer from auto to transit mode to take place must be used again 
when the next mode transfer from transit back to auto takes place. 
The reason might seem trivial, but travelers can pick up their cars 
only from exactly where they had parked right before transferring 
from the auto to a transit mode. This paper refers to this characteristic 
as the “park-and-ride constraint.”
Because of this additional constraint on intermodal trips, the route 
choices for both the initial and the return trips influence one another. 
Therefore, it seems reasonable to assume that travelers might not 
plan for each of their individual daily trips independently of the 
other trips. As a result, this interdependency should also be taken 
into account in the modeling. Baumann et al. discussed the necessity 
to compute intermodal round trips in shortest-path calculations (7 ). 
This necessity motivates the development of the algorithm for the 
optimal tour in this study. The main objective of this study is, in fact, 
to approach the intermodal shortest paths in a tour-based manner 
instead of on the basis of individual trips.
Bousquet et al. also discussed the shortcomings of individual cal-
culations of shortest paths instead of roundtrip calculations in inter-
modal networks (8). They successfully developed a label-setting 
strategy to find a solution to the two-way multimodal shortest-path 
problem with auto, transit, bike, and walk modes. Their proposed 
strategy is based on sequential execution of a shortest-path algo-
rithm. Bousquet et al. extended their approach to tours with more than 
one destination to visit (9). The number of shortest-path iterations 
needed to find the optimal tour in their approach is 2M + 2 + (N − 1) ? 
M(M + 1), where M is the number of park-and-ride facilities and N is 
the number of destinations to visit. The challenge in their approach, 
as they state, is the excessive computation time required when M 
exceeds 50, which makes it unappealing for traveler information 
applications. Although this challenge also exists in the approach 
described here, this paper later shows that for the same optimal-tour 
problem, the number of shortest-path iterations needed to find the 
optimal tour by use of the proposed algorithm is N ? (M + 2) + 1—
which is a significant improvement as M and N grow. The key to the 
efficiency of the proposed algorithm is the introduction of multi-
source shortest-path calculations in the context of origin–destination 
choice for optimal-tour problems.
This paper mainly focuses on auto and transit modes and general-
izes the intermodal shortest-path problem to an optimal-tour-based 
optimization problem with N activities to visit. The next section 
discusses the problem specification. The complexity analysis and 
the mathematical formulation to the problem are also presented.
The solution method is then explained. To find the optimal tour in 
intermodal time-dependent networks, a network expansion technique 
and an integrated labeling algorithm called “iterative labeling” are 
introduced. Network expansion techniques have commonly been used 
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This paper presents an efficient algorithm that finds the intermodal 
optimal tour (origin to origin) in a time-dependent transportation 
network while the algorithm implicitly solves the park-and-ride facil-
ity choice problem with the inherent park-and-ride constraints for a 
traveler with a sequence of destinations to visit. To solve the problem, 
a network expansion technique that captures the constraints of park-
and-ride behavior in the model and that transforms the park-and-ride 
choice problem into a dynamic network flow problem is introduced. An 
efficient iterative labeling algorithm that finds the optimal intermodal 
tour to serve the sequence of activities is also introduced. Multisource 
shortest-path runs are used in the iterative labeling algorithm to find 
the optimal tour with several intermediate destinations in an efficient 
manner. The performance of the algorithm is compared with the per-
formance of existing approaches, and improvement is indicated. The 
solution method proposed benefits from the advantages of Dijkstra’s 
shortest-path algorithm, which is made possible by (a) a nontrivial 
transformation of the original problem into a dynamic network flow 
problem and (b) an innovative use of a multisource shortest path in the 
context of origin–destination choice. The solution algorithm integrates 
time-dependent auto and transit shortest-path algorithms to find the 
optimal tour. The algorithm is implemented, coded, and tested on a real 
network, and the results are promising.
In the modeling of the route and mode choice behaviors of trans-
portation network users, the significance of park-and-ride facilities 
becomes apparent when transfer between auto and transit modes 
is considered. In fact, mode transfers in auto–transit intermodal 
networks with park-and-ride facilities have specific constraints. 
For instance, one constraint in the set of intermodal path viability 
constraints is that mode transfers must take place in park-and-ride 
facilities (1). Many studies have taken into account this set of con-
straints in shortest-path calculations for intermodal networks (2–5). 
The use of approaches with formal language constraints to model 
intermodal shortest-path problems to ensure a viable sequence of 
modes has also been suggested (6).
An intermodal path viability constraint that has not been widely 
and adequately addressed in the literature is emphasized in this 
paper. That is, whichever park-and-ride facility is chosen for the 
58 Transportation Research Record 2283
for the modeling of intermodal networks and are useful approaches 
to be used to reflect the characteristics of an intermodal network (10, 
11). The network expansion proposed in this paper confines the feasi-
ble paths only to the tours that satisfy the park-and-ride constraint and 
generates multiple virtual destination nodes for each activity. Detec-
tion of the optimal tour in the expanded network with multiple vir-
tual destination nodes for each activity is similar to the shortest-path 
tour problem (SPTP), which was first introduced by Bertsekas (12). 
Festa proposed a network expansion technique and multiple efficient 
shortest-path algorithms to solve the SPTP (13). The network expan-
sion that Festa proposes magnifies the network size by N (13). In 
this paper, to solve the SPTP more efficiently, an iterative labeling 
algorithm that finds the optimal tour in N iterations is proposed. 
The computation time in iterative labeling is proportional to N.
To apply the iterative labeling algorithm to the expanded net-
work, the proposed algorithm integrates the auto shortest-path and 
transit shortest-path algorithms in each iteration and continues to 
iterate until all the destinations are labeled. The optimal tour that 
satisfies the park-and-ride constraint is found by application of the 
iterative labeling algorithm to the proposed expanded network. 
Details about the implementation, particularly about the integra-
tion of auto and transit shortest-path runs in the iterative labeling 
code, are presented. A comparison of the efficiency of the proposed 
algorithm with that of existing approaches is also given.
The algorithm described in this paper is also modified for applica-
tion to the output of an activity-based model, DAYSIM (the Person 
Day Activity and Travel Simulator). DAYSIM has one anchor activ-
ity in the sequence of destinations to visit. Anchor activities are 
activities that take place at a specific time, such as work or school. In 
this case, the rest of the activities in the sequence are planned on the 
basis of the preferred time of arrival to and the preferred departure 
time from the anchor activity. This modification to the algorithm is 
also discussed.
The algorithm is applied to the bimodal (transit and auto) network 
of Rancho Cordova, near Sacramento, California. The details of the 
real network application are discussed, and ideas for potential future 
research are discussed in the conclusion to the paper.
Problem SPecification
The optimization problem described in this paper is to find the opti-
mal intermodal tour that serves a sequence of destinations in an 
auto–transit bimodal network. That is, the problem is to find the 
best combination of modes and park-and-ride locations that will 
allow a sequence of destinations to be visited, as well as to find the 
optimal path for each segment of the tour. In this section, the prob-
lem is clearly specified, a complexity analysis is performed, and the 
mathematical formulation of the problem is presented.
complexity analysis
If the network has M park-and-ride facilities and the traveler must 
visit N destinations, a theoretically reasonable assumption is that the 
traveler might use i park-and-ride facilities in his or her tour, where 
i is any integer between 0 and a minimum of {M, N}. Although it 
might seem trivial, the assumption is that travelers would not use 
more than one park-and-ride facility per destination, so it is reason-
able to assume that i is less than or equal to N and also that i does 
not exceed the number of park-and-ride facilities M.
For a bimodal tour serving N destinations with M park-and-ride 
facilities with the reasonable assumption that N is less than or equal 
to M, the total number of possible tours in the feasible set T can be 
calculated by use of the following formula:
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In Equation 1, T is the sum of all possible tours that use i park-and-
ride facilities in the bimodal network. The term i! ? (Mi ) is all possible 
instances in which i park-and-ride facilities are chosen out of M, 
in which the order matters. The term (N − 1
 i − 1) is the total number of 
partitions of N destinations ordered into i parts, which is the number 
of possible cases in which the given sequence of N destinations is 
served from i park-and-ride facilities.
To enumerate the travel time for each tour, the shortest travel 
time for all legs of the tour must be calculated. A tour with M park-
and-ride facilities, N destinations, and i used park-and-ride facilities 
consists of i + 1 auto legs and N + i transit legs. Therefore, i + 1 
auto pairwise time-dependent shortest paths and N + i transit pair-
wise shortest paths are needed to enumerate the tour travel time. 
To obtain a better sense of the number of shortest-path calculations 
needed to enumerate all possible tours in a real problem, an example 
is discussed below.
Tucson, Arizona, has 27 park-and-ride facilities. In an optimal-
tour problem with three destinations to visit, on the basis of Equa-
tion 1, 54,081 individual tours will be enumerated. The total number 
of auto pairwise time-dependent shortest-path calculations will be 
214,866, and the total number of transit pairwise shortest-path cal-
culations will be 323,028. The number of shortest-path runs needed 
to solve this problem by use of the proposed algorithm is calculated 
later in the paper.
mathematical formulation
Consider a directed graph (V, E), where V is the node set and E is 
the time-dependent link set (i, j, t), where i and j are nodes at time 
t, in time interval T, which consists of three mutually exclusive and 
collectively exhaustive subsets: an auto network (AU), a transit net-
work (TR), and a mode transfer network (MT). Assume a tour with 
Nd ordered destinations to visit. The destination set D is {Dest0 (the 
origin), Dest1, Dest2, . . . , DestNd, DestNd+1 (the origin)}, where Destd 
is the node corresponding to destination d. The model parameters 
are cijt and Add, where cijt is the travel time from node i to node j at 
time t, and Add is the activity duration for destination d.
The following is the mathematical program that finds the optimal 
intermodal tour that serves the sequence of destinations. The decision 
variables are
 xdijt =  binary decision variable indicating whether link from node 
i to node j at time t is used to serve destination d,
 wdijt =  decision variable indicating waiting time before departure 
from node i to node j at time t to serve destination d, and
 Tdi =  decision variable of time of arrival to node i on the path to 
serve destination d.
The optimization problem is then
min
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Constraints 2 and 3 guarantee the conservation of flow at the 
nodes. They also guarantee that mode transfers happen only in the MT 
network. Constraints 4 to 8 guarantee that the destinations are visited.
Constraints 9 and 10 are park-and-ride constraints, with the 
assumption that each park-and-ride facility is used at most once 
in each tour. Constraint 10 specifies that if the mode transfer link 
ij is used at time t1 and if node i is in AU network (which implies 
that ij is transfer from auto to transit), then the mode transfer link 
ji (from transit to auto at the same location) must be used at time t2 
and t2 ≥ t1.
Constraints 11 to 14 guarantee that the time constraints are not 
violated. Constraint 15 specifies that the decision variable x dijt is 
binary, and Constraint 16 is the nonnegativity constraint.
methodology
network expansion
One contribution of this research is the network expansion tech-
nique, which captures the constraints of park-and-ride behavior in 
the model and transforms the park-and-ride choice problem into a 
dynamic network flow problem. The idea is as follows. In a net-
work with M park-and-ride facilities, M networks, each of which 
is identical to the actual transit network, that are linked to the auto 
network through one and only one of the park-and-ride locations 
are generated. Figure 1 shows an example of the network expansion 
for a bimodal network with two park-and-ride facilities (i.e., M = 2) 
expanded for a traveler with three destinations (i.e., N = 3) to visit. 
The black grid schematically represents the auto network, whereas 
the heavier lines represent the transit network. For the original 
network on the left, the expanded network is shown on the right.
In the original network, D1, D2, and D3 are the required activity 
locations (destinations) to be visited, in that order, and P1 and P2 are 
the park-and-ride facilities. For Di (where i = 1, 2, 3) in the original 
network, the expanded network has a set SDi = {Di0, Di1, . . . , DiM}, 
which is the set of alternative destinations for activity i (although 
they are all geographically located at the same node Di in the origi-
nal network). This means that the traveler chooses to visit activity i 
either in the auto network (Di0), which means that he or she drives 
there, or in transit network m (Dim), which indicates that the traveler 
uses transit while his or her automobile is parked at the park-and-
ride facility m (1 ≤ m ≤ M). Also, for Pm (park-and-ride facility m) 
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in the original network, the transit network m has mode transfer 
node Pmm that is linked to the park-and-ride facility Pm0 in the auto 
network.
The proposed network expansion guarantees that all the feasible 
tours satisfy the park-and-ride constraint while all the possible tours 
are kept in the feasible set. For example, consider the hypothetical 
tour that starts at the base, serves a couple of destinations in the auto 
network, then goes to the transit network x and serves a couple of 
destinations there, then moves back to the auto network and again 
serves a destination by use of the auto mode, and then goes to tran-
sit network y and serves the last destination and returns to the auto 
network and to the base. This tour can be completely tracked in the 
expanded network, which demonstrates that all the viable paths are 
feasible in the expanded network.
iterative labeling
Another contribution of this research is the iterative labeling 
method, which finds the optimal tour in the expanded network. The 
network expansion generates multiple virtual alternative destina-
tion nodes for each activity. Detection of the optimal tour in the 
expanded network is similar to the SPTP. The SPTP is to find a 
shortest path from a given origin node s to a given destination node 
d in a directed graph with nonnegative arc lengths, with the con-
straint that the optimal path P should successively pass through at 
least one node from given node subsets A1, A2, . . . , AN (13).
To explain how the iterative labeling method solves SPTP, a sim-
ple example is presented below. Assume that a simple auto network 
(Figure 2) has a base and three activities (i.e., N = 3) to visit in the 
order A1, A2, and A3. For each activity (e.g., A1), three possible activ-
ity locations in the alternative destination set (D11, D12, and D13) are 
also available.
The solid curved lines in Figure 2 schematically show pairwise 
shortest paths between all the alternatives of two consecutive activi-
ties. These pairwise paths can be assembled into all the possible 
tours that serve the sequence of activities. To find the optimal tour, 
the iterative labeling calls the multisource shortest-path algorithm 
once in each iteration.
The memory structure in the iterative labeling method includes 
multiple label layers, in which each layer represents one iteration. To 
be exact, each and every activity has one label layer and each label 
layer contains an array of labels for all the nodes in that specific layer. 
For example, the network shown in Figure 2 has four label layers, 
which are, for Activity 1, Activity 2, Activity 3, and return to base, 
respectively. Each layer has labels for all the nodes and predecessors 
that are used to record the path.
One of the main contributions that makes iterative labeling effi-
cient is running of multisource shortest paths. Multisource shortest-
path algorithms initiate with a set of nodes that is used to update 
the labels of other nodes. When the algorithm terminates, the final 
label of each node is the minimum distance to that node from the 
closest source. This is why the sources in a multisource shortest-
path run might be considered potential origins for the shortest-path 
tree. When the optimal origin among a set of trips is found, these 
multisource shortest-path runs are efficient.
The iterative labeling starts with the origin, runs the time-
dependent shortest-path algorithm for the whole network, and 
updates the labels of all the nodes. Then, in the next iteration, it keeps 
the labels from the first iteration for all the alternative destinations 
of Activity 1, sets the labels for the rest of the nodes to infinity, and 
uses all the alternative destination nodes for Activity 1 as the sources 
for the next shortest-path run. The algorithm then runs the shortest 
path on the whole network and updates the labels of all the nodes from 
the sources in Activity 1. Then, the Activity 2 alternative destination 
nodes become sources in the next iteration. The iterations continue 
in this way until all the activities’ alternative nodes become sources 
in the shortest-path runs. In the final iteration, the label of the origin 
node is the optimal time of arrival of the tour to the base after all the 
required activities are visited. The tour trajectory can also be found 
by use of the predecessors.
The iterative labeling algorithm dramatically decreases the num-
ber of computations required compared with the number required 
by independent enumeration of all the feasible tours. For instance, 
Origin 
Origin 
P1 
D1 
D3 D32 
D31 
D22 
D12 
D11 
D10 
P10 
D20 D30 
P20 
P11 
D21 
P22 
D2 
P2 
FIGURE 1  Network expansion.
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in Figure 2, for the nine virtual paths that link Activity 1 to Activ-
ity 2, just one shortest-path run with three sources (D11, D12, and 
D13) is enough to find the optimal path between Activity 1 and 
Activity 2.
By application of this iterative labeling algorithm to the expanded 
network, the optimal tour in the bimodal network that serves 
the sequence of destinations and that satisfies the park-and-ride 
constraints can be found.
Step by step, the iterative labeling algorithm is as follows:
1. In all the layers and for all the nodes, set the labels equal to 
infinity and initiate the predecessors with blank.
2. In the first layer, set the label of origin of the tour to the start 
time. Then, use the origin as the only source and run a shortest-
path algorithm and update the labels and predecessors in the first 
layer.
3. Copy the labels and predecessors of all the alternative nodes of 
the first activity from the first layer to the same nodes in the second 
layer. Then, with the copied labels in this step as the sources, run the 
shortest-path algorithm and update the labels and predecessors in the 
second layer.
4. Copy the labels and predecessors of all the alternative nodes 
of the second activity from the second layer to the same nodes in the 
third layer. Then, with the copied labels in this step as the sources, run 
the shortest-path algorithm and update the labels and predecessors in 
the third layer.
5. Continue the same procedure until the labels and predecessors 
in layer N + 1 (where N is the number of activities) are updated.
6. The label of the node origin of the tour in the last layer is the 
travel time for the optimal tour, and the path can be derived by use 
of the predecessors.
In a general SPTP in graph (V, E), the number of one-to-all 
shortest-path iterations needed in iterative labeling is N (the number of 
activities), in which these N multisource shortest-path runs are per-
formed in the original graph with |V | nodes and |E | links. In a com-
parison of iterative labeling with the existing approach proposed 
by Festa (13), iterative labeling slightly outperforms the existing 
approach. In that approach, the problem is transformed into a simple 
shortest-path problem in an extended network with N ? |V | nodes and 
N ? |E | links. The existing approach also proposes a couple of effi-
cient shortest-path algorithms that solve the shortest-path problem in 
an extended network efficiently. However, when the general nature 
of shortest-path problems is considered and in a manner independent 
of the type of shortest-path algorithm to be used, the expectation is 
that N iterations of a shortest-path algorithm in graph (V, E) will be 
faster than one iteration of a shortest-path algorithm in an extended 
network with N ? |V | nodes and N ? |E | links.
Two points must be mentioned. The first point, about application 
of the iterative labeling algorithm to the expanded network, is that 
only one geographical location exists for each activity in the origi-
nal problem definition. Therefore, the algorithm outputs the path, 
the mode, and the park-and-ride facilities used in the optimal solu-
tion and not the best combination of geographical location choices 
for all the activities.
The second point is that the example in this section is in a homo-
geneous auto network, whereas the expanded network proposed 
in this paper is a combination of auto and transit networks being 
linked at park-and-ride facilities. Therefore, to apply the itera-
tive labeling algorithm to the expanded network, the intermodal 
extended network must be decomposed into smaller single-mode 
networks. How the intermodal expanded networks are labeled is 
discussed next.
Activity 3 
D33 
D32 
D31 
D21 
D22 
D23 
D13 
D12 
D11 
Activity 2 
Activity 1 Origin 
FIGURE 2  Example of SPTP.
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imPlementation of algorithm
This section discusses some of the practical issues with implemen-
tation of the solution algorithm. The algorithm is coded in C++. The 
code has a main body in which the time-dependent shortest-path and 
transit shortest-path codes are embodied.
For shortest-path calculations in the auto network, a multisource 
time-dependent shortest-path algorithm is used. The algorithm is 
label correcting with time-dependent link travel times; the travel 
times are provided by DynusT, a dynamic traffic assignment model 
(14). The only difference between this algorithm and the typical 
labeling algorithms is that this algorithm starts with more than one 
node as the origin and the list of scan-eligible nodes (5) contains 
multiple nodes at the beginning. The computational complexity 
of the algorithm is the same as that of the typical single-source 
shortest-path algorithm.
An efficient shortest-path algorithm that takes into account the 
time dependence in the schedule is also used in the transit side. This 
approach takes advantage of the trip-based shortest-path (TBSP) 
algorithm (15), which is more efficient than typical transit shortest-
path algorithms. The TBSP algorithm is similar to the traditional 
labeling algorithms and is based on previous work (16). The only 
difference is that it uses the transfer stop hierarchy in the transit net-
work and reduces the number of iterations used to scan the network. 
In fact, in each iteration, when a stop is processed, all downstream 
stops connected to the current stop by the same route are labeled and 
only the transfer stops are added to the scan-eligible list. Therefore, 
instead of processing S stops in the algorithm, the number of stops to 
be processed is S ′, where S is the total number of stops in the network 
and S ′ is the number of transfer stops in the network. The appropriate 
transit network for the TBSP is in the form of transit vehicle trips. 
Google’s general transit feed specification, for example, provides the 
most suitable type of data for this requirement.
In the TBSP, unlike most studies of schedule-based transit sys-
tems (17, 18), the network structure is not a time-expanded network. 
It is actually a trip-based schedule network, which means that a set 
of routes exists for each stop, a set of trips exists for each route, and 
a set of stops and the schedule times exists for each trip. In this way, 
instead of different nodes and links in the time-expanded network, 
different departures from the current stop can be handled by the trip 
identifier. In addition, because the algorithm is designed to find the 
quickest path (and the optimal path with simple modifications), the 
TBSP produces an elementary path.
When the iterative labeling in the expanded network is coded, 
instead of an expansion of the network on the basis of the proposed 
expansion described above, a multidimensional memory structure 
that contains the labels and predecessors for all the networks is gen-
erated. In fact, all the shortest-path executions are performed in the 
original network and recorded in this expanded memory structure.
Figure 3, a to f, shows an example of how a single overall multi-
source shortest-path calculation with two sources (seeds) is per-
formed in a simple bimodal network. After these calculations, the 
shortest travel time from one of the sources (the optimal source 
for each node) to all the nodes in the network is found. Figure 3a 
shows both sources. Seed (Source) 1 is represented by a circle, and 
Seed (Source) 2 is represented by a triangle. In Figure 3b, after two 
executions of the transit shortest-path algorithm, all the nodes in 
Transit Network 1 are labeled by Seed 1 and all the nodes in Transit 
Network 2 are labeled by Seed 2. Then, Park-and-Ride Facility 1 
(P1) in the auto network is labeled P1-1 and Park-and-Ride Facil-
ity 2 (P2) in the auto network is labeled P2-2 (Figure 3c). Figure 3d 
shows that the auto network is labeled by two sources, P1 and P2. To 
show the most complicated scenario in this example, it is assumed 
that P1 is dominant and labels all nodes in the network, even P2 
(Figure 3d).
Because P2 is labeled from P1 (circle), Network 2 should also be 
checked to determine whether the updated P2 (circle) can update 
any of the nodes. If the existing labels in Network 2 (triangles) are 
greater in forward runs and smaller in backward runs than the labels 
sourced from the updated P2 that is, they get replaced (improved) by 
the labels from P2 (Figure 3e).
Figure 3f shows the final updated nodes from both sources. In this 
example, some of the nodes in Network 2 are updated from Seed 1, 
which means that the travel time to them from Seed 1 is shorter than 
that from Seed 2.
algorithm efficiency
The algorithm suggested in this paper has better performance than 
the only existing approach used to solve the optimal intermodal tour 
in time-dependent networks (8, 9). As was stated above, in previous 
approaches the number of shortest-path iterations needed to find the 
optimal tour is 2M + 2 + (N − 1) ? M(M + 1). However, the definition 
of the problem presented previously is slightly different from the 
one presented in this paper. In the previous problem, the departure 
time from each destination was fixed, whereas in this problem, the 
departure time from each destination depends on the time of arrival 
to it. This makes the problem more complex in time-dependent 
networks.
For the algorithm proposed in this paper, the number of auto- 
and transit time-dependent shortest-path runs in a network with 
M park-and-ride facilities would detail as follows:
1. One auto shortest-path run from the origin;
2. M transit shortest-path runs, one for each transit network from 
the park-and-ride node;
3. For i = {1, . . . , N − 1}, (a) one transit shortest-path run from 
destination i (Figure 3b) and (b) one auto shortest-path run with 
M + 1 sources (Figure 3d);
4. M (at most) transit shortest-path runs, one for each transit 
network from the park-and-ride node (Figure 3e);
5. One transit shortest-path run from destination i (Figure 3b); 
and
6. One auto shortest-path run with M + 1 sources (Figure 3d).
These add up to N + 1 auto shortest-path runs and N ? (M + 1) transit 
shortest-path runs, for a total of N ? (M + 2) + 1 shortest-path runs, 
the use of which would be more efficient than use of the existing 
method as M and N grow.
Without fixed departure times from the destinations, the number 
of transit shortest-path iterations in Steps 3a and 4 increases from 
1 to M, which makes the total number of transit shortest-path runs 
equal to 2MN. The total number of auto shortest-path runs remains 
unchanged and equal to N + 1.
In the example discussed earlier, in the Tucson network, which has 
M equal to 27 park-and-ride facilities and N equal to three destina-
tions to visit, application of the iterative labeling algorithm produces 
four auto and 162 transit shortest-path runs. Compared with the 
independent enumeration of tours, which produced 214,866 auto and 
323,028 transit pairwise shortest-path calculations, the efficiency of 
the proposed algorithm becomes apparent.
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tours with anchor activity
The algorithm described in this paper is also modified to work with 
the output of the activity-based model DAYSIM, which contains 
an anchor activity in the traveler’s daily sequence of destinations. 
Anchor activities are activities that take place at a specific time 
(e.g., work or school). In such a case, the rest of the activities in the 
sequence are planned on the basis of the preferred arrival time and 
the preferred departure time of the anchor activity. However, the solu-
tion technique becomes slightly different. Instead of a fixed start 
time for the tours, the start times for each path might differ from 
the others. Therefore, the time of arrival back to the base no longer 
determines the optimal path. If an equal weight for the travel times 
before and after the anchor activity is assumed, the sum of the travel 
times over all the tour legs determines the optimal tour. This study 
assumes that just one anchor activity exists in the sequence of the 
destinations to visit. The value of the duration of the tour (end of 
the tour time minus start of the tour time) for each tour is then the 
measure by which the optimal tour is determined.
Figure 4 shows the time–space trajectories for two feasible tours 
in a bimodal network with park-and-ride facilities P1 and P2 for a 
traveler with two activities—work and shopping. The work activity 
in this example is an anchor activity. The dotted arrows in Figure 4 
represent the overall travel time for each tour, which is the measure 
used to determine the optimal tour.
To apply the iterative labeling algorithm to a problem with an 
anchor activity, the tour should be split into two parts: before the 
anchor activity and after the anchor activity. A set of backwards 
executions of iterative labeling from each one of the alternatives of 
the anchor activity (e.g., D21, D22, and D23 in Figure 5) to the origin is 
then performed, so the (backwards) optimal trips from each anchor 
activity to the origin are found. The optimal trips from these nodes 
start at the preferred arrival time and serve all the activities from the 
anchor activity back to the origin.
With the shortest travel times from each anchor alternative to the 
origin, the optimal tour can be found with one additional execution 
of iterative labeling in the forward direction. The trick is to set the 
labels of each of the anchor alternatives to its backwards travel time 
to the origin and use all of these alternative anchor nodes as sources 
for the forward execution. The forward iteration also begins at the 
anchor activity at the preferred departure time.
For example, in Figure 5, the backwards computations start with 
D21 at the preferred arrival time. Once the optimal path from D21 that 
visits Activity 1 and goes to the origin is found, the travel time of this 
optimal path is saved as the initial label of D21 in the forward execu-
tion. When the same is done for D22 and D23, three initial sources for 
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FIGURE 3  Double-source shortest-path run in bimodal network.
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FIGURE 4  Example of single bimodal tours with anchor activity (PAT = preferred arrival time; 
PDT = preferred departure time).
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FIGURE 5  Determination of the optimal tour with anchor activity.
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the forward execution of iterative labeling are ready. By application 
of the forward iterative labeling at the preferred departure time to the 
sources (D21, D22, and D23), the optimal tour can be found.
aPPlication to a real network
The proposed optimal-tour approach is applied to the Rancho 
Cordova bimodal network in Sacramento. The Rancho Cordova 
bimodal network has 447 nodes and 850 links in the auto net-
work and has 163 bus stops and 6 bus routes in the transit network. 
Two park-and-ride facilities connect the auto network to the transit 
network.
The auto network is simulated in DynusT, and the time-dependent 
travel times, from 6 a.m. to 6 p.m., with 1-min resolution, are DynusT 
outputs. The transit network and schedules are captured from the 
Sacramento Regional Transit District’s Google general transit feed 
specification (19, 20).
Although the Rancho Cordova network is relatively small, with 
just two park-and-ride facilities and a limited number of nodes and 
bus stops, it presents an interesting example of the optimal-tour prob-
lem that affirms the necessity for the use of tour-based approaches 
in bimodal shortest-path studies.
The example problem is determination of the optimal tour for a 
traveler who is located at Node 86 (base) and has two destinations: 
Node 35 as an anchor activity, with a preferred arrival time of 8 a.m. 
and an activity duration equal to 8 h, and Node 197, with an activity 
duration of 1 h. The two park-and-ride facilities are located at Node 
147 and Node 169 (Figure 6). The optimal tour found by the pro-
posed algorithm is 62 min long and uses auto-only mode, whereas 
the bimodal optimal tour that uses the park-and-ride Node 147 is 
71 min, and that which uses park-and-ride Node 169 is 78 min. The 
computation time required to solve this problem is 0.614 s.
The interesting point is that the backward trip from Node 35 
(anchor), which in this example is equal to the travel time of the first 
leg of the tour (from the origin to Activity 1), takes 29 min by auto, 
whereas the same trip in the bimodal network that uses park-and-ride 
Node 169 takes 22 min, and that which uses park-and-ride Node 147 
takes 29 min. This simple example shows how the tour-based optimi-
zation finds the optimal solution (auto with an overall time of 62 min), 
even though the first trip of the tour in the optimal solution is not the 
best among all possible alternatives (29 min as opposed to 22 min for 
a bimodal trip that uses park-and-ride Node 169).
This example confirms that determination of the optimal combi-
nation of modes and the optimal park-and-ride facility in bimodal 
networks may fail if intermodal TBSP algorithms are used and 
the traveler’s daily trips are treated independently of each other. 
The example also affirms the necessity of tour-based approaches in 
modeling of a traveler’s path in intermodal networks.
concluSionS and future work
This paper presents an algorithm that efficiently finds the inter-
modal optimal tour in time-dependent transportation networks for 
a traveler with a sequence of destinations to visit. The iterative 
labeling algorithm in this paper can be used for general SPTPs 
as well, such as those described previously (13). The algorithm is 
implemented in C++ and applied to the bimodal network of Rancho 
Cordova, near Sacramento. Results affirm the necessity for the use 
of tour-based approaches to model a traveler’s path in intermodal 
networks. Two variations of the algorithm for desirable applica-
tions of the method are also discussed, and the solution methods 
are presented.
Other interesting variations of this problem can be pursued on 
the basis of the results of this study. One would be the optimal-tour 
problem with discretionary destinations, which would require basic 
changes to the proposed method. Another possible future study 
would be of the optimal-tour problem with multiple destinations that 
are not preordered. In this variation of the problem, the optimal order 
of destinations, as well as the optimal mode and path, is found. This 
case can be considered a constrained traveling salesman problem 
and presents considerably greater challenges in computation.
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