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The traditional dynamic resource location problem attempts to
minimize the cost of servicing a number of sequential requests,
given foreknowledge of a limited number of requests. This pa-
per presents an algebraic framework for addressing this question
in general, and relates he algebraic properties of a generating
set to questions in long-term optimizability, addressing the two
questions: for a given graph, is there a ﬁnite quantity of future
knowledge with which a server’s relocation scheme can be com-
pletely optimized, and if not, then how does the performance of
a non-omniscient optimization scheme improve as the quantity of
future knowledge increases?
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1. Introduction
Optimization in a real-world context is usually done with limited-knowledge of the future. This
ignorance is addressed with algorithms which respond to conditions in real-time which fall into the
general category of dynamic optimization or on-line optimization. One such problem is the dynamic
location problem, which models optimal movement of a unique resource on a network to minimize
the costs of servicing sequential requests. One key question in the characterization of a problem in an
on-line environment is the extent to which lookahead is useful; in particular, is it possible to devise
an optimal set of responses to a request sequence if each response is determined only by knowing the
next few requests, and howmany future requests are necessary?With regard to the dynamic location
problem, this question has been answered in the context of unweighted, undirected graphs [1,2], but
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the prospect that edges have unequal weights, or orientations, complicates the problem to such a
degree that even a two-vertex graph with directed, weighted edges between the vertices can require
an arbitrarily long lookahead for optimal request–response [3].
The dynamic location problem is that of determining a minimum-cost strategy for relocating a
resource on a graph, given an initial location for the resource and a series of requests. That is, given
a graph G and input s0, r1, . . . , rn ∈ V(G), where s0 is the initial resource state and r1, . . . , rn are the
sequential requests in order, we wish to devise a sequence s1, . . . , sn ∈ V(G) such that the total cost
of moving the resource to each si, and servicing ri in turn, is minimized. The costs associated with
movement and remote service are deﬁned to be simply equal to distance in the graph, so that the cost
of a request–response pair will be:
n∑
i=1
[d(si−1, si) + d(si, ri)].
The dynamic aspect of this optimization is incorporated via a supplementary question: can a
minimal-cost sequence of location vertices be determined with a ﬁxed quantity of future knowledge?
Chung, Graham, and Saks explicitly quantiﬁed this concept of future knowledge [1]:
Deﬁnition 1. A graph G is optimizable with lookahead k if there is a function f : V(G)k+1 → V(G)
such that, regardless of the length or contents of the request sequence (s0/r1r2 · · · rn), a minimal-cost
response sequence is generated by the recurrence si = f (si−1, ri, ri+1, . . . , ri+k−1).
The window index or windex of a graph G, denoted WX(G), is the least k suck that G is optimizable
with lookahead k. If no such k exists, G is said to have inﬁnite windex.
If we consider optimizability with given lookahead as a property of speciﬁc request sequences, the
concept of sufﬁx-dependence arises: a sequence s0/r1r2 · · · rn is said to be sufﬁx-independent if there is
a value s1 such that every sequence s0/r1r2 · · · rnr has a minimal-cost response s1s2rs3r · · · snrs(n+1)r ,
and sufﬁx-dependent if there is no such s1. Optimizability with lookahead k may be easily seen to be
equivalent to the assertion that every sequence of length k is sufﬁx-independent, and thus thewindow
index is simply the least length for which every sequence is sufﬁx-independent, or alternatively, one
greater than the length of the longest sufﬁx-dependent sequence.
The windex of an undirected graph G, denoted WX(G), was shown by Chung et al. [2] to be equal
to the clique number of G when G is a retract of a box product of cliques, and to be ∞ when it is not.
Generalizing this result from undirected unweighted graphs to more permissive structures has
proven difﬁcult. The only aspect of graph structure invoked in the dynamic location problem is dis-
tance; thus, any distance function d : V × V → Z might be used for dynamic location, and such a
construction would include not only every weighted directed graph, but also cost structures which
might not be associated with relocation on any particular graphs. While such cost structures have
been fully characterized on 2-vertex distance functions [3], we see that even comparatively simple
cost structures on 3 or more vertices present complicated and unforeseen behaviors.
Henceforth in this work, the word “graph” will describe a vertex set V together with a distance
function d : V × V → Z. A sequence of requests will be described by the string s0/r1r2 · · · rk , abbre-
viated s0ρ , representing both the initial state and the subsequent requests; a response sequence will
be given as the string of chosen relocation points s1s2 · · · sk , abbreviated σ .
2. Directed unweighted graphs
2.1. Cycles
One of the simplest connected directed graphs is the directed cycle
−→
Cn . The vertices in
−→
Cn will
conventionally be labeled with the vertices 1, 2, . . . , n such that u → v iff u + 1 ≡ v (mod k). −→C2 is
identical, in terms of distance between vertices, to K2, and as such has a windex of 2.
−→
C3 has windex
4, which can be guaranteed by a brute-force search yielding 12 maximal sufﬁx-dependent sequences
including 1/221, 1/313, 1/321, 1/332, and the images of these four sequences under the twonontrivial
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Table 1
Sufﬁx-dependent periodic request sequences for odd cycles computed using methods described in Section 3.1.
Cycle Sequence Preperiodic length Sequence period
C5 13 (23125)
k 1 5
C7 13 (251427)
k 1 6
C9 18 (196)
k 1 3
C11 16584 (2795)
k 4 4
automorphisms of
−→
C3 .
−→
C4 might be expected to have ﬁnite windex by analogy to the undirected case,
but in fact neither C4, nor any larger cycle, has ﬁnite windex.
Proposition 1. WX(C2n) = ∞ for n 2.
Proof. Let m = 2n, and consider the vertices of Cm labeled in order with 1 → 2 → · · · → m → 1.
We shall show that request sequence 1/221m(nm)k is sufﬁx-dependent for any large k; to do so,
we consider optimal responses to the request sequences 1/221m(nm)km and 1/221m(nm)kn. The
only optimal ways to ﬁeld the string of requests m(nm)kn or m(nm)km would be by relocating the
server to either node m or n and remaining there, incurring a cost of n for every two requests. Thus,
we may consider only two questions: which response to the request sequence 1/221 minimizes cost
necessary to relocate to m or n, and is cost minimized by locating at m or at n? The answer to these
two questions can easily be determined by a brute-force consideration: the optimal response to 1/221
followed by a relocation to n is 111n, with a cost of n − 1, while the optimal response followed by a
relocation to m is 22mm, with a cost of m. We thus have 2 prospective responses to our two request
sequences: 111n2k+2 or 22m2k+3, depending on whether we choose to have long-term inactivity at
m or n. Testing these two possible optimal responses on the two request sequences given above, we
see that 1/221m(nm)km and 1/221m(nm)kn have different response sequences, speciﬁcally that the
optimal response to 1/221m(nm)km is 22m2k+3 and that the optimal response to 1/221m(nm)kn is
111n2k+2, and speciﬁcally that their response sequences differ in the choice of ﬁrst relocation; thus
a lookahead of at least 5 + 2k is necessary to relocate optimally; since k can be arbitrarily large,
WX(C2n) = ∞. 
Odd cycles appear to have arbitrarily long periodic request sequences as well, but do not have
sequences which fall into any particularly straightforward description. Using techniques developed
later in this work, arbitrary-length sufﬁx-dependent sequences from several odd cycles have been
generated. These are listed in Table 1; these cycles do not seem to fall into any particular pattern,
but nonetheless lend support to the assertion that odd cycles, like even cycles, admit arbitrarily long
sufﬁx-dependent sequences.
Conjecture 1. The directed cycle Cn has inﬁnite windex for any n 4.
2.2. Other strongly-connected graphs
Directedcycles appear topresentadiscouraging story regardingoptimizationwithﬁnite lookahead:
even a directed C3 has windex exceeding that of its undirected counterpart, and larger cycles have no
ﬁnite windex at all. However, to a certain extent, this result is to be expected, since large undirected
cycles have inﬁnite windex as well. In seeking out ﬁnite-windex directed graphs, it may be more
immediately intuitive to start with graphs that have ﬁnite windex when stripped of orientation:
namely, orientations of the complete graph, or tournaments. Disconnected graphs do not induce a
usable distance function, so for the present we will survey only strongly connected tournaments.
These tournaments are enumerated in Sloane [4], and explicit constructions of strongly connected
tournaments of fewer than 5 vertices are given in Moon [5], as well as several other enumerative
surveys of small digraphs [6,7]. The three-vertex strongly connected tournament is simply C3, with a
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Fig. 1. The unique strongly connected tournament on 4 vertices.
Fig. 2. The six strongly connected tournaments on 5 vertices.
windexof 4. Theunique strongly connected tournament on4vertices, shown in Fig. 1, canbe calculated
to have windex 9. There are six strongly-connected tournaments, shown in Fig. 2, which we shall label
T1, . . . , T6 in the shown order. Given the frequency with which inﬁnite-windex graphs occur, it is not
wholly surprising that WX(T2) = WX(T4) = WX(T5) = WX(T6) = ∞. A far more intriguing result
is that two of the tournaments have not only ﬁnite windex, but ﬁnite windex parameters which are
numerically quite close: WX(T1) = 19 and WX(T3) = 18. It is worth noting both a comparison and a
contrast to the undirected case: on an undirected graph G, when WX(G) is ﬁnite, it is identically the
clique number of G, which can be bounded above, absent any particular information about G itself, by
|V(G)|. Directed graphs of ﬁnite windex, like their undirected brethren, appear to increase in potential
upper bound on windex as the number of vertices increases, but the increase rate appears, based on
rudimentary examples, to be superlinear. By analogy to the addressing problem of Graham and Pollak
[8], and the directed-graph generalization of Chung et al. [9], we venture the following bound on ﬁnite
windex:
Conjecture 2. If G is an unweighted digraph with n vertices and ﬁnite windex, thenWX(G) < n2.
The non-polynomial closed-form bound (2n − 2)n2 on ﬁnite windex can be determined using the
matrix enumeration techniques developed later in this work, but no polynomial bound has been
developed to date.
3. The tropical matrix model
While two-vertex systems were easily addressed with pure casewise analysis, the situations under
consideration become considerablymore complicatedwith the addition of even a third vertex into the
system. To organize this complicated system, we shall design an algebraic context in which all aspects
of a particular request sequence can be considered, and which facilitates concatenation of requests.
In this way the relationships among all request sequences on a particular graph can be completely
mapped.
Let us consider a matrix describing a request with regard to answering a speciﬁc question: given
a position for the server when the request is serviced, and a new location after the request is served,
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what is the cost of this particular relocation? As an example, a request at position 2 of a directed C5
with the canonical numbering would be associated with the matrix:
R(2) =
⎡
⎢⎢⎢⎢⎣
1 2 3 4 5
4 0 1 2 3
7 8 4 5 6
5 6 7 3 4
3 4 5 6 2
⎤
⎥⎥⎥⎥⎦
so, for instance R(2)43 = 7 since servicing a request fromposition 4 incurs a cost of 3 andmoving from
4 to 3 augments this cost by 4, for a total cost of 7. In general we may determine these “request–cost”
matrices as such: R(r)ij = d(i, r) + d(i, j).
The primary conceptual advantage of these request–cost matrices is the ability to compose them.
If, for instance, wewish to answer the same question about incoming and outgoing states for a request
sequence r1r2, then given incoming and outgoing states i and j, the minimal-cost response uses an
intermediary response s as such:
R(r1r2)ij = min
s
d(i, r1) + d(i, s) + d(s, r2) + d(s, j) = min
s
(R(r1)is + R(r2)sj).
Algebras on the operations of minimization, maximization, and addition were developed indepen-
dently by several researchers in operations research in the latter half of the 20th century [10,11,12];
the semi-ring consisting of the operations of minimization and addition was brought to prominence
in the ﬁeld of algebraic geometry by Simon [13], and have been henceforth known as “min-sum”
or “tropical” semi-rings. These algebras have also been used for the scheduling of interdependent
operations atmultiple sites, as for example in the scheduling of industrial operationsmodeled by Petri
nets [14].
If we use the tropical algebraic convention of letting ⊕ and ⊗ represent the minimum and sum
operations, respectively, then the above expression simpliﬁes to the familiar form
R(r1r2)ij =
⊕
s
R(r1)is ⊗ R(r2)sj,
which can be expressed with the concise linear algebraic expression R(r1r2) = R(r1) ⊗ R(r2). Induc-
tively, this can be extended to request sequences of any ﬁnite length.
By including initial-states in our consideration, we may use the tropical matrix algebra to describe
every possible request sequence and model their qualities. In such a scenario we allow the rows to
represent our ﬁrst chosenmovement (s1, in conventional nomenclature) and the columns to represent
the ﬁnal position (previously called sn+1). We shall call A the request–response matrix for a sequence
s0ρ if Aij represents the minimal cost of servicing s0ρj subject to an initial choice of relocation to i.
Considering the particular request–response matrix for a sequence consisting solely of an initial
state s0 and no requests, we have n = 0 which requires sn+1 = s1. We prohibit all other movements
by assigning to them cost ∞ (or, alternatively, costs which exceed twice the diameter of the graph,
which are, from an optimization standpoint, so large as to not be preferable under any circumstances).
Along the diagonal we represent the costs of moving from s0 to s1. For instance, in our C5 example
above, the matrix associated with the initial state s0 = 2 would be
S(2) =
⎡
⎢⎢⎢⎢⎣
4 ∞ ∞ ∞ ∞
∞ 0 ∞ ∞ ∞
∞ ∞ 1 ∞ ∞
∞ ∞ ∞ 2 ∞
∞ ∞ ∞ ∞ 3
⎤
⎥⎥⎥⎥⎦
and in general, S(s0)ij =
{
d(s0, i) if i = j,∞ if i /= j.
Similar to our concatenation of matrices representing individual requests to represent the costs
associated with several sequential requests, a product of a single initial-state matrix with several
request matrices will yield the request–response matrix for a request sequence. As a full illustration
of this behavior, we can consider the request sequence 1221 on C4, which we noted previously was
sufﬁx-dependent.
D.J. Wildstrom / Linear Algebra and its Applications 435 (2011) 1796–1811 1801
R(1221)= S(1) ⊗ R(2)2 ⊗ R(1) (1)
=
⎡
⎢⎢⎣
0 ∞ ∞ ∞
∞ 1 ∞ ∞
∞ ∞ 2 ∞
∞ ∞ ∞ 3
⎤
⎥⎥⎦⊗
⎡
⎢⎢⎣
1 2 3 4
3 0 1 2
5 6 3 4
3 4 5 2
⎤
⎥⎥⎦
2
⊗
⎡
⎢⎢⎣
0 1 2 3
6 3 4 5
4 5 2 3
2 3 4 1
⎤
⎥⎥⎦ (2)
=
⎡
⎢⎢⎣
2 3 4 5
4 4 4 4
8 9 10 9
7 8 9 8
⎤
⎥⎥⎦ . (3)
The request–response matrix serves as an algebraic representation of the limited-knowledge costs
discussed in the previous section and in previous works: we saw via examples in Section 2.1 that
sufﬁx-dependence of a sequence occurs when the optimal choice of response varies depending on the
best choice of sn from which to ﬁeld the ﬁnal request; sufﬁx-dependence thus occurs when different
values of sn impel different optimal choices of s1. We may explicitly formulate this correspondence
between request–response matrix properties and the sufﬁx-dependence of the underlying request
sequence:
Proposition 2. A sequence s0/r1r2 · · · rn is sufﬁx-independent if its request–response matrix A has a
minimal row.
Proof. Let the minimal row of A have index i, so that Aij  Ai′j for all i′, j. We shall see that, regardless
of the choice of r, s0/r1r2 · · · rnr will have a minimal-cost response utilizing i as the ﬁrst relocation
point. Suppose the extended sequence s0/r1r2 · · · rnrn+1 has minimum-cost response s1s2 · · · snsn+1.
This cost is evidently
n+1∑
i=1
[d(si−1, si) + d(si, ri)].
We know from the deﬁnition of the request–response matrix that, letting s′1 = s1 for brevity, As1sn is
equal to
min
s′2 ,...,s′n−1
⎛
⎝d(s0, s1) + d(s1, r1) + n−1∑
i=2
[
d
(
s′i−1, s′i
)
+ d
(
s′i , ri
)]
+ d
(
s′n−1, sn
)⎞⎠
and thus, the cost of serving s0/r1r2 · · · rnr with s1s2 · · · snsn+1 may be bounded in large part by this
cost-minimizing total:
∑n+1
i=1 [d(si−1, si) + d(si, ri)]As1sn + d(sn, rn) + d(sn, sn+1), d(sn+1, rn+1)
Aisn + d(sn, rn) + d(sn, sn+1), d(sn+1, rn+1).
Since Aisn is the cost of a minimal response subject to initial relocation vertex i and ﬁnal relocation sn,
it follows that there is a sequence s′1 = i, s′2, s′3, . . . , s′n = sn such that
Aisn =
n−1∑
i=1
[
d
(
s′i−1, s′i
)
+ d
(
s′i , ri
)]
+ d
(
s′n−1, sn
)
and thus
n∑
i=1
[
d
(
s′i−1, s′i
)
+ d
(
s′i , ri
)]
+ d(sn, sn+1) + d(sn+1, rn+1)
n+1∑
i=1
[d(si−1, si) + d(si, ri)].
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Since the latter sequence was assumed to be minimum-cost, this is an equality, and thus
is′2s′3 · · · s′n−1snsn+1 is a minimal-cost response to s0/r1r2 · · · rnrn+1. Since this optimal response uses
initial relocationpoint i regardlessof thevalueof rn+1, it follows that s0/r1r2 · · · rn is sufﬁx-independent.

In tropical algebraic terms, a row vector 	ai isminimal, and thus representative of an unambiguously
optimal strategy, if andonly if	ai = ⊕j 	aj . For instance,wemaysee that this is clearlynot truewhenA =
R(1221) above, for which
⊕
j 	aj = (2, 3, 4, 4), which is not equal to any of the rows; this is an algebraic
justiﬁcation of the already established fact that 1221 is a sufﬁx-dependent sequence of requests on C4.
3.1. Reductions of the request–response semigroup
Ideally, a complete enumeration of the products of elements of the set of generators {S(s0), R(ri)}
would serve to shed light on a graph’s windex and competitive ratio and deﬁcit, since all of these
quantities can be expressed in terms of the properties of request matrices; unfortunately, it is clear
that in most graphs, in which the costs associated with a request sequence can become arbitrarily
large, there are inﬁnitely many such matrices. Several equivalences can be employed to reduce the
size of the set of matrices under consideration.
One of the most natural reductions, akin to the relationship between the general linear group and
special linear group, is to consider only onemember of a class of scalar multiples. Since confusionmay
be engendered by referring to the equivalent quantities c + A and c ⊗ A as a “sum” or a “product”with
equal validity, we shall describe this operation with the unambiguous term translation.
Deﬁnition 2. Two matrices A and B are translation-equivalent if A = c ⊗ B for some c ∈ Z.
We may choose to represent each equivalence class with a representative matrix; there are three
reasonable conventions for doing so. For computational simplicity, the simplest representative would
be one in which a single element is normalized; so we represent A with, for instance, (−A11) ⊗
A, the translation-equivalent in which the ﬁrst element is zero. For human-readability, an entirely
non-negative representative is generally preferable, so under many circumstances, (−mini,j)Aij ⊗ A
is a preferable translation-equivalent representative for a matrix A. Lastly, there is the eigenvalue-
normalization developed by Cuninghame-Greene [15], in which a matrix A of tropical eigenvalue λ is
representedby (−λ) ⊗ A. In this paper, exceptwhere otherwise noted, translation-equivalence classes
will be represented by the second option above, for readability.
While translation-equivalency neglects certain aspects of a request–response matrix, such as the
ratios between various costs, it preserves those aspects of a matrix of greatest interest for this work, in
particular thedominanceof rowsoverother rows, and thus the less abstract conceptsofunambiguously
optimal strategies and sufﬁx-independence. Furthermore, while the set of possible requests is clearly
inﬁnite, we may see that the set of translation-equivalence classes of request–response matrices is
ﬁnite by means of an argument based on an enumerative technique of Saks [16].
Lemma 1. For matrices A and B, if there is a real x such that |Aij − Akj| x for all i, j, and k, then |[A ⊗
B]ij − [A ⊗ B]kj| x for all i, j, and k. Likewise, if there is a real number y such that |Bij − Bik| y for all i,
j, and k, then |[A ⊗ B]ij − [A ⊗ B]ik| y for all i, j, and k.
Proof. Letusnote thatAij − Akj  x canbe rewrittenasAij  Akj ⊗ x, and similarly for theother inequal-
ities in the statement of this lemma. Given i, j, and k, since for any r it is the case that Air  Akr ⊗ x,
it follows that Air ⊗ Brj  Akr ⊗ x ⊗ Brj . Then, since this inequality is true for all r, it is true for the
minimum over r, so
[A ⊗ B]ij =
⊕
r
Air ⊗ Brj 
(⊕
r
Akr ⊗ Brj
)
⊗ x = [A ⊗ B]kj ⊗ x.
The columnwise argument on B proceeds along similar lines. 
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Thus, we know that the difference among a matrix’s entries over a single row cannot be increased
by right multiplication; likewise, the difference among a matrix’s entries over a single column are
not increased by left multiplication. Since the generating matrices S(s0) and R(ri) have row- and
column-ranges not exceeding the diameter of the graph, we can conclude, from this lemma, that
all request–response matrices have ranges within individual columns and rows of no more than the
diameter of the graph. We can thus place a ﬁnite, if rather large, bound on the number of equivalency
classes of request–responsematrices for a given graph G; we know the difference between two entries
of a request–responsematrix cannot exceed twice the diameter of the graph; choosing a representative
matrixwith at least one zero entry and no negative entries, wemay constrain the entries to be integers
between zero and 2d(G); a simple combinatorial argument shows that this is [2d(G)](|G|2). For any
but the most trivial graphs, this is prohibitively high, but the existence of a ﬁnite bound nonetheless
suggests the possibility of completely mapping a graph’s request-space. While most of this enormous
quantity of possible translation classes do not in fact occur as request–response matrices, enough
of them do occur to make a brute-force enumeration of all translation classes untenable. There are,
however, several other simpliﬁcations and equivalencies which can be imposed on request–response
matrices with minimal loss of signiﬁcant structure.
3.1.1. Consolidation of trivialities
With respect to an investigation of the relationship between global optima and optima ignorant
of the ﬁnal request, the overwhelming majority of request–response matrices turn out to be of no
actual interest. A request sequence has a unambiguously optimal solution i if and only if its associated
request–response matrix A has a minimal row; that is, a row 	ai such that
	ai =
n⊕
j=1
	aj.
This property we call sufﬁx-independence, since it is identical to the identically named property of
request sequences. Matrices with this property will not be of much consequence in determining
worst-case optimization behaviors, since they represent states where short-term optimization is in
fact possible. Furthermore, these matrices cannot contribute to the generation of any other matrices
without this property.
Proposition 3. Let 	ai and 	ci be the ith rows of A and A ⊗ B, respectively. For ∼ signifying any of <, , or= applied termwise, if 	ai ∼ 	aj, then 	ci ∼ 	cj.
Proof. Note that for any comparison∼, if x ∼ y and x′ ∼ y′, then x ⊕ x′ ∼ y ⊕ y′ and c ⊗ x ∼ c ⊗ y.
Then, given that aik ∼ ajk for all k,
[A ⊗ B]ik=
n⊕
r=1
Air ⊗ Brk
∼
n⊕
r=1
Ajr ⊗ Brk
∼[A ⊗ B]jk.
In particular, if A is sufﬁx-independent, so that 	ai  	aj for all j, then it follows from this proposition
that A ⊗ B is also sufﬁx-independent. This is a stronger version, and a simpler proof, of the known fact
that extensions of sufﬁx-independent sequences are themselves sufﬁx-independent [3]. 
Since all sufﬁx-independent matrices serve as generators only for other such matrices, it is a
sensible simpliﬁcation to consider all matrices with unambiguously optimal rows to be equivalent.
This is a fairly minor improvement when viewed over the set of all n × nmatrices: one would expect
only approximately a probability of 1
nn−1 of a random matrix drawn from a uniform distribution to
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Table 2
Number of distinct matrices under various equivalence schemes.
Equivalence schemes
Translation
√ √ √ √ √ √ √
Triviality × √ √ √ √ √ √
Automorph. × × × × √ √ √
Row-order None None Perm. Purge None Perm. Purge
Graphs
P2 36 2 2 2 2 2 2
T4 69,100 214 201 46 N/A N/A N/A
T
(1)
5 1,864,888 3604 3009 197 N/A N/A N/A
T
(2)
5 2,048,945 7818 6143 202 N/A N/A N/A
T
(3)
5 973,514 3000 2362 163 N/A N/A N/A
T
(4)
5 1,336,772 4884 3680 166 N/A N/A N/A
T
(5)
5 1,267,068 2503 1384 149 N/A N/A N/A
T
(6)
5 932,156 8280 1569 151 1676 1331 93
C4 58,883 2274 580 54 770 515 37
C5 1,019,486 45,532 8378 217 13,047 7851 146
possess the sufﬁx-independence property. However, the distribution ofmatrices generated by request
sequences is heavily skewed towards sufﬁx-independence, since many request sequences become
sufﬁx-independent early on, and then allmatrices generated by that sequence or any extension thereof
is sufﬁx-independent. This property is exhibited clearlywith several examples in Table 2. For example,
of the 1,019,486 matrices associated with request sequences on C5, all but 45,531 are trivial, bringing
an intractably large set of request–response proﬁles down to a size more amenable to calculation and
visualization.
The expected extent of the simpliﬁcation seems to vary widely depending on the properties of
the underlying graph. Graphs of ﬁnite windex seem to perform particularly well, as in the case of T4,
where all but 213 of the 69,100 matrices are sufﬁx-independent. This dichotomy is easily explained
by the nature of sufﬁx-independence. Since the windex of a graph is an upper bound on the length of
sufﬁx-dependent sequences, every sequence exceeding a certain length in a ﬁnite-windex graph will
necessarily correspond to a sufﬁx-independent matrix.
3.1.2. Automorphism reduction
Several of the graphs we have explored so far have been vertex-transitive, speciﬁcally the complete
graphs, cycles, and the sixth strongly connected tournament on ﬁve vertices. On these graphs, we
would expect the symmetry on the graphs to translate to symmetry on the graph’s associated request
sequences, responses, and request–response matrices.
Remark 1. If G admits a vertex automorphism φ, then all costs associated with a given request and
response sequence are unchanged under application of φ to both sequences. The sequence s0ρ is
sufﬁx-dependent iff φ(s0ρ) is sufﬁx-dependent. If P is the tropical permutation matrix associated
with φ, then R(φ(s0ρ)) = PR(s0ρ)P.
The mapping of the request–response matrices under automorphism indicates that an automor-
phism on the graph G leads naturally to an automorphism on the semigroup of request–response
matrices of G. This suggests another consolidation of request–response matrices into equivalence
classes: if A and B are request–response matrices associated with request sequences which are equiv-
alent under a graph automorphism, we shall call A and B automorphism-equivalent. In practice, this
equivalence is only feasible or worthwhile to compute in the speciﬁc casewhere the graph G is vertex-
transitive. Then, since there is always an automorphism mapping s0 to a particular vertex u, we may
D.J. Wildstrom / Linear Algebra and its Applications 435 (2011) 1796–1811 1805
consider only those request–responsematrices generated by a single initial-statematrix S(u). It is easy
to see that this equivalency will reduce the set of possible matrices by at most a factor of |V(G)|, since
the number of distinct request sequences will be reduced only by a factor of |V(G)|. Simpliﬁcation is
likely in many cases not to even reach this extent, since each request sequence does not necessarily
correspond toauniquematrix. For instance, as indicated inTable2,whileT
(6)
5 seesmatrix-set reduction
bya factor of verynearly thenumber of vertices, approximately 4.94, the cyclesC4 andC5 see respective
reduction factors of only 2.95 and 3.49, respectively.
3.1.3. Row permutation and purgation
Let us recall that each row of a request–response matrix corresponds to a strategy; the ith row
signiﬁes the choice of s1 = i in response to the request associated with the matrix. At present we
concern ourselves not with the particular strategy optimal in each case, but merely the existence of
such strategies. As such, the order of a matrix’s rows is of no particular consequence when assessing
properties of the matrix such as sufﬁx-dependence or the number of potentially optimal strategies.
Likewise, row-permutation can be easily seen to be preserved under extension of a request sequence.
Let us call A and B permutation-equivalent if A’s rows are a permutation of the rows of B. By expressing
this permutation as a premultiplication by a matrix P representing the permutation in the tropical
algebra, it is easy to see that, givenA = P ⊗ B, it follows that for anymatrixC,A ⊗ C = P ⊗ (B ⊗ C), so
permutation-equivalence is preserved under right-multiplication, although it is not preserved under
left-multiplication. In Table 2, we see that equivalence under row-permutation rarely reduces the
number of distinct states greatly; the exceptional case is in vertex-transitive graphs which have not
already undergone automorphism reduction.
We may take our recognition of meaningless distinctions among rows one step further, by consid-
ering the triviality conditions discussed previously in this light. Proposition 3 serves to illustrate that
strategies can be abandoned once shown to be inferior; it demonstrates that a row, once it dominates
or equal another row, will continue to dominate or equal that row in all extensions of the underlying
request sequence. In the lexicon of request sequences, the conclusion is that once a certain choice of
s1 is shown to be superior to or equivalent to a different choice of s1 for a request sequence s0ρ , it will
continue to be superior or equivalent when the request is extended. If we were to consider optimal
strategies in response to a particular sequence, it would thus be efﬁcient to winnow down our set of
possible choices of s1 at each stageof growthof a request sequence to only thosewhichdonot dominate
other choices, and among equivalent choices, to choose only one. This process may be mirrored in the
language of tropical matrices by associating with each matrix a set of the viable strategies.
Deﬁnition 3. The minimal row-set of a matrix A is the set of all rows 	ai of A such that 	ai  aj for all j
such that ai /= aj .
Note that since the minimal row-set is unordered, this representation of salient information from
matrices is inclusive of the equivalence classes deﬁned for permutation-equivalence. Since dominance
and equivalence are preserved under right-multiplication, we may see that the minimal row-set of A
is sufﬁcient for calculating the minimal row-set of all right-multiplications of A:
Proposition 4. If the minimal row-set of A is {aˆ1, aˆ2, . . . , aˆr}, then the minimal row-set of AB is a subset
of {aˆ1 ⊗ B, aˆ2 ⊗ B, . . . , aˆr ⊗ B}.
Proof. Clearly, if the rows of A are 	a1, . . . , 	an, then the rows of B are 	a1 ⊗ B, . . . , 	an ⊗ B, so theminimal
row-set of B is a subset of {	a1 ⊗ B, . . . , 	an ⊗ B}. If 	ai is not in the minimal row-set of A, then 	ai  	aj
for some j such that 	ai /= 	aj . From Proposition 3, we know that 	ai ⊗ B 	aj ⊗ B, so 	aiB is either un-
represented in the minimal row-set of A ⊗ B or equal to 	aj ⊗ B. In either case, 	ai is not necessary to
construct the minimal row-set of AB. 
Note that while membership of 	ai in the minimal row-set of A is necessary for 	ai ⊗ B to be in the
minimal row-set of B, it is not sufﬁcient, so the cardinality of the minimal row-set of B is less than or
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equal to the cardinality of the minimal row-set of A. Matrices with a one-element minimal row-set
must be sufﬁx-independent, since they possess a row dominated by all other rows.
We shall consider two matrices to be row-purge equivalent if they have the same minimal row-
set or are translation-equivalent to matrices of the same minimal row-set. Considering the set of
all equivalence classes of possible matrices under row-purge equivalence, we ﬁnd that the set of
distinct situations under consideration in Table 2 in fact becomes extremely manageable in several
cases. Because row-sets are unordered, we expect performance at least equal to that of permutation-
equivalence; in fact, ourperformance is signiﬁcantly superior, as row-purgation is actually quite similar
to the triviality-reduction which initially reduced massive data sets hundredfold.
4. Cayley graph analyses
Enumerating states is of limited utility unless we know how those states relate to each other.
Fortunately, our matrix algebra has inherent structure, stemming not only from the multiplicative
semigroup on tropical matrices, but from our selection of initial-state matrices S(u), and our request
matrices R(u), which serve together to generate the entire request–response matrix semigroup. The
natural structure to impose on this system is a Cayley graph: we choose the equivalence classes of
matrices as vertices of a graph, and include the directed edge A → B iff B = A ⊗ R(u) for some u.
It was established that each equivalence class developed in the previous sections is preserved under
right multiplication. We shall construct our Cayley graphs using row-purge equivalence, since it will
represent the same situation with fewer nodes. Two of the smaller Cayley graphs are reproduced
in this paper to exhibit optimization features of the underlying graph. In particular, Figs. 3 and 4
represent the states on the strongly connected tournament T4 on 4 vertices as well as a three-vertex
asymmetric path denoted G3 with distance matrix
⎡
⎣0 2 34 0 1
5 1 0
⎤
⎦, chosen for its easy visualization and
analysis.
Certain aspects of the visual representation of this graphs bear closer inspection. In particular,
initial single-requestmatrices are labeledwith the associated s0/r1 pair;whenmultiple single-request
sequences are associated with the same class of matrices, they are all shown on a single node of the
graph. Each node also indicates theminimal row-set of the associatedmatrix, sorted lexicographically.
Edges are labeled with the vertex u to indicate that the edge represents multiplication by the request
sequence R(u). The trivial matrix-class is omitted from the graph; any numbered edge not emanating
from a node in this representation is assumed to lead to the trivial node.
Armed with a complete comprehension of the signiﬁcance of the visual representation, we may
use these graphs to determine signiﬁcant properties of the underlying dynamic location problem.
For instance, since walks from the base-vertices represent request sequences, and every node shown
on these graphs represents a sufﬁx-dependent sequence, a sufﬁx-dependent sequence of length n
corresponds to a walk among n nodes. Clearly, the windex of the underlying graph is ﬁnite if and
only if the length of a walk is bounded. Since the Cayley graph has a ﬁnite number of nodes, a
walk can be arbitrarily long if and only if it can visit the same node multiple times. We thus have
a computationally simple distinction between ﬁnite-windex and inﬁnite-windex graphs based on
their associated request–response Cayley graphs: a graphG has a ﬁnitewindex if and only if the Cayley
graph on its request–response semigroup is acyclic. Furthermore, the windex of such a graph is one
more than the number of ranks in a ranking of its associated acyclic Cayley graph.
The Cayley request–response graph for T4, as depicted in Fig. 3, is arrangedwith eight rankings and
edges directed exclusively from higher to lower rankings, andwemay thereby deduce that thewindex
of the graph is 9. This request–response graph may also be used to ﬁnd maximal sufﬁx-dependent
sequences by recording the labels on the initial state and each step in the walk, as in the case of the
sequence 143232124 and several other nine-step walks. In contrast, Fig. 4 is not acyclic, and several
cycles can be discerned, and associatedwith arbitrarily long sufﬁx-dependent sequences; for instance,
this Cayley graph presentation makes it clear that the periodic request sequence 133133(122)k is
sufﬁx-dependent.
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Fig. 3. Cayley graph on the request–response semigroup of T4.
5. Algebraic interpretation of cycles
Since inﬁnitewindex depends on the presence of cycles in a Cayley graph, the algebraic signiﬁcance
of those cycles bears closer investigation. If a request sequence s0ρ0 and s0ρ0ρc have identical request–
response behavior, then S(s0) ⊗ R(ρ0) is equivalent to S(s0) ⊗ R(ρ0) ⊗ R(ρc). If we let A be a matrix
whose rows are the minimal rows of S(s0) ⊗ R(ρ0), it thus follows from permutation-equivalence
and normalization-equivalence that A ⊗ R(ρc) = λ ⊗ P ⊗ A for a permutation matrix P and some
scalar λ. If the permutation associated with P has order k, we may eliminate the permutation from
consideration by noting that
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Fig. 4. Cayley graph on the request–response semigroup of G3.
A ⊗ R(ρc)k = (k · λ) ⊗ A.
The identiﬁcation and description of cycles is thus reduced to the eigenproblem in the tropical matrix
semigroup: transposing thematrix equation above, we see that the necessary and sufﬁcient condition
for s0ρ0 and ρc to describe a cycle in the Cayley graph is that the minimal row-set of A consists of
eigenvectors of (R(ρc)
k)T associated with the same eigenvalue.
The eigenproblem on tropical algebra is solved fully in Cuninghame-Green [15]; in particular,
every square matrix with ﬁnite entries has a single ﬁnite eigenvalue and at least one eigenvector.
At present, however, a means of determining when a given request–response matrix consists entirely
of eigenvectors of some request sequence has not been found: such a process would require not only
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constructing a matrix with given eigenvectors, which is quite simple, but reconstructing that matrix
as a tropical product of the generators {R(u)}.
5.1. Competitive ratios and deﬁcit
An arbitrarily long sufﬁx-dependent sequence, considered as a walk on a Cayley graph, will be
constrained, after a sufﬁcient number of steps, to a single connected component. While the presence
of a cycle in the Cayley graph means no amount of lookahead can achieve a perfect optimization, the
degree to which a strategy with ﬁnite lookahead is inferior to a perfect optimization can be quantiﬁed
encouragingly: when responding to a speciﬁc subsequence of n requests from a longer sequence, we
have seen that the choice of initial response s1 may depend on the desired ﬁnal location sn+1, and that
theremaybesome inefﬁciencyengenderedbyan incorrect choiceof s1. Forexample, in theexplorations
of the sufﬁx-dependent request sequences on C2n exhibited in Section 2.1, we saw that the optimal
response to the subsequence 1/221m(nm)k was different depending on the desired ﬁnal position: the
response 22m2k+3 yielded a cost of (k + 2)n if a ﬁnal position ofmwas desired, and a cost of (k + 3)n
ifnwas the desiredﬁnal position,while the response 111n2k+2 costs (k + 2)n + 1 for a ﬁnal position of
n, and (k + 3)n + 1 if theﬁnal position shouldben;we see that, absent knowledgeof theﬁnal position,
either choice may be suboptimal. We shall call the minimum difference between the optimal cost and
actual cost for adversarially chosen ﬁnal position with s1 chosen to minimize this possible difference
the competitive deﬁcit; here the cost-minimizing choice is to let s1 = 2, which would provoke an
adversarial choice of n for the ﬁnal position, leading to a deﬁcit of (k + 3)n − [(k + 2)n + 1] = n − 1.
likewise, we may call the ratio between the above-determined limited-knowledge optimum and a
perfect optimum on a particular request sequence the competitive ratio; in this case we could see the
competitive ratio to be
(k+3)n
(k+2)n+1 = n−1(k+2)n+1 ≈ 1k+2 . We denote the competitive deﬁcit and ratio and
deﬁcit associatedwith a particular request–responsematrixM as δ(M) and τ(M), respectively; let the
maximum competitive ratio on a sequence of length k in a graph G be denoted τ k(G). Several request
sequence properties are constrainedwithin a connected component, including the competitive deﬁcit,
andwith theknowledgeof these constraints,wemayplaceasymptotic boundson the competitive ratio.
One simple observation to be made is that row-domination is what might be called an “inheritable
trait”; any rows dominated by other rows in a request–responsematrix Awill be dominated by them in
any successor of A in the Cayley graph; this is guaranteed by Proposition 3. As a result of this particular
case, as well as the general row-set transformations guaranteed by Proposition 4, we are assured that,
in a Cayley graph using row-purgedmatrices, the successors of a particular matrix have nomore rows
than thatmatrix. Thus anyvertex of a connected component of a request–responsematrix Cayley graph
has nomore rows than any other vertex of that component; thus the number of rows is an invariant of
that component. Likewise, we can show that competitive deﬁcit cannot increase under multiplication
by a request matrix, and thus, since competitive deﬁcit is nonstrictly decreasing along edges, within a
component, competitive deﬁcit will also be constant.
Theorem 1. If A represents request–response costs with associated competitive deﬁcit δ, then the compet-
itive deﬁcit associated with A ⊗ B cannot exceed δ.
Proof. Note that, since δ represents the competitive deﬁcit associated with requests and responses in
A, that
δ = min
i
max
j,k
(Aik − Ajk).
Let us deﬁne fA(i, j) = maxk(Aik − Ajk), so that δ = mini maxj fA(i, j). Note that fA(i, j) may also be
deﬁned as the minimum scalar satisfying fA(i, j) ⊗ 	aj  	ai, where 	ai and 	aj represent the ith and jth
rows of A, respectively. By Proposition 3, this inequality is preserved under matrix postmultiplication,
so that
fA(i, j) ⊗ 	aj ⊗ B 	ai ⊗ B.
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Since 	ai ⊗ B and 	aj ⊗ B are the ith and jth rows, respectively, of A ⊗ B, it follows that fA⊗B(i, j) is the
minimal scalar such that
fA⊗B(i, j) ⊗ (	aj ⊗ B) 	ai ⊗ B.
Since fA(i, j) is such a scalar, it is clear that fA(i, j) fA⊗B(i, j). Since this is true for all i and j,
δ = min
i
max
j
fA(i, j)min
i
max
j
fA⊗B(i, j)
and thus, the competitive deﬁcit associated with A ⊗ B is no more than δ. 
Since the competitive deﬁcit is closely linked to the competitive ratio, we may use this result to
determine competitive ratio in a periodically generated sufﬁx-dependent sequence. If a particular
sequence has an associated matrix A, its competitive ratio can be bounded by the competitive deﬁcit
in the following manner:
min
i
max
j,k
Aik
Ajk
= 1 + min
i
max
j,k
Aik − Ajk
Ajk
 1 + δ
minj,k Ajk
so the competitive ratio associated with a matrix will exceed 1 by no more than the ratio of the
competitive deﬁcit of the matrix to the smallest entry in the matrix. Coupled with an expansion of
the smallest entry in the matrix, this yields a quite strong asymptotic bound on the competitive ratio
with lookahead k. We know that, if we consider a particular cycle in the Cayley graph, extension of a
sequence by the elements of that cycle will extends a sequence’s length by the length  of the cycle,
and increase all associated entries of the request–response matrix by the eigenvalue λ of the cycle.
Thus, if A is the request–response matrix for a particular sequence with minj,k Ajk = c and B is the
matrix for an extension of that sequence by r requests, minj,k Bjk ≈ c + λ r. Since τ r(G) utilizes the
matrix with greatest competitive ratio among matrices associated with request sequences of length
r, the asymptotic behavior of τ r(G) will be dictated by the greatest possible value of 1 + δ
minj,k Ajk
. In
order to keep Ajk as low as possiblewhile using request sequences of arbitrary length,we see as a result
of the long-term behavior of periodic sequences that Ajk is minimized over the long term by choosing
a periodic sequence with the lowest possible eigenvalue mean λ

. This yields the asymptotic bound
τ r(G)
δ
c + λ

r
in which all values except for c, the unnormalized minimum entry of the request–response matrix
at the head of a cycle in the Cayley graph, are easily determined from cycle-by-cycle analysis of the
Cayley graph. Several examples can easily be shown by exhaustive consideration of all cycles within
their representative graphs. For instance, in the graph G3, the periodic request sequence 133133(122)
n
has a cycle length 3 and was shown to have eigenvalue 4 and competitive deﬁcit 1. This request has, in
fact, the least λ

ratio, so it dictates the asymptotic behavior of τ k(G4): as seen in Table 3, we see that
asymptotically
τ k(G4) ≈ 1 + 1
5 + 4
3
k
.
Table 3
Values of τ k(G3) up to τ = 10.
k 1 2 3 4 5 6 7 8 9 10
τ k(G3) 2
3
2
9
8
9
8
10
9
14
13
15
14
17
16
18
17
19
18
Table 4
Values of τ k(C5) up to τ = 10.
k 1 2 3 4 5 6 7 8 9 10
τ k(C5) 2 2
5
3
5
4
6
5
7
6
8
7
9
8
10
9
11
10
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Likewise, the Cayley graph for C5 has an extraordinary multitude of cycles; it comes as no surprise
in light of this fact that the optimum ratio λ

= 1 is achieved by one of them. We expect thus that
τ k(C5) ≈ 1 + 1c+k for some c; Table 4 conﬁrms this presumption and indicates that the equality is, in
this case, exact for k 4:
τ k(C5) = 1 + 1
k
.
This asymptotic bound is not the ﬁrst of its sort: Chung and Graham [17] presented a similar bound
on the competitive ratio of unweighted, undirected graphs G:
τ r(G) 1 + 2⌊
r
2
⌋ .
The bound presented in this work is more generally applicable, however, since it applies to arbitrary
distancemetrics, andmore graph-speciﬁc, since it incorporates the graph parameters δ and λ

to allow
for tighter bounds with large r.
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