Introduction
The study of impulsive differential equations has attracted a great deal of attention in fractional dynamics and its theory has been treated in several works (see [228, 251] ). Actual impulses do not always happen at fixed points but usually at random points, i.e., impulsive moments {t k } are random variable, see [247, 248, 249, 252, 253] . By the motivation of the recent surge in developing the theory of fractional differential equations, we present a new idea of research to prove the existence of fractional differential equations with random impulses.
Preliminaries
Let R n be the n -dimensional Euclidean space and Ω a non -empty set. Assume that τ k is a random variable defined from Ω to D k def.
= (0, d k ) for all k = 1, 2, ... where 0 < d k < ∞.
Furthermore, assume that τ i and τ j are independent of each other as i = j for i, j = 1, 2, ....
Let τ, T ∈ R be two constants satisfying τ < T . We denote R τ = [τ, T ], R + = [t 0 , ∞).
We consider the fractional neutral functional differential equations with random impulses of the form,
..
where c D α is the standard Caputo's fractional derivative of order 0 < α < 1. f, g :
are given functions, mapping from [−r, 0] into R n with some given r > 0. φ is a function defined from [−r, 0] to R n ; x t is a function when t is fixed, defined by x t (θ) = x(t + θ), for θ ∈ [−r, 0]; ζ 0 = t 0 and ζ k = ζ k−1 + τ k for k = 1, 2, ....
Here t 0 ∈ R τ is an arbitrary given real number. Obviously,
with the norm ||x|| t = sup t−r<s<t ||x(s)|| for each t satisfying τ ≤ t ≤ T and T ∈ R + is a given number, ||.|| is any given norm in R n . Let B(R n ) denote the Banach space of bounded linear operators from R n to R n with the norm ||A|| B(R n ) = sup ||A(y)|| : ||y|| = 1 .
Denote {B t , t ≥ 0} the simple counting process generated by ζ n , that is, {B t ≥ n} = {ζ n ≤ t}, and denote F t the σ -algebra generated by {B t , t ≥ 0}. Then (Ω, P, {F t }) is a probability space. For the simplicity, denote the Banach space Γ = all functions defined from [t 0 − r, ∞) to R n with the norm defined by ||χ|| Γ = sup t≥t 0 E||χ|| t .
Definition 4.2.1. For a given T ∈ (t 0 , ∞), a stochastic process {x(t), 0] , and
, and I A (.) is the index function, i.e.,
. Let X be a Banach space, let E be a bounded closed convex subset of X and let S, U be maps of E into X such that Sx + U y ∈ E for every pair x, y ∈ E. If S is a contraction and U is Completely continuous, then the equation Sx + U x = x has a solution on E.
Existence Results
In this section, we discuss the existence of the solutions of the system (4.3.2). Before stating and proving the main results, we introduce the folloeing hypothesis.
(H 1 ) The function f satisfies the Lipschitz condition and there exists a positive constant
(H 2 ) The function g is continuous and there exists a constant L 2 > 0 such that
is a continuous bounded linear operator and there exists a constant
(H 4 ) The functions f and A are continuous and there exist a non-negative constant k such that 
Let T be an arbitrary positive number t 0 < T < ∞. Let us define an operator P : Γ → Γ as follows:
and
We define the operators S and U on B r as
Next, we have to prove that S + U has a fixed point in B r .
The proof is divided into three steps.
Step I: To prove Sx + U y ∈ B r , for all x, y ∈ B r .
For x, y ∈ B r , consider,
Now,
Therefore, by (4.3.1) Sx + U y = sup t≥t 0 E Sx + U y ≤ r which means that Sx + U y ∈ B r .
Step II: To prove S is a contraction on B r .
Let x, y ∈ B r .
Consider,
Thus,
Therefore, by (4.3.2), S is a contraction. Please purchase PDF Split-Merge on www.verypdf.com to remove this watermark.
StepIII: To prove that U is a completely continuous operator.
For that, First we prove that U is uniformly bounded.
Therefore,
This yields that U is uniformly bounded.
Next, we have to show that U x : x ∈ B r is equicontinuous.
Let x ∈ B r and let t 0 ≤ t 1 < t 2 ≤ T , then we have
where, 
Example
Let τ k be a random variable defined in D k ≡ (0, d k ) for all k = 1, 2, ... where 0 < d k < ∞.
Furthermore, assume that τ i and τ j be independent with each other as i = j for i, j = 1, 2, ... It is easily seen that the functions f, g and A satisfies the assumptions and clearly, we
Moreover the assumptions (H 5 ) and (H 6 ) are satisfied.
