We deal with a class of Lipschitz vector functions U = (u1, . . . , u h ) whose components are non negative, disjointly supported and verify an elliptic equation on each support. Under a weak formulation of a reflection law, related to the Pohozaev identity, we prove that the nodal set is a collection of C 1,α hyper-surfaces (for every 0 < α < 1), up to a residual set with small Hausdorff dimension. This result applies to the asymptotic limits of reaction-diffusion systems with strong competition interactions, to optimal partition problems involving eigenvalues, as well as to segregated standing waves for Bose-Einstein condensates in multiple hyperfine spin states.
Introduction

Statement of the results
Let Ω be an open bounded subset of R N , with N ≥ 2. Our main interest is the study of the regularity of the nodal set Γ U = {x ∈ Ω : U (x) = 0} of segregated configurations U = (u 1 , . . . , u h ) ∈ (H 1 (Ω)) h associated with systems of semilinear elliptic equations. The main result of this paper is the following. Theorem 1.1. Let U = (u 1 , . . . , u h ) ∈ (H 1 (Ω)) h be a vector of non negative Lipschitz functions in Ω, having mutually disjoint supports: u i · u j ≡ 0 in Ω for i = j. Assume that U ≡ 0 and
whenever u i > 0 , i = 1, . . . , h, where f i : Ω × R + → R are C 1 functions such that f i (x, s) = O(s) when s → 0, uniformly in x. Moreover, defining for every x 0 ∈ Ω and r ∈ (0, dist(x 0 , ∂Ω)) the energỹ E(r) =Ẽ(x 0 , U, r) = 1 r N −2 Br(x0) |∇U | 2 , assume thatẼ(x 0 , U, ·) is an absolutely continuous function of r and that it satisfies the following differential equation
Let us consider the nodal set Γ U = {x ∈ Ω : U (x) = 0}. Then we have 1 H dim (Γ U ) ≤ N − 1. Moreover there exists a set Σ U ⊆ Γ U , relatively open in Γ U , such that
• H dim (Γ U \ Σ U ) ≤ N − 2, and if N = 2 then actually Γ U \ Σ U is a locally finite set;
• Σ U is a collection of hyper-surfaces of class C 1,α (for every 0 < α < 1). Furthermore for every x 0 ∈ Σ U lim x→x + 0
|∇U (x)| = lim
where the limits as x → x ± 0 are taken from the opposite sides of the hyper-surface. Furthermore, if N = 2 then Σ U consists in a locally finite collection of curves meeting with equal angles at singular points.
The regularity of the nodal set can be extended up to the boundary under appropriate assumptions (see Remark 7.1). To proceed, it is convenient to group the vector functions satisfying the assumptions of Theorem 1.1 in the following class. Definition 1.2. We define the class G(Ω) as the set of functions U = (u 1 , . . . , u h ) ∈ (H 1 (Ω)) h , whose components are all non negative and Lipschitz continuous in the interior of Ω, and such that u i · u j ≡ 0 in Ω for i = j. Moreover, U ≡ 0 and it solves a system of the type
where (G1) f i : Ω × R + → R are C 1 functions such that f i (x, s) = O(s) when s → 0, uniformly in x;
(G2) µ i ∈ M(Ω) = (C 0 (Ω)) ′ are some nonnegative Radon measures, each supported on the nodal set Γ U = {x ∈ Ω : U (x) = 0}, and moreover (G3) associated to system (2), if we define for every x 0 ∈ Ω and r ∈ (0, dist(x 0 , ∂Ω)) the quantitỹ E(r) =Ẽ(x 0 , U, r) = 1 r N −2 Br(x0) |∇U | 2 ,
thenẼ(x 0 , U, ·) is an absolutely continuous function of r and
To check the equivalence between the two sets of assumptions, we observe that equation (2) together with (G2) yield that −∆u i = f i (x, u i ) over the set {u i > 0}. Reciprocally, if such equation holds in {u i > 0} then (2) holds in the whole Ω for a measure µ i concentrated in Γ U (a proof of this fact will be provided in Lemma 5.5 in a similar situation). We will work from now on with this second formulation of the assumptions.
Notations. For any vector function U = (u 1 , . . . , u h ) we define ∇U = (∇u 1 , . . . , ∇u h ), |∇U | h . Moreover, F (x, U ) = (f 1 (x, u 1 ), . . . , f h (x, u h )). We will denote by {U > 0} the set {x ∈ Ω : u i (x) > 0 for some i}. The usual scalar product in R N will be denoted by ·, · . Hence, with these notations, F (x, U ), U = i f i (x, u i )u i and U, ∂ ν U = i u i (∂ ν u i ) for instance. Remark 1.3. (a) It is easily checked that equation (3) always holds for balls lying entirely inside one of the component supports, as a consequence of the elliptic equation (2) (see also §1.2). Hence, for our class systems, (G3) represents the only interaction between the different components u i through the common boundary of their supports; as we are going to discuss in §1.2 this can be seen as a weak form of a reflection property through the interfaces. Although this hypothesis may look weird and may seem hard to check in applications, it has the main advantage to occur naturally in many situations where the vector U appears as a limit configuration in problems of spatial segregation. It has to be noted indeed that a form of (3) always holds for solutions of systems of interacting semilinear equations and that it persists under strong H 1 limits (see §8).
(b) Theorem 1.1 applies to the nodal components of solutions to a single semilinear elliptic equation of the form −∆u = f (u). Hence, in a sense, our work generalizes [25, 19] . In the paper [6] , Caffarelli and Lin proved that the same conclusion of Theorem 1.1 holds for vector functions U minimizing Lagrangian functional associated with the system. They also proved that equation (3) holds for such energy minimizing configurations. On the other hand, at the end of this paper we show that (3) is fullfilled also for strong limits to competition-diffusion systems, both those possessing a variational structure and those with Lotka-Volterra type interactions (see §8 for some applications of Theorem 1.1). Inspired by our recent work [27] written in collaboration with Noris and Verzini, we found that property (G3) is a suitable substitute for the minimization property.
(c) Our theorem extends also to sign changing, complex and vector valued functions u i . For the sake of simplicity we shall expose here the proof for non negative real components, highlighting in Remark 5.9 the modifications needed to cover the general case.
(d) Finally we observe that the conclusions of Theorem 1.1 are all of local type. Hence, the conclusion are still valid in the case Ω unbounded by applying our main theorem to each bounded subset Ω ′ ⊂ Ω.
The approach here differs from the viscosity one proposed by Caffarelli in [4] (which we think does not apply to elements in G(Ω)) and follows rather the mainstream of [6, 25] , based upon a classical dimension reduction principle by Federer. It has the main advantage of avoiding the a priori assumption of non degeneracy of the free boundary (which is considered for instance in [1, §4] ): in contrast, non degeneracy will be turn out to hold true on the non singular part of the nodal set as a consequence of the weak reflection principle. Compared with [6] , a major difficulty here arises from the fact that we lack the essential information of the minimality of the solution. The techniques we present here are not mere generalizations of the ones used in [6] : we will use a different approach when proving compactness of the blowup sequences as well as when classifying the conic functions (blowup limits); finally we will exploit an inductive argument on the dimension. This will allow us to extend the results of [6] concerning the asymptotic limits of solutions of systems arising in Bose-Einstein condensation (cf. §8.1) to the case of excited state solutions.
Motivations and heuristic considerations
In R 2 the functions of the form r m/2 cos(mθ/2) (in polar coordinates) for any integer m ≥ 2 are good prototypes of elements in G. The nodal sets of such functions can be divided in two parts: the regular part is a union of curves where a reflection principle holds (the absolute value of the gradient is the same when we approach each curve from opposite sides); the remaining part has small Hausdorff measure (it is a single point). Our aim is to show that this is a general fact, in any space dimension.
More generally, let u be a locally Lipschitz
If we integrate the following Pohȏzaev-type (Rellich) identity in
then we obtain r ∂Br(x0)
This, together with (4), readily implies (3) for U = (u). Hence, if we define
In order to better motivate property (G3) and to better understand the information that it contains about the interaction between the different components u i , let us show what happens in the presence of exactly two components, each satisfying an equation on its support. Suppose h = 2 and take U = (u 1 , u 2 ) ∈ G(Ω) such that Ω ∩ ∂{u 1 > 0} = Ω ∩ ∂{u 2 > 0} = Γ U . Assume sufficient regularity in order to perform the following computations (see the proof of Lemma 5.6 and Subsection 8.2 for related discussions). For every point x 0 and radius r > 0, take identity (5) with u = u i (i = 1, 2) and integrate it in {u i > 0} ∩ B r (x 0 ). We obtain r ∂Br (x0)∩{ui>0}
Br(x0)∩{ui>0}
This implies, by summing the equalities for i = 1, 2 and dividing the result by r N −1 ,
for every point x 0 and radius r > 0. Hence in this case (G3) holds if and only if the sum of the last two integrals in (6) is zero for every x 0 , r, that is, |∇u 1 | = |∇u 2 | on Γ U . Thus, in some sense, (G3) is a weak formulation of a reflection principle.
This paper is organized as follows. In the next section we prove that elements in G(Ω) satisfy a modified version of the Almgren's Monotonicity Formula; by exploiting this fact, in Section 3 we prove convergence of blowup sequences as well as some closure properties of the class G(Ω). In Section 4 we use the Federer's Reduction Principle in order to prove some Hausdorff estimates for the nodal sets, define the set Σ U (recall Theorem 1.1) and prove part of Theorem 1.1 in dimension N = 2. In Section 5 we prove that, under an appropriate assumption, Σ U is an hyper-surface satisfying the reflection principle (1) and in Section 6 we prove by induction in the dimension N that such assumption is satisfied for every N ≥ 2. In Section 7 we examine the case of systems of equations on Riemannian manifolds and of operators with variable coefficients, also discussing the regularity up to the boundary. Finally in Section 8 we present some applications of our theory and solve two different problems by showing that its solutions belong to the class G(Ω).
Preliminaries
The functions belonging to G(Ω) have a very rich structure, mainly due to property (G3), which will enable us to prove the validity of the Almgren's Monotonicity Formula (Theorem 2.2 below). With this purpose, it is more convenient to use a slightly modified version of (G3), including in the definition of the energy also a potential term. The two versions are clearly equivalent, and we will use this second formulation from now on: (G3) Define for every x 0 ∈ Ω and r ∈ (0, dist(x 0 , ∂Ω)) the quantity
is an absolutely continuous function on r and
with
Remark 2.1. The definition of E(x 0 , U, r) (and the one of R(x 0 , U, r)) is to be used with some caution. In fact, this quantity also depends on the function F that is associated (through system (2)) to each U ∈ G(Ω). Although this function is not uniquely determined for any given U , we prefer to omit its reference in the definition of E, with some abuse of notations.
Furthermore define for every x 0 ∈ Ω and r ∈ (0, dist(x 0 , ∂Ω)) the average
and, whenever H(r) = 0, the generalized Almgren's quotient by 
In particular eC r (N (x 0 , U, r)+1) is a non decreasing function for r ∈ (0,r] and the limit N (x 0 , U, 0 + ) := lim r→0 + N (x 0 , U, r) exists and is finite. Moreover,
Proof. The proof follows very closely the one of Proposition 4.3 in [27] . For this reason we only present a sketch of it, stressing however the dependence ofC,r on d. Fix U ∈ G(Ω) and takẽ Ω ⋐ Ω. Since U ≡ 0 in Ω, we can suppose without loss of generality that U ≡ 0 inΩ .
Observe that since Ω is bounded and U is Lipschitz continuous in Ω, U L ∞ (Ω) < +∞. Hence property (G1) provides the upper bound |f i (x, u i )| ≤ du i for all x ∈ Ω and i = 1, . . . , h, and therefore there exists C = C(d, N,Ω) such that for every x 0 ∈Ω and 0 < r < dist(Ω, ∂Ω),
Moreover, we have
and, by using Poincaré's inequality,
Thus we obtain the existence ofr < dist(Ω, ∂Ω) such that
which, together with (11), yields |R(x 0 , U, r)| ≤C (E(x 0 , U, r) + H(x 0 , U, r)) for someC =C(d, N,Ω) > 0 and for every x 0 ∈Ω, 0 < r <r. The function r → H(x 0 , U, r) is absolutely continuous and for almost every r > 0
(to check it, use a sequence of smooth functions approximating U ). Moreover if we multiply system (2) by U , integrate by parts in B r (x 0 ) and take into account property (G2) we can rewrite E as
Thus, by performing a direct computation, identity (10) holds whenever H(x 0 , U, r) > 0 for r <r, as well as
which provides (9).
The only thing left to prove is that H(x 0 , U, r) > 0 for every x ∈Ω and small r > 0. Now, since H(x 0 , U, ·) solves the equation H ′ (r) = a(r)H(r) with a(r) = N (r)/r, one can prove that Γ U has an empty interior. Taker <r such that
for all i (where λ 1 denotes the first eigenvalue of −∆ in H 1 0 ). If there were x 0 ∈Ω and 0 < r <r such that H(x 0 , U, r) = 0, then by multiplying inequality (13) by u i and integrating by parts in B r (x 0 ) we would obtain U ≡ 0 in B r (x 0 ), a contradiction. Hence H(x 0 , U, r) > 0 whenever x 0 ∈Ω, 0 < r <r.
Remark 2.3. At this point we would like to stress that the hypotheses in G(Ω) can be weakened. In [27, Proposition 4.1] , by making use of the previous Almgren's Monotonicity Formula, it is shown that if in G(Ω) we replace the Lipschitz continuity assumption with α-Hölder continuity for every α ∈ (0, 1), then actually each element U ∈ G(Ω) is Lipschitz continuous. For other general considerations, see also Remark 7.1 .
Remark 2.4. If U ∈ G(Ω) has as associated function F ≡ 0, then R(x 0 , U, r) ≡ 0 and by repeating the previous procedure we conclude that in this case N (x 0 , U, r) is actually a non decreasing function. Remark 2.5. As observed in the above proof, Γ U has an empty interior whenever U ∈ G(Ω).
Another simple consequence of the monotonicity result is the following comparison property (which, with r 2 = 2r 1 , is the so called doubling property).
for every x 0 ∈Ω, 0 < r 1 < r 2 ≤r.
Proof. For each U andΩ fixed, letC andr be the associated constants according to the previous theorem. Let also C := sup
2C r for every 0 < r <r. Now we integrate between r 1 and r 2 , 0 < r 1 < r 2 ≤r, obtaining
Corollary 2.7. For any U ∈ G(Ω) and x 0 ∈ Γ U , we have N (x 0 , U, 0
Proof. Suppose not. Since the limit N (x 0 , U, 0 + ) exists, we obtain the existence ofr and ε such that N (x 0 , U, r) ≤ 1 − ε for all 0 ≤ r ≤r. By Theorem 2.2 we have that in this interval (by possibly replacingr with a smaller radius)
Integrating this inequality between r andr (r <r) yields
which, together with the fact that U is a Lipschitz continuous function at x 0 and that U (x 0 ) = 0 implies
a contradiction for small r.
Proof. Take a sequence x n → x in Ω. By Theorem 2.2 there exists a constant C > 0 such that for small r > 0
By taking the limit superior in n and afterwards the limit as r → 0 + we obtain N (x, U, 0
Compactness of blowup sequences
All techniques presented in this paper involve a local analysis of the solutions, which will be performed via a blowup procedure. Therefore in this section we start with the study of the behavior of the class G(Ω) under rescaling, which will be followed by a convergence result for blowup sequences. This will be a key tool in the subsequent arguments.
Fix U ∈ G(Ω) and let f i , µ i be associated functions and measures (respectively) in the sense of Definition 1.2 (i.e., such that (2) holds). For every fixed ρ, t > 0 and x 0 ∈ Ω define the rescaled function
It is straightforward to check that V solves the system
where
In this setting, for any y 0 ∈ Λ and r ∈ (0, d(y 0 , ∂Λ)),
and the following identities hold:
and hence
Moreover, Proposition 3.1. With the previous notations, V ∈ G(Λ).
Proof. At this point the only thing left to prove is property (G3). In order to check its validity, just observe that by using (15) and by performing a change of variables of the form x = x 0 + ty, we obtain
Next we turn our attention to the convergence of blowup sequences. LetΩ ⋐ Ω and take some sequences x k ∈Ω, t k ↓ 0. We define a blowup sequence by
We observe that U k L 2 (∂B1(0)) = 1 and, by the previous computations, U k ∈ G((Ω − x k )/t k ) and
We observe moreover that (
In order to simplify the upcoming statements, we introduce the following auxiliary class of functions.
In the remaining part of this section we will prove the following convergence result and present some of its main consequences.
Theorem 3.3. Under the previous notations there exists a functionŪ
and it holds
for a.e. r > 0 and every
|∇Ū |
2 is the energy associated with (18) .
The proof will be presented in a series of lemmata.
Lemma 3.4. There existsr > 0 such that for every 0 < r <r and x 0 ∈Ω we have
Proof. This result is a direct consequence of inequalities (11) and (12).
Lemma 3.5. For any given R > 0 we have
Proof. LetC andr be constants such that Theorem 2.2, Corollary 2.6 and Lemma 3.4 hold for the previously fixed domainΩ. We have, after taking k so large that t k , t k R ≤r,
(by Corollary 2.6). Moreover,
where we have used identities (15), the continuity of the function x → N (x, U,r), as well as Theorem 2.2 and Lemma 3.4.
, then a standard Brezis-Kato type argument together with the H 1 loc -boundedness provided by the previous lemma yield that
Proof. We multiply equation (17) by ϕ, a cut-off function such that 0
by Lemma 3.5 and Remark 3.6.
So far we have proved the existence of a non trivial functionŪ ∈ H
The next step is to prove that the convergence U k →Ū is indeed strong in H 1 loc and in C 0,α loc (see Lemmata 3.10 and 3.11 ahead). These facts will come out as a byproduct of some uniform Lipschitz estimates.
Lemma 3.8. Fix R > 0. Then there exist constants C,r,k > 0 such that for k ≥k we have
Proof. We recall that U k ∈ G(B 3R (0)) for k large and apply Theorem 2.2 to the subset
Remark 3.6) and hence by taking into account property (G1) we obtain the existence ofk > 0 such that
for k ≥k. Therefore there existC,r > 0 independent of k such that the function r → (N (x, U k , r)+ 1)eC r is non decreasing for x ∈ B 2R (0) and 0 < r <r. If we suppose moreover that x ∈ Γ U k then Corollary 2.7 yields
which implies (after integration)
Next we state a technical and general lemma, which proof we left to the reader (it is an easy adaptation of the standard proof of the mean value theorem for subharmonic functions, see for instance [18, Theorem 2.1]).
Now we are in position to prove the C 0,1 loc -boundedness of {U k }.
Lemma 3.10. For every R > 0 there exists C > 0 (independent of k) such that
Proof. Suppose, without loss of generality, that
Define r k = |y k − z k | and suppose that
We can assume dist(z k , Γ u 1,k ) > 0, otherwise [U k ] C 0,1 = 0 and the lemma trivially holds. Moreover, in this case we obtain that dist(
We divide the proof in several cases. The idea is to treat the problem according to the interaction between y k , z k and Γ U k .
CASE 2. r k → 0 and R k ≥ γ for some γ > 0.
Observe that in B R k (z k ) the function u 1,k solves the equation −∆u 1,k = f 1,k (x, u 1,k ). By taking q > N we obtain the existence of C > 0 independent of k such that
Notice first of all that we can apply Lemma 3.9 to u
On the other hand, let
By taking k sufficiently large in such a way that 3R k ≤r, we have
we can apply the same procedure as before (with
In this case observe that once again if we fix q > N there exists C > 0 such that
Arguing as in case 3, we prove the existence of C > 0 such that for large k and for every
By the compact embeddings C 0,1 (B R (0)) ֒→ C 0,α (B R (0)) for 0 < α < 1 we deduce the existence of a converging subsequence U k →Ū in C 0,α loc . Now we pass to the proof of the H 1 -strong convergence, after which we finish the proof of Theorem 3.3.
Lemma 3.11. For every R > 0 we have (up to a subsequence) U k →Ū strongly in H 1 (B R (0)).
Proof. We already know that the following equations are satisfied in D ′ (B 2R (0)) (for every i = 1, . . . , h):
If we subtract the second equation from the first one and multiply the result by (u i,k −ū i )ϕ (where ϕ is a cut-off function such that 0 ≤ ϕ ≤ 1, ϕ = 1 in B R (0) and ϕ = 0 in R N \ B 2R (0)), we obtain
Now we can conclude by observing that
and
End of the proof of Theorem 3.3. After Lemmata 3.4-3.11 the only thing left to prove are the claims that the measures µ i are concentrated on ΓŪ (for i = 1, . . . , h) and that property (G3) holds with F ≡ 0.
As for the first statement we start by fixing an R > 0 and by considering a cut-off function ϕ equal to one in B R (0), zero outside B 2R (0). Since
Thus BR(0)Ū dµ i = 0 for every R > 0 and in particularμ i (K) = 0 for every compact set K ⊂ R N \ ΓŪ , which proves the first claim.
As for the proof of the second claim, we recall that U k ∈ G((Ω − x k )/t k ) and hence for any given 0 < r 1 < r 2 the following equality holds
for each fixed r > 0. Moreover,
Finally, the fact that
, and moreover
We can now pass to the limit in (20) as k → +∞, obtaining
i.e., (G3) holds forŪ with F ≡ 0.
Up to now we have dealt with blowup sequences with arbitrary moving centers {x k }. Next we observe that some particular choices of x k provide additional informational on the limitŪ . More precisely, we have Corollary 3.12. Under the previous notations, suppose that one of these situations occurs:
, where (r, θ) are the generalized polar coordinates centered at the origin.
Proof. We divide the proof in three steps.
First observe that N (0, U k , r) = N (x k , U, t k r) and that Theorem 3.3 yields lim k N (0, U k , r) = N (0,Ū , r). As for the right hand side, if x k = x 0 for some x 0 , then lim k N (x 0 , U, t k r) = N (x 0 , U, 0 + ) for every r > 0 by Theorem 2.2. In the second situation we claim that lim k N (x k , U, t k r) = 1. Denoting byr the radius associated toΩ in the context of Theorem 2.2, for any given ε > 0 take 0 <r =r(ε) ≤r such that N (x 0 , U, r) ≤ 1 + ε 2 for every 0 < r ≤r, and eCr ≤ 2 + 2ε 2 + ε .
Moreover there exists r 0 > 0 such that
Thus, again by Theorem 2.2, we obtain
for every x ∈ B r0 (x 0 ), 0 < r ≤r, and the claim follows by also taking into account Corollary 2.7.
STEP 2. The derivative of N .
An easy computation gives
Ū , ∂ νŪ dσ for a.e. r > 0 which together with identity (19) -for y 0 = 0 -readily implies
for a.e. r > 0.
STEP 3. U is homogeneous.
The previous equality yields the existence of C(r) > 0 such that ∂ νŪ = C(r)Ū for a.e. r > 0. By using this information in (10) we get
and thus C(r) = α/r andŪ (x) = r α G(θ).
Hausdorff dimension estimates for nodal and singular sets
As we mentioned before, our main interest is the study of the free boundary Γ U = {x ∈ Ω : U (x) = 0} for every U ∈ G(Ω). As a first step in its characterization we will provide an estimate of its Hausdorff dimension. Regarding its regularity, we shall decompose Γ U in two parts:
• the first one -which will be denoted by S U -where we are not able to prove any kind of regularity result, but which has a "small" Hausdorff dimension,
• the second one -Σ U -where we are able to prove regularity results (cf. Theorem 1.1).
Definition 4.1. Given U ∈ G(Ω) we define its regular and singular sets respectively by
In the same spirit of [6, Lemma 4.1] we prove that there exists a jump in the possible values of N (x 0 , U, 0 + ) for x 0 ∈ Γ U (recall that N (x 0 , U, 0 + ) ≥ 1 by Corollary 2.7). In [6] , the authors deal with solutions of minimal energy, proving directly the existence of a jump in any dimension. In our general framework their strategy does not work; instead, we will obtain the same results via an iteration procedure. In the following proposition we start to prove the existence of a jump in dimension N = 2. The extension to higher dimensions will be treated in the subsequent sections. Proposition 4.2. Let N = 2. Given U ∈ G(Ω) and x 0 ∈ Γ U , then either
Proof. We perform a blowup at x 0 by considering In particular λ = λ 1 (A) (the first eigenvalue) because g i ≥ 0 and g i ≡ 0, and moreover λ 1 (·) has the same value on every connected component of {G > 0}.
Suppose that {G > 0} has at least three connected components. Then one of them, denote it by C, must satisfy H 1 (C) ≤ H 1 (∂B 1 (0))/3. By using spherical symmetrization (Sperner's Theorem) and the monotonicity of the first eigenvalue with respect to the domain, we obtain
, where E (π/3) = {x ∈ ∂B 1 (0) : arcos( x, e 3 ) < π/3} (e 3 = (0, 0, 1)). Since λ 1 (E(π/3)) = (3/2) 2 with eigenfunction cos(3θ/2) -in polar coordinateswe deduce α ≥ 3/2.
Suppose now that {G > 0} has at most two connected components. Since N = 2 and {Ū = 0} has an empty interior (Remark 2.5), then the number of components is equal to the number of zeros of G on ∂B 1 (0). Moreover G must have at least one zero, because otherwise G > 0 on ∂B 1 (0),Ū is harmonic in R 2 \ {0} and henceŪ ≡ 0 (recall thatŪ (0) = 0), a contradiction. If G has one single zero then λ = λ 1 (E(π)) = 1/4 and α = 1/2, contradicting Corollary 2.7. Hence we have concluded that G must have exactly two zeros. Denote by Ω 1 and Ω 2 the two connected components of {G > 0}. Since λ 1 (Ω 1 ) = λ 1 (Ω 2 ), Ω 1 and Ω 2 must cut the sphere in two equal parts and thus λ = λ 1 (E(π/2)) = 1, α = 1. Corollary 4.3. For N = 2 the set S U is closed in Ω, whenever U ∈ G(Ω).
Proof. This is a direct consequence of Proposition 4.2 together with the upper semi-continuity of the function x → N (x, U, 0 + ) stated in Corollary 2.8.
Moreover a careful examination of the proof of Proposition 4.2 provides a more detailed description of the blowup limits:
Remark 4.4. Let N = 2 and letŪ be a blowup limit under the hypotheses of Corollary 3.12. Then {Ū > 0} has at least three connected components if and only if α = N (x 0 , U, 0 + ) > 1. If on the other hand α = N (x 0 , U, 0 + ) = 1 then {Ū > 0} is made of exactly two connected components and ΓŪ is an hyper-plane (more precisely, denoting by ν a normal vector of ΓŪ , then on one side of Γ the non trivial component ofŪ is equal to a 1 (x · ν) + , and on the other equals a 2 (x · ν) − , for some a 1 , a 2 > 0).
Next we state and prove some estimates regarding the Hausdorff dimensions of the sets under study. The following result implies part of Theorem 1.1.
2. H dim (S U ) = 0 for N = 2, and moreover for any given compact setΩ ⋐ Ω we have that S U ∩Ω is a finite set.
For the moment the second statement holds only for N = 2 because of the dimension restriction in Proposition 4.2 (which provides the closedness of S U ). As we said before we shall extend ahead these results to any dimension greater than or equal to two.
The rest of this section is devoted to the proof of this result. The idea is to apply a version of the so called Federer's Reduction Principle, which we now state.
h , and define, for any given U ∈ F , x 0 ∈ R N and t > 0, the rescaled and translated function U x0,t := U (x 0 + t·).
We say that U n → U in F iff U n → U uniformly on every compact set of R N . Assume that F satisfies the following conditions: (A1) (Closure under rescaling, translation and normalization) Given any |x 0 | ≤ 1 − t, 0 < t < 1, ρ > 0 and U ∈ F , we have that also ρ · U x0,t ∈ F .
(A2) (Existence of a homogeneous "blow-up") Given |x 0 | < 1, t k ↓ 0 and U ∈ F , there exists a sequence ρ k ∈ (0, +∞), a real number α ≥ 0 and a functionŪ ∈ F homogeneous of degree
(A3) (Singular Set hypotheses) There exists a map S : F → C (where
(ii) Given |x 0 | < 1, t k ↓ 0 and U,Ū ∈ F such that there exists ρ k > 0 satisfying U k := ρ k U x0,t k →Ū in F , the following "continuity" property holds:
Then, if we define
L is a vector subspace of R N and there exist U ∈ F and α ≥ 0
Moreover in the latter case there exist a function V ∈ F , a d-dimensional subspace L ≤ R N and a real number α ≥ 0 such that
is a finite set for each U ∈ F and 0 < ρ < 1.
Up to our knowledge, this principle (due to Federer) appeared in this form for the first time in the book by Simon [ Proof of Theorem 4.5. A first observation is that we only need to prove that the Hausdorff dimension estimates of the theorem hold true for the sets Γ U ∩ B 1 (0) and S U ∩ B 1 (0) whenever U ∈ G(Ω) with B 2 (0) ⋐ Ω. In fact, if we prove so, then we obtain that for any given Ω and U ∈ G(Ω) it holds H dim (Γ U ∩ K) ≤ N − 1, H dim (S U ∩ K) ≤ N − 2 for every K ⋐ Ω (because rescaling a function does not change the Hausdorff dimension of its nodal and singular sets). Being this true the theorem follows because a countable union of sets with Hausdorff dimension less than or equal to some n ∈ R + 0 also has Hausdorff dimension less than or equal to n. Thus we apply the Federer's Reduction Principle to the following class of functions
there exists some domain Ω such that B 2 (0) ⋐ Ω and U |Ω ∈ G(Ω)}.
Let us start by checking (A1) and (A2). Hypothesis (A1) is immediately satisfied by Proposition 3.1. Moreover, let |x 0 | < 1, t k ↓ 0 and U ∈ F , and choose ρ k = U (x 0 + t k x) L 2 (∂B1(0)) . Theorem 3.3 and Corollary 3.12 (case 1) yield the existence ofŪ ∈ F such that (up to a subsequence) U k →Ū in F andŪ is a homogeneous function of degree α = N (x 0 , U, 0 + ) ≥ 0. Hence also (A2) holds. Next we choose the map S according to our needs.
(dimension estimate of the nodal sets in arbitrary dimensions) We want to prove that
is obviously closed in B 1 (0) by the continuity of U ). It is quite straightforward to check hypothesis (A3)-(i), and the local uniform convergence considered in F clearly yields (A3)-(ii). Therefore, in order to end the proof in this case the only thing left to prove is that the integer d associated to S (defined in (21)) is less than or equal to N − 1. Suppose by contradiction that d = N ; then this would imply the existence of V ∈ F with S (V ) = R N , i.e., V ≡ 0, which contradicts the definition of G.
2. (dimension estimate of the singular sets in the case N = 2) This is the most delicate case. As we said before, the restriction of N is only due to Proposition 4.2. As we shall see, the rest of the argument does not depend on the chosen dimension; for this reason, and since moreover we will prove the closedness of S U for any dimension N ≥ 2 in Section 6, we decide to keep N in the notations. We define S : F → C by S (U ) = S U (which belongs to C by Corollary 4.3). The map satisfies (A3)-(i) thanks to identity (16), more precisely
As for (A3)-(ii), take U k , U ∈ F as stated. Then in particular U k → U uniformly in B 2 (0) and by arguing as in the proof of Lemma 3.11 it is easy to obtain strong convergence in H 1 (B 3/2 (0)). Suppose now that (A3)-(ii) does not hold; then there exists a sequence x k ∈ B 1 (0) (x k → x, up to a subsequence, for some x) and anε > 0 such that N (x k , U k , 0 + ) ≥ 1 + δ and dist(x k , S (U )) ≥ε. But then for small r we obtain (as in the proof of Corollary 2.8)
and hence (since N (x k , U k , r) → N (x, U, r) in k for small r) N (x, U, 0
Finally let us prove that d ≤ N − 2. If d = N − 1 then we would have the existence of a function V , homogeneous with respect to every point in 4 R N −1 × {0} such that S V = R N −1 × {0}. Now, if we take a usual blowup sequence centered at x 0 = 0 (V (t k x)/ρ k ), we obtain at the limit a functionŪ = r α G(θ) ∈ G loc (R N ) with α = N (x 0 , V, 0
We prove that ΓŪ = R N −1 × {0}, which leads to a contradiction since Hopf's Lemma implies α = 1. SinceŪ (x) = lim V (t k x)/ρ k and Γ V = R N −1 × {0}, it is obvious that R N −1 × {0} ⊆ ΓŪ . If there were y ∈ ΓŪ \ (R N −1 × {0}), then sinceŪ is homogeneous with respect to every point in R N −1 × {0}, we would have that either
would be contained in ΓŪ , contradicting Remark 2.5.
Remark 4.7. The proof of Theorem 4.5-2 would hold in arbitrary dimensions provided that for every N ≥ 2 there exists an universal constant δ N > 1 such that either N (x 0 , U, 0 + ) = 1 or N (x 0 U, 0 + ) ≥ δ N , whenever U ∈ G(Ω) and x 0 ∈ Γ U . A careful examination of the proof of Proposition 4.2 shows that the latter statement is equivalent to the following one:
• for everyŪ = r α G(θ) ∈ G loc (R N ) with ∆Ū = 0 in {Ū > 0}, either α = 1 or α ≥ 1 + δ N .
Regularity results under a flatness-type assumption
This section is devoted to the proof of the following auxiliary result.
Theorem 5.1. Let Ω be a domain in R N with N ≥ 2. Fix U ∈ G(Ω) and let Γ ⋆ be a relatively open subset of Γ U such that the following property holds:
Then ΓŪ is a hyper-plane passing through the origin.
Then Γ ⋆ is a C 1,α hyper-surface for every 0 < α < 1 and for every
where the limits represent an approximation to x 0 coming from opposite sides of the hyper-surface.
Remark 5.2. In dimension N = 2, for every U ∈ G(Ω), property (P) holds for Γ ⋆ := Σ U , as previously observed in Remark 4.4.
In general, Theorem 3.3 yields that every blowup limitŪ belongs to G loc (R N ) and that −∆ū i = µ i , withμ i ∈ M loc (R N ) non negative and concentrated on ΓŪ . Property (P) says that such nodal sets are "flat", whenever the blowup limit is taken at points of Γ * . Hence Theorem 5.1 states that "locally flat" points of the free boundary Γ U (for U ∈ G(Ω)) are regular and that a reflection law holds. The previous theorem will be an important tool in the proof of Theorem 1.1 (this will became clear in Section 6 ahead): we will be able to apply this result to Σ U in any dimension N ≥ 2.
The strategy of the proof of Theorem 5.1 is as follows: property (P) will provide a local separation property (Proposition 5.4). This, together with the fact thatŪ ∈ G loc (R N ) will allow us the use of a reflection principle (Lemma 5.6), which will in turn imply that in a small neighborhood of each point in Γ ⋆ a certain equation can be solved and has a C 1,α solution (Theorem 5.7). The nodal set of this solution will be equal to Γ U , and the final step will be to establish that its gradient is non zero on Γ U .
From now on we fix U ∈ G(Ω) with Ω ⊆ R N (N ≥ 2) and let Γ ⋆ be a relatively open subset of Γ U satisfying assumption (P). Take an open setΩ ⋐ Ω such that Γ U ∩Ω = Γ ⋆ ∩Ω, that is, all the nodal points of U in the closure ofΩ belong to Γ ⋆ . In the following lemma we prove that Γ U ∩Ω verifies the so called (N − 1)-dimensional δ-Reifenberg flat condition for every 0 < δ < 1.
Lemma 5.3. Within the previous framework, for any given 0 < δ < 1 there exists R > 0 such that for every x ∈ Γ ⋆ ∩Ω = Γ U ∩Ω and 0 < r < R there exists an hyper-plane H = H x,r containing x such that Proof. Arguing by contradiction, suppose there existδ > 0 and subsequences
whenever H is an hyper-plane passing through x k . If we take a blowup sequence of type U k (x) = U (x k + r k x)/ρ k (here we use the notations of Section 3), then the contradiction statement is equivalent to have
whenever H is an hyper-plane that passes through the origin. Since, up to a subsequence, x k → x ∈ Γ U ∩Ω = Γ ⋆ ∩Ω, Theorem 3.3 together with property (P) implies the existence of a blowup limitŪ whose nodal set ΓŪ is a hyper-plane containing the origin. Hence we obtain a contradiction once we are able to prove that
for every k ≥k.
Were the previous inclusion not true and we would obtain the existence ofε > 0 and of a sequence
moreover, since ΓŪ is a hyper-plane passing the origin, we deduce that dist(y, ΓŪ ∩ B 1 (0)) = 0, which provides a contradiction.
ii) For every ε > 0 there existsk > 0 such that
First of all we prove that given x ∈ ΓŪ and δ > 0, U k must have a zero in B δ (x) for large k. If not, by recalling that u i,k · u j,k ≡ 0 whenever i = j, we would have u i,k > 0 in B δ (x) for some i and moreover ∆u i,k = 0 and u j,k ≡ 0 (for j = i) in such ball. This would implyū j ≡ 0, ∆ū i = 0 in B δ (x) with x ∈ ΓŪ , and thereforeŪ ≡ 0 in B δ (x), a contradiction by Remark 2.5. Now we are in condition to prove (24) . We use once again a contradiction argument: suppose the existence ofε > 0 and
Since ΓŪ is a hyper-plane passing trough the origin, we can takeȳ ∈ ΓŪ ∩ B 1 (0) such that |y −ȳ| ≤ε/4. Moreover, by making use of the result proved in the previous paragraph, we can take a sequenceȳ k ∈ Γ U k ∩ B 1 (0) such that |ȳ k −ȳ| ≤ε/4 for large k. But then
With the (N − 1)-dimensional δ-Reifenberg property we are able to prove a local separation result. We quote Theorem 4.1 in [22] for a result in the same direction.
Proposition 5.4 (Local Separation Property)
. Given x 0 ∈ Γ ⋆ there exists a radius R 0 > 0 such that B R0 (x 0 )∩Γ ⋆ = B R0 (x 0 )∩Γ U and B R0 (x 0 )\Γ U = B R0 (x 0 )∩{U > 0} has exactly two connected components Ω 1 , Ω 2 . Moreover, for sufficiently small δ > 0, we have that given y ∈ Γ U ∩ B R0 (x 0 ) and 0 < r < R − |y| there exist a hyper-plane H y,r (passing through y) and a unitary vector ν y,r (orthogonal to H y,r ) such that {x + tν y,r ∈ B r (y) : x ∈ H y,r , t ≥ δr} ⊂ Ω 1 , {x − tν y,r ∈ B r (y) : 
Thus the set B R0 (x 0 ) \ N δR0 (H x0,R0 ) is made of two connected components, say A 1 and A 2 , which do not intersect Γ U . Define the function
Now take any point
and consider a ball of radius R 0 /2 centered at x 1 . Once again by Lemma 5.3 we have the existence of an hyper-plane
This inequality together with (25) yields that
/2 ) has exactly two connected components where one intersects A 1 but not A 2 , and the other intersects A 2 but not A 1 . Thus the set
has exactly 2 connected components which do not intersect Γ U and hence we can continuously extend (by ±1) the function σ to this set. Now we iterate this process: in the k-th step, we apply the previous reasoning to a ball of radius R 0 /2 k centered at a point of Γ U . In this way we find two connected and disjoint sets Ω 1 ,
is continuous and thus B R0 (x 0 ) \ Γ U has exactly two connected components. In order to check the continuity, take x ∈ B R0 (x 0 ) such that dist(x, Γ U ∩ B R0 (x 0 )) =: γ > 0, letx ∈ Γ U ∩ B R0 (x 0 ) be a point of minimum distance and take k so large that R 0 /2 k+1 < γ < R 0 /2 k ; then x ∈ B R0/2 k (x) \ N δR0/2 k (Hx ,R0/2 k ) and hence σ is constant (recall the construction of this function) in a small neighborhood of x.
From now on we fix x 0 ∈ Γ ⋆ and take R 0 > 0 as in Proposition 5.4. Denote by Ω 1 , Ω 2 the two connected components of B R0 (x 0 ) ∩ {U > 0} and by u and v the two functions amongst the components of the vector map U that satisfy B R0 (x 0 ) ∩ {u > 0} = Ω 1 , B R0 (x 0 ) ∩ {v > 0} = Ω 2 . Two situations may occur: 1. u = u i and v = u j in B R0 (x 0 ) for some i = j. In this case u k ≡ 0 in B R0 (x 0 ) for k ∈ {i, j} and (u, v) = (u i , u j ) ∈ G(B R0 (x 0 )).
2. u k ≡ 0 for all k = i for some i. In this case we take
The next statement shows that (u, v) ∈ G(B R0 (x 0 )) also in this situation.
Lemma 5.5. Under the situation of case 2 described before we obtain u, v ∈ H 1 (B R0 (x 0 )), ∇u = ∇u i χ Ω1 , ∇v = ∇u i χ Ω2 and the existence of non negative Radon measures λ, µ such that λ i = λ+µ and
Proof. We prove the result for u only. Take ϕ ∈ D(B R0 (x 0 )) and consider a sequence ε n → 0 such that the sets {u > ε n } are regular (which exists by Sard's Theorem). We have
−∇u i ϕ and hence ∇u = ∇u i χ Ω1 . On the other hand the existence of the measure λ comes from the fact
Now the result follows because lim n Ω1∩∂{ui>εn}
ε n ∆ϕ = 0, and
Hence in both cases the situation is the following: we have two non negative
, and there exist functions f, g satisfying (G1) and nonnegative Radon measures λ, µ satisfying (G2) such that
Moreover assumption (G3) holds. To end this section we will prove that in fact λ = µ in B R0 (x 0 ), which will moreover imply that
be two non zero and non negative functions in R N such thatū ·v = 0 and ∆ū =λ ∆v =μ in R N for someλ,μ ∈ M loc (R N ), locally non negative Radon measures satisfying (G2). Suppose moreover that Γ := Γ (ū,v) = ∂{ū > 0} = ∂{v > 0} is an hyper-plane and that (G3) holds, that is
(where we recall that E(x 0 , (ū,v), r) =
in this case). Then for every
Borel set E ⊆ R N it holds
and in particular
Proof. Suppose without loss of generality that Γ = R N −1 × {0} and that u ≡ 0 in {x N > 0}, v ≡ 0 in {x N < 0}. In this case we observe thatū ∈ C ∞ ({x N ≥ 0}),v ∈ C ∞ ({x N ≤ 0}) and that our goal is to check thatλ where e N is the vector (0, . . . , 0, 1) . We divide the proof in two steps.
We present the proof of this claim only forλ -forμ the computations are analogous. It suffices to prove that (27) holds for every open ball B r (x 0 ). If B r (x 0 ) ∩ Γ = ∅ thenλ(B r (x 0 )) = 0 and equality holds. If on the other hand B r (x 0 ) ∩ Γ = ∅ then for any given δ > 0 take ϕ δ to be a cut-off function such that
By using the regularity ofū,v together with the fact that Γ is an hyper-plane, we will compute the derivative of E directly, and compare afterwards the result with expression (26) 
In order to rewrite the integrals on ∂B r (x 0 ), we use the following Rellich-type identity
in B r (x 0 ) ∩ {ū > 0} (recall thatū is smooth in this set). By the fact that ∆ū = 0 in the latter set and that ∇ū = (∂ eNū )e N on ∂{ū > 0} = Γ, we have
and analogously ∂Br(x0)∩{v>0}
which, comparing with (26), yields that
and therefore (∂ eNv ) 2 = (∂ eNū ) 2 on Γ. Finally we just have to observe that |∂ eNū | = ∂ eNū and |∂ eNv | = −∂ eNv . Theorem 5.7. With the previous notations we have λ(E) = µ(E) for every E Borel set of B R0 (x 0 ), and in particular
Proof. We claim that
Fix y ∈ Γ U ∩ B R0 (x 0 ) and consider any arbitrary sequence
/ρ k as a usual blowup sequence at a point y, and consider λ k , µ k to be the associated rescaled measures, then Theorem 3.3 yields the existence of a pair of functions (ū,v) ∈ G loc (R N ) and measures (λ,μ) such that
and ∆ū =λ, ∆v =μ in R N . Property (P) implies that Γ (ū,v) is a hyper-plane passing through the origin. From this fact, the uniform convergence of u k , v k toū,v, and the second statement of Proposition 5.4, we deduce also thatū,v = 0. Thus we can apply Lemma 5.6 to the functionsū,v, which providesλ
as claimed.
Therefore D µ λ(y) = 1 for µ-a.e. y ∈ B R0 (x 0 ) and D λ µ(y) = 1 for λ-a.e. y ∈ B R0 (x 0 ) (recall that both λ and µ are supported on Γ), and hence the Radon-Nikodym Decomposition Theorem (see for instance [16, §1.6 -Theorem 3]) yields that for every Borel set E ⊆ B R0 (x 0 )
(where λ s ≥ 0 represents the singular part of λ with respect to µ and µ s ≥ 0 represents the singular part of µ with respect to λ). Hence λ(E) = µ(E), which concludes the proof of the theorem.
With the following result we end the proof of Theorem 5.1.
Corollary 5.8. Under the previous notations, u − v ∈ C 1,α (B R0 (x 0 )) for every 0 < α < 1, and
, then standard elliptic regularity yields w ∈ C 1,α (B R0 (x 0 )) for all 0 < α < 1. Now if we consider a blowup sequence centered at x 0 , namely
Since (by Corollary 3.12)w is a homogeneous function of degree one, then ∇w(0) = 0 and thus also ∇w k (0) = r k ∇w(x 0 )/ρ k = 0 for large k.
Proof of Theorem 5.1. Corollary 5.8 implies by the Implicit Function Theorem that Γ ⋆ is indeed a C 1,α hyper-surface. Furthermore, equation (29) implies the reflection principle (22) .
Remark 5.9. We consider here the case when the functions u i may be vector valued. In this case, we apply the previous results to the positive and negative parts of each amongsts their scalar components. The reflection Lemma 5.6 still holds and gives equality of the total variations λ (E) = µ (E) . Consequently, also Theorem 5.7 holds for the total variations of the measures λ and µ. In contrast, Corollary 5.8 in no longer available for the case of vector valued components u i . In order to complete the proof, we have to exploit the iterative argument introduced in [6] in order to improve the flatness of the free boundary. The proof makes use of the boundary regularity theory by Jerison and Kenig and Kenig and Toro in non tangentially accessible and Reifenberg flat domains (see [23, 24] ) and provides C 1,α regularity of the regular part of the nodal set.
6 Proof of the main result in any dimension N ≥ 2: iteration argument.
Given N ≥ 2, by taking in consideration Theorems 4.5 and 5.1 as well as Remark 4.7, we deduce that in order to prove our main result (Theorem 1.1) it is enough to check the following.
, then either α = 1 or α ≥ 1 + δ N for some universal constant δ N depending only on the dimension. Moreover if α = 1 then ΓŪ is an hyper-plane.
In fact, assuming for the moment that Lemma 6.1 holds:
Proof of Theorem 1.1. Fix N ≥ 2, Ω ⊆ R N and let U ∈ G(Ω). By Theorem 4.5-1 we have hyper-surface and that (1) holds.
Furthermore, in dimension N=2, we know from Theorem 4.5-2 that S U is locally a finite set. For each y 0 ∈ S U take a small radius such that S U ∩ B r (y 0 ) = {y 0 }. Since (1) holds, we can apply the same reasoning of Theorem 9.6 in [12] to the ball B r (y 0 ), proving this way that Σ U ∩ B r (y 0 ) is a finite collection of curves meeting with equal angles at y 0 , which is a singular point.
The remainder of this section is devoted to the proof of Lemma 6.1. Its proof follows by induction in the dimension N . For N = 2 the statement holds by Proposition 4.2 and Remark 4.4. Suppose now that the claim holds in dimension N − 1 and takeŪ = r α G(θ) ∈ G loc (R N ) such that ∆Ū = 0 in {Ū > 0}. We first treat the case in which the positive set has three or more connected components. In three dimensions the exact value of δ N has been proven to be 1/2 in [21] .
Lemma 6.2. If {G > 0} has at least three connected components then there exists an universal constantδ N > 0 such that α ≥ 1 +δ N .
Proof. We argue exactly as in the first part of the proof of Proposition 4.2 (from which we also recall the definition of E(θ)). Note that for every connected component
At least one of the connected components, say C, must satisfy
, and hence λ = λ 1 (C) ≥ λ 1 (E(π/2)). Moreover it is well know that λ 1 (E(π/2)) = N − 1. This implies the existence of γ > 0 such that λ 1 (E(π/3)) = N −1+γ, and thus α = N −2 2
From now on we suppose that {G > 0} has at most two connected components. In order to prove Lemma 6.1 the next step is to study the local behaviour of the functionŪ at its non zero nodal points y 0 ∈ ΓŪ \ {0}. This study is accomplished by performing a new blowup analysis. BecauseŪ is homogeneous it suffices to take blowup sequences centered at y 0 ∈ ΓŪ ∩ S N −1 = Γ G .
Fix y 0 ∈ ΓŪ ∩ S N −1 and consider V k (x) :=Ū (y 0 + t k x)/ρ k for some t k ↓ 0 and ρ k = Ū (y 0 + t k ·) L 2 (∂B1(0)) . Theorem 3.3 and Corollary 3.12 provide the existence of a blowup limitV = r γ H(θ) ∈ G loc (R N ), with γ = N (y 0 ,Ū , 0 + ). By the homogeneity ofŪ we are able to prove thatV actually depends only on N − 1 variables.
, which in particular implies pointwise convergence. Hence in particular V k (x) →V (x) and V k (x + λy 0 ) →V (x + λy 0 ). In order to prove the lemma it is enough to check that lim k (V k (x + ty 0 ) − V k (x)) = 0. From the homogeneity ofŪ one obtains
Take a compact set K containing x and x/(1 + λt k ) for large n. There exists a constant C = C(K) such that
Next we use the induction hypothesis in order to prove a jump condition of the possible values of γ = N (y 0 ,Ū , 0 + ). Proof. Up to a rotation we can suppose that y 0 = (0, . . . , 0, 1). Hence by Lemma 6.3V (x) =
. Hence by the induction hypothesis either γ = 1 or
The previous result shows that given y 0 ∈ ΓŪ ∩ S N −1 then either N (y 0 ,Ū , 0
Lemma 6.5. Suppose there exists y 0 ∈ ΓŪ ∩ S N −1 such that N (y 0 ,Ū , 0
Proof. Take, for every t > 0, the rescaled functionŪ 0,t (x) :=Ū (tx) = t αŪ (x). By taking into account identity (16) we obtain that for every r > 0
Therefore N (ty 0 ,Ū , 0 + ) = N (y 0 ,Ū , 0 + ) ≥ 1 + δ N −1 and the conclusion of the lemma follows from the upper semi-continuity of the function y → N (y,Ū , 0 + ) (Corollary 2.8).
From now on we suppose that the set {G > 0} has at most two connected components and that N (y 0 ,Ū , 0 + ) = 1 for every y 0 ∈ Γ G . Let us prove that α ∈ N and that if α = 1 then ΓŪ is an hyper-plane (in the remaining cases we have shown that α ≥ 1 + min{δ N , δ N −1 }).
Observe that the second conclusion in Lemma 6.4 shows that property (P) holds at every point y 0 ∈ ΣŪ ∩ S N −1 = ΓŪ ∩ S N −1 . Hence Theorem 5.1 yields that ∇Ū (y 0 ) = 0 whenever y 0 ∈ ΓŪ ∩ S N −1 , and in particular ∇ θŪ (y 0 ) = 0 sinceŪ is a homogeneous function andŪ (y 0 ) = 0. In this way we conclude that the set ΓŪ ∩ S N −1 is a compact (N − 2)-dimensional sub-manifold of S N −1 without boundary, and by a generalization of the Jordan Curve Theorem we conclude that in fact S N −1 \ ΓŪ -as well as R N \ ΓŪ -is made of two connected components.
Denote by Ω 1 , Ω 2 the two connected components of R N \ ΓŪ and respectively by u, v the non trivial components ofŪ in the latter sets. Once again by Theorem 5.1 we obtain that ∇u = −∇v on ΓŪ \ {0} and hence ∆(u − v) = 0 in R N , and (u, v) = r α G(θ). Thus α ∈ N and if α = 1 then ∇(u − v)(0) = 0 and ΓŪ is a hyper-surface.
In conclusion we have proved the conclusion of Lemma 6.1 in any dimension N , more precisely we have shown that either α ≥ 1 + min{2,δ N , δ N −1 } or else α = 1 and ΓŪ is a hyper-plane.
Elliptic operators with variable coefficients
Theorem 1.1 extends to segregated configurations associated with systems of semilinear elliptic equations on Riemannian manifolds, under an appropriate version of the weak reflection law. In order to clarify the geometrical meaning of the weak reflection principle and to understand which version of assumption (G3) makes possible such an extension, we start with a system of semilinear equations involving the Laplace-Beltrami operator on a Riemannian manifold M :
We assume that (G1) and (G2) hold and we define the "energy"Ẽ as
where B r (x 0 ) is the geodesic ball of radius r. Let us choose normal coordinatesx i centered at x 0 . By Gauss Lemma we know that, denoting by ρ = i (x i ) 2 and θ i the radial and angular coordinates, it holds
ds denotes the standard euclidean metric on the sphere). If x = Φ(x), we denoteŨ = U • Φ and we need that the energyẼ satisfies the differential equation
Finally, it is convenient to scale furtherũ i →ũ i / 4 √g , as we prefer to get rid of the Jacobian in the first term of the above identity. The coefficient matrix for the corresponding elliptic equations now isÃ/ √g and has the radial direction as an eigevector corresponding the the eigenvalue one.
The next step is to use any of the two equations (30) and (31) in order to prove Almgen's monotonicity formula. As pointed out in [17] , this can be done easily once we observe that the last term in the expression of the derivative is actually bounded by a constant times the energy itself (this happens, in general, for Lipschitz metrics). The rest of the proof remains unchanged.
Remark 7.1. Having learned how to extend Theorem 1.1 to the case of variable coefficients operators, we can now examine to which extent there holds regularity of the nodal set up to the boundary, under the regularity assumption ∂Ω ∈ C 2 . To do this, we first need to extend the components u i by reflection through the bondary, exploiting a nonlinear reflection field Φ : Ω → Ω. Here Φ is a C 2 extension of the identity over Ω in an open neighbourhood Ω. We associate with this extension field the metric g having coefficient matrix dΦ · dΦ * with respect to the euclidean coordinates. Then, the compositions u i •Φ satisfy a system of semilinear elliptic equations involving the Laplace-Beltrami operator with respect to such a metric. In order to apply Theorem 1.1, we require that (30) holds. A word of caution must be entered at this point: (30) is expressed in terms of the coefficients of the metric with respect to the normal coordinates associated with the metric. Hence, in order to check its validity, a further change of coordinates is needed. Fortunately, we never check it directly in the applications, for we rather argue indirectly, passing to the limit in the approximating procedure.
Applications.
In this last section we provide two applications of the previously developed theory. In both cases we prove that the functions in consideration belong to the class G(Ω), and hence Theorem 1.1 applies.
Asymptotic limits of a system of Gross-Pitaevskii equations
Consider the following system of nonlinear Schrödinger equations
in a smooth bounded domain Ω ⊂ R N , N = 2, 3. Such a system arises in the theory of BoseEinstein condensation (we refer to [8] and references therein). Here we consider β ij = β ji = 0 (which gives a variational structure to the problem) and take λ i , w i ∈ R and β ∈ (0, +∞) large. The existence of solutions for β large is still an open problem for some choices of λ i , w i ; for recent works on the subject see for instance [15, 26, 28] and references therein.
One of the many interesting questions about system (32) is the asymptotic study of its solutions as β → +∞ (which represents an increasing of the interspecies scattering length), namely the regularity study of the limiting profiles. In the paper [27] , in collaboration with Noris and Verzini, we have proved C 0,α -bounds (for all 0 < α < 1) for any given L ∞ -bounded family of solutions U β = (u 1,β , . . . , u h,β ) of (32). Moreover the possible limit configurations U = lim β→+∞ U β are proved to be Lipschitz continuous. The mentioned paper contains the proof of the following fact.
Theorem 8.1. Let U be a limit as β → +∞ of a family {U β } of L ∞ -bounded solutions of (32). Then U ∈ G(Ω). [27] implies that U satisfies each property in the definition of the class G(Ω) except for (G3). The fact that this latter property is also satisfied is the content of the first part of the proof of Proposition 4.1 in [27] . The procedure is the following: defining an approximated "energy" associated with system (32) -which has a variational structure-, By [27, Theorem 1.2] we obtain strong convergence U β → U in H 1 ∩ C 0,α (Ω) for every 0 < α < 1, and Ω β i<j u 2 i,β u 2 j,β → 0. Hence, as β → +∞, we prove that U satisfies (G3) exactly in the same way we did at the end of the proof of Theorem 3.3.
Hence Theorems 1.1 and 8.1 provide a new regularity result for asymptotic limits of general families of uniformly bounded excited state solutions of (32). We observe once again that Caffarelli and Lin obtained in [6] a result that is similar to our Theorem 1.1, but only for the case when U is a solution of (32) having minimal energy.
The class S(Ω).
The second author of this paper, working in collaboration with Conti and Verzini, introduced in [11, 12] Here we make the following assumptions on the functions f i :
• f i : R + → R Lipschitz continuous and f i (0) = 0;
• there exists a constant a < λ 1 (Ω) such that |f i (s)| ≤ as for every x ∈ Ω, s ≥s >> 1.
This allows the use of the results of [12] . We stress that the conclusions of this subsection actually hold true for other different types of functions f i , as for example the ones considered in [11] .
As observed in [11, 12, 13, 14, 7, 30, 20, 21] , the class S(Ω) is related to the asymptotic limits of reaction diffusion systems with a Lotka-Volterra-type competition term, as well to certain optimizations problems. We will recall some of these relations in the end of this subsection. The regularity results of Theorem 1.1 hold true for the elements of S(Ω), as a byproduct of the following result.
Theorem 8.2. S(Ω) ⊆ G(Ω).
Proof. By the results proved in [12] , in order to obtain the desired conclusion the remaining thing to prove is that each U ∈ G(Ω) satisfies property (G3). To prove it we follow the ideas contained in [7, Theorem 15] . Consider δ > 0 in such a way that each set {u i > δ} is regular; moreover take x 0 ∈ Ω and r > 0. For simplicity we consider F ≡ 0. By using once again the Pohȏzaev-type identity (28) in each set {u i > δ} ∩ B r (x 0 ) we obtain, by performing the same computations as in Lemma 5.6 and by passing to the limit superior as δ → 0 + , On the other hand at each point x ∈ Γ U ∩ (Ω \ S ε ) we have that ∇U (x) = 0 (since |∇U | is a continuous function, by [7, Lemma 14] ). Thus in a small neighborhood of such x's there exist exactly two components u i and u j (eventually different from point to point) and hence ∆(u i −u j ) = 0, by taking into account the definition of S(Ω). Therefore As previously said, in recent literature it is proved that the solutions to several problems belong to S(Ω) (in the following we recall two of them). Hence, we believe that Theorem 8.2 is of great interest because it unifies several different points of view.
Lotka-Volterra competitive interactions
Consider the following Lotka-Volterra model for the competition between h different species.
with Ω ⊂ R N a smooth bounded domain and ϕ i positive W 1,∞ (∂Ω)-functions with disjoint supports. The asymptotic study of its solutions (as β → +∞) has been the object of recent research, see for instance [14, 7, 30] and references therein. In [14, Theorem 1] it is show that all the possible H 1 -limits U of a given sequence of solutions {U β } β>0 of (33) (as β → +∞) belong to S(Ω).
Regularity of interfaces in optimal partition problems
Next we consider some optimal partition problems involving eigenvalues. For any integer h ≥ 0, we define the set of h-partitions of Ω as B h = {(ω 1 , . . . , ω h ) : ω i measurable , |ω i ∩ ω j | = 0 for i = j and ∪ i ω i ⊆ Ω} .
Consider the following optimization problems: for any positive real number p ≥ 1,
where λ 1 (ω) denotes the first eigenvalue of −∆ in H 1 0 (ω) in a generalized sense (check [20, Definition 3.1]). We refer to the papers [13, 20, 5] for a more detailed description of these problems (in [13] , for instance, it is shown that (35) is a limiting problem for (34), in the sense that lim p→+∞ L h,p = L h ). Our theory applies to opportune multiples of solutions of (34) • let (ω 1 , . . . ,ω h ) ∈ B h be any minimal partition associated with L h and let (φ i ) i be any set of positive eigenfunctions normalized in L 2 corresponding to (λ 1 (ω i )) i . Then there exist a i ≥ 0, not all vanishing, such that the functionsũ i = a iφi verify in Ω, for every i = 1, . . . , h, the variational inequalities −∆ũ i ≤ L hũi and −∆(ũ i − j =iũ j ) ≥ L h (ũ i − j =iũ j ) in the distributional sense.
In particular the functionsŨ = (ũ 1 , . . . ,ũ h ) and U = (u 1 , . . . , u h ) belong to S(Ω).
We refer to the book [3] for other interesting optimization problems. It is our belief that the solutions to some of these problems should belong to the class G(Ω).
