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たはその逆の順序で座標を合わせる次元順ルーティング (Dimension Order Routing, 





















法と South First 法を組み合わせた North-South First 法を提案し，研究を行っている













































グが広く用いられている．次元順ルーティングはソース PE から，Y 軸方向のチャネルのみ
を使って移動を行い，Y 軸方向の座標を合わせた後に，X 軸方向のチャネルを使ってディス
ティネーション PE に移動する．二次元トーラス網において次元順ルーティングを用いる場




1)  最初に，Y 座標方向のルーティングを行う際は，チャネル L を選択する． 
2)  パケットの先頭がラップアラウンドを通過するとき，チャネル H に移動する．以降，
Y 方向のルーティングが行われている間はチャネル H が使われる． 
3)  Y 座標のルーティングが終了して X 座標のルーティングに移行する際，これまで使用
していたチャネルに関わらず，チャネル L に移動する． 
4)  パケットの先頭がラップアラウンドを通過するとき，チャネル H に移動する．以降，

















2 と図 3 に示す．ここで，トーラスの各 PE の番号は，図 1 で示されるように，(x, y)の座
標で示される．また，Y 方向のチャネルを Y＋および Y－と表記し，X 方向のチャネルを X
＋および X－と表記する．リンク選択関数の 4 個の入力は，それぞれ現在ノードの x，y 座
標，目的地ノードの x，y 座標である．現在地ノード座標と目的地ノード座標について比較
した結果 X+，X－，Y+，Y-，方向のリンクおよびノードへの出力リンクである OUT のい
ずれかを出力する．チャネル選択関数の 3 個の入力は，それぞれ現在の方向，現在のチャ
ネル，行き先の方向を示している．“現在の方向”および“行き先の方向”は，X＋，X－，
Y＋，Y－の 4 つの状態を持ち，“現在のチャネル”は，チャネル L (L)，チャネル H (H)，
およびラップアラウンドチャネル (W)の 3 つの状態を持つ．出力は，チャネル L およびチ
ャネル H の 2 つの状態を持つ．ただし，選択関数によって選択されたリンク（すなわち転
送先のリンク）がラップアラウンドリンクである場合，2 節にて述べたように，前述の出力














図 2  次元順ルーティングのリンク選択関数 
 
// Link Selection Function for Dimension-Order Routing  
Link_Select_DOR (cx, cy, dx, dy) 
cx, cy; // current node  0 ≦ cx, cy ≦ N－1 
dx, dy; // destination   0 ≦ dx, dy ≦ N－1 
{ 
if(cy≠dy){    // dimension Y 
dist_y = (N+dy-cy)%N; 
if(1≦dist_y ≦N/2) return Y+; 
else   return Y-; 
} 
else if(cx≠dx){   // dimension X 
dist_x = (N+dx-cx)%N; 
if(1≦dist_x ≦N/2) return X+; 
else   return X-; 
} 




















パターンのうち 2 箇所を禁止するというものである．NSF 法では主要な手法である North 
First(NF)法および South First(SF)法に基づいて，二次元トーラス網へ応用している． 
 
2.2.2．North-First(NF)法 
図 4 に，二次元メッシュにおける次元順ルーティングのターンモデルを図 5 に，NF 法の
ターンモデルを示す．次元順ルーティングは 8 通りの進路変更パターンのうち 4 箇所を禁
止している．具体的には左方向へ移動した後上方向へ移動するターン(図 4 の(a))，右方向に
移動した後上方向に移動するターン(図 4 の(b))，左方向に移動した後下方向に移動するター
ン(図 4 の(c))，右方向に移動した後下方向に移動するターン(図 4 の(d))の 4 箇所を禁止して
いる． 
図5に示したNF法では，左方向に移動した後上方向に移動するというターンと(図5の(e))，
図 3  次元順ルーティングのチャネル選択関数 
 
// Channel Selection Function for Dimension-Order Routing  
Channel_Select_DOR (cd, cc, nd) 
cd;  // current direction ∈{Y+, Y-, X+, X-} 
cc;   // current channel ∈{L, H, W} 
nd;  // next direction ∈{Y+, Y-, X+, X-} 
{ 
if(cc∈L)       return L;  // before wrap around traversal 
else if(cc∈W)  return H;  // in wrap around  
else  
if(cd∈{X+,X-} & nd ∈{Y+,Y-}) 
   return L;    // Y-routing → X-routing 






















(2) トーラス網のルーティングには最低 2 本の仮想チャネルを必要とする．このようなル
図 5  二次元メッシュ網の North First(NF)法のターンモデル 
Algorithm for 2D-Mesh Network. 
Routing for 2D-Mesh Network. 
 
図 4  二次元メッシュ網の次元順ルーティングのターンモデル 






(1)に関して，トーラス網において North First 法を用いた際に循環依存が発生する例を図 6
に示す． 
図 6 は，North First 法に基づき，PacketA から PacketD がそれぞれ宛先ノードに向けて
ルーティングを行っている様子を図示したものである．図の例ではワームホールルーティ
ング(9)に基づき，各パケットが「フリット」と呼ばれる，1 クロックサイクルに転送できる
量のデータに分けられて転送を行っている． 図 6 においては，PacketA は PacketB の後





ルーティングである「次元順ルーティング」では，図 6 のうち PacketA と PacketC のター
ンが起こり得ない（それぞれ，PacketA は図 4 の右から下の，PacketC は図 4 の左から下
のターンが存在する）ため，このような現象は発生しない．以上のような問題があること
から，2 次元トーラス網において適応ルーティングを考える際には，より複雑なターンの制
限について考慮する必要がある．(2)に関して，本稿では，channel-L に対して NF 法を，





図 6  North First 法をトーラスに用いた時に発生する循環依存 
Algorithm for 2D-Mesh Network. 






NF 法や SF 法のターンモデルを二次元トーラス網にそのまま使用すると，ラップアラウ
ンドチャネルを通過するパケットにより図 6 のような循環が起こる．そこで，下記の方針
に従って，従来の NF 法や SF 法をもとに，付加的な制限を加えることによりデッドロック
を回避する． 
1) チャネル-H のルーティングに対して，SF 法を適用する．ただし，パケットがチャネ
ル-H を経てチャネル-L に戻るような経路を，当該時点以後に選択すること判明している場
合（Y 方向のラップアラウンドチャネルを通過後，Y 方向のルーティングを行って X 方向
のルーティングに移行する場合，新たに選択される X 方向チャネルは必ず channel-L でな
ければならない），循環が発生するため，適応ルーティングを行わず固定ルーティングを行
う． 
2) チャネル-L のルーティングに対して，NF 法に基づいた手法を適用する．チャネル-L
のルーティングにおいては，いったんラップアラウンドチャネルを通過した上で，チャネ
ル-H→チャネル-L の経路が存在する．それにより図 6 に示した循環が発生するため，NF
法にさらにターンの禁止を加える必要がある．そこで，図 7 のように NF 法に更に 1 つ禁
止を加えることにより循環を回避する．ターンモデルより，8 つのターンのうち 3 つに制限
が加える．具体的には，右方向に移動した後上方向に移動するターン，左方向に移動した
後上方向に移動するターン，右方向に移動した後下方向に移動するターンの 3 つに制限を






図 7 制限型 North First 法 
Algorithm for 2D-Mesh Network. 





以下に NSF の定義について述べる．一般に，相互結合網𝑮は，𝑮 = (𝑽, 𝑪)と表記される．
ここで，𝑽はノード（頂点または PE とも呼ぶ）の集合，𝑪はチャネルの集合である．チャ
ネルはノードとノードを結ぶので，ノード𝑣1 ∈ 𝑽からノード𝑣2 ∈ 𝑽へ直接フリットを送るチ




𝑁 × 𝑁ノードを持つ二次元トーラス網 
𝑮𝟐𝑫𝑻_𝑵 = (𝑽𝟐𝑫𝑻_𝑵, 𝑪𝟐𝑫𝑻_𝑵)における各ノード𝑣 ∈ 𝑽𝟐𝑫𝑻_𝑵の記号を，網中の縦横方向の座標か
ら，以下のように定義する． 
𝑣 = (𝑥, 𝑦)  ただし，𝑥 = 0,1, ⋯ 𝑁 − 1，𝑦 = 0,1, ⋯ 𝑁 − 1 
すなわち，𝑽𝟐𝑫𝑻_𝑵は，以下のように定義される． 
 





𝑁 × 𝑁ノードを持つ二次元トーラス網 
𝑮𝟐𝑫𝑻_𝑵 = (𝑽𝟐𝑫𝑻_𝑵, 𝑪𝟐𝑫𝑻_𝑵)における各チャネル𝑐 ∈ 𝑪𝟐𝑫𝑻_𝑵を，次元 d∈(X, Y)，方向δ∈（+，
－），チャネル種別 ch∈(L, W, H)により，以下のようにラベル付けする． 
        𝑐 = (𝑑𝛿, 𝑐ℎ) 
なお，ここで，X：X 方向，Y:Y 方向，L:チャネル L，W:ラップアラウンドチャネル，H:
チャネル H を意味する．すなわち，𝑪𝟐𝑫𝑻_𝑵は，以下のように定義される． 
 
𝑪𝟐𝑫𝑻𝑵 =    {𝑐 = (𝑑𝛿, 𝑐ℎ) | 𝑑 ∈ (X, Y), 𝛿 ∈ (+, −), 𝑐ℎ ∈ (L, W, H)} 
                                                  (2) 
 
この場合，複数のチャネルに対して同じラベルが付与される場合がある．以後の説明にお
いて，(d+, ch)と(d－, ch)が一組で表記される場合がある．その場合，(d±, ch)などと表記
する．また，必要に応じて，Y 座標が n であるチャネル(𝑑𝛿, 𝑐ℎ)を，チャネル(dδ, ch)n，X

















提案手法は，channel-L で制限型 NF 法，channel-H で SF 法に基づくルーティングを行







合𝑪𝑛 ⊂ 𝑪𝟐𝑫𝑻_𝑵において， 
 
∃ 𝑝 ∈ 𝑪𝑛 , 𝑝 ∈ 𝑷𝑛𝑠𝑟𝑐→𝑛𝑑𝑠𝑡
𝑅𝐷𝑂𝑅                                                         
(3) 
 
を満たす場合，Use(𝑛𝑠𝑟𝑐 , 𝑛𝑑𝑠𝑡 , 𝑪𝑛, 𝑅𝐷𝑂𝑅)を満たすと定義する．すなわち，𝑛𝑠𝑟𝑐から𝑛𝑑𝑠𝑡へ向か
うパケットが，次元順ルーティングの過程において，あるチャネルの集合𝑪𝑛のいずれかを





合𝑪𝑛 ⊂ 𝑪𝟐𝑫𝑻_𝑵において， 
 
∀ 𝑝 ∈ 𝑪𝑛 , 𝑝 ∉ 𝑷𝑛𝑠𝑟𝑐→𝑛𝑑𝑠𝑡
𝑅𝐷𝑂𝑅                                                     (4) 
 








特定の𝑑𝑛 ∈ (X, Y)，𝛿𝑛 ∈ (+, −)，𝑐ℎ𝑛 ∈ (L, W, H)において，チャネル𝑪 = (𝑑𝑛𝛿𝑛,  𝑐ℎ𝑛)の集合
を，𝑪𝑑𝑛𝛿𝑛, 𝑐ℎ𝑛と定義する．すなわち 
 







特定の𝑑𝑛 ∈ (X, Y)，𝑐ℎ𝑛 ∈ (L, W, H)において，チャネル(𝑑𝑛+,  𝑐ℎ𝑛)および(𝑑𝑛−,  𝑐ℎ𝑛)の和集
合を，𝑪𝑑𝑛±, 𝑐ℎ𝑛と定義する．すなわち 
 







特定の𝑑𝑛 ∈ (X, Y)，𝛿𝑛 ∈ (+, −)において，チャネル(𝑑𝑛𝛿𝑛, 𝑐ℎ)の集合を，𝑪𝑑𝑛𝛿𝑛,と定義する．
すなわち 
 






提案手法のリンク選択関数およびチャネル選択関数を，それぞれ図 8，図 9 に示す．リン
ク選択関数は，図 2 の固定ルーティングと同様，X+，X－，Y+，Y－，および，ノードへ









する）までは制限型 NF 法による適応ルーティングが行われる． 
図 8 のアルゴリズムでは，はじめに①において，X 方向，Y 方向それぞれについて，ラッ
プアラウンドリンクを使用するか否かを判別する．この場合，ソース・ディスティネーシ
ョン PE の X，Y 各方向の座標をもとに，以下のように判別する． 
 チャネル(Y+,CY+)を使用しない場合，③の処理を行う．チャネル H における SF 法は固
定ルーティングと等価になるため，チャネル L においてのみ制限型 NF 法に基づく適
応ルーティングを行う．その際，通過するラップアラウンドチャネルを，（CY-, W），（X±, 
W）の順番に維持するため，現在地からディスティネーション PE までに（CY-, W）を
通過する予定がない場合，または（CX±, W）を跨がない場合のみ制限型 NF 法を行い，
それ以外の場合には固定ルーティングを行うこととしている． 
 カレント PE とディスティネーション PE の X 座標の差が，N/2 以下の場合，X 方向の
ラップアラウンドチャネルを跨がないので，h_wrap=0 とし，そうでない場合を
h_wrap=1 とする． 
 同様に，カレント PE とディスティネーション PE の Y 座標の差が，N/2 以下の場合，
v_wrap=0 とし，そうでない場合を v_wrap=1 とする． 
次に，Y+方向のチャネル（チャネル(Y+,ch)）を使用するか否かによって以下のように経
路を選択する． 
 Use(𝑛𝑠𝑟𝑐 , 𝑛𝑑𝑠𝑡 , 𝑪𝑌+, 𝑅𝐷𝑂𝑅)を満たす場合，②の処理を実行する．この場合，チャネル L
における制限型 NF 法は固定ルーティングと等価になるため，チャネル H においての
み SF 法に基づく適応ルーティングを行う．このとき，現在地からディスティネーショ
ン PE までに X 方向，Y 方向いずれのラップアラウンドチャネルを使用しない場合
(Use̅̅ ̅̅ ̅(𝑛𝑠𝑟𝑐 , 𝑛𝑑𝑠𝑡 , 𝑪𝑋±,𝑊, 𝑅𝐷𝑂𝑅)かつUse̅̅ ̅̅ ̅(𝑛𝑠𝑟𝑐 , 𝑛𝑑𝑠𝑡 , 𝑪𝑌±,𝑊, 𝑅𝐷𝑂𝑅)の場合)，パケットをチャネ
ル H に送ってルーティングを続けることができるので，SF 法に基づいた適応ルーティ
ングを実施する．それ以外の場合で，チャネル H が使用される可能性があるのは，縦
方向のラップアラウンドチャネル（Y+, W）の通過直後で，かつ今後横方向のラップア
ラウンドチャネル（X±, W）を通過する予定がある場合(Use(𝑛𝑠𝑟𝑐 , 𝑛𝑑𝑠𝑡 , 𝑪𝑋±,𝑊, 𝑅𝐷𝑂𝑅)を満
たす)のみである．実際，この場合においても SF 法に基づいた適応ルーティングが可
能と考えられるが，後述のデッドロック・フリーの証明が困難なため，本稿の手法で





 Use(𝑛𝑠𝑟𝑐 , 𝑛𝑑𝑠𝑡 , 𝑪𝑌+, 𝑅𝐷𝑂𝑅)を満たす場合，③の処理を行う．チャネル H における SF
法は固定ルーティングと等価になるため，チャネル L においてのみ制限型 NF 法に基づく
適応ルーティングを行う．その際，通過するラップアラウンドチャネルを，（Y－, W），（X±, 
W）の順番に維持するため，現在地からディスティネーション PE までに（Y－, W）を通
過する予定がない(現在のチャネルを𝑐ℎ ∈ 𝑪𝟐𝑫𝑻_𝑵としたときにUse̅̅ ̅̅ ̅(𝑛𝑠𝑟𝑐 , 𝑛𝑑𝑠𝑡 , 𝑪𝑌−, 𝑅𝐷𝑂𝑅)を満
たす)場合，または（X±, W）を跨ぐ前のみ制限型 NF 法を行い，それ以外の場合には固定
ルーティングを行うこととしている．チャネル選択関数の入力は，図 3 における固定ルー
ティングのチャネル選択関数の 3 個の入力に加えて，現在地ノードと目的地ノードの x,y
座標を示す 4 個の入力を必要とする．新たな 4 個の入力により，「現在以後ラップアラウン
ドチャネルを通過する可能性がない」か否かの判定を行う．判定結果をもとに，「現在以後
ラップアラウンドチャネルを通過する可能性がない」かつ「Use(𝑛𝑠𝑟𝑐, 𝑛𝑑𝑠𝑡 , 𝑪𝑌+, 𝑅𝐷𝑂𝑅)を満た
す」場合のみ，H チャネルを選択し，それ以外のケースでは固定ルーティングと同様の処
理を行う．固定ルーティングの場合と同様，出力はチャネル L およびチャネル H の 2 つの
状態を持つが，選択された先のチャネルがラップアラウンドリンクである場合，出力は無




図 8  NSF 法のリンク選択関数 
 
// Link Selection Function for NSF Algorithm 
  Out_DOR=Link_Select_DOR(cx,cy,dx,dy); 
Link_Select_Prop (cx, cy, cc, dx, dy) 
cx, cy;   // current node  0 ≦ cx, cy ≦ N－1 
cc;   // current channel ∈{L, H, W} 
dx, dy; // destination   0 ≦ dx, dy ≦ N－1 
{ 
if(dx-cx≧N/2) h_wrap = 1; 
else  h_wrap = 0; 
if(dy-cy≧N/2) v_wrap = 1; 
else  v_wrap = 0; 
 
dist_x = (N+dx-cy)%N; 
dist_y = (N+dy-cy)%N; 
if(1≦dist_y ≦N/2) // Y+ direction 
if(h_wrap=0 & v_wrap=0)  
return adaptive_SF(cx, dx); 
else if(h_wrap=1 & v_wrap=0) 
             return Link_Select_DOR(cx, cy, dx, cy); 
      else if((h_warp=1& y_warp=1) 
 &(((1≦dist_ x≦N/2)&(cx=N-1)) 
  or((dist_x > N/2) & (cx = 0)))) 
    return Y+; 
else             return DOR(cx, cy, dx, dy); 
else if(cy≠dy)   // Y- direction 
if(cc=0)            return out_NF; 
else            return out_DOR; 
else if(cx≠dx)            return out_x; 
else              return OUT; 
} 
 
out_SF = adaptive_SF(cx, dx){   //adaptive routing of SF algorithm 
if(cx=dx)                    return Y+; 
else if(buffer_is_full(Y+, H)=TRUE)  
return out_x; 
else      return Y+; 
}  
out_NF = adaptive_NF(cx, dx){ //adaptive routing of NF algorithm 
dist_x = (N+dx-cx)%N; 
if((cx=dx)or((1≦dist_x≦N/2)&(cx=N-1)) 
or((dist_x<N/2)&(cx=0)))      return Y-; 
else if(N/2＜dist_x)   // X- direction 
    return out_x; 
else if(buffer_is_full(Y-, L)=TRUE)  // X+ direction 
return X+; 
else                         return Y-; 
} 
out_x = x_route(cx, dx){ 
dist_x = (N+dx-cx)%N; 
if(1≦dist_x ≦N/2)  return X+; 










図 9  NSF 法のチャネル選択関数 
 
// Channel Selection Function for NSF Algorithm 
Out_ch_DOR = Channel_select_DOR(cd, cc, nd); 
Channel_Select (cx, cy, dx, dy , cd, cc, nd) 
cx, cy;      // current node 0 ≦ cx, cy ≦ N－1 
dx, dy;      // destination  0 ≦ dx, dy ≦ N－1 
cd;        // current direction ∈{Y+, Y-, X+, X-} 
cc;         // current channel  ∈{L, H, W} 
nd;        // next direction  ∈{Y+, Y-, X+, X-} 
{ 
if(dx-cx≧N/2)  h_wrap = 1; 
else   h_wrap = 0; 
if(dy-cy≧N/2)  v_wrap = 1; 
else   v_wrap = 0; 
 
dist_y = (N+dy-cy)%N; 
if((1≦dist_y ≦N/2)  // Y+ direction 
 & (h_wrap=0 & v_wrap=0)) return H; 





























図 10  NSF 法と NFS-IP 法によるルーティング経路の違い 
Algorithm for 2D-Mesh Network. 

















ある．Turn model に基づくルーティング・アルゴリズムにおいては，各 PE からの出力チ
ャネルに対して，PE アドレスに基づいて番号付けを行う方法が一般的である．前述のよう
に，2 次元トーラス網の場合，2 個の仮想チャネルを持つため，𝑁 × 𝑁トーラスの 4 リンク
×2チャネル=8本のチャネルに対して，以下のような 4次元のチャネル番号CNをつける． 
𝐶𝑁(𝑥, 𝑦, 𝑑, 𝑐ℎ) = (𝑔𝑚, 𝑐1, 𝑔𝑠, 𝑐2)           (1) 
ここで， 𝑥 (0 ≤ 𝑥 ≤ 𝑁 − 1)  および 𝑦 (0 ≤ 𝑦 ≤ 𝑁 − 1) は， PE の 𝑥，𝑦 座標， 𝑑 ∈
図 11  NSF-IP 法のリンク選択関数 
 
// Link Selection Function for NSF-IP Algorithm 
adaptive_SF(cx, dx){ 
   if(buffer_is_full(Y+,H)=FALSE) 
   return Y+; 
   else if(cx==0)   return X+; 
   else if(cx==N-1)   return X-; 
   else{ 
dist_x = (N+dx-cx)%N; 
    if(1<= dist_x <= N/2){ 
           if(buffer_is_full(X+,H)=FALSE) 
return X+; 
           else          return X-; 
}  
else { 
          if(buffer_is_full(X-,H)=FALSE) 
return X-; 






{𝑌+, 𝑌−, 𝑋+, 𝑋−}は，チャネルの方向，𝑐ℎ ∈ {L,H,W}は，チャネルの種類である．また，







表 1  𝑑および𝑐ℎによる𝑔𝑚の値 
𝑑 𝑐ℎ 𝑔𝑚 
Y+ L,W 0 
Y-, X- L,W 
1 
Y- H 









 𝑐1は，𝑔𝑚の値に基づいて表 2 のように与えられる． 
 
表 2   𝑔𝑚による𝑐1の値 
𝑔𝑚 𝑐1 
0 𝑦 










するものである．𝑔𝑚 = 0および𝑔𝑚 = 2においては，単一の𝑑，𝑐ℎのみを持つため，𝑔𝑠 = 0の
みを持つ．𝑔𝑚 = 1および𝑔𝑚 = 3においては，表 3 のように𝑔𝑠を決定する． 
 
表 3   𝑔𝑠の値 















第二座標𝑐2は，同一の𝑑や𝑐ℎにおいて順序関係を定める値で，𝑑 = 𝑌+, 𝑌−, 𝑋 +, および𝑋 −






図 12  チャネル番号 
Algorithm for 2D-Mesh Network. 









つ 16×16 2-D トーラス網における動的通信性能を評価する．評価に用いるシミュレータは
ルータ回路と相互接続網のハードウェア構造を機能ユニットレベルで忠実に再現したもの
で，C 言語で書かれている(25)．このシミュレータは各 PE で 1 サイクルごとにある条件で
パケットを発生し，ランダムに選択した他の PE に送信する(26)．動的通信性能は，DOR と
NSF(North South First ルーティング)と NSF-IP(改善 North South First ルーティング)
により評価される．評価のための通信パターンは，Uniform，Matrix Transpose の 2 パタ
ーンである．パケットのサイズを 16 フリットとし，シミュレーション時間 T を，T=50000
とする．各物理リンクの仮想チャネルの数を 2 本とし，各チャネルのバッファの量を 8 フ
リットとした． 
 
3.3.2．Uniform Traffic Pattern 









縦軸が平均転送時間である．図 13 に示すように，NSF-IP 法は NSF 法と同程度に DOR と
比較してスループットが高いことが明らかになった．また，NSF-IP 法と NSF 法を比較し
た場合スループットはほぼ同等であり改良による大幅な性能低下は見られなかった．ラン












送方法である．8×8 のメッシュ／トーラスにおける Matrix Transpose の通信パターンを
図 14 に示す．Matrix Transpose においては，図 14 に示すように，結合網の中央付近に通
信の負荷が集中する傾向がある．PE と同じ数のデータがあると仮定し，行列 A={𝑖, 𝑗}の各要
素について，PE{𝑥, 𝑦}に axy を割り当て，行列転置の通信を行った．そのため Matrix 
Transpose による通信パターンは，PE(𝑥, 𝑦)から PE(𝑦, 𝑥)への通信となる．この通信につい
て上記の通信を 10 回行ったものと 50 回行ったものについてシミュレーションを行い終了
までにかかるサイクル数の測定を行った．表 4 に実験結果を示す． 
 
表 4  Matrix-Transpose の結果 
loops NSF-IP NSF DOR 
10 2482 2559 2910 
50 12425 12389 13773 
 
表 4は 1列目がループ数を示しており 2列目以降は３手法についてのそれぞれの終了まで
のサイクル数の値となっている． ループ 10 回，ループ 50 回ともに DOR と NSF-IP を比
較すると NSF-IP のほうがサイクル数が低く DOR より性能が出ていることがよみとれる．
また，NSF-IP を NSF と比較した場合は同程度の性能であると分かり，改良による大幅な
図 13  Uniform Traffic の結果 
Algorithm for 2D-Mesh Network. 













256PE を持つ 16×16 2-D トーラス網シミュレータ内に任意の箇所に故障状態の PE を
作成し，通信を行うことにより耐故障性の評価を行う．始めに，256 個の PE のうち一つの
PE を故障 PE と仮定した．通信方法はそれぞれの PE がランダムに１個ずつパケットを各
PE１対 1 に対応する形で通信を行う通信を１回とし，１回あたり 255 個のパケットが送信
される．以上の方法によって DOR，NSF，NSF-IP，3 つのアルゴリズムについてパケット
の不着数を測定し，それぞれループ 1，3，5 回において 10 回の結果の平均をとり，それぞ
れのアルゴリズムについてのパケットの平均不着数を集計したしたものを表 5 に示す． 
表 5 に示すように，改良案である NSF-IP は NSF よりも不着数が低く耐故障性能が改善す
図 14  Matrix Transpose の通信パターン 
Algorithm for 2D-Mesh Network. 




ることが明らかになった．DOR と比較した場合においても NSF-IP は耐故障性能が確保さ
れているとみられる． 
 
表 5 一つの PE を故障 PE とした場合の不着パケット数  
Method loop1 loop3 loop5 
NSF-IP 5.2 85.3 448.3 
NSF 6.2 102.1 493.7 
DOR 9.2 136.7 574.0 
 
 
次に，256 個の PE を持つ 16×16 2-D トーラス網内のラップアラウンドリンクを持つ４
隅の PE を故障 PE とし，DOR，NSF，NSF-IP，3 つのアルゴリズムについてパケットの
不着数を測定し，それぞれループ 1，3，5 回において 10 回の結果の平均をとり，パケット
の平均不着数を集計したものを表 6 に示す．NSF-IP と DOR，NSF-IP と NSF の結果をそ
れぞれ比較した場合，ラップアラウンドリンクを含む 4 隅の故障という形においては提案
手法がラップアラウンドリンクを含む隅に対す耐故障性を向上するアルゴリズムでないた
め NSF と比較した場合，若干の不着数増加となった． 
 
表 6 4 隅の PE を故障 PE とした場合の不着パケット数 
Method loop1 loop3 loop5 
NSF-IP 15.9 213.4 698.2 
NSF 15.7 210.4 693.4 
DOR 19.2 248.6 740.9 
 
 
次に，256 PE を持つ16×16 2-D トーラス網内の中央4箇所のPEを故障PEとし，DOR，
NSF，NSF-IP，3 つのアルゴリズムについてパケットの不着数を測定し，それぞれループ
1，3，5 回において 10 回の結果の平均をとり，パケットの平均不着数を集計したものを表
7 に示す．NSF-IP と DOR，NSF-IP と NSF の結果をそれぞれ比較した場合，中央 4 箇所
故障という形においても NSF-IP が耐故障性の性能が高いことがあきらかとなった．また，
先の 4 隅の故障 PE を作成した実験の結果(表 6 参照)と比較した場合，中央 4 箇所はラップ







表 7 中央 4 箇所の PE を故障 PE とした場合の不着パケット数 
Method loop1 loop3 loop5 
NSF-IP 14.7 188.3 648.8 
NSF 16.8 204.9 681.2 




256 PE を持つ 16×16 2-D トーラス網内にランダムに 1，2，4，8，16 個の PE を故障
している PE とし，DOR，NSF，NSF-IP，3 つのアルゴリズムについてパケットの不着数
を測定し，それぞれループ 1，3，5 回において 10 回の結果の平均をとり，パケットの平均
不着数をプロットしたものをループ 1，3，5，について図 15，図 16，図 17 に示す．グラ
フの縦軸が平均不着数，横軸が PE の故障数である． 
図 15，図 16，図 17 すべてに見受けられる点として，横軸の故障数の増加にしたがって，




めこのような結果となったと考えられる．それ以外においては NSF-IP が DOR，NSF と比
較して不着数が少ないことが明らかとなっており，NSF-IP の実装により耐故障性能が向上
しているとみられる． 
このような結果になった理由として表 6 と表 7，また図 15，図 16，図 17 の故障 PE=4
の時の結果を比較した場合から以下のことが考えられる． 
 


















図 16  ループ 3 回の場合においてランダムに 1,2,4,8,16ヶ所故障する場合の不着
パケット数 
Algorithm for 2D-Mesh Network. 
Routing for 2D-Mesh Network. 
 
図 15  ループ 1 回の場合においてランダムに 1,2,4,8,16ヶ所故障する場合の不着
パケット数 
Algorithm for 2D-Mesh Network. 








NFS-FT 法は，NSF-IP 法における channel-L 上のパケットに対して，下記の条件を満た
す場合においてパケットの先頭を channel-H に移動させることにより，ルーティング先の
選択肢を増やし，NSF-IP において実現できなかった耐故障性の向上を目指したものである．  
NSF-FT による故障個所の回避の例を図 18 に示す．図 18 は，パケットがソース PE から









図 17  ループ 5 回の場合においてランダムに 1,2,4,8,16ヶ所故障する場合の不着
パケット数 
Algorithm for 2D-Mesh Network. 





図 19 に NSF-FT アルゴリズムのリンク選択関数を示す．図の「Out_NSF_IP」は NSF_IP
によるリンク選択関数の選択結果，「Out_NSF_IP_H」は，channel-H において，SF アル
ゴリズムによりルーティングを行う場合のリンク選択関数の選択結果である．また，
status(Out_NSF_IP)は，NSF_IP によるリンク選択先の PE の状態を返しており，PE が故
障している場合は fault の値を返すものとしている．図のアルゴリズムでは，まず NSF_IP
によるリンク選択先の PE の確認を行い，当該 PE が故障していない場合は，NSF_IP によ
るリンク選択関数の選択結果を選ぶものとしている．当該 PE が故障していた場合は，SF
アルゴリズムによるルーティングを行う． 
図 20 に，NSF-FT のチャネル選択関数を示す．図の「Ch_NSF_IP」は，NSF_IP によ
るチャネル選択関数の選択結果を示している．図のチャネル選択関数では，まず NSF_IP




図 18  想定される故障パターン 
Algorithm for 2D-Mesh Network. 









図 20  NSF-FT のチャネル選択関数 
 
// The Channel Selection Function of the NSF-FT Algorithm. 
Channel_Select_NSF_FT(cx, cy, cc, dx, dy) 
{ 
   Out_NSF_IP = Link_Select_NSF_IP(cx, cy, cc, dx, dy); 
   Ch_NSF_IP = Channel_Select(cx, cy, dx, dy, cd, cc, nd); 
 
   if(status(Out_NSF_IP)==fault) 
      return H; 
   else 
      return Ch_NSF_IP; 
} 
 
図 19  NSF-FT のリンク選択関数 
 
// The link Selection Function of the NSF-FT Algorithm. 
Link_Select_NSF_FT(cx, cy, cc, dx, dy) 
{ 
   Out_NSF_IP = Link_Select_NSF_IP (cx, cy, cc, dx, dy); 
   if(dy>cy)  Out_NSF_IP_H = adaptive_SF(cx, dx) 
else     Out_NSF_IP_H = DOR(cx, cy, cc, dx, dy); 
 
   if(status(Out_NSF_IP) == fault) 
      return Out_NSF_IP_H; 
   else 







NSF-FT は，channel-L と channel-W からチャネル H に移動する手法である．図 12 に
よると，channel-L から channel-H への移動において，明らかにチャネル番号が降順にな
るのは，𝑪𝑋+,𝐿 または𝑪𝑋+,𝑊から𝑪𝑌−,𝐻に移動するケースにおいてのみである．このようなケ




① 𝑪𝑋+,𝐿から𝑪𝑌−,𝐿 を経由して𝑪𝑌−,𝐻に移動する場合 
② 𝑪𝑋+,𝐿から𝑪𝑋+,𝑊  ，𝑪𝑋+,𝐻を経由して𝑪𝑌−,𝐻に移動する場合 
③ 𝑪𝑋+,𝐿または𝑪𝑋+,𝑊  の経路中，進路に故障 PE が存在するためにパケットが channel-H
に移動して，𝑪𝑌−,𝐻𝐻が使用される場合の三種類である． 
 
図 7 の Turn モデルより，channel-L における制限型 NF 法においては，右方向から下方
向へのターンは禁止されていることから，𝑪𝑋+,𝐿から𝑪𝑌−,𝐿への遷移は起こらないため，①の

































プロットする．パケットのサイズを 16 フリットとし，シミュレーション時間 T を，T=50000
とした．各物理リンクの仮想チャネルの数を２本とし，各チャネルのバッファの量を 8 フ
リットとした．評価に用いる Uniform Traffic Pattern は送信先が均等にランダムに決定さ
れる通信である．図 21 にネットワークのスループットに対する平均転送時間を示す．図 21
に示すように NSF-FT 法は NSF-IP 法，NSF 法と同程度に DOR と比較してスループット




図 21  Uniform Traffic の結果 
Algorithm for 2D-Mesh Network. 








256個のPE を持つ 16×16 二次元トーラス網シミュレータ内に故障状態のPE を作成し，
通信を行うことにより耐故障性能の評価を行った．耐故障性能の評価に用いた通信方法は，
それぞれの PE がランダムに１個ずつパケットを各 PE1 対 1 に対応する形で通信を行う通












数の測定に際しては，1 回分の通信を１ループ数とし 1，3，5 ループにて測定する．上記の
各々について 10 回の測定を行い平均をとったものを平均不着数として表に示す． 
 
4.4.2．中央 4箇所故障時 
256PE のうち中央の 4 箇所を故障 PE として測定した結果を表 11 に示す．４箇所を故障
個所としているため，ループ１回あたり PE 間で送出されるパケットは 252 パケットとな
る．以上を踏まえループ 1 に注目して各種法について比較すると，DOR と比較して NSF，
NSF-IP，NSF-FT の 3 手法は不着率が低く耐故障性が優れていることが分かる．また，前
節 NSF，NSF-IP，NSF-FT の 3 手法で不着数を比較した場合，提案手法である NSF-FT
は不着数が NSF-IP と比較してループ 1 では増加している． NSF-FT がループ 1 において
NSF-IP に比べて増加が見られる理由は，4.1 節の図において述べられるような方法により
故障個所を回避するため，結果としてルーティング経路が複雑になったためであると考え
られる．ループ 3 からループ 5 について比較をした場合においては不着率が低く改善が見
られた．また，4 手法それぞれについて，ループ数 1 とループ数 3 の結果を比較した場合，





NSF-IP が DOR や NSF に比べて改善が見られる理由は，最短経路の制約を取り除いたた
め，これらの手法に比べて経路の選択肢が多くなったためと考えられる．  
 
表 11 中央 4 箇所故障時の測定結果 
手法 ループ数 1 ループ数 3 ループ数 5 
NSF-FT 14.8 179.0 639.8 
NSF-IP 14.7 188.3 648.8 
NSF 16.8 204.9 681.2 




ラップアラウンドリンクを含む隅 4 箇所の PE を故障 PE とし，平均不着数を測定したも
のを表 12 に示す．ループ数 1 からループ数 5 の全てにおいて提案手法が優れていた．







表 12  四隅故障時のパケットの不着数 
手法 ループ数 1 ループ数3 ループ数 5 
NSF-FT 13.1 182.8 652.5 
NSF-IP 15.9 213.4 698.2 
NSF 15.7 210.4 693.4 




256 個の PE を持つ 16×16 二次元トーラス網シミュレータ内に，ランダムに 1，2，4，
8，16 個の PE を故障している PE と仮定し，DOR，NSF，NSF –IP，NSF-FT 4 つのア
ルゴリズムについて，パケット不着数を測定した．それぞれループ数 1，3，5 回において 10 
回の結果平均をとり， パケットの平均不着数をプロットしたものをループ数 1，3，5， に
それぞれの結果を図 22，図 23，図 24 に示す．グラフの縦軸は平均不着数である．また
[37] 
 






この実験において各ループ数において要した平均遅延時間ついて図 25，図 26，図 27 に
示す．各故障数に応じて転送にかかったサイクル数を縦軸としてプロットしたものである．
これらのうち，図 22 においてはばらつきが多く見られた．これは，図 22 の条件において
は計測対象となるパケットの数が少ないためと考えられる．他に，ばらつき傾向が見受け
られる原因として NSF-FT はパケットが channel-H へ他の手法より多く流れ込むため，結
果として channel-H の経路が混雑してしまいサイクル数の増加や不着数の増加を招いたと
考えられる．図 23 のループ数 3 の条件においては NSF-FT を実装したことによる不着数の
改善がすべての手法において見られた．これは表 13 の結果からも合わせて分かる．図 24
においては全ての故障個所において NSF-FT の実装による効果が見られた．これは表 13
に示した変化率からも分かる通りである．以上より，適度に混雑している状況において
NSF-FT の耐故障性の効果が大きくなる傾向が見られた．図 25～27 より，平均遅延時間は
DOR 及び NSF-FT がやや長いことが分かる．DOR の平均遅延時間が長い理由は，パケッ
トの進路に関する選択肢がすくないため，ネットワーク中のパケットの待ち時間が長いた
めと考えられる．NSF-FT の平均遅延時間が長くなる理由は，転送経路自体が長くなるた
めと考えられる．4 節の図 19 において述べられるように，NSF-FT は故障 PE によってリ
ンク選択のルールを大きく変える手法のため，転送経路自体が長くなる傾向がある． 
このことから，中程度以上の混雑状況と故障数と両方がある状況下において提案手法の効






図 23  ループ数 3 における平均不着数 
Algorithm for 2D-Mesh Network. 
Routing for 2D-Mesh Network. 
 
図 22  ループ数 1 における平均不着数 
Algorithm for 2D-Mesh Network. 










図 24  ループ数 5 における平均不着数 
Algorithm for 2D-Mesh Network. 
Routing for 2D-Mesh Network. 
 
図 25  ループ数 1 における平均遅延時間 
Algorithm for 2D-Mesh Network. 







図 26  ループ数 3 における平均遅延時間 
Algorithm for 2D-Mesh Network. 
Routing for 2D-Mesh Network. 
 
図 27  ループ数 5 における平均遅延時間 
Algorithm for 2D-Mesh Network. 




表 13  NSF-FT と他手法の不着数を比較した割合 
  Number of failures Loop1 Loop3 Loop5 
DOR→FT 
1 69.2% 54.0% 83.2% 
2 70.5% 70.1% 82.2% 
4 67.0% 75.1% 88.6% 
8 72.1% 82.3% 92.2% 
16 76.1% 92.0% 94.3% 
IP→FT 
1 60.0% 87.2% 94.0% 
2 99.3% 85.9% 93.2% 
4 77.6% 90.8% 97.7% 
8 101.8% 91.7% 98.0% 
16 93.8% 100.1% 97.3% 
NSF→FT 
1 64.3% 57.4% 89.9% 
2 91.4% 82.5% 89.8% 
4 94.5% 88.4% 94.9% 
8 91.1% 88.9% 96.5% 











NSF-IP に関して，性能評価として，耐混雑性能の評価を Uniform Traffic Pattern と
Matrix Transpose により行い，提案アルゴリズムが DOR と比較して優れていることを明
らかにした．この結果を踏まえた上で耐故障性能に関する評価も行った．1 ヵ所の故障，4
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