Uncertainty in the behavior of the carbon cycle is important in driving the range in future projected climate change. Previous comparisons of model responses with historical CO 2 observations have suggested a strong constraint on simulated projections that could narrow the range considered plausible. This study uses a new 57-member perturbed parameter ensemble of variants of an Earth system model for three future scenarios, which 1) explores a wider range of potential climate responses than before and 2) includes the impact of past uncertainty in carbon emissions on simulated trends. These two factors represent a more complete exploration of uncertainty, although they lead to a weaker constraint on the range of future CO 2 concentrations as compared to earlier studies. Nevertheless, CO 2 observations are shown to be effective at narrowing the distribution, excluding 30 of 57 simulations as inconsistent with historical CO 2 changes. The perturbed model variants excluded are mainly at the high end of the future projected CO 2 changes, with only 8 of the 26 variants projecting RCP8.5 2100 concentrations in excess of 1100 ppm retained. Interestingly, a minority of the highend variants were able to capture historical CO 2 trends, with the large-magnitude response emerging later in the century (owing to high climate sensitivities, strong carbon feedbacks, or both). Comparison with observed CO 2 is effective at narrowing both the range and distribution of projections out to the mid-twenty-first century for all scenarios and to 2100 for a scenario with low emissions.
Introduction
Most current socioeconomic storylines project future increases in emissions of radiatively active greenhouse gases over the next century (Van Vuuren et al. 2011) . Considerable advances have been made in understanding both the processes that determine the fraction of these emissions that remain in the atmosphere and the physical feedbacks that determine the climate response to these changes. However, current uncertainties in the role of many of these processes lead to a broad spread of projected climate changes for a set of future emissions under a given socioeconomic storyline. At the same time, decision-makers are looking for greater certainty in the magnitude of projected changes. A key factor contributing to future projection spread concerns processes that control the uptake of atmospheric carbon into the land and ocean. This is evident from the projected spread of future global CO 2 changes in multimodel carbon cycle Supplemental information related to this paper is available at the Journals Online website: http://dx.doi.org/10.1175/ JCLI-D- 16-0178.s1. ensembles from the Coupled Climate Carbon Cycle Model Intercomparison Project (C4MIP; Friedlingstein et al. 2006 ) and phase 5 of the Coupled Model Intercomparison Project (CMIP5; Arora et al. 2013) as well as in general circulation model (GCM) experiments designed to explore carbon cycle parametric uncertainty in a single model (Booth et al. 2012) . Uncertainty in carbon cycle processes is one of the dominant sources of spread in current global climate projections (e.g., Bodman et al. 2013; Harris et al. 2013; Tachiiri et al. 2013 ). This spread carries through directly into regional climate projections. For example, in the most recent climate projections that underpin U.K. adaptation planning (UKCP09; Murphy et al. 2009 ), we found that the carbon cycle contributed a substantial amount to the total spread for many climate variables and locations. Because of this there is a considerable interest in identifying criteria by which these ranges may be narrowed, by using observations to rule out less plausible simulations.
There are three current approaches to making better use of observations that are being pursued by the Earth system modeling community: benchmarking, process evaluation, and identification of emergent constraints. The first aims to build a set of observed metrics against which Earth system models are routinely evaluated. Currently such evaluation lags behind analogous benchmarking in physical climate model developments, but progress is being made (e.g., Blyth et al. 2011; Luo et al. 2012) . The second approach focuses on improvements in model processes (and hence in increased confidence in the model response). For example, Cadule et al. (2010) focus on the ability of simulations to capture observed seasonal and interannual variations in atmospheric CO 2 , variations that are driven by changes in temperature and moisture that would also be expected to act under a changing climate. By developing models that are better able to capture the exchange of carbon between the land/oceans and the atmosphere to large variations in short-term drivers of change (from diurnal up to decadal), greater confidence can be placed on their ability to capture responses to future long-term changes. Indeed, insights such as these can also feed into emergent constraints. The interannual CO 2 responses to temperature have been recently linked to the magnitude of the tropical carbon cycle response to climate-driven changes (Cox et al. 2013) . How tight this relationship is has been questioned (Wang et al. 2014) , but the constraint would still appear to indicate that larger future tropical carbon-climate feedbacks are less realistic.
Emergent constraints represent a way forward by linking key observable properties of the real system to future response, allowing us to reduce the range of projected future climate changes. Cox et al. (2013) represent a bottom-up approach that narrows the range of model processes that can be considered plausible. Other approaches take a top-down or integrated view to look at how observables can constrain emergent properties of the climate system. One such observable, historical CO 2 concentration could be considered a top-down constraint since it depends on the emergent response to a large number of processes and interactions in the climate system. Comparisons with observed changes in atmospheric CO 2 have been explored in both simple climate models (SCMs) [energy balance models (EBMs) combined with a simple global carbon cycle representation] and full GCMs or Earth system models. Ricciuto et al. (2008) , Tachiiri et al. (2013) , and Bodman et al. (2013) have shown the utility of atmospheric CO 2 measurements in narrowing the projected range of future climate changes from SCMs. The strength of simple model frameworks is that, computationally, they can explore a wide range of potential feedbacks. Their usefulness comes from their ability to reproduce the gross behavior of more complex models using simple, often linear, relationships. There is an interest, therefore, in whether CO 2 measurements are also effective in narrowing GCM responses. A number of recent papers using full-complexity general circulation models (Friedlingstein et al. 2014; Hoffman et al. 2014; Murphy et al. 2014) identified relationships between simulated present-day CO 2 biases and projected CO 2 changes at the end of the century. The first of these (Friedlingstein et al. 2014) showed that 7 out of 11 emission-driven CMIP5 GCM simulations tended to project larger future concentrations of CO 2 than the standard reference RCP CO 2 concentration. Friedlingstein et al. (2014) cautioned, however, that this should not be interpreted as the RCP reference concentration being biased low, because these models projecting larger future concentrations tended to be biased high in the present day. Friedlingstein et al. (2014) do not go quite as far as interpreting the historical comparison as a constraint on future CO 2 change, pointing to a potential for compensating ocean and land carbon errors to lead to apparently good agreement in atmospheric CO 2. In contrast, Hoffman et al. (2014) argue that just such a comparison with historical CO 2 measurements can be interpreted as a constraint on future changes. This is because long time scales inherent in the carbon cycle system mean that present-day biases can be expected to remain persistent throughout the twenty-first century, irrespective of how the simulations balance atmospheric CO 2 with the ocean and land carbon stores. By using the CMIP5 relationship between historical and future CO 2 Hoffman et al. (2014) obtain a narrow observationally constrained estimate of RCP8.5 CO 2 of 947 6 35 ppm (1.96s) in 2100.
In this paper we return to the question of how much information the observed CO 2 changes have in potentially narrowing the range of future GCM CO 2 projections. We extend the earlier analysis (Friedlingstein et al. 2014; Hoffman et al. 2014 ) by 1) using trends instead of absolute concentrations, 2) using a GCM ensemble that is designed to sample a wider range of physical and carbon cycle feedbacks (Lambert et al. 2013) while still producing credible simulations of present-day climate (Murphy et al. 2014) , and 3) including an estimate of the impact of uncertainty in past carbon emissions (from land use and fossil fuels) on historical simulated CO 2 trends. This latter factor either has not been accounted for in previous models (e.g., Lambert et al. 2013) or has been only partially sampled (CMIP5). One motivation for this work is to explore how observed CO 2 records could be used in the future to constrain GCM climate projections, or national climate scenarios derived from them, such as future updates to UKCP09 (Murphy et al. 2009 ). In addition, insights from this work have wider implications for how we consider the role of carbon cycle processes in future changes. In this paper we show how including a wider range of potential model feedbacks and including estimates of past carbon emission uncertainty can both broaden the distribution of projected future CO 2 that can be considered plausible, compared to previous studies.
Model simulations and relationships between past and future CO 2
A perturbed parameter ensemble (PPE) of the general circulation model based on the carbon cycle configuration of HadCM3 (HadCM3C) was used in this study. HadCM3C (Booth et al. 2012) consists of 57 individual model variants that sample uncertainties in the atmospheric physics, ocean physics, aerosol formation and removal pathways, and land carbon cycle (Lambert et al. 2013) . These model variants were picked following a process designed to avoid the risk of using implausible areas of parameter space (Collins et al. 2011; Lambert et al. 2013) and are able to simulate historical climate to a level comparable with CMIP3 and CMIP5 models (Murphy et al. 2014) . Each of the 57 model variants was driven by the historical and RCP8.5 emission-driven scenarios. These are referred to as the E-driven historical and RCP8.5 in Taylor et al. (2012) and esmHistorical and esmrcp85 in the CMIP5 data archive description. In addition, these 57 model variants have also been used to simulate a midrange emission scenario (SRES A1B) and an aggressive mitigation scenario (RCP2.6). The implementation of boundary conditions for these is described in more detail in .
The parametric uncertainties explored in each of the PPE components (atmospheric and ocean physics, land carbon and aerosol sulfur cycle) were elicited to explore uncertainties in different processes. Individual parameters were identified that were both uncertain and important for a process response. The two components most relevant to global CO 2 projections are uncertainties in the atmospheric and land carbon components (Lambert et al. 2013) . The atmospheric component explored the most parameters (29 parameters, selected from seven physics schemes: boundary layer, convection, land surface, dynamics, large-scale cloud, radiation, and sea ice; Collins et al. 2011; Lambert et al. 2013) . The most important ones in terms of influence on projected CO 2 changes are parameters that influence the magnitude of temperature response (mainly in convection and cloud schemes), but there may be other influences via parameters that impact rainfall distributions, land surface, and land-sea contrasts. Six land surface parameters were explored in the land carbon cycle (Booth et al. 2012) . These explored uncertainties in leaf nitrogen (and its associated impact on photosynthesis), sensitivity of stomatal opening to CO 2 changes, temperature dependence of photosynthesis (via the carboxylation pathway) and temperature dependence of soil respiration (Q 10 ), soil moisture controls on evaporation, and a competition parameter that influenced the simulated vegetation distributions. These parameters affect different processes in the land surface and lead to a broad range of land carbon responses to climate change. These are discussed in detail in Booth et al. (2012) , who show that the temperature dependence of photosynthesis represents the most important uncertainty for global CO 2 with secondary influences from the other parameters.
Previous assessment of carbon cycle models included analysis of Earth system model simulations in the E-driven historical and RCP8.5 scenarios (Taylor et al. 2012 ) of the current CMIP5. For comparison with these studies, data from the emission-driven historical (esmHistorical) and RCP8.5 (esmrcp85) scenarios were downloaded from the Earth System Grid Federation (Taylor et al. 2012) . Where two models shared very similar formulation (GFDL-ESM2G and GFDL-ESM2M shared common carbon cycle and atmospheric representation, differing in their ocean coordinate system) then only one model is shown (GFDL-ESM2G in this case). The CMIP5 models used in this analysis were BNU-ESM, CanESM2, CESM1(BGC), GFDL-ESM2G, HadGEM2-ES, INM-CM4, ISPL-CM5A-LR, MIROC-ESM, MPI-ESM-LR, and MRI-ESM1.
These GCM ensembles do show a positive correlation between historical trends in CO 2 and the magnitude of projected CO 2 in 2100 under RCP8.5. Figure 1a shows this relationship for the CMIP5 simulations. There are some differences compared to Hoffman et al. (2014) , who used the modeled-observed CO 2 mole fraction for a single year (2010), whereas we compare to the contemporary CO 2 trends . Using the trends as a comparison, the simulation with the highest future CMIP5 projection lies closer to the observed estimate than the Hoffman et al. (2014) analysis using 2010 CO 2 concentrations. Qualitatively, however, this comparison of CO 2 trends shows a similar relationship to that in Hoffman et al. (2014) , with larger future changes associated with larger historical trends. Also shown (Fig. 1b) is the same comparison for the 57-member PPE of GCM simulations, designed to sample a range of physical and carbon cycle feedbacks (Lambert et al. 2013; Murphy et al. 2014) . In this larger ensemble, there is also a positive correlation between models with larger historical trends and 2100 CO 2 concentrations, with a 0.53 Pearson correlation coefficient compared to 0.54 for CMIP5 models. The larger ensemble size of the PPE enables an estimate of the relationship between past and future trends that is statistically significant (p value 5 2.2 3 10 25 vs 0.11 for CMIP5).
The emission-driven PPE ensemble does have a number of evident differences compared to its CMIP5 counterpart. The most obvious is that a number of the PPE model variants project significantly larger future CO 2 concentrations than found for the CMIP5 models. This wider range is a result of the experimental design of the PPE (Lambert et al. 2013) , where the GCM configurations were selected to sample a wide range of physical and carbon cycle feedbacks. The CMIP5 ensemble, in contrast, represents a collection of GCMs developed by individual modeling centers to produce ''best estimates'' of the potential physical and carbon cycle processes. At the same time, the CMIP5 ensemble explores a broader range of model structures (process uncertainty), which might be expected to contribute to broader spread. It is interesting, therefore, that the PPE produces a wider diversity of model responses (suggesting perhaps that efforts to produce best estimates appear to outweigh any increase in spread due to different model structures). In contrast, models at the higher end of the PPE range result from exploring wider ranges for climate sensitivity and carbon cycle feedbacks and from interactions between them (Lambert et al. 2013) . The PPE, for example, samples a number of climate sensitivities that lie above the largest of the CMIP5 models considered here but still in the tails of what is considered plausible in the IPCC distributions . It should be noted that the IPCC ''likely'' estimates include climate sensitivity values as low as 1.5 K; however, neither CMIP5 nor the PPE explore climate sensitivities below 2 K. This is a factor that may potentially lead to an undersampling of past and future CO 2 changes in the low end of the model distributions ( Fig. 1 ). The other difference evident in the comparison is that the PPE gives a wider range of possible future CO 2 concentrations that are still relatively consistent with the observed historical trend, based on the subset of ensemble members that are closest to the observed change (e.g., within 10 ppm). For example, PPE simulations can be found that match the observed historical trend yet simulate 2100 concentrations larger than all members of the emission-driven CMIP5 ensemble. The experimental design (Lambert et al. 2013 ) and limited number of experiments mean that it is not possible to link this wider behavior to individual parameters. However, our results suggest (see supplementary Fig. S1 and accompanying discussion) that it is the land carbon cycle formulation (rather than other uncertainties such as in climate sensitivity) that is the most important factor in exploring higher future climate changes that are not evidently inconsistent with past changes. While these historically plausible but high future global CO 2 simulations are noteworthy, the more general finding is that the majority of PPE high-end 2100 concentrations arise in model variants that tend to overestimate the historical trend, in common with CMIP5.
Methodologies for analysis of constraints a. Past anthropogenic emission uncertainties
Past anthropogenic CO 2 emissions have arisen from two major sources, burning of fossil fuels (FF) and carbon released to the atmosphere due to past land-use changes (LUC). Estimates of FF are more closely constrained than estimates of LU change contributions. This is because inventory estimates of past FF usage are available, on a sector-by-sector and country-by-country basis. Le Quéré et al. (2015) estimate the uncertainty in recent FF emissions at 5% of the total emissions. In absolute magnitude, this represents a small uncertainty for most of the historical period but becomes more significant as FF emissions have ramped up in recent decades and with coal representing a larger fraction of the energy mix (roughly 0.5 GtC yr 21 in 2010; see Fig. 2a ).
LUC emissions are based on changes in land cover and, to a variable extent, land management practices (Houghton 2003) . Uncertainties in calculated LUC change arise from difficulties in estimating historical land-use and land-cover change, the carbon density of vegetation and soils, different definitions and methodological approaches, and representation of processes such as fire and nitrogen cycling, among other things (Houghton et al. 2012; Pongratz et al. 2014) . During the last decade the uncertainty from historical land-cover and land management change amounted to around 0.5 GtC yr 21 , comparable to the uncertainty associated with FF (Ciais et al. 2013; Le Quéré et al. 2015) . However, during the earlier decades, LUC emissions were a relatively larger fraction of the total emissions, and it is this LUC uncertainty that dominates the total anthropogenic CO 2 emission uncertainty for most of the historical period (Brovkin et al. 2004) . Figure 2b shows estimates of historical LUC emissions, published in Houghton et al. (2012) , based on estimates from dynamic global vegetation models (DGVMs)-spatially resolved land surface models (of a complexity akin to that found in the state-of-the-art GCMs) coupled to simplified energy balance and ocean carbon cycle components. These explore two kinds of LUC uncertainty. The first arises from differences in estimates of past land-cover change, sampled by driving a single DGVM, the integrated science assessment model (ISAM; Jain et al. 2013 ) using three different estimates of land-cover change, based on HYDE (Goldewijk et al. 2011) , SAGE (Ramankutty and Foley 1999) , and Houghton (Houghton et al. 2012) . The second is due to differences in the representation of land carbon cycle processes between different DGVMs. This is sampled by differences in four DGVMs [LPJ-wsl (Poulter et al. 2010) ; BernCC (Stocker et al. 2011) ; VISIT (Kato et al. 2013) ; ISAM (Jain et al. 2013 )] driven by a common land-cover dataset, HYDE (Goldewijk et al. 2011) . We assume that the land cover and DGVM process uncertainties are independent. We combine these two uncertainties into 12 LUC emission time series assuming that fractional differences between the three different land-cover datasets can be added to fractional differences between the four DGVM emissions (Fig. 2b) Uncertainties in the components of past emissions represent different things. The FF emission uncertainties can be expressed as a standard deviation, and hence a Gaussian error model could be fitted if desired. On the other hand, current LUC cover estimates arise from a number of factors-some data driven (such as land-cover dataset differences explored here), some dependent on representation of land surface processes in models, some methodological (how these changes are implemented in the models), and others more fundamental, relating to the way we define land-use emissions (Pongratz et al. 2014) . Given the very limited sample, it would be hard to justify translating this into a Gaussian uncertainty estimate in a comparable sense. Here we simply combined each LUC emissions estimate with a high, standard, and low FF emissions estimate (m 1 2s, m, and m 2 2s respectively; Fig. 2a) , and explored whether the observed CO 2 trend lies within the simulated spread for each PPE member. In total 36 emission time series are used in this paper, which we obtained by combining the 12 LUC emission time series with these 3 FF emissions time series (Fig. 2c) .
b. Simple climate model
Ideally each of the individual PPE variants would have been rerun 36 times, sampling each of the emission time series described above. The computational costs of doing so with the ful-complexity Earth system model is prohibitive, so instead the historical response to each of these emission time series is approximated using an SCM tuned to replicate each of the HadCM3C PPE variants. The SCM used here is described in detail in the supplementary material to Harris et al. (2013) . Here we summarize its main features, describe the calibration of its input parameters, and specify how radiative forcing is applied.
A two-box EBM is used to predict changes in the globally averaged land and ocean surface air temperatures in response to global average radiative forcing of the climate. Ocean heat uptake is represented by a vertical diffusion-advection equation in which the thermal diffusivity is determined separately for each of the perturbed ocean parameter configurations (Collins et al. 2011 ) that contribute to the PPE design. The land and ocean climate feedback parameters l L and l O used to configure the EBM are assumed to depend only on the atmospheric configuration and not vary when the carbon cycle, sulfur cycle (aerosols), and ocean parameters are perturbed. They are diagnosed, therefore, from the different atmospheric GCM configurations, using simulations forced by a 1% yr 21 increase in CO 2 concentration. This is achieved by estimating l O,L as the regression coefficient between the radiative forcing and top-of-atmosphere radiative response DQ 2 N O,L and the change in surface temperature DT O,L over both ocean and land (Murphy 1995; Forster and Taylor 2006) , where et al. 1998) and N O,L refers to the average ocean and land net downward top-of-the-atmosphere radiative fluxes. A carbon cycle component is implemented in the SCM, which allows the atmospheric concentrations to be calculated for prescribed scenarios of CO 2 emissions. Uptake and release of CO 2 from the vegetation and soil land reservoirs is estimated in a similar manner to that described in Jones et al. (2006) , while uptake of CO 2 by the oceans is represented using the impulse-response method of Joos et al. (1996) . The SCM contains parameters that control net primary production (NPP), litter production, soil respiration, and ocean CO 2 uptake. Optimal values required for the SCM to reproduce each of the 57 GCM PPE variants are determined by varying these SCM parameters and identifying SCM parameter sets that minimize the error in reproducing each of these four CO 2 fluxes (NPP, litter, soil respiration, and ocean CO 2 uptake) in the corresponding GCM . One difference from Harris et al. (2013) is that this study calibrates the carbon cycle parameters of the SCM using CO 2 fluxes diagnosed directly from the 57 PPE simulations themselves fitted instead to a separate but related experiment described in Booth et al. (2012) ]. Another calibration difference is that mean square errors for four scenarios (RCP2.6, RCP8.5, A1B, and historical) are jointly used to determine the carbon parameters for each SCM configuration. The non-CO 2 forcing (which includes other greenhouse gases, aerosol, and solar and volcanic forcing) is diagnosed directly from the global surface temperature response DT and net TOA radiative imbalance N in the PPE simulations, subtracting off forcing implied by the diagnosed CO 2 concentrations; that is, DQ nonCO2 5 N 1 lDT 2 DQ CO2 (where DQ CO2 is calculated as described above). The evolution of the coupled CO 2 and temperature responses for each member of the PPE to each of the new 36 historical CO 2 emission time series is predicted by the SCM using these estimates for the non-CO 2 forcing, with climate feedbacks, ocean thermal diffusivity, and carbon cycle configuration obtained for the corresponding members in the component ensembles (Lambert et al. 2013 ).
The simple model is used to explore what historical CO 2 changes each of the 57 PPE variants would have simulated if they had instead been driven by the 36 historical emission time series (they are not used to explore future emission uncertainty in this analysis). The SCM provides a close but not perfect reproduction of the GCM carbon cycle response. For each SCM-GCM/ PPE pair there is a small bias in the SCM's reproduction of the GCM's CO 2 using the standard CMIP5 historical emission time series. We assume that this is systematic for each pairing and add/subtract this bias from each of the 36 historical CO 2 simulated by the SCM for this study (i.e., the adjustment is time dependent and is assumed independent of historical emission uncertainty). The simple model is therefore able to explore what CO 2 changes each model variant (from the PPE) would have produced had it been instead driven by each of the alternative historical emission time series presented here.
c. Choice of historical time period
In this study we choose to compare the simulated and observed trends for the period 1959 to 2004. The following criteria were used to select this period.
d The comparison would be based on trends, not absolute CO 2 in a specified year (or years), since predicted GCM CO 2 values for a given year can vary owing to differences in their initial preindustrial state, as well as their response to carbon and climate change. Here, we want to focus on metrics that highlight the latter and not the former.
d The length of the trend period should be maximized, while still falling within the Keeling record (1959-present) . The CO 2 reference concentration compared to both the PPE and emission-driven CMIP5 GCMs was based on CMIP5 historical datasets (Taylor et al. 2012) , representing a merged record based on both Mauna Loa direct measurements and ice-core records to obtain a globally representative time series.
d The selected period should maximize the information available from datasets on past emissions (currently all emission datasets, described in section 2a, cover the period 1920-2005).
In this work, the last two criteria (on availability of past LUC uncertainty information and length of the Mauna Loa record) had the largest impact on our choice of period; 1959 to 2005 represents the period where all the LUC datasets provide data while also satisfying the other criteria. The effects of this choice on our results are discussed below in section 5.
Influence of land-use uncertainty on CO 2 constraints
The SCM provides useful insight into the range of historical atmospheric CO 2 trends that we would have expected if the GCMs had been rerun with these different historical land-use emission time series. Figure 3a updates the constraint evidence shown in Fig. 1b with this additional information. For each of the 57 GCM variants, the 36 historical simulated concentration trends are shown (red dots) relative to the original GCM (black cross). Uncertainty in the past carbon emissions leads to a spread in the historical CO 2 concentration trends (red dots in Fig. 3a) . As a consequence including emission uncertainty enables the question of consistency between CO 2 observations and simulations to be evaluated based on whether the range of historical trends overlap with the observations.
Similarly to the previous papers on CO 2 constraints (Friedlingstein et al. 2014; Hoffman et al. 2014) , we find that ruling out models that can be considered inconsistent with historical data leads to a shift to a distribution FIG. 3 . The relationship between simulated historical CO 2 trends and the magnitude of projected CO 2 concentration in 2100 for the RCP8.5 scenario. (a) Black crosses show the GCM CO 2 concentration in 2100 plotted against the projected historical CO 2 trend over the period 1959-2005 for each of the 57 PPE configurations, while red dots indicate the historical trends that would have been simulated if it had been driven by each of the 36 historical emission time series. The spread of historical simulations (red dots) provides information on whether or not the observed trend (blue horizontal line) would have fallen within the distribution of historical trends for a particular model configuration had these simulations sampled anthropogenic CO 2 emission uncertainty. CMIP5 models (blue dots) are included for comparison. (b) The histogram of RCP8.5 CO 2 concentration by the end of the century for the PPE (hatched), alongside the histogram of projected changes for only those model variants that envelop the observed historical CO 2 trend (green). The resulting histogram is more tightly constrained, thinning out many, but not all, of the higher-end projected changes. For comparison, the red Gaussian distribution illustrates the constrained CO 2 distribution developed by Hoffman et al. (2014) from a slightly larger set of CMIP5 models.
of lower projected change in 2100 (Fig. 3b) . Although the impact of applying our constraint is less evident on the total range of CO 2 , especially for RCP8.5 at the end of the century, this is mainly due to just a few model variants with large future increases in CO 2 but historically consistent responses. There is, however, a noticeable and robust impact on the distribution of responses since many of the 30 simulations inconsistent with historical trends are from the top end of the distribution, while models in the lower and central parts of the distribution remain included. So, for RCP8.5, 18 of the 26 models projecting changes above 1100 ppm (in 2100) are excluded. This leads to a reduction of the interquartile range of RCP8.5 from 1012-1223 ppm down to 951-1137 ppm in 2100, for A1B from 716-865 ppm down to 692-792 ppm, and for RCP2.6 from 423-472 ppm down to 417-445 ppm.
We can extend this analysis to look at other future periods and other emission scenarios (Fig. 4) . The full range of CO 2 projections, as well as the factors that lead to future spread, has previously been documented in for three scenarios: RCP8.5, SRES A1B, and RCP2.6. Figure 4 illustrates the impact on the CO 2 projections when the 30 GCMs inconsistent with the historical trends are removed. This demonstrates that the historical CO 2 trend is much more effective at narrowing the range of projected CO 2 changes earlier in the century, and for lower emission scenarios throughout, than it is for RCP8.5 in 2100. High-end projected changes can be ruled out for all scenarios during the first half of this century. The 90% confidence ranges for 2050 CO 2 concentration are reduced from 475-750, 475-700, and 375-525 ppm down to 500-675, 475-625, and 375-500 ppm for RCP8.5, A1B, and RCP2.6, respectively. The reasons why the historical record is more effective at narrowing the absolute range of future changes in this earlier part of the century is related to time scales. The processes that lead to changes in the effectiveness of either the land or ocean carbon cycles have not had a chance to evolve much over the 45 years following the historical constraint period, in contrast to RCP8.5 projections in the latter part of the coming century. It is less obvious why the high-end 2100 CO 2 projected changes are more effectively ruled out in low emission scenarios, compared to RCP8.5. None of the simulations in the upper third of the RCP2.6 range for our ensemble for the full twenty-first-century period can be considered consistent with historical trends. For A1B, a central business-as-usual scenario, only a single simulation projects changes in the upper third of the distribution that is consistent with the historical trend. We discuss the factors that lead to different levels of constraint across scenarios in section 6.
Robustness of historical comparison
The analysis in this paper used a 1959-to-2005 time period (see section 3c for discussion). Repeating this analysis using alternative time periods does lead to changes in the details of which specific models can be excluded, which is discussed in this section. However, the wider qualitative conclusions of this paper do appear to be robust to the choice of time period. Figure 5a shows the historical CO 2 changes (with respect to 2005) for both observations and three model variants chosen to illustrate the time dependence. Because of the uncertainty in past carbon emissions explored here, each of the variants produces a range of historical trends (colored plumes in Fig. 5a ). For many of the PPE members, the range of simulated trends remains inconsistent with the observed trend (such as model 3 in Fig. 5a ) regardless of the time period chosen. At the same time, very few model variants (anywhere in the distribution of future responses) remain consistent with the observations for the whole time series. Observed and model CO 2 show different evolution through the historical time period and the observations can often fall within the distribution of potential simulated trends for one period and lie just outside for another (models 1 and 2 in Fig. 5a are two examples of this behavior). While longer-term CO 2 responses remain broadly similar, many simulations produce decadal time-scale variability, such as responses to large volcanic eruptions (Agung and to a lesser extent El Chichón and Pinatubo), not found in the observed record. The consequence of this is that the details of which models can be excluded or not change depending on the time period used (Fig. 5b) . Visually the impact of the choice of period is most evident in the tails of the distribution but occurs for model variants projecting changes across the full range. For PPE members close to the observed trends, the choice of time period will influence whether it is excluded or not. However, the impact of the time period on the wider distribution appears to be considerably less sensitive. For example, when excluding simulations with RCP8.5 2100 CO 2 concentrations in excess of 1100 ppm, changing the period to either 1920-2005 or 1980-2005 leads to 18 or 20 of the 26 models being excluded, respectively (compared to 18 models for the 1959-2005 period) .
In this paper we used trends over a particular period to exclude or retain model variants to illustrate the potential information in the comparison with observed CO 2 . Also, we simply included or excluded model variants, rather than attempting to assign a weight based on the relative probability that each model variant is consistent with observations. In principle, these limitations could be addressed by using a multivariate Bayesian approach to provide probabilistic projections accounting for multiple constraints (e.g., by considering trends over several historical periods or including additional variables such as mean observed climate and observed changes in ocean heat content and surface temperature). Sexton et al. (2012) and Harris et al. (2013) describe a suitable statistical framework for application to PPE experiments, in which probabilistic projections are obtained by integrating over the climate model parameter space and weighting projections associated with specific model variants according to relative likelihood, obtained by calculating the multivariate distance of each variant from a set of historical observables. In such a framework, those model variants where the observations lie close to but sometimes outside the model range (such as models 1 and 2 in Fig. 5a ) could still be expected to receive some weight, whereas variants that show changes far from the observed (such as model 3 in Fig. 5a ) would be substantially down weighted. This approach was not adopted here, since a formal Bayesian calculation requires estimation of additional sources of uncertainty affecting relative likelihood, including observational uncertainty (likely small in this case), uncertainty in emulated estimates of results for parameter combinations for which no climate model simulation exists (e.g., Sexton et al. 2012) , and uncertainty in the structural component of model error, representing systematic differences between the modeled and realworld climate that cannot be resolved by varying uncertain model parameters ). Without such a wider assessment there is a risk that use of a single constraining variable, such as the CO 2 trend examined here, and a simplified representation of modelobservation misfit, could lead to overly constrained predictions due to compensating errors. The sensitivity of model exclusion to choice of trend period highlights the potential value of a more likelihood-based approach in the future. However, the simple approach here of excluding models based on CO 2 trends is useful in illustrating the value of this particular observable quantity and motivates future consideration of a more comprehensive approach, such as that outlined above.
As just discussed, when using a single simulatedobserved comparison metric it neglects the potential for compensating errors that may lead to plausible simulated historical CO 2 trends for the wrong reasons and hence may give a misleading picture of the more plausible future changes. This issue has been highlighted previously by Friedlingstein et al. (2014) where they showed that a number of the CMIP5 models matched the atmospheric CO 2 but did so owing to larger-thanobserved uptake in the ocean coupled with very little uptake on the land. Figure S2 (supplementary information) illustrates the fraction of emitted carbon partitioned in the atmosphere, ocean, and land fractions by the 57 model variants during 1980-99. Encouragingly, the spread of simulated fractions encompasses the observed estimates, suggesting there is no systematic error in the ensemble reproducing the observed carbon partitioning during this period. Of the 57 PPE members, 17 simulate atmospheric fractions within observational uncertainties (Fig. S2 ). Among these, 6 members, a minority of the 17, capture the observed atmospheric fraction at the expense of compensating error, owing to either a larger-than-observed ocean uptake balanced by smaller-than-observed land uptake, or vice versa. Except for one model variant, however, these differences are small compared to the observational errors and may fall within internal variability, an additional source of model-observation misfit that is not accounted for in Fig. S2 . Nevertheless, these results suggest that applying a constraint based solely on reproducing atmospheric CO 2 trends may be a necessary, but perhaps not sufficient, criterion for reducing uncertainty in future CO 2 changes. It is an aspect of future work to refine the constraint by incorporating additional observational metrics such as ocean carbon uptake and global/regional temperature changes. Doing so would tackle potential compensation of errors in the relative carbon uptake in the land and ocean and the magnitude of global climate change and climate-carbon cycle feedbacks, respectively.
Discussion and conclusions
In this study we have found that requiring simulated trends in atmospheric CO 2 concentration to be consistent with historical CO 2 trends can be effective in constraining the distribution of projected carbon cycle changes, ruling out 30 of the 57 simulations in a perturbed parameter ensemble (PPE) constructed from HadCM3C, many of which lie on the high end of possible future responses. The impact of this constraint is also apparent in the time scales that potential mitigation can be expected to become evident. With the raw ensembles we need to wait until 2068 before we reach a point where a high-end RCP2.6 run no longer overlaps with the low-end business-as-usual RCP8.5 simulation [or 2037 if the interquartile range (IQR) from both ensembles is used]. By excluding implausible historical simulations, the date that the RCP2.6 concentrations no longer overlap with the RCP8.5 scenario reduces to 2053 (or down to 2029 if the IQR is used).
Our results can be compared with previous studies that have attempted to constrain future simulated CO 2 concentration based on historical CO 2 simulationobservation comparisons (Friedlingstein et al. 2014; Hoffman et al. 2014) . The smaller number of simulations available in the emission-driven CMIP5 experiment led these previous studies to focus on the range of CO 2 responses rather than the distribution. It is in the range that the apparent differences are most evident, particularly for end-of-century CO 2 responses to high future emission scenarios (RCP8.5). Previous work by Hoffman et al. (2014) suggested that historical CO 2 observations could represent an exceptionally tight constraint on RCP future concentration (947 6 35 ppm in 2100). Here, individual PPE simulations consistent with historical trends can be found that lie at either end of the simulated PPE range (from 854 to 1455 ppm), despite the general tendency to rule out many of the models with high-end changes. Two main factors contribute to the weaker constraint on the absolute range (than on the distribution generally). First, we account for uncertainty in historical fossil fuel and land-use carbon emissions. Second, the PPE allows consideration of a much larger sample of physical and carbon feedbacks. Here we discuss both of these factors in further detail.
Historical uncertainty in anthropogenic carbon emissions has not been considered in previous studies looking at the potential information in the observed CO 2 changes (Friedlingstein et al. 2014; Hoffman et al. 2014; Murphy et al. 2014) . Including an estimate of emission uncertainty broadens the range of models that could be consistent with observed changes. We find that although the risk of both low-and high-end CO 2 response is reduced by our constraint, we are unable to exclude all models that predict extreme responses. Sensitivity tests, where the LUC emission uncertainty was reduced by two-thirds (not shown), do find a greater number of potential projected future changes excluded (41 out of 57), emphasizing the value in reducing historical LUC emission uncertainty for future climate projections. Doing so, however, will be a significant challenge in climate research. While there is increasing empirical data available to distinguish and characterize the current sources of uncertainty (Goldewijk and Verburg 2013) from, for example, satellite inventories of land cover and biomass, issues of definitional differences and model differences will still need to be overcome (Houghton et al. 2012; Pongratz et al. 2014 ). Regarding the high or low tails of the distribution, it is still possible to identify models with plausible historical trends that span the range of 2100 RCP8.5 CO 2 concentrations, even when emission uncertainty is reduced, but the impact on the distribution will be stronger than the impact on the range.
The other factor that leads to some of the high-end 2100 CO 2 projections being retained for RCP8.5, albeit a minority, is the use of model variants from a perturbed parameter ensemble. These simulations were explicitly designed to explore a wide range of potential physical and carbon feedbacks (Lambert et al. 2013 ). The multimodel ensemble (CMIP5), in contrast, is a collection of models designed to produce plausible estimates of these feedbacks, albeit with a structural diversity of modeling assumptions. There are two potential aspects that may point to why the PPE produces a wider range of future behavior. The finding that the scenario with the weakest constraint on high-end 2100 CO 2 changes is the one with the strongest warming (RCP8.5) does point to climate-carbon cycle feedbacks as one of the primary processes capable of driving large future CO 2 responses in models with only modest trends historically. Some of the key processes explored in the PPE (Booth et al. 2012 ) do have important temperature controls on land carbon cycle processes. We lack the availability of idealized experiments for the PPE, required to explicitly diagnose the strength of these feedbacks; however, it is quite possible that the PPE includes model variants with stronger climate-carbon cycle feedbacks than models included in CMIP5. The other aspect that may contribute is the range of temperature responses in the PPE. The PPE includes a number of ensemble members with larger climate sensitivities than found in CMIP5 emission-driven runs ). This, in itself, would lead to stronger warming and hence drive larger fluxes of carbon from the land to the atmosphere via climate-carbon cycle feedbacks, irrespective of whether the PPE explores larger climate-carbon cycle feedbacks than CMIP5. Both these factors highlight that any potential constraint on future CO 2 change, particularly for high-end scenarios, needs to account for the potential for both these factors playing a role in the real world. This suggests that until we are able to reject the range of these underlying feedbacks on other grounds, caution will need to be taken in putting too much weight on observationally constrained future CO 2 ranges based on simulations sampling smaller ranges to these feedbacks (such as CMIP5; Hoffman et al. 2014) . Hoffman et al. (2014) argued that the strong constraint on the future CO 2 range from historical observations implied that models could achieve more confident projections by tuning models to reproduce past observed CO 2 values. These new results suggest caution in such an interpretation on a number of grounds. First, overly tight constraints on future CO 2 can be obtained when uncertainty in historical emissions is neglected. Future simulated-observed comparisons (e.g., with the CMIP6 generation of models) may benefit from explicitly sampling anthropogenic emission uncertainty. It is hoped that this study would raise -awareness of the dependence on past carbon emission estimates, especially the LU component. Second, until the simulations used in these studies sample the full range of climate sensitivities and carbon feedbacks, doing so with a more limited sample is always likely to lead to an overly constrained estimate that does not reflect the wider uncertainties. Third and in a similar vein, any inference of such a constraint depends on the underlying models representing the full range of relevant processes. Currently important processes such as the nitrogen cycle (neglected by most CMIP5 and the PPE simulations) and dynamic vegetation (neglected in many CMIP5 simulations) are not represented in all underlying simulations. This is a caveat that needs to be borne in mind. Last, as highlighted by Friedlingstein et al. (2014) and discussed in the previous section, the potential for compensation of errors (e.g., land vs ocean carbon uptake; magnitude of climate change vs climatecarbon cycle feedbacks) means that any comparison against CO 2 trends alone represents a necessary but not sufficient constraint on the range of model responses.
This paper also has a few implications for CO 2 estimates that will be prescribed for concentration-driven experiments in the forthcoming model intercomparison project, CMIP6. For CMIP5 the reference concentration (prescribed to the standard, non-emission-driven experiments) was homogenized to be consistent with the BernCC carbon cycle and climate sensitivity used in the earlier SRES scenarios (Meinshausen et al. 2011 ). These results suggest that the standard reference concentration profiles, prescribed for concentration-driven CMIP5 experiments (both RCP8.5 and others), may be biased low. Although the standard RCP8.5 reference concentration falls within the range of emission-driven simulations with consistent historical trends, 21 of these 27 PPE simulations produce larger CO 2 concentrations in 2100. Indeed when using the IQR of emission-driven simulations consistent with the historical trends (951-1137 ppm) the reference concentration (936 ppm) does not even fall within this range. This is not new. Friedlingstein et al. (2014) noted a low bias to the reference concentration compared to CMIP5 emission-driven simulations. However, the presence of historical CO 2 biases in many of the CMIP5 high-end simulations meant that they did not draw any strong conclusions on this. This paper shows that simulations that would be considered high end in the CMIP5 context can be consistent with observed trends, a point that reinforces the idea that the reference CMIP5 scenario concentration profiles are likely to have a low bias. This has implications for the estimates of allowable emissions taken from CMIP5 concentration-driven simulations, which consequentially would be on the lower end of expectations based on the presented results. Decisions for the reference scenario for CMIP6 will need to balance the advantages for choosing a reference scenario consistent with previous assessments on one hand, with the benefits for choosing a more central estimate of the carbon cycle feedbacks on the other.
The main result from this work is the impact on the distribution of future CO 2 projections consistent with the historical trends, rather than on the outliers. Using the IQR as a robust metric of uncertainty, applying our constraint based on CO 2 observations shifts the RCP8.5 2100 range down by roughly 80 ppm (from 1012-1223 ppm down to 951-1137 ppm). For lower emission scenarios, and for earlier times in the century, using CO 2 observations also narrows this IQR, as well as shifting it lower. For example, the IQR for RCP2.6 at 2100 contracts from 50 ppm (423-472 ppm) down to 28 ppm (417-445 ppm) and midcentury RCP8.5 IQR contracts from 63 ppm (551-614 ppm) down to 44 ppm (535-579 ppm). In summary, we show both that historical CO 2 observations are effective at narrowing uncertainty in future projections but also that the observationally constrained ranges (whether based on the full spread of outcomes or the IQR) remain larger than earlier emission-driven CMIP5 estimates suggested (Hoffman et al. 2014) . We attribute this to a wider sampling of potential physical and carbon cycle feedbacks in our simulations and inclusion of estimates of past carbon emission uncertainty. Accounting for the broader range of both historical carbon emissions and future carbon cycle responses will be important if we are to use historical CO 2 observations to inform future climate projections.
