Abstract. We elaborate on a deconvolution method, used to estimate the empirical distribution of unknown parameters, as suggested recently by Efron (2013) . It is applied to estimating the empirical distribution of the 'sampling probabilities' of m sampled items. The estimated empirical distribution is used to modify the Horvitz-Thompson estimator. The performance of the modified HorvitzThompson estimator is studied in two examples. In one example the sampling probabilities are estimated based on the number of visits until a response was obtained. The other example is based on real data from panel sampling, where in four consecutive months there are corresponding four attempts to interview each member in a panel. The sampling probabilities are estimated based on the number of successful attempts.
Introduction and Preliminaries
In this paper we suggest a deconvolution method for estimating the empirical distribution of unknown parameters that correspond to a given set of independent observations. Our motivation and our examples, involve the estimation of sampling/response probabilities of a given set of sampled items. Such an estimation leads to a modified Horvitz-Thompson estimator.
Given a population of N items with corresponding measurements X 1 , ..., X N , it is desired to estimate the total T = N i=1 X i , based on randomly sampled items S = {i 1 , ..., i m }. Denote I i the indicator of the event item i was sampled. Let p i = EI i , then the Horvitz-Thompson estimator of T iŝ
WritingT as N i=1 (X i /p i )I i , it is immediate that ET = T , when min i p i > 0. It is often the case that p i , i = i 1 , ..., i m , are unknown and thus the above estimator can not be derived; a way for approximating it is developed in this paper. We will suggest a deconvolution method that will estimate functionals of p i , i = i 1 , ..., i m , based on the 'sampling effort'. Our main example, which also serves for illustrating our general deconvolution approach, is where the sampling effort is related to the number of 'visits'/'calls' required to get a response. The other example is based on real data that was obtained in the Labor Force Survey in Israel, this is a panel sampling where each panel is investigated in four consecutive months. The response probabilities (or, required 'sampling effort') are estimated based on the number of responses that were obtained in the four months.
A general reference to sampling is, e.g., Lohr(2009) . A reference for missing data and non-response issues, that are involved in our examples is, e.g., Little and Rubin (2002) .
Consider a typical scenario where item i, is selected with known probability π i to a certain list L of size I, however, once item i is in the list, there is a probability p * i ≤ 1 to get a response from that item when approached for an interview. Denote by R i the event: 'a response was obtained from item i'. The probabilistic model we assume is where
Note, p i is unknown since p * i is unknown. There are various ways for estimating the probabilities p i , all are based on the assumption that items with similar certain characteristics (say, gender, age), have equal response probabilities. Of course, such an assumption, even if often helpful, can not be right in reasonable setups, even if we try to estimate the response probabilities based on a rich set of characteristics.
We will suggest an approach for estimating (functionals of) the response probabilities p * i , based on the 'effort' made to get a response. Suppose our policy is to make M 0 attempts in order to obtain a response, however obviously if a response was obtained in the j < M 0 attempt, no further attempts are made. Let M i be the number of attempts made until a response is obtained. We model M i as a Geometric random variable M i ∼ Ge(p i ), assume 0 < min ipi . Note, for the items in the list we observe only the corresponding truncated observations denoted Y i , where
For simplicity we assume that the measurements X i , may have only the values 0 or 1, though the same treatment may be given to any r.v., with finite number of possible outcomes. Also, we simplify by treating the case
Let m be the random size of the set S of sampled items (i.e., those in the list which responded), m 1 out of those m items have a corresponding value X i = 1, and m 0 have a corresponding value X i = 0, m 1 + m 0 = m.
The response probabilities p * i , i.e., the probability of a response from item i, i = 1, ..., N conditional that it was selected to the list, are equal to
according to our model. We re-index the response probabilities p * i that correspond to sampled items with X i = 1, by p * 1,i , i = 1, ..., m 1 and those that correspond to sampled items with X i = 0, by p * 0,i , i = 1, ..., m 0 , similarly we write π 1,i , Y 1,i , etc. The unbiased Horvitz-Thompson estimator (if p * 1,i , i = 1, ..., m 1 were known!) is:
we will later refer to the last estimator as the 'oracle-estimator'. Our goal is to estimate (the random quantity) θ, by an appropriate empiricalBayes or deconvolution estimatorθ that will yield a Modified Horvitz-Thompson estimator of the formT
A standard approach, for estimating θ, is to estimate p * 1,i , i = 1, ..., m 1 , e.g., by an mlep * 1,i =p * 1,i (Y 1,i ) and plug-in to the above expression for θ. This approach would yield a biased estimator even asymptotically. Alternatively, our approach stems from the representation:
for a random variable S with distribution G that equals to the empirical distribution of {p * 1,1 , ..., p * 1,m1 }. Thus, if we find an estimatorĜ that approaches weakly to G, we expect EĜ1/S → E G 1/S, when the support of G is bounded above 0.
The first study, of mle estimation of a mixing distribution G and weak convergence of the mle estimator, was done by Kiefer and Wolfowitz (1956) . Their setup is in the spirit of empirical Bayes, treating the unknown parameters as independent realizations from an unknown G. We also discuss the formal setup, where we want to estimate the empirical distribution of the sampled parameters; this setup is in the compound decision spirit. The distinction is often suppressed in the literature; see also the next section about the distinction.
The term deconvolution for our estimation procedure, might be more appropriate then Empirical Bayes, since we are only interested in estimating a functional of the empirical distribution of p * 11 , ..., p * 1,m1 , rather than the vector of individual parameters. In non-parametric empirical Bayes, the estimation of the empirical distribution is often used as a first stage in estimation of the individual parameters, where the estimated empirical distribution is served as a 'prior', see e.g., Efron (2013) . In some cases the estimation of the empirical distribution may be circumvented, and the optimal non-parametric empirical Bayes procedure is approximated directly. This is the case in the classical Robbins's procedure for the Poisson problem, see e.g., Brown et. al. (2013) ; see, e.g., Brown and Greenshtein (2009) for direct approximation in the normal problem. In the sequel, we will further motivate the estimator EĜ1/S from an EB perspective, see Subsection 2.5.
Our deconvolution is a method for deriving Non-Parametric Maximum Likelihood Estimator (NPMLE) for empirical distribution. We use the term deconvolution in a wide sense, that includes identifying mixtures, as studied, e.g., by Lindsay (1995) , Lindasy and Roeder (1993) . See further discussion and literature in Brown et. al. (2013) for the Poisson case, Koenker and Mizera (2013) , Jiang and Zhang (2009) , Lee, et.al (2013) , and, of course, the fore mentioned seminal paper of Kiefer and Wolfowitz (1956) . Our quadratic programming approach, rather than the more common EM-algorithm, is in line with the general suggestion and advocation of Koenker and Mizera (2013) for the usage of convex optimization.
In Section 2 we describe our deconvolution method through our illustrating example, we also discuss its merits and various theoretical issues; in Section 3 we present simulation results; finally, in Section 4, we demonstrate our method through an analysis of a real data set obtained in the Labor Force Survey in Israel.
Estimation

Deconvolution.
We will consider both, a 'Compound Decision (CD) approach', for estimating the empirical distribution, denoted G, of p * 1,i , i = 1, ..., m 1 , and the more common 'Empirical Bayes (EB) approach' for estimating a distribution G from which p * 1i are assumed to be an independent sample. Our perspective on the 'CD approach' involves reduction by permutation invariance. When searching for a decision rule which is permutationally invariant with respect to the observations, we may confine ourselves to functions of a maximal invariant, e.g., the order statistic of the observations. The corresponding parameter space in the reduced problem, may be taken to be the order statistic of the parameters. Note, estimating the order statistic of the parameters is equivalent to estimating their empirical distribution. We will estimate the order statistics of the parameters both, through a version of the method of moments and through an approximation of the mle, in the reduced by invariance problem. 
An exact computation of the above involves summation of the relevant probabilities that correspond to all the permutations of y (1) , ..., y (m1) . It is computationally intractable, and an approximation method is described bellow. The same ideas apply for the 'EB-approach'.
In the sequel it is convenient to parametrize according to p * 1i ≡ s i , rather than according top 1,i , i = 1, ..., m 1 . We write , e.g., The deconvolution or estimation, of the empirical distribution is through a modification of a simple discretization method, described and demonstrated recently by Efron (2013) in the context of Empirical Bayes.
The idea is explained by first assuming that the empirical distribution is known. For any point s i ∈ s, and any j = 1, ..., M 0 , denote
let P = (p ji ) be the corresponding M 0 × k matrix. Given m 1 observations, from the distribution defined by the g mixture of the distributions that correspond to the parameters in s, a random vector of dimension M 0 , denoted C is induced, where its 1 ≤ j ≤ M 0 coordinate counts of the number of times the corresponding (truncated) Geometric variable obtained the value j. Note, the random vector C is maximal invariant in the sense of the first paragraph of this section. Denote
This motivates us to approximate the set s by a 'dense' grid of pointsŝ = (ŝ 1 , ...,ŝ κ ), compute the corresponding M 0 × κ matrix Pŝ, and find a vectorĝ such thatf ≈ Pŝĝ;
heref = C/m 1 , for a given realization. More formally, we may reasonably hope that the solution of the following quadratic programming problem yields a good approximation of the empirical distribution of {p * 1,1 , ..., p * 1,m1 }, for a ' dense enough' gridŝ.
; here the support is approximated by the dense gridŝ, and the solutionĝ is an approximation of the mixing probabilities. This approach is a variant of the method of moments. The choice of the support points is rather arbitrary, the procedure seems only mildly sensitive to that choice.
An alternative and more elaborated way is to approximate the mle. Note that, the random vector C is asymptotically multivariate normal, with mean P g and a covariance matrix Σ. Since Σ is singular it is convenient to consider the vector (and sufficient statistic) C * that consists of the first (M 0 − 1) coordinates of C, whose covariance matrix Σ * is nonsingular and its mean is f
, then, asymptotically, the mle with respect to the parameters defined by mixtures of the parameters in the gridŝ, is determined by the solution of:
* is the covariance matrix of the corresponding mixture of multinomials. Hence, the above should be done iteratively, where the mixture distribution is estimated at first stage as in (4), yields an initial estimatorĜ and a corresponding Σ * G , which in turn by using (5) yields a new estimator for G. 
Under the EB-approach, assuming that p i , i = 1, ..., m, is an i.i.d sample from some G, the mle for G is not unique and anyĜ satisfying that EĜP = 0.5, is an mle. However, under the CD-approach the unique mle for the empirical distribution of p i , i = 1, ..., m, has probability 0.5 at 0 and 0.5 at 1.
In our setup the singularity of P and the simulation results indicate that often the minimum, achieved by the quadratic programming procedure, is virtually zero, in which case there is no difference between the mle (EB or CD versions) and the method of moments. Thus we used the (simpler) method of moments, specifically, we used (4).
The numeric work in this paper was done by applying the quadratic programming function ipop, from the R-package kernlab, Karatzoglou, et. al. (2004) .
Generalization and the estimation of T .
In the above we neglected the observations that correspond to indices i for which the corresponding X i = 0. The right way is to consider both types of observations together and to utilize the knowledge of the size I of the initial list. It is helpful to think of our approach as two stages of inflating the sampled quantities m l , l = 0, 1. First we inflate the observed number m l of items with X i = l to get an estimate of their number in the list, and then we inflate that estimate again by multiplying it by N/I to get an estimate of their number in the population.
Denote the vectorsf 1 ≡f , g 1 ≡ g ≡ (g 11 , g 12 , ...g 1κ ). Denote the analogous objects that correspond to X 0,1 , ..., X 0,m0 byf 0 and g 0 . Similarly, denote Σ * 1 and Σ * 0 analogously to the above. Our quadratic programming problem, when considering both type of observations and estimating byĜ l , l = 0, 1, simultaneously for both types of empirical distributions G l , l = 0, 1, is:
The last constraint is applied simultaneously to both lists through the known number I.
The total number of units in the population, with corresponding X i = l, l = 0, 1, is estimated bŷ
The above is trivially generalized to the case where X i may have more than two possible outcomes. As before, this generalization has also a method of moments version.
When there are L possible outcomes and it is desired to estimate the proportion pr l , l = 1, ..., L in the population of units with a corresponding X = l, the estimator is:p
2.3. Calibration.
There is a room for further splitting the data beyond just estimating G l , the empirical distribution of response probabilities of units with corresponding X = l, l = 1, ..., L. Suppose for example that for each unit there is an explanotory variable (say, gender) W that may equal, say, 0 or 1. It may be helpful to estimate the corresponding distributions G l,w , l = 1, ..., L, w = 0, 1, and proceed as before. One reason is that G lw might be more homogeneous and hence may have a good presentation with a mixture that has a smaller number of points in its support, see also the discussion in subsection 2.5. However, there could be another important and good reason for it. Suppose we know that the proportion in the population of items with corresponding W = 0 is 0.5. Then we expect that this is nearly their proportion in the original list L. Denote by g lw = (g lw1 , g lw2 , ...), w = 0, 1, l = 1, ..., L the corresponding densities, and byĝ lwi the corresponding estimates. The number of sampled units in the lw group is denoted m lw . Then, if the known proportion of units with W = 0 in the population is (say) 0.5, we may add to our quadratic programming problem the constraint:
Similarly for any explanatory variable with known population's proportion. Such additional linear constraints may resolve problems due to non-identifiability, discussed in subsection 2.5.
Approximation of the MSE of the modifeied Horvitz-Thompson Estimator.
In this subsection we will briefly discuss the estimation of the MSE of our estimatorT l , as defined in (10). The population total, of items with a corresponding X = l, is denoted T l . The MSE of T 1 equals:
In the above we represent the MSE as the sum of two terms, the second term is the variance of the (non-modified) Horvitz-Thompson estimator N I θ 1 . Note, our modifeid Horvitz-Thompson procedure is essential when the nonresponse and whence the bias is significant. In those cases the first term in the above equation is likely to dominate. This is also supported by our simulations, where it can be checked that the MSE of the 'non-modified' (or, oracle's version of) Horvitz-Thompson is typically much smaller than that of the Modified Horvitz-Thompson.
The estimation, of the first term, may be obtained through a parametric bootstrap, where we treatĜ 1 as 'true' and and we replace T 1 by
, to obtain an estimate of the first term.
It seems that our ideas may be applied also for the estimation of the variance of the non-modified/oracle's Horvitz-Thompson estimator, at least in special cases, e.g., where the initial list is obtained through a simple random sample. However, since the estimation of the variance of Horvitz-Thompson may be problematic even when the sampling probabilities are exactly known, and in light of the apparent dominance of the first term, we do not elaborate on it.
On the approximation of
From Lindsay and Roeder (1993) , it follows that in our truncated geometric example, where Y may have only M 0 distinct values, the mle estimate for G is supported on M 0 points at most. This implies thatĜ may converge weakly to G, as the number of observations increases, only if we assume that G is supported on at most M 0 points.
The weak convergence argument has a special appeal in problems where the size of the support of Y increases with the number of observations. Such problems are described in subsection 2.6, and also briefly in the following. In principle our deconvolution method may also be applied in cases where Y is continuous, by discretizing Y through some bins. When the discretezation gets finer as the number of observations is increased the support of the discretized Y , increases and we may expect thatĜ will converge weakly to G.
However, we may still hope for a good approximation of E G 1 S by the above method, also when the true G has more than M 0 points. From an EB perspective we see that in fact it is enough to approximate the Bayes decisions E G ( 1 S |Y = y) for the observed values of Y . Our procedure may also be viewed from an EB perspective, as estimation of i E G (
, for the observed values y, is easier than that of estimating G. Moreover, there could be different G with the same Bayesian decisions for the observed values of Y . Consider for example the familiar Bayes estimator E G (λ|Y = y) for λ in the Poisson case, it depends only on the ratio P G (Y = y + 1)/P G (Y = y), the last ratio may be the same on the observed values for different G. Thus, we may expect similar performance of two different mle estimates of G.
The non-identifiability of G may also be resolved using additional calibration constraints as explained in subsection 2.3.
Further applications of deconvolution.
Though our motivating example is of estimating θ, our approach may be useful in a general setup where there is an interest in estimating i h(η i ), for unknown parameters η 1 , ..., η m , and a given bounded continuous function h; the setup is where the estimation is based on independent observations Y i ∼ F ηi , i = 1, ..., m, and m is large; here Y i may be truncated observations.
In principle our method may also be applied in cases where Y is continuous, by discretizing Y through some bins.
Note, in examples where there is a pointwise unbiased estimator for h(η i ), i = 1, ...m, plugging-in that pointwise unbiased estimator could be a preferred simple alternative to our approach of estimating first the empirical distribution G of η 1 , ..., η m . For example consider the case where F ηi = N (η i , 1) and h(η i ) = η i , i = 1, ..., m (the observations are not truncated).
A slight twist of the last normal example with F ηi = N (η i , 1) is when truncation is involved, e.g., when we want to estimate {i:Yi>T } η i . Here, our deconvolution method is useful; we estimate the empirical distribution of the parameters η j , j ∈ {i : Y i > T }, treating the remaining observations as truncated. Estimating the total amount of signal that corresponds to high valued observations might be of a special interest in multiple testing where we treat, the subset {i : Y i > T }, as potential discoveries. See, the treatment in Greenshtein et. al. (2008) .
A related example, under the same setup, is where h(η i ) is an indicator of η i > C, namely we want to estimate {i:Yi>T,ηi>C} h(η i ) = #{i : Y i > T, η i > C}. The motivation for the last estimation problem is related to estimation of the False Discovery Rate, see Benjamini and Hochberg (1995) . Here we think of η i > C, for appropriate C > 0, as a meaningful discovery (rather than a 'significant' discovery!), while T is a threshold value for rejecting the null: η i ≤ 0. Among all the rejections/potential-discoveries, we want to estimate the amount of 'true'/'meaningful' discoveries. Again, we treat the non-rejected observations, i.e., those that correspond to indices i with Y i ≤ T , as truncated. One may adjust T (or in general the rejection region) to obtain a desired estimated false discovery rate. Our approach is appropriate only asymptotically when m is large.
A treatment of the problem of estimating random sums in other related examples, including a study of the efficiency of the estimators, may be found in Zhang (2005) .
Simulations
In the following reported simulations, we estimate a given proportion pr 1 , based on a random sample, as described above, with a list of size I. We present simulations for three pairs of distributions of response probabilities. Each pair is consisted of G 1 , the distribution ofp for items with X = 1, and G 0 , the distribution ofp for items with X = 0. Given the list size I we simulate I 1 items in the list with corresponding X i = 1 and I 0 with corresponding X i = 0,
For each item i in the 'I 1 -list' we simulate a response probabilityp 1i according to the distribution G 1 ; similarly for the other list we simulate response probabilities according to G 0 . Finally, we simulate a (truncated by M 0 ) Geometric r.v., with the correspondingp li for every item i in the list I l , l = 0, 1. We stress again, in this section we describe the simulations in terms ofp li , and not in terms of p * li . The 3 pairs of distributions (G 0 , G 1 ) that we consider, are the following. Two Points. The distribution G 0 has a two points support at the points 0.5 and 0.9, with probability mass 0.5 at each.
The distribution G 1 ≡ G In all the above examples, as α increases the difference between G 0 and G 1 gets larger and the treatment of the non-response observations as missing at random is less appropriate. Each pair of distributions was simulated for the truncations M 0 = 4, 5, 6, 7.
In all of our simulations we took a gridŝ whose pointsŝ i correspond to the choice of thep l,i points: 0.1, 0.12, 0.14, ..., 1. The results are mildly sensitive to the choice of the grid. We used the method of moments version coupled with the estimator (11) in our estimation, the method will be reffered to as the Modified Horvitz Thompson (MHT).
The following Table 1 and Table 2 , summarize a simulation study of the estimator (11) for the cases I = 1000 and I = 10000. We kept pr 1 = 0.5. Each entry is based on a simulation of 1000 repetitions. We present in the tables a comparison with the following two estimators. The naive-estimator, that treats non-response as missing at random and estimate pr 1 by m 1 /(m 1 + m 0 ); the oracle-estimator, see equation (1), which corresponds to the Horvitz-Thompson estimator that an oracle, who knows the actual values of p i , would have used. The M-NV and M-MHT columns are the means of the naive estimator and the MHT estimator. One may see the bias correction of our MHT estimator relative to the naive. The oracle-estimator is obviously unbiased. The S-NV, S-MHT and S-OR columns are the squared-roots of the MSE of the naive, Modified HorvitzThompson and the oracle estimators, correspondingly. The columns M-m 0 and M-m 1 give the mean of m 0 and m 1 , in the 1000 simulations. As α increases, the advantage of our modification is more noticeable. The variance of the naive estimator is smaller than that of the other two, hence in case I = 1000 coupled with the small value α = 0.1, where the component of the bias in the MSE is less dominant relative to that of the variance, the naive estimator occasionally performs better than both the modified Horvitz-Thompson and the Oracle estimators. However, when I = 10000 the oracle always dominates the naive. In both cases, I = 1000 and I = 10000, our modified Horvitz-Thompson estimator dominates the naive when α is large enough and thus, it pays to reduce the bias on the expense of increasing the variance. As expected the oracle estimator always dominates our MHT estimator.
The bias correction of our modified Horvitz-Thompson procedure has merits beyond the reduction of the squared loss, even if occasionally the bias reduction is on the expense of increasing the overall squared risk. Often, the estimators arrive in a time series, e.g., proportion of unemployed in month t, and the final estimators involve smoothing of the time series. Then, smoothing around the true value gives further squared loss reduction, compared to smoothing of a biased sequence of estimators.
Note: It seems that increasing M 0 is more effective in reducing the squared loss relative to increasing in I, when accounting for the extra effort in visits used by each strategy. 4. Analysis of real data of Labor Force Survey.
In this section we will apply our method on real data from the Labor Force Survey that is conducted by the Israel Central Bureau of Statistics. The sampling method is 4-8-4 rotating panels, however for our analysis, it may be equivalently trated and described as a 4-in rotation, which is described in the following. The survey is given to four panels, where each panel is investigated for four consecutive months. Each month one panel finishes its fourth investigation and in the next month it will be replaced by a new panel that will remain for four months. The main purpose of the survey is to estimate the proportion of 'Unemployment', 'Employment', and those who are 'Not in Working Force (NWF)', the last category is of those that do not have a job nor they are looking for a job; denote the corresponding values of our variable X-'working status', by 0, 1, 2. We are interested in estimating pr 0 , pr 1 and pr 2 . The population of interest is of residents whose age is above 15, and the proportions are with respect to that population.
Temporarily assume that, we have only the data from the panel that is investigated for the fourth time. Its size is I ( about 5000; the size of the entire list of the four panels is about 20000 each month); however, only m responses were obtained m l responses from people with working status l, l = 0, 1, 2. The response rate is about 80 percent each month. For each of those m units there is a corresponding truncated random variable, denoted Y , that counts the number of responses, including the current one. We model the distribution of this truncated random variable by
The above model amounts to assuming that the probability of response of unit i, is p * i in all of its four investigation attempts, and responses in different months are independent. Given a gridŝ 1 , ...,ŝ κ , a matrix Pŝ = (p ji ) is defined where p ji = Pŝ i (Y = j) = Pŝ i (1 + W = j), j = 1, 2, 3, 4, for W ∼ B(3,ŝ i ). In our analysis we took the grid 0.1, 0.11, 0.12,...,1. Thus, our matrix Pŝ is of dimension 4 × 90. Now, pr l , l = 0, 1, 2, may be estimated as in (11). However, so far we used only the data from the panel that has four investigations. Indeed the panels that have less investigations will yield poor estimates of E G l 1/S. Our approach is the following hybrid method in which we estimate E G l 1/S, l = 0, 1, 2, based on the data from the current 'fourth panel' in addition to the data obtained in the fourth investigation of the three more panels that had their fourth investigation in the previous month, two months ago and three months ago, altogether four panels. Let m 0 , m 1 , m 2 , the number of items in the currently investigated four panels, with corresponding X = l, l = 0, 1, 2. Our hybrid approach is to inflate m l which is based on the currently investigated four panels, using the estimated E G l 1/S, l = 0, 1, 2 which are based on current as well as 'historical' complementary information. The underlying assumption is that E G l 1/S changes slowly in time and thus estimating it based on a complementary older data we still get at least some bias correction.
We finally get the estimatorp
Since the true proportions of the various working stauses are unknown, we will first demonstrate the performance of the above estimation method in estimating the following known true proportions, based on the responses in a given month.
In one case we estimate the proportion of males in the population, which is known to be 0.4853; their proportion in the survey among responses is about one percent lower. In the other example we estimate the proportion of the group age 20-39. Their known proportion is 0.397 while their, response rate is particularly low, their proportion among the responses is nearly 3 percent lower than their proportion in the population.
Each of the following tables 3 and 4 has three lines that correspond to the data obtained in Aug/2012, Dec/2012, and April/2013. We took periods that are four months apart in order not to have overlapping panels. The general picture persist in other months.
The columns True, Naive, and MHT correspond to the true proportion, the sample proportion among responses, and our modified Horvitz Thompson estimator. In each case one may see that the MHT corrects in the right direction.
After gaining some confidence in the MHT, we will now examine its estimates in the estimation of the proportion of 'Unemployed', 'Employed' and those 'Not in Working Force' (NWF). In the following Table 5 the columns Naive and MHT are as before. The column Bureau gives the estimates of the Israel, Central Bureau of Statistics for the three categories of working status. The three parts of the table refer to the three working statuses. The three lines in each part refer to the three months as described before. The Bureau and the MHT 'correct' the naive estimator for Employment and NWF, in opposite directions (the official Bureau estimator involves additional seasonal adjustment that we neglect). The estimator of the bureau is obtained through a method that involves calibration in a 'post-stratification manner'. It seems that the correction of the bureau of 'Employment' and the 'NWF' is in the wrong direction. This is indicated also when imputing missing values based on their values in months where a response was obtained looking also 'into the future'. On the other hand both the Bureau and the MHT estimators correct the unemployment naive estimate by increasing it. This direction of correction of unemployment, is also supported by an analysis that involves imputation. 
