We introduce and study general mathematical properties of a new gen- 
Introduction
The use of new generators of continuous distributions from classic ones has become very common in recent years. Several attempts have been made to dene new families of distributions that extend well-known distributions and at the same time provide great exibility in modelling data in practice. One example is the beta-generated family of distributions pioneered by [9] . A second example is the gamma-generated family of distributions dened by [28] . A third example is the Kumaraswamy family of distributions proposed by [4] . Recently, [1] proposed a general method to generate new families of distributions.
Based on the transformer (T-X) generator [1] , and using the generalized exponentialgeometric (GEG) distribution [25] , we propose a new wider family of distributions given where G(x; ξ) is the underlying cumulative distribution function (cdf ) depending on a parameter vector ξ and α > 0, λ > 0 and p ∈ (0, 1) are three additional shape parameters. For each underlying G, the extended Cordeiro and de Castro-G (ECC-G for short) family of distributions is dened by the cdf (1.1). Equation (1.1) is a wider family of continuous distributions. It includes the generalized Kumaraswamy class [4] of distributions, proportional and reversed hazard rate models, Marshal-Olkin family and other sub-families. Some special models are listed in Table 1 . Table 1 . Some special models.
λ α p G(x)
Reduced distribution [2] This paper is organized as follows. In Section 2, we provide a physical interpretation of the ECC-G family. Four special cases of this family are dened in Section 3. Some useful expansions are derived in Section 4. In Section 5, we propose explicit expressions for the moments and generating function using a power series for the quantile function (qf ).
Further, we present general expressions for the Rényi and Shannon entropies and mean deviations are addressed. Estimation of the model parameters by maximum likelihood is performed in Section 6. Applications to two real data sets illustrate the performance of the new family in Section 7. The paper is concluded in Section 8.
The new family
The corresponding probability density function (pdf ) to (1.1) is given by (2.1) f (x; α, λ, p, ξ) = α λ (1 − p) g(x; ξ) G(x; ξ)
where g(x; ξ) is the parent density. Equation (2.1) will be most tractable when the functions G(x) and g(x) have simple analytic expressions. Hereafter, a random variable X with density function (2.1) is denoted by X ∼ ECC-G(p, α, λ, ξ). Further, we can omit sometimes the dependence on the vector ξ of the parameters and write simply G(x) = G(x; ξ).
Furthermore, the basic motivations for the ECC-G family in practice are the following:
i. to make the kurtosis more exible compared to the baseline model;
ii. to produce a skewness for symmetrical distributions;
iii. to construct heavy-tailed distributions for modeling real data;
iv. to generate distributions with symmetric, left-skewed, right-skewed or reversed-J shape;
v. to dene special models with all types of the hazard rate function;
vi. to provide consistently better ts than other generated models under the same underlying distribution.
For p > 0, we consider a system formed by α independent components following the Marsha-Olkin cdf (see Table 1 ) given by
Suppose the system fails if any of the α components fails and let X denote the lifetime of the entire system. Then, the cdf of X is
which is the proposed generator.
For p = 0, a physical interpretation of the ECC-G distribution can be given as follows. Consider a system formed by α independent components and that each component is made up of λ independent sub-components. Suppose that the system fails if any of the α components fails and that each component fails if all of the λ sub-components fail. Let Xj1, . . . , X jλ denote the lifetimes of the sub-components within the jth component, j = 1, . . . , α, having a common cdf G. Let Xj denote de lifetime of the jth component, for j = 1, . . . , α, and let X denote the lifetime of the entire system. Then, the cdf of
Thus, the family of distributions (2.1) with p = 0 is precisely the time to failure of the entire system.
The hazard rate function (hrf ) of X becomes
The ECC-G family can simulated by inverting (1.1). Let QG(u) = G −1 (u) be the qf of G for 0 < u < 1. If U has a uniform U (0, 1) distribution, the solution of the nonlinear equation (2.3)
follows the density function (2.1).
Special ECC-G distributions
For p = 0, we obtain, as an important special case of (2.1), the Cordeiro and de
Castro's (CC) class of density functions. This class provides greater exibility of its tails and can be widely applied in many areas of engineering and biology. Here, we present some special cases of the ECC-G family since it extends several useful distributions in the literature. For all cases listed below, p ∈ (0, 1), α > 0 and λ > 0.
3.1. The ECC-Normal (ECCN) distribution. The ECCN distribution is dened from (2.1) by taking G(x) and g(x) to be the cdf and pdf of the normal N (µ, σ 2 ) distribution. Its density function is given by
where x ∈ R, µ ∈ R is a location parameter, σ > 0 is a scale parameter, and φ(·) and Φ(·)
are the pdf and cdf of the standard normal distribution, respectively. A random variable with density function (3.1) is denoted by X ∼ ECCN(p, α, λ, µ, σ 2 ). For µ = 0, σ = 1 and p → 0, we obtain the standard Kumaraswamy-normal (KwN) distribution. Furthermore, the KwN distribution with λ = 1 and α = 1 reduces to the normal distribution.
Plots of the ECCN density function for some values of α, λ, µ and p and dierent values of σ are displayed in Figure 1 . Based on these plots, we note that the parameter σ has the same dispersion property such as in the normal density. 
For p = 0 and α = λ = 1, the ECCW distribution reduces to the classical Weibull distribution. A random variable with density function (3.2) is denoted by X ∼ ECCW(p, α, λ, β, c).
For c = 1, the ECCW model becomes the Kumaraswamy-exponential-geometric (KwEG) distribution. The Kumaraswamy-Weibull (KwW) distribution follows as a special case when p → 0.
The hrf corresponding to (3.2) is given by gives the ECCG density function
The Kumaraswamy-gamma (KwG) distribution follows from this model when p → 0.
Plots of the ECCG density and its hrf for selected parameter values are displayed in 3.4. The ECC-beta (ECCB) distribution. Consider the beta distribution with positive shape parameters a and b and pdf and cdf (for 0 < x < 1) given by
where Ix(a, b) = 
Useful expansions
We can demonstrate that the cdf (1.1) of X has the expansion
where
a denotes the exponentiated-G (exp-G for short) cumulative distribution. Some structural properties of the exp-G distributions are studied by [17] , [13] , [18] and among others.
By dierentiating (4.1), we obtain
λ(j+k+1)−1 denotes the exp-G density function with power parameter λ(j + k + 1). Hereafter, a random variable having this density function is denoted by Y j,k ∼ exp-G(λ(j +k +1)). Equation ( 
These equations can provide the eects of the parameters on the tails of the distribution.
Proposition.
The asymptotics of equations (1.1), (2.1) and (2.2) when x → ∞ are given by
The shapes of the density and hazard rate functions can be described analytically.
The critical points of the ECC-G density function are the roots of the equation:
There may be more than one root to (
If x = x0 is a root of (5.1) then it corresponds to a local maximum if λ(x) > 0 for all x < x0 and λ(x) < 0 for all x > x0. It corresponds to a local minimum if λ(x) < 0 for all x < x0 and λ(x) > 0 for all x > x0. It refers to a point of inexion if either λ(x) > 0 for all x = x0 or λ(x) < 0 for all x = x0.
The critical point of h(x) are obtained from the equation
There may be more than one root to (5.2). Let
If x = x0 is a root of (5.2) then it refers to a local maximum if τ (x) > 0 for all x < x0 and τ (x) < 0 for all x > x0. It corresponds to a local minimum if τ (x) < 0 for all x < x0 and τ (x) > 0 for all x > x0. 
.
We have a1 = 1, a3 = 1/6, a5 = 7/120 and a7 = 127/7560, . . .
Henceforth, we use a result by [11] (see Section 0.314) for a power series raised to a positive integer n (for n ≥ 1)
where the coecient cn,i (for i = 1, 2, . . .) follows from the recurrence equation (with cn,0 = a
Clearly, the quantity cn,i can be determined from cn,0, . . . , cn,i−1 and then from the quantities a0, . . . , ai. The coecient cn,i can be given explicitly in terms of the coefcients ai's, although it is not necessary for programming numerically our expansions in any algebraic or numerical software. For the normal N (0, 1) distribution, the coecients cn,i can be obtained from (5.4) using the ai's given above. Next, we derive an expansion for the argument of QG(·) in (2.3)
By using the generalized binomial expansion three times since u ∈ (0, 1), we can write
Then, the qf of X can be expressed from (2.3) as 
Equation (5.7) is the main result of this section. It allows to obtain various mathematical quantities for the ECC-G family as investigated in the next sections.
5.3. Generating function. Here, we provide two general formulae for the moment 
Next, we provide a fourth application of (5.8) by taking again as the underlying the Weibull distribution with scale parameter β and shape parameter c (see Section 3.2). The generating function of the exp-Weibull distribution with power parameter λ(j + k + 1) is given by
where v (r)
1/c and
[21] derived two dierent formulae for Ir(t) which hold for: (i) c > 1 or (ii) for c = p/q, where p ≥ 1 and q ≥ 1 are co-prime integers. The rst representation for Ir(t) is given in terms of the Wright generalized hypergeometric function [27] dened by
We can write elementary and special functions [22] . From the result exp{−g(x)} = G
We now assume that c = p/q, where p ≥ 1 and q ≥ 1 are co-prime integers. Note that this condition for calculating the integral Ir(t) is not restrictive since every real number can be approximated by a rational number. Using equation (2.24.1.1) in [22] 
where ρ(t, a) can be determined from the underlying qf QG(x) by
(5.14)
An alternative expression for ρ(t, a) in terms of the coecients of the G qf follows using the power series for the exponential function and (5.4) and then integrating the result. We can obtain
cn,i t n (a + i + 1) n! . 
Expressions for moments of some exponentiated distributions are given by [18] . They can be used to obtain µ n . We now provide an application of (5.16) for the ECCW distribution discussed in Section 3. 
Combining equations (5.16) and (5.18), we can write µ n as
Next, we provide two more examples from (5.16). First, for the ECCPa distribution, where the underlying cdf is G(x) = 1 − (1 + x) −ν and ν > 0, we obtain (for ν real non integer)
Second, for the ECCSL distribution, where G(x) = (1 + e −x ) −1 , we can write using a result by [22] (Section 2.6.13, equation 4) (for t < 1)
A second general formula for µ n follows from (4.2) and QG(u) as
where τ (n, a) is given by
Inserting (5.4) in the last equation and integrating, we obtain
, (5.20) where the quantities cn,i can be determined from (5.5).
The central moments (µn) and cumulants (κn) of X can be determined from (5.16) and kurtosis γ2 = κ4/κ 2 2 can be calculated from the third and fourth standardized cumulants.
Incomplete moments. The answers to many important questions in economics
require more than just knowing the mean of a distribution, but its shape as well. This is obvious not only in the study of econometrics (for example, asymmetric error terms cannot be generated by the commonly assumed spherical distributions) and income distribution, but in other areas as well. Incomplete moments of the income distribution form natural building blocks for measuring inequality: for example, the Lorenz and Bonferroni curves and Pietra and Gini measures of inequality all depend upon the incomplete moments of the income distribution.
The nth incomplete moment of X is dened as mn(y) = E(X n |X < y) =
Here, we propose two methods to determine the incomplete moments of the new family.
First, the nth incomplete moment of X can be expressed as
The integral in (5.21) can be computed at least numerically for most underlying distributions. A second method to obtain the incomplete moments of X follows from (5.21) using equations (5.4) and (5.5). We obtain 
Then, using ordinary and incomplete moments, we can easily obtain δ1 and δ2. 
5.8.
Entropies. An entropy is a measure of variation or uncertainty of a random variable X. Two popular entropy measures are the Rényi and Shannon entropies [24, 23] . The Rényi entropy of a random variable with pdf f (x) is dened as 
After some algebraic manipulations, we obtain: 5.3. Proposition. Let X be a random variable with pdf (2.1). Then,
where ψ(·) is the digamma function.
The simplest formula for the entropy of X is given by
After some algebraic developments, we obtain an alternative expression for IR(c)
where Yi,j ∼ B(γ(λ − 1) + λ(i + j) + 1, 1) and
Estimation
Here, we determine the maximum likelihood estimates (MLEs) of the model parameters of the new family from complete samples only. Let x1, . . . , xn be observed values from the ECC-G distribution with parameters p, α, λ and ξ. Let Θ = (p, α, λ, ξ) be the r × 1 parameter vector. The total log-likelihood function for Θ is given by
The log-likelihood function can be maximized either directly by using the SAS (PROC NLMIXED) or the Ox program (sub-routine MaxBFGS) [8] or by solving the nonlinear likelihood equations obtained by dierentiating (6.1). The components of the score func-
where h (ξ) (·) means the derivative of the function h with respect to ξ. For interval estimation on the model parameters, we require the observed information matrix
whose elements are listed in Appendix A. Let Θ be the MLE of Θ. Under standard regularity conditions [7] that are fullled for the proposed model whenever the parameters are in the interior of the parameter space, we can approximate the distribution of Often with lifetime data and reliability studies, one encounters censoring. A very simple random censoring mechanism very often realistic is one in which each individual i is assumed to have a lifetime Xi and a censoring time Ci, where Xi and Ci are independent random variables. Suppose that the data consist of n independent observations xi = min(Xi, Ci) and δi = I(Xi ≤ Ci) is such that δi = 1 if Xi is a time to event and δi = 0 if it is right censored for i = 1, . . . , n. The censored likelihood L(Θ) for the model parameters is
where f (x; p, α, λ, ξ) is given by (2.1) and S(x; p, α, λ, ξ) is the survival function which comes from (1.1).
An easy way to validate the approximate normal distribution for Θ is by simulating a specic distribution of the new family of distribution. Here, the ECCW model is selected as an example. We use equation ( Table 2 . The gures in Table 2 indicate that the MSEs and the biases of the estimated parameters decay toward zero when the sample size increases for all settings, as expected under rst-under asymptotic theory. When n increases, the AEs of the parameters tend to be closer to the true parameter values. This fact supports that the asymptotic normal distribution provides an adequate approximation to the nite sample distribution of the MLEs.
Empirical illustrations
In this section, we compare the ts of some special models of the ECC-G family by means of two real data sets to show the potentiality of the new family. In order to estimate the parameters of these special models, we adopt the maximum likelihood method. All the computations were done using the subroutine NLMixed of the SAS software.
The rst data set consists of fracture toughness from the silicon nitride. The data taken from the web-site https://goo.gl/UMx3h9 was already studied by [19] . The ECC-G model used in the rst application is dened by equation (3.2) with θ1 = (α, β, λ, c, p).
Further, the extended Cordeiro and de Castro-exponential (ECCE) density function is given by (for x > 0)
where θ2 = (α, β, λ, p). These ECC-G models are compared with the Kumaraswamy Weibull (KwW) and beta Weibull (BW) models with corresponding densities (both for
, where θ3 = (α, β, λ, c) and θ4 = (a, b, c, λ).
As a second application, we consider a real data set on the strengths of 1.5 cm glass bres, measured at the National Physical Laboratory, England, see [26] . We t the ECCW and ECCE models to these data. These models are compared with the BW model and beta Birnbaum-Saunders (BBS) model (for x > 0) dened by
is the standard normal cumulative function and θ5 = (a, b, α, β). We also compere, in both applications, the results by tting standard distributions such as Weibull (θ6 = (c, β)), gamma (θ7 = (a, b)) and log-logistic (θ8 = (a, b)) distributions as well as the beta exponentiated Weibull (BEW) (θ9 = (λ, c, α, a, b)) distribution [5] , which is dened by (for x > 0)
The MLEs of the parameters and their standards errors are given in Table 3 . We also perform formal goodness-of-t tests in order to verify which distribution ts better to these data. We apply the Cramér-von Mises (W * ) and Arderson-Darling (A * ) statistics.
The W * and A * statistics are described in details in [3] . In general, the smaller the values of W * and A * , the better the t to the data. Table 4 gives the values of these statistics for the rst and second data sets. According to them, the ECCW model ts the rst data set better than the others competing models.
The gures in Table 3 for the second data set indicate that the ECCW model is a very competitive model to the other tted models to these data, although it does not give the smallest AIC. However, the smallest values of the W * and A * statistics in Table 4 indicate that the ECCW model provides a more adequate t to these data than the other distributions. Overall, these results illustrate the potentiality of the ECCW model for lifetime data and the importance of its additional parameters. comprising the arsenal of applied statisticians. Some special models are studied in some detail. The estimation of the model parameters is approached by the method of maximum likelihood. The observed information matrix is derived. Finally, we t the ECC-G models to two real data sets to demonstrate the potentiality of the proposed family. and BW models for the second data set.
