Rare event simulation is an important area of simulation theory, producing algorithms that can significantly reduce the simulation time when analyzing problems that involve rare events. However, existing rare event simulation techniques are rather restrictive, i.e., applicable only to systems with modest complexity. In this paper, we first develop a Markov chain transformation theory that can redistribute steady-state probabilities in a finite-size discretetime Markov chain in an arbitrary and controlled manner. We descriptively name the theoretical procedure "direct probability redistribution" (DPR). In the second part of the paper, we develop DPR theory into a simulation algorithm that uses trajectory splitting to realize the DPR effect without knowledge of the transition probability matrix, thus allowing for easy application to systems with realistic complexity. DPR-based splitting can significantly reduce the simulation time by increasing the visiting frequency of rare states, and it avoids the problems associated with the decreasing likelihood ratio, which can be a limitation in conventional Importance Sampling techniques. The main advantage of the DPR-based simulation technique over existing splitting techniques is that DPR does not impose any restrictions on the state transitions and it provides asymptotically unbiased estimates even if the rare event set overlaps many splitting partitions. We conclude by providing examples where DPR-based simulation has been successfully applied to nontrivial queuing problems, including a system with flow control.
INTRODUCTION
Performance of communication systems is commonly characterized by the occurrence of rare events. For example, cell loss probabilities in asynchronous transfer mode (ATM) switches are typically less than 10 Ϫ9 . Analytical performance models of such systems are useful, and can provide insight into system behavior, but can require many simplifying assumptions. Performance analysis using Monte Carlo simulation, on the other hand, is a practical alternative. However, estimating rare event probabilities with naive Monte Carlo techniques requires a prohibitively large number of trials in many interesting cases.
The current literature regards importance sampling (IS) and trajectory (or importance) splitting as the two preferred-and apparently differentapproaches to rare event simulation [Glasserman et al. 1996a] . Fundamentally, IS is based on the notion of modifying the underlying probability mass in such a way that the rare events occur much more frequently. A common approach in applying IS to stochastic systems is to alter individual stochastic components (e.g., arrival processes, service distributions) in order to reshape the selected response (output) distribution (see, e.g., Heidelberger [1995] , Sadowsky and Bucklew [1990] , and Devetsikiotis and Townsend [1993] , and references therein). The inherent limitation of such an approach is that, due to the indirect relationship between the modifiable components and the response of the system, it is difficult to determine what parameters to change and by how much to change them.
Rather than modifying individual stochastic components in a Markovian system, there are also existing techniques that apply changes directly to the transition matrix of the system. Glynn and Iglehart [1989] , for example, describe the application of importance sampling to a discrete-time Markov chain in which the transition probability matrix is altered in a systematic way. For continuous-time Markov chains, Goyal et al. [1992] discuss IS techniques that modify the transition probability matrix and distributions of holding-times in the states visited. Both methods, however, require that the transition matrix of the system is known in its exact form.
A common characteristic of IS techniques is that to obtain (asymptotically) unbiased estimates, a so-called likelihood ratio (LR) has to be used as a weighting factor while counting events. When simulating stochastic processes, the LR is typically multiplied after every state transition by a state-dependent factor. The cumulative nature of the LR yields instability problems in the parameter estimation: the LR is typically a quickly decreasing function as the system evolves, so great care is required to avoid underestimation. With small probability, the LR can also explode (i.e., become very big), introducing large variances. To cope with such effects, different techniques such as dynamic biasing [Devetsikiotis and Townsend 1993; Goyal et al. 1992] and (almost) regenerative simulation [Glynn and Iglehart 1989; Devetsikiotis and Townsend 1993; Gunther and Wolff 1980] have been developed. In spite of these efforts IS has only been successfully applied to systems with relatively low complexity.
Splitting can be viewed as an alternative approach to rare event simulation. The basic idea is the following [Kahn and Marshall 1953; Hammersley and Handscomb 1964] : The state-space of the system is partitioned into a series of nested subsets. When a given subset is entered by the system during the simulation (characterized by crossing a threshold associated with one of the state-variables of the system), numerous random retrials are generated with the initial state for each retrial being the state of the system at the entry point. Thus, the system trajectory has been split into a number of new subtrajectories, hence the name "splitting." Hammersley and Handscomb [1964] introduced splitting simulation to estimate the probability of reaching some rare event state(s) between two consecutive revisits of the regenerative state(s) of the system. A similar problem formulation is discussed by Glasserman et al. [1996a; 1996b; 1997; 1998 ]. These splitting techniques impose no special restriction on the lifetime of subtrajectories, that is, every subtrajectory is allowed to reach the regenerative state (we call this uncontrolled splitting). In some cases (in the queuing context, for example), this approach can lead to considerable simulation overhead, by executing subtrajectories with a small chance of hitting the rare event region [Glasserman et al. 1996a] . Bayes [1970] introduced a controlled splitting technique that avoids the above overhead. In his version, a subtrajectory that has been created while crossing a given threshold "upwards" should be terminated the instant it crosses the same threshold "downwards." The same idea has been developed into a refined simulation technique under the name RESTART by Villén-Altamirano, M. and Villén-Altamirano, J. [1991] . RESTART was extended to the multiple threshold case by Villén-Altamirano et al. [1994] . For most existing controlled splitting techniques, it is assumed that (1) the rare event states reside in the innermost subset and (2) the system does not cross more than one threshold in a single transition.
In this paper, we consider systems representable by a finite-state irreducible Markov chain under transition probability matrix P, where the parameter of interest is a function of the steady-state probability vector. The contribution of this paper is twofold: First, we develop a Markov chain transformation theory, called direct probability redistribution (DPR) , that can freely rescale equilibrium state probabilities in a finite-state discretetime Markov chain by partitioning the state-space of the system into subsets and assigning an arbitrary rescaling ("oversampling") factor individually to each subset. In such a way, extremely low probabilities of critical subsets of states can be increased to an arbitrary order of magnitude. The rescaling is well controlled by the oversampling factors, and there is a closed-form relationship between steady-state probabilities of the original and of the transformed system.
Like an IS technique, DPR alters the transition probability matrix in order to make rare events to occur more frequently. Asymptotically unbiased estimates are obtained by multiplying the output by appropriate constant (state-dependent) weights, as opposed to the cumulative LR in IS. However, applying DPR in this manner would still require knowledge of the transition matrix in closed form.
The second, and more important, contribution of the paper is to develop DPR theory into an efficient and flexible rare event simulation algorithm that uses trajectory splitting to achieve -in an asymptotic sense -the same DPR effect. DPR-based splitting does not require knowledge of the transition matrix; it is only necessary to assume that subsequent state transitions in the system can be simulated and the state variables of the system are observable after every transition. The splitting simulation technique developed here can handle multiple threshold crossings, thus simplifying application to arbitrary systems. Furthermore, the rare event(s) of interest can overlap the thresholds (subsets) in an arbitrary manner and there is no requirement for nested subsets. A similar extension to RESTART allowing this overlap was presented in Villén-Altamirano [1998] .
We develop the theory of DPR in Section 2, and introduce our trajectory splitting algorithm based on the DPR theory in Section 3. In this section, we provide proofs to many key theorems, which are summarized without proofs in Haraszti and Townsend [1998] . Description of the DPR-based simulation technique can be found in Section 4. To focus on the simulation technique, the theoretical details that precede Section 4 can be skipped without loss of continuity. A pseudo-code of the algorithm is also provided. Without loss of generality, in Section 5, we present DPR theory and the DPR-based simulation technique in the queueing context. We demonstrate the validity and generality of the technique by analyzing two systems: an N ϫ ON-OFF/D/1/K queueing system, and an ATM multiplexer with internal flow control. This is the first published result known to the authors where a rare event simulation technique is used to estimate an event probability which is contained within a feedback loop.
THEORY OF DIRECT PROBABILITY REDISTRIBUTION
The matrix operator introduced in this section can arbitrarily redistribute the steady-state probabilities in an irreducible finite-size discrete-time Markov chain (DTMC) by systematically altering the state transition probabilities. Let ϭ ͕s 1 , . . . , s n ͖ denote the states of the chain with n states, and let X ϭ X 0 , X 1 , . . . represent the system evolution, X k ʦ ͕s 1 , . . . , s n ͖, k Ն 0. The chain is defined by its homogeneous transition probability matrix (TPM), P, which we assume here to be known in its closed form. Let ϭ ͑ 1 , . . . , n ͒ denote the steady-state probability vector, that is, ϭ P.
Let us partition the state-space of the chain into m Յ n nonempty disjoint subsets and denote the subsets by 1 , . . . , m . Let n 1 , . . . , n m be the sizes of the corresponding subsets, that is, iϭ1 m n i ϭ n. Without loss of generality, we assume that states are indexed such that the following condition holds:
Condition (1) simply says that states are labeled in a continuous fashion:
Let ⌫͑i͒ be the so-called subset indicator function, that is, ⌫͑i͒ ϭ j indicates that state s i is in subset j . Accordingly to our partitioning, P can be divided into m ϫ m submatrices (blocks),
where the diagonal block P ii is a square matrix of size n i , and the off-diagonal block P ij of size n i ϫ n j (coupling matrix) gives transition probabilities from i to j . For a fixed labeling, assuming that condition (1) holds, the vector n ϭ ͑n 1 , . . . , n m ͒ unambiguously defines the partitions.
Direct Probability Redistribution for Two Subsets (m ϭ 2)
We introduce first the elementary DPR operator that operates on two subsets, 1 and 2 ϭ 1 c -\ 1 . Our goal is to obtain an altered Markov chain from P, P * , that increases by a scale factor every steady-state probability i : i ʦ 2 in a known, controlled manner. For conceptual purposes, the reader should think of the rare event state(s) as residing in 2 (however, this is not a requirement of DPR).
Definition 1 (Two-Subset DPR Operator). ‫ޒ‬ 2 ͕P͖ 3 M nϫn is defined by the operation:
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• where C 22 ϭ P 21 ͑I Ϫ P 11 ͒ Ϫ1 P 12 and is a nonnegative real number (scaling factor). Matrices M nϫn and I denote a matrix of size n ϫ n and the identity matrix, respectively.
Note that ‫ޒ‬ 1 2 ͕P͖ ϭ P. Note furthermore that the lower right block of (2) converges to P 22 ϩ C 22 as 3 ϱ, which is the so-called stochastic complement of P 22 , that is, the transition matrix of the chain "watched" only on 2 . In other words, if ϭ ϱ, ‫ޒ‬ 2 ͕P͖ can be reduced to the transition matrix P 22 ϩ C 22 , of which steady state solution yields the rescaled probability vector ͑ n1ϩ1 , . . . , n ͒ ր ͚ iϭn1ϩ1 n i . For more details on stochastic complements, see Stewart [1994, Sect. 6.2] . We shall call the above generalization of stochastic complements the "partial" stochastic complement for 1 Ͻ Ͻ ϱ.
The following two theorems establish the relationship between P and the matrix obtained by ‫ޒ‬ 2 ͕P͖.
THEOREM 1. Let P be the TPM of a homogeneous DTMC, and be a finite real such that Ն 1. Then: 
where is a normalization constant, ϭ 1 ր ͚͑ jϭ1
PROOF. By defining probability vectors 1 ϭ ͑ 1 , . . . , n1 ͒ and 2 ϭ ͑ n1ϩ1 , . . . , n ͒ and plugging them into the equilibrium equation of the original system, ϭ P, we obtain 1 ϭ 1 P 11 ϩ 2 P 21 and 2 ϭ 1 P 12 ϩ 2 P 22 .
Using (4) and utilizing the fact that 2 ϭ 2 ͑P 22 ϩ C 22 ͒ (from the definition of stochastic complement), we can write the equation * ϭ * P * and manipulate the right side of the equation as:
which shows that * defined in (3) satisfies * ϭ * P * . e Theorem 2 suggests that by applying transformation ‫ޒ‬ 2 to a Markov Chain, the steady-state probabilities of states in 2 can be scaled up by an arbitrary constant factor (see Figure 1 ). Due to the renormalization, this scaling factor is never exactly , nevertheless the following two important relationships hold: 
PROOF. Both propositions are direct consequences of (3). e
Note that can also be expressed by * , namely
and, thus, by knowing * , the values can be obtained from (3) as The Theory of Direct Probability Redistribution and Its Application
To demonstrate the DPR effect, consider the following simple chain: 
5 . We generated 200 independent replications to obtain an estimate of i * . Increasing from 1 to 200 decreases the estimation variance significantly for s 4 , with negligible effect on the variance for the other states. By further increasing , however, the variance increases for all states. This can be attributed to the fact that up to Ϸ 200, the probabilities of states in 2 are sharply increasing, while the decrease of probabilities in 1 are rather small. Further increase of , however, decreases probabilities in 1 rather noticeably. For Ն ‫ف‬ 5000, state s 2 in 1 becomes the most rare state. It is worth noting that the smallest variance values corresponded to a setting which resulted in the system spending approximately equal time in 1 and 2 .
The General Case (m Ն 2)
In this subsection we develop a generalized DPR operator from ‫ޒ‬ that can handle an arbitrary number (m) of state-space partitions, where each subset, i , can be assigned by its own oversampling factor, i . Let the positive real vector ϭ ͑ 1 , . . . , m ͒ represent the oversampling factors assigned to the respective subsets. Without loss of generality, we assume that 1 ϭ 1 and 1 Յ 2 Յ . . . Յ m . The former condition can be achieved by normalizing to its smallest element, still keeping the ratio between oversampling factors for any pair of subsets. The latter condition can be satisfied by relabeling the states in in a way that condition (1) remains valid.
We start with the declaration of some important characteristics of the operator ‫.ޒ‬ PROPOSITION 3. If 1 and 2 are real numbers such that 1 , 2 Ն 1, then
for any Ꮽ ʚ S.
PROPOSITION 4 (COMMUTATIVE CHARACTERISTICS). If Ꮽ and Ꮾ are real numbers such that
for any A ʚ S and B ʚ S.
• PROOF. Straightforward application of the definition given in (2) yields (7) and (8) by assigning 2 to Ꮽ, and (9) is a direct consequence of the two propositions. e
We introduce the following operator for the m-subset case, ‫ލ‬ n , which repeatedly applies ‫ޒ‬ k k on each subset k with oversampling factors k , k ϭ 2, 3, . . . , m:
Definition 2 (multi-subset DPR operator). ‫ލ‬ n ͕P͖ 3 M nϫn is defined by the operation:
Using (7) and (9), the operator can be rewritten in an equivalent form:
where Ᏻ k denotes the group of subsets
PROOF. This is a direct result of Theorem 1 and the recursive nature of (10). e Before we can develop a closed-form formula for P ͑m͒ , we have to introduce the so-called auxiliary mass matrix, D ij ͑k͒ . Consider the case where the operator ‫ޒ‬ is applied to the m-partitioned P such that Ᏻ k is to be oversampled by a factor of k ր kϪ1 ͑k Ͼ 1͒. Then, similar to (2), the resulting TPM can be written as
where Q 11 ͑k͒ , Q 12 ͑k͒ , Q 21 ͑k͒ and Q 22 ͑k͒ are the four "super"-blocks of P, according to
The lower right block of ‫ޒ‬ k/kϪ1 Ᏻk ͕P͖ in (12) can be reformulated as
where the auxiliary mass matrix, D ij ͑k͒ , is defined for every ͑i, j͒ : i ʦ ͕k, . . . , m͖, j ʦ ͕k, . . . , m͖ as
Note that the upper index, k, in the above notation refers to the fact that the operator ‫ޒ‬ has been applied to subset Ᏻ k . The resulting auxiliary mass matrix D ij ͑k͒ gives the probability mass that would be added to the corresponding P ij block @͑i, j͒, i ʦ ͕k, . . . , m͖, j ʦ ͕k, . . . , m͖ to yield a stochastically complemented Q 22 ͑k͒ block.
Using (14), P ͑m͒ can be expressed in a more elegant form. The derivation proceeds by applying ‫ޒ‬ k/kϪ1 Ᏻk on P repeatedly for k ϭ 2, . . . , m, according to (11), and summing up the resulting auxiliary mass D ij ͑k͒ for each block ͑i, j͒. Omitting the rather long derivation, the blocks of the resulting TPM, P ͑m͒ ϭ ͕P ij ͑m͒ ͖, can be simplified to the form:
The following important theorem establishes the relationship between the steady-state probabilities of the original and the m-partitioned transformed system under P ͑m͒ :
The following relationship holds for every i ʦ ͕1, . . . , n͖:
where ⌽ is a normalization constant, ⌽ ϭ 1 ր ͚ iϭ1 n ⌫͑i͒ i , and ⌫͑i͒ is the subset indicator function introduced earlier.
PROOF. The result given by (16) can easily be obtained by the repeated application of (3) according to (11) . e
The Theory of Direct Probability Redistribution and Its Application • Note that ⌽ can also be expressed as ⌽ ϭ ͚ iϭ1 n i ͑m͒ ր ⌫͑i͒ , which enables us to derive from and ͑m͒ using (16). Figure 2 illustrates how applying the operator ‫ލ‬ n to a Markov chain can scale the probabilities of the m subsets by arbitrary factors. To illustrate the application of the resulting closed-form formula, let us use the same example as in Section 2.1, but now we partition the chain into three subsets, 1 ϭ ͕s 1 ͖, 2 ϭ ͕s 2 ͖ and 3 ϭ ͕s 3 , s 4 ͖. According to (13), Q 11 ͑2͒ and Q 11 ͑3͒ are Q 11 ͑2͒ ϭ P 11 ϭ 0.99 and
Using (14), D 22 ͑2͒ is obtained as:
Similarly, the other D ij ͑k͒ matrices are:
The transformed TPM, P ͑3͒ , is derived using (15): Fig. 2 . Multi-subset DPR rescales probabilities of different subsets by different factors. This figure shows a particular setting of that eliminates low probabilities from the system .
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• Z. Haraszti and J. K. Townsend Observe that if 2 ϭ 3 ϭ 1, P ͑3͒ yields P as expected, resulting in the steadystate vector ϭ ͑0.967, 0.0322, 1.06 ϫ 10 Ϫ3 , 1.51 ϫ 10 Ϫ5 ͒. Other values redistribute the probability masses. For example, ϭ ͑1, 30, 900͒ yields the steady-state vector ͑3͒ ϭ ͑0.3333, 0.3333, 0.3286, 4.69 ϫ 10 Ϫ3 ͒, which nearly equalizes 1 , 2 and 3 . Sampling from such a transformed chain resulted in a coefficient of variation of 4 ͑3͒ ϭ 1.34% (for M ϭ 10 5 ), which is significantly smaller than the smallest error in the 2-subset case.
We can conclude that DPR can be used to eliminate rare events from the Markov chain by altering the transition probability matrix of the chain, similar to an IS simulation technique. But unlike in IS, estimates in DPR are derived using a closed-form relationship between steady-state probabilities of the original and of the transformed chain. This would be equivalent to using constant, state-dependent likelihood ratios in IS. As we demonstrated by a simple example, variance reduction can be achieved in certain cases when estimating rare event probabilities.
We must note, however, that such a DPR method requires knowledge of the transition matrix in closed form. Moreover, the complexity of the transformation is comparable to solving the steady-state equation for the original chain. To exploit the advantages of the DPR effect, a more practical implementation of DPR would be needed. The splitting simulation technique developed from this theory and introduced in the following sections asymptotically emulates the DPR effect in a form which does not require knowledge of the transition matrix.
DPR TRANSFORMATION REALIZED BY TRAJECTORY SPLITTING
In this section we derive the DPR-based trajectory splitting algorithm. We first investigate the relationship between DPR and splitting for the twosubset case, then present the algorithm which realizes two-subset DPR using splitting. The generalized, multi-subset DPR algorithm is then given in Section 3.3.
System Evolution under 2-Subset DPR
The DPR-transformed system introduced in the previous section is governed by P * , which can be written as the linear combination of two TPM's, P * ϭ ͑1 ր ͒P ϩ ͑1 Ϫ 1 ր ͒P ϱ , where P ϱ represents the "fully" complemented chain ͑ ϭ ϱ͒:
Let p ij * , p ij and p ij ϱ denote the transition probabilities under P * , P and P ϱ , respectively. Since @͑i, j͒ : p ij * ϭ ͑1 ր ͒p ij ϩ ͑1 Ϫ 1 ր ͒p ij ϱ , the evolution of the system under P * can be regarded such that after every transition, an independent decision determines whether P or P ϱ is used to generate the next transition, with 1 ր being the probability that P is selected. From (2) and (17) we see that the above decision makes a difference only if the
• system is currently in a state s i ʦ 2 . In that case the three possible outcomes are as follows: (1) With probability p S ϭ ͚ jϭn1ϩ1 n p ij , the system stays in 2 due to the original probability mass, P 22 , regardless of whether P or P ϱ has been chosen. (2) With probability p D ϭ 1 ր ͚ jϭ1 n1 p ij , the system departs 2 to 1 (P has been chosen). Finally, (3) with probability p D ϱ ϭ ͑1 Ϫ ͑1 ր ͚͒͒ jϭ1 n1 p ij , the system immediately returns to 2 according to C 22 , because of the redistributed probability mass due to DPR (P ϱ has been chosen). We denote the two latter events by D and D ϱ , respectively, and
Let A denote the event of an 1 3 2 transition (see Figure 3) .
We partition the system evolution into a series of time periods (consecutive time-slots) as follows:
T 1 Period T 1 denotes the time spent in 1 from a D event until (but not including) the next A event.
T 2 Period T 2 denotes the time spent in 2 from an A or D ϱ event until (but not including) the next D * event.
In the original system (under P), T 1 and T 2 periods alternate regularly. Under P * several T 2 periods can follow a T 1 period: when a D * event occurs, that is, the system is about to make a transition from 2 to 1 , the transition is prevented (blocked) with probability 1 Ϫ 1 ր , and instead another state is selected within 2 (according to the redistributed probability mass, C 22 ) to be the next state (see Figure 3(b) ). Let recurrence cycles C i , i ϭ 1, 2, . . . be defined as the time period between two consecutive A events, and indexed sequentially. C i contains a number of consecutive Original system a. arrival states in the respective T 2 periods, and a i 1 denote the arrival state of the T 1 period, all within C i . Further, let ␣ i1 2 , . . . , ␣ iYi 2 , and ␣ i 1 be their respective first-state probability masses.
2-Subset DPR Realized by Splitting
For comparison purposes, we now apply the controlled splitting algorithm discussed in Bayes [1970] and in Villén-Altamirano, M., and Villén-Altamirano, J. [1991] (and descriptively named "RESTART") to our bi-partitioned chain ͑m ϭ 2͒ under P, and use a constant splitting factor R when entering 2 (the m ϭ 2 case corresponds to the one-threshold case in RESTART). Thus upon an 1 3 2 transition R Ϫ 1 new and independent "subtrajectories" are launched, and they are terminated the instant they attempt to re-enter 1 . A natural way of implementing such a splitting algorithm on a sequential computer is the following: Upon the ith 1 3 2 transition (event A), the entry state a i, 1 2 is recorded. Within 2 the system continues to evolve according to P. It eventually attempts (since P was irreducible) to leave 2 (event D). Following an A event, for the first R Ϫ 1 occasions of event D the system is not allowed to return to 1 ; instead, it is forced to return to the last recorded entry state, that is, a i, j 2 ϭ a i, 1 2 , j ϭ 2, . . . , R. Note that the system evolution described in the previous paragraph is almost identical to the DPR system evolution -differing in only two ways:
(1) Upon a D ϱ event, the re-entry state in DPR is selected in a stochastic manner, that is, according to C 22 , while in splitting (described in the previous paragraph) the re-entry state is chosen deterministically. (2) In DPR, Y i is an i.i.d. RV with geometric distribution, whereas in the splitting setup of Villén-Altamirano, M., and Villén-Altamirano, J. [1991] , Y i is a constant, that is, Y i ϭ R. In the remaining part of this subsection, we show that for R ϭ the two systems result in the same stationary probability mass.
THEOREM 5. Let TPM P govern the system evolution with the following exception: Upon the occurrence of a D event, the system is allowed to complete the transition to 1 with probability 1 ր , otherwise it is forced to return to the state where it last entered 2 from 1 . For any finite Ն 1, the steady-state probabilities will be identical to * , so (3) holds.
PROOF. Observe that T 1 and T 2 periods alternate in both systems according to the same stochastic process, and within the T 1 and T 2 periods both systems are governed by the same TPM, P. Thus, we only need to show that the steady-state masses of the initial states of T 1 and T 2 periods are identical in the two systems.
It can be seen that the following two equations hold under both P and P * :
• where E 1 ϭ ͑I Ϫ P 11 ͒ Ϫ1 P 12 and E 2 ϭ ͑I Ϫ P 22 ͒ Ϫ1 P 21 , therefore
Under P * , it can be shown that due to the stochastic complement
Consequently, if T 2 periods are numbered independently of C i cycles and ␣ k 2 denotes the first-state mass of the kth T 2 period, then
From (20), we can conclude that under P * the equilibrium entry state probability mass of 2 , denoted by
Under the "forced-to-return" (FR) scenario (18) still holds. But, if the kth T 2 period ends with a FR decision, a ͑k ϩ 1͒th T 2 period is started which has the same first state as the kth T 2 period, thus (19) is modified to
Since the probability that a T 1 period follows a T 2 period is 1 ր , we can write
From (21), we can conclude that under the FR scenario the equilibrium entry state probability mass of 2 , denoted by ␣ ϱ, FR
2
, is the solution of
It is easy to show that for any
. This is based on the fact that the TPM ͑P ϩ ͑1 Ϫ ͒I͒ yields the same steady state distribution for any 0 Ͻ Յ 1.
Proceeding in a similar way, the same conclusion can be obtained for first-state masses in 1 , which concludes our proof. e Note that the splitting algorithm of Theorem 5 is almost identical to the RESTART method, except that it uses i.i.d. RV's to control the splitting. However, the theorem does not require that the Y i , i ϭ 0, 1, . . . , are geometrically distributed and i.i.d. RV's. The only requirement is that Y i is independent of a i1 2 and its expected value, E͕Y i ͖, equals . In fact, arbitrary stationary decision processes (including the deterministic Y i ϭ R ϭ "process" of RESTART) can be used to control the occurrence of forced-to-return events. In these cases, the DPR equation (2) will still be valid.
1 Motivated by the need for noninteger splitting factors, the introduction of random splitting factors has also been suggested by Glasserman et al. [1996b] .
Another more important difference between DPR-based splitting and RESTART is how the rare event of interest is observed. Assume that the goal of the simulation is to estimate the probability of occurrence of event E, where E is associated with visiting some subset Ᏹ ʚ . In RESTART, Ᏹ must be a subset of 2 , while under DPR, Ᏹ can be arbitrarily related to the partitioning. We know that in the altered system, every state in 2 is visited relatively times more often than in the original system. Therefore, when an event E occurs while the system is in subset 2 , corresponding event counters should be incremented by 1 ր , instead of unity as in 1 . This is true for any counters used for other events (e.g., reference events). Note that due to Theorems 2 and 5 the probability estimators derived from the weighted counters will be asymptotically unbiased. Confidence interval estimation can be obtained from independent replications.
Multi-Subset DPR Realized by Splitting
As we have seen in the previous section, the 2-subset DPR transformation can be emulated by a properly controlled trajectory splitting algorithm. In this section, we show that it is also possible to construct a splitting algorithm that maintains the multi-subset DPR equation (16) in the asymptotic sense. The splitting rules developed here have been derived from the closed form expression for the m-partitioned chain, P ͑m͒ , that is, from (15). The proof of correctness is also based on the theory developed in Section 2.2.
Using an approach similar to the one used in Section 3.1, we first present an "interpretation" of (15), that is, a system evolution theory for m-subset DPR.
THEOREM 6 (PROPORTIONAL TICKETING). For a given TPM P, ⌫͑⅐͒ and , consider the m-partitioned irreducible Markov chain that is governed by P with the following modifications: Let the positive integer variable, ⍀, called
1 The choice of distribution and correlation structure of the selected decision process, however, may have an impact on the variance of the probability estimates. 
Starting from an arbitrary state, X 0 , with an arbitrary initial ticket, ⍀, 1 Յ ⍀ Յ ⌫͑X 0 ͒, the distribution of the above system converges weakly to its steady-state probabilities ͑m͒ as given by (16).
PROOF. See Appendix B. e
Ticket ⍀ identifies the lowest possible index of any subset to which the system is allowed to enter in the next transition. As shown in the proof, a system that proceeds according to the above ticketing mechanism is actually identical to the P ͑m͒ system. Oversampling the subsets means that every state in k is visited asymptotically k times more often than in the original system, similar to the two-subset case. This implies that any event that is observed while in k has a weight 1 ր k , instead of unity. In other words, event counters should be incremented by 1 ր ⌫͑i͒ when the system is in state s i .
In a manner similar to the two-subset case, the algorithm can be modified in two aspects.
(1) The first modification replaces the stochastic ‫ޒ‬ ϱ Ᏻ⍀ (conditional-) transition in Step (2) of Theorem 6, by a deterministic forced-to-return step, namely: 2. If ⌫͑ j͒ Ͻ ⍀, so the target transition is blocked, then the system shall return to the state it last entered Ᏻ ⍀ from Ᏻ ⍀ c , where Ᏻ ⍀ c ϭ \Ᏻ ⍀ . It can be seen that for m ϭ 2 this is identical to Theorem 5-we omit the proof for m Ͼ 2.
(2) The second modification alters the way new tickets are generated.
Originally, as specified in Step (3) of Theorem 6, a new ticket is generated after every transition, in an independent fashion. From the proof of Theorem 6, we see that (16) will hold also if tickets are reselected only upon an "upward" transition (i.e., a transition from state s i to state s j such that ⌫͑i͒ Ͻ ⌫͑ j͒), and that ticket generation is not required to be an i.i.d. process. In fact, any stationary process that satisfies (22) for every ⌫͑X kϩ1 ͒ ʦ ͑1, m͒ will result in the system converging in distribution to the steady-state distribution in (16). This modification makes it possible to assign an entire section of the systemtrajectory with the same ticket, which will be important in constructing our splitting algorithm.
The result of the above modifications is a trajectory splitting algorithm that asymptotically maintains the relationship of (16), but without requiring knowledge of P in closed form. The derived algorithm is summarized in the next section.
THE SPLITTING ALGORITHM FOR MULTI-SUBSET DPR
The simulation algorithm presented here can provide asymptotically unbiased estimates in a Markov chain under transition matrix P for the parameter of interest, ␥, which is a function of the steady-state probabilities. To simplify the presentation, we give the algorithm for the case where the parameter of interest has the following form:
where X ϱ represent a random variable having the steady-state distribution , and e͑i͒ is a real-valued function over . Let the rare event E be defined as X k ʦ Ᏹ, where Ᏹ denotes a set of (rare) states, Ᏹ ʚ . The function e͑i͒ can be viewed as an indicator function of E, that is, having positive, nonzero values in subset Ᏹ, zero otherwise. Typically, e͑i͒ is a binary function (i.e., e͑i͒ ϭ 1 if s i ʦ Ᏹ, and 0 otherwise), in which case (23) yields the steady state probability of event E. But, we also allow the case when e͑i͒ can represent arbitrary "weights" assigned the states. This generalization is necessary in many practical problems. An example is the number of arriving customers in a batch-arrival queueing system, where some states may represent multiple arrivals in the same time-slot, that is, multiple occurrences of the same event in one observation (see our example in Section 5.1). We should also note that in practical problems it is often required to define more than one target event (not necessarily equally rare), because the parameter of interest is the relative (conditional) occurrence of one event with respect to another. An asymptotically unbiased estimate for ␥ can be obtained by means of Monte Carlo simulation via
• where the superscript P indicates that the system evolves according to TPM P. In DPR, the corresponding estimator is obtained as
where the superscript P ͑m͒ indicates that the system evolves according to the transformed TPM, P ͑m͒ , and MЈ ϭ ⌽M. As we will show, the following splitting algorithm maintains the DPR equation (16); consequently, asymptotically unbiased estimates of ␥ can be obtained using (24). For the splitting algorithm, we assume that m, ⌫͑⅐͒ and are defined as input parameters. The selection of m and ⌫͑⅐͒ are problem specific-this selection is facilitated by a priori knowledge of the system. Setting is also crucial, but fortunately, extensive empirical evidence shows that optimal efficiency is achieved when the vector is chosen to result in a nearly equal number of hits per subset. This heuristic for setting has not been shown theoretically to be optimal in the general case. We will demonstrate how to handle these parameters in the numerical examples given below. The issue of finding m and ⌫͑⅐͒ for the general case and of finding provably optimal settings is a subject of further research.
We do not assume that P is known in closed form, but we assume that a simulation program exists with the following three criteria: (1) Subsequent states of the system evolution according to P can be generated; (2) The state of the system is observable after every transition to the extent that e͑X k ͒ and ⌫͑X k ͒ can be determined; (3) The state of the system can be stored (saved) and restored to and from memory, and there is enough memory to store up to m Ϫ 1 independent copies of the system state simultaneously.
We now define the following simulation algorithm for splitting and trajectory control: Algorithm 1. A sub-trajectory (ST) is a single continuous thread of the system evolution with an assigned ticket, ⍀, which starts from some initial state, X j , at a time instant t j and evolves according to the following rules:
(1) Subsequent state transitions, X k , k ϭ j, j ϩ 1, . . . occur according to P and independently of any other ST.
(2) The ST terminates if it attempts to make a transition to a "forbidden" subset, that is, ⌫͑X kϩ1 ͒ Ͻ ⍀.
(3) For each state the ST visits (including its initial state but excluding the state upon which it was terminated), the appropriate weighted event counters are incremented according to the oversampling factor of the current subset, that is, 
Both Y and the ticket selection are independent of X.
The simulation starts with a single ST (called the "main trajectory") from an arbitrary initial state in 1 , t 0 ϭ 0, and it is assigned the most permissive ticket, ⍀ ϭ 1. The simulation is terminated when the cumulated number of transitions, z, (which includes all ST's) reaches a preset constant, M. A parameter estimate is obtained according to (24) 
PROOF. See Appendix C. e
The pseudo-code in Figure 4 illustrates the proposed splitting algorithm, implemented in a recursive form. When the parameter of interest requires counting the occurrences of more than one event (e.g., a ratio type parameter), or when there are several parameters to estimate, multiple event indicators and respective weighted counters can be defined and observed within the same simulation run. In practice, MЈ is estimated by ͚ kϭ1 M 1 ր ⌫͑Xk͒ . Section 5 provides numerical examples of the practical use of the algorithm presented above. Figure 5 shows a typical sample path from a DPR simulation, including an example for an i 3 j , j Ͼ i ϩ 1 transition. The chief advantages of DPR is that it allows selection of the partitioning independently of the rare event states, and it allows arbitrary state transitions during the system evolution. This gives a large degree of flexibility when selecting the partitioning.
Note, that RESTART is rather restrictive in the above sense, which can degrade the performance of the splitting simulation in certain cases. For example, consider the following simple discrete-time queue. There are N The Theory of Direct Probability Redistribution and Its Application • independent sources feeding a single queue from which at most one packet is serviced at each time-slot. When the load is relatively low, queue length probabilities diminish rapidly with increasing queue size, requiring the distance between thresholds to be small [Villén-Altamirano et al. 1994 ]. However, the nonzero probability that N packets may arrive in a slot sets 
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• Z. Haraszti and J. K. Townsend the minimum threshold distance to N. It is easy to construct a situation where N is considerably higher than the threshold distance required for even modest speed-up.
APPLICATION EXAMPLES
Our goal in this section is to demonstrate the validity and the generality of the DPR-based simulation method. To achieve this goal, we provide two examples: (1) A simple discrete-time queuing problem for which an exact solution can easily be obtained and (2) a less trivial problem that involves multiple queues and flow control.
To derive a quantitative measure of the efficiency of the DPR simulation, we define the speed-up factor,
as the ratio of the required computational effort needed by conventional Monte Carlo simulation and by DPR-based splitting to obtain the same estimator variance. We estimate G as
where M DPR and M MC are the number of simulated state transitions (samples) in the DPR and MC simulations, respectively, that are required to obtain the same variance, 2 , as in the DPR simulation. M MC is estimated assuming independent occurrence of the rare events (Bernoulli process). Estimator Ĥ ϭ f ⅐ w ŝ ր w t represents the estimated splitting overhead of DPR, that is, the normalized additional effort required saving and restoring the system state, where w t and w ŝ are the estimated computing times required of one state transition and of one split, respectively. In addition, f is the frequency of splits relative to the transitions. All parameters can be measured during simulation. When the occurrence of rare events is correlated, the above rather conservative speed-up measure underestimates the actual simulation gain [Devetsikiotis and Townsend 1993] .
Analysis of a N ϫ ON-OFF/D/1/K queue
Here we consider a discrete-time N ϫ ON-OFF/D/1/K queue, shown in Figure 6 . There are N uniform but independent packet sources, sending unit size packets (cells) simultaneously to the queue. Each source behaves according to a bursty ON-OFF model, which is modeled by a two-state Markov chain. A source emits a cell at each slot while in the active state,
The Theory of Direct Probability Redistribution and Its Application • and is completely silent in the inactive state. Transitions between the states can occur at each time-slot with probabilities p IA and p AI , respectively. Cells arriving to the queue in the same time-slot are placed in the queue in a round-robin fashion. The server can serve one cell at each time-slot, and it operates the queue according to the first-in-first-out (FIFO) discipline.
To demonstrate the DPR-based splitting technique, we obtain estimates for the queue length probability mass function (PMF) observed at the time-slot boundaries, and the cell loss probability (CLP).
The state-space partitioning is based on a priori knowledge of the system, taking the important events and their prerequisite conditions into account. When estimating the queue length PMF, the rare events are excessive queue lengths. Therefore, we define ⌫͑X k ͒ as ⌫͑X k ͒ ϭ q k ϩ 1, where q k ʦ ͕0, . . . , K Ϫ 1͖ is the length of the queue in time-slot t k . Thus, the indicator function value is the current queue length. Note that due to the early-arrival schedule (see Figure 6 ) and the constant service rate, q k cannot exceed K Ϫ 1. We are interested in ␥ i -Pr͕q ϭ i͖, i ϭ 0, . . . , K Ϫ 1, where q is the queue size observed under steady-state conditions. We define e i ͑X k ͒ ϭ 1 ͕qkϭi͖ , i ϭ 0, . . . , K Ϫ 1 and their respective weighted counters n Ei , i ϭ 0, . . . , K Ϫ 1. DPR probability estimates, ␥ î ϭ n Ei ր MЈ, i ϭ 0, . . . , K Ϫ 1, are obtained simultaneously from the same simulation run.
We set the vector such that subset probabilities are "balanced", that is, adjusted to be in the same order of magnitude. This quasi-balanced setting is supported by a large base of empirical evidence. In addition, for systems with limited complexity, and in a slightly different context, keeping subset probabilities balanced has been shown to be optimal in Glasserman et al. [1996a; 1996b; 1998 ]. We would expect that queue length probabilities as well as subset probabilities diminish in a nearly exponential fashion. To achieve quasi-balanced subset probabilities, we use a geometric oversampling vector, i ϭ ͑1 ր ͒ iϪ1 , i ϭ 1, . . . , K, where is the estimated decay rate of the tail. To estimate , we perform a single pilot simulation run, where ϭ 1. Figure 7 presents queue length probabilities for N ϭ 24, p IA ϭ 2.1 ϫ 10 Ϫ3 , p AI ϭ 1 ր 3 and K ϭ 64, obtained both analytically and by DPR simulation. The decay rate was estimated to be ϭ 0.67 from a single pilot simulation run (with ϭ 1) of length 10 5 slots. To generate the final estimates, 20 independent replications were performed, each sampling a total number of 10 6 slots under DPR control, i.e., including all ST's. The entire simulation study, including the short pilot run, required less than 1 minute on a Pentium II (460 MHz) Unix workstation ‫2ف(‬ sec/replication, ŵ t ϭ 1.43 s, ŵ s ϭ 3.48 s, f ϭ 0.14). The maximum of the relative error of the simulation estimates compared to the analytical values was 11%, and the largest variance was obtained for i ϭ 63 where the confidence interval was Ϯ12% (at a 95% confidence level). Based on the lowest probability, ␥ 63 ϭ 1.299 ϫ 10 Ϫ13 , and its estimated variance, 2 63 ϭ 3.13 ϫ 10 Ϫ27 , the simulation speed-up was estimated to be Ĝ ϭ 3.1 ϫ 10 7 ͑Ĥ ϭ 34%͒. The cell loss probability is defined as the ratio of the amount of lost cells over the number of received cells, which can be estimated using the following two extended event indicator functions: e͑X k ͒ ϭ ͕number of cells lost in t k ͖ and b͑X k ͒ ϭ ͕number of cells arrived in t k ͖. The CLP is estimated from the respective weighted counters, n E and n B , as
The prerequisite condition to lose cells is a filled-up queue. To force the queue to be filled up we use the same subset and K ϭ 64. The simulation result was based on 20 independent trials, each containing a total number of 10 6 simulated slots. The maximum relative error was 11%.
• indicator function as for the PMF simulation. Consequently, to set we can reuse the same estimated decay rate . Figure 8 shows the estimated cell loss probabilities for the same configuration as in the PMF case, but with varying buffer sizes from 4 to 64 slots. Using the same oversampling vector as for the queue length simulation, each simulated point was obtained again by 20 independent replications, each sampling a total of 10 6 time-slots under DPR control. The maximum relative error was Ϯ17%, and the largest relative confidence interval was Ϯ24% (at a 95% confidence level). The estimated speed-up factors are also shown in the plot to be approximately inversely proportional to the probability of the rare event.
From the plot, we see that the speed-up factor is less than unity below K Ϸ 12. As we mentioned earlier, the speed-up estimator is pessimistic in cases where rare events are correlated, such as in this example. According to our analysis, the true speed-up is a factor of 30 -50 higher than the plotted values, which results in greater than unity speed-up occurring in the K ϭ 4 case.
Analysis of an ATM Multiplexer with Internal Flow Control
Our second example is a more complicated system, which involves multiple queues and feed-back: a flow-controlled ATM multiplexer (MUX) with N input ports (Figure 9 ). This model can be regarded as an important building block of ATM switches with an internal flow control (throttling) mechanism. An analytical solution for cell loss and delay in a similar model 6 total number of simulated slots. The largest 95% confidence interval was Ϯ24%, the relative error (compared to the analytical value) was smaller than Ϯ17% at all points.
with a binary throttling function is given by Gersht and Lee [1991] . However, the authors of this paper are not aware of any published analysis, neither by simulation nor by analytical means, of the model given here with more general throttling functions.
The MUX operates in the following way: Arriving cells are multiplexed to the output port via a central FIFO buffer with places for K cells. To minimize the probability of cell loss, a throttling mechanism is employed, which can temporarily prevent cells from being transferred to the congested main buffer. Throttled cells are temporarily stored at the port in a FIFO buffer with L slots. (L is chosen sufficiently high such that the probability of cell loss at the input buffers is negligible compared to the main buffer.) The grade of throttling is adjusted according to the actual queue length in the central buffer, x, via a throttling function, f͑x͒. A forwarding probability, p ϭ f͑x͒, specifies the probability with which a cell is forwarded to the main queue, provided that there is at least one cell available at the port. The decision is made according to an i.i.d. Bernoulli RV, F ʦ ͕0,1͖, with mean, p, where F ϭ 1 means that the cell is forwarded. To represent the communication delay between the main queue and the input ports, a fixed delay is introduced. As in our first example, input traffic is modeled by independent ON-OFF sources, with average burst length, B, and normalized aggregated load,
The generality of the model enabled us to investigate the performance of different throttling functions and different feedback delay values. Figures  10 and 11 present the results of the DPR splitting simulation for a "binary" (choking/relieving) throttling scheme, according to the function
ON-OFF sources: Fig. 9 . The ATM multiplexer with internal flow-control.
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• where h is a preset threshold. Other parameters have been set to N ϭ 16, K ϭ 84, L ϭ 500, B ϭ 3, ␣ ϭ 0.4 and ϭ 3 ϫ slot time. The two plots show the queue length PMF and the cell loss probabilities in the main buffer versus six different threshold values (h ϭ 0, 5, 10, 15, 20, 25) . Figure 12 shows how the queue length probabilities change when a more finely-scaled throttling is used. Here the throttling function was defined as f 2 ͑x͒ ϭ 1 Ϫ x ր K, all other parameters were identical to the above f 1 case. 
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• Z. Haraszti and J. K. Townsend Similar to the example in Section 5.1, the current queue length of the main buffer was used as subset indicator for DPR in both of the above cases. Also, event indicators and counters were defined in the same manner. The oversampling vector, , was selected using multiple pilot runs to iteratively explore the shape of the queue length PMF. For each threshold for f 1 ͑x͒ and for each delay for f 2 ͑x͒, 25 independent replications were obtained, each containing a total of 10 6 slots, requiring approximately 18 seconds of simulation time per replication. The estimated splitting overhead, Ĥ , was less than 13% in all cases and the largest speed-up factors were obtained to be on the order of 10 7 for f 1 ͑x͒ and 10 12 for f 2 ͑x͒. Note that for the f 1 ͑x͒ function, the special case h ϭ 0 yields the N ϫ ON-OFF/D/1/K problem, for which numerical result exists. The analytical PMF perfectly matches with the h ϭ 0 curve, therefore it is not visible in Figure 10 .
CONCLUSION
We have developed a Markov Chain transformation, DPR, which can increase steady-state probabilities of "rarely" visited state-space partitions "on-demand," that is, in accordance with preset oversampling factors. We have discussed some similarities between DPR and IS in the sense that DPR also alters the transition probability matrix of the chain. But unlike IS, asymptotically unbiased estimates are obtained without employing decreasing likelihood ratios and the problems associated with these ratios. The Theory of Direct Probability Redistribution and Its Application • We have also presented a special splitting simulation technique based on the DPR theory that achieves the same DPR effect without knowledge of the transition probability matrix, thus allowing for easy application to systems with realistic complexity.
We demonstrated this technique by estimating rare event probabilities for two systems: an N ϫ ON-OFF/D/1/K queue, and an ATM multiplexer with internal flow control. For both examples, orders of magnitude speed-up was measured for the estimated parameters.
APPENDIX A. PROOF OF THEOREM 6
We start by proving that P * is a stochastic matrix.
(1) P * is a stochastic matrix iff. (a) P * is nonnegative, (b) it has no all-zero columns, and (c) each and every row sums to 1. (We note that these conditions hold for P by definition.) (a) -(b): The two upper blocks remain unaltered after the transformation. The lower left block is rescaled by a positive constant, so none of its elements can become negative, neither can any of its positive elements become zero. For the lower right block we first observe that the middle component of C 22 yields the so-called fundamental matrix of P 11 (see Isaacson and Madsen [1976] ); consequently ͑I Ϫ P 11 ͒ Ϫ1 P 12 gives the probabilities of absorption from 1 by 2 [Isaacson and Madsen 1976] , which forms a nonnegative matrix, so when multiplied by another nonnegative matrix, P 21 , the resulting C 22 will remain nonnegative. Since both P 22 and C 22 are nonnegative, the lower right block of P * must remain nonnegative for any Ն 1, and by this we can conclude that the entire P * remains nonnegative. Condition (b) also holds since otherwise at least one of the nonzero elements of P would have had to become zero. We already excluded this possibility for the upper blocks and for the lower left block, and it can obviously be excluded also for the lower right block by observing that its elements cannot be decreased by the transformation. (c) : Since the two upper blocks have not been altered, this condition automatically holds for rows 1, . . . , n 1 . For rows i Ͼ n 1 we proceed as follows: Let b j , a j and e j denote the sum of the elements in the jth row of P 21 , P 22 and C 22 , respectively. We know that b j ϩ a j ϵ 1 @ j ϭ 1, . . . , n 2 . Since P 22 ϩ C 22 is a stochastic complement, a j ϩ e j ϵ 1 @ j ϭ 1, . . . , n 2 . Consequently, b j ϵ e j @ j. Now, it can easily be seen that the sum of the ͑n 1 ϩ j͒th row in P * is:
This proves the first part of the theorem.
(2) To change an irreducible P to a reducible P * at least one of the nonzero elements of P would have to become zero in P * , which we excluded above.
B. PROOF OF THEOREM 6
Suppose that the system is currently in subset S i . Let k denote the probability that the current ticket, , equals k. According to the theorem, k is:
Analogous to the 2-subset case, let D ij * , i Ͻ j denote the event that the system tries to make a transition from i to j under the original coupling matrix P ij . In the modified system, when such a D ij * event occurs, the i 3 j transition is granted only if the current ticket is equal or less than j, which occurs with probability ͚ kϭ1 j k ϭ j ր i . If ⍀ Ͼ j, the system does not make the transition to j . Instead, it immediately goes to one of the subsets in group Ᏻ ⍀ ϭ ⍀ ഫ ⍀ϩ1 ഫ . . . ഫ m . In such a time instant, the system behaves according to the 2-subset case, where Ᏻ ⍀ and Ᏻ ⍀ c ϭ \Ᏻ ⍀ form the two "subsets." In other words, the probability mass ͑1 Ϫ j ր i ͒P ij is redistributed to form transition probabilities for i 3 Ᏻ ⍀ transitions. The redistributed probability mass, denoted by C ij ⍀ , can be written as:
where N ⍀Ϫ1 is the fundamental matrix for Ᏻ ⍀ Ꮿ :
The redistributed mass C ij ⍀ consists of a row of blocks
where each C ij ⍀, k block has the same size as the corresponding P ik block in P. The block C ij ⍀, k , which is the contribution from all D ij * events with ticket ⍀ to the P ik ͑m͒ block in the modified system, is:
Under a D ij * event, tickets ⍀ ϭ 1, . . . , j contribute to block P ij ͑m͒ by a total amount of ͑ i ր j ͒P ij , while tickets ⍀ ϭ j ϩ 1, . . . , i contribute to each of the blocks P ik ͑m͒ : k ϭ ⍀, . . . , m, according to the respective ticket probabilities, ⍀ . Taking all tickets into consideration, the total contribution from a D ij * event to the P ik ͑m͒ block for k ϭ 1, . . . , m, denoted by M ik ͑D ij * ͒, becomes:
So far, we have discussed only those transitions that decrease the current subset index. Note that other transitions, that is, those that result in a nondecreasing subset index, are always granted due to the monotonic nature of the ticketing mechanism. In such cases, therefore, the mass of P ij contributes totally to P ij ͑m͒ .
For a given subset i, blocks P ik ͑m͒ , k ϭ 1, . . . , m can be calculated by summing the respective contributions from each transition i 3 j , j ϭ 1, . . . , m; thus:
Using (29), (30) can be rewritten as:
For k Ն i, the expression ͚ jϭ1 iϪ1 M ik ͑D ij * ͒ yields 
Following similar steps, for the k Ͻ i case ͚ jϭ1 iϪ1 M ik ͑D ij * ͒ can be rewritten
Using (26) and substituting (34) and (35) into (31), then changing indices k and ⍀ to j and k, respectively, yields
which is identical to (15), completing the proof. for 1 Յ k Յ j, zero otherwise, which is identical to (22).
Since (22) was valid before the transition, and the one-step transition of the selected trajectory changes the mass in a way that is compliant with (22), we can conclude that (22) always remains valid if it was valid originally. It is easy to see that at the initial state of the algorithm (only one subtrajectory, in 1 with ⍀ ϭ 1) (22) is valid, thus completing the proof by induction.
