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THE BERNSTEIN PROBLEM FOR LIPSCHITZ INTRINSIC
GRAPHS IN THE HEISENBERG GROUP
SEBASTIANO NICOLUSSI AND FRANCESCO SERRA CASSANO
Abstract. We prove that, in the first Heisenberg group H, an entire
locally Lipschitz intrinsic graph admitting vanishing first variation of its
sub-Riemannian area and non-negative second variation must be an in-
trinsic plane, i.e., a coset of a two dimensional subgroup of H. Moreover
two examples are given for stressing result’s sharpness.
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1. Introduction
Geometric Measure Theory on sub-Riemannian Carnot groups is a thriv-
ing research area where, despite many deep results, fundamental questions
still remain open [34, 35, 36, 10, 23, 2, 19, 11, 3, 41]. In this paper we deal
with the Bernstein problem in the sub-Riemannian first Heisenberg group
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H [6, 31, 39, 15, 16, 27, 20]. We characterize minimal entire intrinsic graphs of
Lipschitz functions. We also discuss examples with Sobolev and C1-intrinsic
regularity.
The Lie algebra of the Heisenberg group is spanned by three vector fields
X, Y and Z, whose only non-trivial bracket relation is [X,Y ] = Z. The
vector fields X and Y are called horizontal and they have a special role in
the geometry and analysis on H.
Suitable notions of sub-Riemannian perimeter and area have been intro-
duced on H, see [34, 10, 23, 19] and Section 2 below for details. In the theory
of perimeter that has been developed, regular surfaces in H play the same
role as C1-hyersurfaces in Rn. A regular surface in H is the level set of a
function F : H → R with distributional derivatives XF and Y F that are
continuous and not vanishing simultaneously. As an example of the difficul-
ties encountered in the sub-Riemannian setting, we remark that there are
regular surfaces in H with Euclidean Hausdorff dimension strictly exceeding
the topological dimension [28].
The Bernstein problem asks to characterize area-minimizing hypersurfaces
that are the graph of a function. Two types of graphs in H have been
studied so far: T -graphs and intrinsic graphs. The former are graphs along
the vector field Z (also called T in the literature): if f : R2 → R, then
ΓTf = {(x, y, f(x, y)) : (x, y) ∈ R2} is the T -graph of f in coordinates. The
latter are graphs along a linear combination ofX and Y , which can be chosen
to beX up to isomorphism: if f : R2 → R, then Γf = {(0, y, t)∗(f(y, t), 0, 0) :
(y, t) ∈ R2} is the X-graph of f in exponential coordinates, where ∗ denotes
the group operation of H.
We say that a function, or its graph, is stationary if the first variation of
the area functional vanishes. We call them stable if they are stationary and
the second variation of the area functional is non-negative. See Section 2 for
details in the case of intrinsic graphs.
The area functional for T -graphs is convex [34, 10, 38, 37, 12, 13, 42].
Hence, stationary T -graphs are local minima. Moreover, any function whose
T -graph has finite sub-Riemannian area has (Euclidean) bounded variation
[42].
The Bernstein problem for T graphs of functions in C2(R2) has been
intensively studied [22, 14, 39, 27]. Under this regularity assumption, a
complete characterization has been given [39]: ΓTf is area-minimizing if and
only if there are a, b and c real such that
• f(x, y) = ax+ by + c, or
• f(x, y) = xy + ax+ b (up to a rotation around the Z-axis).
Beyond C2-regularity, there are plenty of examples of minimal graphs that
are not C2 [40]. We also recall that there are examples of discontinuous
functions defined on a half plane whose T -subgraph is perimeter minimizing,
see [42, §3.4].
The regular (but Euclidean fractal) surface constructed in [28] is not a
T -graph, but it is an intrinsic graph. In fact, all regular surfaces are locally
intrinsic graphs [19]. When the intrinsic graph of a function f : R2 → R is a
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regular surface, we1 write f ∈ C 1W(R2) and we say that f is C1-intrinsic, or
of class C 1W.
An important class of intrinsic graphs are intrinsic planes, i.e., cosets of
two-dimensional Lie subgroups of H. Their Lie algebra contains Z and for
this reason they are sometimes called vertical planes. The tangents (as blow-
ups at one point) of regular surfaces are intrinsic planes [19]. Intrinsic planes
are area minimizers [6].
The Bernstein problem for intrinsic graphs has been also intensively stud-
ied [6, 31, 39, 15, 16, 20]. In this case, the area functional is not convex
and there are stationary graphs that are not area minimizers [15]. So, any
characterization of area minimizers uses both first and second variations of
the area functional.
The scheme of a Bernstein conjecture for intrinsic graphs is: “If f ∈ X
and Γf is area minimizer, then Γf is an intrinsic plane”, where X is a class
of functions R2 → R. If X = C0(R2) ∩ W 1,1loc (R2), the conjecture is false
[31]. To our knowledge, the most general positive result is for X = C1(R2)
in [20]. We improve this result by showing that the conjecture is true for
X = Liploc(R2).
Theorem 1.1. If f ∈ Liploc(R2) is stable, then Γf is an intrinsic plane.
Our proof follows the strategy of [6]: We will make a change of variables
in the formulas for the first and second variation using so-called Lagrangian
coordinates. With this in mind, we have to show that Lagrangian coordinates
exist in the first place, see Theorem 3.8, and then take care of all regularity
issues involved in the change of variables.
As an intermediate step in the proof of Theorem 1.1, we obtain a regularity
result for stationary intrinsic graphs with Lipschitz regularity [13, 8, 9]. We
denote by ∇f the vector field ∂y + f(y, t)∂t on R2, see Section 2.
Theorem 1.2. Let ω ⊂ R2 open. If f ∈ Liploc(ω) is stationary, then ∇ff ∈
Liploc(ω) and ∇ff is constant along the integral curves of ∇f . In particular,
f ∈ C 1W(ω).
This theorem is an extension of [8, Theorem 1.3] because we are not as-
suming f to be a viscosity solution of the minimal surface equation, but
just a distributional solution. The example that proves Theorem 1.3 below
will also show that there are distributional solutions that are not viscosity
solutions in the sense of [8, Definition 1.1], see Remark 7.3.
Once the proof for the Lipschitz case is understood, we investigate the
sharpness of Theorem 1.1 with respect to the Lipschitz regularity of f in two
examples. The first example is locally Lipschitz on R2 except for one point,
it is stable but Γf is not an intrinsic plane. See Figure 1 at page 18 for a
picture of Γf .
Theorem 1.3. There is f ∈ Liploc(R2 \ {0}) ∩W 1,ploc (R2) with 1 ≤ p < 3
that is stable, but Γf is not an intrinsic plane.
The second example fails to be Lipschitz on a Cantor set, but it is C1-
intrinsic. See Figure 2 at page 21 for a picture of Γf .
1In the literature, one usually writes f : W → V, where W = {(0, y, t) : (y, t) ∈ R2}
and V = {(x, 0, 0) : x ∈ R}). This explains the use of the letter W.
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Theorem 1.4. There is f ∈ W 1,2loc (R2) ∩ C 1W(R2) ∩ Liploc(R2 \ ({0} × C)),
where C ⊂ [0, 1] is the Cantor set, that is stable, but Γf is not an intrinsic
plane.
For both examples of Theorem 1.3 and 1.4, we don’t know whether their
intrinsic graphs are area minimizing.
We conclude by recalling some open problems in geometric measure theory
onH and higher Heisenberg groups. First, the Bernstein conjecture with X =
C 1W(R2) is still open. Second, a regularity theorem for perimeter minimizers
is still missing [29, 30, 32, 33]. Third, if we don’t assume that the intrinsic
graph has locally finite Euclidean area, then the variational formulas we used
are not valid anymore and known alternative variations haven’t found useful
applications yet [18, 24, 42].
Plan of the paper. In Section 2 we present a few preliminaries notions and
notations. In Section 3, we prove that Lagrangian parametrizations exist for
locally Lipschitz functions. Section 4 is devoted to the characterization of
stationary locally Lipschitz intrinsic graphs and the proof of Theorem 1.2
is presented. Section 5 concerns the consequences of stability, and thus the
proof of Theorem 1.1. In Section 6 we study a class of stationary surfaces,
called graphical strips, with low regularity. Sections 7 and 8 are devoted to
the examples of Theorems 1.3 and 1.4, respectively.
Acknowledgements. This paper benefited from fruitful discussions with
M. Ritoré: The authors want to thank him.
2. Preliminaries and notation
The Heisenberg group H is represented in this paper as R3 endowed with
the group operation
(x, y, z)(x′, y′, z′) =
(
x+ x′, y + y′, z + z′ +
1
2
(xy′ − x′y)
)
.
In this coordinates, an orthonormal frame of the horizontal distribution is
X = ∂x − y
2
∂z, Y = ∂y +
x
2
∂z.
The sub-Riemannian perimeter of a measurable set G ⊂ H in an open set
Ω ⊂ H is
PsR(G; Ω) = sup
{∫
G
(Xψ1 + Y ψ2) dL
3 : ψ1, ψ2 ∈ C∞c (Ω), ψ21 + ψ22 ≤ 1
}
,
where Xψ1 + Y ψ2 is the divergence of the vector field ψ1X + ψ2Y . A set
G is a perimeter minimizer in Ω ⊂ H if for every F ⊂ H measurable with
(G \ F ) ∪ (F \G) b Ω, it holds PsR(G; Ω) ≤ PsR(F ; Ω). A set G is a locally
perimeter minimizer in Ω ⊂ H if every p ∈ Ω has a neighborhood Ω′ ⊂ Ω
such that G is perimeter minimizer in Ω′.
Given a function f : ω → R, ω ⊂ R2, its intrinsic graph Γf ⊂ H is the set
of points
(0, y, t)(f(y, t), 0, 0) =
(
f(y, t), y, t− 1
2
yf(y, t)
)
,
BERNSTEIN PROBLEM IN HEISENBERG GROUP 5
for (y, t) ∈ ω. The intrinsic gradient of f is ∇ff , where ∇f = ∂y + f∂t
is a vector field on ω. The function ∇ff : ω → R is well defined when
f ∈ W 1,1loc (ω). We say that f is C1-intrinsic, or f ∈ C 1W(ω), if f ∈ C0(ω)
and ∇ff ∈ C0(ω). We say that f is a weak Lagrangian solution of ∆ff = 0
on ω if for every p ∈ ω there is at least one integral curve of ∇f passing
through p along which ∇ff is constant. See [24] for further discussion about
this definition.
The graph area functional is defined, for every E ⊂ ω measurable, by
Af (E) :=
∫
E
√
1 + (∇ff)2 dL2.
Such area functional descends from the perimeter measure of the graph, that
is, Af (E) = PsR(Gf ∩ (E ·R)), where Gf := {(0, y, t) · (ξ, 0, 0) : ξ ≤ f(y, t)}
is the subgraph of f , and E · R = {(0, y, t) · (ξ, 0, 0) : ξ ∈ R, (y, t) ∈ E}. A
function f ∈W 1,1loc (ω) is (locally) area minimizing if Gf is (locally) perimeter
minimizing in ω · R.
We say that f ∈W 1,1loc (ω) is stationary if for all ϕ ∈ C∞c (ω)
If (ϕ) :=
d
d
Af+ϕ(spt(ϕ))
∣∣∣∣
=0
= 0.
We say that f ∈W 1,1loc (ω) is stable if it is stationary and for all ϕ ∈ C∞c (ω)
IIf (ϕ) :=
d2
d2
Af+ϕ(spt(ϕ))
∣∣∣∣
=0
≥ 0.
The functionals If and IIf are called first and second variation of f , respec-
tively. It is clear that, if f is a local area minimizer, then it is stable.
By [31, Remark 3.9], if f ∈W 1,1loc (ω), for some ω ⊂ R2 open, then
If (ϕ) = −
∫
ω
∇ff√
1 + (∇ff)2 (∇
fϕ+ ∂tf ϕ) dL2,
IIf (ϕ) =
∫
ω
[
(∇fϕ+ ∂tf ϕ)2
(1 + (∇ff)2)3/2
+
∇ff√
1 + (∇ff)2∂t(ϕ
2)
]
dL2
for all ϕ ∈ C∞c (ω). Notice that the formal adjoint of ∇f is (∇f )∗ϕ =
−∇fϕ − ∂tf ϕ. By means of the triangle and the Hölder inequalities, one
can easily show the following lemma.
Lemma 2.1. Let ω ⊂ R2 open, then If (ϕ) and IIf (ϕ) are continuous in the
W 1,2loc topology for f ∈W 1,2loc (ω) or ϕ ∈W 1,20 (ω) fixed, that is,
(i) If fn → f in W 1,2loc (ω) and ϕ ∈ W 1,20 (ω) with spt(ϕ) b ω, then
limn→∞ Ifn(ϕ) = If (ϕ) and limn→∞ IIfn(ϕ) = IIf (ϕ).
(ii) If f ∈ W 1,2loc (ω), ϕn → ϕ in W 1,2loc (ω) and there exists ω′ b ω
with ϕn ∈ C∞c (ω′) for each n, then limn→∞ If (ϕn) = If (ϕ) and
limn→∞ IIf (ϕn) = IIf (ϕ).
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3. Existence and regularity of Lagrangian homeomorphisms
3.1. Definition of Lagrangian parametrization. Roughly speaking, a
Lagrangian parametrization of ∇f is a continuous ordered selection of inte-
gral curves of the vector field ∇f on ω with respect to a parameter τ , which
covers all of ω. For ω ⊂ R2 and r ∈ R, we set
ω1,r := {y ∈ R : (y, r) ∈ ω} and ω2,r := {t ∈ R : (r, t) ∈ ω} .
Definition 3.1 (Lagrangian parameterization). Let ω ⊂ R2 be an open
set and f : ω → R a continuous function. A Lagrangian parameterization
associated with the vector field ∇f is a continuous map Ψ : ω˜ → ω, with ω˜
open, that satisfies
(L.1): Ψ(ω˜) = ω;
(L.2): Ψ(s, τ) = (s, χ(s, τ)) for a suitable continuous function χ : ω˜ → R
and, for every s ∈ R, the function ω˜2,s 3 τ 7→ χ(s, τ) is nondecreas-
ing;
(L.3): for every τ ∈ R, for every (s1, s2) ⊂ ω˜1,τ , the curve (s1, s2) 3 s 7→
Ψ(s, τ) is absolutely continuous and it is an integral curve of ∇f ,
that is
∂sΨ(s, τ) = ∇f (Ψ(s, τ)) a.e. s ∈ (s1, s2).
Equivalently, condition (L.3) can be rephrased as: for every τ ∈ R, for
every (s1, s2) ⊂ ω˜1,τ , we have ∂sχ(s, τ) = f(s, χ(s, τ)), for almost every
s ∈ (s1, s2).
A Lagrangian parameterization Ψ : ω˜ → ω, is said to be absolutely con-
tinuous if it satisfies the Lusin (N) condition, that is, for every E ⊂ ω˜, if
L2(E) = 0 then L2(Ψ(E)) = 0. A Lagrangian homeomorphism Ψ : ω˜ → ω,
is an injective Lagrangian parameterization. By the Invariance of Domain
Theorem, the injectivity implies that a Lagrangian homeomorphism is indeed
a homeomorphism.
Remark 3.2. Definition 3.1 is an equivalent version of the definition of La-
grangian parameterization to function f : ω → R, introduced in [7] and then
extended in [1], for studying different notions of continuous weak solutions
for balance laws. 
Remark 3.3. Observe that, by Fubini’s theorem, a Lagrangian parameter-
ization Ψ : ω˜ → ω, Ψ(s, τ) = (s, χ(s, τ)) (associated with a vector field ∇f )
is absolutely continuous if and only if for each L2-negligible set E ⊂ ω˜, we
have that
L1(χ(s, E2,s)) = 0 L1-a.e. s ∈ R . 
Remark 3.4. Lagrangian parametrizations are not unique: If Ψ(s, τ) =
(s, χ(s, τ)) is a (absolutely continuous) Lagrangian parametrization and ρ :
R → R is an absolutely continuous homeomorphism with ρ′ > 0, then
(s, τ) 7→ (s, χ(s, ρ(τ))) is again a (absolutely continuous) Lagrangian pa-
rametrization. 
3.2. Rules for the change of variables. A relevant feature of an abso-
lutely continuous Lagrangian parameterization associated with the vector
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field ∇f is that we can use it for a change of variables. This is the essen-
tial tool of the Lagrangian approach to the equation of minimal surfaces
equation.
When a homeomorphism Ψ : ω˜ → ω is fixed, we will denote by u˜ or (u)˜
the composition u ◦Ψ : ω˜ → R¯ with a function u : ω → R¯.
One can prove the following area formula for absolutely continuous La-
grangian parameterizations:
Lemma 3.5 (Area formula for absolutely continuous Lagrangian parameter-
izations). Let Ψ : ω˜ → ω, Ψ(s, τ) = (s, χ(s, τ)), be an absolutely continuous
Lagrangian parameterisation associated with a vector field ∇f . Let η : ω → R¯
be a Borel summable function. Then∫
ω˜
η˜(s, τ) ∂τχ(s, τ) ds dτ =
∫
ω
η(y, t) dy dt .
Proof. Let us begin to observe that
(1) χ ∈W 1,1loc (ω˜) ,
and
(2) ∂τχ(s, τ) ≥ 0 L2-a.e. (s, τ) ∈ ω˜ .
Indeed, by Definiton 3.1 (L.3), it follows that, for each τ ∈ R, for every
(s1, s2) ⊂ ω˜1,τ ,
(3) (s1, s2) 3 s 7→ χ(s, τ) is absolutely continuous.
On the other hand, by Remark 3.3, it follows that for a.e. s ∈ R, for every
(τ1, τ2) ⊂ ω˜2,s, (τ1, τ2) 3 τ 7→ χ(s, τ) satisfies the Lusin (N) condition, being
also continuous and non decreasing, we can also infer (see, for instance, [21,
Theorem 7.45] or [43])
(4) (τ1, τ2) 3 τ 7→ χ(s, τ) is absolutely continuous and non decreasing.
By (3) and (4) and applying a well-known result about Sobolev spaces (see
[17, §4.9.2]), (1) and (2) follow. By (1) and since Ψ satisfies the Lusin (N)-
condition, we can the area formula for Sobolev mappings (see, for instance,
[26, Theorem A.35]), that is
(5)
∫
ω˜
η(Ψ(s, τ)) |JΨ(s, τ)| dsdτ =
∫
Ψ(ω˜)
η(y, t)N(Ψ, ω˜, (y, t)) dydt
where the multiplicity function N(Ψ, ω˜, (y, t)) of Ψ is defined as the number
of preimages of (y, t) under Ψ in ω˜ and
JΨ(s, τ) := detDΨ(s, τ) = det
[
1 0
∂sχ(s, τ) ∂τχ(s, τ)
]
= ∂τχ(s, τ) L2-a.e. (s, τ) ∈ ω˜ .
The left-hand side of (5) is thus
∫
ω˜ η˜(s, τ) ∂τχ(s, τ) ds dτ .
Let us show that N = 1 for almost every (y, t) ∈ ω. First, observe that,
N(Ψ, ω˜, (y, t)) = N(χ(y, ·), ω˜2,y, t) ∀ (y, t) ∈ R2 .
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Second, if y ∈ R, then the set {t ∈ R : N(χ(y, ·), ω˜2,y, t) ≥ 2} is at most
countable, because τ 7→ χ(y, τ) is continuous and non-decreasing. We con-
clude that N = 1 for almost every (y, t) ∈ ω as claimed.
Therefore, the right hand side of (5) is
∫
Ψ(ω˜) η(y, t)dydt. 
However, in order to perform the change of variables also on derivatives,
we need additional assumptions on Ψ. For our purposes, we will consider
the case when Ψ is locally biLipschitz.
Remark 3.6. Let g ∈ Liploc(ω) and Ψ : ω˜ → ω be a locally biLipschitz
homeomorphism. Then it is easy to see that the following chain rule holds:
(6)
g˜ ∈ Liploc(ω˜) and Dg˜(s, τ) = Dg(Ψ(s, τ))DΨ(s, τ) L2a.e.-(s, τ) ∈ ω˜ ,
where Dg˜ and Dg respectively denote the gradient of g˜ and g understood
as a 1 × 2 matrix and DΨ denotes the Jacobian 2 × 2 matrix of Ψ. Indeed
it is trivial that g˜ ∈ Liploc(ω˜) being the composition of Lipschitz functions.
Thus, by Radamecher’s theorem, there exist Dg˜, Dg and DΨ either from
the pointwise point of view and in sense of distribution on their domain.
Moreover, since both Ψ and Ψ−1 satisfy the Lusin (N) condition, if ωg and
ω˜Ψ respectively denote the points of differentiability of g in ω and of Ψ in ω˜,
then
L2(ω \ (Ψ(ω˜Ψ) ∩ ωg)) = L2(ω˜ \ (ω˜Ψ ∩Ψ−1(ωg)) = 0 .
Thus, for each (s, τ) ∈ ω˜Ψ ∩Ψ−1(ωg), g˜ is differentiable in classical sense at
(s, τ) and (6) holds. 
Theorem 3.7 (Rules for the change of variables). Let Ψ : ω˜ → ω, Ψ(s, τ) =
(s, χ(s, τ)), be a locally biLipschitz Lagrangian homeomorphism associated
with a vector field ∇f and assume that f ∈ Lip(ω). Then we have
(7) ∂s∂τχ = ∂τ∂sχ = (∂tf )˜ ∂τχ = ∂τ f˜ ,
and for every compact K ⊂ ω˜ there is C > 0 such that ∂τχ(s, τ) > C for
almost all (s, τ) ∈ K. Furthermore, for each ϕ ∈ Lip(ω),
(∂tϕ)˜ =
∂τ ϕ˜
∂τχ
, (∂yϕ)˜ = ∂sϕ˜− f˜
∂τχ
∂τ ϕ˜ and (∇fϕ)˜ = ∂sϕ˜.(8)
Proof. The first equality in (7) has to be considered as an equality of dis-
tributions, being ∂s and ∂τ distributional derivations. Next, if f ∈ Lip(ω),
then we are allowed to differentiate with respect to τ the identities
∂sχ(s, τ) = f(s, χ(s, τ)) = f˜(s, τ) L2−a.e. (s, τ) ∈ ω˜.
Thus we obtain the other two identities in (7).
The Jacobian matrix of Ψ−1 at Ψ(s, τ) is
DΨ−1(Ψ(s, τ)) =
1
∂τχ(s, τ)
(
∂τχ(s, τ) 0
−∂sχ(s, τ) 1
)
.
Since Ψ is biLipschitz, the determinant of this matrix is locally bounded
from above, hence ∂τχ is locally bounded away from zero.
Finally, the equalities in (8) follow directly from Remark 3.6. 
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3.3. Existence of biLipschitz Lagrangian homeomorphisms.
Theorem 3.8 (Existence of a biLipschitz Lagrangian homeomorphism as-
sociated with a Lipschitz vector field ∇f ). Let ω ⊂ R2 be an open set and
f ∈ Lip(ω)∩L∞(ω). Then there exists a locally biLipschitz Lagrangian home-
omorphism Ψ : ω˜ → ω, Ψ(s, τ) = (s, χ(s, τ)), associated with ∇f . Moreover,
if ω = R2, then ω˜ = R2 and such Lagrangian parametrization Ψ is unique if
we require χ(0, τ) = τ for all τ ∈ R.
Proof. We can assume that ω = R2. Indeed, by McShane’s Extension
Theorem of Lipschitz functions (see [5]), if f ∈ Lip(ω) ∩ L∞(ω), then
there is an extension f∗ ∈ Lip(R2) ∩ L∞(R2) with Lip(f∗) = Lip(f) and
‖f∗‖L∞(R2) = ‖f‖L∞(ω). Moreover, if Φ∗ : R2 → R2 is a Lagrangian home-
omorphism associated with ∇f∗ with the properties stated in the Theorem,
then its restriction Φ := Φ∗|ω˜ to ω˜ = Φ−1(ω) still have all the stated prop-
erties. So, we assume ω = R2.
Since f ∈ Lip(R2) and it is bounded, and by standard results from ODE’s
Theory (see [25]), it is well-known that for every (s1, τ1) ∈ R2 there is a
unique C1 function γ : R→ R such that
(9)
{
γ′(s) = f(s, γ(s)) for a.e. s ∈ R,
γ(s1) = τ1.
Such γ is in fact of class C1,1. For s1, s2, τ1 ∈ R, define
X (s1, τ1; s2) := γ(s2),
where γ is the solution of the system above, depending on the initial con-
ditions (s1, τ1). Using Grönwall’s lemma, one can easily prove that, for
every s1, s2 ∈ R and every τ, τ ′ ∈ R we have |X
(
s1, τ ; s2
)− X (s1, τ ′; s2)| ≤
|τ −τ ′| exp(L|s2−s1|). Hence, the map τ 7→ X
(
s1, τ ; s2
)
is locally Lipschitz,
with a Lipschitz constant that is locally uniform in s1 and s2.
By the uniqueness of solutions, for all s1, s2, s3, τ1 ∈ R the following iden-
tity holds:
X (s2,X (s1, τ1; s2); s3) = X (s1, τ1; s3).
In particular, the map τ 7→ X (s2, τ ; s1) is the inverse of τ 7→ X (s1, τ ; s2),
and thus they are locally biLipschitz homeomorphisms.
Define χ : R2 → R,
χ(s, τ) := X (0, τ ; s).
By the previous discussion, τ 7→ χ(s, τ) is a locally biLipschitz homeomor-
phism R→ R, for all s ∈ R. Since |f | is bounded, then, for all s, s′, τ ∈ R,
|χ(s, τ)− χ(s′, τ)| ≤ ‖f‖L∞ |s− s′|.
So, since χ is locally Lipschitz in s and in τ with uniform constants, then
χ : R2 → R is locally Lipschitz.
Define Ψ : R2 → R2 as Ψ(s, τ) = (s, χ(s, τ)), which is locally Lipschitz.
Notice that, by the uniqueness of solution to the above ODE, Ψ is injective.
Moreover, by the existence of a global solution to the above ODE for every
initial conditions, Ψ is surjective. By the Invariance of Domain Theorem, Ψ
is a homeomorphism.
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Moreover, Ψ is locally biLipschitz. Indeed, its inverse is Ψ−1(y, t) =
(y, ρ(y, t)) with
ρ(y, t) = X (y, t; 0).
As before, we can prove that ρ is locally Lipschitz in each variable indepen-
dently. Indeed, on the one hand we already showed that ρ is locally Lipschitz
in t, with the Lipschitz constant that is locally uniform in y. On the other
hand, we have
|ρ(y, t)− ρ(y′, t)| = ∣∣X (y′,X (y, t; y′); 0)−X (y′, t; 0)∣∣
≤ C ∣∣X (y, t; y′)− t∣∣
≤ C‖f‖L∞ |y − y′|.
We conclude that Ψ : R2 → R2 is a locally biLipschitz Lagrangian homeo-
morphism.
Finally, notice that χ(0, τ) = τ for all τ ∈ R and that the uniqueness of
such χ follows from the uniqueness of solutions to (9). 
4. Consequences of the first variation
If f ∈ Liploc(ω) is a local area minimizer, then the first variation formula
vanishes, i.e., see [31]:
(1stVF) ∀ϕ ∈ C∞c (ω) If (ϕ) = 0.
By Lemma 2.1, the condition (1stVF) can be extended to ϕ ∈ Lipc(ω).
The aim of this section is to prove the following theorem.
Theorem 4.1. Suppose that f ∈ Liploc(Ω) satisfies (1stVF), where Ω ⊂ R2
is open. Then ∇ff is locally Lipschitz, thus f ∈ C 1W(Ω), and f is a weak
Lagrangian solution of ∆ff = 0 on Ω.
More in details, let ω b Ω, so that f ∈ Lip(ω)∩L∞(ω), and let Ψ : ω˜ → ω,
Ψ(s, τ) = (s, χ(s, τ)), be a locally biLipschitz Lagrangian homeomorphism
associated with ∇f . Such a function exists by Theorem 3.8. Let s1, s2, τ1, τ2 ∈
R∪{+∞,−∞} be such that (s1, s2)× (τ1, τ2) ⊂ ω˜ and let sˆ ∈ (s1, s2). Then,
for all (s, τ) ∈ (s1, s2)× (τ1, τ2),
(10) χ(s, τ) = a(τ)
(s− sˆ)2
2
+ b(τ)(s− sˆ) + c(τ)
where c : (τ1, τ2)→ R is locally biLipschitz on its image, a(τ) = ∇ff(sˆ, c(τ))
and b(τ) = f(sˆ, c(τ)). Moreover, both a and b are locally Lipschitz.
Up to an further locally biLipschitz change of variables, one can also as-
sume c(τ) = τ for all τ ∈ (τ1, τ2).
The proof is postponed after a lemma, which highlights a crucial step,
that is, the change of variables in the integral (1stVF) via a Lagrangian
homeomorphism for ∇f . Once we can make this step, the conclusion follows
quite directly.
Lemma 4.2. Suppose that f ∈ Liploc(ω) ∩ L∞(ω) satisfies (1stVF) on ω ⊂
R2 open. Let Ψ : ω˜ → ω, Ψ(s, τ) = (s, χ(s, τ)), be a locally biLipschitz
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Lagrangian homeomorphism associated with ∇f . Then
(11)
∫
ω˜
∂2sχ√
1 + (∂2sχ)
2
∂sθ dL2 = 0 for all θ ∈ Lipc(ω˜).
Proof. By Lemma 3.5 and Theorem 3.7, we can perform the change of vari-
ables (y, t) = Ψ(s, τ) = (s, χ(s, τ)) in (1stVF) to obtain
0 =
∫
ω
∇ff√
1 + (∇ff)2 (∇
fϕ+ ∂tf ϕ) dL2
=
∫
ω˜
∂2sχ√
1 + (∂2sχ)
2
(
∂sϕ˜ ∂τχ+ ∂τ f˜ ϕ˜
)
dL2
(12)
for each ϕ ∈ Lipc(ω).
Fix θ ∈ Lipc(ω˜). We would like to substitute ϕ˜ with θ∂τχ in (12), but ∂τχ
does not need to be Lipschitz. Let K := spt(θ) and, if ε > 0, let
Kε :=
{
(s, τ) ∈ R2 : dist((s, τ),K) < ε} .
Then (Kε)ε is a family of bounded open sets containing K and there exists
ε0 > 0 such thatKε0 b ω˜. Since Ψ is locally biLipschitz, there are C > c > 0
with
(13) C > ∂τχ > c a.e. in Kε0 ,
we can successfully apply an argument by smooth approximation.
Let ρ ∈ C∞c (R2) be a family of mollifiers and define χ := χ ∗ ρ ∈
C∞(K). By (13) and the properties of convolution with mollifiers, we have
the following facts for ε ∈ (0, ε0/2):
(i) c ≤ ∂τχ ≤ C on K and χ → χ a.e. on K;
(ii) ∇χ → ∇χ a.e. on K and ‖∇χ‖L∞(K) ≤ ‖∇χ‖L∞(Kε0 );
(iii) ∂s∂τχ = (∂s∂τχ)∗ρ = (∂τ f˜)∗ρ, therefore ∂s∂τχ → ∂s∂τχ a.e. on
K and ‖∂s∂τχ‖L∞(K) ≤ ‖∂τ f˜‖L∞(Kε0 ).
For every  > 0 small enough, the function (s, τ) 7→ θ(s,τ)∂τχ(s,τ) is well
defined and belongs to Lipc(ω˜). Since Ψ is locally biLipschitz, there exists
ϕ ∈ Lip(ω) such that ϕ˜ = θ∂τχ . Moreover, we have
∂sϕ˜ ∂τχ+ ∂τ f˜ ϕ˜ = ∂sθ
∂τχ
∂τχ
+ θ
−∂s∂τχ ∂τχ+ ∂τ∂sχ∂τχ
(∂τχ)2
Since ∂2sχ = ∂sf˜ ∈ L∞loc(ω˜), then ∂
2
sχ√
1+(∂2sχ)
2
∈ L∞loc(ω˜). From the facts (i)–
(iii) above and the Lebesgue Dominated Convergence Theorem, we obtain
0 = lim
→0
∫
ω˜
∂2sχ√
1 + (∂2sχ)
2
(
∂sϕ˜ ∂τχ+ ∂τ f˜ ϕ˜
)
dL2
=
∫
ω˜
∂2sχ√
1 + (∂2sχ)
2
∂sθ dL2.
We have so proven (11). 
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Proof of Theorem 4.1. By Lemma 4.2, χ satisfies (11). Therefore, ∂2sχ is a
constant function in s, that is, for almost every τ ∈ (τ1, τ2) the function
s 7→ χ(s, τ) is a polynomial of degree two. Thus, there are measurable
functions a, b, c : (τ1, τ2)→ R such that (10) holds.
First, notice that c(τ) = χ(sˆ, τ) for a.e. τ ∈ (τ1, τ2). Therefore, the map
c is a locally biLipschitz homeomorphism from (τ1, τ2) onto its image in R,
with c′ > 0 almost everywhere.
Second, since f(sˆ, χ(sˆ, τ)) = ∂sχ(sˆ, τ) = b(τ), the function b is in fact
locally Lipschitz.
Third, if δ > 0 is such that sˆ+ δ < s2, then we have
χ(sˆ+ δ, τ) = a(τ)δ2 + b(τ)δ + c(τ)
for a.e. τ ∈ (τ1, τ2), and thus the function a is also locally Lipschitz. More-
over, from Theorem 3.7 we have ∇ff(s, χ(s, τ)) = ∂sf˜(s, τ) = ∂2sχ(s, τ)
for a.e. (s, τ) ∈ (s1, s2) × (τ1, τ2). Since ∂2sχ(s, τ) = a(τ), then we obtain
a(τ) = ∇ff(s, χ(s, τ)) for a.e. (s, τ) ∈ (s1, s2)× (τ1, τ2).
Finally, notice that ∇ff(y, t) = a(τ(Ψ−1(y, t))) is locally Lipschitz on
Φ((s1, s2)× (τ1, τ2)). 
After Theorem 4.1, we can improve the existence result of Theorem 3.8
for f ∈ Liploc(R2) that satisfies (1stVF).
Corollary 4.3. Suppose that f ∈ Liploc(R2) satisfies (1stVF). Then there
exists a unique locally biLipschitz Lagrangian homeomorphism Ψ : R2 → R2,
Ψ(s, τ) = (s, χ(s, τ)), for f such that χ(0, τ) = τ for all τ ∈ R. Moreover, χ
is of the form
χ(s, τ) = a(τ)
s2
2
+ b(τ)s+ τ,
where a, b : R → R are the locally Lipschitz functions a(τ) = ∇ff(0, τ) and
b(τ) = f(0, τ).
Proof. By Theorem 4.1 and by the Invariance of Domain Theorem, the func-
tion Ψ in the corollary is a locally biLipschitz Lagrangian homeomorphism
Ψ : R2 → Ψ(R2). Again by Theorem 4.1, f belongs to C 1W(R2) and it
is a weak Lagrangian solution of ∆ff = 0. Therefore, we can apply [24,
Lemma 3.5] and obtain that Ψ is indeed surjective. 
Remark 4.4. We want to stress that, in Corollary 4.3, the condition (1stVF)
is crucial. For instance, consider f(y, t) = t2, which is locally Lipschitz on R2
but does not satisfy (1stVF). The maximal integral curves of ∇f = ∂y + t2∂t
are not defined on the whole line R. Indeed, γ(s) = (s, τ11−τ1(s−s1)) is the
solution to (9) with such f and it is not defined at s = 1+τ1sτ1 . 
5. Consequences of the second variation
If f ∈ Liploc(ω) is a local area minimizer, then the second variation formula
is non-negative,i.e., see [31]:
(2ndVF) ∀ϕ ∈ C∞c (ω) IIf (ϕ) ≥ 0.
By Lemma 2.1, the condition (2ndVF) can be extended to ϕ ∈ Lipc(ω).
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We recall that there are plenty of examples of functions f ∈ Liploc(ω), for
suitable open sets ω, that satisfy both conditions (1stVF) and (2ndVF), as
we wil see in Proposition 6.1, see also [15, 40].
The aim of this section is to prove the following theorem, which is a
restatement of Theorem 1.1.
Theorem 5.1. Suppose that f ∈ Liploc(R2) satisfies (1stVF) and (2ndVF).
Then ∇ff is constant and thus the graph Γf of f is an intrinsic plane.
More precisely, let Ψ(s, τ) = (s, χ(s, τ)) be the only Lagrangian parame-
trization associated with ∇f such that χ(0, τ) = τ for all τ , which exists by
Corollary 4.3. Then
χ(s, τ) = a
s2
2
+ bs+ τ
with a, b ∈ R.
We postpone the proof after a number of lemmas. The overall strategy is
the same as in [6]. On the other hand let us point out that we are not allowed
to carry out the same calculations as in [6] in computing the second variation
formula. In fact, here function f is supposed to be only locally Lipschitz
continuous and not C2. Thus we have to adapt the previous calculations.
Lemma 5.2. Let a, b ∈ Liploc(R), and define
χ(s, τ) =
a(τ)
2
s2 + b(τ)s+ τ.
Assume that Ψ : (s, τ) 7→ (s, χ(s, τ)) is a Lagrangian parametrization for
f ∈ Liploc(R2). Then:
(1) For all τ1, τ2 ∈ R, either a(τ1) = a(τ2) and b(τ1) = b(τ2), or 2
(
a(τ1)−
a(τ2)
)
(τ1 − τ2) >
(
b(τ1)− b(τ2)
)2;
(2) For almost every τ ∈ R we have either a′(τ) = b′(τ) = 0, or 2a′(τ) >
b′(τ)2.
Proof. First of all, notice that, by the uniqueness of solutions to (9) for f lo-
cally Lipschitz, the Lagrangian parametrization Ψ here is the one constructed
in Theorem 3.8. In particular, this Ψ is a locally biLipschitz homeomorphism.
The first part of the lemma is contained in Lemma 3.2 of [24]. Before
proving the second part, notice that 2a′(τ) ≥ b′(τ)2 follows directly from the
inequality 2
(
a(τ1)− a(τ2)
)
(τ1− τ2) ≥
(
b(τ1)− b(τ2)
)2, which holds for every
τ1, τ2 ∈ R. Moreover, since Ψ is locally biLipschitz, the function f ◦ Ψ is
differentiable for almost every (s, τ) ∈ R2.
In order to show the second part of the lemma, we show that the sets
Ek =
τ ∈ R : f ◦Ψ is differentiable at (s, τ) for a.e. s,a, b are differentiable at τ ,
k−2 < 2a′(τ) = b′(τ)2 and |τ | ≤ 2k

have zero measure, for all k ∈ N. Assume, by contradiction that L1(Ek) > 0
for a given k. Notice that, if τ ∈ Ek, then for almost every s ∈ R
∂tf(s, χ(s, τ)) =
a′(τ)s+ b′(τ)
a′(τ)s2/2 + b′(τ)s+ 1
=
1
sb′(τ)/2 + 1
.
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The denominator of this expression vanishes at s = − 2b′(τ) ∈ [2k, 2k]. There-
fore, for every N ∈ N and for every τ ∈ Ek there is Ik,N,τ ⊂ [−2k, 2k]
with L1(Ik,N,τ ) > 0, such that |∂tf(s, χ(s, τ))| ≥ N for all s ∈ Ik,N,τ .
Let BN,k :=
⋃
τ∈Ek Ik,N,τ × {τ} ⊂ [−2k, 2k]2. BN,k need not to be L2-
measurable. However, since L2 is a Borel outer measure, there exists a Borel
set B∗N,k ⊂ [−2k, 2k]2 such that
BN,k ⊂ B∗N,k and L2(B∗N,k) = L2(BN,k) .
Let
B∗N,k,τ :=
{
s ∈ R : (s, τ) ∈ B∗N,k
}
if τ ∈ R ,
then
B∗N,k,τ ⊃ Ik,N,τ for each τ ∈ Ek .
By Fubini’s theorem,
L2(B∗N,k) =
∫
R
L1(B∗N,k,τ ) dτ ≥
∫
Ek
L1(B∗N,k,τ ) dτ > 0
It follows that, for every N ∈ N,
ess sup
Ψ(B∗N,k)
|∂tf | ≥ N ,
where Ψ(B∗N,k) ⊂ R2 is a Borel set of L2-positive measure. This is a contra-
diction, because f ∈ Lip([−2k, 2k]2).
We conclude that L1(Ek) = 0 for all k ∈ N and thus that (2) holds. 
Lemma 5.3. Let a, b ∈ Liploc(R), and define
χ(s, τ) =
a(τ)
2
s2 + b(τ)s+ τ.
Assume that Ψ : (s, τ) 7→ (s, χ(s, τ)) is a locally biLipschitz Lagrangian
homeomorphism for f ∈ Liploc(R2) that satisfies (2ndVF). Then, for all
ϕ˜ ∈ Lipc(R2),∫
R2
(∂sϕ˜)
2a
′s2/2 + b′s+ 1
(1 + a2)3/2
− ϕ˜2 2a
′ − b′2
(a′s2/2 + b′s+ 1)(1 + a2)3/2
ds dτ ≥ 0,
where a, a′ and b′ are functions of τ , while ϕ˜ is a function of (s, τ).
Proof. Since the map Ψ is a locally biLipschitz homeomorphism, given ϕ˜ ∈
Lipc(R2) we have ϕ := ϕ˜ ◦ Ψ−1 ∈ Lipc(R2) and IIf (ϕ) ≥ 0. Performing a
change of variables via Ψ using Theorem 3.7, we have:
IIf (ϕ)=
∫
R2

(
∂sϕ˜+ ϕ˜
a′s+b′
a′s2/2+b′s+1
)2
(1 + a2)3/2
+
∂τ (ϕ˜2)
a′s2/2+b′s+1a
(1 + a2)1/2
(a′s2/2+b′s+1) dsdτ
=
∫
R2
[
(∂sϕ˜)
2a
′s2/2 + b′s+ 1
(1 + a2)3/2
+ ϕ˜2
(a′s+ b′)2
(a′s2/2 + b′s+ 1)(1 + a2)3/2
+
+ ∂s(ϕ˜
2)
a′s+ b′
(1 + a2)3/2
+ ∂τ (ϕ˜
2)
a
(1 + a2)1/2
]
ds dτ
=
∫
R2
[
(∂sϕ˜)
2a
′s2/2 + b′s+ 1
(1 + a2)3/2
+ ϕ˜2
(a′s+ b′)2
(a′s2/2 + b′s+ 1)(1 + a2)3/2
+
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− ϕ˜2 a
′
(1 + a2)3/2
− ϕ˜2 a
′
(1 + a2)3/2
]
ds dτ
=
∫
R2
[
(∂sϕ˜)
2a
′s2/2 + b′s+ 1
(1 + a2)3/2
+ ϕ˜2
b′2 − 2a′
(a′s2/2 + b′s+ 1)(1 + a2)3/2
]
ds dτ.

The following lemma is proven in [6, p.45].
Lemma 5.4. Let A,B ∈ R be such that B2 ≤ 2A and set h(t) := At2/2 +
Bt+ 1. If∫
R
φ′(t)2h(t) dt ≥ (2A−B2)
∫
R
φ(t)2
1
h(t)
dt ∀φ ∈ C1c (R),
then B2 = 2A.
Proof of Theorem 5.1. By Corollary 4.3, χ(s, τ) = a(τ) s2/2 + b(τ) s+ τ for
some a, b ∈ Liploc(R). By Lemma 5.3, we have, for all ϕ˜ ∈ Lipc(R2),∫
R2
(∂sϕ˜)
2a
′s2/2 + b′s+ 1
(1 + a2)3/2
− ϕ˜2 2a
′ − b′2
(a′s2/2 + b′s+ 1)(1 + a2)3/2
ds dτ ≥ 0.
By standard arguments (taking for example ϕ(x, y) := ϕ1(x)ϕ2(y)) we can
infer that for almost every τ ∈ R and all ϕ˜ ∈ Lipc(R)∫
R
ϕ˜′(s)2(a′s2/2 + b′s+ 1) ds ≥
∫
R
ϕ˜2
2a′ − b′2
(a′s2/2 + b′s+ 1)
ds,
where a, a′ and b′ are functions of τ . By Lemma 5.2, we have b′2 ≤ 2a′
for almost every τ ∈ R. Thus, we can apply Lemma 5.4 and obtain that
b′(τ)2 = 2a′(τ) for almost every τ ∈ R. By Lemma 5.2 again, we obtain
b′(τ) = a′(τ) = 0 for almost every τ ∈ R. 
6. C 1W-graphical strips
In this section we will study the functions appearing in Theorem 4.1 with
b ≡ 0 and sˆ = 0. Their intrinsic graph has been called graphical strip in
[15], where they have been studied under C2 regularity. This type of surface
in H has the shape of a helicoid: it contains the vertical axis {x = y = 0}
and the intersection with {(x, y, z) : (x, y) ∈ R2} is a line for every z ∈ R.
Here we will study the case when f could be less regular than C2.
Proposition 6.1. If a : R → R is continuous and non-decreasing, then the
map (s, τ) 7→ (s, a(τ) s22 + τ) is a homeomorphism R2 → R2 and there is
exactly one function f ∈ C 1W(R2) such that for all s ∈ R and all τ ∈ R:
(14) f
(
s, a(τ)
s2
2
+ τ
)
= a(τ)s.
The function f has the following properties:
(i) ∇ff(s, a(τ) s22 + τ) = a(τ);
(ii) f is locally Lipschitz on R2 \ {y = 0}, and if a ∈ Liploc(R), then f is
locally Lipschitz on R2;
(iii) if a ∈ Liploc(R), then (1stVF) holds;
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(iv) if a ∈ Liploc(R), then
IIf (ϕ) =
∫
R2
(∂sϕ˜)
2 (
a′
2 s
2 + 1)
(1 + a2)3/2
− 2ϕ˜2 a
′
(1 + a2)3/2(a
′
2 s
2 + 1)
ds dτ,
where a and a′ are functions in τ and ϕ˜(s, τ) := ϕ(s, a(τ) s
2
2 + τ).
Proof. By [24, Lemma 3.3], the map (s, τ) 7→ (s, a(τ) s22 + τ) is a homeomor-
phism R2 → R2. By [24, Remark 3.4], there is a unique function f ∈ C 1W
such that (14) and (i) hold.
Next, we show (ii). Let y, y′, t, t′, t′′, τ, τ ′ ∈ R be such that y · y′ > 0 and
(y, t) = (y,
1
2
a(τ)y2 + τ),
(y′, t′) = (y′,
1
2
a(τ ′)y′2 + τ ′),
(y, t′′) = (y,
1
2
a(τ ′)y2 + τ ′).
Observe first that, if t′′ 6= t, then τ ′ 6= τ . Thus, if a(τ ′) = a(τ), we can infer
that
f(y, t′′)− f(y, t) = (a(τ ′)− a(τ))y = 0 .
Otherwise ∣∣∣∣f(y, t′′)− f(y, t)t′′ − t
∣∣∣∣ =
∣∣∣∣∣ (a(τ ′)− a(τ))y1
2(a(τ
′)− a(τ))y2 + (τ ′ − τ)
∣∣∣∣∣
=
∣∣∣∣∣ 1y
2 +
1
y
τ ′−τ
a(τ ′)−a(τ)
∣∣∣∣∣ ≤ 2|y| ,
(15)
because τ
′−τ
a(τ ′)−a(τ) > 0. Second, we estimate
|f(y′, t′)− f(y, t)| ≤ |f(y′, t′)− f(y, t′′)|+ |f(y, t′′)− f(y, t)|
≤ |a(τ ′)||y′ − y|+ 2|y| |t
′′ − t|
≤ |a(τ ′)||y′ − y|+ 2|y|(|t
′′ − t′|+ |t′ − t|)
≤ |a(τ ′)||y′ − y|+ 1|y| |a(τ
′)||y2 − y′2|+ 2|y| |t
′ − t|
= |a(τ ′)|
(
1 +
|y + y′|
|y|
)
|y′ − y|+ 2|y| |t
′ − t|.
(16)
This shows that f is locally Lipschitz on {(y, t) : y 6= 0}. If a is locally
Lipschitz and I ⊂ R is a bounded interval, then for τ, τ ′ ∈ I we have
τ ′−τ
a(τ ′)−a(τ) ≥ 1L for some L > 0 depending on I. Thus, we obtain in (15)∣∣∣∣f(y, t′′)− f(y, t)t′′ − t
∣∣∣∣ ≤ L|y|.
The estimate (16) is then
|f(y′, t′)− f(y, t)| ≤ |a(τ ′)|
(
1 + L
|y + y′|
2
|y|
)
|y′ − y|+ L|y||t′ − t|,
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which shows that f ∈ Liploc(R2).
Let’s prove (iii). Assume that a is locally Lipschitz. From (ii) we
know that f is locally Lipschitz, and thus the Lagrangian parametrization
Ψ(s, τ) = (s, χ(s, τ)) with χ(s, τ) = a(τ)s2/2+τ is a biLipschitz homeomor-
phism by Theorem 3.8. Performing a change of variables as in Lemma 3.5
and Theorem 3.7, we obtain for all ϕ ∈ C∞c (R2)
If (ϕ) =
∫
R2
a(τ)√
1 + a(τ)2
(
∂sϕ˜(s, τ) +
ϕ˜(s, τ)a′(τ)s
a′(τ)s2/2 + 1
)
(a′(τ)s2/2 + 1) ds dτ
=
∫
R2
a(τ)√
1 + a(τ)2
∂
∂s
(
ϕ˜(s, τ) (a′(τ)s2/2 + 1)
)
dsdτ = 0.
Finally, part (iv) has already been proven in Lemma 5.3, because by (ii)
the function f is locally Lipschitz when a ∈ Liploc(R). 
Remark 6.2. Notice that, if there exists τ ∈ R such that limτ ′→τ a(τ
′)−a(τ)
τ ′−τ =
∞, then, from (15), we get, for each y 6= 0, limt′′→t
∣∣∣f(y,t′′)−f(y,t)t′−t ∣∣∣ = 2|y| , and
therefore f is not locally Lipschitz on R2. An example of such phenomenon
is the one in Section 8. 
In our coordinates (x, y, z) for H, the intrinsic graph of functions as in
Proposition 6.1 have the shape of helicoids:
Γf = {(0, 0, τ) + s(a(τ), 1, 0) : (s, τ) ∈ R2}.
Moreover, we have the following result for the horizontal vector field Ω :=
H \ {x = y = 0}
(17) ν(x, y, z) := − y√
x2 + y2
X|(x,y,z) +
x√
x2 + y2
Y |(x,y,z).
Proposition 6.3. The vector field ν is divergence free in Ω = H \ {x = y =
0}, and it is a local calibration for the intrinsic graph Γf for any f as in
Proposition 6.1.
As a consequence, Γf is a local area minimizer outside the vertical axis,
i.e., for every p ∈ Γf \ {x = y = 0} there is U ⊂ H open such that Γf is area
minimizer in U .
Proof. It is clear that the distributional divergence of ν in Ω is
div ν = −X
(
y√
x2 + y2
)
+ Y
(
x√
x2 + y2
)
= 0.
Next, let Gf be the subgraph of f , i.e., Gf = {(0, y, t)(ξ, 0, 0) : ξ ≤ f(y, t)}.
It is well known (see [4, Theorem 1.2]) that Gf is a set of locally finite perime-
ter and that its reduced boundary is the intrinsic graph Γf . We describe Γf
as image of the map G : R2 → R3, G(s, τ) = (0, s, χ(s, τ))(f(s, χ(s, τ)), 0, 0).
Since χ(s, τ) = a(τ)s2/2 + τ , then G(s, τ) = (0, 0, τ) + s(a(τ), 1, 0). Hence,
its unit normal is
νGf (G(s, τ)) = −
1√
1 + a(τ)2
X|G(s,τ) +
a(τ)√
1 + a(τ)2
Y |G(s,τ).
By a direct computation, one easily shows that νGf (G(s, τ)) = ν(G(s, τ)).
18 NICOLUSSI AND SERRA CASSANO
Figure 1: Image of the surface Γf from Theorem 7.1
By a calibration argument [6, Theorem 2.3], we conclude that the subgraph
Gf is a local perimeter minimizer in Ω. 
7. First example
Theorem 7.1. Define f : R2 → R as
f(y, t) :=

0 t ≤ 0
2t
y 0 < t ≤ y
2
2
y t > y
2
2 .
Then the following holds:
(i) f ∈W 1,ploc (R2) ∩ C0(R2) ∩ Liploc(R2 \ {0}), where 1 ≤ p < 3.
(ii) ∇ff ∈ C 0(R2 \ {0}) ∩ L∞(R2).
(iii) f is stable, but Γf is not an intrinsic plane.
(iv) The intrinsic graph of f is Γf = Γ1 ∪ Γ2 ∪ Γ3 ⊂ H, where
Γ1 = {(0, y, t) : t ≤ 0, y ∈ R},
Γ2 = {(x, y, 0) : 0 ≤ x ≤ y} ∪ {(x, y, 0) : y ≤ x ≤ 0},
Γ3 = {(x, y, t) : x = y, t ≥ 0}.
The surface Γf is a cone with respect to the dilations δλ(x, y, z) =
(λx, λy, λ2z).
(v) For each p ∈ Γf \ {0}, there is a neighborhood U of p in H, such that
Γf is area minimizing in U .
See Figure 1 for an image of the surface Γf .
Remark 7.2. We are not able to prove nor disprove that Γf is area mini-
mizing in a neighborhood of (0, 0, 0). 
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Remark 7.3. In a neighborhood of (1, 0) ∈ R2, the function f above is
Lipschitz but not C1. Therefore, by [8, Theorem 1.3], f is not a vanishing
viscosity solution of the minimal surface equation in the sense of [8, Definition
1.1]. However, f is a distributional solution to the equation. 
Proof of Theorem 7.1. Point (iv) is immediate. Let us prove point (v). No-
tice that the vector field ν defined in (17) is a calibration of Γf in the open
half-spaces S1 := {y > 0} and S2 := {y < 0}, while X is a calibration in the
open half-space S3 := {t < 0} and X−Y√2 is a calibration in S4 := {t > 0}.
Since every point in Γf \ {0} belongs to one of these four open sets, Γf \ {0}
is locally area minimizing. This shows (v).
Since f is absolutely continuous along almost every line parallel to the
coordinate axes, its distributional derivatives correspond to the pointwise
derivatives:
∂yf(y, t) =

0 t ≤ 0
− 2t
y2
0 < t ≤ y22
1 t > y
2
2 ,
∂tf(y, t) =

0 t ≤ 0
2
y 0 < t ≤ y
2
2
0 t > y
2
2 ,
∇ff(y, t) = (∂yf + f∂tf)(y, t) =

0 t ≤ 0
2t
y2
0 < t ≤ y22
1 t > y
2
2 .
It is then immediate to see that the parts (i) and (ii) of the theorem are
true.
Part (iii) follows from the Lemma 7.5 below. 
Lemma 7.4 (Approximation). For  > 0, define f : R2 → R as
f(y, t) :=

0 t ≤ 0
2yt
y2+2
0 < t ≤ y2+22
y t > y
2+2
2
Then, the following holds for every  > 0:
(a) f ∈ Liploc(R2) and its biLipschitz Lagrangian homeomorphism Ψ :
R2 → R2 is Ψ(s, τ) = (s, χ(s, τ)) with χ(s, τ) = a(τ)2 s2 + τ , where
a(τ) :=

0 τ ≤ 0
τ
 0 ≤ τ ≤ 
1  ≤ τ.
(b) lim→0+ f = f in W
1,p
loc (R
2) for all p ∈ [1, 3).
(c) ∇ff ∈ C0(R2) and lim→0+ ∇ff = ∇ff in Lploc(R2) for all p ∈
[1,∞).
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Proof. Since f is absolutely continuous along almost every line parallel to
the coordinate axes, its distributional derivatives are
∂yf =

0 t ≤ 0
−2t(y2−2)
(y2+2)2
0 < t ≤ y2+22
1 t > y
2+2
2
and ∂tf =

0 t ≤ 0
2y
y2+2
0 < t ≤ y2+22
0 t > y
2+2
2
.
Since both ∂yf and ∂tf are bounded on bounded subsets of R2, we obtain
that f ∈ Liploc(R2). A direct computation shows that f(s, χ(s, τ)) =
∂sχ(s, τ) for all s, τ ∈ R and that Ψ is indeed biLipschitz. So, part (a)
holds.
Let us now observe that f → f , ∂yf → ∂yf and ∂tf → ∂tf pointwise
almost everywhere in R2. Moreover, |f| ≤ g1, |∂yf| ≤ g2 and |∂tf| ≤ g3
almost everywhere in R2, where
g1(y, t) := |y|, g2(y, t) := 1,
g3(y, t) :=

0 t ≤ 0
2
|y| 0 < t ≤ y
2
2√
2√
t
y2
2 < t <
y2
2 + 1
0 y
2
2 + 1 < t.
Since, for every L > 0 and p 6= 2,∫
[−L,L]2
|g3(y, t)|p dy dt=
(
1− p 2
p−1
2− p
)∫ L
−L
|y|2−p dy + 2
p
2− p
∫ L
−L
(
y2 + 2
) 2−p
2 dy,
then g3 ∈ Lploc(R2) for all 1 ≤ p < 3. Clearly, we also have g1, g2 ∈ Lploc(R2)
for all 1 ≤ p < 3. Therefore, by the Dominated Convergence Theorem,
f → f in W 1,ploc (R2) for all 1 ≤ p < 3, i.e., statement (b) in the lemma.
For part (c), one can check by direct computation that
∇ff =

0 t ≤ 0
2t
y2+2
0 < t ≤ y2+22
1 t > y
2+2
2
Moreover, we have ∇ff → ∇ff in Lploc(R2) for all p ∈ [1,∞). Indeed, on
one hand the pointwise convergence ∇ff in R2 is clear. On the other hand,
|∇ff(y, t)| ≤ 1 for a.e. (y, t) ∈ R2 and for all  ∈ (0, 1), and therefore we
can conclude again by the Dominated Convergence Theorem. 
Lemma 7.5 (Stability). The function f defined in Theorem 7.1 is stable.
Proof for “f satisfies (1stVF)”. Let f as in Lemma 7.4 and ϕ ∈ C∞c (R2).
Since f → f in W 1,2loc (R2), then If (ϕ) = lim→0 If(ϕ) by Lemma 2.1. By
Proposition 6.1.(iii), If(ϕ) = 0 for all , thus If (ϕ) = 0. 
Proof for “f satisfies (2ndVF)”. Let f and a as in Lemma 7.4 and ϕ ∈
C∞c (R2). Since f → f in W 1,2loc (R2), then IIf (ϕ) = lim→0 IIf(ϕ) by
Lemma 2.1. By Proposition 6.1.(iv),
IIf(ϕ) =
∫
R2
[
(∂sϕ˜)
2 (
a′
2 s
2 + 1)
(1 + a2 )
3/2
− 2ϕ˜2
a′
(1 + a2 )
3/2(a
′

2 s
2 + 1)
]
ds dτ,
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Figure 2: Image of the surface Γf from Theorem 8.1
where we have ϕ˜(s, τ) = ϕ(s, χ(s, τ)), χ(s, τ) =
a(τ)
2 s
2 + τ and f˜(s, τ) =
∂sχ(s, τ) = a(τ)s. Since
(∂sϕ˜)
2 (
a′
2 s
2 + 1)
(1 + a2 )
3/2
≥ 0,
the thesis follows if it is true that
(18) lim sup
→0
∫
R2
ϕ˜2
a′
(1 + (∂sf˜)2)3/2(
a′
2 s
2 + 1)
ds dτ ≤ 0.
For proving (18), Recall that a′(τ) = 1/ for τ ∈ [0, ] and 0 otherwise. So,
if we perform the change of variables v = s√
2
and w = τ , we obtain∫
R2
ϕ˜2
a′
(1 + (a)2)3/2(
a′
2 s
2 + 1)
dL2(s, τ)
=
∫
R
∫ 
0
ϕ(s,
τs2
2
+ τ)2
1/
(1 + (τ/)2)3/2( 12s
2 + 1)
dτ ds
=
√
2
∫
R
∫ 1
0
ϕ(
√
2v, w(v2 + 1))2
1
(1 + w2)3/2(v2 + 1)
dw dv
≤
√
2M
∫
R
1
v2 + 1
dv
∫ 1
0
1
(1 + w2)3/2
dw
where M = supR2 ϕ2. Since
∫
R
1
v2+1
dv
∫ 1
0
1
(1+w2)3/2
dw < ∞, taking the
limsup as → 0 we get (18). 
8. Second example
In this section we construct the example that proves Theorem 1.4. We
summarize the results in the following statement, whose proof covers the
whole section. A plot of the graph Γf can be found in Figure 2.
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Theorem 8.1. Let a : R→ [0, 1] be the function that is the Cantor staircase
when restricted to [0, 1] and with a(τ) = 0 for τ ≤ 0, a(τ) = 1 for τ ≥ 1.
Let f ∈ C 1W(R2) be the function such that f(s, a(τ)s2/2 + τ) = a(τ)s, as in
Proposition 6.1. Then the following holds:
(i) f ∈W 1,2loc (R2) ∩ C 1W(R2) ∩ Liploc(R2 \ ({0} × R)).
(ii) f is stable, but Γf is not an intrinsic plane. The surface Γf is locally
area minimizing in H \ {(0, 0, z) : z ∈ C}, where C ⊂ [0, 1] is the
ternary Cantor set.
The fact that Γf is not an intrinsic plane is clear. The fact that Γf is locally
area minimizing in H \ {(0, 0, z) : z ∈ C} is proven as in Theorem 7.1.(v):
More precisely, if p ∈ Γf \ {x = y = 0}, then ν is a local calibration by
Proposition 6.3; if p ∈ {(0, 0, z) : z /∈ C}, then there is U ⊂ H open, p ∈ U
so that U ∩ Γf is a subset of an intrinsic plane.
The fact that f ∈ C 1W(R2) ∩ Liploc(R2 \ ({0} × R)) follows from Proposi-
tion 6.1. For proving that f is stable, we shall construct a Lipschitz approx-
imation of a and then complete the proof by approximation. In particular,
we show through Lemma 8.2 that f ∈ W 1,2loc (R2). Finally we will estimate
the first and the second variations of f in Lemmas 8.3 and 8.4.
Define the closed sets C(n) ⊂ [0, 1], n ∈ N, inductively as follows: C(0) :=
[0, 1] and
C(n+ 1) :=
1
3
C(n) ∪
(
2
3
+
1
3
C(n)
)
.
For k, n ∈ N, define
C(n, k) :=
{[
k
3n ,
k+1
3n
]
if [k/3n, (k + 1)/3n] ⊂ C(n)
∅ otherwise.
Let Jn be the collection of k ∈ {0, . . . , 3n} such that C(n, k) 6= ∅. We
have #Jn = 2n and C(n) =
⊔
k∈Jn C(n, k). Moreover,
C =
∞⋂
n=1
C(n)
is the ternary Cantor set in [0, 1]. Set q := 23 .
For n ∈ N, let an : [0, 1] → [0, 1] be tha classical sequence of piecewise
affine functions for which an → a uniformly on [0, 1] and a agrees wiht the
Cantor staircase function. A possible way for defining (an)n is the following
one. For n ∈ N, define an : R→ [0, 1] as the absolutely continuous function
an(τ) =
∫ τ
−∞ a
′
n(r) dr, where a′n(r) :=
1
qn1C(n)(r). Then an → a uniformly
on R, where a : R→ R is the function such that a(τ) = 0 for τ ≤ 0, a(τ) = 1
for τ ≥ 1 and a|[0,1] is the Cantor function on the ternary Cantor set C.
Notice that a(τ) = an(τ) for all τ ∈ R \ C(n). By continuity, the equality
holds also on ∂C(n).
For y ∈ R and k ∈ Jn define the following subsets of R:
Cy(n, k) :=
{
an(τ)
y2
2
+ τ : τ ∈ C(n, k)
}
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=
[
a
(
k
3n
)
y2
2
+
k
3n
, a
(
k + 1
3n
)
y2
2
+
k + 1
3n
]
;
Cy(n) :=
{
an(τ)
y2
2
+ τ : τ ∈ C(n)
}
=
⊔
k∈Jn
Cy(n, k);
Cy :=
{
a(τ)
y2
2
+ τ : τ ∈ C
}
=
∞⋂
n=1
Cy(n).
Notice that
L1(Cy(n, k) = 1
2n
(
y2
2
+ qn
)
, L1(Cy(n)) = y
2
2
+ qn, L1(Cy) = y
2
2
.
For each n ∈ N, define fn ∈ C 1W as the function such that, for all (s, τ) ∈
R2, fn
(
s, an(τ)s
2/2 + τ
)
= an(τ)s, as in Proposition 6.1. Since an is locally
Lipschitz, fn is locally Lipschitz as well, for all n.
Lemma 8.2 (Approximation). The sequence of functions fn defined above
converge to f in W 1,2loc (R
2). In particular, f ∈W 1,2loc (R2).
Proof. First of all, we claim that f is absolutely continuous along almost
all coordinates lines. Indeed, by Proposition 6.1, f is locally Lipschitz on
R2\{y = 0} and thus t 7→ f(y, t) is absolutely continuous if y 6= 0. Moreover,
if t /∈ C, then y 7→ f(y, t) is constant in a neighborhood of 0, so it is absolutely
continuous on R. Since L1(C) = 0, this completes the proof of the claim.
Therefore, the distributional derivatives ∂yf and ∂tf are functions and
coincide almost everywhere with the derivatives of f along the coordinates
lines.
We compute
(19) ∂tfn(y, t) =
{
y
y2/2+qn
if t ∈ Cy(n)
0 if t /∈ Cy(n).
Since an is piecewise affine, then t 7→ fn(y, t) is also piecewise affine. If
t /∈ Cy(n), then ∂tfn(y, t) = 0. If k ∈ Jn, then t 7→ ∂tfn(y, t) is constant on
Cy(n, k) = [t1, t2]. Thus
∂tfn(y, t) =
fn(y, t2)− fn(y, t1)
t2 − t1 =
a(k+13n )y − a( k3n )y
a(k+13n )y
2/2 + k+13n − a( k3n )y2/2− k3n
=
y
y2/2 + qn
This shows (19). Next, we show that
(20) ∂tf(y, t) =
{
2
y for a.e. t ∈ Cy
0 otherwise.
Fix y ∈ R. So, if t /∈ Cy, then t′ 7→ f(y, t′) is constant in a neighborhood
of t, hence ∂tf(y, t) = 0. If y = 0, then C0 = C has measure zero. Let
y 6= 0 and t ∈ Cy be such that t′ 7→ f(y, t′) is differentiable at t. Then, if
t = a(τ)y
2
2 + τ and t
′ = a(τ ′)y
2
2 + τ
′, we have
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lim sup
t′→t
|f(y, t′)− f(y, t)|
|t′ − t| = lim supτ ′→τ
(a(τ ′)− a(τ))y
(a(τ ′)− a(τ))y22 + (τ ′ − τ)
≤ 2
y
lim sup
τ ′→τ
1
1 + 2
y2
τ ′−τ
a(τ ′)−a(τ)
≤ 2
y
.
Moreover, if y > 0 is such that t 7→ f(y, t) is absolutely continuous, which
happens for almost every y ∈ R by Proposition 6.1, from the inequalities
y = f(y,
1
2
y2 + 1) =
∫ 1
2
y2+1
0
∂tf(y, t) dt =
∫
Cy
∂tf(y, t) dt ≤ 2
y
|Cy| = y
follows that ∂tf(y, t) = 2y . The same strategy applies to the case y < 0 and
so we have (20).
Now we prove the first convergence, that is,
(21) ∂tfn → ∂tf in L2loc(R2).
We directly compute∫ `
0
∫
R
|∂tfn(y, t)− ∂tf(y, t)|2 dtdy
=
∫ `
0
[∫
Cy(n)\Cy
(
y
y2/2 + qn
)2
dt+
∫
Cy
∣∣∣∣ yy2/2 + qn − 2y
∣∣∣∣2 dt
]
dy
=
∫ `
0
[(
y
y2/2 + qn
)2
(|Cy(n)| − |Cy|) +
∣∣∣∣ yy2/2 + qn − 2y
∣∣∣∣2 |Cy|
]
dy
= qn
∫ `
0
(
y
y2/2 + qn
)2
dy + 2q2n
∫ `
0
1
(y2/2 + qn)2
dy
= 4qn
∫ `
0
1
y2/2 + qn
dy
= 2
∫ `/√2qn
0
√
2qn
x2 + 1
dx = 2
√
2qn/2 arctan
(
`√
2
q−n/2
)
,
The last expression goes to 0 as n→∞, and so (21) is proven.
The next step is to show that
(22) fn → f and ∇fnfn → ∇ff uniformly on compact sets.
First of all, if  > 0 and K > 0, then there is N > 0 such that for all t ∈ R,
all y ∈ R with |y| ≤ K and all n ≥ N there are τ1, τ2 ∈ R \ C(n) such that
t1 := a(τ1)
y2
2
+ τ1 ≤ t ≤ a(τ2)y
2
2
+ τ2 =: t2,
and a(τ2)− a(τ1) ≤ .
Secondly, notice that an = a on R \ C(n). So,
∇fnfn(y, t)−∇ff(y, t) ≤ ∇fnfn(y, t2)−∇ff(y, t1) = a(τ2)− a(τ1) ≤ ,
∇ff(y, t)−∇fnfn(y, t) ≤ ∇ff(y, t2)−∇fnfn(y, t1) = a(τ2)− a(τ1) ≤ .
Therefore, there is N ∈ N such that for all (y, t) ∈ R2 with |y| ≤ K and
all n ≥ N , |∇fnfn(y, t) − ∇ff(y, t)| ≤ , i.e., ∇fnfn → ∇ff uniformly on
compact sets.
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Next, notice that f(y, t) = ∇ff(y, t) y and fn(y, t) = ∇fnfn(y, t) y. There-
fore, fn → f uniformly on compact sets as well and (22) is proven.
Finally, we conclude that
(23) ∂yfn → ∂yf in L2loc(R2).
Indeed, since f is ACL, we have, whenever ∇fn exist for all n,
∂yfn = ∇fnfn − fn∂tfn.
Since the right hand side converges to ∂yf in L2loc(R2), the left hand side
does the same. The proof is complete. 
Lemma 8.3. The function f satisfies (1stVF).
Proof. Let fn as above and ϕ ∈ C∞c (R2). Since fn → f in W 1,2loc (R2), then
If (ϕ) = limn→∞ Ifn(ϕ) by Lemma 2.1. By Proposition 6.1.(iii), Ifn(ϕ) = 0
for all n, thus If (ϕ) = 0. 
Lemma 8.4. The function f satisfies (2ndVF).
Proof. Fix ϕ ∈ C∞c (R2). Since fn → f in W 1,2loc (R2) and ∇fnfn → ∇ff
uniformly on compact sets, then
IIf (ϕ) = lim
n→∞ IIfn(ϕ).
Since an is locally Lipschitz, by Proposition 6.1.(iv), we have
IIfn(ϕ) =
∫
R2
(∂sϕ˜n)
2 (
a′n
2 s
2 + 1)
(1 + a2n)
3/2
− 2ϕ˜2n
a′n
(1 + (an)2)3/2(
a′n
2 s
2 + 1)
ds dτ,
where ϕ˜n(s, τ) := ϕ(s, an(τ) s
2
2 + τ). So, we only need to show that
lim sup
n→∞
∫
R2
ϕ˜2n
a′n
(1 + (an)2)3/2(
a′n
2 t
2 + 1)
dtdτ ≤ 0.
Let M := supp∈R2 ϕ(p)2. Then∫
R2
ϕ˜2n
a′n
(1 + (an)2)3/2(
a′n
2 s
2 + 1)
dtdτ
≤M
∫
C(n)
a′n
(1 + (an)2)3/2
∫
R
1
(a
′
n
2 s
2 + 1)
dtdτ
If τ ∈ C(n), then a′n = q−n and, after substituting v =
√
1
2qn s, dv =√
1
2qn ds ∫
R
1
(a
′
n
2 s
2 + 1)
ds =
∫
R
√
2qn
v2 + 1
dv =
√
2qnpi.
Moreover, ∫
C(n)
a′n
(1 + (an)2)3/2
dτ =
∑
k∈Jk
∫ k+1
3n
k
3n
a′n
(1 + (an)2)3/2
dτ
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For each k ∈ Jk, make the substitution v = an(τ), dv = a′n dτ , k3n 7→
an(
k
3n ) = a(
k
3n ),
k+1
3n 7→ an(k+13n ) = a(k+13n )∫ k+1
3n
k
3n
a′n
(1 + (an)2)3/2
dτ =
∫ a( k+1
3n
)
a( k
3n
)
1
(1 + v2)3/2
dv
So, ∑
k∈Jk
∫ k+1
3n
k
3n
a′n
(1 + (an)2)3/2
dτ =
∫ 1
0
1
(1 + v2)3/2
dv =
1√
2
.
All in all, we have
lim sup
n→∞
∫
R2
ϕ2n
a′n
(1 + (an)2)3/2(
a′n
2 s
2 + 1)
dsdτ ≤ lim sup
n→∞
M
√
qnpi = 0.

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