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The expressive power of existentially quantified Boolean formulas ∃CNFwith free variables
is investigated.We introduce a hierarchy of subclasses ∃MU∗(k) of ∃CNF formulas based on
the maximum deficiency k of minimal unsatisfiable subformulas of the bound part of the
formulas. We will establish an upper bound of the size of minimally equivalent circuits. It
will be shown, that there are constants a and b, such that for every formula in ∃MU∗(k) of
lengthm of the bound part and length l of the free part of the formula there is an equivalent
circuit of size less than l+ a ·mb(log2(m)+k)2 .
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1. Introduction
Existentially quantified Boolean formulas with free variables play an important role in dealing with propositional
formulas. For example, if we transform propositional formulas into formulas in conjunctive normal form in polynomial-
time by means of helper variables, the formulas are not equivalent in general, but they are satisfiability equivalent. That
is, the original formula is satisfiable if and only if the resulting formula is satisfiable. By adding a prefix ∃X for the helper
variables X to the resulting formula, we obtain equivalent formulas. Another example is the transformation of a clause with
more than three literals into a conjunction of clauses where each clause consists of three literals. If we add the existential
prefix for the helper variables to the conjunction of 3-clauses, the resulting existentially quantified formula is equivalent to
the original long clause. The last example relates to restricted equivalence. For a propositional formula α over the variable
sets X and Y and a formula β over X , we want to decide whether α and β are equivalent when restricted to propositions
over X . That is, we have to determine whether, for all formulas σ over X , the formula α implies σ if and only if β implies σ .
This problem is equivalent to the question whether ∃Yα is equivalent to β .
The paper in hand, investigates the expressive power of existentially quantified Boolean formulas with free variables.
The starting point is the well-known Horn complexity and the relation to circuit complexity. In terms of quantified Boolean
formulas, let ∃xφ be a formula with matrix φ in conjunctive normal form (CNF). When we restrict the bound part of the
clauses to Horn clauses then we denote this class as ∃HORNb. It has been shown in [1] that there is a polynomial p such that
for every formula of that class with size n there exists an equivalent circuit of at most size p(n). From the other side, the
expressive power of the class ∃CNF in terms of the size of equivalent circuits is not well understood. For ∃CNF there must
exist minimally equivalent circuits of superpolynomial size, assuming the widely believed conjecture that the polynomial
hierarchyΠpn (resp.Σ
p
n ) does not collapse. That follows from the fact that for every circuit there is a complementary circuit
of linear length and that the satisfiability problem for QBF-formulas with prefix (∀∃)t isΠp2t–complete [7].
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A careful analysis of ∃CNF formulas shows that the minimal unsatisfiable subformulas and their distribution play an
important role with respect to the expressive power. For example, let Φ = ∃x1∃x2∃x3 : (x1 ∨ z1) ∧ (¬x1 ∨ z2) ∧ (¬x1 ∨
x2 ∨ z3)∧ (¬x2 ∨ z4). After the removal of the free variables zi the matrix contains two minimal unsatisfiable subformulas:
(x1∧¬x1) and x1∧(¬x1∨x2)∧(¬x2). Whenwe collect the removed free variables of eachminimal unsatisfiable subformula
in a clause, we obtain the equivalent formula (z1 ∨ z2) ∧ (z1 ∨ z3 ∨ z4).
Minimal unsatisfiable Horn formulas have a very simple structure. In the case of n variables the formulas consist always
of n+ 1 clauses. For a CNF formula φ over n variables andm clauses the deficiency has been defined as d(φ) = m− n. The
deficiency of a minimal unsatisfiable formula is always greater than 0 [2].
If MU is the class of minimal unsatisfiable formulas, and MU(k) is the class of MU-formulas with deficiency k, then every
minimal unsatisfiable Horn formula is in MU(1) and
⋃
kMU(k)=MU holds. It has been shown that the problem to decide
whether a formula belongs toMU is DP -complete [6]. For fixed k, the problem to decide whether a formula belongs toMU(k)
is solvable in polynomial time [3].
A natural extension of ∃HORNb formulas are the classes of ∃CNF formulas for which every minimal unsatisfiable
subformula of the bound part has a deficiency of at most k, for a fixed k. We will prove an upper bound for the size of
minimally equivalent circuits. For example, we will see that for formulas whose bound part consists of 3-clauses and has
maximum deficiency k for the minimal unsatisfiable subformulas it holds: In case of n bound variables and length l of the
free part of the formula there is an equivalent circuit of size less than l+ nk+1 (log2(n)+ k+ 2) (2n)(log2(n)+k)2 .
The algorithm for computing an equivalent circuit is based on a restriction of hyperresolution. We consider
hyperresolution refutations for which the side-clauses and the resolvent are of length at most log2(n) + k. This resolution
restriction is an extension of the unit-hyperresolution – the side-clauses and the resolvent are units – which is complete for
Horn formulas. We will show that such refutations are sufficient for minimal unsatisfiable formulas with deficiency k and n
bound variables.
The paper is organized as follows: At first we present a formal definition of the classes and some basic propositions for
minimal unsatisfiable formulas with fixed deficiency. Then we introduce the so-called k-bound hyperresolution and prove
some properties for minimal unsatisfiable formulas. The main chapter contains the circuit-generating algorithm and the
proof of the upper bound.
2. Notations
We assume that the reader is familiar with the basic notations of propositional formulas. For a variable x, ¬x is called a
negative literal and x a positive literal. A clause is a disjunction of literals. A formula in conjunctive normal form (CNF) is a
conjunction of clauses. Horn formulas (HORN) are conjunctions of Horn clauses, each Horn clause containing at most one
positive literal. A clause is a 3-clause, if the clause consists of at most three literals.
A formula Φ is in ∃CNF (∃HORN resp.) if Φ = ∃x1 . . . ∃xnφ, where the matrix φ is in CNF (HORN resp.). The variables
x1, . . . , xn are called bound variables and the other variables inφ are free variables.Wedenote the variables xi as existentially
quantified variables, too. Instead of a sequence of existential quantifiers with their variables we also use the notation
Φ = ∃Xφ with X := {x1, . . . , xn}.
The bound length of a propositional or quantified Boolean formula is the number of occurrences of bound variables
including the variables in the quantifier prefix. The free length is the number of occurrences of free variables. For example,
the formula ∃x1∃x2∃x3 : (x1 ∨ z1) ∧ (¬x1 ∨ z2) ∧ (¬x1 ∨ x2) ∧ (¬x2 ∨ ¬z2 ∨ z3) has bound length 8 and free length 4.
A circuit c is a directed acyclic graph with one outgoing edge. A node represents either an input or an ∧-gate (AND),
∨-gate (OR), or ¬-gate (NOT). The input nodes do not have ingoing edges. The nodes representing gates have at most two
ingoing edges. The ingoing edges are labeled with distinct propositional variables. For the inputs z1, . . . , zn, we often denote
the circuit as c(z1, . . . , zn). A circuit represents a Boolean function, and for any assignment of truth values to the input
variables zi, the circuit returns the corresponding truth value. The size of a circuit is the number of gates.
Two formulas α and β are equivalent if and only if for every truth assignment for the free variables both formulas are
either true or false, in symbols α ≈ β . Similarly, we define the equivalence between circuits and formulas. A circuit c is
equivalent to a formula α if and only if for every truth assignment for the free variables (input variables resp.) they return
the same truth value.
Next we generalize the classes ∃CNF and ∃Horn to classes in which only the bound part of the clauses form a clause in
the strong sense. This extension is motivated mainly by technical reasons, because later on we want to deal with formulas
with pairwise distinct clauses over bound variables.
1. Let X be a variable set. A formula α is called an X-clause if α = bX (α) ∨ fX (α) is a disjunction of a clause bX (α) over the
variables X and a formula fX (α) that does not contain any variable in X . For an X-clause α, we denote the clause over X
by bX (α) and the other part by fX (α).
2. A formula φ = φ1 ∧ · · · ∧ φn is in X-CNF, if every φi is an X-clause. Then we write bX (φ) = bX (φ1) ∧ · · · ∧ bX (φn) and
fX (φ) = fX (φ1) ∧ · · · ∧ fX (φn).
Based on the definition of X-clauses, we introduce the classes ∃CNFb := {∃Xφ | φ ∈ X-CNF} and ∃HORNb :=
{∃Xφ | bX (φ) ∈HORN}.
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A formula φ in CNF isminimal unsatisfiable if and only if φ is unsatisfiable and additionally every proper subset of clauses
is satisfiable. The set of minimal unsatisfiable formulas is denoted as MU. Let φ be a formula in CNF with m clauses and n
variables. The deficiency is defined as d(φ) = m− n. The set of minimal unsatisfiable formulas with deficiency k is denoted
asMU(k). Applying induction on the number of variables, it can easily be seen that everyminimal unsatisfiable Horn formula
has deficiency 1. That means, in case of n variables the formula has exactly n+ 1 clauses.
A CNF-formula φ is in MU∗(k) if every minimal unsatisfiable subset of clauses of φ has at most deficiency k. Note that a
satisfiable subset may have an arbitrary deficiency and that every satisfiable CNF-formula is in MU∗(k) for every integer k.
After these preparations, we introduce the class of formulas for which every minimal unsatisfiable subformula of bX (φ)
has at most deficiency k.
∃MU∗(k)b := {Φ |Φ = ∃Xφ and bX (φ) ∈ MU∗(k)}.
Please note, that the MU∗(k) property holds only for the bound part. The free parts can assume an arbitrary structure
and deficiency. The classes form a proper hierarchy: ∃HORNb ⊂ ∃MU∗(1)b ⊂ ∃MU∗(2)b ⊂ · · · ⊂ ∃CNFb and⋃
k ∃MU∗(k)b = ∃CNFb. The following formula with one minimal unsatisfiable subformula illustrates the proper inclusion
∃HORNb ⊂ ∃MU∗(1)b. For X = {x1, x2, x3, x4} the formula
Φ = ∃X : (x1 ∨ x2 ∨ z1) ∧ (x1 ∨ ¬x2 ∨ z2) ∧ (¬x1 ∨ x3 ∨ z3) ∧ (¬x1 ∨ ¬x3 ∨ z4)
is in ∃MU∗(1)b since bX (Φ) = (x1∨ x2)∧ (x1∨¬x2)∧ (¬x1∨ x3)∧ (¬x1∨¬x3) is minimal unsatisfiable and has deficiency
1. But bX (Φ) is not a Horn formula. Please note, that there is no renaming of variables into a Horn formula.
For the proof of the upper bound of the size of the circuits we need the following proposition.
Proposition 1. For every formula φ in ∃MU∗(k)b of bound length m, there is an equivalent formula in ∃MU∗(k)b whose bound
matrix bX (φ) consists of 3-clauses. The resulting formula has at most m bound variables.
We can apply the well-known procedure substituting clauses with length greater than 3 with short clauses. We replace
every clause σ = (L1 ∨ · · · ∨ Lr ∨ α), where bX (σ ) = (L1 ∨ · · · ∨ Lr) and r ≥ 4 by two clauses σ1 = (L1 ∨ L2 ∨ y ∨ α)
and σ2 = (L3 ∨ · · · ∨ Lr ∨ ¬y). We perform this transformation as long as clauses exists whose bound part contains more
than three literals. Clearly, the transformation leads to an equivalent formula and preserves the MU∗(k)b property because
we add exactly one new bound variable and one clause in each step. Altogether the transformation introduces at most one
new bound variable for each occurrence of a bound variable in thematrix of φ. Recall that the bound lengthm of the original
formula φ is the sum of the number of bound variables and the number of occurrences of bound variables. Thus the resulting
formula has at mostm bound variables.
3. k-bound hyperresolution and MU(k) properties
In the well-known hyperresolution a clause is simultaneously resolved with several other clauses. That means, for the
parent clause (L1 ∨ · · · ∨ Lr ∨ β) and clauses (¬L1 ∨ α1), . . . , (¬Lr ∨ αr)we generate the resolvent (α1 ∨ · · · ∨ αr ∨ β) in
one step. The clauses (¬L1 ∨ α1), . . . , (¬Lr ∨ αr) are called side-clauses.
We now introduce the k-bound hyperresolution, which will be used later on in our algorithm computing the desired
equivalent circuits. The idea is to restrict the length of the side-clauses and the resolvent.
Definition 1 (k-bound hyperresolution). Let k be an integer. The k-bound hyperresolution operation is the hyperresolution
operation, for which additionally the resolvent and the side-clauses consist of at most k literals, in symbols α1, . . . ,
αn | k-b-Hyper-Res σ .
For fixed k, the k-bound hyperresolution is not refutationally complete for CNF. But, for example, for Horn formulas the
1-bound hyperresolution is refutationally complete. We resolve simultaneously with unit clauses and the resolvent is again
a unit-clause.
Since the length of the resolvents of a k-bound hyperresolution is at most k, for n variables there are less than (2n)k
possible resolvents and side-clauses. If additionally the input formula is in t-CNF, then there exists less than (2n)max{k,t}
clauses, which could be a parent clause of a k-bound hyperresolution step. For each literal in a parent clause there
are at most (2n)k−1 possible side-clauses. Since a parent clause consists of at most max{k, t} literals, there are at most
(2n)(k−1)max{k,t} different hyperresolution stepswith a given parent clause. Overall, there are atmost (2n)max{k,t}2 different
k-bound hyperresolution steps that can arise from a t-CNF formula. That leads to an upper bound for a possible k-bound
hyperresolution refutation. For example, for 3-CNF formulas and k ≥ 3, we have to perform not more than (2n)k2 steps.
For inductive proofs on the number of variables and the deficiency we need two propositions about the structure of
MU(k) formulas.
Let φ be a minimal unsatisfiable formula and x a variable in φ. The idea of the splitting is to set x to true and to remove
the occurrences of the literal ¬x and to remove each clause with literal x. The resulting formula is the empty clause, or
the formula contains a minimal unsatisfiable subformula. Let φ¬x2 be such a minimal unsatisfiable subformula. Please note,
that there might be more than one minimal unsatisfiable subformula. Similarly we set ¬x to true and select a minimal
unsatisfiable formula φx1. The pair (φ
x
1, φ
¬x
2 ) is called a splitting over x.
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Lemma 1 (MU(k) splitting properties). 1. Let φ be a formula in MU(1). Then there exists a (disjunctive) splitting (φx1, φ
¬x
2 )
over some variable x for which φx1 and φ
¬x
2 have no clauses and no variables in common. That means, if φ is a formula over n
variables and therefore with n+1 clauses, then φx1 (φ¬x2 resp.) contains n1+1 (n2+1 resp.) clauses and n1 (n2 resp.) variables
with n = n1 + n2 + 1. See [4] for details.
2. For k ≥ 2, let φ be a formula inMU(k). Then there is a variable x and a splitting (φx1, φ¬x2 ) with deficiencies d(φx1) = k1 < k
and d(φ¬x2 ) = k2 < k.
Proof. The proof of the second part is based on the following proposition shown in [5]. If in a formulaφ ∈MU(k) every literal
occurs at least twice, then for every variable x there is a splittingwith d(φx1) = k1 < k and d(φ¬x2 ) = k2 < k. For k ≥ 2, letφ ∈
MU(k) be a formula inwhich a literal L occurs exactly once. Thenwehaveφ = {(φ0∨L), (φ1∨¬L), . . . , (φr∨¬L), ϕ1, . . . , ϕt}.
Resolving the clauses with L and ¬Lwe obtain the formula φ′ = {(φ0 ∨ φ1), . . . , (φ0 ∨ φr), ϕ1, . . . , ϕt}.
φ′ is in MU(k) and after several applications of this procedure we obtain a formula in MU(k)whose literals occur at least
twice. Because of k ≥ 2, finally we get a formula with multiple occurrences of literals L and¬L. Next we choose an arbitrary
variable x of the resulting formula for the splitting. Due to [5] the variable is a desired splitting variable. The variable is also
a splitting variable for the original formula such that a splitting (φx, φ¬x)with d(φx), d(φ¬x) < k exists. 
Next we will show that MU(k) formulas over n variables always have a (log2(n)+ k)-bound hyperresolution refutation,
and the number of resolution steps is at most nk+1. We divide the proof into two parts, the first one for k = 1 and the second
proof for k > 1.
Lemma 2. Let φ be a formula in MU(1) over n variables. Then there is a (log2(n) + 1)-bound hyperresolution refutation of at
most n2 resolution steps.
Proof. We perform induction on the number of variables n. If n = 1, then we have φ = x ∧ ¬x, and we obtain the empty
clause from the two clauses in a single step. The clauses and the resolvent have a length of at most log2(1)+ 1.
For the inductive step (n→ n+ 1), let φ ∈MU(1) be a formula with n+ 1 variables. Then there is a disjunctive splitting
(φx1, φ
¬x
2 ) over a variable x by Lemma 1. The formulas φ
x
1 and φ
¬x
2 contain no occurrence of x or ¬x, and both formulas are
in MU(1). Let n1 be the number of variables of φx1 and n2 the number of variables in φ
¬x
2 . Then n + 1 = n1 + n2 + 1 holds.
W.l.o.g. we assume that n1 ≤ n2. Note that n1 = 0 possibly holds. If n1 = 0, then φx1 consists of the empty clause. Hence
φ contains the unit clause x. Otherwise, we can obtain the unit clause x as follows. By the induction hypothesis, there is a
(log2(n1) + 1)-bound hyperresolution refutation for φx1 with at most n21 steps. We perform the same resolution process on
the corresponding clauses in φ (after adding the removed literal x). Since at least one clause contains x, the resolution steps
result in the unit clause x. Due to the possible additional literal x in each clause, the size of each side-parent and resolvent
is limited by (log2(n1) + 1) + 1 = log2(n1) + log2(2) + 1 = log2(2n1) + 1 ≤ log2(n1 + n2) + 1 ≤ log2(n + 1) + 1. Thus,
we obtain the resolvent x in at most (n1)2 steps of a (log(n+ 1)+ 1)-bound hyperresolution.
By induction hypothesis, there is a (log2(n2)+ 1)-bound hyperresolution refutation of at most (n2)2 resolution steps for
φ¬x2 . Consider a side-parent of the resolution refutation in φ
¬x
2 . If the corresponding clause c in φ2 does not contain¬x, then|c| ≤ log2(n+ 1)+ 1 since n2 < n+ 1. If c contains ¬x, then |c| ≤ log2(n+ 1)+ 2.
We can perform a (log2(n+1)+1)-bound hyperresolution refutation in φ by first deriving the unit clause x in n21 steps as
described above. Then we simulate each resolution step in φ¬x2 as follows. Consider the side-clauses of the resolution step.
If the corresponding clause in φ contains¬x, we first remove¬x by an additional resolution step of that clause and the unit
clause x. Note that this is a (log2(n+1)+1)-bound hyperresolution step since the length of the unit clause and the length of
the resolvent are at most log2(n2)+1. After removing¬x from all side-clauses, we perform the resolution step of φ¬x2 on the
corresponding clauses in φ. In addition, if the parent clause contains ¬x, we add the side-parent x. Thus the resolvent does
not contain¬x and is the same as in φ¬x2 . In particular,¬x is removed at most once for each clause in φ that corresponds to
a clause in φ¬x2 . Thus the total number of resolution steps is at most n
2
1 + n2 + n22 ≤ (n1 + n2 + 1)2 = n2. 
Lemma 3. For k ≥ 1, let φ be a formula inMU(k) on n variables. Then there is a (log2(n)+ k)-bound hyperresolution refutation
of at most nk+1 resolution steps.
Proof. We prove Lemma 3 by induction on k. The case k = 1 holds by Lemma 2.
To show the inductive step (k→ k+ 1), let φ be a formula in MU(k+ 1) with n variables. By Lemma 1 and since k+ 1 ≥ 2,
there exists a splitting (φx1, φ
¬x
2 ) over a variable x such that the splitting formulas φ
x
1 and φ
¬x
2 have a deficiency less than
k+ 1. In other words, d(φx1) ≤ k and d(φ¬x2 ) ≤ k. Let n1 be the number of variables in φx1 and n2 be the number of variables
in φ¬x2 .
By the induction hypothesis, the formula φx1 has a (log2(n1) + k)-bound hyperresolution refutation of at most nk+11
resolution steps, and φ¬x2 has a (log2(n2)+ k)-bound hyperresolution refutation of at most nk+12 steps.
If we simulate the two resolution refutations on the corresponding clauses of φ, we obtain the two unit clauses x and
¬x. Thus we can derive the empty clause in at most nk+11 + nk+12 + 1 steps. Since n1, n2 ≤ n− 1 and 2 ≤ n (because every
MU(k)with k > 1 has at least two variables), we get nk+11 + nk+12 + 1 ≤ (n− 1)k+1 + (n− 1)k+1 + 1 = 2(n− 1)k+1 + 1 ≤
n(n− 1)k+1+ 1 ≤ (n)k+1(n− 1)+ 1 = n(k+1)+1− nk+1+ 1 ≤ n(k+1)+1. A side parent of any resolution step has at most the
length log2(n)+ k+ 1. Thus, there exists a (log2(n)+ k+ 1)-bound hyperresolution refutation for φ with at most n(k+1)+1
resolution steps. 
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4. Circuit algorithm
In this chapter, we present an algorithm to compute a circuit that is equivalent to a given formula in ∃MU∗(k)b. The
algorithm is based on an extension of the k-bound hyperresolution. For a formula ∃Xφ we want to apply the k-bound
hyperresolution resolving only over the bound variables X , where we restrict the length of the bound part of the X-clauses.
The free parts of the X-clauses may have an arbitrary length.
Definition 2 (k-X-bound hyperresolution). For an integer k and a set of variables X let L1, . . . , Lr be literals of variables
in X , and let L1 ∨ · · · ∨ Lr ∨ β,¬L1 ∨ α1, . . . ,¬Łr ∨ αr be X-clauses. In addition for each i = 1, . . . , r , the clauses
bX (Li ∨ αi) and bX (β ∨ α1 ∨ · · · ∨ αr) have at most length k. Then the k-X-bound hyperresolution operation is defined
as L1 ∨ · · · ∨ Lr ∨ β,¬L1 ∨ α1, . . . ,¬Lr ∨ αr | k-X-b-Hyper-Res (β ∨ α1 ∨ · · · ∨ αr).
It is easy to see that, if we remove the part fX (α) from each X-clause α involved in a k-X-bound hyperresolution step, the
resolution is reduced to a k-bound hyperresolution on the clauses bX (α). In the following the variable set X will correspond
to the bound variables of a quantified formula.
Proposition 2. Let α be a resolvent resulting from a k-X-bound hyperresolution step over φ ∈ X-CNF. Then φ ≈ φ ∧ α and
∃Xφ ≈ ∃X (φ ∧ α) hold.
Definition 3 (combination of X-clauses). Let φ be an X-CNF formula consisting of the following set of X-clauses φ =
{αbi ∨ αfij | i = 1, . . . , p, j = 1, . . . , pi, αbi is a clause over the variables X , αfij is a formula without variables in X}. Suppose,
the clauses αbi are pairwise distinct. Then the combination of φ with respect to the variable set X is the conjunction of the
following X-clauses:
cmb(φ, X) = {αbi ∨ (αfi1 ∧ · · · ∧ αfipi) | i = 1, . . . , p}.
As we can transform a formula φ ∈ X-CNF into cmb(φ, X) using the distributive law, the equivalence φ ≈ cmb(φ, X)
holds. In particular, we know for every resolvent α resulting from a k-X-bound hyperresolution over φ that ∃Xcmb(φ, X) |H
α holds.
Proposition 3. Let X be a set of variables and let φ be in X-CNF. Then cmb(φ, X) ≈ φ holds.
We describe an algorithm that constructs, for a given formula in MU∗(k)b, an equivalent circuit. A formula ∃Xφ may con-
tain X-clauses without bound variables. These clauses can be combined to a single propositional formula α over the free
variables and moved out of the scope of the prefix preserving the equivalence. Then we obtain α ∧∃Xφ′ and every X-clause
in φ′ contains a bound variable. For α there is an equivalent circuit cα of linear length. If c is a circuit equivalent to ∃Xφ′ then
we can combine the circuits cα and c by an AND-gate. The resulting circuit is equivalent to the initial formula. Therefore,
w.l.o.g. we can demand that every X-clause of the input formula contains a bound variable. Note that the input formula has
to belong to the class ∃MU∗(k)b. The algorithm is still correct if the formula belongs to ∃MU∗(k′)b for a k′ < k. However, if
the input formula is in ∃MU∗(k′)b with k′ > k, the resulting circuit is in general not equivalent to the formula. Indeed, the
algorithm may not create a circuit in Step 4 since the set ∪iCi may not contain any circuit with a label α where bX (α) is the
empty clause. It is not known whether it can be tested efficiently whether the input formula belongs to existMU∗(k)b.
Algorithm GetCircuitFromFormula
Input: ∃Xφ ∈ ∃MU∗(k)b
{n is the number of bound variables, every X-clause contains a bound variable}
1. φ0 := cmb(φ, X)
2. For each X-clause α ∈ φ0, construct a circuit for fX (α) and label it α. We name the resulting set of circuits C0.
3. For i = 1, . . . , nk+1:
(a) Compute the set Ri, where Ri is the set of all possible resolvents from (log2(n) + k)-X-bound hyperresolutions over
clauses in φi−1.
(b) For each resolvent α ∈ Ri, construct a circuit for fX (α) as follows: Let α1, . . . , αr be the parent and side-clauses of α.
Then the new circuit consists of an OR-gate (made of r − 1 binary OR gates) whose inputs are exactly the outputs of
the circuits in Ci−1 labeled with α1, . . . , αr . Label the new circuit α. We name the resulting set of circuits C∗i .
(c) Set φi := cmb(Ri ∪ φi−1, X)
(d) For each α ∈ φi, construct a circuit for fx(α) as follows: Let α1, . . . , αr ∈ Ri ∪ φi−1 be the X-clauses from which α
has been constructed in Step 3(c). Then the circuit consists of an AND-gate (made of r − 1 binary AND-gates) whose
inputs are exactly the circuits in C∗i labeled αj, if αj ∈ Ri, and the circuits in Ci−1 labeled αj, if αj ∈ φi−1. Label the new
circuit α. We name the resulting set of circuits Ci.
4. Direct the outputs of all circuits in ∪iCi with a label α where bX (α) is the empty clause into an AND-gate (using at most
nk+1 binary AND-gates). The resulting circuit is called c∗.
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Note that all constructed circuits have only free variables as input. In the following, the free variables of ∃Xφ are called
z. For a circuit c , we denote by c(z) the output value of c for the input values z.
Lemma 4. The circuit c∗ is equivalent to ∃Xφ.
We will use the following lemma to prove Lemma 4.
Lemma 5. Let α be an X-clause that has been derived in t (log2(n)+k)-X-bound hyperresolution steps from the formula φ ∈ X-
CNF for some values t ≥ 0 and k ≥ 1. Then for input ∃Xφ with free variables z, algorithm GetCircuitFromFormula constructs a
circuit c ∈ Ct with label α˜ such that bX (α˜) = bX (α) and c(z) |H fX (α).
Proof (Lemma 5). We prove Lemma 5 by induction on the number t of k-bound hyperresolution steps.
For t = 0, assume α = bX (α)∨ fX (α) is an X-clause that has been derived in t steps, that is, α ∈ φ. Let α1, . . . , αr be the X-
clauses inφwith bX (α) = bX (αi) andα 6= αi for all i = 1, . . . , r . Then theX-clause α˜ = (fX (α)∧fX (α1)∧· · ·∧fX (αr))∨ bX (α)
is in cmb(φ, X) = φ0. Thus, there is a circuit c ∈ C0 with label α˜ and bX (α˜) = bX (α). By construction of the circuits in C0,
the circuit c is true under input values z iff fX (α)∧ fx(α1)∧ · · · ∧ fX (αr) is true under z. In particular, fX (α) is true under z if
c(z) is true.
For the inductive step (t → t + 1), let α = bX (α) ∨ fX (α) be an X-clause that has been derived in t + 1 steps. Then
there are X-clauses α1, . . . , αr that have been derived in at most t steps by (log2(n) + k)-X-bound hyperresolution and
α1, . . . , αr | k-X-b-Hyper-Res α holds. According to the definition of the (log2(n)+ k)-X-bound hyperresolution, fX (α) is equal
to fX (α1)∨ · · · ∨ fX (αr). By induction hypothesis we also know that there are circuits c1, . . . , cr ∈ Ct such that each ci has a
label α˜iwith bX (α˜i) = bX (αi) and ci(z) |H fX (αi). Then an X-clause α˜with bX (α˜) = bX (α) can be derived by a (log2(n)+k)-X-
bound hyperresolution step from α˜1, . . . , α˜r . Since each α˜i is in φt , a circuit c˜ ∈ C∗t+1 with label α˜ is constructed in Step 3(b).
The circuit c˜ outputs c1(z) ∨ · · · ∨ cr(z) for input values z. Thus c˜(z) |H c1(z) ∨ · · · ∨ cr(z) |H fX (α1) ∨ · · · ∨ fX (αr), and
therefore c˜(z) |H fX (α). In Step 3(d), a circuit c ∈ Ct+1 of the form c˜ ∧ c˜1 ∧ · · · ∧ c˜p is produced with a label α′ such that
bX (α′) = bX (α˜) = bX (α). Obviously, c(z) |H c˜(z) |H fX (α). 
Proof (Lemma 4). We first show that ∃Xφ(z) entails c(z). Assume a circuit c ∈ Ci, for some i ≥ 0, is labeled α. Note that
all X-clauses in the sets φi result from (log2(n) + k)-X-bound hyperresolution and combination steps from φ. Then by
Propositions 2 and 3, the formula φ entails α. It also holds that c is equivalent to fX (α). In particular, if a circuit c ∈ Ci
is labeled with a clause α, where bX (α) is the empty clause, the circuit is equivalent to α. Then ∃Xφ entails c(z). Thus,
∃Xφ(z) |H c∗(z).
It remains to show that c∗(z) entails ∃Xφ(z). Assume c∗(z∗) is true for input values z∗ to the free variables. We show
that ∃Xφ is true under z∗ as well. Let φ˜ ⊆ φ with bX (φ˜) ∈MU(k). We denote by n the number of variables in bX (φ˜). Then
φ˜ consists of exactly n + k X-clauses α1, . . . , αn+k. In particular, bX (φ˜) = bX (α1) ∧ · · · ∧ bX (αn+k) holds. By Lemma 2,
we can derive the empty clause from bX (φ˜) in at most nk+1 (log2(n)+ k)-X-bound hyperresolution steps. Since bX (φ˜) is in
MU, each clause of bX (φ˜) is a parent or side-clause in at least one hyperresolution step. If we perform the corresponding
resolution steps on φ˜, we obtain the clause ∨i=1,...,n+kfX (αi). By Lemma 5, there is a circuit c ∈ Cnk+1 that is labeled with∨i=1,...,n+kfX (αi), and c(z) |H ∨i=1,...,n+kfX (αi) holds. Since c∗ is true under the input values z∗ and due to the construction
of c∗ in Step 4 of the algorithm GetCircuitFromFormula, c(z∗) is true. Hence∨i=1,...,n+kfX (αi) is true under z∗. As at least one
clause of φ˜ is satisfied under z∗, the quantified formula ∃X φ˜ evaluates to true. Since ∃Xφ(z) is equivalent to∧φ˜⊂φ,φ˜∈MU(k)∃X φ˜,
the formula ∃Xφ is true under z∗. 
Lemma 6. Let ∃Xφ be in ∃MU∗(k)b with free length l, n bound variables, log2(n)+k ≥ 3, and bX (φ) ∈ 3-CNF. Then the equivalent
circuit c∗ constructed by algorithm GetCircuitFromFormula for input ∃Xφ has at most size
l+ nk+1 (log2(n)+ k+ 2) (2n)(log2(n)+k)2 .
Proof. We count the number of gates in each set Ci, C∗i : The total number of gates in C0 is at most l.
C∗i : An X-clause in φi−1 has at most log(n) + k bound literals because all new clauses result from (log(n) + k)-X-bound
hyperresolution and all original clauses have at most 3 bound variables. Due to the combine operation, there are at most
(2n)log2(n)+k clauses in φi−1. For each of the bound literals in a parent clause of a (log2(n)+k)-X-bound hyperresolution step,
there are possibly (2n)log2(n)+k−1 side-clauses. Since a given parent clause in φi−1 has at most log2(n) + k bound literals,
there are at most ((2n)log2(n)+k−1)log2(n)+k = (2n)(log2(n)+k−1)(log2(n)+k) different (log2(n) + k)-X-hyperresolution steps for
that parent clause. Thus in Step 3(a), a total of at most
((2n)log2(n)+k)(2n)(log2(n)+k−1)(log2(n)+k)
hyperresolution steps is performed. Each step results in a circuit. The new number of gates for each circuit corresponds to
the number of side clauses, which is at most log2(n)+ k. Then the new number of gates created for C∗i is
(log2(n)+ k)(2n)log2(n)+k(2n)(log2(n)+k−1)(log2(n)+k).
Ci: To construct the circuits in Ci, at most one AND-gate is created for each X-clause in Ri ∪ φ0. We have shown above that
there are at most
(2n)log2(n)+k(2n)(log2(n)+k−1)(log2(n)+k)
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X-clauses in Ri. Due to the limited number of bound variables and due the combine operation, there are at most (2n)log2(n)+k
clauses in φ0. Then the number of new gates created for C∗i is at most
(2n)log2(n)+k(2n)(log2(n)+k−1)(log2(n)+k) + (2n)log2(n)+k.
c∗: Each Ci contains at most one X-clause labeled with the empty clause. Hence in the last step, at most nk+1 AND-gates are
added to the total number of gates. We get the following total:
number gates = l+ nk+1 + nk+1(log2(n)+ k)(2n)log2(n)+k(2n)(log2(n)+k−1)(log2(n)+k)
+nk+1((2n)log2(n)+k(2n)(log2(n)+k−1)(log2(n)+k) + (2n)log2(n)+k)
= l+ nk+1 + nk+1 {(log2(n)+ k+ 1)(2n)log2(n)+k (2n)(log2(n)+k−1)(log2(n)+k) + (2n)log2(n)+k}
= l+ nk+1 + nk+1 {(log2(n)+ k+ 1) (2n)(log2(n)+k)2 + (2n)log2(n)+k}
≤ l+ nk+1 (log2(n)+ k+ 2) (2n)(log2(n)+k)2 . 
By Proposition 1 we know that the formulas in ∃MU∗(k)b with bound length m can be transformed into equivalent
formulas with matrix bX (φ) in 3-CNF and at most m bound variables. Note that the free length does not change under
the transformation. Together with Lemma 6 we obtain the following upper bound for the circuit size.
Theorem 1 (General Upper Bound). For every ∃Xφ in ∃MU∗(k)b with free length l and bound length m there is an equivalent
circuit of size less than l+mk+1(log2(m)+ k+ 2)(2m)(log2(m)+k)2 .
5. Conclusion and future work
For ∃CNF a hierarchy of formulas based on the deficiency of minimal unsatisfiable subformulas restricted to the bound
part has been introduced. The general upper bound for equivalent circuits is of order l+ a ·mb(log2(m)+k)2 for some constants
a and b and where l is the length of the free part and m is the length of the bound part of the formula. The question arises
whether the upper bound can be improved to O(l) + O(mp(k)) for some polynomial p, such that the exponent does only
depend on the deficiency.
Another problem is the extension to quantified Boolean formulas with an arbitrary prefix or a fixed number of
alternations, i.e. (∀∃)tCNF.We can adapt the approach and introduce classes forwhich the bound part contains onlyminimal
false QCNF’s of deficiency less than k. The difficulties lie in the extension of the restricted hyperresolution to a similar
resolution restriction for Q-resolution. But the possible blockings in a Q-resolution derivation, a typical situation for QCNF
and Q-resolution, leads to various new problems.
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