 0.8, 0.7, 0.5 and 0.8 by cross-validation, and 1.0, 0.8, 0.3 and 0.7 
Introduction
Major histocompatibility complex (MHC) molecules play a critical role in initiating and regulating immune responses. MHC molecules bind short peptides and display them on the cell surface for recognition by the T-cell receptor (TCR) of T cells (reviewed in Rammensee et al., 1993; Cresswell, 1994; Engelhard, 1994) . Binding of a peptide to an MHC molecule is a prerequisite for recognition by the T cells, but only certain peptides can bind to any given MHC molecule. Determining which peptides bind to a specific MHC molecule is fundamental to understanding the basis of immunity, and for the development of vaccines and immunotherapeutics for autoimmune disease and cancer.
MHC class II molecules bind peptides that are 10-30 amino acids long (Chicz et al., 1993) with a core region of 13 amino acids containing a primary anchor residue (Jardetzky et al., 1996) . Analysis of binding motifs (see Rammensee et al., 1995) suggests that only a core of nine amino acids within a peptide is essential for peptide/MHC binding. Class II molecules contain a single primary anchor, which is necessary for binding, and several secondary anchors that affect binding. Experimental testing of a protein to determine which of its peptide subsequences bind to a specific MHC class II molecule requires binding assays of multiple overlapping peptides spanning the length of the protein. Prediction methods for identifying binding peptides could minimize the number of peptides required to be synthesized and assayed, and thereby facilitate the identification of potential T-cell epitopes.
The prediction of MHC class II-binding peptides is a difficult classification problem. Among the difficulties that must be addressed are: (i) the variable lengths of reported binding peptides; (ii) the undetermined core regions for individual peptides; (iii) the number of amino acids permissible as primary anchors; (iv) the range of experimental methods for assaying of peptide binding; (v) the experimental and reporting errors. Several methods have been used to predict MHC binding peptides, including those based on binding motifs, quantitative matrices and artificial neural networks (ANNs). Binding motifs specify which residues at given positions within the peptide are necessary or favorable for binding to a specific MHC molecule. Sette et al. (1989) first described allele-specific motifs for two mouse MHC class II molecules, and motifs for various human and mouse MHC class I and class II molecules have been reported subsequently (see Rammensee et al., 1995) . Motifs for MHC class I molecules are relatively well defined. Nijman and co-workers (1993) compared experimental results for binding to HLA-A2.1 with those obtained by motif-based prediction. Of 35 predicted binding peptides, they found that only 15 (43%) Fig. 1 . The overall structure of PERUN. In the data extraction stage, peptide sequences and their binding affinities are collected from a variety of sources. In the pre-processing stage, an evolutionary algorithm generates alignment matrices which are then used to find and align putative nonamer cores of known binders. The ANN training set comprising aligned binding nonamer cores and non-binding nonamers is used in the final stage to train ANNs to predict the binding affinity of query peptides. Dashed lines indicate identity. actually bound. With the exception of certain molecules (Hammer et al., 1994a; Rothbard et al., 1994; Harrison et al., 1997) , specific binding motifs for MHC class II molecules are less well defined (Rammensee et al., 1995) .
Quantitative matrices are essentially refined binding motifs. They provide coefficients for each amino acid/position that can be used to calculate scores predictive of binding. The assumptions are that each residue contributes independently of other residues to binding and when located at a given position contributes the same amount to binding even within different sequences. Quantitative matrices have been defined for class I (Parker et al., 1994; Kondo et al., 1995; Schönbach et al., 1995; Brusic et al., 1997) and for class II (Hammer et al., 1994a; Rothbard et al., 1994; Davenport et al., 1995) molecules.
ANNs are connectionist models commonly used for classification (Weiss and Kulikowski, 1990 ) and pattern recognition (Beale and Jackson, 1990) tasks. ANNs used for the prediction of MHC class I binding peptides have achieved both positive and negative predictive values of nearly 80% (Brusic et al., 1994; Adams and Koziol, 1995) . Because of ambiguities resulting from the variable length of reported binders and the uncertain location of their core regions, peptides tested experimentally for binding and used as inputs to train an ANN require pre-processing by alignment relative to their binding anchors. For MHC class I peptides, this is a simple problem because of the presence of well-defined anchor positions and minimal variability in peptide length. MHC class II-binding peptides, however, have more degenerate motifs. Growing evidence (Rammensee et al., 1995) supports the observation by Hammer et al. (1993) that MHC class II-binding peptides contain a single primary anchor at the amino terminus, which is a hydrophobic amino acid (Y, F, W, I, V, L or M). The greater variability in length of MHC class II-binding peptides and their less well-characterized motifs make their alignment a difficult task, particularly as the vast majority contain more than one hydrophobic residue, allowing for multiple possible alignments. Application of a standard multiple alignment method, such as GCG Pileup (http://www.gcg.com/), failed to produce a useful alignment. In that alignment, a 9mer core was not preserved, nor would the sequences align relative to the primary anchors.
Each of the described prediction methods has its advantages and drawbacks. Binding motifs encode the most important rules of peptide/MHC interaction, but do not generalize well. Quantitative matrices can predict large subsets of binding peptides reasonably well, but cannot deal with nonlinearity within data and may miss distinct subsets of binders. Also, quantitative matrices are not adaptive and self-learning, so that integration of new data usually requires redesigning of the matrix. ANNs can deal with non-linearity and are adaptive and self-learning, but require a large amount of preprocessed data. An ideal prediction method would integrate the strengths of these individual methods while minimizing their disadvantages.
We have therefore developed PERUN, a hybrid method for the prediction of peptides that bind to MHC class II molecules. It utilizes: (i) available experimental data and expert knowledge of binding motifs; (ii) alignment (quantitative) matrices for pre-processing; (iii) an evolutionary algorithm to derive alignment matrices; and (iv) an ANN for classification. The key elements of PERUN are depicted in Figure 1 . We have tested the ability of PERUN to predict peptides that bind to HLA-DR4(B1*0401) human MHC class II molecule associated with insulin-dependent diabetes and rheumatoid arthritis, and validated prospectively its predictive accuracy. PERUN combines high accuracy of predictions with the ability to integrate new data and self-improve. 
a X is unknown (any) amino acid.
System and methods

Peptides
Peptide sequences were drawn from MHCPEP, a database of MHC binding peptides (Brusic et al., 1996) , from a collection of MHC non-binding peptide data (V. Brusic, unpublished) and from sets of experimental binding data (Hammer et al., 1994b; L.C.Harrison and M.C.Honeyman, unpublished) . The initial data set comprised 650 peptides known to bind (338) or not bind (312) to HLA-DR4(B1*0401). The experimental validation set comprised 62 16mer peptides, overlapping by 10 amino acids, spanning the intracytoplasmic domain of human tyrosine phosphatase IA-2, a target of autoimmunity in insulin-dependent diabetes.
Evolutionary algorithm
An evolutionary algorithm (EA) was used to search for predictive peptide alignments. An EA is a search method based on evolutionary principles (Holland, 1975; Goldberg, 1989; Forrest, 1993) in which alternative structures are improved through genetic mechanisms (mutation, cross-over and reproduction) and competition. A population, in this case a set of alignment matrices, is transformed into a new population (generation) using genetic mechanisms and a selection process for improved fitness. The measure of the predictive power of an alignment matrix was used to define its fitness (see the Algorithm section). The format of matrices was adopted from Hammer et al. (1994a) with some modifications (Table 1) . Knowledge of primary anchor positions in reported binding motifs (Rammensee et al., 1995) was used to fix position one (1), corresponding to the primary anchor in each matrix, while the rest of the matrix was subject to the application of the EA. The selection technique was elitist in that each parent (matrix) produced two offspring, an identical copy of itself and a mutant copy, passing the offspring with the higher fitness value to the next generation. All matrices of the final generation were used to score peptide alignments by assigning a score to each putative binding core within each binding peptide. In each simulation, the alignment scored as highest by the majority of the final generation matrices was selected and passed to the final stage, ANN training. Modifications of a simple evolutionary algorithm (Holland, 1975) used in this work include the use of real number instead of binary representations, omission of cross-over operator (see Discussion) and incorporation of heuristic rules. All programs for the implementation of the EA stage were written in Fortran 77.
Artificial neural networks
An ANN consists of nodes (computational elements) that receive signals via interconnecting arcs. An ANN can be trained to recognize a pattern by strengthening signals (adjusting arc weights) and by adjusting activation thresholds for individual nodes. When trained on a large amount of input data, an ANN can 'extract' and 'remember' generalized patterns present in the data set, and subsequently 'recognize' these patterns in a new, previously 'unseen' input.
The PlaNet package, Version 5.6 (Miyata, 1991) , was used to design and train a three-layer fully connected feed-forward ANN (see Zurada, 1992) . For all networks, the input layer consisted of 180 nodes, corresponding to the representation of a nonameric peptide with a single node output layer. Amino acids were represented as binary strings of length 20, of 19 zeros and a unique position set to one for each amino acid. The output value, representing binding affinity, was between 0 and 10. This corresponded to log ranges of binding affinity: 0, no binding; 6, low affinity; 8, moderate affinity; 10, high affinity (Table 2) . ANNs with between one and four hidden layer nodes were tested for performance. The learning procedure was error back-propagation , with a sigmoid activation function (see Zurada, 1992, pp. 41-42) . Values for learning rate and momentum were 0.2 and 0.9, respectively. Training was performed with training set randomization in each cycle.
Validation of results
Predictions of binding and non-binding peptides were validated using internal cross-validation as well as by experimental peptide binding. The initial set of 650 peptides was randomly partitioned into training and test sets, the former comprising ∼75% of the peptides. Ten such mutually exclusive partitions (Table 3) were used for a 10-fold cross-validation for estimation of the true error rate of the method (described in Weiss and Kulikowski, 1990) . The prediction of binding peptides was also validated against the results of direct binding assays on a set of overlapping 16mer peptides from human tyrosine phosphatase IA-2. The performance of PERUN was compared to that of a quantitative matrix (Hammer et al., 1994a) and a binding motif (as in Rammensee et al., 1995) weighted as described in Nijman et al. (1993) . The comparison was performed using Relative Operating Characteristic (ROC) analysis (Swets, 1988) . ROC analysis provides a single measure, Aroc, which is a proportion of the area under the ROC-the plot of the true positive proportion versus the false-positive proportion for the various thresholds of the decision criterion. This measure removes biases due to disparate proportions of binding and nonbinding peptides, and biases due to arbitrary defined decision thresholds.
Hardware
ANN learning experiments and cross-validation were executed on a Sun Microsystems SPARC 2 4/75 under the SunOS 4.1.3 operating system. Data extraction, pre-processing of ANN input data, pre-processing of cross-validation results and EA searches were performed on a DEC Alpha 3000-400 under the Open VMS V6.1 operating system. Cross-validation and statistical tests were performed on an Apple Macintosh Quadra 800 (System 7.5).
The algorithm
Data extraction
The information extracted from the databases consisted of peptide strings and their experimentally determined binding affinity. The values 0, 6, 8 and 10 corresponding to zero, low-, moderate-and high-affinity binding were used for ANN training. The initial set of 650 peptides was randomly partitioned into training and test sets for a cross-validation, while all 650 peptides were then used for ANN prediction of binding affinities of IA-2 peptides.
Peptide pre-processing
All peptides of known binding affinity were reduced to putative binding nonamer cores or non-binding nonamers. Position one (1) in each nonamer corresponds to the primary anchor. The primary anchor of peptides that bind to HLA-DR(B1*0401) can be any one of the following: I, L, V, M, F, Y or W (see Rammensee et al., 1995) . This Set of Allowed Anchor Residues will hereafter be referred to as SAAR. No other amino acid has been observed to serve as a primary anchor for HLA-DR4(B1*0401).
Each non-binder was resolved into as many putative nonbinder nonamers as it has positions occupied by SAAR residues (excluding those too close to the C-terminus to yield nonamers). The number of non-binder nonamers derived from peptides in the original set was 578. Each binding peptide yielded a single putative binder, determined using alignment matrices. Reported binders were extended by two positions with 'XX' as necessary to accommodate those that were nonamers and which had an SAAR residue at position two or three rather than at position one. Examples of the resolution of peptides into nonamers are shown in Figure 2 .
Putative binders were chosen with alignment matrices (Table 1 ). An alignment matrix was used to score each nonamer subsequence within the peptide. For example, a known high-affinity binding peptide YRAFATTWQ scores 8.5 (0 + 2.5 + 0.3 + 1.9 + 0.2 + 2.1 -0.4 + 1.8 + 0.1). The score for a peptide is that of its highest scoring nonamer subsequence. The threshold for binding is set to 2.0 (as defined by Hammer et al., 1994a) : binders scoring ≥2 and non-binders scoring <2 were considered correctly classified. A population of matrices was initialized and subsequently evolved using EA to determine those matrices that discriminate binders from nonbinders. The fitness function was chosen to be (SE + 3 × SP)/4, where SE = TP/(TP + FN) and SP = TN/(TN + FP); SE = sensitivity, SP = specificity, TP = true positives, FN = false negatives, TN = true negatives, FP = false positives. This fitness function favors matrices that correctly classify nonbinders and should result in a population of matrices in which individual matrices capture disjoint regions in the solution space. Weights for SAAR at the primary anchor position in each matrix were fixed to 0 (F, Y and W) or -1 (I, L, V and M) as in Hammer et al. (1994a) . Non-SAAR at the primary anchor position were weighted -20 to disqualify nonamers lacking an anchor. Values for X at all non-anchor positions, representing an unknown amino acid or peptide extension, were set to -1, an arbitrary penalty. All other positions were subject to the application of the EA with the allowed values for these positions between -2.5 and 2.5, adapted from the quantitative matrix of Hammer et al. (1994a) . The genetic operators used were mutation and reproduction, but not crossover (see Discussion).
Some peptide families (e.g. polyalanine peptides) are overrepresented in the data set. To correct for the effect of this bias, peptides were weighted. The weight of a peptide was calcu- Fig. 3 . Sensitivity (SE), specificity (SP) and average fitness function, for a representative EA simulation, of 10 alignment matrices versus the number of search cycles (generations). SE and SP were calculated by using each matrix to classify binding versus non-binding peptides in the primary data set. lated by taking into account its similarity to other peptides, determined by a simple dot matrix method (Gibbs and McIntyre, 1970 ) with a specialized scoring matrix (data not shown). These weights ranged from 0.1 for peptides from well-represented families, to 1 for peptides that were dissimilar to others.
Termination criteria for the application of EA were determined in a separate experiment, in which a population of matrices was evolved up to 10 6 generations. Results of a representative experiment are shown in Figure 3 . The maximum sensitivity approaches 85%, but this is highly likely to reflect a data overfitting effect. On the basis of these results, 20 000 generations were selected as a termination condition. The final generation of matrices was used to score potential alignments, from which the highest scoring alignment of binding peptides was selected. This alignment, along with putative non-binders, was used for ANN training.
ANN training
ANNs were trained up to 300 cycles using the generalized delta rule (McClelland and Rumelhart, 1986) . Architectures containing between one and four hidden layer nodes were tested by internal cross-validation. In addition, a linear ANN which is equivalent to a binding matrix was tested. This range for the number of hidden layer nodes was selected taking into account the complexity of the ANN (total number of arcs and activation thresholds) and the number of training cases (see Discussion). 
Implementation
Internal cross-validation
The data set was divided into 10 different partitions (groups) as described above. Four different ANN architectures containing between one and four hidden layer nodes were studied. For each group/architecture combination, five training sessions were conducted, resulting in a total of 200 different networks being tested. Training patterns consistently demonstrated the predictable behavior required for accurate analysis (Weiss and Kulikowski, 1990, p. 107) : (i) error distances on the training sets decreased with the addition of hidden units; (ii) error distances on replication of the training sessions were reasonably close; (iii) training solutions were as good or better than the alternative methods. Each network was trained up to 300 cycles, a number previously shown to be sufficient for correct learning, but below the overtraining limit for this type of prediction (Brusic et al., 1994) . Intermediate results at 50 cycle intervals were recorded and analyzed. Performance was evaluated for both two-class (binders versus non-binders) and four-class (non-binding, low-, moderate-and high-affinity binding) classifications.
The two-class classification (binders versus non-binders) is summarized in Figure 4 . For convenience, peptides tested experimentally were separated into groups of non-binders, low-, moderate-and high-affinity binders. The average numbers of peptides in the test groups were: 74 non-binders, 21 low-, 20 moderate-and 38 high-affinity binders. Overall, 80% of non-binders were correctly classified. Approximately 50, 70 and 80% of binders of low, moderate and high affinity, respectively, were correctly classified. The complexity of the network, i.e. the number of hidden layer nodes, did not significantly affect predictive performance. (13) 22 (12) 10 (8) 27 (10) 20 Low 23 (11) 16 (9) 11 (7) 50 (13) 21 Non-binder 8 (4) 7 (4) 8 (4) 77 (7) 74 A representative matrix for the four-class classification is given in Table 4 . Non-binders and high-affinity binders were well classified; low-and moderate-affinity binders were less well classified. This is likely to be due to the arbitrary definition of boundaries between classes, compounded by the smaller number of low-and moderate-than high-affinity binders in the data set.
To establish the minimum number of cycles required for satisfactory ANN training, we observed the classification of high-affinity binders as a function of the number of cycles. Fifty cycles appeared sufficient for training ANNs with 2-4 hidden nodes. ANNs with a single hidden layer node required up to 150 cycles for training.
Validation against direct binding
The prediction of binding peptides was also validated against the results of direct binding assays on a set of 16mer peptides from the tyrosine phosphatase IA-2 . The experimental binding affinity was compared to prediction based on the highest scoring nonamer within each peptide (Table 5 ). All 916 nonamer peptides in the initial data set (which did not include any IA-2 peptides) were used to train the ANN.
In binary classification, all high-affinity binders, 82% of moderate-affinity binders, 30% of low-affinity binders and 70% of non-binders were correctly predicted. These results are similar to those from the internal cross-validation. There was a highly significant association between predicted and experimental binding (Kruskal-Wallis test: P = 0.0001). 
Comparison of PERUN with other prediction methods
PERUN was compared with the quantitative matrix and a weighted binding motif method, using the experimental binding affinities of IA-2 peptides. The relatively small number of test peptides (62) was insufficient to demonstrate a statistically significant difference in the performance of the three methods by ROC analysis. However, the results suggest that the predictive performance of PERUN is comparable to that of the quantitative matrix of Hammer et al. (1994a) , and is likely to be better than that of the binding motif (Table 6 ). (Swets, 1988 
Discussion
Our prime objective was to design a method for the prediction of MHC class II-binding peptides that could integrate experimental data and expert knowledge with the search and classification tools of the information science. The results indicate that we have largely succeeded in meeting this objective. PERUN predictions of peptide binding to HLA-DR4(B1*0401) are as good as or better than alternative methods. Furthermore, new peptides and their binding affinities can be incorporated simply into the primary data set, followed by the application of an EA to create a new training set. Thus, PERUN is adaptive, allowing theoretical predictions to be combined with experimentation in a two-way in-terchange of information, refining both during the process. This represents a significant advantage in comparison with other methods which cannot be improved just by being used. ANNs can also be trained for specific requirements, e.g. high specificity or high sensitivity. Allelic variants of HLA-DR molecules display high structural and functional similarity (Madden, 1995; Jardetzky et al., 1996) , and therefore this approach is likely to be generally applicable for predicting peptides that bind to other HLA-DR molecules.
An ANN as a classification device is well suited for extracting and learning peptide-MHC molecule binding rules, because it is adaptive, can generalize, deal with non-linear problems, and handle imperfect or incomplete data (Hammerstrom, 1993 ). More complex ANNs may perform better with increased number of available training data. A larger number of hidden layer nodes would cause the complexity of the ANN to exceed the available training data and probably result in a poorly defined learning problem (Amari et al., 1995) , with a tendency to memorize data rather than generalize and extract rules. The number of linearly separable regions in input space M, with J hidden layer nodes, is M = 2 J (see Zurada, 1992, pp. 216-218) . Therefore, the maximum number of classes for 1, 2, 3 and 4 hidden layer nodes is 2, 4, 8 and 16, respectively. The ANN with a single hidden node is therefore expected to perform well in two-class classification, i.e. discrimination between binders and non-binders; conversely, good performance in four-class classification requires two or more hidden layer nodes. Comparison of linear network to those with 1-4 hidden layer units showed no difference in performance. The possibilities which could explain this include: (i) peptide binding to the DR4 molecule is a linear problem that could be modeled by a single matrix or (ii) peptide binding to the DR4 molecule is non-linear, but available data are biased towards a linear model for historical reasons. Accumulation of binding data should help find an answer to the question of which model is appropriate. The recent findings indicate that binding of peptides to MHC class II molecules is a non-linear problem, influenced by both independent and inter-dependent binding of each amino acid within the peptide, and by other factors such as the overall structure of the peptide. This view is supported by crystallographic analysis (Jardetzky et al., 1996) . Raddrizzani et al. (1997) showed, experimentally, interdependence of individual amino acids on peptide binding to the HLA-DQ isotope of human class II MHC molecules. Therefore, the solution space for binders may comprise disjoint regions not encodable by a single matrix. The capacity of PERUN to cope with non-linear data is therefore essential for the prediction of peptide binding to the broad range of class II MHC molecules.
The quality of ANN prediction depends on the quality of training data as well as the complexity of the solution space. Of 338 binding peptides in the initial data set, 224 contained two or more SAAR residues, resulting in a huge combinatorial space of possible alignments. Pre-processing was therefore a critical step because the task of selecting the most appropriate alignment is computationally complex. We used EA, the search method suitable for solving computationally difficult problems (Forrest, 1993) , to align peptides. The rationale for accomplishing correct peptide alignment was to combine the power of EA with the realistic assumptions derived from available expert knowledge of anchor positions.
In an attempt to force as much divergence within the population of matrices as possible, we opted to exclude a crossover operator which forces individuals to swap whole blocks of their genomes. The sensitivities of matrices of the final generation were ∼60% and specificities were almost 100%. A matrix whose coefficients were calculated as the average of corresponding coefficients of the final generation matrices had a sensitivity of <30%, indicating that the individual matrices captured disjoint regions in the solution space. Preliminary EA experiments, including cross-over operator, resulted in a population of matrices of high similarity, promoting a linear model of peptide alignment. With the intention of using PERUN for the prediction of peptide binding to diverse class II MHC molecules, a non-linear model for peptide alignment has been preferred and the cross-over operator was excluded. The arbitrarily selected size of the population of matrices (10) appears to be sufficient for solving this alignment problem. The selection of the EA and ANN parameters provides a good balance between reasonable performance and the computational requirements.
There are several avenues for improvement of PERUN. They include: (i) addition of more experimental data; (ii) minimization of biases that are present in the data set by excluding some peptides; (iii) incorporation of additional conceptual knowledge, e.g. more refined anchor data; (iv) optimization of the network architecture; (v) introduction of alternative alignment methods; (vi) investigation of peptide representations that are potentially more appropriate for the ANN stage. An efficient means to improve prediction would be via an 'adaptive loop', to feed back results of experimental validation. Two kinds of experimental data can be used: new peptide sequences with their binding affinities or experimentally determined primary anchor positions within peptides. We did not use information on experimentally determined primary anchors within specific peptides, but this has the potential to capture more specific, refined rules for binding. The potential improvements in four-class classification must address one or more of the following: (i) a relatively small data set; (ii) an insufficient number of examples of low and moderate binding affinity; (iii) an arbitrary definition of class boundaries; (iv) the adequacy of one output node with sigmoid output for the classification of binding affinities.
Computer models will increasingly enable scientists to exploit experimental data optimally and plan experiments. PERUN was implemented primarily to minimize the number of peptides required to be synthesized and tested as possible T-cell epitopes. Prediction of the peptides that bind to specific MHC molecules has implications for several areas of medicine, most obviously to vaccine development and the immunotherapy of autoimmune disease and cancer. Application of a prediction method may have different requirements. For example, high sensitivity, to identify all possible peptides, or high specificity to capture peptides that bind with the highest affinity. The inherent features of PERUN enable these requirements to be met simply by adjusting prediction thresholds.
