The authors deal with the design problem of low-delay perfect-reconstruction filter banks for which the FIR analysis and synthesis filters have equiripple magnitude response. Based on the minimax error criterion, the design problem is formulated in such a manner that the coefficients for the FIR analysis filters can be found by minimising the weighted peak error of the designed analysis filters, subject to the perfectreconstruction constraints. A design technique based on a modified dual-affine scaling variant of Karmarkar's algorithm, in conjunction with approximation schemes, is then developed for solving the resulting nonlinear optimisation problem. The effectiveness of the proposed design technique is demonstrated by several simulation examples.
Introduction
Filter banks have been widely used in the areas of subband coding of speech signals [l] , image signals [2, 31 and transmultiplexing [4] . A filter bank having a perfect-reconstruction property can provide a reconstructed signal that is exactly a delayed replica of the input signal, without introducing reconstruction error.
In the literature, several techniques have been proposed for the design of two-channel perfect-reconstruction (PR) linear-phase (LP) FIR filter banks . In general, the overall system delay of an LP FIR filter bank is totally determined by the lengths of the FIR filters used. Although a filter bank with two channels is very useful for tree-structured sub-band coding of speech signals [9] and wavelet transform [lo] , the inherent, long system delay, caused by using the two-channel PR LP FIR filter banks designed using the techniques of , may make the overall system objectionable in practical implementations and applications of sub-band coders. However, the overall system delay of a treestructured sub-band system can be significantly reduced A filter bank with low reconstruction delay and filter length N has a system delay of k,, which is less than N -1 [ll] . Recently, many techniques have been presented for designing two-channel low-delay filter banks [I 1, 121. The time-domain technique of [Ill can design an FIR filter bank with adjustable reconstruction delay. However, the output signal-to-reconstruction noise ratio SNR, of the designed filter bank is unsatisfactorily low.
Two techniques have been presented in [ 121 for designing two-channel low-delay PR FIR filter banks optimally in the least-squares sense. Although designing a filter bank that has analysis and synthesis filters with frequency responses that are optimum in the leastsquares sense is a popular task and is useful for separating the channels in communication systems [13] , the maximum ripple of the frequency responses of the designed analysis and synthesis filters may not be as small as possible. Moreover, our experience shows that designing filters with equiripple response (i.e. optimum in the minimax sense) generally results in the advantage of smaller error ripple than that with least-squares response at the same filter length. Therefore it is worth investigating the problem of designing low-delay perfect-reconstruction filter banks that have FIR analysis and synthesis filters with equiripple magnitude response. However, the resulting design problem is, in general, a highly nonlinear optimisation problem that is difficult to solve. As to the design method of [16] , which is based on the least-squares optimum criterion, the PR constraints cannot be guaranteed during the design process.
In this paper, we present a technique based on a modified dual-affine scaling (MDAS) variant of Karmarkar's algorithm proposed in [14] , in conjunction with approximation schemes for solving the considered design problem. The design problem is first formulated as a minimax optimisation problem, with two sets of nonlinear constraints for the responses of analysis filters and for the conditions of perfect reconstruction, respectively. Approximation schemes are proposed to simplify these two sets of nonlinear constraints. Then, we utilise the MDAS variant of Karmarkar's algorithm of [I41 to solve the resulting linearly constrained minimax optimisation problem. Fig. 1 shows the basic structure of a two-channel filter bank. The low-pass and high-pass analysis filters are designated by Ho(z) and H , ( z ) , respectively, and the low-pass and high-pass synthesis filters are designated by F,(=) and Fl(z), respectively. It is well known that the input-output relationship in the 2 transform is given by (1) The first term of eqn. 1 represents a linear shift-invariant system response, which is the desired signal translation from x(n) to .?(n), and the second term represents the aliasing error due to the change of sampling rate in the filter bank. Setting the synthesis filters Fop), = 2H1(-z) and F I ( z ) = -2Ho(-z) eliminates the aliasing term. Hence, eqn. 1 becomes
where
I Conditions for low-dela y perfectreconstruction
Eqn. 2 reveals that producing a reconstructed signal i ( n ) that is a delayed replica of x(n) (i.e. perfect reconstruction) requires (6) f o r j = 1, 2, ..., N,, where k' = (kd+1)/2, 6(x) = 1 , only when x = 0, and = 0, else.
In matrix form, eqns. 5 and 6 can be rewritten as (7) 1 2 (-l)zMthl-t = -m for i = 0, 1, where M, is an N, x NI-, matrix with entries given by (15) As Ho(z) and H l ( z ) are low-pass and high-pass filters, respectively, the corresponding desired frequency responses Do(e'@) and Ill(@') must be the ideal low-pass and high-pass filters, respectively. Therefore the second term of the right-hand side of eqn. 15 is negligible compared with the first term in the low-frequency band. Thus, we have the following approximation: where rn is an integer. Similarly, it can be derived that Oi, for i = 0, 1, must be chosen to satisfy 
M~(~) M~
for i = 0, 1. The problem of optimally designing a lowdelay PR FIR filter bank in the minimax sense is to design Hi(@)) such that the weighted peak ripple of Ei(dw) is minimised, subject to eqn. 7, for low-delay perfect reconstruction. Hence, the design problem can be formulated as
where I(x(1, denotes the L, norm of x, and W,(U)) denotes the weighting function. Eqn. 23 can be rewritten in an equivalent form as follows: minimise 6, 6 2 0 subject to an efficient method. In the following Section, we present an effective technique based on a linear-programming algorithm in conjunction with approximation schemes to solve eqn. 25.
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Proposed design technique
Let hor and h,' be the coefficient vectors and Hor(e'") and Hlr(e'") be the corresponding frequency responses of the analysis filters computed at the rth iteration during the optimisation process. Moreover, assume that AH,'(e'") represents the deviation for H, '(d") corresponding to the perturbation Ah,' = [Ah,'(O) Ahlr ( 1) ... Ah,'(N, -l)lT performed on h,' at the rth iteration for i = 0, 1. As a result, the constraints for the frequency responses of the analysis filters in eqn. 25 can be reformulated as
(26) where the superscript * denotes a conjugate operation. Assume that the perturbation Ah,' performed on h,' is sufficiently small at each iteration. Then, the term lAH;(d")(* in eqn. 26 can be neglected. Therefore, eqn. 26 can be approximated by the following expression:
With this approximation scheme, the design problem of eqn. 25 becomes
From eqn. 28, we note that the PR constraint U,h = m applies to both the original vector h' and the perturbed version h' + A h ' .
Let Q = {q,, wl, ..., mK-l} be a dense grid of frequencies linearly distributed in the range from U) = 0 to U) = n for evaluating the frequency responses and the related error functions. Next, we construct several useful matrices as follows:
where 0 denotes a matrix with appropriate size and zero entries. WO and W, are two submatrices with appropriate size, given by
(30) respectively, where diug(*) denotes a diagonal matrix.
where U. and U I are two submatrices with the (k, 0th entry given by 
for i = 0, 1, and k = 1, 2, ..., K, at the rth iteration.
Accordingly, eqn. 27 can be rewritten as (38) where 1 and 0 represent the column vectors with appropriate size and all entries equal to 1 and 0, respectively. To simplify eqn. 28, we further construct the following matrices:
In matrix form, the design problem shown by eqn. 28 can be expressed in the form of a dual optimisation problem, as follows:
To maximise bTw while satisfying both of the constraints in eqn. 44, the coefficient vector h is partitioned into two components as follows:
where h, denotes a vector in the null subspace of U,, and h,. denotes a vector in the subspace that is orthogo-
18 nal to the null subspace of Ur. Accordingly, the perturbation performed on the coefficient vector at the rth iteration can be written as Ah' = Ah; + Ah:
(46) where Ahnr is a perturbation vector in the null subspace of Uc, and Ah; is a perturbation vector in the subspace orthogonal to the null subspace of U,. Substituting eqn. 46 into w of eqn. 41 yields where w=w,+w,
We note from eqn. 25 that there are only N,, = (No + N , ) -N,. degrees of freedom available for finding the optimum coefficients for the analysis filters, owing to the perfect-reconstruction constraints. Hence, it is appropriate to solve the constrained optimisation problem by using the component Ah,' to find the optimum filter coefficients and using the component Ah; to satisfy the perfect-reconstruction constraints. Substituting eqn. 47 into eqn. 44 yields an equivalent problem as follows: 
and vo > 0 at the initial stage. With the initial solutions ro and vo it has been shown in [15] that an appropriate scaling operation must be performed to update r and v such that the objective function bT(Br + w,) can be improved at a faster rate. In [14] , it was proposed to scale the slack variables as follows. During each iteration, we first define After determining f,. from eqn. 63, we note that Ah; can be obtained as follows:
Ah: = Q(xr + afz) (64) if a suitable step size cc is found, where x ' represents the x obtained at the rth iteration during the optimisation process. The f, of eqn. 64 is the subvector containing the first N , entries of the feasible direction f,. We use this f, as the true descent direction for updating the coefficient vector x of the optimisation problem in eqn. 59. To find a suitable step size a for obtaining Ah; analytically instead of numerically, we propose a simple and efficient method by considering the feasibility of using the updated slack variable v' + af,. First, from eqns. 57 and 62, we have the feasible direction for the unscaled slack variable as follows:
f, = -ATB (B"ADi2ATB)-' BTb = -ATBf, Then, based on the fact that the updated slack variable v must be a vector with all entries greater than or equal to zero, a suitable step size a can be obtained by taking the most appropriate feasible step in the direction off, as follows: (65) where 0 < y < 1 is chosen experimentally. (z)~ denotes the jth entry of the vector z, and min{x} denotes the minimum value of x. From eqns. 45 and 46, the formula for updating h, is given by h; ' "
(67) where h,' represents h, after the (r -1)th iteration.
Determining Ah: using an approximation scheme
Here, the determination of the component Ah/ is considered. Utilising eqns. 8, 12 and 67, U,. and h are first updated during the rth iteration. Let the updated results be denoted as U;:' and h;+', respectively. Next, assume that the increment obtained for updating h,. is Ah: during the rth iteration. The corresponding increment for updating U::' is designated as AU:c. Then, we take the maximum feasible increments for obtaining the results after the rth iteration as follows: u;+1 = U;;' + nu;, 
Design procedure
We summarise the proposed design technique by presenting the following design procedure:
Step 1: Initialise the design process. 1. I : Construct the matrices W, U and d using eqns. 29, 31 and 33, respectively. 1.2: Select a suitable initial guess ho for h and set the iteration number r = 0. Our design experience shows 20 that an appropriate selection for h0 can be the unconstrained least-squares solution given by ho = { Re[UHW2U]}-l Re[UHW2d], where U" denotes the Hermitian of U.
1.3: Cornpute the squared peak error ripple 8 corresponding to ho. Construct U> and m using eqns. 12 and 9, respectively. Moreover, find the matrix Q corresponding to U,'.
Step 2: At the rth iteration, set Ahn' = 0 and Ahcr = 0. Construct the matrix Q corresponding to the current coefficient vector hr. Then, calculate the corresponding error vector e' = d ~ Uh", the squared weighted error vector c,' = W2[diug(er)]*(er) and the squared peak error ripple . C = 1.001 max{lcll}. Also, construct the matrices P and A using eqns. 39 and 40, respectively.
Step 3: Eind the slack vector where v1 = E'1 -c/, v2 = c l .
Step 4: Compute the feasible direction vector f, = (BTAD;:!ATB)-'B% for optimisation. Instead of directly computing f,. by performing the inverse of (B~AD,-;!A%), we propose an efficient procedure as follows: 4.1: Construct the diagonal matrices D , = diug(v1) and D2 = diug(v2). where f,,l =f,l + PQf,, and fv2 = -PQf,.
Step 6: Determine the step size a according to eqn. 66 and update the filter coefficient vector h as follows:
h,'+l = h" + aQf, according to eqn. 52. Construct the matrix U;:;' corresponding to h;+l .
Step 7: Compute the increment vector Ah; using eqn. 74.
Step 8: Update the filter coefficient vector h as follows h'+l h/'l + Ah;.
Step 9: Compute the squared peak error ripple &"+I corresponding to hr+l. Construct the matrix Ucr+l corresponding to hr+l.
Step 10: Define a performance indication function E(r + 1) = ](E' ~-E ' +~) / E '~ and a perfect-reconstruction indication function z9(r + 1) = max{lm -U;+lh'+ll}. It is reasonable to terminate the design process whenever the indication functions are small enough. Therefore we stop the iteration procedure if E(r + 1) 5 K and 29(r + 1) 5 q, where K and q, are two preset small positive real numbers. Otherwise, set r = r + 1 and go to step 2. stopband ripple (PSR), defined as follows: respectively. In the transition band, W,(w) is set to Wli. Moreover, the passband cutoff frequencies for
Ho(e/") and HI(@) are wpo and wpl, respectively, and the stopband cutoff frequencies for Ho(e'") and HI (&") are q0 and wsl, respectively.
Example I : This example is the same as example 1 in [12] . We use the same specifications for this design: a low-delay system with No = 28, N I = 36, wpo = 0.49rc, q0 = OAK, ko = 6 , wpl = 0.6rc, ql = 0.4rc, kl = 9. The weights are set to Wpo = 2, W,,, = 6, W,, = W,, = 1, and W,, = W,, = 0. The values of 3: and q are set to 0.1, and respectively. The design process converges after 449 iterations, and we obtain the filter coefficients listed in Table 1 for the designed Ho(z) and Hl(z). Table 2 shows the significant design results, namely the PPRs and PSRs obtained using the proposed technique and the technique proposed by [ 121 for comparison. Clearly, the proposed design technique produces a better performance than the design technique of [ 121.
The corresponding magnitude responses of Ho(z) and H l ( z ) are depicted in Fig. 2 , and the corresponding group delays of Ho(z) and H l ( z ) are depicted in Figs. 3  and 4 , respectively. Moreover, the resulting magnitude response and delay characteristic of T(z) are shown in Figs. 5 and 6, respectively.
Simulation examples
In this Section, we present several simulation examples of designing low-delay two-channel perfect-reconstruction FIR filter banks for illustration and comparison. These designs are performed on a personal computer with a Pentium CPU, using MATLAB programming language. The performance for each of the designed low-pass and high-pass analysis filters is evaluated in terms of the peak passband ripple (PPR) and the peak respectively. The design process converges after 95 iterations, and we obtain the filter coefficients listed in Table 3 for the designed Ho(z) and H,(z). Table 4 lists the PPRs and PSRs obtained using the proposed technique and the technique proposed by [12] for comparison. Again, we observe that the proposed design technique outperforms the design technique of [12] . The corresponding magnitude responses of Ho(z) and H l ( z ) are depicted in Fig. 7 , and the corresponding group delays of Ifo(:) and H l ( z ) are depicted in Figs. 8 and 9, respectively. Moreover, the magnitude response and delay characteristic of T(z) are shown in Figs. 10 and 1 1, respectively. FIR filter banks. The design problem was first formulated as a nonlinear optimisation problem. The eigenstructure of the coefficient matrix for the constraints of perfect reconstruction was utilised to partition the filter coefficient vector into two components, namely the first component in the null space of the coefficient matrix and the second component orthogonal to this null space.
To alleviate the difficulty of nonlinear constraints, an approximation scheme has been proposed to linearise the nonlinear constraints for the filter frequency responses. Then, a technique based on the use of a modified dual-affine scaling variant of Karmarkar's algorithm was developed for updating the first component of the filter coefficient vector.
For perfect reconstruction, an approximation scheme has been proposed for updating the second component of the filter coefficient vector to guarantee the perfectreconstruction characteristic of the designed filter banks. Moreover, analytical formulas have been presented for choosing the appropriate desired responses of the analysis filters and calculating the step size L3 required at each iteration. As a result, the coefficients of the analysis filters can be obtained efficiently by solving only linear equations during the design process. Computer simulations have shown the effectiveness of the proposed design technique.
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