This paper presents an algorithm, motivated by Morse Theory, for the topological configuration of the components of a real algebraic curve {f(x, y) = 0}. The running time of the algorithm is 0{n 12 (d+ logn) log nj, where n, d are the degree and maximum coefficient size of f(x, y).
INTRODUCTION
Let f(x, y) be a polynomial with integer coefficients, of degree n, n > 2. Let C be the real affine curve defined by C = {(x, y) g R 2 | f(x, y) = 0 } .
It is known that C consists of at most finitely many connected components. More precisely, when the curve is real non-singular (Section 2) each unbounded component of it is homeomorphic to a line and each bounded component is homeomorphic to a circle. We will call a bounded component an oval. An oval has a definite interior, homeomorphic to an open disk, and an exterior, homeomorphic to R 2 minus a closed disk. On the other hand, if C is real singular and K is the set of its real singular points (Section 2), then C -K is a differentiable 1-manifold. Therefore, each component of C -K is homeomorphic to a line or a circle. Furthermore, a component of C is either a component of C -K or a disjoint union of components of C -K and a subset of K.
In this paper we present a method for the topological configuration of the components of C. More precisely, in Section 2 we will first decide whether C is non-singular. When this is the case our procedure does the following:
1. It counts the number of components of C, and triangulates each component. 2. It finds the configuration of the components. In particular, given two ovals A and B, we will find their relative position.
The main idea of our method is based on an efficient way of locating the critical points of the projection map h: (x, y) -* x; that is, the real solutions of the system /(*) y) = 9f/dy(x, y) = 0. For each critical point (XQ, J/Q) w e construct an isolating [3] Configuration of real curves 39 results mentioned below appear in [13] , and therefore we state them without proof. We begin with some preliminaries. For polynomials p(x), q(x) with coefficients in a unique factorisation domain / , we denote by R = Res z (p, q), their resultant with respect to the variable x [13] . Note that R G / . Let s(x, y) be a polynomial over R[x, y], and let k be its degree. We say that s is regular in y whenever the coefficient of y in s is a non-zero constant. Now consider our polynomial f(x, y). We may suppose that / is square factor free; that is for every g G Q[s, y] of positive degree, g 2 does not divide / . Let E be the following system of equations:
We observe that £ has at most finitely many solutions over C 2 .
DEFINITION 2.1:
We say that C is non-singular over R 2 (respectively over C 2 ) if there is no point in R 2 (respectively in C 2 ) which satisfies S. C is singular over R In this section we state some of the key results taken from [11, 12] , which are essential to this work. In addition we include a procedure for finding a linear and a quadratic Morse function on a real non-singular curve. We conclude with Proposition 3.3.3 which is one of the basic ingredients of our algorithm. We begin with a definition. We have:
Let J = dp/dx dq/dy -dq/dx dp/dy be the Jacobian determinant of F, and
Suppose that all zeros of F, which lie in the interior, Int T, of T, are non-degenerate. Then the above proposition yields the following: We close this paragraph with the following. Let p(x, y), q(x, y) be as before and assume that p and q are regular in y. Consider a rational polynomial g{x) and let (a, b) be a rational interval isolating a real root xo of g (x) . By invoking the idea of negative polynomial remainder sequences [12] , a notion similar to the Euclidean Algorithm, and using Corollary 3.1.4 we can do the following:
1. We can locate and count the real roots of p(xo, y). 2. We can count and locate the common real roots of p(x 0 , y) and q(xo, y) •
THE CONSTRUCTION OF TWO MORSE FUNCTIONS.
For this paragraph only, we shall assume that we are given a real non-singular curve C defined by C = {/(x, y) = 0}, with the polynomial f(x, y) satisfying conditions 1, 2 of Lemma 2.1.2. That is / is regular in y, and every vertical line x = xo contains at most one solution of the system f = f x = 0.
Denote
Let t be an indeterminate and consider q = tf x -f y , a= Res y (/, q) and C = x + ty. We will first give a sufficient polynomial condition on t so that h = C \ C has only non-degenerate critical points.
Let then (x, y) be a critical point of h. Then at (x, y) we have: 1 = Xf x , t = Xf y , / = 0, A G R. Further, (x, y) is non-degenerate if and only if Q(x, y) ^ 0, where Q = f x f yy + fyfxx -2fxfyfxy [10] -Therefore, if we can eliminate x and y from the system f = Q = tf x -f y = 0, that will be our condition. A first step in this direction is the following fact: . But since 2?/ = 0 we get that £ is a common factor of / and Q (note that Q = -Bf ). [7] Configuration of real curves 43
Conversely, let l{x, y) be an irreducible factor of / and Q over C [x, y] . Since / is square free, we can find a point (x 0 , Jfo) so that l(x 0 , y Q ) = 0 and dl/dy(x 0 , J/o) 0 . Using the Implicit Function Theorem we find that {i(z, y) = 0} is the graph of y -Tp(x) near (x 0 , y 0 ). But the fact that / is a common factor of / and Q implies that if>"(x) = 0, near x 0 . Hence {/ = 0} is a straight line near (x 0 , y 0 ). The latter fact implies that £ is linear, using the principle of analytic continuation. 
t) = (x -a) + (y -t) .
We shal give a sufficient polynomial condition on a and t so that A = T \ C has only non-degenerate critical points. First, we recall a well-known result of Morse which, roughly speaking, says that there are many A's which are Morse functions. In fact, the following proposition, also due to Morse, gives an explicit characterisation of points (a, t) so that A has degenerate critical points. 
Finally if c{x) = gcd(K(x, a, t), N{x, a)), k = K/c, 77 = N/c and T(a, t) =
Res r (fc, T/) we have: Throughout this paragraph we assume that we are given a real non-singular curve C = {f(x, y) = 0}. Let A = (x -a) 2 + (y -t) 2 be a Morse function on C, a, t £ Q. The following proposition provides the basis for the local topology of the curve near ZQ . 
PROPOSITION 3 . 2 . 7 . Let r(x), N(x, a), T(a, t) be as above. Then tor any pair (so) *o) of reals satisfying r(so) ^ 0, N(x, SQ) ^ 0 and T(ao, to) ^ 0, A = (a; -so) 4-(3/ -<o) \ C has only non-degenerate critical points.

PROOF: First we note that F(s,
t
T H E ALGORITHM
T H E NON-SINGULAR CASE.
Let a < /? be two consecutive critical values of h, and let k be the number of real roots of f(-y, y), where a < 7 < fi. We first have: Finally, let A be an oval of C, which is identified with a simple closed polygon. Consider q £ R 2 and let L' q be a semi-line starting at q and intersecting A transversely.
Further, let A q be the number of common points of A and L' q . We observe:
Noting that there is always a vertical rational line which intersects A transversely, it is now apparent how to decide the relative position of two ovals.
T H E SINGULAR CASE.
Let x Q be a real root of p(x) and let (a, b) be a rational isolating interval of 
THE COMPUTING TIME
In this section we calculate the computation time of our method in the case of a non-singular curve. We begin with some well-known notions and results.
Let k 6 Z, p/q G Q, (p, q) = 1. We define the size of As, p/q to be log Jb and logp -f logg respectively. Let d be the maximum coefficient size of f(x, y) and n its degree. A calculation shows that C is real singular, and its configuration is shown in Figure 2 .
