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Abstrat
In this paper we present an indutive renormalizability proof for massive ϕ44
theory on Riemannian manifolds, based on the Wegner-Wilson ow equations of the
Wilson renormalization group, adapted to perturbation theory. The proof goes in
hand with bounds on the perturbative Shwinger funtions whih imply tree deay
between their position arguments. An essential prerequisite are preise bounds on
the short and long distane behaviour of the heat kernel on the manifold. With
the aid of a regularity assumption (often taken for granted) we also show, that for
suitable renormalization onditions the bare ation takes the minimal form, that is to
say, there appear the same ounter terms as in at spae, apart from a logarithmially
divergent one whih is proportional to the salar urvature.
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1 Introdution
Among the dierent shemes devied to prove the perturbative renormalizability of a lo-
al quantum eld theory, the one based on the Wegner-Wilson dierential ow equations
of the Wilson renormalization group shows a distintive harateristi: it irumvents
ompletely the ombinatori omplexity of generating Feynman diagrams and the subse-
quent umbersome analysis of Feynman integrals with in general overlapping divergenes.
Initiated by Polhinski [Pol℄, this approah to renormalization has now been adapted to
a wide variety of physially interesting instanes. Partial reviews of the rigorous work
whih started from [KKS℄ may be found in [Kop1℄, [Sal℄, [Kop2℄, [Mü℄. It is tempting to
extend the approah via Wilson's ow equation further to prove the perturbative renor-
malizability of a quantum eld theory dened on urved spaetime. There is a aveat,
however. Using funtional integration, one atually deals with a quantum eld theory
dened on a "Eulidean setion" of urved spaetime, i.e. on a Riemannian manifold.
In ontrast to at spae there is no Wik rotation of Lorentzian urved spaetime, in
general. Nevertheless, beyond stati spaetimes, on partiular nonstati ones the ana-
lyti ontinuation of a quantum eld theory to a orresponding Eulidean formulation
has been rigorously shown reently: Bros, Epstein and Moshella [BEM℄ onsidered a
quantum eld theory on the anti-de Sitter (AdS) spaetime within a Wightman-type ap-
proah. As a onsequene of ertain spetral assumptions they show that the n-point
orrelation funtions admit an analyti ontinuation to tuboidal domains (of n opies)
of the omplexied overing spae of the AdS spaetime. This ontinuation inludes the
Eulidean AdS spaetime and satises there Osterwalder-Shrader positivity. Eulidean
AdS spaetime is a Riemannian manifold with onstant negative urvature.
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Moreover,
Birke and Fröhlih [BiFr℄, establishing in an algebrai approah Wik rotation of quan-
tum eld theories at nite temperature, also presented a reonstrution of quantum eld
theories on spei urved spaetimes from orresponding imaginary-time formulations,
using group-theoretial tehniques.
Our work starts straight onsidering a Riemannian manifold as given "spaetime". This
manifold is assumed to be geodesially omplete and to have all its setional urvatures
onned by a negative lower and a positive upper bound. We then study perturbative
renormalizability of massive ϕ44 -theory dened on suh a manifold by analysing the gen-
erating funtional LΛ,Λ0 of onneted (free propagator) amputated Shwinger funtions
(CAS). From the physial point of view it seems justied to restrit to this lass of mani-
folds, sine in situations where urvature beomes large or where singularities appear the
1
It is alled 'hyperboli spae' in the mathematial literature.
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treatment of gravity as a lassial bakground eet beomes questionable anyway. As
there is no translation symmetry, the CAS and thus the system of ow equations relating
them have to be dealt with in position spae. Establishing bounds involving these CAS
we heavily rely on global lower and upper bounds for the heat kernel on the manifold,
found in the mathematial literature.
Around the beginning of the eighties a onsiderable amount of work was arried out to
formulate quantum eld theory perturbatively on urved spaetime. Based on the intu-
ition that ultraviolet divergenes involve arbitrarily short wavelenghts, an approximating
loal momentum spae representation of the Feynman propagator in urved spaetime
was developed in [Bir℄,[BPP℄,[BuPn℄ for the φ4-theory and generalized in [BuPr℄,[Bun1℄.
Combined with dimensional regularization, the eulideanized φ4-theory was then shown
to be renormalizable with loal ounterterms in one- and two-loop order. Furthermore,
hoosing the same general approah, Bunh [Bun2℄ has demonstrated the BPHZ renor-
malization of the φ4-theory on eulideanized urved spaetime, by taking into aount
the power ounting singular ontributions in the asymptoti expansion of the propagator
around its eulidean form. A dierent kind of generally appliable dimensional regular-
ization sheme has been given by Lüsher [Lü℄, who applies it to the φ4-theory on an
arbitrary ompat four-dimensional manifold with positive metri and to the Yang-Mills
gauge theory on S4. He also shows the renormalizability of the φ4-theory by loal oun-
terterms at the one- and two-loop levels. Further referenes on work before 1982 an
be found in the monograph [BiDa℄. More reently, the perturbative onstrution of the
φ4-theory has been performed in an algebrai setting by Brunetti, Fredenhagen, Hollands
and Wald [BrFr℄,[HoWa1℄,[HoWa2℄. These authors adapted the renormalization method
of Epstein and Glaser to onstrut the algebra of loal, ovariant quantum elds of the
φ4-model on a globally hyperboli urved spaetime to any order of the perturbative
expansion, making use of tehniques from miroloal analysis. The ruial notion of a
loal and ovariant quantum eld introdued in [HoWa1,2℄ has been further formalized
by Brunetti, Fredenhagen and Verh [BFV℄.
This paper is organized as follows : In Setion 2 we ollet and slightly adapt global
bounds on the heat kernel found in the mathematial literature, whih are pertinent to
our treatment. The ation onsidered and the system of perturbative ow equations
satised by the CAS is set up in Setion 3. To establish bounds on the CAS, being dis-
tributions, they have to be folded rst with test funtions. In Setion 4 a suitable lass
of test funtions is introdued, together with tree strutures with the aid of whih the
bounds to be derived on the CAS are going to be expressed. In Setion 5 we state the
boundary and the renormalization onditions used to integrate the ow equations of the
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irrelevant and relevant terms, respetively. The ow equations permit to be quite general
in this respet, englobing basially all situations of interest. Setion 6 is the entral one of
this paper. We state and prove indutive bounds on the Shwinger funtions whih, being
uniform in the uto, diretly lead to renormalizability. Beyond they imply tree deay
of the Shwinger funtions between their external points. The last setion is devoted to
the proof that the bare ation of the theory may be hosen minimally, i.e. with position
independent ounter terms apart from one (logarithmially divergent) term whih is pro-
portional to the salar urvature of the manifold. Here we have to make the assumption
that geometri quantities on the manifold have a smooth expansion (to lowest orders)
w.r.t. ontributions of urvature terms of inreasing mass dimension.
2 The heat kernel
We onsider geodesially omplete simply onneted Riemannian manifoldsM of dimen-
sion n without boundary, whose setional urvatures are bounded between two onstants
−k2 and κ2 . The related heat kernel then has the following properties :
K(t, x, y) ∈ C∞((0,∞)×M×M) , (1)
0 < K(t, x, y) <∞ , (2)
K(t, x, y) = K(t, y, x) , (3)∫
M
K(t, x, y) dV (y) = 1 , (4)
K(t1 + t2, x, y) =
∫
M
K(t1, x, z) K(t2, z, y) dV (z) . (5)
Stohasti ompleteness (4) holds due to the assumed bounded urvature, f. [Tay, h.6,
Prop.2.3 ℄. Mathematiians have established quite sharp pointwise bounds on the respe-
tive heat kernels of various lasses of manifolds. We are going to expliit now some of
these bounds, beause we will rely on them in the subsequent onstrution. Some bounds
are known to hold for 0 < t < T , others for 0 < t or T < t. We will write tδ = t(1 + δ)
where the parameter δ satises 0 < δ < 1 and may be hosen arbitrarily small. Fur-
thermore c, C, olletively denote onstants whih depend on δ, n and - if involved in the
laim - on k2, T .
On omplete Riemannian manifolds of dimension n with nonnegative Rii urvature the
heat kernel saties the lower and upper bounds [LiYa, Dav1℄
c√
|B(x, t1/2)| |B(y, t1/2)| e
−
d2(x,y)
4t(1−δ) ≤ K(t, x, y) ≤ C√|B(x, t1/2)| |B(y, t1/2)| e−
d2(x,y)
4t(1+δ)
(6)
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valid for all x, y ∈M and t > 0 .
In the ase of negative Rii urvature bounded below let E ≥ 0 denote the bottom of
the spetrum of the operator −∆ . Then it holds, see [Dav2, Theorems 16 and 17 ℄ :
If δ > 0, there exists a onstant cδ suh that
K(t, x, y) ≤ cδ
( |B(x, t1/2)| |B(y, t1/2)|)− 12 exp (− d2(x, y)
4t(1 + δ)
)
(7)
for 0 < t < 1 and for all x, y ∈M, whereas
K(t, x, y) ≤ cδ
(
|B(x, 1)| |B(y, 1)|
)− 1
2
exp
{
(δ −E)t− d
2(x, y)
4t(1 + δ)
}
(8)
for 1 ≤ t <∞ and for all x, y ∈M.
Moreover, a lower bound of the form appearing in (6) holds here, too, however restrited
to 0 < t < T , [Var℄.
In addition, given bounded setional urvature −k2 ≤ SecM ≤ κ2, there is the lower
bound
K(t, x, y) ≥ c exp
(
− E˜t− C d
2(x, y)
t
)
(9)
for all x, y ∈M and for t > T , with onstants c, C > 0 and E˜ > E, possibly muh larger,
[Gri, h. 7.5 ℄.
On a Cartan-Hadamard manifold of dimension n , i.e. a geodesially omplete simply
onneted nonompat Riemannian manifold with nonpositive setional urvature, and
assuming that the setional urvature is bounded below by −K2, we also have for all
x, y ∈M, and for 0 < t, [Gri, h. 7.4 ℄,
K(t, x, y) ≤ C
min(1, tn/2)
exp
(
− (n− 1)
2
4
K2t− d
2(x, y)
4tδ
)
. (10)
For later use we extrat from these bounds partiular versions valid for four-dimensional
omplete Riemannian manifolds whose setional urvatures may range between two on-
stants −k2 and κ2.
From volume omparison, f. e.g. [Cha, set.3.4℄, follows:
i) If all setional urvatures of M have values in [−k2, 0], k > 0, xed, then
π2
2
t2 ≤ |B(x, t1/2)| ≤ π
2
2
t2 h4(k t
1/2) (11)
with the positive inreasing funtion
h4(r) =
cosh(3r)− 9 cosh r + 8
3r4
, h4(0) = 1 ,
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ii) if all setional urvatures of M have values in [0, κ2], κ > 0, xed, then 2
π2
2
t2 s4(κ t
1/2) ≤ |B(x, t1/2)| ≤ π
2
2
t2, for κ t1/2 < π, (12)
with the positive dereasing funtion, 0 < r < π,
s4(r) =
cos(3r)− 9 cos r + 8
3r4
, s4(0) = 1 .
Taking (6) together with (12), as well as taking (10) or (7) and the lower bound from (6)
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together with (11), we obtain, restriting
4
to 0 < t < T :
c
t2
exp(− d
2(x, y)
4t(1− δ)) ≤ K(t, x, y) ≤
C
t2
exp(− d
2(x, y)
4t(1 + δ)
) . (13)
The onstants c, C depend on k2, κ2, δ, T , but do not depend on t. As a onsequene of
this lower and upper bound we obtain under the same onditions
ds(x, y)K(t, x, y) ≤ c ′ t s/2 K(t δ ′, x, y) for t ≤ T, (14)
with δ ′ > δ. For 1 ≤ s ≤ 3 we also need the bound
|∇sK(t, x, y)| ≤ C t−s/2 K(tδ, x, y) (15)
based on [CLY℄, [Dav3℄ and valid for 0 < t < T . Here ∇s denotes a ovariant derivative
of order s w.r.t. x and the norm is that of (A.32). The onstant C here also depends
on the norm of the ovariant derivatives of the urvature tensor up to order s− 1 . From
(15) and the heat equation it follows diretly that
|∂tK(t, x, y)| ≤ C t−1 K(tδ, x, y) . (16)
Finally we note the following reently proven bound on the logarithmi derivative of the
heat kernel [SoZh℄ whih holds for RicM ≥ −k2 and for 0 < t < T :
|∇K(t, x, y)|
K(t, x, y)
≤ O(1) 1
t1/2
(1 +
d2(x, y)
t
) . (17)
In losing this setion we remark that the restrition to manifolds M of the kind
onsidered is not ditated by the validity of our methods of proof. It rather seems to be
a hoie whih is reasonable and interesting on physial grounds.
2
The restrition on t aounts for the injetivity radius of the manifold.
3
Remember the statement after (8).
4
The restrition is neessary both for the upper and lower bounds.
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3 The Ation and the Flow Equations
The regularized (free) propagator is given in terms of the heat kernel by
Cε,t(x, y) =
∫ t
ε
dt′ e−m
2 t′ K(t′, x, y) . (18)
Its derivative w.r.t. t is denoted as
Ct(x, y) := ∂tC
ε,t(x, y) = e−m
2 t K(t, x, y) . (19)
We assume 0 < ε ≤ t <∞ so that the ow parameter t takes the role of a long distane
uto, whereas ε is a short distane regularization. The full propagator is reovered for
ε = 0 and t→∞ . For nite ε and in nite volume the positivity and regularity properties
of Cε,t permit to dene the theory rigorously from the funtional integral
e−
1
~
(Lε,t(ϕ)+Iε,t) =
∫
dµε,t(φ) e
− 1
~
Lε,ε(φ+ϕ) , Lε,t(0) := 0 , (20)
where the fators of ~ have been introdued to allow for a onsistent loop expansion in the
sequel. In (20) dµε,t(φ) denotes the Gaussian measure with ovariane ~C
ε,t(x, y). The
test funtion ϕ here is supposed to be in the support of the Gaussian measures dµt′,t′′(φ) ,
ε ≤ t′ ≤ t′′ < ∞ , whih implies in partiular that it is in C∞(M) . The normalization
fator e−
1
~
Iε,t
is due to vauum ontributions. It diverges in innite volume so that we
an take the innite volume limit only when it has been eliminated. We do not make the
nite volume expliit here sine it plays no role in the sequel.
The funtional Lε(ϕ) := Lε,ε(ϕ) is the bare (inter)ation inluding ounterterms,
viewed as a formal power series in ~ . The supersript ε indiates the UV uto. For
shortness we will pose in the following, with x, y ∈M, ~x = (x1, · · · , xn) ∈M×n,∫
x
:=
∫
M
dV (x) ,
∫
~x
:=
n∏
i=1
∫
M
dV (xi) ,
and
δ˜(x, y) := |g|−1/2(x) δ(x, y) .
As is known from lowest order alulations [Bir℄,[BPP℄,[Lü℄, in urved spaetime there will
appear an additional ounterterm of the type
∫
x
R(x)ϕ2(x) whih is proportional to the
salar urvature R(x) of the spaetime manifoldM onsidered. So the bare interation
for the symmetri ϕ44 theory would be
Lε(ϕ) =
λ
4!
∫
x
ϕ4(x) +
1
2
∫
x
{(aε + ξεR(x))ϕ2(x) + bεgµν(x) ∂µϕ(x) · ∂νϕ(x) + 2
4!
cεϕ4(x)}
(21)
7
where λ > 0 is the renormalized oupling, and the uto dependent parameters aε, ξε, bε, cε
- whih remain to be xed and whih are diretly related to the mass, urvature, wave
funtion, and oupling onstant ounterterms
5
- will fulll
aε, ξε, bε, cε = O(~) . (22)
It seems to us that there is no a priori reason to restrit to bare interations of this form.
In fat, sine there is no translation invariane in urved spae time, all ounter terms
and even the oupling λ itself may be position dependent. Quite generally the bare ation
is not a diretly observable physial objet, and the onstraints on its form stem from the
symmetry properties of the theory whih are imposed, on its eld ontent and on the form
of the propagator. The symmetry properties depend in partiular on the renormalization
onditions whih x the physial (relevant) parameters of the theory. They might be
position dependent : e.g. a loal sattering experiment performed at dierent plaes at
the same external momenta might give dierent ross setions and, as a onsequene of
this, the renormalized oupling, xed in terms of the ross setion, would be position
dependent. It is therefore natural to admit more general bare interations
6
Lε(ϕ) =
∫
x
λ(x)
4!
ϕ4(x) +
1
2
∫
x
{aε(x)ϕ2(x) + uµ,ε(x)ϕ(x)∇µϕ(x) + bˆε(x)gµν(x) ∂µϕ(x) · ∂νϕ(x) + 2
4!
cε(x)ϕ4(x)} .
Here λ(x), aε(x), bˆε(x), cε(x) are general salars and uµ,ε(x) is a general vetor, all
funtions are supposed to be smooth, and |λ(x)| (of ourse) uniformly bounded on M .
When alulating the two point funtion Lε(x1, x2) = δ/δϕ(x1) δ/δϕ(x2) Lε(ϕ)|ϕ≡0 from
this bare ation one obtains
L ǫ2(x1, x2) = aǫ(x1) δ˜(x2, x1)−
1
2
(∇µuµ,ǫ)(x1) δ˜(x2, x1)
− |g(x2)|− 12 ∂(2)µ bˆε(x2) gµν(x2) |g(x2)|
1
2 ∂(2)ν δ˜(x2, x1) . (23)
This means that uµ,ǫ only ontributes via its divergene, and that the ontribution
∼ ∇µuµ,ǫ an be absorbed in aǫ . On the other hand the partiular tensor oupling
bˆε(x)gµν(x) an be generalized - without hanging symmetry properties - into a smooth
5
Sine it is not neessary in the ow equation framework to introdue bare elds in distintion from
renormalized ones (our eld is the renormalized one in this language), there is a slight dierene, whih
is to be kept in mind only when omparing to other shemes.
6
One ould of ourse be even more general.
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symmetri (2, 0)-tensor eld bµν,ε(x) . In (23) the produt bˆε(x)gµν(x) is then replaed by
bµν,ε(x) , and we reognise that in (23) the generalisation
∆(b) := |g(x)|− 12 ∂µ bµν(x) |g(x)| 12 ∂ν (24)
of the Laplae-Beltrami operator ∆, (A.4), appears. We thus adopt a bare interation of
the form
Lε(ϕ) =
∫
x
λ(x)
4!
ϕ4(x)+
1
2
∫
x
{ a˜ε(x)ϕ2(x)+ bµν,ε(x) ∂µϕ(x)·∂νϕ(x)+ 2
4!
cε(x)ϕ4(x)} (25)
with smooth salar funtions a˜ε(x), cε(x) and a smooth symmetri tensor eld bµν,ε(x)
- whih remain to be xed and whih are of (at least) order ~ .
The ow equation (FE) is obtained from (20) on dierentiating w.r.t. t . It is a
dierential equation for the funtional Lε,t :
∂t(L
ε,t + Iε,t) =
~
2
〈 δ
δϕ
, Ct
δ
δϕ
〉Lε,t − 1
2
〈 δ
δϕ
Lε,t, Ct
δ
δϕ
Lε,t〉 . (26)
By 〈 , 〉 we denote the standard inner produt in L2(M, dV (x)) . The FE an also be
stated in integrated form
e−
1
~
(Lε,t(ϕ)+Iε,t) = e~∆F (ε,t) e−
1
~
Lε,ε(ϕ) . (27)
The funtional Laplae operator ∆F(ε, t) is given by
∆F(ε, t) =
1
2
〈δϕ, Cε,t δϕ〉
using the notation δϕ(x) = δ/δϕ(x). We may expand L
ε,t(ϕ) w.r.t. the number of elds
ϕ setting
Lε,tn (ϕ) :=
1
n!
∂n
∂κn
Lε,t(κϕ)|κ=0 . (28)
The funtional Lε,t(ϕ) an also be expanded in a formal powers series w.r.t. ~, and in a
double series w.r.t. ~ and the number of elds
Lε,t(ϕ) =
∞∑
l=0
~
l Lε,tl (ϕ) =
∞∑
l=0
~
l
∞∑
n=2
Lε,tn,l(ϕ) , L
ε,t
2,0(ϕ) ≡ 0 . (29)
Corresponding expansions for a˜ε(x), bµν,ε(x), cε(x) are a˜ε(x) =
∑
l≥1 a˜
ε
l (x)~
l
et. We
an then rewrite (26) in loop order l as
∂tL
ε,t
n,l(ϕ) =
9
12
∫
x,y
Ct(x, y)
[
δϕ(x) δϕ(y) L
ε,t
n+2,l−1(ϕ) −
∑
n1+n2=n+2
l1+l2=l
(δϕ(x) L
ε,t
n1,l1
(ϕ)) δϕ(y) L
ε,t
n2,l2
(ϕ)
]
. (30)
From Lε,tl (ϕ) we obtain the onneted amputated Shwinger funtions of loop order l as
Lε,tn,l(x1, . . . , xn) := δϕ(x1) . . . δϕ(xn)Lε,tl |ϕ≡0 . (31)
It is straightforward to realize that the Lε,tn,l are distributions
1) whih are ompletely symmetri w.r.t. permutations of the arguments (x1, . . . , xn)
2) and whih fall o rapidly with the distanes d(xi, xj) .
These fats follow from (25), (27) and the properties of the regularized propagator (6),
(13). The distributional harater of the Lε,tn,l is related to the fat that we onsider ampu-
tated Shwinger funtions. Thus there is assoiated a fator of δ˜(xi, z) to the external line
joining xi to an internal vertex at z whih is integrated over. Therefore the distributional
harater is dierent aording to whether one or several (up to three) external lines end
in a given z-vertex. From the point of view of the FE the distributional harater is a
onsequene of the boundary onditions, see (25) and (60), (61). Note that by (1) the
propagators Cε,t whih join dierent verties are smooth funtions of their position ar-
guments for ε > 0 . The two-point funtion is the most divergent objet as regards its
ow for small t. But the distributional struture of its regularized version is partiularly
simple. In fat it follows from (25) and (27) that Lε,t2,l(x1, x2) an be written as a sum over
regularized Feynman amplitudes with verties from Lε and with regularized propagators
whih satisfy (1), (6). Thus the only distributional singularities appearing are of the form
δ˜(x2, x1) and ∆
(bε,ε
l
)
x2 δ˜(x2, x1) . Thus Lε,t2,l(x1, x2) an be written as a linear ombination
of these two ontributions and a smooth funtion f(x1, x2) of rapid derease in d(x1, x2) .
The FE for the Shwinger funtions derived from (30) takes the following form :
∂tLε,tn,l(x1, . . . , xn) =
1
2
∫
x,y
Ct(x, y)
{
Lε,tn+2,l−1(x1, . . . , xn, x, y) − (32)
∑
l1+l2=l,
n1+n2=n
[
Lε,tn1+1,l1(x1, . . . , xn1, x) Lε,tn2+1,l2(y, xn1+1, . . . , xn)
]
sym
}
.
Here sym means symmetrization - i.e. summing over all permutations 7 of (x1, . . . , xn)
modulo those whih only rearrange the arguments of a fator.
8
7
by our hoie of normalization there is no normalization fator to be divided out
8
This may be implemented by ounting only the ongurations in whih the permuted position vari-
ables appearing in Lε,tn1+1 and Lε,tn2+1 appear in lexiographi order.
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For the renormalization proof we also need the FE for the Shwinger funtions derived
w.r.t. the UV uto ε. Integrating the FE over t′ between ε and t and then deriving
w.r.t. ε we obtain
∂ε Lε,tn,l(x1, . . . , xn) = ∂εLε,εn,l(x1, . . . , xn) −
1
2
∫
x,y
Cε(x, y)
{
Lε,εn+2,l−1(x1, . . . , xn, x, y) −
∑
l1+l2=l,
n1+n2=n
[
Lε,εn1+1,l1(x1, . . . , xn1, x) Lε,εn2+1,l2(y, xn1+1, . . . , xn)
]
sym
}
+ (33)
1
2
∫
x,y
∫ t
ε
dt′ Ct′(x, y)
{
∂εLε,t′n+2,l−1(x1, . . . , xn, x, y) −
∑
l1+l2=l,
n1+n2=n
[
∂ε
(
Lε,t′n1+1,l1(x1, . . . , xn1 , x) Lε,t
′
n2+1,l2
(y, xn1+1, . . . , xn)
)]
sym
}
.
Integrating the FE instead from t < 1 to t = 1 and then deriving w.r.t. ε we get
∂εLε,tn,l(x1, . . . , xn) = ∂εLε,1n,l(x1, . . . , xn) − (34)
1
2
∫
x,y
∫ 1
t
dt′ Ct′(x, y)
{
∂εLε,t′n+2,l−1(x1, . . . , xn, x, y) −
∑
l1+l2=l,
n1+n2=n
[
∂ε
(
Lε,t′n1+1,l1(x1, . . . , xn1 , x) Lε,t
′
n2+1,l2
(y, xn1+1, . . . , xn)
)]
sym
}
.
4 Test funtions and Tree strutures
The distributional harater of the Lε,tn,l neessitates the introdution of test funtions
against whih they will be integrated. Later on we will only use a sublass of the test
funtions introdued in the subsequent denition, see (42).
Denition 1 : For n ∈ IN we set
Hn := {ϕ(~xn) = ϕ1(x1) . . . ϕn(xn) | ϕi ∈ C∞(M) ∩ L∞(M)} .
We wrote ~xn = (x1, . . . , xn) and we shall write
9 x2,n = (x2, . . . , xn) ∈ M×(n−1) .
For ϕ ∈ Hn−1 we set
Lε,tn,l(x1, ϕ) :=
∫
x2,n
Lε,tn,l(~xn) ϕ(x2,n) . (35)
9
By the bosoni symmetry of the Lε,tn,l all bounds are independent of the partiular role assigned to
the oordinate x1 , whih an be exhanged with any other oordinate.
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The regularized Shwinger funtions are obviously linear w.r.t. the test funtions:
Lε,tn,l(x1, a ϕ1 + b ϕ2) = a Lε,tn,l(x1, ϕ1) + b Lε,tn,l(x1, ϕ2) , a, b ∈ C , (36)
and it also follows from from (25) and (27) and the properties of the regularized propagator
(1), (10) that they satisfy
Lε,tn,l(x1, ϕ) ∈ H1 .
We will also onsider Shwinger funtions multiplied by produts of fators σ(xj , x1)
µ
,
(A.21).
Denition 2 : We introdue a smooth (external) ovetor eld ωµ(x) and form the bi-salar
insertions
E(i) ≡ E(xi, x1 ;ω) := σ(xi, x1)µ ωµ(x1), i = 2, · · · , n , (37)
and, more generally, for r ∈ IN ,
E
(r)
(i) ≡ E(xi, x1 ;ω(r)) := σ(xi, x1)µ1 . . . σ(xi, x1)µr ω(r)µ1...µr(x1) (38)
with a smooth (external) symmetri ovariant tensor eld ω
(r)
µ1...µr(x) of rank r. We have,
beause of (A.22),
|E(xi, x1 ;ω(r))| ≤ |ω(r)(x1)| d r(xi, x1) (39)
with the norm |ω(r)(x1)| aording to (A.32). For r ∈ IN we then pose
Lε,tn,l(x1, E(r)(i) ϕ) :=
∫
x2,n
E(xi, x1 ;ω
(r))Lε,tn,l(~xn) ϕ(x2,n) . (40)
Mostly we will suppress ω in the notation as we did in (40). Furthermore, for given
x1, x2 ∈M we onsider the produts
F
(r)
(12)Lε,tn,l(x1, x2, ϕ) := d 3−r(x1, x2)E(x2, x1 ;ω(r))
∫
x3,n
Lε,tn,l(~xn) ϕ(x3,n) (41)
for r = 0, 1, 2 , with E ≡ 1 if r = 0 , and with ϕ(x3,n) ≡ 1 (and no integration) if n < 3 .
Denition 3 : i) A graph G(V,P) is dened as a set of verties V and a set P of un-
ordered pairs p of verties alled lines/edges. Two lines are onneted if they share a
vertex in ommon. A graph is onneted if for eah pair of verties (i, j) there exists
a path of onneted lines onneting i to j . A tree is a onneted graph G(V,P) with
|P| = |V | − 1 . For a tree one an prove that the path of onneted lines onneting i
to j is unique. A rooted tree is a tree where one vertex in V has been hosen to be its
root. The inidene number ci of the vertex i in a tree is the number of distint lines
12
ontaining i . The subset Ve ⊂ V , ontaining the verties i with ci = 1 , exluding the
root (if it has c = 1 ), is alled the set of external verties. All other verties are alled
internal verties. We denote by T s the set of all trees suh that |Ve| = s − 1 , s ≥ 2 .
Subsequently we will onsider trees where the set of verties is identied
10
with a set of
points in the manifold M . For a tree T s ∈ T s we will all x1 ∈ M its root vertex,
and Y = {y2, . . . , ys} the set of points in M to be identied with its external verties.
Likewise we all Z = {z1, . . . , zr} with r ≥ 0 the set of internal verties of T s .
ii) For yi ∈ Y there exists exatly one p ∈ P suh that yi ∈ p . For x1 there exist
p1, . . . , pc1 ∈ P with 1 ≤ c1 ≤ s− 1 suh that x1 ∈ p1, . . . , x1 ∈ pc1. For zj ∈ Z there exist
p
(zj)
1 , . . . , p
(zj)
cj ∈ E with 2 ≤ cj ≤ s suh that zj ∈ p(zj)1 , . . . , zj ∈ p(zj)cj . We all c1 = c(x1)
the inidene number of the root vertex and c(zj) the inidene number of the internal
vertex zj of the tree.
We all a line p ∈ P an external line of the tree if there exists yi suh that yi ∈ p . The
set of external lines is denoted J . The remaining lines are alled internal lines of the tree
and are denoted by I, hene P = J ∪ I.
iii) Denoting by vc the number of verties having inidene number c, it follows from the
denition that
∑
c≥2(c− 2) vc = s− 3 + δc1,1 . By T sl we denote a tree T s ∈ T s satisfying
v2 + δc1,1 ≤ 3l − 2 + s/2 for l ≥ 1 and satisfying v2 = 0 for l = 0 . Then T sl denotes the
set of all trees T sl . We indiate the external verties and internal verties of the tree by
writing T sl (x1, y2, s, ~z ) with y2, s = (y2, . . . , ys) , ~z = (z1, . . . , zr) .
iv) We also dene for i ≤ s the set of twie rooted trees denoted as T s,(12)l . The trees
T
s,(12)
l ∈ T s,(12)l are dened exatly as the trees T sl apart from the fat that they have
two root verties x1, x2 with the properties of ii) above, and s− 2 external verties.
Denition 4 : For a tree T s+2l (x1, y2, s+2, ~z ) we dene the redued tree
T sl,yi,yj (x1, y2, . . . , yi−1, yi+1, . . . , yj−1, yj+1, . . . , ys+2, ~zij) to be the unique tree to be ob-
tained from T s+2l (x1, y2, s+2, ~z ) through the following proedure :
i) By taking o the two external verties yi, yj together with the external lines attahed
to them.
ii) By taking o the internal verties - if any - whih have aquired inidene number
c = 1 through the previous proess, and by also taking o the lines attahed to them.
iii) If the proess ii) has produed a new vertex of inidene number 1 go bak to ii).
In the sequel we shall bound the CAS folded with test funtions. Here we restrit to test
10
In mathematially straight notation a vertex should be viewed as the image of an element of a disrete
set under a mapping from this set into M.
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funtions of the following form : Let 1 ≤ s ≤ n and τ = τ2,s = (τ2, . . . , τs) with 0 < τi
ϕτ,y2,s(x2,n) :=
s∏
i=2
K(τi, xi, yi)
n∏
i=s+1
1(xi) . (42)
Here 1(x) = 1 ∀x ∈M . These test funtions are fatorized11. The nononstant funtions
are smooth, globally dened and rapidly dereasing onM . The pair τj , yj determines the
width and the enter of loalisation of the test funtion. This denition an be generalized
by hoosing any other subset of s oordinates among x2, . . . , xn . We also dene
12
for
2 ≤ j ≤ s
ϕ(j)τ,y2,s(x2,n) := K
(1)(τj , xj, x1; yj)
s∏
i=2,i 6=j
K(τi, xi, yi)
n∏
i=s+1
1(xi) (43)
with
K(1)(τj, xj , x1; yj) = K(τj , xj , yj)− K(τj , x1, yj) . (44)
Denition 5: Given τ , y2,s , δ > 0 , and a set of internal verties ~z = (z1, . . . , zr) , and
attributing positive parameters tI = {tI |I ∈ I} to the internal lines, the weight fator
F(tI , τ ;T sl (x1, y2,s, ~z)) of a tree T sl (x1, y2,s, ~z) at sales tI is dened as a produt of heat
kernels assoiated with the internal and external lines of the tree. We set
F(tI , τ ;T sl (x1, y2,s, ~z)) :=
∏
I∈I
CtI,δ(I)
∏
J∈J
K(τJ,δ, J) . (45)
Here we denote by τJ the entry τi in τ arrying the index of the external oordinate yi in
whih the external line J ends. For I = {a, b} the notation CtI (I) stands for CtI (a, b) .
We then also dene the integrated weight fator of a tree by
F(t, τ ;T sl ; x1, y2,s) := sup
{tI |I∈I, ε≤tI≤t}
∫
~z
F(tI , τ ;T sl (x1, y2,s, ~z)) . (46)
It depends on ε, but note that its limit for ε → 0 exists, and that typially the sup is
expeted to be taken for the maximal values of t admitted. Therefore we suppress the
dependene on ε in the notation. Finally we introdue the shorthand notation for the
global weight fator Fs,l(t, τ ; x1, y2,s) or more shortly Fs,l(t, τ) whih is dened as follows
Fs,l(t, τ) ≡ Fs,l(t, τ ; x1, y2,s) :=
∑
T s
l
∈T s
l
F(t, τ ;T sl ; x1, y2,s) . (47)
11
The funtion 1(x) is obtained on integrating K(τ, x, y) over y . This ould be used to unify the
notation.
12
Note that ϕ
(j)
τ,y2,s depends on x1 whih is not indiated.
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In omplete analogy we dene the weight fators and global weight fators for twie
rooted trees whih we denote as F(t, τ ;T s,(12)l ; x1, x2, y3,s) resp. F (12)s,l (t, τ ; x1, x2, y3,s) or
F (12)s,l (t, τ) . Following the denitions (45)-(47) we also dene for t ≥ 1
F t(τ ;T sl (x1, y2,s, ~z)) := sup
{tI |I∈I, ε≤tI≤1}
∏
I∈I
[(CtI,δ(I)+
∫ t
1
Ct′(I) dt
′)]
∏
J∈J
K(τJ,δ, J) , (48)
F t(τ ;T sl ; x1, y2,s) :=
∫
~z
F t(τ ;T sl (x1, y2,s, ~z)) , (49)
and
F ts,l(τ) :=
∑
T s
l
∈T s
l
F t(τ ;T sl ; x1, y2,s) . (50)
For s = 1 we set F1,l(t, τ) ≡ 1 .
We give more expliitly the form of F2,l(t, τ ; x, y) . It is by denition given through
F2,l(t, τ ; x, y) =
∑
T 2
l
F2,l(t, τ ;T 2l ; x, y) = K(τδ, x, y) +
3l−2∑
n=1
sup
{tIi |ε≤ tIi ≤ t, i=1.··· ,n}
[
∏
1≤i≤n
∫
zi
] CtI1,δ(x, z1) . . . CtIn,δ(zn−1, zn) K(τδ, zn, y) .
Using (5) we get
F2,l(t, τ ; x, y) =
3l−2∑
n=0
sup
{tIi |ε≤ tIi ≤ t, i=1.··· ,n}
Cτδ+
Pn
1 tIi,δ
(x, y) em
2τδ . (51)
Let us shortly omment on why we are led to introdue tree strutures and weight
fators in our ontext. In fat we will establish bounds for the CAS (35) indutively by
onluding from the CAS appearing on the r.h.s. of the FE (32) on the CAS appearing
on the l.h.s. Assume we have bounds in terms of weight fators of trees for the L's on
the r.h.s. The seond ontribution on the r.h.s. of (32) then lends itself immediately to
reprodue suh a bound if the fator, assoiated in our bound with a line of the tree, is
a bound on Ct(x, y) , and if the verties x, y appearing in the bound are integrated over.
This is the ase for our denition of weight fators sine in partiular internal verties
are integrated over. For the rst ontribution on the r.h.s. of (32) we would like to pass
from a tree assoiated with Ln+2 to a tree assoiated with Ln . This requires the bound
to be suh that its integration over x, y against the fator Ct(x, y) nally leads to an
15
expression bounded by a tree bound on Ln . This is at the origin of the notion of redued
tree introdued above, where two external points have disappeared.
For simpliity we hoose the test funtions appearing in the weight fators to be heat
kernels themselves. These form a suiently large set. However, to get indutive ontrol
of the loal ounter terms, we also have to admit the situation where some of the external
oordinates are just integrated over all of M . This leads to the general form of the
admitted test funtions (42).
5 Boundary and renormalization onditions
From the mathematial point of view the renormalization problem in the FE framework
appears as a mixed boundary value problem. The relevant terms are xed by renorma-
lization onditions at a large value tR of the ow parameter t, all other boundary terms
are xed at the short-distane uto t = ε.
To extrat the relevant terms - ontained in Lε,t2,l(x1, ϕ) and Lε,tl,4(x1, ϕ) - a ovariant Taylor
expansion with remainder term (A.28), (A.29) of the test funtion ϕ is used, ε ≤ t :
Lε,t2,l(x1, ϕ) = aε,tl (x1) ϕ(x1)− fµ,ε,tl (x1) (∇µϕ)(x1)− bµν,ε,tl (x1)(∇µ∇νϕ)(x1) + ℓε,t2,l (x1, ϕ) ,
(52)
Lε,t4,l(x1, ϕ) = cε,tl (x1) ϕ2(x1) ϕ3(x1)ϕ4(x1) + ℓε,t4,l(x1, ϕ) . (53)
Then the relevant terms appear as
aε,tl (x1) =
∫
x2
Lε,t2,l(x1, x2) , fµ,ε,tl (x1) =
∫
x2
σ(x2, x1)
µ Lε,t2,l(x1, x2) ,
bµν,ε,tl (x1) = −
1
2
∫
x2
σ(x2, x1)
µ σ(x2, x1)
νLε,t2,l(x1, x2) , (54)
cε,tl (x1) =
∫
x2,x3,x4
Lε,t4,l(x1, . . . , x4) , (55)
and the `remainders' ℓε,t2,l and ℓ
ε,t
4,l have the respetive forms
ℓε,t2,l(x1, ϕ) =
∫
x2
Lε,t2,l(x1, x2)
∫ s
0
dr
(s− r)2
2!
x˙ν312(r) x˙
ν2
12(r) x˙
ν1
12(r)
(∇ν3∇ν2∇ν1ϕ)(x12(r))
(56)
where s = d(x1, x2) and x12(r) is the point on the geodesi segment from x1 to x2 at ar
length r ; and
ℓε,t4,l(x1, ϕ) =
∫
x2,x3,x4
Lε,t4,l(x1, . . . , x4)
[∫ s12
0
dr x˙ν12(r)
(∇νϕ2)(x12(r)) ϕ3(x3)ϕ4(x4) +
16
ϕ2(x1)
∫ s13
0
dr x˙ν13(r)
(∇νϕ3)(x13(r)) ϕ4(x4) +
ϕ2(x1) ϕ3(x1)
∫ s14
0
dr x˙ν14(r)
(∇νϕ4)(x14(r))] . (57)
Reparametrizing the geodesi segment x12(r) = X(ρ), r = d(x1, x2)ρ , 0 ≤ ρ ≤ 1, we an
rewrite the remainder (56) employing (A.30)
ℓε,t2,l(x1, ϕ) =
∫
x2
d 3(x1, x2)Lε,t2,l(x1, x2)
∫ 1
0
dρ
(1− ρ) 2
2! d3(x1, x2)
X˙ν3(ρ) X˙ν2(ρ) X˙ν1(ρ)ω(3)ν3ν2ν1(X(ρ))
where ω(3)ν3ν2ν1(x) =
(∇ν3∇ν2∇ν1ϕ)(x) . (58)
1) Boundary onditions at t = ε :
The bare interation (25) implies that at t = ε - with Lε ≡ Lε,ε -
Lεn,l(x1, . . . xn) ≡ 0 for n > 4 , Lε2,0 ≡ 0 (59)
Lε2,l(x1, x2) = a˜ǫl (x1) δ˜(x2, x1)− ∆(b)2 δ˜(x2, x1) , b = bµν, εl (x2) , (60)
Lε4,l(x1, . . . x4) = (δl,0 λ(x1) + (1− δl,0) cεl (x1)) δ˜(x2, x1) δ˜(x3, x1) δ˜(x4, x1) . (61)
To ope with the relevant part of the expansion (52) we onsider a orresponding bare
part
L ε2, l(x1, ϕ) = a εl (x1) ϕ(x1) − fµ, εl (x1) (∇µϕ)(x1) − bµν, εl (x1)(∇µ∇νϕ)(x1) . (62)
The identity
− bµνl (x)(∇µ∇νϕ)(x) = ∇ν bµνl (x) ·
(∇µϕ)(x) − ∆(b)ϕ(x) , b = bµνl (x) (63)
suggests to deompose the bare vetor oeient appearing in (62) as
fµ, εl (x1) = f˜
µ, ε
l (x1) + ∇ν bµν, εl (x1) . (64)
By folding (62) with a test funtion ϕ we obtain after partial integration 13∫
x
ϕ(x)L ε2, l(x, ϕ) =
∫
x
{(
aεl (x)+
1
2
∇µf˜µ, εl (x)
)
ϕ2(x)+ bµν,εl (x) ∂µϕ(x) ·∂νϕ(x)
}
. (65)
This agrees in form with the orresponding ontent of the bare ation (25). From the
boundary onditions (59)-(61) we dedue
ℓε,ε2,l (x1, ϕ) = 0 , ℓ
ε,ε
4,l (x1, ϕ) = 0 . (66)
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Here ϕ is assumed to be smooth, and to derease suiently rapidly if M is nonompat. Apart
from the present onsideration and from the general analysis of the eetive ation after (20), we do not
introdue test funtions against whih the rst (root) vertex is integrated.
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The renormalization problem is related to the behaviour of the heat kernel at small
values of t. Therefore this problem is essentially solved if we an integrate the ow
equations up to some nite value tR of t. For shortness we hoose units suh that tR = 1.
We will ome to the limit t→∞ later, see Proposition 3. The positive mass m > 0 only
plays a role when this limit is taken. We pose
2) Renormalization onditions at t = tR := 1 :
14
aε,1l (x1) := a
R
l (x1), f
µ,ε,1
l (x1) := f
µ,R
l (x1), b
µν,ε,1
l (x1) := b
µν,R
l (x1) , (67)
cε,1l (x1) := c
R
l (x1) , (68)
where bµν,Rl (x) is a smooth symmetri tensor of type (2, 0) , f
µ,R
l (x) is a smooth vetor
and aRl (x) , c
R
l (x) are smooth salars on M , all uniformly bounded in the norm (A.32).
Typially the renormalization onditions are assumed to be uto-independent. To be able
to analyse the relation between the bare (inter)ation and the renormalization onditions
in more detail later on, we shall be more general in also admitting weakly ε-dependent
renormalization funtions satisfying
|∂ε aRl (x)| < O(ε−η) , |aRl (x)| < const + O(ε1−η) , η ≤ 1/2 , (69)
with analogous expressions for the other renormalization funtions.
In the partiular ase of M having onstant urvature, i.e. where all setional urva-
tures of M have a onstant value ρ , a transitive isometry group G ats on M . There
are three types of suh manifolds: The sphere S4 with ρ = k2 and G = SO(5) , the at
spae R
4
with ρ = 0 and G = SO(4) ⊗s R4 , the hyperboli spae H4 with ρ = −k2
and G = SO0(4, 1), the subsript denoting the omponent onneted to the identity.
Requiring the Shwinger funtions to show this symmetry G , results in the following
restritions on the relevant terms:
i) aε,tl (x), c
ε,t
l (x) do not depend on x ∈M,
ii) fµ,ε,tl (x) ≡ 0 , bµν,ε,tl (x) = g µν(x) b ε,tl , hene ∇ν bµν,ε,tl (x) ≡ 0.
However, there is a further (dimensionless) parameter ζ = k2/m2 on whih aε,tl , b
ε,t
l , c
ε,t
l
may depend, in general.
6 Renormalizability
The subsequent proposition is proven for test funtions of the form ϕτ2,s,y2,s(x2,n), (42).
In the end of this setion we join some remarks on possible extensions of the lass of
14
The sale tR is related to the sale T appearing in the bounds on the heat kernel (13), (14), (15) .
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test funtions. By Bose symmetry the bounds stay unaltered if any permuted subset of
external oordinates (and not x2, . . . , xs ) is folded with test funtions.
Proposition 1:
We onsider 0 < ε ≤ t ≤ 1 and ε < τi , furthermore 1 ≤ s ≤ n , 2 ≤ i ≤ n , 2 ≤ j ≤ s and
0 ≤ r ≤ 3 . We onsider test funtions either of the form ϕτ2,s,y2,s(x2,n) or ϕ(j)τ2,s,y2,s(x2,n) ,
whih are also denoted in shorthand as ϕs resp. ϕ
(j)
s .
In all subsequent bounds we understand Pl to denote a polynomial of degree ≤ sup(l, 0) -
eah time it appears possibly a new one - with nonnegative oeients whih may depend
on l, n, δ 15, on supM |λ(x)| , as well as on k2 , κ2 and the bounds on the rst and seond
ovariant derivatives of the urvature tensor (see (13) - (15)), but not on ε, t, m and τ .
Constants O(1) in the subsequent proof are to be understood in the same way. By (t, τ)
we denote inf{τ2, . . . , τs, t}, by (t, τ)i we denote inf{τ2, . . . , 6τi, . . . , τs, t}.
Then we laim the following bounds - using the shorthand (47) -
| Lε,tn,l(x1, ϕτ,y2,s)| ≤ t
n−4
2 Pl log(t, τ)−1 Fs,l(t, τ) , n ≥ 4 (70)
| Lε,tn,l(x1, E(r)(i) ϕτ,y2,s)| ≤ |ω(r)(x1)| t
n+r−4
2 Pl log(t, τ)−1i Fs,l(t, τ) , n > 4, r > 0 (71)
| Lε,tn,l(x1, E(r)(i) ϕτ,y2,s)| ≤ |ω(r)(x1)| t
n+r−4
2 Pl−1 log(t, τ)−1i Fs,l(t, τ) (72)
n = 2, r = 3 or n = 4, r > 0
| Lε,t2,l(x1, ϕτ,y2)| ≤ (t, τ)−1 Pl−1 log(t, τ)−1 F2,l(t, τ) (73)
| Lε,t2,l(x1, E(2) ϕτ,y2)| ≤ |ω(x1)| (t, τ)−1/2 Pl−1 log(t, τ)−1 F2,l(t, τ) (74)
| Lε,t2,l(x1, E(2)(2) ϕτ,y2)| ≤ |ω(2)(x1)| Pl−1 log(t, τ)−1 F2,l(t, τ) (75)
| Lε,tn,l(x1, ϕ(j)τ,y2,s)| ≤ t
n−4
2
(
t
τj
)1/2
Pl log(t, τ)−1 Fs,l(t, τ) , n > 2 (76)
| Lε,t2,l(x1, ϕ(2)τ,y2)| ≤ (
t
τ
)1/2(t, τ)−1 Pl−1 log(t, τ)−1 F2,l(t, τ) (77)
|F (r)(12)Lε,tn,l(x1, x2, ϕ)| ≤ |ω(r)(x1)| t
n−1
2 Pl−1 log(t, τ)−1 F (12)s,l (t, τ) . (78)
r = 0, 1, 2 and |ω(0)(x1)| ≡ 1 .
Remark : The full series of the previous bounds is needed to lose the indutive argument
in the subsequent proof. The reader who only wants to know what the bounds are an
restrit to (70), (73).
15
We suppose that δ > 0 may be hosen arbitrarily small in the denition of F . The onstants in Pl
then depend on the hoie of δ.
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Proof : The bounds stated in the proposition are proven indutively using the (standard)
indutive sheme whih proeeds upwards in n+ 2l, and for given n+ 2l upwards in l.
Thus the indution starts with the pair (4, 0) . For this term the r.h.s. of the FE vanishes
so that Lε,t4,0(x1, . . . , x4) = λ(x1) δ˜(x2, x1) δ˜(x3, x1) δ˜(x4, x1) whih is ompatible with our
bounds (after folding with suitable ϕ ). Generally it is important to note that the bound-
ary onditions are ompatible with the bounds of the proposition.
We will rst derive bounds for the derivatives ∂t Lε,tn,l(x1, E(r)(i) ϕs) , where E(0)(i) ≡ 1, and
∂tLε,tn,l(x1, ϕ(j)s ) . Afterwards these bounds are integrated over w.r.t. t.
A) We start onsidering the ase r = 0 and test funtions ϕs .
A1) Here we rst treat the rst term on the r.h.s. of (32)
R1 :=
∫
x2,n,x,y
ϕs(x2,n) Ct(x, y) Lε,tn+2,l−1(~xn, x, y) .
We may rewrite this expression as
R1 =
∫
v
∫
x2,...,xn,x,y
ϕs(x2,n) Ct/2(x, v) Ct/2(v, y) Lε,tn+2,l−1(~xn, x, y) =
∫
v
Lε,tn+2,l−1(x1, ϕs × Ct/2(·, v)× Ct/2(v, ·)) .
Applying the indution hypothesis to Lε,tn+2,l−1(x1, ϕs×Ct/2(·, v)×Ct/2(v, ·)) we thus obtain
the bound
|R1| ≤ tn+2−42 Pl−1 log(t, τ)−1
∫
v
∫
~z
∑
T s+2
l−1 (x1,y2,s,v,v)
F(t, τ, t
2
,
t
2
;T s+2l−1 (x1, y2,s, v, v, ~z)) . (79)
For any ontribution to (79) we denote by z′, z′′ the verties in the respetive tree
T s+2l−1 (x1, y2,s, v, v, ~z) to whih the test funtions Ct/2(·, v), Ct/2(v, ·) are attahed. Inter-
hanging
∫
~z
(see (46)) and
∫
v
and performing the integral over v using (5), (19), we get
a ontribution ∫
v
Ct/2(z
′, v) Ct/2(v, z
′′) = Ct(z
′, z′′) ≤ O(1) t−2 . (80)
Using this bound we an majorize
∫
v
F(t, τ, t
2
, t
2
;T s+2l−1 ; x1, y2,s, v, v) by
O(1) t−2 F(t, τ ;T sl ; x1, y2,s)
where the tree T sl is the redued tree obtained from T
s+2
l−1 by taking away the two external
lines ending in v , see Denition 4. The redution proess for eah tree xes uniquely the
set of internal verties of T sl in terms of those of T
s+2
l−1 . Note that the elimination of
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verties of inidene number 1 together with their adjaent line is justied by the fat
that
∫
z′
CtI ,δl(z, z
′) ≤ 1 . Note also that in the tree T sl the number v2 of verties of
inidene number 2 may have inreased by at most 2 , as ompared to T s+2l−1 , so that T
s
l
is indeed an element from T sl . We keep trak of this lower index l in the tree basially
to show that the number of verties always stays nite (in fat does not grow faster than
linearly in l for n xed).
The nal bound for the rst term on the r.h.s. of the FE is thus
|R1| ≤ tn−62 Pl−1 log(t, τ)−1
∑
T s
l
(x1,y2,s)
F(t, τ ;T sl ; x1, y2,s) (81)
where onstants have been absorbed in Pl−1 log .
A2) We now onsider the seond term in (32) for
i) n > 4
Piking a generi term from the symmetrized sum and arguing as in A1) we have to bound
R2 :=
∫
x2,n,x,y
ϕs(x2,n) Ct(x, y) Lε,tn1+1,l1(x1, . . . , xn1, x) Lε,tn2+1,l2(y, xn1+1, . . . , xn)
whih we rewrite similarly as in A1)
R2 =
∫
v
∫
x2,...,xn,x,y
ϕs(x2,n) Ct/2(x, v) Ct/2(v, y) Lε,tn1+1,l1(x1, . . . , x) Lε,tn2+1,l2(y, . . . , xn) .
(82)
Denoting
ϕ′s1(x2,n1) =
n1∏
r=2
ϕr(xr) , ϕ
′′
s2
(xn1+1,n−1) =
n−1∏
r=n1+1
ϕr(xr)
we identify the two terms∫
x2,...,xn1 ,x
ϕ′s1(x2,n1) Ct/2(x, v) Lε,tn1+1,l1(x1, . . . , x)
and ∫
xn1+1,...,xn,y
ϕ′′s2(xn1+1,n−1) Ct/2(v, y) Lε,tn2+1,l2(y, . . . , xn)
and thus write (82) as
R2 =
∫
xn
∫
v
Lε,tn1+1,l1(x1, ϕ′s1 × Ct/2(·, v)) Lε,tn2+1,l2(xn, Ct/2(v, ·)× ϕ′′s2) ϕn(xn) . (83)
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On applying the indution hypothesis to both terms in (83), restriting rst to n1, n2 > 1,
we obtain the bound
|R2| ≤ tn+2−82 Pl1 log(t, τ)−1
∫
xn
∫
v
∑
T
s1+1
l1
, T
s2+1
l2
F(t, τ ′, t/2;T s1+1l1 ; x1, y2, . . . , ys1, v) ·
· Pl2 log(t, τ)−1 F(t, τ ′′, t/2;T s2+1l2 ; xn, v, ys1+1, . . . . . . , ys(n)) ϕn(xn) . (84)
Here s(n) = s if s < n, and s(n) = s− 1 if s = n. Interhanging the integral over v with
the sum over trees we obtain
|R2| ≤ tn−62 Pl log(t, τ)−1
∑
T s
l
(T
s1+1
l1
, T
s2+1
l2
)(x1,y2...,ys)
∫
xn
F(t, τ2,s;T sl ; x1, y2 . . . , ys) (85)
with the following explanations :
Any ontribution in the sum over trees T sl (T
s1+1
l1
, T s2+1l2 )(x1, y2, . . . , ys, ~z) is obtained from
T s1+1l1 (x1, y2 . . . , ys1, v, ~z
′
) and T s2+1l2 (xn, v, ys1+1, . . . , ys, ~z
′′
) by joining these two trees via
the lines going from the verties z′ and z′′ to v, where z′ and z′′ are the verties attahed
to v in the two trees. These two lines have parameters t/2 . We use the equality∫
v
Ct/2(z
′, v) Ct/2(v, z
′′) = Ct(z
′, z′′) (86)
so that the new internal line has a t-parameter in the interval [ε, t] over whih the sup is
taken in the denition of F . 16
When performing the integral over xn in (84) we remember that xn is the root vertex of
T s2+1l2 (xn, v, ys1+1, . . . . . . , ys, ~z) . If s = n we have ϕn(xn) = Cτn(xn, yn) , and xn beomes
an internal vertex, and yn an external vertex, of T
s
l . If s < n, then ϕn(xn) ≡ 1 , and the
vertex xn beomes an internal vertex of T
s
l unless c(xn) = 1 . In this last ase integration
over xn together with (4) permits to take away the vertex xn and the internal line joining
it to an internal vertex zj of the tree T
s2+1
l2
17
. If (originally) c(zj) = 2 this elimination
proess ontinues. Thus the nal bound for R2, and hene for the seond term in (32)
is the same as (81), apart from hanging Pl−1 log(t, τ)−1 → Pl log(t, τ)−1 . Note that
this bound is established in the same way if Lε,tn1+1,l1(x1, . . . , x) or Lε,tn2+1,l2(y, . . . , xn) are
two-point funtions : In this ase the parameter τ appearing in (73) equals t/2 so that
(t, τ)−1 an be replaed by 2/t .
16
We an of ourse majorize Ct(z
′, z′′) ≤ O(1) Ctδ (z′, z′′).
17
If xn has turned into a vertex of inidene number 2 for T
s
l , the bound v2 + δc1,1 ≤ 3l − 2 + s/2 is
easily veried.
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Taking both ontributions from the r.h.s. of the FE together and summing over all trees
we have established the bounds
|∂tLε,tn,l(x1, ϕs)| ≤ t
n−6
2 Pl log(t, τ)−1 Fs,l(t, τ) , n > 4 . (87)
ii) n ≤ 4
In this ase we have n1+1 = 2 and/or n2+1 = 2 . Thus at least one of the polynomials
Pli log(t, τ)−1 appearing in the bounds (84) an by indution be replaed by Pli−1 log t−1 .
Therefore proeeding exatly as in the previous ase we obtain the bounds
|∂tLε,tn,l(x1, ϕs)| ≤ t
n−6
2 Pl−1 log(t, τ)−1 Fs,l(t, τ) , n ≤ 4 . (88)
B) r > 0 , f.(40)
For the rst term on the r.h.s. of the ow equation resulting from (32) the bounds for
1 ≤ r ≤ 3 are proven exatly as in A1). For the seond term we proeed similarly as in
A2). We pik a generi term on the r.h.s.∫
x2,n,x,y
ϕs(x2,n) Ct(x, y) E(xk, x1 ;ω
(r))Lε,tn1+1,l1(x1, . . . , xn1 , x) Lε,tn2+1,l2(y, xn1+1, . . . , xn) .
In the ase where k ≤ n1 the proof is the same as for r = 0, up to inserting the modied
indution hypothesis for∫
x2,n1 ,x
ϕs1(x2,n1) Ct/2(x, v) E(xk, x1 ;ω
(r))Lε,tn1+1,l1(x1, . . . , xn1 , x) .
If k > n1 we assume without restrition k = n and proeed again as in A2) to obtain the
bound
t
n−6
2 Pl1 log(t, τ)−1n
∫
xn
∫
v
|E(xn, x1 ;ω(r))|
∑
T
s1+1
l1
, T
s2+1
l2
F(t, τ, t/2;T s1+1l1 ; x1, y2, . . . , ys1, v)
· Pl2 log(t, τ)−1n F(t, τ, t/2;T s2+1l2 ; xn, v, ys1+1, . . . . . . , ys(n)) ϕn(xn) . (89)
Observing the inequality (39) together with
d(xn, x1) ≤
q∑
a=1
d(va, va−1) (90)
where {va} are the positions of the internal verties in the tree T sl (T s1+1l1 , T s2+1l2 ) dened
as in A2), on the path joining x1 = v0 and xn = vq , we then use the bound (14). The
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ases s = n and s < n are treated as in A2), using one more the bound (14).
The previous reasoning holds a fortiori for ∂t F
(r)
(12)Lε,tn,l(x1, x2, ϕ) , sine in these ases we
have |F (r)(12) | ≤ d 3(x1, x2)|ω(r)(x1)| , |ω(0)(x1) | ≡ 1. Here then x2 takes the role of xn .
Proeeding as before we thus obtain for r 6= 0 (after absorbing again all onstants in Pl)
|∂t Lε,tn,l(x1, E(r)(i) ϕs)| ≤ |ω(r)(x1)| t
n+r−6
2 Pl log(t, τ)−1i Fs,l(t, τ) , n > 4 (91)
|∂t Lε,t4,l(x1, E(r)(i) ϕs)| ≤ |ω(r)(x1)| t
r−2
2 Pl−1 log(t, τ)−1i Fs,l(t, τ) (92)
|∂t Lε,t2,l(x1, E(r)(2) ϕ2)| ≤ |ω(r)(x1)| t
r−4
2 Pl−2 log t−1 F2,l(t, τ) (93)
| ∂t F (r)(12)Lε,tn,l(x1, x2, ϕ)| ≤ |ω(r)(x1)| t
n−3
2 Pl−1 log(t, τ)−1 F (12)s,l (t, τ) . (94)
In (94) τ stands for (τ3, . . . , τs) , furthermore r = 0, 1, 2 and |ω(0)(x1)| ≡ 1 .
The bounds for (54)-(55),
| ∂t cε,tl (x1) | ≤
1
t
Pl−1 log 1
t
, | ∂t aε,tl (x1) | ≤ t−2 Pl−1 log
1
t
, (95)
| ∂t fµ,ε,tl (x1)ωµ(x1)| ≤ |ω(x1)| t−3/2 Pl−2 log
1
t
, (96)
| ∂t bµν,ε,tl (x1)ω(2)µν (x1) | ≤ |ω(2)(x1)|
1
t
Pl−2 log 1
t
(97)
are obtained on restriting the previous onsiderations to the ase s = 1 , in whih all
external oordinates are integrated over, e.g.
∂t a
ε,t
l (x1) =
1
2
∫
x2,x,y
Ct(x, y)
{
Lε,t4,l−1(x1, x2, x, y) −
∑
l1+l2=l
[
Lε,t2,l1(x1, x)Lε,t2,l2(y, x2)
]
sym
}
.
The polynomials appearing in (96), (97) are of degree ≤ l− 2 , orresponding to the fat
that on the r.h.s. of the FE (32) for these terms, there appear Lε,tl−1,4 and Lε,tl1,2Lε,tl2,2 with
insertions E
(r)
(2) , r = 1, 2 . Both are bounded indutively by polynomials of total degree
≤ sup(l − 2, 0) .
C) We ome to the bound on ∂tLε,tn,l(x1, ϕ(j)s ) , f. (76). As ompared to B) the only ase
whih requires new analysis is the bound on the seond term from the r.h.s. of the FE
(32), in the ase j > s1 . Then we assume without restrition, similarly as in B), that
j = s . The term to be bounded orresponding to (84) is then
t
n−6
2 Pl1 log(t, τ)−1
∫
v
∑
T
s1+1
l1
, T
s2+1
l2
F(t, τ ′, t/2;T s1+1l1 ; x1, y2, . . . , ys1, v) ·
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· Pl2 log(t, τ)−1
∫
xs
F(t, τ ′′, t/2;T s2+1l2 ; xs, v, ys1+1, . . . . . . , ys−1) |K(1)(τs, xs, x1; ys)| .
(98)
To bound this expression we telesope the dierene K(1)(τs, xs, x1; ys), f.(44), along the
tree T sl (T
s1+1
l1
, T s2+1l2 ) obtained from the two initial trees by joining them via v as in A2)
and proeeding similarly as in (90). We then have to bound expressions of the type
CtI,δ(va−1, va) |K(τs, va, ys) − K(τs, va−1, ys)|
where va−1, va are adjaent internal verties in T
s
l (T
s1+1
l1
, T s2+1l2 ) on the unique path from
x1 to ys . Making use of the ovariant Shlömilh formula (A.28)-(A.31) for the dierene
K(1)(τs, va, va−1; ys), we obtain
|K(τs, va, ys) − K(τs, va−1, ys)| ≤
∫ s
0
dr | ∇(1)K(τs, z(r), ys) |
= d(va−1, va)
∫ 1
0
dρ | ∇(1)K(τs, va−1,a(ρ), ys) |
≤ O(1) d(va−1, va)√
τs
∫ 1
0
dρK(τs,δ′ , va−1,a(ρ), ys) (99)
where z(r) = va−1,a(ρ) lies at distane r = ρ d(va−1, va), 0 ≤ ρ ≤ 1, from va−1 on the
reparametrized geodesi segment from va−1 to va. The last inequality results from (15).
Introduing for
3 δ < 1 : b = 2
1 + 3δ
1− 3δ , (100)
we then bound, with δ′ > 0 to be xed later,
CtI,δ(va−1, va) |K(τs, va, ys) − K(τs, va−1, ys)| ≤
≤
{
CtI,δ(va−1, va)K(τs, va, ys) + CtI,δ(va−1, va)K(τs, va−1, ys) , b t ≥ δ′τs
O(1) CtI,2δ(va−1, va) (
tI
τs
)1/2
∫ 1
0
dρ K(τs,δ′ , va−1,a(ρ), ys) , b t < δ
′τs .
(101)
The last line follows using (99) and absorbing the fator d(va−1, va) in CtI,δ(va−1, va) with
the aid of (14), by hanging δ to 2δ .
The last line in (101) has to be bounded in suh a way as to reprodue a ontribution
ompatible with the indution hypothesis. To this end we use the (upper) bound (13)
Ct2δ(v1, v2) K(τδ′ , v1,2(ρ), y) ≤ O(1)
1
t2
1
τ 2
exp
(
− d
2(v1, v2)
4t(1 + 3δ)
− d
2(v1,2(ρ), y)
4τ(1 + δ′)2
)
.
Noting that d(v1, v2) = d(v1, v1,2(ρ)) + d(v1,2(ρ), v2) we dedue
1
δ′
d2(v1, v2) + d
2(v1,2(ρ), y) ≥ 1
δ′
d2(v1, v1,2(ρ)) + d
2(v1,2(ρ), y) ≥
25
11 + δ′
(d(v1, v1,2(ρ)) + d(v1,2(ρ), y))
2 ≥ 1
1 + δ′
d2(v1, y) .
Hene, observing (100), we nd for b t < δ′τ
d2(v1, v2)
4t(1 + 3δ)
+
d2(v1,2(ρ), y)
4τ(1 + δ′)2
=
d2(v1, v2)
8t
+
d2(v1, v2)
4bt
+
d2(v1,2(ρ), y)
4τ(1 + δ′)2
≥ d
2(v1, v2)
8t
+
d2(v1, y)
4τ(1 + δ′)3
.
With the aid of the lower bound (13) we then arrive at
CtI,2δ(v1, v2)
∫ 1
0
dρ K(τs,δ′ , v1,2(ρ), ys) ≤ O(1)C2tI ,δ(v1, v2)K(τs(1 + δ′)4, v1, y) . (102)
Taking into aount (5) and hoosing δ′ suh that (1+ δ′)4 = 1+ δ , i.e. δ′ = δ/4+O(δ2) ,
we may thus bound the last line in (101) by
O(1) (
t
τs
)1/2 K(τs,δ, va−1, ys)
∫
v
CtI , δ(va−1, v)CtI , δ(v, va) , b t < δ
′ τ . (103)
Note that the addition of a new internal vertex v of inidene number 2 in (103) is
ompatible with the inequality v2 + δc1,1 ≤ 3l − 2 + s/2 .
Using these bounds and going bak to (98) we realize that the two terms in the rst line
of (101) - ase b t ≥ δ′τs - orrespond to two new trees of type T sl , where in omparison to
T sl (T
s1+1
l1
, T s2+1l2 ) the inidene number of the vertex va−1 or va has inreased by one unit.
Similarly (103) - ase b t < δ′τs - orresponds to a new tree where the inidene number
of the vertex va−1 has inreased by one unit. In (98) an integral over xs is performed. If
in the new tree
i) xs has c(xs) > 1
18
, then xs takes the role of an internal vertex of the new tree,
ii) xs has c(xs) = 1 we integrate over xs using (4) so that the vertex xs disappears.
As a onsequene of the previous bounds, on replaing again s→ j in (101),(103), we
thus obtain for n > 4 - see also A2) ii) for (105), (106) -
|∂t Lε,tn,l(x1, ϕ(j)τ2,s,y2,s)| ≤
{
t
n−6
2 Pl log(t, τ)−1 Fs,l(t, τ) , b t ≥ δ′τj
t
n−6
2 ( t
τj
)1/2 Pl log(t, τ)−1 Fs,l(t, τ) , b t < δ′τj
(104)
|∂tLε,t4,l(x1, ϕ(j)τ2,s,y2,s)| ≤
{
t−1 Pl−1 log(t, τ)−1 Fs,l(t, τ) , b t ≥ δ′τj
t−1 ( t
τj
)1/2 Pl−1 log(t, τ)−1 Fs,l(t, τ) , b t < δ′τj (105)
18
remember that the vertex xs in T
s2+1
l2
) is a root vertex by onstrution
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|∂t Lε,t2,l(x1, ϕ(2)τ,y2)| ≤
{
t−2 Pl−1 log t−1 F2,l(t, τ) , b t ≥ δ′τ2
t−2 ( t
τ
)1/2 Pl−1 log t−1 F2,l(t, τ) , b t < δ′τ2 .
(106)
D) From the bounds on the derivatives ∂t Lε,tn,l we then verify the indution hypothesis
on integrating over t . In all ases we need the bound
Fs,l(t′, τ) ≤ Fs,l(t, τ) for t′ ≤ t , (107)
whih follows diretly from the denition (46).
a) In the ases n+ r > 4 we have, due to the boundary onditions enoded in the form
of (25)
Lε,tn,l(x1, ϕ) =
∫ t
ε
dt′ ∂t′Lε,t
′
n,l (x1, ϕ) .
Then we get from (87), (91)-(93), due to (107),
| Lε,tn,l(x1, ϕs)| ≤ t
n−4
2 Pl log(t, τ)−1 Fs,l(t, τ) (108)
|Lε,tn,l(x1, E(r)(k) ϕs)| ≤ |ω(r)(x1)| t
n+r−4
2 Pl log(t, τ)−1k Fs,l(t, τ) , n > 4 (109)
|Lε,t4,l(x1, E(r)(k) ϕs)| ≤ |ω(r)(x1)| t
r
2 Pl−1 log(t, τ)−1k Fs,l(t, τ) , r > 0 (110)
|Lε,t2,l(x1, E(3)(2)ϕs)| ≤ |ω(3)(x1)| t
1
2 Pl−1 log t−1 Fs,l(t, τ) , (111)
whih proves the proposition for these ases.
b) Similarly, for n ≥ 4 the boundary onditions (25) imply that
Lε,tn,l(x1, ϕ(j)s ) =
∫ t
ε
dt′ ∂t′Lε,t
′
n,l (x1, ϕ
(j)
s ) ,
and we then obtain from (104), (105) together with (107)
|Lε,tn,l(x1, ϕ(j)s )| ≤ t
n−4
2
(
t
τj
)1/2
Pl log(t, τ)−1 Fs,l(t, τ) . (112)
We note that for b t ≥ δ′τj the integral
∫ t
ε
dt′ has to be split into
∫ δ′τj/b
ε
dt′+
∫ t
δ′τj/b
dt′ , and
that in the ase n = 4 the polynomial in logarithms may inrease in degree by one unit
due to the logarithmially divergent t-integral, see (115)-(117) below for more details.
) In the ase n = 4 , r = 0 we start from the deomposition (53)
Lε,t4,l(x1, ϕ) = cε,tl (x1) ϕ(x1, x1, x1) + ℓε,t4,l(x1, ϕ) .
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On integrating the bound for cε,tl (x1), (95), from t to 1 and using the boundary ondition
(68) we get
| cε,tl (x1) | ≤ Pl log t−1 . (113)
Taking together (95) and (88) we verify
|∂tℓε,t4,l(x1, ϕs)| ≤ t−1 Pl−1 log(t, τ)−1 Fs,l(t, τ) .
A sharper bound for ∂tℓ
ε,t
4,l(x1, ϕs) , whih when integrated over t ≥ ε stays uniformly
bounded in ε, is obtained as follows. In the ase s = 4 19 we deompose the test funtion
ϕ4(x2, x3, x4) :=
4∏
i=2
K(τi, xi, yi) = ϕ4(x1, x1, x1) + ψ(x2, x3, x4) ,
ψ(x2, x3, x4) =
4∑
i=2
i−1∏
f=2
K(τf , x1, yf)K
(1)(τi, xi, x1; yi)
4∏
j=i+1
K(τj , xj, yj) .
Then ℓε,t4,l(x1, ϕ4) = Lε,t4,l(x1, ψ) , and hene the FE (32) provides
∂t ℓ
ε,t
4,l(x1, ϕ4) =
1
2
∫
x2,x3,x4,x,y
ψ(x2, x3, x4)Ct(x, y)
{
Lε,t6,l−1(x1, . . . , x4, x, y) (114)
−
∑
l1+l2=l
[
Lε,t4,l1(x1, x2, x3, x)Lε,t2,l2(y, x4) + Lε,t2,l1(x1, x) Lε,t4,l2(y, x2, x3, x4)
]
sym
}
.
The r.h.s. is a sum over expressions of the same form as the one for ∂tLε,t4,l(x1, ϕ(j)τ2,s,y2,s) in
part C. Setting τ = infj{τj} we obtain, in the same way as there, the bound
|∂tℓε,t4,l(x1, ϕs)| ≤
{
t−1 Pl−1 log(t, τ)−1 Fs,l(t, τ) , b t ≥ δ′τ ,
t−1 ( t
τ
)1/2 Pl−1 log(t, τ)−1 Fs,l(t, τ) , b t < δ′τ .
(115)
Using the boundary ondition (66) we integrate (115) over t . This gives for b t < δ′τ (and
ε suiently small)
∣∣∣ ∫ t
ε
dt′ ∂t′ ℓ
ε,t′
4,l (x1, ϕs)
∣∣∣ ≤ ( t
τ
)1/2 Pl−1 log t−1 Fs,l(t, τ) , (116)
and for b t > δ′τ , in whih ase we may have t > τ or t < τ ,
∣∣∣ ∫ t
ε
dt′ ∂t′ ℓ
ε,t′
4,l (x1, ϕs)
∣∣∣ ≤ ∣∣∣ ∫ δ′τ/b
ε
dt′∂t′ ℓ
ε,t′
4,l (x1, ϕs)
∣∣∣+ ∣∣∣ ∫ t
δ′τ/b
dt′∂t′ ℓ
ε,t′
4,l (x1, ϕs)
∣∣∣
19
In this ase ϕi(xi) = K(τi, xi, yi) , 1 ≤ i ≤ 4 . If ϕi = 1 for some i , the orresponding ontribution
to the subsequent sum over i vanishes.
28
≤
((δ′
b
)1/2
Pl−1 log b
δ′τ
+ Pl log b
δ′τ
)
Fs,l(t, τ) . (117)
Hene, absorbing powers of log(δ′/b) in the oeients of Pl log as usual,
|ℓε,t4,l(x1, ϕs)| ≤ Pl log τ−1 Fs,l(t, τ) . (118)
From (53), (113), (116) and (118) we obtain
|Lε,t4,l(x1, ϕs)| ≤ Pl log(t, τ)−1 Fs,l(t, τ) .
d) In the ase n = 2 we have the deomposition (52). In addition to the bounds (95)-(97)
to be integrated from 1 to t ≤ 1, we need for ∂t ℓε,t2,l (x1, ϕ), (56), a bound, whih upon
integration from ε to t beomes a uniformly bounded funtion on ε ≥ 0. To this end we
use the form (58) and hoose the test funtion ϕ(x2) = K(τ, x2, y2) . Taking into aount
the bound (94) for n = 2, r = 0 together with (A.31) yields
| ∂t ℓε,t2,l (x1, ϕ)| ≤
∫
x2
t−
1
2 Pl−1 log t−1 F (12)2,l (t)
∫ 1
0
dρ
(1− ρ)2
2!
| ∇3(1)K(τ,X(ρ), y2)|
≤ t− 12 τ− 32 Pl−1 log t−1
∫
x2
F (12)2,l (t)
∫ 1
0
dρK(τδ′ , X(ρ), y2)
where (15) has been used. By denition we have
F (12)2,l (t) = F2,l(t; x1, x2) =
∑
T
2,(12)
l
F2,l(t;T 2,(12)l ; x1, x2)
=
3l−2∑
n=1
sup
{tIν |ε≤ tIi ≤ t, i=1.··· ,n}
[
∏
1≤ν≤n
∫
zν
] CtI1,δ(x1, z1) . . . CtIn,δ(zn, x2)
=
3l−2∑
n=1
sup
{tIν |ε≤ tIν ≤ t, ν=1.··· ,n}
CPn
1 tIν ,δ
(x1, x2)
where we used (5) and (51). We then proeed similarly as in and after (101). Setting
N = 3l − 2 we bound for Nb t < δ′τ and for n ≤ N as in (102)
CPn
1 tIν ,δ
(x1, x2)
∫ 1
0
dρ K(τδ′ , X(ρ), y2) ≤ O(1) C2Pn1 tIν ,δ(x1, x2) K(τδ, x1, y2) (119)
so that, observing (4),
| ∂t ℓε,t2,l (x1, ϕ)| ≤ τ−3/2 t−1/2 Pl−1 log t−1 K(τδ, x1, y2) , Nb t < δ′τ . (120)
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To verify the indution hypothesis (73) we resort to the deomposition (52) and denote
the sum of the rst, seond and third terms there by Lε,t2,l(x1, ϕ)rel. Integrating the
orresponding bounds (95)-(97) from 1 to t, and using again (15) gives
| Lε,t2,l(x1, ϕ)rel| <
( 1
t
Pl−1 log t−1 + 1
(tτ)
1
2
Pl−2 log t−1 + 1
τ
Pl−1 log t−1
)
K(τδ, x1, y2) .
(121)
Integrating the remainder (120) from (small) ε with vanishing initial ondition (66) to
t < δ′τ/(bN) leads to
| ℓε,t2,l (x1, ϕ)| ≤ τ−3/2 t1/2 Pl−1 log t−1 K(τδ, x1, y2) . (122)
By way of (52) we obtain from the bounds (88) and (95)-(97) the bound for Nb t ≥ δ′τ
| ∂t ℓε,t2,l (x1, ϕ)| ≤ t−2 Pl−1 log(t, τ)−1 F2,l(t, τ) + (123)
(
t−2 Pl−1 log t−1 +
2∑
j=1
t
j−4
2 τ−j/2 Pl−2 log t−1
)
K(τδ, x1, y2) .
Hene, integration and majorization, again observing both τ > t and t < τ , gives for
t > δ′τ/(bN)
| ℓε,t2,l (x1, ϕ)| ≤
(
bN
δ′τ
Pl−1 log bN
δ′τ
+ θ(t− τ)1
τ
Pl−1 log τ−1
)
F2,l(t, τ) + (124)
(
bN
δ′τ
Pl−1 log bN
δ′τ
+
(
bN
δ′τ 2
)1/2
Pl−2 log bN
δ′τ
+
1
τ
Pl−1 log bN
δ′τ
)
K(τδ, x1, y2) .
From (121), (122) and (124), absorbing onstants as usual in P log , we then get 20
| Lε,t2,l(x1, ϕ) | ≤ (t, τ)−1 Pl−1 log(t, τ)−1 F2,l(t, τ) (125)
in aord with (73).
20
The bound (124) diverges linearly with δ′, whereas in (117) the divergene was only logarithmi. This
indiates rapid growth sine the bounds then behave as (δ′)−l , a fator of (δ′)−1 being produed per
loop order. Without trying at all to optimize onstants, we still note that it is possible to hoose for this
ase δ = 2 in K(τδ, x1, y2) and bound the two point funtion indutively by F2,l(t, 3τ) without hanging
the bounds on the other funtions. The only plae in the proof where there is a modiation due to this
fator is in part A2). But here the value of τ appearing is t/2, see (86), and 3t/2 an be aommodated
for in the proof by introduing a new vertex of inidene number 2 while respeting the bound on the
number of those verties. A value δ = 2 then gives for suitable hoie of b the value b/δ′ ≃ 6 .
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To establish the bounds on Lε,t2,l(x1, E(r)(2)ϕ), r = 1, 2 , we expand the respetive test
funtions as follows, employing (A.30) and using the notations (54), (41)
Lε,t2,l(x1, E(1)(2)ϕ) = ϕ(x1)fµ,ε,tl (x1) ωµ(x1) + 2 bµν,ε,tl (x1)ωµ(x1) (∇νϕ)(x1)
+
∫
x2
F
(1)
(12)Lε,t2,l(x1, x2)
∫ 1
0
dρ
(1− ρ)
d 2(x1, x2)
X˙µ(ρ) X˙ν(ρ)(∇µ∇νϕ)(X(ρ)) , (126)
Lε,t2,l(x1, E(2)(2)ϕ) = −2ϕ(x1) bµν,ε,tl (x1)ω(2)µν (x1)
+
∫
x2
F
(2)
(12)Lε,t2,l(x1, x2)
∫ 1
0
dρ
1
d(x1, x2)
X˙µ(ρ) (∇µϕ)(X(ρ)) . (127)
The loal, i.e. relevant terms have already been dealt with in (96), (97), and the remain-
ders are treated as ℓε,t2,l (x1, ϕ) ; one obtains
| Lε,t2,l(x1, E(1)(2)ϕ2)| ≤ |ω(1)(x1)| (t, τ)−1/2 Pl−1 log(t, τ)−1 F2,l(t, τ) ,
| Lε,t2,l(x1, E(2)(2)ϕ2)| ≤ |ω(2)(x1)| Pl−1 log(t, τ)−1 F2,l(t, τ) .
Finally, we realize that Lε,t2,l(x1, ϕ(2)2 ) equals the r.h.s. of (52) without its rst term. Pro-
eeding again similarly as before - see (121), (122) and (124) - provides
|Lε,t2,l(x1, ϕ(2)2 )| ≤ (
t
τ
)1/2 (t, τ)−1 Pl−1 log(t, τ)−1 F2,l(t, τ) .
This ends the proof of Proposition 1.
The behaviour of the CAS upon removing the UV uto, i.e. εց 0, follows from
Proposition 2:
Let ε be (suiently) small. With the notations, onventions and the same lass of renor-
malization onditions as in Proposition 1 we have the bounds
| ∂εLε,tn,l(x1, ϕτ2,s,y2,s)| ≤ ε−
1
2 Pl log ε−1 tn−52 Fs,l(t, τ) (128)
| ∂εLε,tn,l(x1, E(r)(i) ϕτ2,s,y2,s)| ≤ ε−
1
2 Pl log ε−1 |ω(r)(x1)| tn+r−52 Fs,l(t, τ) (129)
| ∂ε Lε,tn,l(x1, ϕ(j)τ2,s,y2,s)| ≤ ε−
1
2 Pl log ε−1 tn−42 τ−
1
2
j Fs,l(t, τ) (130)
| ∂ε F (0)(12)Lε,tn,l(x1, x2, ϕτ2,s,y2,s)| ≤ ε−
1
2 Pl log ε−1 tn−22 F (12)s,l (t, τ) (131)
| ∂εLε,t2,l(x1, ϕτ,y)| ≤ ε−
1
2 Pl−1 log ε−1 (t, τ)− 32 F2,l(t, τ) (132)
| ∂ε F (0)(12)Lε,t2,l(x1, x2)| ≤ ε−
1
2 Pl−1 log ε−1 F (12)2,l (t) . (133)
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Proof: We apply the method developed in the previous proof. The bound (128) obviously
holds in the starting ase n = 4, l = 0 . Beause of the bare interation (25) the FE (33)
is used if n+ r > 4, where the dierene test funtion in (130) and the modied insertion
in (131),(133) ount as r = 1 and r = 3, respetively. Regarding the r.h.s. of (33) we note
that the rst and seond term do not ontribute to the ases onsidered, and the third
one only if n = 2, 4, 6.
Proeeding indutively as in A, B) and C) of the previous proof, and using the bounds of
Proposition 1, reprodues (128) for n > 4 and (129)-(131) and (133).
The FE (34) provides bounds on the relevant parts of the ases n+ r ≤ 4. As the renor-
malization onditions (67), (68), (69) depend at most weakly on ε, we obtain indutively
| ∂ε cε,tl (x1) | ≤ ε−
1
2 Pl−1 log ε−1 · t− 12 , | ∂ε aε,tl (x1) | ≤ ε−
1
2 Pl−1 log ε−1 · t− 32 (134)
| ∂ε fµ,ε,tl (x1)ωµ(x1)| ≤ |ω(x1)| ε−
1
2 Pl−1 log ε−1 · t−1 (135)
| ∂ε bµν,ε,tl (x1)ω(2)µν (x1) | ≤ |ω(2)(x1) | ε−
1
2 Pl−1 log ε−1 · t− 12 . (136)
With the aid of the deomposition (53), the bound (128) for n = 4 follows from (134)
and (130). It remains to show (132). We use the deomposition (52) and perform similar
steps as in D)d). From (58) and (133) we obtain
| ∂ε ℓε,t2,l (x1, ϕτ,y)| ≤
∫
x2
| ∂ε F (0)(12)Lε,t2,l(x1, x2) |
∫ 1
0
dρ
(1− ρ)2
2!
| (∇ 3ϕτ,y)(X(ρ)) |
≤ ε− 12 Pl−1 log ε−1 τ− 32
∫
x2
F (12)2,l (t)
∫ 1
0
dρK(τδ′ , X(ρ), y)
and herefrom, f. (51), (119) for Nb t < δ′τ (N = 3l − 2) ,
| ∂ε ℓε,t2,l (x1, ϕτ,y)| ≤ ε−
1
2 Pl−1 log ε−1 τ−3/2 K(τδ, x1, y) . (137)
From (134)-(136) follows
| ∂εLε,t2,l(x1, ϕτ,y)rel| < ε−
1
2 Pl−1 log ε−1 · 1
t
1
2
(
1
t
+
1
(tτ)
1
2
+
1
τ
)
K(τδ, x1, y) . (138)
On aount of (52) the bounds (137), (138) establish (132) for Nb t < δ′τ .
To obtain an extension of the bound (137) to Nb t ≥ δ′τ we again resort to the deompo-
sition (52), yielding
∂t ∂ε ℓ
ε,t
2, l(x1, ϕ) = ∂t ∂ε Lε,t2, l(x1, ϕ)
− ∂t ∂ε aε,tl (x1)ϕ(x1) + ∂t ∂ε fµ,ε,tl (x1)ωµ(x1) + ∂t ∂ε bµν,ε,tl (x1)ω(2)µν (x1) , (139)
with ωµ(x) = ∇µϕ(x), ω(2)µν (x) = ∇µ∇νϕ(x), ϕ(x) = K(τ, x, y). Employing on the r.h.s.
of (139) in the various terms the orresponding FE (32) derived w.r.t. ε and then making
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use of bounds of Proposition 1 and of Proposition 2 already established indutively, leads
with now familiar steps to
| ∂t ∂ε ℓε,t2, l(x1, ϕ)| ≤ ε−
1
2 Pl−1 log ε−1 ·
[
(t, τ)−
5
2 F2, l(t, τ)
+
(
t−
5
2 + τ−
1
2 t−2 + τ−1 t−
3
2
)
K(τδ, x1, y)
]
. (140)
On integrating ∂t ∂ε ℓ
ε,t
2,l (x1, ϕ) from t = ε (small) with vanishing initial ondition up to
t ≥ δ′τ/bN the integral has to be split at t = δ′τ/bN . A bound on the lower part of the
integral is given by (137). The upper part of the integral an be bounded using (140)
observing both τ > t and τ < t, and majorizing onstants. Combining both ontributions
yields for t ≥ δ′τ/bN
| ∂ε ℓε,t2, l(x1, ϕ)| ≤ ε−
1
2 Pl−1 log ε−1 ·
(
bN
δ′τ
) 3
2
·
[
F2, l(t, τ) +
(
1 +
( δ′
bN
) 1
2
+
δ′
bN
)
K(τδ, x1, y)
]
. (141)
Taking into aount one more the deomposition (52), the bound (138) on the relevant
part together with the bounds (137), (141) on the remainder reprodue (132). Thus the
proof of Proposition 2 is omplete.
From (128), (132) follows the integrability at ε = 0 and hene the existene of nite limits
lim
εց0
Lε,tn, l (x1, ϕτ2,s,y2,s) , n ≥ 2 .
Proposition 3:
With the notations, onventions and the same lass of renormalization onditions as in
Proposition 1 - up to the fat that the onstants in Pl log may now also depend on the
mass m - we laim the following bounds for the CAS in the interval 1 ≤ t ≤ ∞ :
| Lε,tn,l(x1, ϕτ,y2,s)| ≤ Pl log τ−1 F ts,l(τ) , n ≥ 4 (142)
| Lε,t2,l(x1, ϕτ,y)| ≤ (1, τ)−1 Pl−1 log(1, τ)−1 F t2,l(τ) . (143)
The denition of F ts,l(τ) is given in (50).
Proof : The bounds stated in the proposition are proven indutively using again the
standard sheme. The boundary onditions are the bounds from Proposition 1 taken at
t = 1 . They obviously satisfy the bounds (142), (143). The FE is treated in the same
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way as in parts A1) and A2) of the proof of Proposition 1. The integration w.r.t t is
performed using the fat that F ts,l(τ) is montonially inreasing with t . As regards part
A1) we now use for t ≥ 1 instead of (80) now Ct(z, z′) ≤ O(1) exp(−(m2 − δ) t ) , whih
results from the upper bounds (6), (8) on the heat kernel, and obtain upon integration∫ t
1
dt′ F t′s,l(τ) e−(m
2−δ) t′ ≤ O(1/m2)F ts,l(τ) .
As regards A2) the internal line generated, whih onnets the two (partial) trees, see
(84), (85), has the weight (86). Integrating, we majorize the weights of the other internal
lines by their values at t and use for (86)∫ t
1
dt′Ct′(z
′, z′′) ≤ Ct (z′, z′′) +
∫ t
1
dt′Ct′(z
′, z′′)
valid for any 0 < t ≤ 1 , thus reproduing the weight fator F ts,l(τ) , (50), in this ase,
too.
Note that the renormalization onditions at t = 1 are in one to one relation with the
values of the orresponding relevant terms at t =∞ , whih have been shown to be nite
for m2 > 0 in aording to Proposition 3. Therefore renormalization onditions at t = 1
are tantamount to renormalization onditions at t =∞ .
We want to lose this setion with some omments on the test funtions onsidered
and on possible extensions of the lass of test funtions. We stay with some informal
remarks here, we did not rigorously analyse the problem of what is a "natural large"
lass of test funtions. First note that our test funtions an be arbitrarily well loalized
around any point of the manifold. This is an essential riterion for their viability from the
physial point of view. Seondly the lass of test funtions an be extended by linearity
(36). Sine our bounds are in terms of the weight fators deaying with the tree distane
between the points x1, y2, . . . , ys it is quite evident that the funtionals Lε,tn,l(x1, ϕ) an
also be extended ontinuously by bounded onvergene to test funtions whih are innite
sums
∑
i λi ϕi,τ (i)2,s,y
(i)
2,s
with
∑ |λi| < ∞ . To go further one ould either prove (in a more
funtional analysis type of approah) that our test funtions are dense e.g. in the set of
smooth rapidly deaying funtions on M w.r.t. a suitable norm, and that the Lε,tn,l(x1, ϕ)
are ontinuous w.r.t. this norm. Or one ould try to diretly extend the previous proof
to more general test funtions in a seond step. In this ase the ruial part would be to
maintain the line of argument presented in part C), (99) to (103), of the previous proof.
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7 Saling transformations and the minimal form of the
bare ation
In this setion we want to show that the theory an be renormalized starting from a
bare (inter)ation of the form (21). This requires that we do not introdue any position
dependent quantity in the theory whih is not intrinsi to (M, g) . Thus we only onsider
position independent oupling λ, and renormalization onditions in terms of intrinsi
geometri quantities. We then introdue saling tranformations of the following kind :
For a four-dimensional Riemannian manifold (M, g) we sale its metri by a onstant
onformal fator, [NePa℄,
ρ ∈ R+ : gµν(x)→ ρ2 gµν(x) , shortly g → ρ2 g . (144)
This leads to orresponding hanges of geometrial quantities
gµν → ρ−2gµν, ∆→ ρ−2∆, | g|1/2 → ρ4| g|1/2, δ˜ → ρ−4 δ˜
d(x, y)→ ρ d(x, y), σ(x, y)µ → σ(x, y)µ (145)
Γλµν → Γλµν , ∇µ →∇µ , Rλµνσ → Rλµνσ , Rµν → Rµν , R→ ρ−2R .
Moreover, the heat kernel K(t, x, y ; g) satises the saling relation
K(t, x, y ; g) = ρ4K( ρ2t, x, y ; ρ2g) , (146)
whih follows from its evolution equation (∂t − ∆g)K(t, x, y ; g) = 0 together with
stohasti ompleteness (4). As a onsequene the regularized free propagator (18),
0 < ε < t ≤ ∞,
C ε, t(x, y; m2 , g) =
∫ t
ε
dt′ e−m
2t′ K(t′, x, y; g) ,
satises
C ε, t(x, y;m2 , g) = ρ2C ρ
2ε, ρ2t(x, y;
m2
ρ2
, ρ2g) . (147)
Regarding for a moment the ation of the lassial salar eld theory,
S(ϕ,m2, ξ, λ; g) =
1
2
∫
x
(
ϕ(−∆)ϕ+m2ϕ2 + ξ R(x)ϕ2 + 2 λ
4!
ϕ4
)
, (148)
we observe, that it is invariant if we supplement the saling (144) of the metri by the
transformations
ϕ(x)→ ρ−1ϕ(x) , m2 → ρ−2m2 , ξ → ξ , λ→ λ . (149)
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We now onsider the perturbative expansion of a regularized λφ4- theory without ounter
terms, i.e. in (20) we have Lε,ε(φ) = λ
∫
dV (x)φ4(x) . A Feynman diagram ontributing
to an n-point CAS having v four-verties and I internal lines obeys the topologial
relation 4v = n + 2I. This together with the saling property (147) of the propagator
implies for an n-point funtion folded with a test funtion ϕ = ϕ(x2, . . . , xn)
L ε, tn, l(x1, ϕ ;m2, λ, g) = ρ4−n L ρ
2ε, ρ2t
n, l (x1, ϕ ;
m2
ρ2
, λ , ρ2g) . (150)
In the renormalization proof the CAS were onstruted by imposing renormalization on-
ditions for the relevant terms, see (67), (68), and by requiring the irrelevant terms to
vanish at sale ε, see (59)-(61). As noted the renormalization onditions will now be sup-
posed to be expressed in terms of intrinsi quantities, and they will be supposed to satisfy
saling (both statements are true for vanishing renormalization onditions). Beause of
the behaviour of σ(x, y)µ under saling, (145), this means
aε,∞l (x;m
2, g) = ρ2 a ρ
2ε,∞
l (x; ρ
−2m2, ρ2 g) (151)
f µ, ε,∞l (x;m
2, g) = ρ2 f µ, ρ
2ε,∞
l (x; ρ
−2m2, ρ2 g) (152)
bµν, ε,∞l (x;m
2, g) = ρ2 bµν, ρ
2ε,∞
l (x; ρ
−2m2, ρ2 g) (153)
cε,∞l (x;m
2, g) = c ρ
2ε,∞
l (x; ρ
−2m2, ρ2 g) . (154)
For the standard ase of ε-independent renormalization onditions the saling of ε an of
ourse be ignored. At the tree level the relation (150) holds as shown above. Using the
FE with the standard indutive sheme it then follows that
(150) holds in the ase of renormalization onditions satisfying (151)-(154).
Renormalization onditions imposed at some sale tR < ∞ are in one to one relation
to those imposed at t = ∞ , and the loal terms a ε, tRl et. an be viewed either as
renormalization onditions imposed at this sale or as resulting from integrating the FE
over [tR,∞) with renormalization onditions imposed at ∞ . From this fat and (150)
one dedues that the relations orresponding to (151)-(154) for renormalization onditions
imposed at nite tR are
aε, tRl (x;m
2, g) = ρ2 a ρ
2ε, ρ2tR
l (x; ρ
−2m2, ρ2 g) et. (155)
In the subsequent analysis of the ounter terms it will be helpful to rst analyse the
massless theory for t in the interval [ε, T ] to eliminate one of the parameters subjet
to saling. While restriting to [ε, T ] , the less singular orretions stemming from the
massiveness (see (170) below) an be dealt with afterwards. The same an then be done
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(trivially) for the nite ontributions oming from integrating the FE of the massive
theory over [T,∞) .
For the massless theory we introdue the following notation : we denote
aε,tl (x; g)→ aε,tl,tR(x; g) , et.
to expliitly introdue all parameters subjet to saling, inluding the sale of the renor-
malization point tR . Furthermore we will introdue the sequene of sales
tn := κ
−n tR, κ > 1 , 1 ≤ n ≤ N , suh that ε = tN .
Then we use the shorthands
anl,tR(x; g) := a
ε,tn
l,tR
(x; g) et. , (156)
and for the renormalization onstants at t = tR
atRl (x; g) := a
ε,tR
l,tR
(x; g) et. (157)
As a onsequene of the properties of the heat kernel, the terms anl,tR(x; g) et. are smooth
salars on the manifold. For the manifolds onsidered (of setional urvature bounded
above and below, as dened in Set.2 ), we have proven bounds whih are uniform in the
urvature sine our bounds on the heat kernel are uniform in this ase. The same holds
for their (low order) derivatives (t∆)sanl,tR(x; g) et., sine we obtain the same bounds
for these derivatives due to (15). We an therefore deompose these terms aording
to their tensorial harater into individual ontributions from urvature, respeting the
saling property, suh that in this deomposition there will only appear terms depending
smoothly on the geometri quantities. This gives
anl,tR(x; g) = α
n
l,tR
+R(x) ξnl,tR + δa
n
l,tR
(x; g) (158)
f µ, nl,tR (x; g) = 0 + δf
µ, n
l,tR
(x; g) (159)
bµν, nl,tR (x; g) = g
µν(x) βnl,tR + δb
µν, n
l,tR
(x; g) (160)
cnl,tR(x; g) = γ
n
l,tR
+ δcnl,tR(x; g) . (161)
The zero written in (159) reminds us that this term vanishes identially in the ase of
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onstant urvature. The remainder terms in this deomposition may be analysed further
δanl,tR(x; g) = tR
(
∆R(x) h
(1,n)
l +R
2(x) h
(1′,n)
l +R
µν(x)Rµν(x) h
(1′′,n)
l
+R µνλσ(x)Rµνλσ(x) h
(1′′′,n)
l
)
+ · · · (162)
δf µ, nl,tR (x; g) = tR g
µν(x)R, ν(x) h
(2,n)
l + · · · (163)
δbµν, nl,tR (x; g) = tR
(
R µν(x) h
(3,n)
l + g
µν(x)R(x)h
(3′,n)
l
)
+ · · · (164)
δcnl,tR(x; g) = tRR(x) h
(4,n)
l + · · · . (165)
All the h-funtions in this deomposition have mass dimension zero and are therefore
independent of tR whih is the only sale. The dots indiate terms of higher saling
dimension in the expansion w.r.t. urvature terms. We then
assume that these expansions are asymptoti
21
, in the sense that the remainders satisfy
| δanl,tR(x; ρ2 g)| , |ωµ(x) δf µ, nl,tR (x; ρ2g)| , |ω(2)µν (x) δb
µν, n
l,tR
(x; ρ2g)| ≤ O(ρ−4) , (166)
| δcnl,tR(x; ρ2g)| ≤ O(ρ−2) . (167)
Here n and tR are (of ourse) kept xed and furthermore, the rank 1 resp. rank 2 otensor
elds ωµ(x) , ω
(2)
µν (x) are assumed to stay invariant under saling g → ρ2 g . The bounds
are in agreement with the leading terms written in (162)-(165). This assumption appears
plausible and is often taken for granted, see e.g. [HoWa3℄. Its proof requires a more
thorough analysis of the heat kernel and its onvolutions than is given here.
Proposition 4 :
Assuming (166),(167), then for position independent oupling λ there exist renormaliza-
tion onditions of the form (67, 68) suh that the bare ation takes the simple form (21),
this means that for l ≥ 1
Lεl (ϕ) =
1
2
∫
x
{(αεl + ξεl R(x))ϕ2(x) − bεl ϕ(x)∆ϕ(x) +
2
4!
cεl ϕ
4(x)} (168)
with the following bounds
|αεl | ≤
1
ε
Pl−1 log 1
ε
, | ξεl | ≤ Pl log
1
ε
, | bεl | ≤ Pl−1 log
1
ε
, | cεl | ≤ Pl log
1
ε
. (169)
Proof :
We rst note that Proposition 1 an be proven in omplete analogy when imposing renor-
malization onditions of the form (67), (68) at sale tR = T > 0 for the massless theory.
21
asymptotiity is obviously required up to seond order in ρ2 only.
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The sale T is the one up to whih we have preise ontrol on the heat kernel, f. (13),
and it is thus related to the geometry of M . Furthermore we an expand for ε ≤ t ≤ T
Lε,tn,l(m2; x1, ϕτ,y2,s) = Lε,tn,l(0; x1, ϕτ,y2,s) + m2 ∂m2Lε,tn,l(0; x1, ϕτ,y2,s) (170)
+ m4
∫ 1
0
dλ (1− λ) ∂2m2Lε,tn,l(λm2; x1, ϕτ,y2,s) .
We rst analyse the massless theory and then omment on the derivative terms.
We use the notation (156), (157). The theory is speied through renormalization
onditions of the form (67), (68) imposed at sale tR = T :
aTl (x; g) = 0 , f
µ,T
l (x; g) = 0 , b
µν,T
l (x; g) = 0 , c
T
l (x; g) = 0 , (171)
together with boundary onditions of the type (59)-(61) at sale ε = κ−NT for l′ ≤ l . Our
aim is to analyse the bare ation. From Proposition 1 we obtain for l > 0 the bounds
| anl,T (x; g)| ≤ O(1) κn nl−1 (172)
| f µ, nl,T (x; g)ωµ(x)| ≤ O(1) |ω(x)| κ
n
2 nl−1 (173)
| bµν, nl,T (x; g)ω(2)µν (x)| ≤ O(1) |ω(2)(x)| nl−1 (174)
| cnl,T (x; g)| ≤ O(1) nl . (175)
In the sequel we present the detailed argument for the relevant term a(x; g) , whereas
the analogous treatment of the other ones is stated in shortened form. In view of the
deomposition (158) we want to prove indutively in n 22
|αnl,T | ≤ O(1)
n∑
n′=1
κn
′
n′
l−1
, |ξnl,T | ≤ O(1)
n∑
n′=1
n′
l−1
, |δanl,T (x; g)| ≤ O(1)
n∑
n′=1
κ−n
′
n′
l−1
.
(176)
First note that the uniqueness of the solutions of the FE implies that the relevant term
an+1l,T (x, g) satises
an+1l,T (x; g) = aˆ
1
l,κ−nT (x; g) (177)
where aˆ1l,κ−nT (x; g) is dened to be the orresponding relevant term at sale κ
−(n+1)T for
the theory renormalized at sale κ−nT , with renormalization onditions of the following
form
aˆκ
−nT
l (x; g) = a
n
l,T (x; g) (analogously for the f , b , c-terms) . (178)
22
More preisely indution is in (l, n) in the order (l, 1), (l, 2), . . . , (l, N), (l + 1, 1), . . ., but the step
(l, N)→ (l + 1, 1) is trivial.
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This just means that we take renormalization onditions at sale T , integrate down to
κ−nT , and take the values we arrive at for the loal terms, as renormalization onditions
at the sale κ−nT . By the uniqueness statement we obtain the same Shwinger funtions
as when imposing aTl (x; g) et. at sale T .
From the saling relations, f. (155), we have
anl,T (x; g) = κ
n anl,κnT (x; κ
ng) = κn aˆTl (x; κ
ng) , (179)
an+1l,T (x; g) = κ
n an+1l,κnT (x; κ
ng) = κn aˆ1l,T (x; κ
ng) . (180)
In the ase of cnl,T (x; g) suh relations hold without the external fator κ
n
. Moreover,
bµν, nl,T (x; g)ω
(2)
µν (x) = κ
n bˆµν,Tl (x; κ
ng)ω (2)µν (x) , (181)
bµν, n+1l,T (x; g)ω
(2)
µν (x) = κ
n bˆµν,1l,T (x; κ
ng)ω (2)µν (x) , (182)
and the analogue for fµ is obtained replaing bµν by fµ and ω
(2)
µν (x) by ωµ(x). Using
(172)-(175) and (179)-(182), we then obtain
| aˆTl (x; κng)| ≤ O(1) nl−1 , | fˆ µ,Tl (x; κng)ωµ(x)| ≤ O(1) |ω(x)| κng nl−1 , (183)
| bˆµν,Tl (x; κng)ω (2)µν (x)| ≤ O(1) |ω (2)(x)| κng nl−1 , | cˆTl (x; κng)| ≤ O(1) nl (184)
where we denoted by | · | κng the norm (A.32) generated by κng .
We now onsider more general massless Shwinger funtions Lˆκ−1T,tp,l (x1, ϕτ,y2,s; g˜) re-
sulting from a metri g˜ of the lass dened in Setion 2 23 and satisfying renormalization
onditions of the form (183), (184) at loop orders l′ < l . At loop order l we rst assume
vanishing renormalization onditions. Afterwards the ontribution oming from renormal-
ization onditions at loop order l, bounded as in (183),(184) will be added to the result
obtained. Integrating the ow equations for these Shwinger funtions within the interval
[κ−1T, T ] , one veries with the aid of the usual indutive sheme and analogously as in
Proposition 1, for t ∈ [κ−1T, T ] , the bounds
| Lˆκ−1T,tp,l (x1, ϕτ,y2,s; g˜)| ≤ O(1) nl Fs,l(t, τ) , p ≥ 6 (185)
| Lˆκ−1T,tp,l (x1, ϕτ,y2,s; g˜)| ≤ O(1) nl−1 Fs,l(t, τ) , p ≤ 4 . (186)
These bounds are ditated by the size of the boundary onditions for l′ < l whih enter
on the r.h.s. of the FE. In fat one realizes that the fators of nl
′
appearing in the bound
on the r.h.s. an be fatored out and majorized by nl resp. nl−1 . The remainder is then
23g˜ = κng ertainly belongs to this lass if g does
40
indutively bounded (uniformly in n) by the Fs,l(t, τ) -fators times a (p, l)-dependent
onstant. For the relevant terms these bounds imply
| aˆ1,0l,T (x; g˜)| ≤ O(1) nl−1 , | fˆµ,1,0l,T (x; g˜)ωµ(x)| ≤ O(1) |ω(x)| g˜ nl−1 , (187)
| bˆµν,1,0l,T (x; g˜)ω (2)µν (x)| ≤ O(1) |ω (2)(x)| g˜ nl−1 , | cˆ1,0l,T (x; g˜)| ≤ O(1) nl−1 .
Here the upper index 0 indiates that we were alulating with vanishing renormalization
onditions at loop order l . On deomposing as in (158)
aˆ1,0l,T (x; g˜) = αˆ
1,0
l,T + R˜(x) ξˆ
1,0
l,T + δaˆ
1,0
l,T (x; g˜) (188)
we then obtain from (187) by linear independene
| αˆ1,0l,T | , | ξˆ1,0l,T | , | δaˆ1,0l,T (x; g˜) | ≤ O(1) nl−1 . (189)
Speializing to g˜ = κng in (188) yields
aˆ1,0l,T (x; κ
ng) = αˆ1,0l,T + κ
−nR(x) ξˆ1,0l,T + δaˆ
1,0
l,T (x; κ
ng) (190)
where our smoothness assumption (166) on δaˆ1,0l,T (x; κ
ng) implies
| δaˆ1,0l,T (x; κng)| ≤ O(1) κ−2n nl−1 . (191)
Upon saling aording to (180) we then obtain
an+1,0l,T (x; g) = α
n+1,0
l,T +R(x) ξ
n+1,0
l,T + δa
n+1,0
l,T (x; g) (192)
with the bounds
|αn+1,0l,T | ≤ O(1) κn nl−1 , |ξn+1,0l,T | ≤ O(1) nl−1 , |δan+1,0l,T (x; g)| ≤ O(1)
nl−1
κn
. (193)
Adding the ontributions from the renormalization ondition obeying the indutive bounds
from (176), then yields
|αn+1l,T | ≤ O(1)
n+1∑
n′=1
κn
′
n′
l−1 ≤ O(1) κn+1(n + 1) l−1 ,
| ξn+1l,T | ≤ O(1)
n+1∑
n′=1
n′
l−1 ≤ O(1) (n+ 1)l ,
| δan+1l,T (x; g) | ≤ O(1)
n+1∑
n′=1
κ−n
′
n′
l−1 ≤ O(1) ,
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thus establishing the bounds (176) by indution. The statement for n + 1 = N implies
Proposition 4, noting in partiular that the last inequality allows for eliminating the term
δaNl,T (x; g) by a nite hange of the orresponding renormalization ondition at sale T .
The other relevant terms are dealt with analogously. Regarding cl we obtain in plae
of (192), (193)
cn+1,0l,T (x; g) = γ
n+1,0
l,T + δc
n+1,0
l,T (x; g) , (194)
|γn+1,0l,T | ≤ O(1) nl−1 , |δcn+1,0l,T (x; g)| ≤ O(1) κ−n nl−1 . (195)
As for bµνl , deomposing as in (160)
bˆµν, 1,0l,T (x; g˜) = g˜
µν(x) βˆ 1,0l,T + δbˆ
µν, 1,0
l,T (x; g˜) (196)
we get from (187)
| g˜ µν(x)ω (2)µν (x) βˆ 1,0l,T | , |ω (2)µν (x) δbˆµν, 1,0l,T (x; g˜)| ≤ O(1) |ω (2)(x)|g˜ nl−1 . (197)
The seond bound implies for g˜ = g
|ω (2)µν (x) δbˆµν, 1,0l,T (x; g)| ≤ O(1) |ω (2)(x)|g nl−1 ,
and using (166) then provides
|ω (2)µν (x) δbˆµν, 1,0l,T (x; κng)| ≤ O(1) |ω (2)(x)|g κ−2n nl−1 . (198)
Upon saling, (182), and observing κn |ω (2)(x)| g˜ = |ω (2)(x)|g , we obtain from (196)-(198)
| g µν(x)ω (2)µν (x) β n+1,0l,T | ≤ O(1) |ω (2)(x)|g nl−1 , (199)
|ω (2)µν (x) δbµν, n+1,0l,T (x; g)| ≤ O(1) |ω (2)(x)|g κ−n nl−1 . (200)
Finally, proeeding similarly we nd
|ωµ(x) δf µ, n+1,0l,T (x; g)| ≤ O(1) |ω(x)|g κ−n nl−1 . (201)
Sine (200), (201) hold with general ω (2) and ω , respetively, the bounds extend to the
individual tensorial omponents.
The proof of Proposition 4 is nished through the following remarks :
i) To go bak to the massive theory we have to add the two derivative terms from (170).
An m2-derivative ating on the propagator produes an additional fator of t. As a
onsequene of this we get the bounds
|∂sm2Lε,tn,l(x1, ϕs)| ≤ t
n+2s−4
2 Pl log(t, τ)−1 Fs,l(t, τ) . (202)
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This implies that for s ≥ 1 there is only one relevant term∫
x2
∂m2Lε,t2,l(x1, x2)
whih by the previous statement is logarithmially bounded. Applying the expansion
(158) to this term, all terms produed an be absorbed -respeting the bounds- in the
terms already present in the massless theory. So the previous result is maintained.
ii) We restore the massive theory at sale T by adding the ontributions from the last
two terms on the r.h.s. of (170). Aording to Proposition 3, renormalization onditions
at sale T an then be translated into renormalization onditions at sale t→∞ for the
massive theory.
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A Some Notions from Riemannian Geometry
Here, we briey reall some basi properties of Riemannian manifolds pertinent to the
main text and thereby introdue the denitions and onventions used. For a detailed
exposition we refer to [Wil℄. We onsider a onneted four-dimensional smooth manifold
M. A Riemannian metri on M is a tensor eld g of type (0,2) (more tehnially: a
setion of ⊗2 T ∗M, where T ∗M is the otangent bundle ) whih assoiates to eah point
p ∈ M a positive-denite inner produt on TpM, the tangent spae to M at p. Given a
hart with loal oordinates x = (x1, x2, x3, x4) ∈ R4, and denoting by ∂µ := ∂/∂xµ and
by dxµ, µ = 1, 2, 3, 4, the orresponding oordinate vetor and ovetor elds, respetively,
the Riemannian metri tensor has the form
g = gµν(x) dx
µ ⊗ dxν , gµν(x) = g(∂µ, ∂ν). (A.1)
At eah point x the omponents gµν(x) form the entries of a symmetri positive-denite
matrix. In (A.1) and heneforth the summation onvention is implied. Moreover, with
gλµ(x)gµν(x) := δ
λ
ν , |g(x)| ≡ det
(
gµν(x)
)
(A.2)
the Riemannian volume element reads
dV (x) = |g(x)| 12 dx1dx2dx3dx4 , (A.3)
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and the Laplae-Beltrami operator ating on a salar eld is dened by
∆φ(x) = |g(x)|− 12∂µ gµν(x)|g(x)| 12 ∂ν φ(x) . (A.4)
The Levi-Civita onnetion∇ of the Riemannian metri g leads to the ovariant derivative
of the oordinate vetor elds
∇∂ν∂µ = Γλµν(x) ∂λ (A.5)
with the Christoel symbols
Γλµν(x) =
1
2
gλ̺
(
∂µ g̺ν + ∂ν g̺µ − ∂̺ gµν
)
= Γλνµ . (A.6)
The Riemannian urvature tensor R of the onnetion ∇ maps the triple of vetor elds
X, Y, Z to the vetor eld 24
R(X, Y )Z =
(∇X∇Y −∇Y∇X −∇[X,Y ] )Z . (A.7)
In loal oordinates with X = Xµ(x) ∂µ and similarly for Y, Z the urvature tensor has
the form
R(X, Y )Z = R̺σµ ν Z
σXµ Y ν ∂̺ (A.8)
with omponents
R̺σµ ν(x) = ∂µ Γ
̺
σν − ∂ν Γ̺σµ + Γ̺λµ Γλσν − Γ̺λν Γλσµ . (A.9)
The omponents of the Rii tensor follow by internal ontration as
Rσν(x) := R
µ
σµν(x) , (A.10)
and the Rii urvature at the point p with loal oordinates x in the diretion of the
tangent vetor v ∈ TpM is dened by
Ricp(v) :=
Rσν(x) v
σvν
gσν(x) vσvν
. (A.11)
Moreover, the salar urvature is given by
R(x) := gσν(x)Rσν(x) . (A.12)
Let v, w ∈ TpM span the two-dimensional subspae S. Then the setional urvature of
M at the point p along the setion S is dened as
Secp(v, w) := − gp(Rp(v, w)v, w)
gp(v, v)gp(w,w)− gp(v, w) 2 . (A.13)
24
There is obviously a freedom in hoosing an overall sign, whih has to be observed, similarly in the
ase of the Rii tensor.
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It depends only on the setion S, not on the spanning vetors v, w. Given in TpM an
orthonormal basis ξ(r), r = 1, .., 4, with omponents {ξµ(r)} implies
gµν(x) =
4∑
r=1
ξµ(r) ξ
ν
(r) (A.14)
and leads to setional urvatures, r 6= s,
Secp (ξ(r), ξ(s)) = Rσαµν(x) ξ
σ
(r) ξ
α
(s) ξ
µ
(r) ξ
ν
(s) . (A.15)
Herefrom it follows that
Ricp(ξ(s)) =
∑
r, r 6=s
Secp (ξ(r), ξ(s)) , (A.16)
R(x) = 2
∑
r< s
Secp (ξ(r), ξ(s)) . (A.17)
The geodesis passing through a point p ∈ M an in general only be dened for
values of the (ane) parameter onned to a nite interval. They generate a map from
an open domain of the tangent spae into the manifold, alled the exponential map,
exp : Ω ⊂ TpM →M. Its inverse are the Riemannian normal oordinates. A manifold
is geodesially omplete, if this parameter interval everywhere extends to R, and hene
Ω = TpM, for all p ∈ M. For points p, q ∈ M the distane funtion d(p, q) = d(q, p) is
dened by d(p, q) = infα L(α) , where α runs over all C
1
urve segments joining p to q,
i.e. α : [a, b ]→M, α(a) = p, α(b) = q, and its ar length given by
L(α) =
∫ b
a
dt
(
gα(t)
(
α˙(t), α˙(t)
)) 12
. (A.18)
If p is suiently lose to q there is always a unique geodesi determining d(p, q) . Re-
garding a geodesi ball in M with enter p and with radius r ,
B(p, r) = {q ∈M| d(p, q) < r} , (A.19)
its Riemannian volume is denoted by
|B(p, r)| =
∫
B
dV . (A.20)
For x, y ∈M we introdue the bi-tensor of type salar-vetor
σ(x, y)µ :=
1
2
gµν(y)
∂
∂yν
d 2(x, y) (A.21)
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whih satises
σ(x, y)µ σ(x, y)ν gµν(y) = d
2(x, y) . (A.22)
In the renormalization proof we need ovariant Taylor expansion formulae in the
Shlömilh form, i.e. with integrated remainders, whih are obtained as follows:
25
Given
a omplete Riemannian manifold
(M, g), and a hart (U , x) with loal oordinates x, a
geodesi x(s) parametrized by its ar length s satises
x¨λ(s) + Γλµν(x(s)) x˙
µ(s) x˙ν(s) = 0 , (A.23)
gµν(x(s)) x˙
µ(s) x˙ν(s) = 1 . (A.24)
Let f ∈ C∞(M) and F (s) := f(x(s)), then
( d
ds
)n
F (s) =
(∇νn · · ·∇ν1f)(x(s)) x˙ν1(s) · · · x˙νn(s) . (A.25)
The proof is by indution, using (A.23).
We onsider the geodesi segment with initial point x0 = x(0) and end point x = x(s),
hene d(x, x0) = s . With (A.21) we then have the relation, see e.g. [Wil, set. 6.3 ℄,
σ(x, x0)
ν = −s x˙ν(0) . (A.26)
From the Taylor formula with remainder
F (s) = F (0) +
n∑
l=1
sl
l!
F (l)(0) +Rn , Rn =
∫ s
0
dr
(s− r)n
n!
F (n+1)(r) , (A.27)
we obtain, using (A.25), (A.26),
f(x) = f(x0) +
n∑
l=1
(−1)l
l!
σ(x, x0)
νl · · ·σ(x, x0)ν1
(∇νl · · ·∇ν1f)(x0)
+ Rn , (A.28)
Rn(x, x0) =
∫ d(x,x0)
0
dr
(d(x, x0)− r)n
n!
x˙νn+1(r) · · · x˙ν1(r)(∇νn+1 · · ·∇ν1f)(x(r)) . (A.29)
Between xed x, x0 we an reparametrize the geodesi segment x(r) = X(ρ) , with
r = d(x0, x)ρ , 0 ≤ ρ ≤ 1, implying gµν(X(ρ)) X˙µ(ρ)X˙ν(ρ) = d 2(x0, x). Then
Rn(x, x0) =
∫ 1
0
dρ
(1− ρ)n
n!
X˙νn+1(ρ) · · · X˙ν1(ρ)(∇νn+1 · · ·∇ν1f)(X(ρ)) . (A.30)
25
We give the omplete argument sine we only found part of it in the literature [BaVi℄.
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In the remainder Rn the ontration of a tensor of type (n + 1, 0) with a tensor of type
(0, n+1) an be viewed via the (inverse) Riemannian metri as the salar produt of two
tensors of type (0, n + 1). To bound |Rn(x, x0)| , Cauhy's inequality is used observing
(A.24),
|Rn(x, x0)| ≤ (A.31)∫ d(x,x0)
0
dr
(d(x, x0)− r)n
n!
|(∇n+1f)(x(r))| = dn+1(x0, x)
∫ 1
0
dρ
(1− ρ)n
n!
|(∇n+1f)(X(ρ))| ,
where the norm square is given by
|(∇n+1f)(x)| 2 =(∇µn+1 · · ·∇µ1f)(x) gµn+1νn+1(x) · · · gµ1ν1(x)(∇νn+1 · · ·∇ν1f)(x) . (A.32)
Majorising in (A.31) the norm on the geodesi segment γ between x0 and x yields the
bound
|Rn(x, x0)| ≤ d
n+1(x, x0)
(n+ 1)!
sup
y∈γ
|(∇n+1f)(y)| . (A.33)
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