Introduction
In this paper we shall study the question of local solvability of a classical pseudodifferential operator P ∈ Ψ m cl (M) on a C ∞ manifold M. Thus, we assume that the symbol of P is an asymptotic sum of homogeneous terms, and that p = σ(P ) is the homogeneous principal symbol of P . We shall also assume that P is of principal type, which means that the Hamilton vector field H p and the radial vector field are linearly independent when p = 0.
Local solvability of P at a compact set K ⊆ M means that the equation
has a local solution u ∈ D ′ (M) in a neighborhood of K for any v ∈ C ∞ (M) in a set of finite codimension. Local L 2 solvability at x 0 of a first order pseudo-differential operator P means that (1.1) has a local solution u ∈ L 2 loc (M) in a neighborhood of K for any v ∈ L 2 loc (M) in a set of finite codimension. We can also define microlocal solvability at any compactly based cone K ⊂ T * M, see [9, Definition 26.4.3]. It was conjectured by Nirenberg and Treves [18] that condition (Ψ) was equivalent to local solvability of pseudo-differential operators of principal type. Condition (Ψ) means that (1.2) Im(ap) does not change sign from − to + along the oriented bicharacteristics of Re(ap) for any 0 = a ∈ C ∞ (T * M); actually it suffices to check this for some a ∈ C ∞ (T * The necessity of (Ψ) for local solvability of pseudo-differential operators was proved by Moyer in two dimensions and by Hörmander in general, see Corollary 26.4.8 in [9] . In the analytic category, the sufficiency of condition (Ψ) for solvability of microdifferential operators acting on microfunctions was proved by Trépreau [19] (see also [10, Chapter VII]). The sufficiency of condition (Ψ) for local L 2 solvability of first order pseudo-differential operators in two dimensions was proved by Lerner [12] , leaving the higher dimensional case open.
For differential operators, condition (Ψ) is equivalent to condition (P ), which rules out any sign changes of Im(ap) along the bicharacteristics of Re(ap), 0 = a ∈ C ∞ (T * M). The sufficiency of (P ) for local L 2 solvability of first order pseudo-differential operators was proved by Nirenberg and Treves [18] in the case when the principal symbol is real analytic, and by Beals and Fefferman [1] in the general case. Lerner [13] constructed counterexamples to the sufficiency of (Ψ) for local L 2 solvability of first order pseudo-differential operators, raising doubts on whether the condition really was sufficient for solvability. But it was proved by the author [4] that Lerner's counterexamples are locally solvable with loss of at most two derivatives (compared with the elliptic case). Observe that local L 2 solvability of first order pseudo-differential operators means loss of one derivative. There are several other results giving local solvability under conditions stronger than (Ψ), see [5] , [11] , [14] and [16] .
In this paper we shall prove local solvability of principal type pseudo-differential operators P ∈ Ψ m cl (M) satisfying condition (Ψ). This resolves the Nirenberg-Treves conjecture. To get local solvability we shall assume a strong form of the non-trapping condition at x 0 : that all semi-characteristics are transversal to the fiber T * x 0 R n , i.e., p(x 0 , ξ) = 0 =⇒ ∂ ξ p(x 0 , ξ) = 0. It follows from the proof that we lose at most two derivatives in the estimate of the adjoint, which is one more compared with the condition (P ) case. Thus our result has the consequence that hypoelliptic operators of principal type can lose at most two derivatives. In fact, if the operator is hypoelliptic of principal type, then the adjoint is solvable of principal type, thus satisfying condition (Ψ) and we obtain an estimate of the operator. Theorem 1.1 is going to be proved by the construction of a pseudo-sign which will be used in a multiplier estimate. This resembles the constructions by Lerner in [12] and [14] , but here the pseudo-sign is not L 2 bounded. The symbol of the pseudo-sign is, modulo elliptic factors, essentially a perturbation of the signed homogeneous distance to the sign changes of the imaginary part of the principal symbol.
Observe that Theorem 1.1 can be microlocalized: if condition (Ψ) holds microlocally near (x 0 , ξ 0 ) ∈ S * (M) then P is microlocally solvable near (x 0 , ξ 0 ), see Corollary 2.4. Since we lose two derivatives in the estimate this is not trivial, it is a consequence of the special type of estimate.
Most of the earlier results on local solvability have relied on finding a factorization of the imaginary part of the principal symbol, see for example [5] and [16] . We have not been able to find a factorization in terms of sufficiently good symbol classes to get local solvability. The best result seems to be given by Lerner [15] , where a factorization was made which proved that every first order principal type pseudo-differential operator satisfying condition (Ψ) is a sum of a solvable operator and an L 2 bounded operator. But the bounded perturbation is in a bad symbol class, and the solvable operator is not L 2 solvable. This paper is a shortened and simplified version of [6] , and the plan is as follows. In Section 2 we reduce the proof of Theorem 1.1 to the estimate of Proposition 2.6 for a microlocal normal form for P * . This estimate follows from a general multiplier estimate given by Proposition 3.2 in Section 3, and it involves a pseudo-sign with properties given by Proposition 3.3. The main part of the paper consists of the construction of the pseudo-sign, showing that it has the required properties, and it will not be completed until Section 9. We must define suitable symbol classes and weights, the new symbol classes will be defined in Section 4 and the new weights in Section 6. The construction relies on the local properties of symbols satisfying condition (Ψ), which will be derived in Section 5. In order to obtain the pseudo-sign, we shall use the Wick quantization and suitable norms defined in Section 7, but the actual construction of the pseudo-sign will be carried out in Section 8.
The author would like to thank Lars Hörmander and Nicolas Lerner for valuable comments leading to corrections and improvements of the proof.
Reduction to the multiplier estimate
In this section we shall reduce the proof of Theorem 1.1 to an estimate for a microlocal normal form of the adjoint for the operator. We shall consider operators on the form (2.1)
where F ∈ C(R, Ψ 1 cl (T * R n )) has real principal symbol σ(F ) = f . Observe that we do not assume that t → f (t, x, ξ) is differentiable. We shall assume condition (Ψ): (2.2) t → f (t, x, ξ) does not change sign from + to − with increasing t for any (x, ξ).
This means that the adjoint operator P * 0 satisfies condition (Ψ). We shall use the Weyl quantization of symbols a ∈ S ′ (T * R n ): We are going to prove an estimate for operators P 0 satisfying condition (2.2). The estimate is not an L 2 estimate, it gives a loss of two derivatives compared with the elliptic case, but it is still localizable. Let u (s) be the usual Sobolev norm, let u = u (0) be the L 2 norm, and u, v the corresponding inner product. Note that we have to change the multiplier b T when we change T , but that the multipliers are uniformly bounded in the symbol classes. By the calculus, the conditions on b T are preserved when composing b In fact, assume that
where
we can reduce to the case when Im r ∈ L ∞ (R, S 
,0 is real valued. By using (2.5) with a = { f, φ }, we obtain that the estimate (2.3) is localizable.
Proof of Theorem 1.1. Take w 0 = (x 0 , ξ 0 ) ∈ p −1 (0), then since ∂ ξ p(w 0 ) = 0 we may use Darboux' theorem and the Malgrange Preparation Theorem, to obtain coordinates (t, y) ∈ M = R × R n−1 so that w 0 = (0, (0, η 0 )) and (2.6) Take a cut-off function 0 ≤ ψ(y, τ, η) ∈ S 0 1,0 such that ψ is constant in t, ψ = 1 in a conical neighborhood of w 0 , and supp ψ { |t| < T } ⊂ Γ w 0 when T is small enough. As in Remark 2.3 we find by using (2.3) that
having support where |t| ≤ T is small enough (with C independent of T ). Here we have B
By using a partition of unity, the estimate (2.7) and the Cauchy-Schwarz inequality, we obtain R T ∈ S 0 1,0 for T ≤ T 0 , such that x 0 / ∈ sing supp R T and (2.8)
having support where |x| ≤ T ≤ T 0 is small enough. In fact, outside p −1 (0) we can construct a microlocal inverse in Ψ −m 1,0 to P * . Now conjugation with D x s does not change the principal symbol of P . Thus, for any s ∈ R we obtain positive constants C s and T s and R T,s ∈ S 0 1,0 such that 0 / ∈ sing supp R T,s and
having support where |x| ≤ T s . This gives the local solvability of P with a loss of at most two derivatives, and completes the proof of Theorem 1.1.
It follows from the proof of Theorem 1.1 that we also get microlocal solvability for P (see Definition 26.4.3 in [9]). In fact, we can write P on the form (2.6) microlocally near (x 0 , ξ 0 ) ∈ p −1 (0) with σ(F ) = f satisfying (2.2). By using (2.7) and the Cauchy-Schwarz inequality we obtain (2.9) with (x 0 , ξ 0 ) / ∈ WF R T,s , which gives microlocal solvability.
In order to prove Proposition 2.2 we shall need to make a "second microlocalization" using the specialized symbol classes of the Weyl calculus (see [9, Section 18.5]). Let us recall the definitions: let g x,ξ (dx, dξ) be a metric on T * R n , then we say that g is slowly varying if there exists c > 0 such that
Let σ be the standard symplectic form on T * R n , and let
be the dual form of (y, η) → g x,ξ (σ(y, η)). We say that g is σ temperate if it is slowly varying and there exist constants C and N such that
A positive real valued function m(x, ξ) on T * R n is g continuous if there exists a constant c so that
We say that m is σ, g temperate if it is g continuous and there exist constants C and N such that
Let S(m, g) be the class of symbols a ∈ C ∞ (T * R n ) with the seminorms
We shall use metrics which are conformal, they shall be on the form g x,ξ (dx, dξ) = H(x, ξ)g ♯ (dx, dξ) where 0 < H(x, ξ) ≤ 1 and g ♯ is a constant symplectic metric:
In the following, we say that m > 0 is a weight for a metric g if m is σ, g temperate.
Definition 2.5. Let m be a weight for the σ temperate metric g. We say that a ∈ S
For example, b ∈ S + (1, g 1/2,1/2 ), with g 1/2,1/2 = ξ |dx| 2 + |dξ| 2 / ξ at (x, ξ), if and only if b ∈ S 0 1/2,1/2 of first order. After localization, we shall consider operators of the type (2.10)
where f ∈ C(R, S(h −1 , hg ♯ )) is real, and h ∼ = (1 + |ξ|) −1 ≤ 1 is constant. After a microlocal change of coordinates, we find that S
having support where |t| ≤ T ≤ T 0 . Here T 0 and the seminorms of b T only depend on the seminorms of f in S(h −1 , hg ♯ ) when |t| ≤ 1.
We find that H T is a weight for g
Note that we have to change the multiplier b T when we change T , but the multipliers are uniformly bounded in the symbol classes. Observe that when f ≡ 0 we obtain (2.11) with b T = 2th 1/2 /T . As before, the estimate (2.11) can be perturbed with terms in L ∞ (R, S(1, hg ♯ )) in the symbol of P 0 for small T (with changed b T ), and thus it can be microlocalized.
Proof of Proposition 2.2. By Remark 2.3 we may assume that
We may assume that the supports are small enough so that ξ ≈ ξ j in supp Φ j for some ξ j . Then, after choosing new symplectic coordinates
Observe that φ j , ψ j and Φ j ∈ S(1, h j g ♯ ) uniformly in the new coordinates.
We find that φ
satisfying condition (2.2) uniformly in j. By using Proposition 2.6 we obtain h j ≤ H j,T ≤ 1 and real valued symbols
and perturbing with terms in Op S(h j , h j g ♯ ), using that ψ j φ j = φ j and h j = ξ j −1 , we find as in Remark 2.3 that 
we obtain (2.7). This completes the proof of Proposition 2.2.
The proof of Proposition 2.6 relies on the multiplier estimate in Proposition 3.2, it will be given at the end of Section 3.
The Multiplier Estimate
We shall consider the operator
where F (t) ∈ C(R, B). In the applications, we will have F (t) ∈ C(R, Op S(h −1 , hg ♯ )) where h is constant. We shall use multipliers which are not continuous in t.
Definition 3.1. If R ∋ t → A(t) ∈ B, then we say that A(t) is weakly measurable if
If A(t) is weakly measurable and locally bounded in B, then we say that A(t) ∈ L ∞ loc (R, B). In that case, we find that
In the following, we let u (t) be the L 2 norm of u(t, x) in R n for fixed t, and u, v (t) the corresponding inner product. We shall use the following multiplier estimate (see also [12] and [14] for similar estimates).
. Then we have
Proof. Since B(t) ∈ B is weakly measurable and locally bounded, we may for u ∈ S(R n ) define the regularization
Bu, u (φ ε,r ). Let I 0 be an open interval such that I 0 ⋐ I. Then for small enough ε > 0 we find from condition (3.2) that
In fact, φ ε,t ≥ 0 and supp φ ε,t ∈ C ∞ 0 (I) for small enough ε when t ∈ I 0 . Now we define for u ∈ C 1 0 (I 0 , S(R n )) and small enough ε > 0
By differentiating under the integral sign we obtain that M ε,u (t) ∈ C 1 0 (I 0 ), with derivative
. By integrating with respect to t, we obtain the vanishing average
. Since ∂ t u = iP u + F u we obtain from (3.4) and (3.6) that
By letting ε → 0 we obtain by dominated convergence that
, m(t) and B(t) are bounded in B when t ∈ supp u. Now 2 Re Bu, iP u = −2 Im P u, Bu , thus we obtain (3.3) for u ∈ C 1 0 (I 0 , S(R n )). Since I 0 is an arbitrary open subinterval with compact closure in I, this completes the proof of the Proposition. Now we can reduce the proof of Proposition 2.6 to the construction of a pseudo-sign B = b w in a fixed interval.
Here c 0 , and the seminorms of b and m only depend on the seminorms of f in
Proof of Proposition 2.6. By doing a dilation s = t/T , we find that P transforms into
, where f T (s, x, ξ) = f (T s, x, ξ) satisfies the conditions in Proposition 3.3 uniformly in T when 0 < T ≤ 1. Thus we obtain real b T , µ T and c 0 such that when |s| < 1 we have
It remains to prove Proposition 3.3, which will be done in Section 9. The proof involves construction of a pseudo-sign b and a suitable weight µ, and it will occupy the remaining part of the paper.
Symbol Classes and Weights
In this section we shall define the symbol classes we shall use. In the following, we shall denote (x, ξ) by w ∈ T * R n , and we shall assume that f ∈ C(R, S(h −1 , hg ♯ )) satisfies condition (Ψ) given by (2.2), here 0 < h ≤ 1 and g ♯ = (g ♯ ) σ are constant. We shall only consider the values of f (t, w) when |t| ≤ 1, thus for simplicity we let f (t, w) = f (1, w) when t ≥ 1 and f (t, w) = f (−1, w) when t ≤ −1.
First, we shall define the signed distance function δ 0 (t, w) in T * R n for fixed t ∈ R, with the property that t → δ 0 (t, w) is non-decreasing and δ 0 f ≥ 0. Let
We have that X ± are open in R×T * R n , and by condition (Ψ) we obtain that X − X + = ∅ and ±f ≥ 0 on
which is the g ♯ distance in T * R n to X 0 for fixed t 0 , it could be equal to +∞ in the case that X 0 { t = t 0 } = ∅. Observe that d 0 is equal to the g ♯ distance to ∁X ± on X ± .
Definition 4.1. We say that w → a(w) is Lipschitz continuous on T * R n with respect to the metric
and C is the Lipschitz constant of a. We shall denote by Lip(T * R n ) the Lipschitz continuous functions on T * R n with respect to the metric g ♯ .
Now if we have a bounded family { a j (w) } j∈J of Lipschitz continuous functions with uniformly bounded Lipschitz constant C, then the infimum A(w) = inf j∈J a j (w) is Lipschitz with the same constant (so also the supremum). By the triangle inequality we find that w → g ♯ (w − z) 1/2 is Lipschitz continuous with respect to the metric g ♯ with Lipschitz constant equal to 1. By taking the infimum over z we find that w → d 0 (t, w) is Lipschitz continuous with respect to the metric g ♯ for those t when it is not equal to ∞, with Lipschitz constant equal to 1. Since X 0 is closed we find that t → d 0 (t, w) is lower semicontinuous, but we shall not use this fact.
Definition 4.2. We define the sign of f by
Definition 4.3. We define the signed distance function δ 0 by
By the definition we have that |δ 0 | ≤ h −1/2 and |δ 0 | = d 0 when |δ 0 | < h −1/2 . The signed distance function has the following properties.
Remark 4.4. The signed distance function w → δ 0 (t, w) given by Definition 4.3 is Lipschitz continuous with respect to the metric g ♯ with Lipschitz constant equal to 1. We also find that δ 0 (t, w)f (t, w) ≥ 0 and t → δ 0 (t, w) is non-decreasing.
In fact, since δ 0 = 0 on X 0 it suffices to show the Lipschitz continuity of w → δ 0 (t, w) on X + and X − , which follows from the Lipschitz continuity of w → d 0 (t, w). Since (t, w) ∈ X + implies (s, w) ∈ X + for s ≥ t and (t, w) ∈ X − implies (s, w) ∈ X − for s ≤ t, we find that t → δ 0 (t, w) is non-decreasing.
Since t → δ 0 (t, w) is non-decreasing and bounded, it is a regulated function. This means that the left and right limits δ 0 (t±, w) = lim 0<ε→0 δ 0 (t ± ε, w) exist for any (t, w) (see [7] ). Since t → |δ 0 (t, w)| is lower semicontinuous, and t → δ 0 (t, w) is non-decreasing such that sgn(δ 0 ) = ±1 on X ± , we find that t → δ 0 (t, w) is continuous from left in X + and from right in X − , but we shall not use this fact.
In the following, we shall treat t as a parameter, and denote f ′ = ∂ w f and f ′′ = f (2) , where the differentiation is in the w variables only. We shall also in the following assume that we have choosen g ♯ orthonormal coordinates so that g ♯ (dw) = |dw| 2 . We shall use the norms |f
′′ , but we shall omit the index g ♯ . Next, we shall define the metric we are going to use. 
and the corresponding metric
1 (t, w) is a regulated function. We also have that (4.6)
, then we find from Definition 4.5 that |f
in (4.5) may seem strange, but it has the following natural explanation which we owe to Nicolas Lerner [17] .
and by the Cauchy-Schwarz inequality we find that H
and then
Since G 2 is σ temperate by Taylor's formula, we find that (4.10) implies that D is a weight for
is. The advantage of using the metric G 1 is that when H 1 ≪ 1 in a G 1 neighborhood of the sign changes we find that |f
by Remark 4.9 and Proposition 4.10. It follows from Proposition 4.11 that f ∈ S(H Definition 4.7. Let
Proposition 4.8. We find that G 1 is σ temperate such that
We also have that M is a weight for G 1 such that
and we find that f ∈ S(M, G 1 ). The constants C 0 , C 1 and the seminorms of f in
Proof. Observe that since
we find that the conditions (4.12)-(4.13) are stronger than the property of being σ temperate. If H 1 (w 0 )g ♯ (w − w 0 ) ≥ c > 0 then we immediately obtain (4.12) with C 0 = c −1 . Thus, in order to prove (4.12) it suffices to prove that
First we consider the case 1
Then we find by the uniform Lipschitz continuity of w → |δ 0 (w)| that
(w 0 )/6, which gives the slow variation in this case with C 0 = 9. In the case 1
thus we find
By Taylor's formula we find
and when 2ε + 4C 3 ε 2 ≤ 1/2 we obtain that
Taylor's formula and (4.16) gives that
(w 0 ) by (4.15) . We then obtain from (4.14) and (4.18) that
(w 0 ) and ε ≪ 1, which gives the slow variation and (4.12).
Next, we prove (4.13). Taylor's formula gives as before that
By (4.7) we obtain that
We obtain from (4.12
which gives (4.13).
It is clear from the definition of
when k ≤ 2, and when k ≥ 3 we have
This completes the proof.
Observe that f ∈ S(M, H 1 g ♯ ) for any choice of H 1 ≥ ch in Definition 4.7, we do not have to use the other properties of H 1 . It follows from the proof of Proposition 4.8 that |f ′ | is a weight for
We also have that
In fact, (4.21) is trivial if k = 1, follows from (4.15) for k = 2, and when k ≥ 3 we have
by (4.6) and (4.16).
Proposition 4.10
The constant c 1 and the seminorms of α j , j = 1, 2, and β only depend on c 0 and the seminorms of f in S(h −1 , hg ♯ ).
Proof. We choose coordinates so that w 0 = 0, and put H
we find from the Lipschitz continuity of δ 0 and the slow variation that 1 + |δ 0 (w)
for sufficiently small ε and κ 1 . By Remark 4.9 we find that |f
for small ε. We find from (4.21) and (4.22) that (4.25)
when Cκ 1 < 1. Thus, by the implicit function theorem we can solve
for sufficiently small ε and κ 1 . We find that |β| = O(H
and it follows from (4.21) that
when w 1 = β(w ′ ) and |w| ≤ εH
for small enough ε, and by (4.25) we find |f
when |w| ≤ εH
where the sum is over k ≥ 2 and k j=1 γ j + γ 0 = α; or k = 1, γ 0 = 0 and γ 0 + γ 1 = α. In any case, we obtain that |γ j | < |α| in the summation. Since
. By the induction hypothesis we find that
which completes the induction argument.
Now by using Taylor's formula we find f (w) = α(w)(w 1 − β(w ′ )) where
, so we obtain that α(w) = f 0 (w, β(w ′ )) where
which proves (4.23). It remains to prove the statements about δ 0 (w). It suffices to prove that δ(w) = H 1/2
as new coordinates, then we find that G 1,0 transforms to a uniformly bounded C ∞ metric in a fixed neighborhood of the origin. Now δ 1 (z) is sgn(z 1 ) times the distance to z 1 = 0 with respect to this metric, and this is a C ∞ function in a sufficiently small neighborhood of the origin. Clearly, |∂ z 1 δ 1 | ≥ c > 0 in a fixed neighborhood of the origin, so Taylor's formula gives δ 1 (z) = α 0 (z)z 1 , where c/2 ≤ α 0 ∈ C ∞ in a smaller neighborhood. This completes the proof of the Proposition.
We shall compare our metric with the Beals-Fefferman metric G = Hg ♯ on T * R n , where (4.26)
This metric is continuous in t, σ temperate on T * R n and sup G/G σ = H 2 ≤ 1. We also have f ∈ S(H −1 , G) (see for example the proof of Lemma 26.10.2 in [9]).
Proposition 4.11. We have that
for 0 < κ 0 sufficiently small we find that
The constants only depend on the seminorms of f in
Thus, the metric G 1 gives a coarser localization than the Beals-Fefferman metric G and smaller localization errors.
Proof. First note that by the Cauchy-Schwarz inequality we have
1 . Observe that we only have to prove this when |δ 0 | ≪ H −1/2 , since else
. For sufficiently small κ we find from Taylor's formula and the slow variation that |f (w 0 )| ≤ CκH −1 (w 0 ). We obtain for small enough κ that
(w 0 ). When κ 0 is small enough, we find as before that there exists w ∈ f −1 (0) such that |w − w 0 | = |δ 0 (w 0 )|. By Remark 4.9 we obtain that |f ′ | only varies with a fixed factor in |w − w 0 | ≤
) by (4.7), which gives (4.27). When also H 1/2
. This completes the proof of the Proposition.
But this will not suffice for the proof, instead we shall use that r ∈ S(MH 3/2 1 , G 1 ). In the next section, we shall estimate the term MH
+ h 1/2 near the sign changes (see Proposition 5.4).
Local Properties of the Symbol
In this section we shall study the local properties of the symbol near the sign changes. We start with a one dimensional result.
We obtain (5.2) since we are close to the zeroes of f , and (5.3) since we have a lower bound on f ′ in the domain.
Proof. By Taylor's formula we have
for any |t| ∈ [̺ 0 , ̺ 1 ]. By choosing |t| = ̺ 0 and |t| = 3̺ 0 , we obtain that
0 /6 which gives (5.3). By letting |t| = ̺ 0 in (5.4) and substituting (5.3), we obtain (5.2).
Next, we study functions
In the following we shall assume that H 1/2 0 is a parameter, but later on it will be given by the metric G 1 , see (5.22). 
≤ κ 0 is sufficiently small, then there exist c 1 and C 1 such that
. Here c 1 , C 1 and κ 0 only depend on C 0 and the seminorms of f in S(h −1 , hg ♯ ).
Proof. We shall consider the function t → f (t, w ′ ) which satisfies (5.1) for fixed w ′ with 
. By letting w ′ = 0 we obtain (5.6) from (5.8), and by taking w ′ = 0 in (5.9) we find that
, dividing with 3̺ 0 (w ′ )/2 and using Taylor's formula for w ′ → ∂ w 1 f (0, w ′ ), we find that there exists C > 0 so that
0 . Thus by optimizing over fixed |w ′ |, we obtain that
By again letting ̺ 0 = ̺ 0 (w ′ ) in (5.8), using Taylor's formula for w ′ → ∂ w 1 f (0, w ′ ) and substituting (5.11), we obtain
By considering the odd and even terms in Taylor's formula for w ′ → f (0, w ′ ), optimizing over fixed |w ′ | using (5.6) with ̺ 0 = 1, we obtain that (5.12)
. Thus we obtain (5.7) by taking |w
] in (5.12) and using (5.10). This finishes the proof of the Proposition.
We find from (5.12) that we also get an estimate on |∂ w ′ f (0)|. But we shall need an estimate on the direction of the gradient of f .
The values of κ 0 and C 0 only depend on c 1 , C 1 and the seminorms of f ∈ S(h −1 , hg ♯ ).
In fact, by Taylor's formula for w 1 → f (w 1 , w ′ ) we find from (5.13) that
. By using the Taylor expansion of w ′ → f (0, w ′ ) and of w ′ → ∂ w 1 f (0, w ′ ) we find that
. By optimizing over fixed |w ′ | > 0 we find
When H 1/2 1 (0) ≪ 1 we obtain from (4.15) and (4.16) that f ′′ (0) + h 1/2 ≪ |f ′ (0)| since f (0) = 0, which gives (5.14). Next, we shall estimate the weight M near the sign changes, this will be important for the lower bounds in Section 9. Proof. From the definition of M we find MH
In the following we shall denote H 
by Proposition 4.11. Thus, in the following we shall assume H
Since H 1 ≤ 1 it suffices to estimate f (k) for k = 1, 2. We obtain from (4.7) that
Thus, it remains to estimate f
in order to obtain (5.16). Now H
, and by (5.7) we have
by (5.18). This gives f
and completes the proof.
It 
We also find that β − (0) = |β Since H 1/2 1 (t ′ , 0) ≤ C̺ 0 ≪ 1 and δ 0 (t ′ , 0) = 0, we find from Remark 4.9 that |f ′ (t ′ , 0)| = 0. Since f (t ′ , 0) = 0 and δ 0 (t ′ , (z 1 , 0)) = z 1 , we find ∂ w ′ f (t ′ , 0) = 0. By using Proposition 4.10 at (t ′ , 0) we obtain (5.23) for t = t ′ when ̺ 0 are small enough. Here
0 , thus by using Taylor's formula we obtain that β − (w ′ ) ∈
. It is clear that we may also obtain (5.23) for t = t ′′ but not necessarily with the same coordinates.
Claim 5.6. When ̺ 0 > 0 is small enough in (5.21), there exists w such that (t ′′ , w) ∈ X 0 ,
Proof of Claim 5.6. We shall consider the cases when δ 0 (t ′ , w 0 ) and δ 0 (t ′′ , w 0 ) have opposite or the same sign. If δ 0 (t ′ , w 0 ) and δ 0 (t ′′ , w 0 ) have the opposite sign (including one or more being zero) then we obtain that |δ 0 (t,
by (5.20) for t = t ′ and t ′′ . We find from (5.21) that |δ 0 (t -zero) , we shall first consider the case when they both are negative. Then we have that f (t ′′ , (z 1 , 0)) < 0, and since β − (0) = 0 we find that
, which implies that f (t ′′ , (w 1 , 0)) ≥ 0 by condition (Ψ). We find that f must have a zero at (t ′′ , w 1 , 0) for some 0 are located where
Now let Γ 0 be a circle with radius
, thus Γ 0 will intersect the set { w 1 ≤ β − (w ′ ) } only at points w = ( w 1 , w ′ ) where
Since there must be sign changes of w → f (t ′′ , w) in this set, we find that there exists (t ′′ , w) ∈ X 0 such that |w
Thus we obtain (5.24) in this case, which completes the proof of Claim 5.6. It remains to finish the Proof of Lemma 5.5. By the slow variation and (5.24) we find H 1/2
has the same sign as
. By (5.24) we find that
Since f (t ′′ , w) = 0 we find by Remark 5.3 that
By using Proposition 4.10 as before at (t ′′ , w) for small enough ̺ 0 , we obtain (5.23) Observe that |β + ( w ′ )| = | w 1 | ≤ C 0 ∆ by (5.24). It remains to prove the estimates on β + . By condition (Ψ) we find ∃ c > 0 such that
and |β ± ( w ′ )| ≤ C∆ by (5.24), thus we find from Lemma 7.7.2 in [9] that
Since β ′ − (0) = 0 we find that |β
0 ∆ 1/2 by (5.24), and thus |β
. By using Taylor's formula, we find that |β
, for some C 0 > 0. This completes the proof of Lemma 5.5.
We will also need the following geometrical Lemma in Section 6. It tells how far away the minimum of the distance is attained. 
Proof of Lemma 5.7. Since |β(0)| ≤ λH
we find that δ(w) ≤ 2λH
. We find that there exists z = (β(z ′ ), z ′ ) such that |w − z| = δ(w) and |z
. Take the right-angled triangle with corners at w, (β(z ′ ), z ′ ) and (β(z ′ ), w ′ ). By Pythagoras' theorem we find that
Since |w 1 − β(z ′ )| ≤ δ(w) ≤ |w 1 − β(w ′ )| we find by the triangle inequality
By Taylor's formula we obtain
we obtain from (5.26) that
Thus, for λ ≤ 1/6 we find |z ′ − w ′ | ≤ 6λ(γ + |w ′ |) which proves the Lemma.
The Weight function
In this section, we shall define the weight m ̺ we shall use, it will depend on a parameter 0 < ̺ ≤ 1. The weight will essentially measure how much t → δ 0 (t, w) changes between the minima of t → H gives an upper bound on the curvature of the zero set when H 1/2 1 ≪ 1, the weight will give a bound on the sign changes of the symbol similar to condition (5.15) in suitable coordinates.
Recall that t → δ 0 (t, w) and t → H 1/2 1 (t, w) are regulated functions, and as before we shall assume that they are constant when |t| ≥ 1. In the following, we let s = 1 + |s|.
Definition 6.1. For 0 < ̺ ≤ 1 and (t 0 , w 0 ) ∈ R × T * R n we define
Then we have ch 1/2 ≤ m ±,̺ ≤ H 1/2 1 ̺δ 0 ≤ 1 by (4.5)-(4.6). We find that m 1 = max(m +,1 , m −,1 ) and
Now we have
and thus m 1 (t 0 , w 0 ) ∼ = 1 when |δ 0 (t, w 0 )| ∼ = H −1/2 1 (t, w 0 ) for t ≥ t 0 or t ≤ t 0 . When t → δ 0 (t, w 0 ) is constant, we find that m ̺ is proportional to the quasi-convex hull of t → H 1/2 1 (t, w 0 ) (i.e., it is convex with respect to the constant functions). The weight also has the "convexity property" given by Proposition 6.7: if max I m 1 ≫ min I m 1 on I = { (t, w) : a ≤ t ≤ b }, then ∃ c > 0 so that the variation in t of δ 0 on I is bounded from below: |∆ I δ 0 | ≥ c max I m 1 . We shall use the parameter ̺ to obtain suitable norms in Section 7, but this is just a technicality: all m ̺ are equivalent according to Proposition 6.2. Next, we shall show that the conditions in Lemma 5.5 are obtained for small enough m ̺ .
We obtain from Proposition 6.2 that H (t, w 0 ) when t = t ′ , t ′′ . Thus, when m ̺ (t 0 , w 0 ) < ̺ 2 ≪ 1 we may use Proposition 4.10 at (t ′ , w 0 ) and (t ′′ , w 0 ). Observe that when m ̺ (t 0 , w 0 ) < ̺ 2 (or ̺ = 1) we obtain from (6.5) that 
As in (5.22) we shall in the following denote H
1 (t ′′ , w 0 )), see for example (6.15).
Proof. We have that m ±,̺ ≤ m ̺ when m ̺ < ̺ 2 < 1 or when ̺ = 1. By approximating the limit, we may choose t ′′ ≥ t 0 so that
where c is chosen as in (6.4). Then we find ̺ 2 (δ 0 (t ′′ , w 0 ) − δ 0 (t 0 , w 0 )) < m +,̺ (t 0 , w 0 ) and
We similarly obtain this estimate for m −,̺ with t ′ ≤ t 0 , which gives (6.5)-(6.6).
To prove (6.7) we let
Since these estimates are preserved when taking infimum and supremum, we obtain (6.7) for m ±,̺ j and m ̺ j , j = 1, 2.
To prove that t → m ̺ (t, w) is a regulated function, it suffices to prove that t → m ±,̺ (t, w) is a regulated function since this property is preserved when taking maximum and minimum. We note that
and since the infimum is non-decreasing and bounded, we find that this gives a regulated function in t. A similar argument works for m −,̺ , which proves the result.
In the following we shall assume the coordinates chosen so that g ♯ (w) = |w| 2 . Observe that m ̺ is not a weight for G 1 , but the following Proposition shows that it is a weight for g ̺ = ̺ 2 g ♯ uniformly in ̺.
Proposition 6.3. We find that there exists C > 0 such that
The constant C only depends on the seminorms of f in S(h −1 , hg ♯ ).
Proof. Since m ̺ ≤ ̺ 2 we only have to consider the case when
Now, it suffices to show that
0 ) by (6.12). Thus (6.11) is trivially satisfied with C = 1 when |w − w 0 | > ̺m −1 ̺ (t 0 , w 0 ). Thus, in the following we shall only consider w such that |w − w 0 | ≤ ̺m −1 ̺ (t 0 , w 0 ). Since m ̺ are equivalent when ̺ ≥ ̺ 0 > 0 by (6.7), it suffices to consider ̺ ≤ ̺ 0 ≪ 1. In fact, if (6.11) holds for m ̺ 0 then it holds for m ̺ when ̺ 0 ≤ ̺ ≤ 1, with C replaced by C/̺ 2 0 . In the following we shall assume 0 < ̺ ≤ ̺ 0 , where ̺ 0 shall be determined later. Since we assume (6.12) we may use Proposition 6.2 to obtain t ′ ≤ t 0 ≤ t ′′ such that (6.5)-(6.6) hold. By (6.6) and (6.8) we obtain that (6.14)
which gives ̺m
we may use Lemma 5.5 when 2̺ < 8̺ 2 ≪ 1 to obtain g ♯ orthonormal coordinates w = (w 1 , w ′ ) so that w 0 = (z 1 , 0), z 1 = δ 0 (t ′ , w 0 ) and
We also find β − (0) = |β ′ − (0)| = 0, and since ∆ < ̺ −2 m ̺ (t 0 , w 0 ) by (6.16) we obtain that (6.17)
by (6.14) and |w − w 0 | ≤ ̺m
by (6.15), we have |w| ≤ 10̺H
by the uniform Lipschitz continuity of w → δ 0 (t, w). Thus when ̺ ≪ 1 we find that there exists (t
In the following, we let m ̺ = m ̺ (t 0 , w 0 ). Now |β ). Thus, we obtain that
we find that for these z ′ and w ′ we have that
by using Taylor's formula and the Cauchy-Schwarz inequality. Since
| we obtain that
when |w − w 0 | ≤ 2̺H 
In fact, if δ 0 (t ′′ , w) and δ 0 (t ′ , w) have the same sign then we find |δ 0 (t
, so we find in this case that
We obtain from (6.18) and the monotonicity of t → δ 0 (t, w) that
when t = t ′ , t ′′ and |w − w 0 | ≤ ̺m −1
, since |w ′ | ≤ |w − w 0 |. Now G 1 is slowly varying, thus we find for small enough ̺ > 0 that
By the uniform Lipschitz continuity we find that
. By using (6.6), (6.19), (6.21) and taking the infimum we obtain
uniformly for small ̺. By taking the maximum and then the minimum, we obtain (6.13) and thus Proposition 6.3.
In section 7, we shall choose a fixed ̺ = ̺ 0 ≪ 1 in order to get invertible operators and suitable norms. In the following, we shall for simplicity only consider m 1 , since all the m ̺ are equivalent when ̺ ≥ c > 0, this is really no restriction: the following results also holds for any m ̺ , 0 < ̺ ≤ 1 but with constants depending on ̺. 
. By using (6.8) as before we find that |δ 0 (t, w 0 )| ≤ 8̺ 1 H −1/2 0 for t = t ′ , t ′′ . Since 2̺ 2 1 < 8̺ 1 ≤ ̺ 0 we may use Lemma 5.5 to obtain g ♯ orthonormal coordinates so that w 0 = (z 1 , 0) with |z 1 | = |δ 0 (t ′ , w 0 )| < |δ 0 (t 0 , w 0 )| + 1 and
′ and t ′′ by (6.6) and (6.8). Since ∆ ≤ 1 we also obtain from Lemma 5.5 that |β ± (0)| ≤ C, |β
0 . This gives
for some C > 0. By condition (Ψ) and (6.24), we obtain the result.
In order to get lower bounds in terms of the weight m 1 , we shall need the following result, which will be important for the proof. In the case H 1 (0) we don't have to use (6.28), instead we find from (6.27) that
If m 1 ∼ = 1 then we find from the proof that the estimate (6.25) is trivial. When m 1 ≪ 1 we have the following "geometrical" interpretation of (6.25).
Remark 6.6. In the case |δ 0 | ≤ C we find from Proposition 4.11 that MH 3/2 1 Next, we shall prove some results about the properties of m 1 . First we shall prove the "convexity property" mentioned earlier.
Proposition 6.7. Let m 1 be given by Definition 6.1. There exist κ 0 > 1, c 0 > 0 and ε 0 > 0 such that if κ ≥ κ 0 , t ′ < t 0 < t ′′ and
then we have
Proof. Since t 0 < t ′′ we have by the triangle inequality
and similarly
Since m ±,1 ≤ m 1 we find that
which gives (6.31) for w = w 0 with κ 0 = 2 and c 0 = 1/2. If we choose ε 0 > 0 so that (6.32) 1/C 0 ≤ m 1 (t, w)/m 1 (t, w 0 ) ≤ C 0 when |w − w 0 | ≤ ε 0 and ∀ t then we obtain the result when |w − w 0 | ≤ ε 0 for κ 0 = 2C 2 0 and c 0 = (2C 0 ) −1 . In fact, (6.30) implies that m 1 (t 0 , w) = κ 1 max(m 1 (t ′ , w), m 1 (t ′′ , w)) where
, which proves the Proposition.
The following Proposition gives an estimate on how much w → δ 0 (t, w) varies for different values of t, using the monotonicity of t → δ 0 (t, w).
Proposition 6.8. Let m 1 be given by Definition 6.1 and let ∆(s, t, w) = δ 0 (t, w) − δ 0 (s, w) ≥ 0 for s ≤ t. There exists ε 1 > 0 so that if
Here ε 1 does not depend on λ or K.
Proof. To prove (6.34) it suffices to show that
for sufficiently small ε > 0. Observe that if K ≥ κ > 0 then by the uniform Lipschitz continuity of w → δ 0 (t, w), we obtain (6.35) with λ = 0 for small enough ε (depending on κ). Thus, in the following we may assume that K ≤ κ ≪ 1, and it is no restriction to assume that s 0 < t 0 . Since m 1 (t 0 , w 0 ) ≤ K ≪ 1 we obtain by Proposition 6.2 that there exist
by (6.5). We obtain from (6.6) that |δ 0 (t, w 0 )| ≤ 2KH
We similarly obtain (6.36) with t 0 replaced by s 0 and t ′ , t ′′ by s ′ ≤ s 0 ≤ s ′′ . In the following we shall assume that s = s ′ , s ′′ and t = t ′ , t ′′ . When K is sufficiently small, we obtain from Proposition 4.10 that δ 0 ∈ S(H −1/2 1 , G 1 ) in a fixed G 1 neighborhood of (t, w 0 ) and (s, w 0 ). By (6.33) and (6.36) we have that
Then we obtain that ∂ 2 w ∆(s, t, w) ≤ CK when |w − w 0 | ≤ c for some c > 0. Since ±∆(s, t, w) ≥ 0 for a choice of sign, we find that
when |w − w 0 | ≤ c. By optimizing over |w − w 0 | = c and using (6.37), we obtain that
′′ , w) for s 0 < t 0 , we find by (6.36) that
Thus we obtain (6.35) which completes the proof of the Proposition.
The Wick quantization
In order to define the pseudo-sign we shall use the Wick quantization, following [5, Appendix B] and [14, Section 4]. The advantage with using the Wick quantization is that positive symbols give positive operators. We shall also define the norms we shall use, following [2] . For a ∈ L ∞ (T * R n ) we define the Wick quantization:
We find that a
. We obtain from the definition that a W ick = a w 0 where
is the Gaussian regularization. Observe that real Wick symbols have real Weyl symbols.
In the following, we shall assume that G 1 = H 1 g ♯ is a slowly varying metric satisfying (4.12) and M is a weight for G 1 satisfying (4.13). Also recall that S + (1, g ♯ ) is given by Definition 2.5.
These results are well known, but for completeness we give a proof. Observe that the results are uniform in the metrics and weights.
Proof. Since a is measurable satisfying |a| ≤ CM, we find that a W ick = a w 0 where a 0 is given by (7.2). Since M(z) ≤ CM(w)(1 + |z − w|)
3 by (4.13), we obtain that a 0 (w) = O(M(w)). By differentiating on the exponential factor, we find a 0 ∈ S(M, g ♯ ), and similarly we find that a 0 ≥ M/C if a ≥ M.
If a ∈ S(M, H 1 g ♯ ) in a G 1 ball of radius c > 0 and center at w, then we write
where the last term is O(H N 1 (w)M(w)) for any N.
Thus, after multiplying with a cut-off function, we may assume that a ∈ S(M, G 1 ) everywhere. Taylor's formula gives
Since differentiation commutes with convolution, M(w + θz) ≤ CM(w)(1 + |z|) 3 and H 1 (w + θz) ≤ CH 1 (w)(1 + |z|) 2 when |θ| ≤ 1, we find that a 0 (w) ∼ = a(w) modulo symbols in S (H 1 M, G 1 ) . Similarly, we obtain that a 0 ≥ cM modulo S(
2 ) dz, we obtain the last statement.
Remark 7.2. Observe that if a(t, w) and
In fact, the condition means that
for almost all w ∈ T * R n , which by (7.1) gives
for u ∈ S(R n ). We are going to use the symbol classes S(m k ̺ , g ̺ ) where g ̺ = ̺ 2 g ♯ and m ̺ is given by 
and then u = a
♯ ) for all 0 < ̺ ≤ 1, but not uniformly. We also find from [2, Corollary 4.4] that a w is bounded as an operator:
and the bound only depends on the seminorms of a in S(m
Since m ̺ satisfies (6.11) we find from Proposition 7.1 that
) uniformly for 0 < ̺ ≤ 1 for some c 0 > 0. For small enough ̺ > 0 we get invertible operators according to the following result. 
The value of ̺ 0 only depends on the seminorms of f in S(h −1 , hg ♯ ).
Proof.
, and m ̺ is uniformly σ, g ̺ temperate, the calculus gives that (µ
we obtain (7.6). Similarly, we find that
As before, we may choose ̺ 0 so that s 
is given by (7.5) with ̺ = ̺ 0 so that
. Then there exist positive constants c 0 , c 1 and C 0 such that
The constants only depend on the seminorms of f in
Proof. Let a = µ −1/2 . By Proposition 7.3 we find 1 = (γ
by ( Finally, we have
which completes the proof of the Proposition.
The Pseudo-Sign
In this section we shall construct a perturbation B(t, w) = δ 0 (t, w) + ̺ 0 (t, w) of δ 0 such that ̺ 0 = O(m 1 ) and
where m 1 is given by Definition 6.1 and δ 0 by Definition 4.3. We shall use this in Section 9 to prove Proposition 3.3 with b w = B W ick as a "pseudo-sign" for f . When t → m 1 (t, w) has a approximate minimum at t = t 0 in the sense that m(s) ≤ Cm(t) when t ≤ s ≤ t 0 or t 0 ≤ s ≤ t, we may take ̺ 0 (t, w) = c t t 0 m 1 (s, w) ds since t → δ 0 (t, w) is non-decreasing. In general, we have to split the interval [−1, 1] into subintervals where t → m 1 (t, w) has approximate maximum and minimum, and use the "convexity property" of t → δ 0 (t, w) given by Proposition 6.7 in order to "interpolate" δ 0 at the approximate maxima of t → δ 0 (t, w). We shall also compute the Weyl symbol b for the "pseudo-sign" B W ick = b w . All the results in this section are uniform in the sense that they only depend on the seminorms of f in S(h −1 , hg ♯ ) for |t| ≤ 1. As before, we denote by Lip(T * R n ) the Lipschitz continuous functions on T * R n . 
We also have that t → ̺ 0 (t, w) is a regulated function, ∀ w ∈ T * R n , and w → ̺ 0 (t, w) ∈ Lip(T * R n ) uniformly for almost all |t| ≤ 1.
Proof. We shall make the construction of ̺ 0 (t, w) locally in w, by using a partition of unity
, where ε j are given by Propositions 6.7-6.8 for j = 1, 2. Observe that φ k ∈ Lip(T * R n ) uniformly. We also assume that ε is chosen small enough so that w → m 1 (t, w) only varies with a fixed factor in supp φ k (w) for any t ∈ [−1, 1], ∀ k, and we shall keep ε fixed in what follows.
On each supp φ k we shall construct a real valued ̺ 0k (t, w) ∈ L ∞ (R × T * R n ) satisfying the conditions in Proposition 8.1 uniformly in supp φ k . By taking ̺ 0 (t, w) = k φ k (w)̺ 0k (t, w) we then obtain the result. Observe that we may ignore the values of ̺ 0k (t, w) for t in a zero set.
In the following, we shall keep k fixed. Next, we choose coordinates so that w k = 0, let ̺ 0 (t, w) = ̺ 0k (t, w) and
which gives m(t) ∼ = m 1 (t, w) when w ∈ supp φ k and t ∈ [−1, 1]. Thus it suffices to construct a real valued ̺ 0 (t, w) such that |̺ 0 (t, w)| ≤ C 1 m(t) and
when |w| ≤ ε and |t| < 1. This is essentially a one dimensional problem, but there are some complications at the approximate maxima of t → m(t).
Since t → m(t) and t → δ 0 (t, w) are regulated functions, we may consider them as functions of t ∈ S * R R. Thus m( t ) is either m(t) or m(t±) = lim εց0 m(t ± ε) depending on the context. We introduce an ordering on S * R R so that (8.5) s < s+ < t− < t when s < t.
In the next Lemma we shall cut the interval [−1, 1] where the jumps of t → δ 0 (t, w) are large enough for w ∈ supp φ k . Then we also get a bound on the jumps of t → m(t) in the subintervals by Proposition 6.7. 
Here κ 1 = max(κ 0 , 9/c 0 ) > 1 with c 0 and κ 0 given by Proposition 6.7. We also obtain that
Proof of Lemma 8.2. Since t → δ 0 (t, w) is non-decreasing and |δ 0 | ≤ h −1/2 , we find that for any γ > 0 there can only be finitely may values of t such that δ 0 (t+, 0) − δ 0 (t−, 0) ≥ γ when |t| < 1. Since m ≥ ch 1/2 for some c > 0 by (6.4), there are only finitely many values of t for which δ 0 (t+, 0) − δ 0 (t−, 0) > 9 max(m(t−), m(t+)) ≥ 9ch 1/2 . Thus, by cutting the interval ]−1, 1[ into finitely many parts at the discontinuity points of t → δ 0 (t, 0) we may assume that [−1, 1] = k I k , that (8.6) holds and
when κ ≥ κ 0 . This contradicts (8.6) when κ > max(κ 0 , 9/c 0 ), and gives (8.7). By letting s 0 , t 0 → t ∈ k ∂I k \ { ±1 }, s 0 < t < t 0 , and using Proposition 6.8 with λ > 9 and K = max(m(t+), m(t−)) ≤ 1 we obtain (8.8) since ε ≤ ε 1 . This completes the proof of the Lemma.
Thus, it suffices to construct real valued ̺ 0 (t, w) satisfying
We shall also obtain that t → ̺ 0 (t, w) is regulated, w → ̺ 0 (t, w) is Lipschitz and
Then we obtain from (8.8) that t → B(t, w) = δ 0 (t, w) + ̺ 0 (t, w) has positive jumps B(t+, w) − B(t−, w) > 0 when t ∈ k ∂I k \ { ±1 } and |w| ≤ ε. In the following, we shall consider one of the intervals I k and let I = I k be fixed. We shall assume that (8.6) and (8.7) hold for t ∈ I, and we shall split the interval I into subintervals where t → m(t) has an approximate minimum. The complication is that t → m(t) is regulated, and not necessarily continuous. Because of the "convexity property" given by Proposition 6.7, we cannot in general change the value of m(t) even at finitely many points. 
∈ ∂I we have r j = t 1 , j = 1 or 2, and obtain that
Thus, t 1 ∈ ∂I 1 if and only if t 1 ∈ ∂I. If I 1 = I then we find
for any open interval I such that I 1 I ⊆ I.
Since we are going to take ̺ 0 (t) = γ 0 t t 1 m(s) ds near t 1 , property (8.13) will give
Proof of Lemma 8.3 . Let m 1 = inf t∈I m(t), since m(t) is regulated, we may choose t 1 ∈ I such that m( t ) = m 1 . If t 1 ∈ ∂I, then we may take t 1 = t 1 ± depending on whether ±(t − t 1 ) > 0 for all t ∈ I. Next, for fixed κ > κ 1 > 1 we define I =]r 1 , r 2 [ with
If t 1 ∈ ∂I then one condition is empty, depending on whether (−1) j (t − t 1 ) < 0 for all t ∈ I, and then we put r j = t 1 . Observe that we do not use the value of m at t 1 in (8.16)-(8.17). Since t → m(t) is regulated and κ > 1, we find that t 1 = r j if and only if r j ∈ ∂I, and thus r 1 < r 2 . In fact, if there exist t 1 < s ε < t 1 + ε such that m(s ε ) > κ 2 m(t 1 + ε) for a sequence ε ց 0, then m(t 1 +) ≥ κ 2 m(t+) which gives a contradiction since κ > 1. Next, we shall prove (8.14). If, for example, r 2 / ∈ ∂I then since t → m(t) ≥ ch 1/2 is regulated and κ > 1, we can find ε 2 > 0 so that
This implies that m(t) ≤ κm(r 2 +) ≤ κ 2 m(r 2 + ε) for r 2 < t < r 2 + ε and 0 < ε < ε 2 . If M 2 < κm(r 2 + ε) for some 0 < ε ≤ ε 2 , then m(t) < κm(r 2 + ε) for t 1 < t < r 2 , and we find from (8.7) that
Thus, m(t) ≤ κ 2 m(r 2 + ε) for t 1 < t ≤ r 2 + ε, which contradicts the definition of r 2 . Now, if r 1 / ∈ ∂I then r 1 = t 1 and we may choose r 1 < t < t 1 such that m( t ) = M 1 ≥ κm(r 1 −) ≥ κm( t 1 ) by (8.14). Similarly, if r 2 / ∈ ∂I then M 2 ≥ κ max(m(r 2 +), m( t 1 )).
By taking limits in Proposition 6.7, we find that
Combining these estimates, we obtain (8.15).
We can now cut the interval I into subintervals where t → m(t) is approximately monotone. 
If N > 1 and I j I k = ∅ we also have
As before, property (8.20) will give |̺ 0 (t)| ≤ γ 0
When joining the constructions we shall find that Proposition 6.7 gives a sufficiently large increase of t → δ 0 (t, w) by (8.21) so that we can interpolate between these parts. Note that (8.20) is empty in one of the cases if t k ∈ ∂I k .
Proof of Proposition 8.4.
We shall obtain the Proposition by repeatedly "cutting" the interval I using Lemma 8.3. The Lemma first gives I 1 = ] r 1 , r 2 [ ⊆ I satisfying (8.12)-(8.15) which gives (8.18) and (8.20) for k = 1. We also have that t 1 ∈ I 1 or t 1 ∈ ∂I ∂I 1 . If I 1 = I, i.e., r 1 and r 2 ∈ ∂I then we obtain (8.19) , N = 1 and we are finished.
Else, we have Ξ 2 = I \ I 1 = ∅. Recursively assume that we have chosen I j satisfying (8.18) and (8.20) for j < k so that Ξ k = I \ j<k I j = ∅. Then we take m k = inf t∈Ξ k m(t) = m( t k ) and use Lemma 8.3 to "cut" the component of Ξ k containing t k . Then we obtain a new open interval I k ⊆ Ξ k satisfying (8.12)-(8.15) with t 1 replaced by t k , I 1 by I k and I by Ξ k . Thus, unless t k ∈ I k we have that t k ∈ ∂I k ∂ Ξ k and since ∂ Ξ k ⊆ j<k ∂I j we then find t k ∈ ∂I k ∂I j for some j < k. Since three disjoint intervals in R cannot have intersecting boundary, we find that 3 i=1 ∂I j(i) = ∅ which gives that t k = t j for any j < k.
Note that, unless I k is equal to one of the components of Ξ k , we obtain from (8.15) that t → δ 0 (t, 0) increases more than c 0 ch 1/2 in any open interval I such that I k I ⊆ Ξ k . If we take the intersection of these intervals we find that I k I⊆Ξ k I = I k Ξ k . Since t → δ 0 (t, 0) is monotone and bounded, there is a fixed bound on the number of such intervals. Thus, we may repeat the process only finitely many times until I = 0<k≤N I k . (The proof would in fact also work with an infinite number of subintervals.) In fact, in order to get infinitely many intervals, we must infinitely many times "cut" a remaining component of the sets Ξ k . In the following we keep the original enumeration of the intervals, so that if j < k then I j was "cut" before I k .
It remains to prove (8.21), and it is no restriction to assume that t j < t k . First assume that j < k (I j was defined before I k ) and let I j I k = { r jk }, then r jk ∈ Ξ j . In fact, if r jk ∈ ∂ Ξ j then r jk ∈ ∂I i for some i < j which is impossible. Thus, by using (8.14) we find that
since m j is the infimum of m(t) over Ξ j . Now r jk + ε ∈ I k for small enough ε, thus we find that m(r jk +) ≥ m k . A similar argument gives (8.21) when k < j and completes the proof of Proposition 8.4. Now we proceed with proof of Proposition 8.1, i.e., the construction of ̺ 0 (t, w) when |w| ≤ ε and t ∈ I ⊆ [−1, 1]. Recall that m(t) = m 1 (t, 0) is given by (8.4), thus m(t) ∼ = m 1 (t, w) when |w| ≤ ε. We have also assumed that (8.6) and (8.7) hold in I, and we shall construct ̺ 0 (t, w) satisfying (8.10) in I and (8.11) on ∂I. We also need to prove that t → ̺ 0 (t, w) is regulated in I, ∀ w ∈ T * R n , and w → ̺ 0 (t, w) is uniformly Lipschitz when |w| ≤ ε, ∀ t ∈ I. By Proposition 8.4 we obtain I k ⊆ I, k = 1, . . . , N, such that the properties (8.18)-(8.21) hold with κ > κ 1 > 1 and t j ∈ I j such that t j = t k when j = k. In the following, we shall assume that t j are ordered so that t j < t k if and only if j < k. First we let γ 0 > 0 and define
which is constant in w. Then we obtain that t → ̺ 0 (t) is continuous when t ≤ t 1 or t ≥ t N , and by (8.20) we have that
, which gives (8.11). We also find that
We shall assume that 0 < γ 0 ≤ (2κ 2 ) −1 < 1/2 in what follows, but later we shall impose more conditions on γ 0 .
In the following, we shall put
and first we define µ(t j , w) = δ 0 ( t j , w). It remains to construct µ(t, w) (or ̺(t, w)) on ]t j , t j+1 [ when |w| ≤ ε, j = 1, . . . , N − 1, and it is no restriction to consider j = 1. When constructing µ(t, w) in ] t 1 , t 2 [ we shall ensure that (8.24) δ 0 ( t 1 , w) ≤ µ(t, w) ≤ δ 0 ( t 2 , w) when t 1 < t < t 2 and |w| ≤ ε.
Then we obtain that t → µ(t, w) has non-negative jumps at t = t 1 and t 2 . Let r 12 = I 1 I 2 , observe that it is possible that r 12 = t 1 or t 2 . For t 1 < t < t 2 , t = r 12 , we find from (8.20) that
which could be empty in one case. We shall now determine where t → m(t) has an approximate maximum. We find from (8.21) that
since m j = m( t j ). Define
Since the condition in (8.27 ) is empty when t ≤ t 1 and the condition in (8.28) is empty when t ≥ t 2 , we find that t 1 ≤ s 1 ≤ r 12 ≤ s 2 ≤ t 2 . Observe that we could have s j = t j for j = 1 or 2, for example if t j = r 12 ∈ ∂I j . If t 1 < r 12 and m(t 1 +) < M 12 /κ then we find that s 1 > t 1 ; similarly if r 12 < t 2 and m(t 2 −) < M 12 /κ then we find s 2 < t 2 . We shall define ̺ 0 by (8.22) when t 1 < t < s 1 and s 2 < t < t 2 ; when s 1 < t < s 2 we shall use that m ∼ = M 12 has an approximate maximum according to the following Lemma 8.5. Let m(t) be given by (8. Since µ(t, w) = δ 0 (t, w) + ̺ 0 (t) we find that µ(t, w) > δ 0 (t, w) ≥ δ 0 (t 1 +, w) when t 1 < t < s 1 , and µ(t, w) < δ 0 (t, w) ≤ δ 0 (t 2 −, w) when s 2 < t < t 2 which gives (8.24) for these intervals. Thus it only remains to construct µ(t, w) when s 1 ≤ t ≤ s 2 and |w| ≤ ε.
Since ε ≤ ε 0 and M 12 ≥ κ max(m(s 1 −), m(s 2 +)) by (8.27)-(8.28) when s j = t j , we obtain in this case that (8.39) δ 0 (s 2 +, w) − δ 0 (s 1 −, w) ≥ c 0 M 12 > 0 for |w| ≤ ε by taking the limits in Proposition 6.7. Since κm( t j ) < M 12 by (8.21), this also holds in the case s j = t j if we substitute t 1 for s 1 − and/or t 2 for s 2 +. If we have a uniform upper bound then we immediately obtain the result with N = 2. If not, we have to divide the interval and use the bounded variation given by (8.38 ). The complications are the unbounded jumps of t → δ 0 (t, w) when s j = t j . By (8.6) we obtain a bound on the jumps (8.40) δ 0 (t+, 0) − δ 0 (t−, 0) ≤ 9M 12 for t 1 < t < t 2 δ 0 (t+, w) − δ 0 (t−, w) ≤ 15M 12 for t 1 < t < t 2 and |w| ≤ ε by using (8.38) with λ = 9. In the case t = t j , we have no bounds on the jumps, but we shall use a trick to handle that case. First we shall define µ j (w) for j = 1, 2, such that µ(s 1 , w) ≤ µ 1 (w) < µ 2 (w) ≤ µ(s 2 , w) and µ 2 (w) − µ 1 (w) ≥ c 0 /3 when |w| ≤ ε. We shall also obtain that If s 1 = t 1 and δ 0 (t 1 +, 0) − δ 0 ( t 1 , 0) ≤ 9M 12 then we obtain as before from (8.38) that δ 0 (t 1 +, w) − δ 0 ( t 1 , w) ≤ 15M 12 for |w| ≤ ε. If we put µ 1 (w) = δ 0 ( t 1 , w) = µ(t 1 , w), we obtain (8.41)-(8.42) in this case.
In the last case when s 1 = t 1 and δ 0 (t 1 +, 0) − δ 0 ( t 1 , 0) > 9M 12 , we find by using (8.38) with λ = 9 that δ 0 (t 1 +, w) − δ 0 ( t 1 , w) > 3M 12 when |w| ≤ ε. In that case we let µ 1 (w) = δ 0 (t 1 +, w) − 3M 12 ≥ δ 0 ( t 1 , w) = µ(t 1 , w) for |w| ≤ ε, which gives (8.41)-(8.42) for j = 1. Similarly, if s 2 = t 2 then we put µ 2 (w) = δ 0 (s 2 +, w) − γ 1 M 12 ≤ µ(s 2 , w) by (8.34). If s 2 = t 2 and δ 0 ( t 2 , 0) − δ 0 (t 2 −, 0) ≤ 9M 12 then we put µ 2 (w) = δ 0 ( t 2 , w) = µ(t 2 , w). Finally, when s 2 = t 2 and δ 0 ( t 2 , 0) − δ 0 (t 2 −, 0) > 9M 12 , then we let µ 2 (w) = δ 0 (t 2 −, w) + 3M 12 ≤ µ(t 2 , w), and we obtain as before (8.41)-(8.42) for j = 2. By the definition of µ j (w) we obtain that µ 2 (w) − µ 1 (w) ≥ min(3, c 0 /3).
We are going to consider the value of (8.43) K = (µ 2 (0) − µ 1 (0)) /M 12 ≥ min(3, c 0 /3).
Now we have no fixed upper bound on K, and therefore we shall consider the cases when K ≷ 45.
In the case K ≤ 45 we find that δ 0 (s 2 −, 0) − δ 0 (s 1 +, 0) ≤ 47M 12 by (8.42). We obtain that δ 0 (s 2 −, w) − δ 0 (s 1 +, w) ≤ 197M 12 /3 when |w| ≤ ε by taking λ = 47 in (8.38 ). This gives µ 2 (w) − µ 1 (w) ≤ (30 + 197/3)M 12 < 96M 12 for |w| ≤ ε. By (8.42) we find that |µ 1 (w) − δ 0 (t, w)| ≤ 97M 12 when s 1 < t < s 2 and |w| ≤ ε. Thus, we obtain the result in this case with N = 2, c 1 = min(3, c 0 /3) and C 1 = 97.
Next, we consider the case K > 45. Then we obtain that K 1 = (δ 0 (s 2 −, 0) − δ 0 (s 1 +, 0))/M 12 ≥ K − 18 > 27 by (8.41) . By the jump condition (8.40) we find that ]s 1 , s 2 [ ∋ t → (δ 0 (t, 0) − δ 0 (s 1 +, 0))/M 12 takes values in any closed interval of length 9 in [0, K 1 ]. Thus, we can find r 2 ∈ ]s 1 , s 2 [ such that (δ 0 (r 2 , 0) − δ 0 (s 1 +, 0))/M 12 ∈ [9, 18], and we find that K 2 = (δ 0 (s 2 −, 0) − δ 0 (r 2 , 0))/M 12 ≥ K 1 − 18 > 9. If recursively K j = (δ 0 (s 2 −, 0) − δ 0 (r j , 0))/M 12 > 27 then we choose r j+1 ∈ ]r j , s 2 [ such that (δ 0 (r j+1 , 0)−δ 0 (r j , 0))/M 12 ∈ [9, 18], until 9 < K N −1 ≤ 27. Then by using (8.38) with 9 ≤ λ ≤ 18 we find that (δ 0 (r 2 , w)−δ 0 (s 1 +, w))/M 12 and (δ 0 (r j+1 , w)−δ 0 (r j , w))/M 12 ∈ [3, 27] for 1 < j < N − 1, and similarly we find that (δ 0 (s 2 −, w) − δ 0 (r N −1 , w))/M 12 ∈ [3, 39]. Putting µ N (w) = µ 2 (w), redefining µ 2 (w) = δ(r 2 , w) and letting µ j (w) = δ 0 (r j , w) for 2 < j < N, we find from (8.42) that 2M 12 ≤ µ j+1 (w) − µ j (w) ≤ 54M 12 when |w| ≤ ε and 1 ≤ j ≤ N − 1. By the construction and (8.42) we find that |µ j (w) − δ 0 (t, w)| ≤ 42M 12 when r j < t < r j+1 and |w| ≤ ε for 1 ≤ j ≤ N − 1. Thus we obtain the result in this case with c 1 = 2 and C 1 = 54, which completes the proof of the Lemma. Now we shall compute the Weyl symbol for the Wick operator given by the "pseudosign" δ 0 + ̺ 0 . As before, we shall use the symbol classes S + (1, g ♯ ) given by Definition 2.5. , G 1 ) in a fixed G 1 neighborhood. Then we obtain the last statement from Proposition 7.1, which completes the proof.
The Lower Bounds
In this section we shall show that B W ick = b w given by Proposition 8.7 satisfies the conditions in Proposition 3.3, finally proving that Proposition and completing the proof of the Nirenberg-Treves conjecture. Recall that f ∈ C(R, S(h −1 , hg ♯ )), where both 0 < h ≤ 1 and g ♯ = (g ♯ ) σ are constant. First, we shall obtain lower bounds on Re b w f w .
Proposition 9.1. Assume that b = δ 1 + ̺ 1 is given by Proposition 8.7. Then we have
for almost all |t| ≤ 1 where C t ∈ S(m 1 (t), g ♯ ) has uniformly bounded seminorms, which only depend on the seminorms of f in S(h −1 , hg ♯ ) for |t| ≤ 1.
Proof. We shall prove the Proposition by localizing with respect to the metric G 1 for fixed t. Observe that we may ignore terms in Op S(MH , g ♯ ) + S(m 1 , g ♯ ) for this t. In the following we shall omit the t variable and put H 1 (w) = H 1 (t, w), m 1 (w) = m 1 (t, w) and M(w) = M(t, w). We shall localize with respect to the metric G 1 = H 1 g ♯ , and as before we shall assume the coordinates chosen so that g ♯ (w) = |w| 2 . In the following, we shall use the neighborhoods ω w 0 (ε) = w : |w − w 0 | ≤ εH −1/2 1 (w 0 ) w 0 ∈ T * R n .
By the slow variation of G 1 and the uniform Lipschitz continuity of w → δ 0 (w) we find that there exists κ 0 > 0 with the following property. If 0 < κ ≤ κ 0 then there exist positive constants c κ and ε κ so that for any w 0 ∈ T * R n we have |δ 0 (w)| ≤ κH We may also assume that ε κ is small enough so that w → H 1 (w) and w → M(w) only vary with a fixed factor in ω w 0 (ε κ ). In fact, we have by the Lipschitz continuity that w → δ 0 (w) varies with at most 2ε κ H −1/2 1 (w 0 ) in ω w 0 (ε κ ), thus if ε κ ≪ κ we obtain that (9.2) holds when |δ 0 (w 0 )| ≪ κH −1/2 1 (w 0 ) and (9.3) holds when |δ 0 (w 0 )| ≥ cκH −1/2 1 (w 0 ). Now we let κ 1 be given by Proposition 4.10, κ 2 by Proposition 8.7, choose κ = min(κ 0 , κ 1 , κ 2 ) and let ε κ and c κ be given by (9.2)-(9.3). Since H 1 only varies with a fixed factor in ω w 0 (ε κ ), Proposition 8.7 (with λ = c κ ) gives κ 3 > 0 such that 1 (w 0 ) ≤ κ 3 and (9.3) holds in ω w 0 (ε κ ). Take a partition of unity { ψ k (w) } k , { Ψ k (w) } k and { Φ k (w) } k ∈ S(1, G 1 ) with values in ℓ 2 , such that 0
k for some { φ k (w) } k ∈ S(1, G 1 ) and supp Φ k ⊆ ω k = ω w k (ε κ ). Observe that { ω k } k cover T * R n since j ψ 2 j ≡ 1. Let A = bf and A k = Ψ k A ∈ S(MH −1/2 1 , g ♯ ) S + (M, g ♯ ) uniformly, which are real valued symbols. Next, we shall localize Re b w f w using the following Lemma. , g ♯ ) ⊆ S(MH 3/2 1 , g ♯ ) ⊆ S(m 1 , g ♯ ) uniformly by Proposition 6.5. Thus, we obtain the Lemma with C k = A k in this case. Thus we may assume that H 1/2 1 (w k ) ≤ κ 4 = min(κ 0 , κ 1 , κ 2 , κ 3 ) in what follows. Next, we consider the case when (9.2) holds and H 1/2 1 (w k ) ≤ κ 4 in ω k . Then we obtain from Proposition 8.7 that b = δ 0 +̺ 1 +̺ 2 = δ 0 +̺ 3 is real valued, where ̺ 1 ∈ S(m 1 , g ♯ ) and
