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A MULTI-MODES MONTE CARLO FINITE ELEMENT METHOD
FOR ELLIPTIC PARTIAL DIFFERENTIAL EQUATIONS WITH
RANDOM COEFFICIENTS
XIAOBING FENG ∗, JUNSHAN LIN† , AND CODY LORTON‡
Abstract. This paper develops and analyzes an efficient numerical method for solving elliptic
partial differential equations, where the diffusion coefficients are random perturbations of determin-
istic diffusion coefficients. The method is based upon a multi-modes representation of the solution
as a power series of the perturbation parameter, and the Monte Carlo technique for sampling the
probability space. One key feature of the proposed method is that the governing equations for all
the expanded mode functions share the same deterministic diffusion coefficients, thus an efficient
direct solver by repeated use of the LU decomposition matrices can be employed for solving the
finite element discretized linear systems. It is shown that the computational complexity of the whole
algorithm is comparable to that of solving a few deterministic elliptic partial differential equations
using the LU director solver. Error estimates are derived for the method, and numerical experiments
are provided to test the efficiency of the algorithm and validate the theoretical results.
Key words. Random partial differential equations, multi-modes expansion, LU decomposition,
Monte Carlo method, finite element method.
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1. Introduction. There has been increased interest in numerical approximation
of random partial differential equations (PDEs) in recent years, due to the need to
model the uncertainties or noises that arise in industrial and engineering applications
[2, 3, 6, 11, 13, 17]. To solve random boundary value problems numerically, the Monte
Carlo method obtains a set of independent identically distributed (i.i.d.) solutions by
sampling the PDE coefficients, and calculates the mean of the solution via a statistical
average over all the sampling in the probability space [6]. The stochastic Galerkin
method, on the other hand, reduces the SPDE to a high dimensional deterministic
equation by expanding the random coefficients in the equation using the Karhunen-
Loe`ve or Wiener Chaos expansions [2, 3, 4, 7, 9, 15, 17, 18, 19]. In general, these
two methods become computationally expensive when a large number of degrees of
freedom is involved in the spatial discretization, particularly for three dimensional
boundary value problems. The Monte Carlo method requires solving the boundary
value problem many times with different sampling coefficients, while the stochastic
Galerkin method usually leads to a high dimensional deterministic equation that may
be too expensive to solve.
Recently, we have developed a new efficient multi-modes Monte Carlo method
for modeling acoustic wave propagation in weakly random media [10]. To solve the
governing random Helmholtz equation, the solution is represented by a sum of mode
functions, where each mode satisfies a Helmholtz equation with deterministic coeffi-
cients and a random source. The expectation of each mode function is then computed
using a Monte Carlo interior penalty discontinuous Galerkin (MCIP-DG) method.
We take the advantage that the deterministic Helmholtz operators for all the modes
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are identical, and employ an LU solver for obtaining the numerical solutions. Since
the discretized equations for all the modes have the same constant coefficient matrix,
by using the LU decomposition matrices repeatedly, the solutions for all samplings
of mode functions are obtained in an efficient way by performing simple forward and
backward substitutions. This leads to a tremendous saving in the computational costs.
Indeed, as discussed in [10], the computational complexity of the proposed algorithm
is comparable to that of solving a few deterministic Helmholtz problem using the LU
direct solver.
In this paper, we extend the multi-modes Monte Carlo method for approximating
the solution to the following random elliptic problem:
−∇ · (a(ω, ·)∇uε(ω, ·)) = f(ω, ·) in D, (1.1)
uε(ω, ·) = 0 on ∂D. (1.2)
Here D is a bounded Lipschitz domain in Rd (d = 1, 2, 3), a(ω, x) and f(ω, x) are
random fields with continuous and bounded covariance functions. Let (Ω,F , P ) be
a probability space with sample space Ω, σ−algebra F and probability measure P .
We consider the case when the diffusion coefficient a(ω, x) in (1.1) is a small random
perturbation of some deterministic diffusion coefficient such that
a(ω, ·) := a0(·) + εη(ω, ·). (1.3)
Here a0 ∈ W 1,∞(D), ε represents the magnitude of the random fluctuation, and
η ∈ L2(Ω,W 1,∞(D)) is a random function satisfying
P
{
ω ∈ Ω; ||η(ω, ·)||W 1,∞(D) ≤ b0
}
= 1
for some positive constants b0. The readers are referred to Section 2 for the definition
of the function spaces W 1,∞(D) and L2(Ω,W 1,∞(D)). The random diffusion coef-
ficient (1.3) can be interpreted as diffusion through a random perturbation of some
deterministic background medium. It is required that a(ω, x) is uniformly coercive.
That is, there exists a positive constant a such that
P
{
ω ∈ Ω; min
x∈D¯
a(ω, x)) > a
}
= 1.
The proposed numerical method is based on the following multi-modes expansion
of the solution:
uε(ω, x) =
∞∑
n=0
εnun(ω, x).
It is shown in this paper that the expansion series converges to uε and each mode
un satisfies an elliptic equation with deterministic coefficients and a random source.
We apply the Monte Carlo method for sampling over the probability space Ω and
use the finite element method for solving the boundary value problem for un at each
realization. An interesting and important fact of the mode expansion is that all un
share the same deterministic elliptic operator ∇· (a0∇), hence the LU decomposition
of the finite element stiff matrix can be used repeatedly. As such, solving for un(ω, x)
for each n and at each realization ω = ωj only involve simple forward and backward
substitutions with the L and U matrices, and the computational complexity for the
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whole algorithm can be significantly reduced. It should be pointed out that here
the randomly perturbed diffusion coefficient a(ω, x) appears in the leading term of
the elliptic differential operator, while for the Helmholtz equation considered in [10],
the random coefficient only appears in the low order term. This results in essential
differences in both computation and analysis when the multi-modes expansion idea is
applied to these two problems.
The rest of the paper is organized as follows. We begin with introducing some
space notations in Section 2 and discuss the well-posedness of the problem (1.1)-(1.2).
In Section 3, we introduce the multi-modes expansion of the solution as a power series
of ε, and derive the error estimation for its finite-modes approximation. The details of
the multi-modes Monte Carlo method are given in Section 4, where the computational
complexity of the algorithm and the error estimations for the numerical solution are
also obtained. Several numerical examples are provided in Section 5 to demonstrate
the efficiency of the method and to validate the theoretical results. We end the paper
with a discussion on generalization of the proposed numerical method to more general
random PDEs in Section 6.
2. Preliminaries. Standard space notations will be adopted in this paper [1, 12,
14]. For example, L2(D) denotes the Hilbert space of all square integrable functions
equipped with the inner product (f, g)D :=
∫
Ω
fg dx and the induced norm
||u||L2(D) =
(∫
D
|u(x)|2dx
) 1
2
,
and L∞(D) is the set of bounded measurable functions equipped with the norm
||u||L∞(D) = esssup
x∈D
|u(x)|.
For a positive integer m and a fraction s = m+ σ with some σ ∈ (0, 1), we define the
Sobolev spaces Hm(D) and Hs(D) as
Hm(D) := {u ∈ L2(D); ||u||Hm(D) <∞}, (2.1)
Hs(D) := {u ∈ L2(D); ||u||Hs(D) <∞}, (2.2)
where
||u||2Hm(D) :=
∑
|α|≤m
||∂αu||2L2(D),
||u||2Hs(D) := ||u||2Hm(D) +
∑
|α|=m
∫ ∫ |∂αu(x)− ∂αu(y)|2
|x− y|n+2σ dxdy.
We also define Hm0 (D) and H
s
0(D) to be the subspaces of H
m(D) and Hs(D) with
zero trace, and H−m(D) and H−s(D) as the dual spaces of Hm0 (D) and H
s
0(D),
respectively. The Sobolev space W 1,∞(D) is given by
W 1,∞(D) := {u ∈ L∞(D); ||u||W 1,∞(D) <∞},
where ||u||W 1,∞(D) := ||u||L∞(D) + ||∇u||L∞(D). Finally, for a Banach space X ,
let L2(Ω, X) denote the space of all measurable function u : Ω → X such that
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‖u‖L2(Ω,X) :=
(∫
Ω
‖u(ω, ·)‖2Xdω
) 1
2
<∞. Later in this paper, we shall take X to
be Hm(D), Hs(D), or W 1,∞(D).
For a given source function f ∈ L2(Ω, H−1(D)), a weak solution for the problem
(1.1)–(1.2) is defined as a function u ∈ L2(Ω, H10 (D)) such that∫
Ω
(
a∇uε,∇v)
D
dP =
∫
Ω
〈f, v〉D dP ∀v ∈ L2(Ω, H10 (D)), (2.3)
where (·, ·)D stands for the inner product on L2(D), and 〈·, ·〉D denotes the dual
product on H−1(D)×H10 (D). Following the standard energy estimates and applying
the Lax-Milgram theorem, it can be shown that (2.3) attains a unique solution in
u ∈ L2(Ω, H10 (D)) [3, 12, 14]. If f ∈ L2(Ω, H−1+σ(D)) with σ ∈ (0, 1] and the
boundary of the domain D is sufficiently smooth, then elliptic regularity theory gives
rise to the following energy estimate (cf. [14])
E(‖uε‖2H1+σ(D)) ≤ C E(‖f‖2H−1+σ(D)), (2.4)
where C is some constant deepening on a(ω, x) and the domain D. In particular,
when σ = 1, or equivalently f ∈ L2(Ω, L2(D)), we have
E(‖uε‖2H2(D)) ≤ C E(‖f‖2L2(D)). (2.5)
3. Multi-modes expansion of the solution. Our multi-modes Monte Carlo
method will be based on the following multi-modes representation for the solution of
(1.1)–(1.2)
uε(ω, x) =
∞∑
n=0
εnun(ω, x), (3.1)
where the convergence of the series will be justified below.
Substituting the above expansion into (1.1) and matching the coefficients of εn
order terms for n = 0, 1, 2, · · · , it follows that
−∇ · (a0∇u0(ω, ·)) = f(ω, ·), (3.2)
−∇ · (a0∇un(ω, ·)) = ∇ · (η∇un−1(ω, ·)) for n ≥ 1. (3.3)
Correspondingly, the boundary condition for each mode function un is given by
un(ω, ·) = 0 on ∂D for n ≥ 0. (3.4)
It is clear that each mode satisfies an elliptic equation with the same deterministic
coefficient a0 and a random source term. On the other hand, for n ≥ 1, the source
term in the PDE is given by the previous mode un−1. This implies that the mode un
has to be solved recursively for n = 0, 1, 2, · · · . We first derive the energy estimate
for each mode un.
Theorem 3.1. There exists a unique solution un ∈ L2(Ω, H10 (D)) to the problem
(3.2) and (3.4) for n = 0, and the problem (3.3)–(3.4) for n ≥ 1. In addition, if
f ∈ L2(Ω, H−1+σ(D)) for σ ∈ (0, 1], there holds
E(‖un‖2H1+σ(D)) ≤ Cn+10 E(‖f‖2H−1+σ(D)) (3.5)
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for some constant C0 independent of n and ε.
Proof. For n = 0, the existence of the weak solutions can be deduced from the
Lax-Milgram Theorem, and the desired energy estimate
E(‖u0‖2H1+σ(D)) ≤ C˜0 E(‖f‖2H−1+σ(D)),
follows directly by the elliptic regularity theory [14].
We show the case of n ≥ 1 by induction. Assume that (3.5) holds for n =
0, 1, · · · , l − 1, then for the source term in (3.3), it follows that ∇ · (η∇ul−1) ∈
L2(Ω, H−1+σ(D)). By the Lax-Milgram theorem, there exists ul ∈ L2(Ω, H10 (D))
solving (3.3) for n = l. Let C0 = C˜0(1 + b
2
0), by the elliptic regularity theory [14], we
get
E(‖ul‖2H1+σ(D)) ≤ C˜0 E(‖∇ · (η∇ul−1)‖2H−1+σ(D))
≤ C˜0
(
E(‖∇η · ∇ul−1)‖2H−1+σ(D)) + E(‖η∆ul−1‖2H−1+σ(D))
)
≤ C˜0b20 E(‖ul−1‖2H1+σ(D))
≤ Cl+10 E(‖f‖2H−1+σ(D)).
This completes the proof.
A more practical and interesting mode expansion for the solution is given by
its finite-terms approximation. Namely, for a non-negative integer N , we define the
partial sum
UεN(ω, x) :=
N−1∑
n=0
εnun(ω, x), (3.6)
and its associated residual
rεN (ω, x) := u
ε(ω, x)− UεN (ω, x). (3.7)
For a given N , an upper bound for the residual rεN is established by the following
theorem.
Theorem 3.2. Assume that ε < 1 and f ∈ L2(Ω, H−1+σ(D)) for σ ∈ (0, 1]. Let
rεN be the residual defined above. Then
E(‖rεN‖2H1+σ(D)) ≤ CN+10 ε2N E(‖f‖2H−1+σ(D)) (3.8)
for some positive constant C0 independent of N and ε.
Proof. By a direct comparison, it is easy to check that rε1 = u
ε − u0 satisfies
−∇ · (a0(ω, ·)∇rε1(ω, ·)) = ε ∇ · (η(ω, ·)∇uε(ω, ·)) in D,
rε1(ω, ·) = 0 on ∂D.
Therefore,
E(‖rε1‖2H1+σ(D)) ≤ C˜0 ε2 E(‖∇ · (η∇uε)‖2H−1+σ(D))
≤ C˜0b20 ε2 E(‖uε‖2H1+σ(D))
≤ C20 ε2 E(‖f‖2H−1+σ(D)),
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where C0 = C˜0(1 + b
2
0). Assume that (3.8) holds for n = 1, · · · , l − 1. For n = l, it
can be shown that rεl is the solution of
−∇ · (a0(ω, ·)∇rεl (ω, ·)) = ε ∇ ·
(
η(ω, ·)∇rεl−1(ω, ·)
)
in D,
rεl (ω, ·) = 0 on ∂D.
A parallel argument as above yields the desired estimate
E(‖rεl ‖2H1+σ(D)) ≤ C0ε2 E(
∥∥rεl−1∥∥2H1+σ(D)) ≤ Cl+10 ε2l E(‖f‖2H−1+σ(D)).
The proof is complete.
In particular, by letting N → ∞, we obtain the convergence of the partial sum
UεN :
Corollary 3.3. Let rN,ε be the residual defined in (3.7). If ε < min
{
1,
1√
C0
}
,
then E(‖rεN‖2H1+σ(D))→ 0 as N →∞.
Corollary 3.3 shows that the expansion (3.1) is valid and the partial sum UεN given
by (3.6) converges to uε as N →∞, as long as ε is sufficiently small.
4. Multi-modes Monte Carlo method.
4.1. Numerical algorithm and computational complexity. We introduce
the multi-modes Monte Carlo method for approximating the solution of the problem
(1.1)–(1.2). The method is based upon the multi-modes representation (3.1) and its
finite-terms approximation (3.6). For each mode un, the standard finite difference
or finite element method may be applied to discretize the elliptic partial differential
equations (3.2)–(3.3), and the classical Monte Carlo method is employed for sampling
the probability space and for computing the statistics of the numerical solution. Here,
we introduce the algorithm wherein the finite element method is used for solving the
elliptic PDEs.
Let M be a large positive integer which denotes the number of realizations for
the Monte Carlo method. Th stands for a quasi-uniform partition of D such that
D =
⋃
K∈Th K. Let h := max{hK ;K ∈ Th}, wherein hK is the diameter of K ∈ Th,
and P be number of the degrees of freedom associated with the triangulation Th in
each direction. Let V hr be the standard finite element space defined by
V hr := {v ∈ H10 (D); v|K is a polynomial of degree r for each K ∈ Th}.
For each j = 1, 2, · · · ,M , we sample i.i.d. realizations of the source function f(ωj , ·)
and random medium coefficient η(ωj , ·). The finite element solutions for the mode
uhn(ωj , ·) are obtained recursively as follows:(
a0∇uh0 (ωj , ·),∇vh)D = 〈f(ωj , ·), vh〉D ∀vh ∈ V hr , (4.1)(
a0∇uhn(ωj , ·),∇vh)D = −
(
η(ωj , ·)∇uhn−1(ωj , ·),∇vh
)
D
∀vh ∈ V hr (4.2)
for n ≥ 1. An application of the Lax-Milgram theorem and an induction argument
for the variational problems (4.1) and (4.2) yields the following energy estimates for
the finite element solution uhn(ωj , ·).
Theorem 4.1. If f ∈ L2(Ω, H−1+σ(D)) for σ ∈ (0, 1], there holds for n ≥ 0
E
( ∥∥uhn∥∥2H1(D)) ≤ Cn+10 E(‖f‖2H−1+σ(D)) (4.3)
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for some constant C0 independent of n and ε.
We then approximate the expectation E(un) of each mode un by the sampling
average 1
M
∑M
j=1 u
h
n(ωj , ·). Consequently, by virtue of (3.6), the algorithm yields a
finite-modes approximation of E(uε) given by
ΨhN =
1
M
M∑
j=1
N−1∑
n=0
εnuhn(ωj , ·). (4.4)
Very importantly, it is observed from (3.2)–(3.3) that all the modes share the
same deterministic elliptic operator −∇ · (a0∇) and the bilinear forms in (4.1)–(4.2)
are identical. Using this crucial fact, it turns out that an LU direct solver for the
discretized equations (4.1)–(4.2) leads to a tremendous saving in the computational
costs. More precisely, we first compute an LU decomposition for the associated matrix
of the bilinear form
(
a0∇uhn(ωj , ·),∇vh)D. The resulting lower and upper triangular
matrices, L and U , are stored and used repeatedly to obtain the solutions for all
modes and all samples by simple forward and backward substitutions. This speeds up
the sampling tremendously, since in contrast to a complete linear solver with O(P 3d)
computational complexity, only an O(P 2d) computational complexity is involved to
calculate one single sample by the use of forward and backward substitutions. Here
d denotes the spatial dimension of the domain D. The precise description of this
procedure is given in the following algorithm.
Main Algorithm
Inputs: f, η, ε, h,M,N.
Set ΨhN (·) = 0 (initializing).
For j = 1, 2, · · · ,M
Set UhN (ωj , ·) = 0 (initializing).
For n = 0, 1, · · · , N − 1
Solve for uhn(ωj , ·) ∈ V hr such that(
a0∇uh0 (ωj , ·),∇vh)D = 〈f(ωj , ·), vh〉D ∀vh ∈ V hr ,(
a0∇uhn(ωj , ·),∇vh)D = −
(
η(ωj , ·)∇uhn−1(ωj , ·),∇vh
)
D
∀vh ∈ V hr , if n ≥ 1.
Set UhN (ωj , ·)← UhN (ωj , ·) + εnuhn(ωj , ·).
End For
Set ΨhN (·)← ΨhN(·) + 1MUhN (ωj , ·).
End For
Output ΨhN(·).
The whole algorithm requires one to solve a total of MN linear systems for N
modes and M realizations for each mode. Since all linear systems share the same
coefficient matrix, we only need to perform one LU decomposition of the matrix and
save the lower and upper triangular matrices. The decomposition is then reused to
solve the remaining MN − 1 linear systems by performing MN − 1 sets of forward
and backward substitutions. It is straightforward that the computational cost of the
whole algorithm is O(32P
3d)+O(MNP 2d). In light of Theorem 3.2, a relatively small
number N of modes is needed to get desired accuracy in practice, since the associated
residual rεN has an order of ε
N . Hence we may regardN as a constant. To get the same
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order of errors for the finite element approximation and the Monte Carlo simulation
(see Section 4.2 and 5), we may choose M ∼ O(P 4). Consequently, the total cost
for implementing the algorithm becomes O(32P
3d) + O(NP 2d+4). As a comparison,
a brute force Monte Carlo method for solving the problem (1.1)–(1.2) with the same
number of realization gives rise to O(3P
3d+4
2 ) multiplications/divisions. It is seen that
the computational cost of the proposed algorithm is significantly reduced by the use of
the multi-modes expansion and by using the LU decomposition matrices repeatedly.
4.2. Convergence analysis. In this subsection, we derive the error estimates
for the proposed algorithm. First, it is observed that E(uε)−ΨhN can be decomposed
as (
E(uε)− E(UεN )
)
+
(
E(UεN )− E(UhN )
)
+
(
E(UhN )−ΨhN
)
, (4.5)
where UεN and Ψ
h
N are given by (3.6) and (4.4) respectively, and
UhN(ω, x) :=
N−1∑
n=0
εnuhn(ω, x).
It is clear that the first term in the decomposition (4.5) measures the error due to the
finite-modes expansion, the second term is the spatial discretization error, and the
third term represents the statistical error due to the Monte Carlo method.
The finite-modes representation error is given in Theorem 3.2. That is,
E
( ‖uε − UεN‖2H1+σ(D)) ≤ CN+10 ε2N E( ‖f‖2H−1+σ(D)). (4.6)
Let Φhn =
1
M
∑M
j=1 u
h
n(ωj , ·), then it is clear that
E(UhN )−ΨhN =
N−1∑
n=0
εn
(
E(uhn)− Φhn
)
.
With the standard error estimates for the Monte Carlo method (cf. [3, 15]), the
statistical error can be bounded as follows:
E
(∥∥E(UhN )−ΨhN∥∥2H1(D)) ≤ 2
N−1∑
n=0
ε2n E
(‖E(uhn)− Φhn‖2H1(D))
≤ 2
M
N−1∑
n=0
ε2n E
( ∥∥uhn∥∥2H1(D)).
From Theorem 4.1, by choosing ε ≤ min
{
1, 1√
C0
}
, we have
E
(∥∥E(UhN )−ΨhN∥∥2H1(D)) ≤ 2C0M
(
N−1∑
n=0
ε2nCn0
)
E
( ‖f‖2H−1+σ(D))
≤ 2C0
(1 − C0ε2)M E
( ‖f‖2H−1+σ(D)). (4.7)
In order to estimate the spatial discretization error E(UεN ) − E(UhN ), for each
mode, let us define an auxiliary function u˜hn ∈ V hr as the solution of the following
discrete problem:(
a0∇u˜hn(ωj , ·),∇vh)D = −
(
η(ωj , ·)∇un−1(ωj , ·),∇vh)D (4.8)
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for all vh ∈ V hr and n ≥ 1. For simplicity, we restrict ourselves to the case of r = 1.
Namely, vh is a linear polynomial on each K ∈ Th. The case of r > 1 can be
derived similarly, and we omit it for the clarity of the exposition. The standard error
estimation technique for the finite element method (cf. [5]) and the energy estimate
(3.5) yield
E
(∥∥un − u˜hn∥∥H1(D)) ≤ Chσ E(‖un‖H1+σ(D))
≤ C(√C0)n+1hσ E(‖f‖H−1+σ(D)). (4.9)
Next we estimate the error E
(∥∥u˜hn − uhn∥∥H1(D)).
Recall that for n ≥ 1, uhn ∈ V hr is defined by(
a0∇uhn(ωj , ·),∇vh)D = −
(
η(ωj , ·)∇uhn−1(ωj , ·),∇vh)D ∀vh ∈ V hr . (4.10)
For each fixed sample w = wj , a direct comparison of (4.8) and (4.10) gives rise to(
a0(∇u˜hn −∇uhn),∇vh)D = −
(
η(∇un−1 −∇uhn−1),∇vh)D ∀vh ∈ V hr .
By setting vh = u˜
h
n − uhn and using the Cauchy-Schwarz inequality, it follows that
E
(∥∥∇u˜hn −∇uhn∥∥L2(D)) ≤ β E(∥∥∇un−1 −∇uhn−1∥∥L2(D)), (4.11)
where β =
1
minx∈D¯ a0(x)
. An application of the Poincare´-Friedrichs inequality leads
to the estimates
E
(∥∥u˜hn − uhn∥∥H1(D)) ≤ β1 E(∥∥∇un−1 −∇uhn−1∥∥L2(D)). (4.12)
Here β0 and β1 are suitable constants depending on a0(x) and the domain D only.
In light of (4.9) and (4.12), we see that
E
(∥∥un − uhn∥∥H1(D)) ≤ C(√C0)n+1hσ E(‖f‖H−1+σ(D))+ β1 E(∥∥∇un−1 −∇uhn−1∥∥L2(D))
≤ C(√C0)n+1hσ E(‖f‖H−1+σ(D))+ β1 E(∥∥un−1 − uhn−1∥∥H1(D)).
By applying the above inequality recursively, it is obtained that
E
(∥∥un − uhn∥∥H1(D)) ≤ Chσ E(‖f‖H−1+σ(D))
n−1∑
j=0
βj1
(√
C0
)n+1−j
(4.13)
+ βn1 E
(∥∥u0 − uh0∥∥H1(D)).
Note that u0 and u
h
0 solves (3.2) and (4.1) respectively, hence
E
(∥∥u0 − uh0∥∥H1(D)) ≤ Chσ E(‖u0‖H1+σ(D)) ≤ C√C0hσ E(‖f‖H−1+σ(D)). (4.14)
We arrive at
E
(∥∥un − uhn∥∥H1(D)) ≤ Chσ E(‖f‖H−1+σ(D))
n∑
j=0
βj1
(√
C0
)n+1−j
(4.15)
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by substituting (4.14) into (4.13). Correspondingly,
E
(∥∥UεN − UhN∥∥H1(D)) ≤ Chσ E(‖f‖H−1+σ(D))
N−1∑
n=0
n∑
j=0
εnβj1
(√
C0
)n+1−j
≤ C1(ε,N) hσ E
(‖f‖H−1+σ(D)), (4.16)
where C1(ε,N) :=
C
√
C0√
C0 − β1
[√
C0
1− (ε√C0)N
1− ε√C0
− β1 1− (εβ1)
N
1− εβ1
]
.
Combining (4.6), (4.7), and (4.16), we get the following error estimate for the full
algorithm.
Theorem 4.2. For a given source function f ∈ L2(Ω, H−1+σ(D)) with σ ∈ (0, 1],
let ΨhN be the numerical solution obtained in the Main Algorithm with r = 1. There
holds
E
(‖E(uε)−ΨhN‖H1(D)) ≤ C(εN + hσ +M− 12 ) E(‖f‖H−1+σ(D)).
for some positive constant C independent of ε, h, M and N .
Remark 4.3. For the L2-norm error E
(‖E(uε) − ΨhN‖L2(D)) of the whole al-
gorithm, it is expected that an order of O
(
εN + h1+σ +M−
1
2
)
can be achieved, as
predicted by the numerical results in Section 5 (see Table 5.2).
5. Numerical experiments. In this section, we present a series of numerical
experiments to illustrate the accuracy and efficiency of the proposed method. Section
5.1 studies the accuracy of the method for solving one-dimensional problems, where
the analytical solution is known and hence can be used for comparison. The applica-
tion of the numerical algorithm to two-dimensional problems is elaborated in Section
5.2.
5.1. One-dimensional examples. We consider the following boundary value
problem:
− d
dx
((
1 + εY (ω)
)duε(ω, x)
dx
)
= Y (ω), 0 < x < 1,
uε(ω, 0) = 0, uε(ω, 1) = 0,
where Y (ω) is a uniformly distributed random variable over [0, 1]. The analytical
solution for the boundary value problem takes the form u(x, ω) =
Y (ω)
2(1 + εY (ω))
(x−
x2), and its expectation is E(uε) =
1
2
(
1
ε
− 1
ε2
ln(1 + ε)
)
(x− x2).
To test the validity of the multi-modes expansion and the accuracy of the nu-
merical algorithm, we set h = 0.01 for the spatial discretization and M = 106 for
the number of realizations. Table 5.1 displays the accuracy of the approximation for
various ε and different number of modes, where the relative L2-norm is defined as
‖E(uε) − ΨhN‖L2(D)/‖E(uε)‖L2(D). It is observed that the multi-modes Monte-Carlo
finite element method gives rise to accurate approximation as long as the magnitude
of the random perturbation is not large. As expected, more modes are required to
suppress the errors as the magnitude of the perturbation ε increases.
Next we study the convergence rate of the proposed algorithm numerically. Note
that the whole error consist of three parts as given in (4.5). The statistical error
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ε N = 2 N = 3 N = 4 N = 5 N = 6
0.2 1.95× 10−2 3.15× 10−3 4.74× 10−4 1.45× 10−4 6.40× 10−5
0.4 7.66× 10−2 2.42× 10−2 8.05× 10−3 2.71× 10−3 9.84× 10−4
0.6 0.1688 0.0806 0.0391 0.0208 0.0100
0.8 0.2960 0.1869 0.1222 0.0839 0.0574
Table 5.1
Relative L2-norm error for the multi-modes Monte Carlo finite element approximation Ψh
N
with
different ε and N .
term arising from the Monte Carlo method is standard and we omit here. In order to
test the error term associated with the spatial discretization, we use large numbers
of Monte Carlo realizations and adopt high-order mode expansion such that the total
error of the whole algorithm is dominated by the spatial discretization error. To this
end, we fix ε = 0.5 in the following and setN = 10,M = 106 respectively. TheH1 and
L2-norm errors for the multi-modes Monte Carlo finite element approximation ΨhN are
shown in Table 5.2. It is observed that a convergence rate of O(h) is obtained for the
numerical solution with respect to the H1-norm. Note that f ∈ L2(Ω, L2(D)) in this
example, hence the numerical convergence rate is consistent with the theoretical one
as obtained in Theorem 4.2. Furthermore, it is seen that the L2-norm error exhibits
a convergence rate of O(h2).
h ‖E(uε)−ΨhN‖H1(D) order ‖E(uε)−ΨhN‖L2(D) order
0.2 2.19× 10−1 1.38× 10−3
0.1 1.09× 10−2 1.00 3.29× 10−4 2.07
0.05 5.46× 10−3 1.00 7.43× 10−5 2.15
0.025 2.73× 10−3 1.00 1.28× 10−5 2.53
Table 5.2
H
1 and L2-norm errors for the multi-modes Monte Carlo finite element approximation Ψh
N
with decreasing h, and the corresponding numerical convergence orders.
N1 2 3 4 5
Re
lat
ive
 e
rro
r
10-3
10-2
10-1
100
Figure 5.1. Relative H1-norm error for the multi-modes Monte Carlo finite element approxi-
mation Ψh
N
when different number of modes is used; ε = 0.5.
To study the convergence rate for the finite modes expansion, we fix ε = 0.5
and set h = 0.01, M = 106 respectively. For N ≤ 4, the error due to truncation of
modes becomes dominant. Figure 5.1 displays the relative H1-norm error for different
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modes. As expected, as number of modes increases, the multi-modes Monte Carlo
finite element approximation ΨhN becomes more accurate and a convergence rate of
O(εN ) is observed. This is consistent with the theoretical error estimation in Theorem
4.2.
5.2. Two-dimensional examples. We consider solving the two-dimensional
random elliptic problem:
−∇ · (a(ω, ·)∇uε(ω, ·)) = f(ω, ·) in D,
uε(ω, ·) = 0 on ∂D,
where the spatial domain is D = (0, 2)× (0, 2). The background diffusion coefficient
a0(x1, x2) = 1. The random perturbation η(ω, x) and the source function f(ω, x) are
given by
η(ω, x) = 0.5 + 0.5
Mη∑
m=1
Nη∑
n=1
e−0.2(m
2+n2)φm,n(x1, x2)Ym,n(ω),
f(ω, x) = x21 + x
2
2 +
Mf∑
m=1
Nf∑
n=1
2e−0.2(m
2+n2)ψm,n(x1, x2)Zm,n(ω),
respectively. Here Y1,1, · · · , YMη ,Nη are independent uniformly distributed random
variables over [−1, 1], and Z1,1, · · · , ZMf ,Nf are independent normally distributed
random variables with mean 0 and variance 1. The basis functions are given by
φm,n(x1, x2) = cos(mπ(x1 − 1)) cos(nπ(x2 − 1)),
ψm,n(x1, x2) = sin(mπ(x1 − 1)) sin(nπ(x2 − 1)).
We set Mη = Nη = 10, and Mf = Nf = 5 in the following numerical tests. From a
simple calculation, it can be shown that −0.6 ≤ η ≤ 1.6 for the specified parameters.
Approximation CPU Time (s)
Ψ˜h 3.8077× 105
Ψh2 1.000× 104
Ψh3 1.313× 104
Ψh4 1.624× 104
Ψh5 1.957× 104
Table 5.3
CPU time required to compute the classical Monte Carlo finite element approximation Ψ˜h and
the multi-modes Monte Carlo finite element approximation Ψh
N
.
To partition D, we use a quasi-uniform triangulation Th with size h. The number
of realizations for the Monte Carlo method is set as M = 10000. As a benchmark,
we compare the multi-modes Monte Carlo method to the classical Monte Carlo finite
element method (i.e. without utilizing the multi-modes expansion). Let us denote
the numerical approximation to E(u) using the classical Monte Carlo method by Ψ˜h.
In order to test the efficiency of the multi-modes Monte Carlo method, we set
h = 0.2 and compare the CPU time for computing ΨhN and Ψ˜
h. Both methods are
implemented sequentially in Matlab on a Dell T7600 workstation. The results of
this test are shown in Table 5.3. We find that the use of the multi-modes expansion
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Figure 5.2. The sample average Ψh
5
(left) and one sample Uh
5
(right) computed for ε = 0.5, and
M = 1000.
improves the CPU time for the computation considerably. In fact, the table shows
that this improvement is an order of magnitude. Also, as expected, as the number of
modes used is increased the CPU time increases in a linear fashion.
To give an illustration of computed solutions, we show the sample average ΨhN
and one computed sample UhN for ε = 0.5 and ε = 0.8 in Figure 5.2 and Figure 5.3
respectively. Here N = 5 is used for the multi-modes expansion and h = 0.05 is set
for the spatial discretization.
Next, we test the accuracy of the multi-modes Monte Carlo finite element ap-
proximation by using the standard Monte Carlo approximation Ψ˜h as the reference.
To this end, the relative L2-norm error ‖ΨhN − Ψ˜h‖L2(D)/‖Ψ˜h‖L2(D) are computed
for various ε and different numbers of modes N . For clarity, we fix h = 0.05 for the
spatial triangulation in this test. If ε = 0.5 is fixed, then the relative L2-norm errors
for different modes are shown in Figure 5.4. Similar to the one-dimensional case, it is
seen that as N increases, the difference between ΨhN and Ψ˜
h decreases steadily, and a
rate of O(εN ) for the error is also observed. Moreover, if the number of modes used
in the expansion is fixed as N = 3, the L2-norm relative errors for ε ranges from 0.1
to 0.9 are plotted in Figure 5.5. We see that even with three modes, the multi-modes
Monte-Carlo finite element method already yields accurate approximation as long as
the magnitude of the random perturbation is not large. As expected, more modes
are required in the expansion to obtain more accurate solutions as ε increases. This
is confirmed in Table 5.4, where the accuracy of the approximation for various ε and
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Figure 5.3. The sample average Ψh
5
(left) and one sample Uh
5
(right) computed for ε = 0.8, and
M = 1000.
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Figure 5.4. Relative L2-norm error between Ψh
N
and Ψ˜h when different number of modes is
used; ε = 0.5.
N are displayed. It is noted that the accuracy for the case of ε = 0.2 does not get
improved as N increase from 4 to 5. This is due to the fact that the total error of the
whole algorithm is dominated by the error of spatial discretization when N = 5.
6. Generalization of the algorithm to general media. To use the multi-
modes Monte Carlo finite element method we developed above, it requires that the
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ǫ
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
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0.07
0.08
0.09
0.1
Figure 5.5. Relative L2-norm error between Ψh
N
and Ψ˜h as ε increases. N = 3 is fixed for the
multi-modes Monte-Carlo finite element method.
ε N = 2 N = 3 N = 4 N = 5
0.2 0.0104 0.0020 0.0016 0.0016
0.4 0.0416 0.0088 0.0026 0.0016
0.6 0.0923 0.0294 0.0101 0.0036
0.8 0.1632 0.0693 0.0309 0.0138
Table 5.4
Relative L2-norm error between the multi-modes Monte Carlo finite element approximation Ψh
N
and the classical Monte Carlo finite element approximation Ψ˜h for different ε and N .
random media are weak in the sense that the leading coefficient a in the PDE has the
form a(ω, x) = a0(x) + εη(ω, x) and ε is not large. For more general random elliptic
PDEs, their leading coefficients may not have the required “weak form”. A natural
question is whether the above multi-modes Monte Carlo finite element method can
be extended to cover these random PDEs in which the diffusion coefficient a(ω, x)
does not have the required form. A short answer to this question is yes. The main
idea for overcoming this difficulty is first to rewrite a(x, ω) into the desired form
a0(x) + εη(ω, x), then to apply the above “weak” field framework. There are at
least two ways to do such a re-writing, the first one is to utilize the well-known
Karhunen-Loe`ve expansion and the second is to use a recently developed stochastic
homogenization theory [8]. Since the second approach is more involved and lengthy
to describe, below we only outline the first approach.
In many scenarios of geoscience and material science, the random media can be
described by a Gaussian random field [11, 13, 16]. Let a(x) and C(x, y) denote the
mean and covariance function of the Gaussian random field a(ω, x), respectively. Two
widely used covariance functions in geoscience and materials science are C(x, y) =
exp(|x − y|m/ℓ) for m = 1, 2 and 0 < ℓ < 1 (cf. [16, Chapter 7]. Here ℓ is often
called correlation length which determines the range (or frequency) of the noise. The
well-known Karhunen-Loe`ve expansion for a(ω, x) takes the following form (cf. [16]):
a(ω, x) = a(x) +
∞∑
k=1
√
λkφk(x)ξk(ω),
where {(λk, φk)}k≥1 is the eigenset of the (self-adjoint) covariance operator and {ξk ∼
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N(0, 1)}k≥1 are i.i.d. random variables. It turns out in many cases there holds
λk = O(ℓ
r) for some r > 1 depending on the spatial domain D where the PDE is
defined (cf. [16, Chapter 7]). Consequently, we can write
a(ω, x) = a(x) +
√
λ1ζ(x, ω), ζ(x, ω) :=
∞∑
k=1
√
λk
λ1
φk(x)ξk(ω),
Thus, setting ε = O(ℓ
r
2 ) gives rise to a(ω, x) = a+εζ, which is the desired “weak form”
consisting of a deterministic field plus a small random perturbation. Therefore, our
multi-modes Monte Carlo finite element method can still be applied to such random
elliptic PDEs in more general form.
It should be pointed out that the classical Karhunen-Loe`ve expansion may be re-
placed by other types of expansion formulas which may result in more efficient multi-
modes Monte Carlo methods. The feasibility and competitiveness of non-Karhunen-
Loe`ve expansion technique will be investigated in forthcoming paper, where compar-
ison among different expansion choices will also be studied. Finally, we also remark
that the finite element method can be replaced by any other space discretization
method such as finite difference, discontinuous Galerkin, and spectral methods in the
main algorithm.
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