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ABSTRACT
Shock tubes are as close to an ideal reactor as most modern experiments can attain to examine
chemical kinetics. As reaction temperatures drop, homogeneous combustion within a shock tube
begins to exhibit inhomogeneous modes, which in a typical Hydrogen-Oxygen system are ex-
pressed as deflagration to detonation transition. Experimental results of such a system in the Uni-
versity of Central Florida’s low-pressure shock tube have been collected through end and side-wall
imaging to analyze flame structure and chemical kinetics. The purpose of this work is to con-
duct a baselining of these results using both chemical and computational fluid dynamics modeling.
The model will use the Siemens STAR-CCM+ computational fluid dynamics software in order
to accurately simulate the system. A seven-step reaction mechanism will be used to accurately
capture initialization, propagation, and termination of the combustion within an implicit unsteady,
three-dimensional, direct eddy simulation solution on a well-conditioned mesh. The end goal of
this study is to create a lightweight model of hydrogen-oxygen combustion with a shock tube
for baselining purposes. Both a two- and three- dimensional model were applied in this effort.
The simulation results indicate good conditioning and agreement with the experimental results,
although some combustion phenomena are not captured as well as a higher fidelity, significantly
more computationally expensive model would.
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CHAPTER 1: INTRODUCTION
Shock tubes are an invaluable resource to investigate complex issues in gas dynamics and chemical
kinetics in a controlled environment. Due to many years of study, shock tube behavior can be
calculated and specific variables can be controlled, allowing for the precise study of specific topics,
as there is no outside interference[5]. Shock tubes generally have a standardized setup and rely on
a high pressure "driver" section and a low pressure "driven" section as demonstrated in Fig. 1.1.
A thin diaphragm separates the two sections and will rupture at a calculated pressure differential.
The rupture of the diaphragm creates and instantaneous pressure discontinuity, and allows the
high-pressure gas to quickly travel into the low pressure region which in turn creates a normal
shockwave as it does so. On the opposite side of the shock tube, an expansion fan is formed as the
high-pressure gas quickly evacuates. A contact surface is formed where the gasses originally held
Figure 1.1: Diagram of a simple shock tube setup over time[2]
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in the driven and driver sections meet, behind the shock. As the shock approaches the end wall of
the low-pressure section, it will reflect upon itself. This reflection area is the main focus of this
study. The pressure distrubution throughout the tube over time can be seen in Fig. 1.2.
When using combustible gasses within a shock tube, a new problem presents itself. In ideal shock
theory, the diaphragm instantaneously opens and the wave is uniform as it moves down the low-
pressure region. This is not the case when using diatomic and polyatomic gases. Due to the
no-slip condition, a boundary layer is formed in the supposedly "uniform" flow area behind the
shock, known as bifurcation[24, 34]. When the boundary layer interacts with a non-ideal, not
perfectly reflected shock wave in Region 5, a large gradient in temperature is created[35, 14].
This causes a deflagration wave to exist within the flow that speeds up ignition and ultimately
leads to a secondary detonation combustion regime[15, 16, 21]. The modeling of this two-regime
combustion phenomena is the focus of the present study.
Figure 1.2: x-t pressure contour of a standard shock tube[2]
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Overview of Study
Firstly, a literature review is presented to ensure the reader is sufficiently familiar with the topic
of study. The literature review contains historical context, idealized shock tube theory, bifurcation
theory, and an overview on the shock tube facility and experimental data modeled. The method-
ology behind mesh generation, as well as the governing equations of the models presented are the
established. The results of a non-reacting model, a grid independence study, and a model baselin-
ing using one-dimensional shock tube theory are presented. Next is introduced the equations and
values of the reaction mechanism implemented. The results of the implemented reacting model in
two- and three-dimensions follow. Finally, a summary of all the aforementioned work is conveyed,
and appropriate conclusions are drawn.
Motivation
The main motivation of this study is to create lightweight, sufficiently accurate two- and three-
dimensional models of the combustion of a hydrogen-oxygen gas mixture within a shock tube.
Previous studies, especially of the shock tube facility presented in this study, have either modeled
specific sections of the shock tube with pre-set boundary conditions or have modeled it with ex-
tremely computationally heavy systems such as Large Eddy Simulation (LES) or Direct Numerical
Simulation (DNS). This leads to an extremely large processor time required to render the simula-
tions, and assumes set boundary conditions for areas not modeled. This study seeks to simulate the
full system from diaphragm rupture to combustion for preliminary analysis and results baselining.
Furthermore, this model can be implemented into real-life systems such as hypersonic SCRAM-
JET and pulse-detonation engines to simulate the combustion mechanisms observed quickly and
with low computational cost.
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CHAPTER 2: LITERATURE REVIEW
Historical Context
In order to understand the motivations of the current study, it is imperative that the historical uses of
shock tubes be examined. Therefore, the current day uses that branch from these historical uses can
be understood well. The invention of the shock tube is credited to Paul Vieille in 1899, in a paper
studying mine detonation[10]. In the 1940s, World War II spurred renewed interest in the shock
tube, leading into experiments into further detonation experiments, as well as early aerodynamics
research[11, 19, 30]. In the 1950s, some of the first known investigations into high-temperature
chemical kinetics were performed in a shock tube at the California Institute of Technology[31].
During the space race of the 1960s, shock tubes were commonly used by the National Aeronautics
and Space Administration (NASA) to simulate the hypersonic re-entry of the Apollo and Shuttle
spacecrafts[6, 13, 36]. The 1970s lead to a new advancement in shock tube research, the creation
of lasers to determine separate species within shock tubes[22]. Finally, the modern era of shock
tube experiments which explore many areas of study, including space exploration[26], nuclear
Figure 2.1: A timeline of the uses of shock tubes historically
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explosion blast waves[17], and novel types of engines[3]. Other examples of modern areas of study
are the astrophysics of comets, hypersonic aerodynamics, combined radiation and convection heat
transfer, and chemical kinetic spectroscopy.
One-Dimensional Shock Tube Theory
Normal Shock Theory
The standard normal shock relations are described by the Rankine-Hugoniot relationships that link
the change in p, T, and V to the conservation equations. These relationships are sufficient for the
normal shock generated as it travels down the shock tube. At these points, the shock is seen as an
instantaneous discontinuity in all properties of the gas. The following equations, from [37], allow
for the determination of the pressure, density, temperature, and velocity jump on the opposite side
of a shockwave of given conditions. The jump conditions forming the basis of these equations are



















































where P is pressure, ρ is density, T is temperature, and M is Mach number (speed divided by speed
of sound). γ represents the specific heat ratio of the gas and R is the individual gas constant. The
subscripts 1 and 2 represents values before and after the shock, in that order. Finally, the subscript
s represents properties with respect to the shock itself.
The Shock Tube Equation
Within the shock tube, an additional equation can help determine the speed of the shock, Ms. This
is obtained by assuming that the pressure and velocity on either side of the contact surface (states 2
and 3) are equal, allowing a relationship between the driver and driven pressures to be established



















where the subscripts 1 and 4 represent the driven and driver properties respectively. Therefore, the
shock Mach number (Ms) can be made purely a function of the pressures, specific heat ratios, and
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Figure 2.3: The boundary conditions for a reflected shock in a shock tube using lab reference frame
sound speeds of the driver and driven sections.
Reflected Shock Equations
The previous equations are not applicable at the end-wall of the shock tube, where the shock
reflects. The relations before and after the reflected shock can be obtained by setting the post-




















Additionally, due to the reflected shock propagating into a moving fluid, the Mach number of the





















As previously discussed, the incident shock will often cause boundary layers to form in the flow
field upstream due to the no-slip condition where the flow interfaces with walls. The Mach number




























When the shock is reflected, the pressure behind the shock may be less than the stagnation pressure
of the boundary layer. In this case, the boundary layer will simply move through the shock. When
Figure 2.4: A diagram of standard bifurcation in a shock tube[12]
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Figure 2.5: The geometry of the UCF low-pressure shock tube
the opposite is true, the boundary layer cannot pass through the shock and will instead recirculate
in a bubble just behind the shock as seen in Fig. 2.4. This is known as bifurcation and causes
unsteadiness within the flow field.
Experimental Setup
The experiment was carried out in the University of Central Florida’s low-pressure shock tube,
shown in Fig 2.5. This tube uses a 4.88m driver section with an 8.54m driven section, both with a
14.17cm internal diameter. This geometry was used to force a low-temperature environment where
total combustion would begin after the shock is reflected off the end of the tube. The driven section
was filled with a fuel with a mass ratio of 15%H2/18%O2/67%Ar and the driver section was filled
with a gas mixture with a mass ratio of 62.5%He/37.5%N2 until the diaphragm ruptured.
This experiment used both end-wall and side-wall imaging techniques to capture both pre-ignition
and ignition of the fuel mixture. These techniques captured the flame propagation geometry of the
ignition while sensors captured the temperature, pressure, velocity, and sound speed at the end of
the tube after the reflected shock ignited the fuel mixture.
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CHAPTER 3: METHODOLOGY
In this section a benchmark effort of the CFD model is developed for the commercial code STAR-
CCM+[7]. The numerical method is implemented using an unsteady, fully coupled CFD method-
ology. The model is developed with assumptions of compressible flow and incorporates a hybrid
Unsteady Reynolds Averaged Navier Stokes (URANS) LES equations with its underlying assump-
tions. In addition, the Spalart-Allmaras turbulence model is integrated[23]. These equations pro-
duce a numerical scheme that is first-order accurate in time as well as second-order accurate in
space. The Spalart-Allmaras model was chosen as it was designed for use in the aerospace indus-
try, and calculates flows containing attached and slightly separated boundary layers significantly
more accurately than the k−ε or k−ω models do on a course mesh when an all-y+ treatment is ap-
plied. For the three-dimensional model, , the Detached-Eddy Simulation (DES) Spalart-Allmaras
model was additionally implemented[4]. This model is used to allow the URANS model to solve
boundary layers and irrotational flow regions while using a LES model in the detached flow re-
gions, where the Spalart-Allmaras model is less accurate. The solution is calculated using the
AUSM+ solver [29] in an implicit unsteady scheme with an adaptive time-stepping between 5e-4s
and 1e-6s, containing 30 inner-iterations per time-step.
Geometry and Mesh Generation
For this numerical simulation, the domain geometry was designed to match that of the University of
Central Florida’s (UCF) low-pressure shock tube. A geometry part was created within the STAR-
CCM+ 3D-CAD pre-processing unit, which in turn was used to create an ordered, axisymmetric,
hexahedral mesh. The final mesh used for the two-dimensional model used an isotropic base size
of 5mm was selected for this operation. 21 prism layers were generated around the walls of the
10
Figure 3.1: The isotropic two-dimensional axisymmetric mesh (top) and the unrefined and refined zones of the
anisotropic three-dimensional mesh as seen from a cross section and the side-wall (bottom)
mesh in order to sufficiently capture the no-slip condition, as well as any bifurcation that may
occur. For the three-dimensional model, an isotropic base size of 2.5mm was used. In the area of
interest at the end of the shock tube, an anisotropic refinement of 1mm radially and 0.25mm axially
was used. The same amount of prism layers were used in this mesh as in the two-dimensional one.
This produced final refined meshes of 86,400 cells for the two-dimensional mesh and 1,184,649
cells for the three-dimensional mesh, both of which displayed an orthogonality of above 0.5 for all




The underlying computational fluid flow is formulated around the Navier-Stokes equations. Within
the Navier-Stokes equation set, the conservation of momentum is defined as:
∂ (ρ~v)
∂ t
+∇ · (ρ~v~v) =−∇P+∇ · (τ̄)+ρ~g+~F (3.1)










Similarly, the energy transport equation is given by
∂ (ρE)
∂ t
+∇ · [~V (ρE + p)] = ∇ ·
[
ke f f ∇T −∑
j
h jJ j +
(
τ̄e f f ·~V
)]
+Sh (3.3)
This equation set can be time-averaged, in which an arbitrary property n = n̄+ n′, or simply that
the instantaneous property is equal to the average property plus the property flux. This yields the
standard Reynolds-Averaged Navier-Stokes (RANS) turbulence equations
∂ρ
∂ t
+∇ · (ρv) = 0 (3.4)
∂
∂ t











v−∇ ·q+ fbv (3.6)
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which represent the mean mass, momentum, and energy conservation respectively. Within these
equations, ρ is the Favre-averaged density, v̄ is the Reynolds-averaged velocity, p̄ is the pressure, I
is the identity tensor, T̄ is the mean viscous stress tensor, fb is the resultant of the body forces (such
as gravity and centrifugal forces), Ē is the mean total energy per unit mass, and q̄ is the mean heat
flux.
Spalart-Allmaras Turbulence Model
Within the Spalart-Allmaras turbulence model, continuity is upheld and the mass and momentum
transport equation is expressed as:
∂
∂ t
(ρ ṽ)+∇ · (ρ ṽv) = 3
2
∇ · [(µ +ρ ṽ)∇ṽ]+Sṽ +Dṽ +Gṽ +Gnl +Yṽ (3.7)
in which v is the mean velocity, µ is the dynamic viscosity, Sṽ is the user-specified source term,
Dṽ represents non-conservative diffusion, Gṽ represents turbulent production, Gnl represents non-




















·S) : ∇v (3.10)
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where d is the distance to the wall. In addition, the turbulent eddy viscosity is defined as:







DES is a hybrid model that switches between the Spalart-Allmaras RANS model when under
resolved, to a eddy-resolving, LES-like, when the mesh can support the structures. This yields two
momentum equations for RANS and LES velocity[23]:
∂
∂ t













TRANS = f (∇ ·v,k,ε) (3.15)
and
TSGS = f (∇ · ṽ,∆) (3.16)
The model works by replacing the typical wall distance used to calculate turbulent dissipation, Yṽ,
with a new equation [4]:
d̃ = d− fd ∗max(0,d−0.65Ψ∆) (3.17)
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where the function fd is defined as:
1− tanh(( 8ṽ√
∇v : ∇vT κ2d2
)3) (3.18)








The solvers are given boundary conditions for flow and energy that are unique to turbulent bound-
ary layers via the wall treatment. Additionally, the near-wall cells’ centroids receive unique turbu-
lence amounts because of the wall treatment. Additionally, a RANS closure model is used by DES
Figure 3.2: y+ regimes
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This y+ treatment helps the model know what regime to model for a given wall distance. The
viscous sublayer of a boundary layer, typically captured within the prism layers of a mesh, is
found with a y+ of five or less. The typical RANS turbulence models are ineffective at capturing
this regime, so an alternate scheme is used. For a y+ between five and thirty, the model switches
back to the typical RANS turbulence equations, and for a y+ greater than thirty the model can
generally completely resolve the turbulence using the RANS equations.
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CHAPTER 4: NON-REACTING MODEL BASELINING
Grid Independence Study
In order to ensure accuracy of any succeeding results, a grid independence mesh refinement study
was performed. Seven levels of mesh refinement were studied, of which the base sizes and total
number of cells for each mesh are presented in Table 4.1.
Table 4.1: Mesh refinement study cases








The pressure boundary conditions of 0.192 atm and 4.46 atm were applied to the driven and driver
section respectively, and the center-line pressure was measured at a sampling plane located 2cm
from the end-wall of the driver side. The pressure-time graphs of all seven trials can be seen in
Fig 4.1. The mesh refinement study found that a base size of 5mm was provided a sufficient enough
grid independence of the solution while not being overly computationally expensive.
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Figure 4.1: Pressure-time chart for the mesh refinement study
Baselining with Shock Tube Theory
To ensure the shock tube mechanism was working as intended, the results of the non-reacting
model were baselined using the one-dimensional shock tube theory discussed in Chapter 2. Pres-
sure boundary conditions of 0.192 atm and 4.46 atm were applied to the driven and driver section
respectively, and a full-length sample was taken of the pressure, temperature, and density along the
shock tube and two prescribed times. At 3.5 ms, the normal shock is propagating down the tube
towards the end wall, allowing for baselining with the standard shock tube equations. Conversely,
at 15 ms, the shock has reflected and is traveling towards the contact surface where the two gas
species meet. An average specific heat ratio γ was used for each section. The one-dimensional
theory calculations were performed in python, iterating over 500 sampling points until a tolerance
of 0.001 was reached for each value. This gives a typical spatial resolution of 2.5 cm. The results
of this analysis are presented in Fig. 4.2-4.7.
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Figure 4.2: Pressure-location chart the two-dimensional model versus one-dimensional shock tube theory, 3.5 ms
Figure 4.3: Temperature-location chart the two-dimensional model versus one-dimensional shock tube theory, 3.5 ms
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Figure 4.4: Density-location chart the two-dimensional model versus one-dimensional shock tube theory, 3.5 ms
Figure 4.5: Pressure-location chart the two-dimensional model versus one-dimensional shock tube theory, 15 ms
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Figure 4.6: Temperature-location chart the two-dimensional model versus one-dimensional shock tube theory, 15 ms
Figure 4.7: Density-location chart the two-dimensional model versus one-dimensional shock tube theory, 15 ms
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Overall, the non-reacting model is well conditioned when compared to one-dimensional theory. In
the normal shock comparisons, the two solutions are practically identical beyond two variations
observed. Firstly, withing the shock, the model tends to slightly spike while the theory predicts a
perfect rise or drop. This is due to the non-ideal nature of a realistic shock, where the discontinuity
within the shock causes imperfect conditions. Second, small oscillations can be observed just
behind the shock. This is due to turbulence imparted on the flow as it passes through the shock,
and is another realistic, imperfect flow phenomenon not captured by the theory.
When comparing the reflected shock to theory, similar variations are observed. Beyond the shock
spike seen in the normal shock, a gradual rise in properties is seen on the left side of the graphs.
This is due to a realistic gradient created within the area between the expansion fan and the contact
surface and mirrors similar rises seen by [1]. Due to the high similarity between the results of the
model and the theory, this model is believed to be sufficiently baselined.
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CHAPTER 5: REACTION MECHANISM
Following the benchmark of a non-reacting compressible shock-tube, the effort moves to model
combustion processes within the shock tube. For this, a combustion model is implemented using a
seven-step, previously baselined reaction mechanism to appropriately capture this phenomena.
Chemical Reaction Mechanism
The combustion reaction process is modeled within a seven-step reaction mechanism for Hydrogen-
Oxygen gas combustion as developed in Ref. [28]. The Arrhenius coefficients for each step, as
calculated in Ref. [33], as well as the products and reactants were added to the Eddy Break-Up
model. These values used in this effort are presented in Table 5.1.
Table 5.1: Seven step reaction mechanism
Reaction A β Ea (J/kmol)
3H2 + 2O2 −−⇀↽− 2OH + 2H2O 1.70×1016 0.0 2.015×108
O2 + H−−⇀↽− OH + O 1.42×1017 0.0 6.863×107
H2 + OH−−⇀↽− H2O + H 3.16×1010 1.8 1.268×107
H2 + O−−⇀↽− OH + H 2.07×1017 0.0 5.753×107
2OH−−⇀↽− H2O + O 5.50×1016 0.0 2.929×107
H + OH + M−−⇀↽− H2O + M 2.21×1025 -2.0 0.000
2H + M−−⇀↽− H2 + M 6.53×1020 -1.0 0.000
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Governing Equations
For reacting flows, the momentum and energy equations gain new forms. The energy equation

























The momentum equation must now consider the individual species mass fractions, Yi, within the
reacting flow. This yields the following two forms:
∂ρYi
∂ t






























Because of the turbulence models used, an Eddy Break-Up chemical kinetic reaction model is
implemented. The model is designed for modeling reacting flows with rapid chemistry, where the
reaction rate is dictated by how quickly turbulence can mix the reactants and heat. This reaction











where Aebu is derived from the Arrhenius equation, in which A is the pre-exponent, Ea is the
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activation energy, β is the temperature exponent, and k is the rate constant:






A hybrid method was implemented which assumes either the minimum mixing or the kinetic time
scale is the rate-limiting element, providing a secondary rate equation[9] of:
ri =−min
(∣∣ri,kin (ρ,Y1,Y2,Y3, . . . ,YN , T)∣∣ , ∣∣ri,mix∣∣) (5.7)
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CHAPTER 6: REACTING MODEL FINDINGS
Two-Dimensional URANS Results
To benchmark the model, the experimental set from Ref. [1] is used. This provided an acceptable
range of driver and driven pressures, and a range of pressure differentials. The five cases examined
in the present study are outlined in Table 6.1.
Table 6.1: The five cases of Ref. [1] examined within the present study
Case P1(atm) P4(atm) Ms T5(K) P5(atm)
1 0.155 4.40 2.12 964 2.815
2 0.192 4.46 2.04 905 3.074
3 0.192 5.29 2.11 958 3.442
4 0.193 4.53 1.98 858 2.786
5 0.253 5.10 2.02 889 3.912
The effort initiates with a two-dimensional, axisymmetric simulation was modeled for each case.
Contour plots of the temperature, pressure, Mach number, velocity, density, and the species mass
fractions for H2, OH, and H2O are extracted at a sampling interval of 50 µ for a region beginning
3 meters from the end-wall and ending at the end-wall. A subset is plotted in Figs. 6.1 - 6.6 below.
Additionally, a probe point was placed along the center line, approximately 2 cm from the end-
wall in order to capture the conditions of the post-reflection region. This data is time-averaged
for a period from 100-200 µs post-reflection. The probe results are provided in Table. 6.2 below.
These results summarize the output of the CFD.
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Figure 6.1: Temperature and pressure contours for Case 3 over time
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Figure 6.2: Density, velocity, and Mach number contours for Case 3 over time
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Figure 6.3: H2, OH, and H2O species mass fraction contours for Case 3 over time
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Figure 6.4: Temperature and pressure contours for Case 5 over time
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Figure 6.5: Density, velocity, and Mach number contours for Case 5 over time
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Figure 6.6: H2, OH, and H2O species mass fraction contours for Case 5 over time
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The overall results for these cases indicated the capability to predict a physically reasonable so-
lution with the capture of the boundary-layer-induced bifurcation. A well-developed flame front
due to pre-combustion can be seen traveling down the tube, leading to an even larger combustion
event post-reflection can be observed. Additionally the v1 and v5 boundary conditions are clearly
observed, leading to accurate results of the discontinuity over the shock. A pressure wave can
be seen just behind the shock in the pressure contour, created by the deflagration-to-detonation
transition observed within the flow, which will be discussed in greater depth below.
Bifurcation
Within the flow, a significant element that must be observed is bifurcation. It is believed to be
one of the main causes of non-ideal behavior within a shock tube. It causes instability within the
flow, and causes the shock to take on a concave geometry as the edges are pushed ahead of the
center by the recirculating region. A sampling of the bifurcation observed is seen below. The
Fig. 6.7 shows the development of the bifurcated recirculation bubble over a period of 1.5 ms. The
approximate sampling interval is 0.5 ms. The teardrop shape of the bifurcated area closely matches
the idealized shape seen in bifurcation theory. Additionally, as the reflected shock continues down
the tube, the established boundary layer continues to interact with the recirculating flow. Initially,
the bubble size is extremely weak and poorly defined. Due to the continued interaction, over time
the region becomes stronger and significantly more defined. At this point, the region begins to
interact with the normal shock, forming an oblique "foot" around itself. This causes the shock to
become significantly more concave over time, and causes the recirculating region to grow linearly
along the side-wall, having a larger impact on the flow.
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Figure 6.7: Bifurcation observed within the velocity contour for Case 3 over time
Figure 6.8: A closer examination of bifurcation observed within the velocity contour for Case 3 with Line Convolution
Integral
Contact Surface Interaction
As the reflected shock continues down the tube, the heavily bifurcated flow comes in contact with
the contact surface. This causes a more extreme displacement of the fluid behind the shock. The
fluid displacement, coupled with the growing bifurcation structure, acts as a nozzle, accelerating
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Figure 6.9: The shock train observed when the reflected shock meets the contact surface for Case 3
and compressing the flow. This cases a high pressure, high velocity region to exist just behind the
shock. Slightly downstream of this compressed region, the flow pushes back against the bifurcated
region, in turn compressing it while expanding the flow back to practically pre-shock conditions.
This trend of compression and expansion continues in a damped fashion, producing what is com-
monly known as a shock train.
A shock train observed within the model is seen in Fig. 6.9. The compression and expansion
regions are clearly visible within the central flow. Additionally, the effect of the region on the
bifurcated bubble can be observed. This closely matches the results of prior shock train analysis
performed by [18]. This is believed to be another sufficiently baselined area of the model.
Flame Propagation
Flame propagation is a final extremely important aspect of the model to verify in order to ensure
accuracy. While it is not possible to exactly visualize a flame front within Star-CCM+, the H2O
species mass fraction contour can act as a good representation of such an event. In Fig. 6.10,
combustion can be seen to begin around the edges of the tube at approximately 1.5 ms. This
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Figure 6.10: The flame propagation observed within the H2O species mass fraction contour for Case 3 over time
(moving reference frame)
begins at a local deflagration wave, which can be seen creeping along the edges of the tube at
approximately 2 ms. At approximately 2.5 ms, the deflagration wave undergoes deflagration-to-
detonation transition, quickly expanding the area of combustion and increasing the flame speed
rapidly. This transition causes a detonation pressure wave that can be observed in the pressure
contours above. The flame front shape at this point takes on an almost target shaped form when
viewed from the end-wall, which agrees with the imaging results of [1]. By 3 ms, the flame has
become fully developed and combustion has fully began. Due to close geometric similarities and
ignition times, the flame front can be considered accurate and baselined for this model.
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Three-Dimensional Detached-Eddy Simulation
The effort now moves to consider a three-dimensional, large-scale turbulence resolving model for
each case using a DES technique. The goal is to not average the large-scale turbulence within
the flow to elucidate additional details of the combustion processes. Once again, contour plots of
contours for temperature, pressure, Mach number, velocity, density, and the species mass fractions
for H2, OH, and H2O were taken at a sampling interval of 50 µs for a region beginning 3 meters
from the end-wall and ending at the end-wall. Additionally, a probe point was placed along the
center line, approximately 2 cm from the end-wall in order to capture the conditions of the post-
reflection region. This data is time-averaged for a period from 100-200 µs post-reflection. Due
to the high computational cost of this model, only one case was examined using it. Case 3 was
selected as it was the case used for non-reacting model baselining and was close to the average of
the driver and driven pressures used in the five cases studied. The results of this case are presented
below.
Significantly more captures are provided for the results of the three-dimensional model over a
longer sampling period. This is due to the complex turbulence seen within the post-contact surface
interaction region of the model. It was believed to be important to show the advantage of DES as
opposed to typical URANS turbulence modeling.
The results for this model looks appropriate and well behaved. Once again, a turbulence-resolving
flame front due to pre-combustion can be seen traveling down the tube, leading to an even larger
combustion event post-reflection. The v1 and v5 boundary conditions can clearly be observed, lead-
ing to accurate results of the discontinuity over the shock. A detonation pressure wave can be seen
just behind the shock in the pressure contour, created by the deflagration-to-detonation transition
observed within the flow, which will again be discussed in greater depth later. Significantly more
unsteadiness and turbulence can be observed just behind the incident shock wave.
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Figure 6.11: Temperature and pressure contours for Case 3 over time, part one of two
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Figure 6.12: Temperature and pressure contours for Case 3 over time, part two of two
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Figure 6.13: Density, velocity, and Mach number contours for Case 3 over time, part one of two
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Figure 6.14: Density, velocity, and Mach number contours for Case 3 over time, part two of two
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Figure 6.15: H2, OH, and H2O species mass fraction contours for Case 3 over time, part one of two
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Figure 6.16: H2, OH, and H2O species mass fraction contours for Case 3 over time, part two of two
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Bifurcation
Once again, bifurcation is observed within the flow. The weak, small bifurcation just after the
shock reflection is extremely similar to the two-dimensional model. Where the two models differ
is after the shock travels further upstream. Now, the bifurcated region transitions from a smooth
teardrop shape to a concave triangular shape. This is likely due to the more accurate turbulence
interaction near the wall due to the DES model. Additionally, the area towards the end of the
elongated bubble experiences significantly more unsteadiness than it did in the two-dimensional
model. Finally, the bifurcation is not symmetric, so the early compression happening directly
behind the shock imparts even more unsteadiness to the bifurcated area and flow behind it. Overall,
Figure 6.17: Bifurcation observed within the velocity contour for Case 3 over time
Figure 6.18: A closer examination of bifurcation observed within the velocity contour for Case 3
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the unsteadiness seen in the three-dimensional model versus the two-dimensional model seems to
be largely aesthetic and does not affect the flow in any statistically significant way.
Contact Surface Interaction
As seen in the two-dimensional model, a shock train is still formed when the contact surface
meets the reflected shock. Rather than the rounded rhombus geometry observed within the two-
dimensional model, the low-pressure, high-velocity pockets within the shock train in this model
appear to be squeezed in the middle along the center line. This is likely due to the more triangular
shape of the bifurcation bubble combined with the higher instability captured within the flow. The
most significant aspect of this unsteady shock train is the turbulence it imparts on the flow behind
it. It promotes a significant amount of turbulent mixing, which can be seen in the contours in
the preceding subsection. There is significantly more instantaneous mixing occurring than in the
two-dimensional model. When the results of this mixing are time-averaged over a small sampling
period however, the results of the three-dimensional model begin to closely align with those of the
two-dimensional one.
Figure 6.19: The shock train observed when the reflected shock meets the contact surface for Case 3
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Figure 6.20: The flame-front observed within the H2O species mass fraction contour for Case 3 over time (moving
reference frame)
Flame Propagation
The final area for analysis is the flame propagation of the combustion mechanism. As before,
the H2O species mass fraction contour is used as a good indication of where combustion has
occurred, and to best visualize the flame front. As can be seen in Fig. 6.20, combustion has began
at approximately 3 ms. Once again, the target shaped flame front is apparent when viewed axially.
This is a slow deflagration wave that is just beginning to transition to a global detonation event. By
4 ms the detonation wave has caught up to the side-wall combustion, creating an almost uniform
flame that rapidly combusts. Finally, at 5 ms the side-wall combustion has begun detonating as
well, leading to a "v" shaped flame front that travels down the tube until impact with the end-wall.
This is believed to be an excellent example of deflagration-to-detonation transition within the shock
tube, and closely matches the experimental imaging data and the two-dimensional model.
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Results Summary and Discussion
Overall, the results of this study are believed to be valid, appropriate, and well-conditioned. When
compared with the experimental data, the post-shock reflection pressures for each case are ex-
tremely similar and well within the bounds of uncertainty. The fuel ignition times, as well as
the post-shock reflection temperatures are slightly under- and over-predicted respectively. The re-
sults of the pressure and temperature comparisons to the two-dimensional model can be seen in
Fig. 6.21 and 6.22. A comparison between the experimental data, two-dimensional model, and
three-dimensional model for pressure, temperature, and ignition time is presented in Table 6.2.
These comparisons provide valuable insight into how well the model matches real life data.
Figure 6.21: A comparison of experimental versus simulated pressure for all five cases
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Figure 6.22: A comparison of experimental versus simulated temperature for all five cases
Table 6.2: Comparison between experimental and simulated results for each case
Case P1 (Torr) P4 (PSI) Delta P (atm) Type P5 (atm) T5 (K) τign (µs)
1 0.155 4.4 4.245 Exp 2.815 964 1952
2D Sim 2.744 1081 1901
2 0.192 4.46 4.268 Exp 3.074 905 3207
2D Sim 3.097 1078 2852
3 0.192 5.29 5.098 Exp 3.442 958 2647
2D Sim 3.443 1176 2552
3D Sim 3.488 1150 2601
4 0.193 4.53 4.337 Exp 2.786 858 5902
2D Sim 2.979 1101 4451
5 0.253 5.1 4.847 Exp 3.912 889 5433
2D Sim 4.042 1085 4151
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As is apparent, there is some inaccuracy within the model. This is likely for a number of reasons.
Firstly, the side-walls of this study are seen as perfect walls, and heat transfer to what would typi-
cally be cold metal is not accounted for. Additionally, the walls are perfectly smooth, as opposed
to the "dirty" shock tubes used in the experimental study which may have added unsteadiness and
delayed combustion. Next, the experimental temperature boundary conditions were not recorded,
and a baseline standard temperature of 300K was assumed of this model. In actuality, the driven
section of the tube was likely significantly colder than this when the air was evacuated from it,
leading to a lower overall temperature. Finally, this model assumes the diaphragm bursts instan-
taneously and perfectly. In real life, this is not the case, as the diaphragm will burst from the
center over a short period of time. This will add instability to the flow and delay boundary layer
formation, which would lead to a longer ignition delay.
Due to the uncertainty in model conditions described above, it is believed that the slightly higher
temperatures recorded and slightly lower ignition times are within acceptable tolerances for this
study. This would lend credence to the assertion that this model is sufficiently baselined for the
scope of this study.
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CHAPTER 7: CONCLUSION
In the present study, two approaches were presented in an effort to baseline the complex combus-
tion mechanisms observed within a shock tube. These were an axisymmetric, two-dimensional
model with low computational cost, and a fully three-dimensional model with moderate computa-
tional cost. In the following sections we will discuss both efforts.
Two-Dimensional Model
In this work, a two-dimensional, axisymmetric model was implemented using the Spalart-Allmaras
turbulence model for the URANS equations. This 86,000 cell model was designed with low com-
putational cost, running the full simulation for each case in approximately 200 processor hours.
This model was then compared to five experimental cases, and the flow geometry, post-reflection
temperature and pressure, and fuel ignition time were all examined.
As seen in the simulation data and results, this model was able to predict the mechanisms and
attributes of the experimental data set extremely well. It is hypothesized that the discrepancy in
temperature and ignition time is likely an element of many non-prescribed elements of instability
seen in a real-life system, as well as unrecorded boundary conditions that had to be assumed. Over-
all, this lightweight, well-conditioned, baselined model, while not perfectly accurate, is sufficiently
accurate for preliminary combustion analysis.
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Three-Dimensional Model
Also in this work, a fully three-dimensional model was implemented using the Spalart-Allmaras
DES model that resolves nonturbulent flows and near-wall flows with the Spalart-Allmaras URANS
equations and turbulent far-wall regions with LES techniques. This 1,184,649 cell model was
designed with for medium computational cost and accuracy, running the full simulation in ap-
proximately 17,700 processor hours. This model was then compared to an experimental case and
the two-dimensional result for that case, and the flow geometry, post-reflection temperature and
pressure, and fuel ignition time were all examined.
As seen in the simulation data and results, this model was able to predict the mechanisms and
attributes of the case with a significantly higher fidelity compared to the two-dimensional model.
This model does retain all the uncertainty quantified within the two-dimensional model, and pre-
dicts similar results for a given case. This model does predict instantaneous turbulent mixing
significantly better than the two-dimensional model, but when the results time-averaged, the flow
geometry becomes extremely similar to the two-dimensional case. Overall, this model is suffi-
ciently baselined along with the two-dimensional counterpart, and for the increased computational
cost it is recommended to use the two-dimensional model unless instantaneous turbulent mixing is
an area of focus.
Future Work
There are many options for future work in regard to this study. First, this model should be expanded
to other shock tube geometries, such as the Texas AM University shock tube facility, and validated
against additional data sets. Second, this model should be validated with other concentrations and
types of fuels, such as isooctane and n-heptane. This will allow the model to become more versatile
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and be applicable for more than simple Hydrogen-Oxygen combustion. Finally, application of
this model into practical environments would see the model transform beyond a shock tube and
assist with real-world applications. Such environments could range from preventative modeling
deflagration-to-detonation transition events in the real world such as the 2020 explosion in Beirut
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