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Summary
Summary of the thesis
”On the weight adjacency matrix of convolutional codes”
by Gert Schneider.
Two of the most important theorems in classical block coding theory are the
MacWilliams Extension Theorem and the MacWilliams identity. The first one clar-
ifies when two codes are equivalent; that is, they share those invariants which are
most important for coding purposes. The second theorem provides a means to ef-
ficiently compute the weight enumerator of a high dimensional code from a low
dimensional code.
Since the minimal distance can easily be derived by the weight enumerator, the
practical use of the MacWilliams identity is immediate. Moreover, its impact on the
mathematical aspects of coding theory is undoubted.
Convolutional codes may be seen as generalisation of block codes. Although con-
volutional codes and their advantages over block codes have been well-known for
several decades, the mathematical theory of convolutional codes is still underdevel-
oped. For example, both of MacWilliams’ Theorems have not seen generalisations
to convolutional codes.
In this text I will state and prove a MacWilliams identity for a weight counting
object of convolutional codes which incorporates the MacWilliams identity for block
codes. This MacWilliams identity is then used to briefly survey the consequences
to the theory of self-dual convolutional codes.
Finally, I will discuss the problems connected with generalising the MacWilliams
Extension Theorem to convolutional codes and a partial solution to the question
as to when two convolutional codes should be called equivalent is given using the
weight counting object, that allows for a MacWilliams identity.
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