Abstract. The fractional Laplacian ∆ β/2 is the generator of β-stable Lévy process, which is the scaling limit of the Lévy fight. Due to the divergence of the second moment of the jump length of the Lévy fight it is not appropriate as a physical model in many practical applications. However, using a parameter λ to exponentially temper the isotropic power law measure of the jump length leads to the tempered Lévy fight, which has finite second moment. For short time the tempered Lévy fight exhibits the dynamics of Lévy fight while after sufficiently long time it turns to normal diffusion. The generator of tempered β-stable Lévy process is the tempered fractional Laplacian (∆ + λ) β/2 [W.H. Deng, B.Y. Li, W.Y. Tian, and P.W. Zhang, Multiscale Model. Simul., in press, 2017]. In the current work, we present new computational methods for the tempered fractional Laplacian equation, including the cases with the homogeneous and nonhomogeneous generalized Dirichlet type boundary conditions. We prove the well-posedness of the Galerkin weak formulation and provide convergence analysis of the single scaling B-spline and multiscale Riesz bases finite element methods. We propose a technique for efficiently generating the entries of the dense stiffness matrix and for solving the resulting algebraic equation by preconditioning. We also present several numerical experiments to verify the theoretical results.
1. Introduction. Phenomena of anomalous diffusion are ubiquitous in nature [25] . Lévy flights with isotropic power law measure |x| −n−β of the jump length display superdiffusion, where n is the dimension of space and β ∈ (0, 2) is a parameter. The scaling limit of Lévy flight is the β-stable Lévy process, the generator of which is the fractional Laplacian ∆ β/2 . This topic has recently become popular in both pure and applied mathematical communities [26] . The divergence of second moment of the Lévy flight is associated with the possible infinite speed of the motion of the particles, which contradicts their nonzero masses, i.e., the pure power law distribution of jump length sometimes makes the Lévy flight not a suitable physical model. Hence, tempering the distribution of the jump length becomes a natural idea, namely, modify |x| −n−β as e −λ|x| |x| −n−β with λ being a small nonnegative real number, so that we can obtain the tempered Lévy flight.
For small λ, the tempered Lévy flight exhibits a slow transition of the dynamics from Lévy flight to normal diffusion, which may occur after sufficient long time. The scaling limit of the tempered Lévy flight is called tempered Lévy process, the generator of which is the tempered fractional Laplacian (∆ + λ) β/2 [9] . In this paper, we mainly focus on developing numerical methods in the Riesz basis Galerkin framework for the tempered fractional Laplacian, i.e.
−(∆ + λ)
β/2 p(x) = f (x), x ∈ Ω, p(x) = 0,
x ∈ R\Ω, (1.1) which corresponds to the one-dimensional case of the initial and boundary value problem in Eq. (49) recently proposed in [9] . Here β ∈ (0, 2), λ ≥ 0, Ω = (a, b), f (x) ∈ H −β/2 (Ω), and (∆ + λ) β/2 p(x) := −c β P.V. where P.V. denotes the Cauchy principle value, being the limit of the integral over R\B ǫ (x) as ǫ → 0; the definition of this form is indeed necessary when β ≥ 1.
Obviously, when λ = 0, (1.2) reduces to fractional Laplacian ∆ β/2 p(x) := −c β P.V. Recently, the fractional Laplacian has attracted a lot of attention, but even in the simplified context [1, 2, 11, 19] it is far from the well-developed status of the classical Laplacian. The numerical resolution of the fractional Laplacian involves two major challenging tasks, namely the singular kernel and the integration in an unbounded region. For the finite difference method the convergence rate is even influenced by the regularity of the exact solution outside of the domain Ω [19] . As for the tempered fractional differential equations, there are some published works on numerical methods [4, 18, 22, 33] , but no theoretical results under the variational framework exists. In the current paper we prove the well-posedness of the variational formulation of (1.1), where extra efforts must be made to obtain theH β/2 (R)-coercivity. Subsequently, the convergence analysis and the effective implementation of the finite dimensional approximation with the single-scale or multiscale basis functions are presented, in which the properties of Riesz basis and multiresolution are used.
The rest of this paper is organized as follows. In Section 2, we introduce the function spaces and the properties of the tempered fractional Laplacian to be used. The variational formulation of (1.1) and its well-posedness are presented and discussed in Section 3. We develop the Riesz basis Galerkin approximation and perform its convergence analysis in Section 4. Section 5 provides the effective implementations, including calculating the entries of the stiffness matrix and solving the resulting algebraic equations. We discuss the model (1.1) with nonhomogeneous generalized Dirichlet type boundary condition in Section 6. The numerical results are given in Section 7 and we conclude the paper with remarks in Section 8.
Preliminaries.
Throughout the paper by the notation A B we mean that A can be bounded by a multiple of B, independent of the parameters they may depend on, while the expression A ≃ B means that A B A. Let E be an open set of R. If s ≥ 0 is a nonnegative integer, we denote by H s (E) the classical Sobolev space equipped with the norm
where w (k) stands for the k-th distributional derivative, and H 0 (E) := L 2 (E). In the following, we define the fractional Sobolev spaces, where s is not an integer.
For a fixed s ∈ (0, 1), the Sobolev space H s (E) is defined as
is the Slobodeckii semi-norm [24, pp. 74 ] of w(x) . The space H s (E) is a Banach space, endowed with the natural norm 
where ⌊s⌋ is the biggest integer smaller than s. In this case, H s (E) is endowed with the norm
We note that H s (E) is a well-defined Banach space for every s ≥ 0. Moreover, when E = R, for 0 < s < 1, it holds that |w|
In fact, the Sobolev space H s (R) can also be defined as 
, and denoted as
. Moreover, by [15] , when s ∈ (0, 1), H s 0 (Ω) can also be defined by
Here, the space C 
for β ∈ (0, 1) ∪ (1, 2), and
for β = 1, where ⌊β⌋ := {z ∈ N : 0 ≤ β − z < 1}.
Since ξ sin(yξ) − λ(1 − cos(yξ) is an even function w.r.t. ξ, in the following we assume ξ ≥ 0.
If 0 < β < 1, we have
where the formulae [16, Eq. (3.944 (5))] and [16, Eq. (3.944(6) )] have been used in the second step.
For 1 < β < 2, using the integration by parts again, and similarly we have
For β = 1, using the integration by parts, we have Proof. Firstly, assume w ∈ C ∞ 0 (R). For λ = 0, by (2.16) and the Parseval identity (1.6), we have
For λ > 0, by Proposition 2.1 and the Parseval identity (1.6), we have
and the inequalities (
, and there exists a sequence {w k } ∈ C ∞ 0 (R) such that lim k→∞ w − w k H β (R) = 0. Therefore, for λ > 0, by (2.18 ) and the Parseval identity we have
Proof. For λ > 0, following the definition of tempered fractional Laplacian, we have
where
which results in the desired result.
For the case λ = 0, note that
where c ≥ 0 is an arbitrary given constant, and c β = βΓ(
. Therefore,
By [26, pp. 25 ]
Equation (2.21) shows that if β → 2 − , the tempered fractional Laplacian coincides with the classical Laplacian. Finally, we give the concept of Riesz basis that will be used later.
Definition 2.4 ( [20, 30] 
3. Weak solution and well-posedness. In this section, we first give the definition of the weak solution of (1.1), and then discuss the well-posedness of the corresponding weak formulation. As in the usual approach in dealing with elliptic PDE, multiplying both sides of (1.1) by v ∈ C ∞ 0 (Ω) and integrating them over Ω leads to
Instead of performing integration by parts, we use the fact
to get the weak formulation of (1.1):
0 (Ω), where the duality pairing f, v := Ω f (x)v(x)dx and the bilinear form
When λ = 0, Ref. [9] gives the weak formulation of (1.1) as:
being equivalent to (3.3) with λ = 0. In fact, it can be simply verified as: for any p, v ∈ H β/2 0 (Ω), by the Parseval identity (1.6) and
where the result [26, pp. 23-28] 
has been used in the second equality from below. However, when λ > 0, (3.3) does not have the equivalent form like (3.5), which can be simply discovered by recalling the proof process of Proposition 2.1, i.e.,
where G(λ, ξ, β) is given in (2.19). On the contrary, for β ∈ (0, 1) ∪ ( 
3) has the equivalent weak formulation:
Proof. According to (3.8), for β ∈ (0, 1) ∪ (1, 2), there exists
Then the desired result is obtained by using the Parseval identity (1.6) and [22, Lemma 1]
To obtain the well-posedness of the weak formulation (3.3), we need to show that the bilinear form B(·, ·) is coercive, i.e.,
When λ = 0 and p ∈ H β/2 0 (Ω), it can be easily proved that (3.11) holds, since
Along this line, combining (3.6) and (3.8), for λ > 0 and β ∈ (0, 2), one may expect to find a constant C such that
for all ξ ∈ R, which leads to
(3.14)
with C 1 being a positive constant. Unfortunately, although
for all ξ ∈ R (see A), by using L'Hospital rule, it holds that
Therefore, there is no such a constant C. In the following, we will work with the bilinear form (3.4) directly.
, the above result can be further improved as: there exists a positive constant
Proof. According to the definition of the norm,
Note that
For (3.18), we can assume w ∈ C ∞ 0 (Ω), concluding by density arguments. For any w ∈ C ∞ 0 (Ω) and 1 2 < s < 1, we have the fractional Hardy inequality (see [23, Theorem 2.6 
where dist(x, ∂Ω) ≤ b−a 2 has been used. Remark 3.1. For s ∈ 0, 1 2 , because of the fractional Hardy inequality (see [13, Eq. 17] )
by using reduction to absurdity, one can show that (3.18) does not hold.
Moreover, for 1 2 < s < 1, one actually has
Proof. The equivalence of |w| H s (R) and |w| H s (Ω * ) comes from the facts that
. The weak formulation (3.3) is well-posed, and u
Proof. For any p, v ∈ H β/2 0 (Ω), by the Cauchy-Schwarz inequality and 0 < e −λ|y| ≤ 1, we have
By Propositions 3.2 and 3.3, we have
In addition,
Therefore, by the Lax-Milgram Theorem, the problem (3.3) has an unique solution.
Riesz basis Galerkin approximation.
In this section, we propose the Galerkin approximation of (3.3) with error analysis. Without loss of generality, in the following, we take Ω := (0, 1).
Single scaling B-spline and multiscale Reisz basis functions.
To develop the numerical approximation of (3.3), we need to choose the appropriate finite dimensional subspace of H β/2 0 (Ω). Here, we use the spline wavelet spaces introduced in [20] . Let M m (m ∈ N + ) be the B-spline of order m, i.e, for x ∈ R, 
In this paper, we focus on the cases of m = 1 and m = 2.
Let r = 1 or r = 2, and n 0 be the least integer such that 2
If n ≥ n 0 and j ∈ I n := {0, 1, . . . , 2 n − r}, then φ r n,j (x) = 0 for x ∈ R/[0, 1], and V n := span φ r n,j : j ∈ I n is a subspace of H µ 0 (Ω) for µ ∈ [0, r − 1 2 ). Moreover, the sequence {V n } n≥n0 is a multiresolution analysis (MRA) of L 2 (Ω), i.e.,
such that the set Φ r n := φ r n,j : j ∈ I n forms a Riesz basis of V n , i.e., for all sequences
For n ≥ n 0 , the nest property of V n allows one to construct the spaces
and 
We take the subspace V n as the approximation space of H β/2
Note that the space V n generated by M 1 (x) is a subspace of H β/2 0 (Ω) only for 0 < β < 1.
Convergence analysis.
In the following, we give convergence analysis.
where 0 < β < 1 and β/2 ≤ α ≤ 1 if V n is generated from M 1 (x), and 0 < β < 2 and β/2 ≤ α ≤ 2 if V n is generated from M 2 (x).
Proof. For w ∈ L 2 (Ω) and n ≥ n 0 , let P n f be the orthogonal projection from L 2 (Ω) to V n , i.e., P n w, φ r n,k = w, φ r n,k ∀k ∈ I n . (4.14)
By Remark 4.1, it is easily seen that P n actually is a special case of the projector P n defined in [20, pp. 197 
bounded by a constant independent of n; P n+1 w − P n w lies in V n+1 ∩ V ⊥ n = W n ; and lim n→∞ P n w − w L 2 (R) = 0. Combining with Lemma 4.1, for any w ∈ L 2 (Ω), we have
2 ) further. Firstly, it is easy to check that P l P n = P l for all n 0 ≤ l ≤ n. Thus, for w n ∈ V n , we have w n = n l=n0 (P l − P l−1 ) w n with P n0−1 := 0. By (4.16) and the uniform boundedness of P n , for µ ∈ [0, r − 1 2 ), it holds that
Secondly, for r = 1, we have [30, pp. 13-16]
for r = 2, since V n | Ω actually is the space S j with d = 2 in [34, Lemma 5], we have
, it holds that w = P n w + l≥n (P l+1 − P l ) w; by (4.17), (4.18), and (4.19), we have
Thus, we complete the proof.
0 (Ω) (µ ≥ β/2) be the exact solution of (3.3) and p n ∈ V n be the approximation solution of (4.12) . Then
where β ∈ (0, 1) if V n is generated from M 1 (x), and β ∈ (0, 2) if V n is generated from M 2 (x).
Proof. Using the standard argument technique for Céa's lemma (see Theorem (2.8.1) of [6] ), we have
Then the desired result is a direct conclusion of Proposition 4.2. 
for λ = 0, by (3.6) we have
similarly, for λ > 0, by (3.8) we have
in the last step the fact that G(λ, ξ, β) is an even function w.r.t. ξ has been used. The desired result follows from that B φ (y − 3h)
ζ(y)dy + 1 6
n − 2, where
If λ = 0, all the integrals above can be calculated exactly. When λ = 0, we can calculate them numerically with some regularization techniques. For example, for β = 1, we can first rewrite h 0 yζ(y)dy as
and then calculate
by the Gauss-Jacobi quadrature with the weight function (1 − η) 
T . By Theorem 1.2 of [7] , it holds that
Firstly, because of Theorem 3.4, it holds that d
. By (4.4) and (4.17), we have
Hence, Cond 2 (A) 2 nβ for r = 1 and r = 2. Secondly, for the V n generated from M 1 (x) and 0 < β < 1, by (5.4)
T and
Cond 2 (A). Finally, for the V n generated from M 2 (x), by (5.6), we have 
and by proposition 3.2, we have 
In practice, we do not need to generate the stiffness matrix B explicitly; the purpose of introducing the multiscale basis functions usually is to obtain the preconditioning matrix of A, due to its density and the increasing condition number. Let p n = Φ 
The system (5.25) can be regarded as the preconditioned form of the system (5.24). Since the condition number of matrix
n is uniformly bounded, if the conjugate gradient method (CG) is used, the iteration number will be independent of the size of d n [7] . The CG method for (5.25) can be performed like the programs provided in [7] , where in each iteration, the matrix vector products like M r e, (M r ) T e, D r n e, and Ae are needed, but in fact, they can be performed effectively with the total cost O(N log N ) (N = 2 n − r + 1). More specifically,
• D r n is a diagonal matrix, which can be generated with the cost O(log 2 (N )), and stored with the cost O(N ).
• M r and (M r ) T are usually called the fast wavelet transform (FWT) matrices. They do not need to be pre-stored or assembled, and M r e and (M r ) T e can be implemented following a process like [8, pp. 431 
], with the cost O(N ).
• A is a Toeplitz matrix, so the storage cost is O(N ), and by the FFT, the computation cost for Ae is O(N log N ) [7, pp. 11-12] and [31] .
6. Weak solutions for problems with generalized Dirichlet type boundary condition. Like the existing literatures on variational numerical methods for non-local diffusion problems [2, 12, 11, 14, 32, 29] , we have discussed numerical methods for (1.1) with the homogeneous boundary condition in the previous sections. In this section, we consider the problem with generalized Dirichlet type boundary condition, i.e.,
Introducing a function η(x) defined in R such that η(x) = g(x) in R\Ω, the weak solution (6.1) can be defined as: find p = u + η such that u ∈ H β/2 0 (Ω) and 
e λ|x−y| |x − y| 1+β dydx ; (6.3) using the Cauchy-Schwarz inequality yields
Thus (6.2) has an unique solution u(x).
Further, let η,η be two functions satisfying η =η = g in R\Ω, and p andp are the corresponding weak solutions. Then
Choosing v = p −p in (6.5) yields that p =p, which means that the weak solution actually depends only the values of g in R\Ω. Therefore, (6.1) has a unique weak solution p(x) = u(x) + η(x).
For the second order elliptic problem, since
(Ω), one can easily translate the problem with the general Dirichlet boundary condition to the problem with zero boundary (the existence of η(x) can also be ensured by the trace theorem). However, for the nonlocal problems with nonlocal boundary conditions, to the best our knowledge, there are no general methods to find the suitable η(x) and no general theory to ensure the existence of η(x). Here, we point out that if g(x) ∈ L ∞ (R\Ω), one can take η(x) by the following ways to ensure Ω R (η(x)−η(y)) 2 |x−y| 1+β dxdy < ∞: 1. If 0 < β < 1, one only needs to extend g(x) such that η(0) = g(0), η(1) = g(1), η(x) ∈ H β/2 (Ω), and η L ∞ (Ω) < ∞. In particular, the function S 1 (x) = g(0)(1 − x) + g(1)x can be used as η(x) for x ∈ Ω. 2. If there exist a 1 < 0, b 1 > 1 such that g(x) is one-times continuously differentiable on [a 1 , 0] and [1, b 1 ], one only needs to extend g(x) such that η(x) is onetimes continuously differentiable on [0, 1]. In particular, the spline polynomial
can be used as the η(x) for x ∈ Ω. In fact, for case 1:
For case 2:
and by the mean value theorem
Remark 6.1. In particular, if f (x) = 0 and g(x) = 1 in (6.1), then S 1 (x) and S 3 (x) will be 1. Thus, one can choose η(x) = 1 for x ∈ R, and the weak formulation (6.2) reduces to B(u, v) = 0, which admits an unique solution u(x) = 0. Therefore, (6.1) has an unique solution p = η(x) + u(x) = 1.
be the exact solution of (6.2) and u n = p n − η ∈ V n be the Galerkin approximation solution. Then
where β ∈ (0, 1) if V n is generated from M 1 (x), and β ∈ (0, 2) if V n is generated from M 2 (x). 
respectively, being similar to [10, Example 5.2] . We will examine if the computed convergence rates reflect their counterparts in the · H β/2 (R) and · L 2 (R) norms, respectively; the convergence rates (i.e., the data under 'rate') at level n are calculated by rate = log 2 the error with solution approximated in V n−1 the error with solution approximated in V n . (7.2) Example 7.1. Consider model (1.1) with the right-hand side source term f (x) being derived from the exact solution u(x) = x 2 (1 − x) for x ∈ Ω. If λ = 0, the right-hand term f (x) can be explicitly given as
for β = 1, and
for β ∈ (0, 1) ∪ (1, 2). If λ = 0, the term f (x) is obtained numerically. For different λ and β, the numerical results are listed in Table 7 .1, where in the case r = 2, the · H β/2 (R) errors for λ = 0 and λ = 3 are almost the same, and both the · H β/2 (R) convergence rates of r = 1 and r = 2 indeed confirm the theoretical predictions in Theorem 4.3.
The condition numbers of systems (5.24) and (5.25) and the corresponding iterations of the conjugate gradient (CG) methods (run in MATLAB 7.0) are presented in Table 7 .2, where 'Gauss' denotes the Gaussian elimination method, and the 'CG' and 'PCG' denote the CG iterations for solving systems (5.24) and (5.25), respectively. The stopping criterion for the iteration methods is
with R(k) being the residual vector of linear systems after k iterations. The comparisons for the three methods are made almost with the same L 2 approximation errors, not listed in the table. One can see that without preconditioning, the condition number (see the data under 'Cond') of the stiffness matrix behaves like O(2 nβ ), and the iteration numbers (see the data under 'iter') increase with n, especially when β is big. After preconditioning, uniformly bounded condition numbers are obtained, and the iteration numbers of the CG method are essentially independent of n. We also display the eigenvalue distributions of the stiffness matrices for (β, r) = (0.3, 1), (β, r) = (0.8, 1), (β, r) = (1, 2), and (β, r) = (1.8, 2) in Figure 7 .1; they show the preconditioning benefits of a more concentrated eigenvalue distribution.
Example 7.2. We now take f (x) = 1 in model (1.1) .
Γ(1+β) . Although the righthand side is smooth, p(x) just belongs to H β/2+1/2−ǫ (R) for any ǫ > 0. The numerical results are listed in Table 7 .3, where the predicted 1/2 − ǫ order of convergence in the · H β/2 (R) norm by Theorem 4.3 is obtained. The L 2 convergence orders (1 + β)/2 for β ∈ (0, 1] and 1 for β ∈ (1, 2) confirm the result given in [5, Proposition 4.3] for λ = 0. When λ = 0, p(x) cannot be obtained explicitly so we list the H β/2 and L 2 errors instead, and examine if the convergence rates reflect the convergence rates in the · H β/2 (R) and · L 2 (R) norms, respectively. The numerical results are presented in Table 7 .4, suggesting that the exact solution has a low regularity, but this needs to be confirmed by more in-depth analysis. Obviously, p(x) does not belong to H µ (R) for µ > 1/2 because of its discontinuity at x = 3/2 and x = −1/2. We consider two different η(x), i.e., the η(x) = S 2 (x) = 0 for x ∈ Ω, and the η(x) = S 3 (x) = 2x(x − 1) for x ∈ Ω. Note that both of them satisfy Table 7 .5, and also confirm the theoretical prediction of Theorem 6.2. 8. Conclusions. We have presented Riesz basis Galerkin methods for effectively solving the tempered fractional Laplacian equation, where the operator is the generator of the tempered β-stable Lévy process. The well-posedness of the equation and convergence of the scheme were theoretically proved. When λ = 0, the model reduces to a fractional Laplacian equation and the present theoretical framework is still valid. We also discussed efficient implementations of our methods, including the generation of stiff matrix and the effectiveness of multiscale preconditioning. We performed several numerical simulations to confirm the theoretical results and demonstrate the high efficiency of the schemes. The present work is confined to one dimensional problems with basis functions on uniform meshes. The generalization to higher dimensions and the approximation with locally refined basis functions are very important topics and will be considered in future work.
