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Abstract
In this paper, we characterize two entropic dynamical (ED) models from the viewpoint of information
geometry and give the geometric structures of the associated statistical manifolds of the models. The scalar
curvatures and the geodesics are obtained. Also the instability of entropic dynamical models is studied from
the behavior of the geodesics lengths, statistical volume elements and Jacobi vector fields.
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1. Introduction
Information geometry has been widely applied into various fields. Recently, scholars studied
the statistical manifolds from the viewpoint of information geometry, and gave a new description
of the statistical distributions by using the obtained geometric structures [1,3,2,8,10].
Entropic dynamics is a theoretical framework constructed on statistical manifolds to explore
the possibility of laws of physics [6]. It’s a combination of information geometry and inductive
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els from the viewpoint of information geometry, in which the stability of Jacobi vector fields on
Riemannian manifolds are studied [4]. Information theory identifies the exponential distribution
as the maximum entropy (ME) distribution if only the expectation value is known. Then ME
method allows us to associate a probability distribution p(x; θ) to each point in the space of the
states.
In this paper, we focus on two ED models. In the first model (ED1), we consider a system
whose microstates span a 2D space labelled by the variables x1 ∈R+ and x2 ∈R+. In the second
model (ED2), a system whose microstates span a 2D space labelled by the variables x1 ∈R+ and
x2 ∈R is considered.
2. Preliminaries
Definition 2.1. For a density function p(x; θ), where θ = (θ1, θ2, . . . , θn), the function l(x; θ)
is defined by
l(x; θ) = lnp(x; θ). (2.1)
Definition 2.2. We call M = {p(x; θ) | θ = (θ1, θ2, . . . , θn) ∈ Θ} an n-dimensional statistical
manifold, where (θ1, θ2, . . . , θn) plays the role of the coordinate system.
Definition 2.3. The n × n Fisher information matrix (gij ) is defined by
(gij ) =
(
Eθ [∂i l ∂j l]
)
, i, j = 1,2, . . . , n, (2.2)
where
∂i l = ∂
∂θi
l(x; θ), i = 1,2, . . . , n.
Then we can get the inverse matrix of (gij )
(gij ) = (gij )−1, i, j = 1,2, . . . , n. (2.3)
The length element ds between two points on M with parameters θ and θ + dθ is defined by
ds2 = gij dθi dθj , i, j = 1,2, . . . , n. (2.4)
Definition 2.4. The coefficient Γijk of Riemannian connection is defined by
Γijk = 12 (∂igjk + ∂jgki − ∂kgij ), i, j, k = 1,2, . . . , n. (2.5)
Definition 2.5. Under the θ coordinate system, the curvature tensor Rijkl is defined by
Rijkl =
(
∂jΓ
s − ∂iΓ s
)
gsl +
(
Γ Γ t − Γ Γ t ), i, j, k, l, s, t = 1,2, . . . , n, (2.6)ik jk j tl ik it l jk
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Γ kij = Γijsgsk, i, j, k, s = 1,2, . . . , n. (2.7)
Definition 2.6. The Ricci curvature Rik is defined as
Rik = Rijklgjl, i, j, k, l = 1,2, . . . , n. (2.8)
Definition 2.7. The scalar curvature is defined as
R = Rikgki, i, k = 1,2, . . . , n. (2.9)
Definition 2.8. The geodesic equation on the statistical manifold M with the coordinate θ =
(θ1, θ2, . . . , θn) is defined by
d2θk
dt2
+ Γ kij
dθi
dt
dθj
dt
= 0. (2.10)
Consider the parameter family of geodesics
FGM(α) =
{
θ lM(τ ;α)
}l=1,2,...,n
, (2.11)
where θ lM are solutions of (2.10), and α is a vector of which the components are the integration
constants.
Definition 2.9. The length of geodesics in FGM(α) is defined as
ΘM(τ ;α) :=
∫ (
gij dθi dθj
) 1
2 . (2.12)
In order to consider the behavior of the parameters of statistical volume
FVM(α) =
{
VM(τ ;α)
}
, (2.13)
we introduce the following
Definition 2.10. The volume element of M is defined as
dVM = √g dθ1 · · · dθn, (2.14)
where g = det(gij ).
The volume of an extended region of M is defined by
VM = VM(τ ) − VM(0) :=
VM(τ )∫
dVM. (2.15)
VM(0)
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〈VM〉 := 1
τ
τ∫
0
VM
(
τ ′
)
dτ ′. (2.16)
Definition 2.11. The relative geodesic spread is characterized by the Jacobi–Levi-Civita equation
[5,11] as follows
D2(δθ i)
Dτ 2
+ Rikml
∂θk
∂τ
∂θ l
∂τ
δθm = 0 (2.17)
and
δθi = δαθi :=
(
∂θi(τ ;α)
∂α
)
δα, (2.18)
where θi are the solutions of (2.10).
The Jacobi field J is defined as
J 2 = J iJi = gij J iJ j , (2.19)
where J k = δθk .
3. Geometric structure of statistical manifoldM1
Consider any ED model evolving over a 2-dimensional space. The variables (x1, x2) label the
2D space of microstates of the system. Assume that all information relevant to the dynamical
evolution of the model is obtained from the probability distributions. Here we study the joint
distribution of the Gamma distribution and exponential distribution, which has the density
p(x, θ) = 1
Γ (ρ)
(
ρ
μ1
)ρ
x
ρ−1
1 exp
{
− ρ
μ1
x1
}
· 1
μ2
exp
{
− x2
μ2
}
, (3.1)
where θ1 = μ1, θ2 = μ2 and the Gamma function Γ (ρ) =
∫∞
0 x
ρ−1e−x dx. Assume the only
testable information pertaining to x1 and x2 consists of the expectation values 〈x1〉 and 〈x2〉.
Thus these two expected values define the space of macrostates M1 of the ED model acting
as the local coordinates. However, through a coordinate transformation, (〈x1〉, 〈x2〉) could be
smoothly changed into the natural coordinates of M1. Therefore, the M1 could be defined as a
statistical manifold
M1 =
{
p(x, θ) = 1
Γ (ρ)
(
ρ
μ1
)ρ
x
ρ−1
1 exp
{
− ρ
μ1
x1
}
· 1
μ2
exp
{
− x2
μ2
}}
, (3.2)
where x ∈R+ ×R+ and local coordinates θ = (μ1,μ2).
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(gij )M1 =
⎛
⎝ ρ
2Γ (ρ)−2ρΓ (ρ+1)+Γ (ρ+2)
μ21Γ (ρ)
0
0 1
μ22
⎞
⎠ . (3.3)
Then the length element and the inverse of (gij ) are
(
ds2
)
M1 =
ρ2Γ (ρ) − 2ρΓ (ρ + 1) + Γ (ρ + 2)
μ21Γ (ρ)
dμ21 +
1
μ22
dμ22 (3.4)
and
(
gij
)= diag( μ21Γ (ρ)
ρ2Γ (ρ) − 2ρΓ (ρ + 1) + Γ (ρ + 2) ,μ
2
2
)
, (3.5)
respectively. According to (2.5), (2.7) and (3.5), we can get the non-zero components of the
connection coefficients
Γ 111 = −
1
μ1
, Γ 222 = −
1
μ2
. (3.6)
Then the curvature tensor components are all zero. So the scalar curvature is
RM1 = 0. (3.7)
From (3.7), we know that M1 is a manifold of constant zero scalar curvature.
Observe that (2.10) are nonlinear, second order coupled ordinary differential equations. These
equations describe a dynamics that is reversible and their solutions are the trajectory between an
initial and a finial macrostate. The trajectory can be equally well traversed in both directions.
Substituting (3.6) into (2.10), we can obtain the geodesic equations
d2μ1
dτ 2
= 1
μ1
(
dμ1
dτ
)2
,
d2μ2
dτ 2
= 1
μ2
(
dμ2
dτ
)2
. (3.8)
Integrating this set of differential equations, we can get
μ1(τ ) = α2 exp(α1τ), μ2(τ ) = β2 exp(β1τ), (3.9)
where α1, α2, β1, β2 are integration constants. The set of Eqs. (3.9) parametrizes the evolution
surface of the statistical submanifold m1 of M1,
m1 =
{
p(x, θ) ∈ MS1, θ satisfies (3.8)
}
. (3.10)
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We study the distribution with the density
p(x, θ) = 1
Γ (ρ)
(
ρ
μ1
)ρ
x
ρ−1
1 exp
{
− ρ
μ1
x1
}
· 1√
2πσ 2
exp
{
− (x2 − μ2)
2
2σ 2
}
, (4.1)
where θ1 = μ1, θ2 = μ2 and θ3 = σ . Actually, it is the joint distribution of the Gamma distribu-
tion and normal distribution. The distribution (4.1) encodes the available information concerning
an ED model, and M2 is
M2 =
{
p(x, θ), x ∈R+ ×R, θ = (μ1,μ2, σ )
}
. (4.2)
From (2.2), we can get the matrix of the metric of M2
(gij )M2 =
⎛
⎜⎜⎝
ρ2Γ (ρ)−2ρΓ (ρ+1)+Γ (ρ+2)
μ21Γ (ρ)
0 0
0 1
σ 2
0
0 0 2
σ 2
⎞
⎟⎟⎠ . (4.3)
So the length element is
(
ds2
)
M2 =
ρ2Γ (ρ) − 2ρΓ (ρ + 1) + Γ (ρ + 2)
μ21Γ (ρ)
dμ21 +
1
σ 2
dμ22 +
2
σ 2
dσ 2. (4.4)
Substituting (4.3) into (2.5), the non-zero components of the connection coefficients are
Γ 111 = −
1
μ1
, Γ 322 =
1
2σ
, Γ 223 = Γ 232 = −
1
σ
, Γ 333 = −
1
σ
. (4.5)
Then from (2.8), we calculate the non-zero components of the Ricci curvatures
R22 = − 12σ 2 , R33 = −
1
σ 2
. (4.6)
Finally, according to Definition 2.7, we obtain the scalar curvature of M2
RM2 = −1 < 0. (4.7)
From (4.7), we can conclude that M2 is a manifold of constant negative scalar curvature.
Substituting (4.5) into (2.10), we obtain the geodesic equations
d2μ1
dτ 2
= 1
μ1
(
dμ1
dτ
)2
,
d2μ2
dτ 2
= 2
σ
dμ2
dτ
dσ
dτ
,
d2σ
dτ 2
= 1
σ
((
dσ
dτ
)2
− 1
2
(
dμ2
dτ
)2)
. (4.8)
Then we can get the solutions of (4.8)
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(
cosh(α1τ) − sinh(α1τ)
)
,
μ2 = B
2
1
2β1
1
cosh(2β1τ) − sinh(2β1τ) + β
2
2
8β21
+ C1,
σ = B1 cosh(β1τ) − sinh(β1τ)
cosh(2β1τ) − sinh(2β1τ) + β
2
2
8β21
, (4.9)
where α1, β1, A1, B1 and C1 are integration constants. The set of Eq. (4.9) parametrizes the
evolution surface of the statistical submanifold m2 of M2,
m2 =
{
p(x, θ) ∈ M2, θ satisfies (4.8)
}
. (4.10)
5. Instability of ED1 model
It is known that the scalar curvature of a manifold is closely connected with the behavior of
the geodesics on it. Here we study the geodesic length ΘM, statistical volume element dVM and
the Jacobi vector field JM which are used to analyze the instability of ED models.
Consider the parameter family of geodesics
FGM1 (α1, α2, β1, β2) =
{
θ lM1(τ ;α1, α2, β1, β2)
}l=1,2
, (5.1)
where θ lM1 are solutions of (3.8). From (2.12), the length of geodesics in FGM1 (α1, α2, β1, β2)
is obtained as
ΘM1(τ ;α1, α2, β1, β2)
=
τ∫
0
(
ρ2Γ (ρ) − 2ρΓ (ρ + 1) + Γ (ρ + 2)
μ21Γ (ρ)
(
dμ1
dτ ′
)2
+ 1
μ22
(
dμ2
dτ ′
)2) 12
dτ ′
=
√
ρ2Γ (ρ) − 2ρΓ (ρ + 1) + Γ (ρ + 2)
Γ (ρ)
α21 + β21τ. (5.2)
In order to investigate the behavior of two neighboring geodesics labelled by the parameters (the
same as the parameter β1), we consider the following difference
ΘM1 =
∣∣ΘM1(τ ;α1 + δα1) − ΘM1(τ ;α1)∣∣
=
(√
ρ2Γ (ρ) − 2ρΓ (ρ + 1) + Γ (ρ + 2)
Γ (ρ)
(α1 + δα1)2 + β21
−
√
ρ2Γ (ρ) − 2ρΓ (ρ + 1) + Γ (ρ + 2)
Γ (ρ)
α21 + β21
)
τ. (5.3)
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different parameters α1 and α1 + δα1 differ in a remarkable way as the evolution parameter
τ → ∞.
The instability can be further explored by studying the behavior of the parameters of statistical
volume element
FVM1 (α1, α2, β1, β2) =
{
VM1(τ ;α1, α2, β1, β2)
}
. (5.4)
According to Definition 2.10, the volume element dVM1 is
dVM1 =
√
ρ2Γ (ρ) − 2ρΓ (ρ + 1) + Γ (ρ + 2)
Γ (ρ)
1
μ1μ2
dμ1 dμ2. (5.5)
The volume of an extended region of M1 is
VM1 =
μ2(τ )∫
μ2(0)
μ1(τ )∫
μ1(0)
√
ρ2Γ (ρ) − 2ρΓ (ρ + 1) + Γ (ρ + 2)
Γ (ρ)
1
μ1μ2
dμ1 dμ2
=
√
ρ2Γ (ρ) − 2ρΓ (ρ + 1) + Γ (ρ + 2)
Γ (ρ)
α1β1τ
2. (5.6)
The quantity that actually encodes relevant information about the stability of neighboring volume
elements is the average volume
〈VM1〉 =
√
ρ2Γ (ρ) − 2ρΓ (ρ + 1) + Γ (ρ + 2)
Γ (ρ)
1
3
α1β1τ
2. (5.7)
This regime of diffusive evolution in (5.7) describes the two order increase of average volume
elements on M1. The two order instability character forces the system to rapidly explore large
areas (volumes) of the statistical manifold.
Also we can obtain the character of instability from studying the behavior of the parameters
of the Jacobi vector field. We consider the parameter family of neighboring geodesics
FGM1 (α1, α2, β1, β2) =
{
θ lM1(τ ;α1, α2, β1, β2)
}l=1,2
, (5.8)
where
θ1(τ ;α1, α2) = α2 exp(α1τ), θ2(τ ;β1, β2) = β2 exp(β1τ). (5.9)
Substituting Rikml ≡ 0 into (2.17), we can get
D2(δθ i)
Dτ 2
= 0. (5.10)
Recall that the covariant derivative D
2(δθμ)
2 [9,11] is defined asDτ
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Dτ 2
= d
2(δθμ)
dτ 2
+ 2Γ μαβ
dθβ
dτ
d(δθα)
dτ
+ Γ μαβ
d2θβ
dτ 2
δθα
+ Γ μαβ,ν
dθν
dτ
dθβ
dτ
δθα + Γ μαβΓ αρσ
dθσ
dτ
dθβ
dτ
δθρ. (5.11)
Therefore the two differential equations for the geodesic deviation are
d2(δθ1)
dτ 2
+ 2Γ 111
dθ1
dτ
d(δθ1)
dτ
+
(
Γ 111
d2θ1
dτ 2
+ ∂Γ
1
11
∂θ1
(
dθ1
dτ
)2
+
(
Γ 111
dθ1
dτ
)2)
δθ1 = 0,
d2(δθ2)
dτ 2
+ 2Γ 222
dθ2
dτ
d(δθ2)
dτ
+
(
Γ 222
d2θ2
dτ 2
+ ∂Γ
2
22
∂θ2
(
dθ2
dτ
)2
+
(
Γ 222
dθ2
dτ
)2)
δθ2 = 0.
(5.12)
Substituting (3.6) and (5.9) into (5.12), we can get
d2(δθ1)
dτ 2
− 2α1 d(δθ
1)
dτ
+ α21δθ1 = 0,
d2(δθ2)
dτ 2
− 2β1 d(δθ
2)
dτ
+ β21δθ2 = 0. (5.13)
It follows that the geodesic spread on M1 is described by the temporal evolution of the following
deviation vector components
δμ1(τ ) = (a1 + a2τ) exp(α1τ),
δμ2(τ ) = (a3 + a4τ) exp(β1τ), (5.14)
where ai (i = 1, . . . ,4) are integration constants. Finally, from (2.19), we obtain the Jacobi
field J on M1
J 2M1 =
ρ2Γ (ρ) − 2ρΓ (ρ + 1) + Γ (ρ + 2)
μ21Γ (ρ)
(δμ1)
2 + 1
μ22
(δμ2)
2
= ρ
2Γ (ρ) − 2ρΓ (ρ + 1) + Γ (ρ + 2)
Γ (ρ)
(
a1 + a2τ
α2
)2
+
(
a3 + a4τ
β2
)2
. (5.15)
We conclude that the geodesic spread on M1 is described by means of a first-order linearly
divergent Jacobi vector JM1 .
6. Instability in ED2 model
For the sake of simplicity, we assume that C1 = 0, A1 = B1 = A > 0 and α1 = β1 = α for the
ED2 model.
Consider the parameter family of geodesics
FG (α) =
{
θ l (τ ;α)}l=1,2,3, (6.1)M2 M2
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ΘM2(τ ;α) =
τ∫
0
(
ρ2Γ (ρ) − 2ρΓ (ρ + 1) + Γ (ρ + 2)
μ21Γ (ρ)
(
dμ1
dτ ′
)2
+ 1
σ 2
(
dμ2
dτ ′
)2
+ 2
σ 2
(
dσ
dτ ′
)2) 12
dτ ′
=
√
(ρ2 + 2)Γ (ρ) − 2ρΓ (ρ + 1) + Γ (ρ + 2)
Γ (ρ)
ατ. (6.2)
In order to investigate the behavior of two neighboring geodesics labelled by the parameter α
and α + δα, we consider the following difference
ΘM2 =
∣∣ΘM2(τ ;α + δα) − ΘM2(τ ;α)∣∣
=
√
(ρ2 + 2)Γ (ρ) − 2ρΓ (ρ + 1) + Γ (ρ + 2)
Γ (ρ)
δατ. (6.3)
It is clear that ΘM2 diverges, that is, the length of two neighboring geodesics with slightly
different parameters α and α+ δα differ in a remarkable way as the evolution parameter τ → ∞.
Consider the volume element dVM2 of the manifold M2
dVM2 =
√
g dθ1 dθ2 dθ3 = √g dμ1 dμ2 dσ, (6.4)
and in the ED2 model, g = |det(gij )M2 | = 2(ρ
2Γ (ρ)−2ρΓ (ρ+1)+Γ (ρ+2))
μ21σ
4Γ (ρ)
. Hence the volume ele-
ment is given by
dVM2 =
√
2
√
ρ2Γ (ρ) − 2ρΓ (ρ + 1) + Γ (ρ + 2)
μ1σ 2
dμ1 dμ2 dσ. (6.5)
Then we can get the extended region of M2
VM2 =
σ(τ)∫
σ(0)
μ2(τ )∫
μ2(0)
μ1(τ )∫
μ1(0)
√
2
√
ρ2Γ (ρ) − 2ρΓ (ρ + 1) + Γ (ρ + 2)
μ1σ 2
dμ1 dμ2 dσ
=
√
ρ2Γ (ρ) − 2ρΓ (ρ + 1) + Γ (ρ + 2)
(
τ√
2
exp(ατ) − lnA√
2α
exp(ατ) + lnA√
2α
)
.
(6.6)
The average volume is
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√
ρ2Γ (ρ) − 2ρΓ (ρ + 1) + Γ (ρ + 2)
× 1
τ
(
ατ − 1√
2α2
exp(ατ) − lnA√
2α2
exp(ατ) + lnA√
2α
τ
)
. (6.7)
Therefore keeping the leading term in asymptotic expansion of 〈VM2〉 for τ → ∞, we can get
〈VM2〉 ≈
√
ρ2Γ (ρ) − 2ρΓ (ρ + 1) + Γ (ρ + 2) 1√
2α
exp(ατ). (6.8)
The regime of diffusive evolution in (6.8) describes the exponential increase of average volume
element on M2. The exponential character of instability forces the model to rapidly explore large
areas of the statistical manifold.
In order to obtain the behavior of parameters of the Jacobi vector field of M2, we study the
parameter family of neighboring geodesics
FGM2 (α) =
{
θ lM2(τ ;α)
}l=1,2,3
, (6.9)
where
θ1 = A exp(−ατ), θ2 = A
2
2α
1
exp(−2ατ) + A28α2
, θ3 = A e
−ατ
exp(−2ατ) + A28α2
.
(6.10)
From (2.17), we can get
d2(δθ1)
dτ 2
+ 2Γ 111
dδθ1
dτ
(δθ1)
dτ
+ ∂1Γ 111
(
dθ1
dτ
)2
δθ1 = 0,
d2(δθ2)
dτ 2
+ 2
(
Γ 223
dθ3
dτ
d(δθ2)
dτ
+ Γ 232
dθ2
dτ
d(δθ3)
dτ
)
+ ∂3Γ 223
(
dθ3
dτ
)2
δθ2 + Γ 232Γ 333
(
dθ3
dτ
)2
δθ2
= 1
g22
R2323
dθ2
dτ
dθ3
dτ
δθ3 − 1
g22
R2323
(
dθ3
dτ
)2
δθ2,
d2(δθ3)
dτ 2
+ 2
(
Γ 322
dθ2
dτ
d(δθ2)
dτ
+ Γ 333
dθ3
dτ
d(δθ3)
dτ
)
+ ∂3Γ 333
(
dθ3
dτ
)2
δθ3 + Γ 322Γ 223
dθ3
dτ
dθ2
dτ
= 1
g33
R2323
dθ2
dτ
dθ3
dτ
δθ2 − 1
g33
R2323
(
dθ2
dτ
)2
δθ3. (6.11)
According to Definition 2.5, substituting (4.5) and (6.10) into (6.11), and considering the asymp-
totic limit τ → ∞, the geodesic deviation equations become
d2(δθ1)
dτ 2
+ 2α dδ(θ
1)
dτ
+ α2δθ1 = 0,
d2(δθ2)
2 + 2α
d(δθ2) + 16α
2
exp(−ατ)d(δθ
3) +
(
α2 − 8α
3
exp(−ατ)
)
δθ3 = 0,dτ dτ A dτ A
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dτ 2
+ 2α dδ(θ
3)
dτ
+
(
α2 − 32α
4
A2
exp(−ατ)
)
δθ3
− 8α
2
A
exp(−ατ)d(δθ
3)
dτ
− 8α
3
A
exp(−ατ)δθ2 = 0. (6.12)
We can assume that
lim
τ→∞
(
16α2
A
exp(−ατ)d(δθ
3)
dτ
)
= 0,
lim
τ→∞
(
8α2
A
exp(−ατ)d(δθ
2)
dτ
)
= 0,
lim
τ→∞
(
8α3
A
exp(−ατ)δθ2
)
= 0. (6.13)
So the geodesic deviation equations finally become
d2(δθ1)
dτ 2
+ 2α d(δθ
1)
dτ
+ α2δθ1 = 0,
d2(δθ2)
dτ 2
+ 2α d(δθ
2)
dτ
+ α2δθ3 = 0,
d2(δθ3)
dτ 2
+ 2α d(δθ
3)
dτ
+ α2δθ3 = 0. (6.14)
Integrating the model of differential equation (6.14), we can obtain
δμ1(τ ) = (a1 + a2τ) exp(−ατ),
δμ2(τ ) = (a3 + a4τ) exp(−ατ) − 12αa5 exp(−2ατ) + a6,
δσ (τ ) = (a3 + a4τ) exp(−ατ), (6.15)
where ai (i = 1, . . . ,6) are integration constants.
So the Jacobi field J is
J 2M2 =
ρ2Γ (ρ) − 2ρΓ (ρ + 1) + Γ (ρ + 2)
μ21Γ (ρ)
(δμ1)
2 + 1
σ 2
(δμ2)
2 + 2
σ 2
(δσ )2. (6.16)
Substituting (6.10) and (6.15) into (6.16), and keeping the leading term in the asymptotic expan-
sion of J 2M2 , we can obtain
J 2M2 ≈
A2a26
64α4
exp(2ατ). (6.17)
So we can conclude that the geodesic spread on M2 is described by means of an exponentially
divergent Jacobi vector field intensity JM .2
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In this paper, we investigate two ED models, a 2D and a 3D statistical manifolds M1 and M2,
which serve as the stage on which the entropic dynamics evolves. The geometric structure is ob-
tained from the viewpoint of information geometry (basically, it is about Riemannian geometry,
as the dual structure of the statistical manifolds is not studied here, which is also not necessary).
Using the obtained Riemannian curvature tensor or Christoffel symbols (i.e., the connection co-
efficients), we get the Jacobi vector field associated with the geodesic deviation equations on the
manifolds, the asymptotic behavior of which conversely indicates the behavior of the geodesics.
These are concluded for the two models, respectively as follows: first-order linearly divergent
instability for ED1, and exponential instability for ED2. This progress is extremely special and
important, based on that the statistical curvature is used to character the chaos of a given entropic
dynamical model, other than only quantities on the associated manifolds.
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