Seismic interpretation is based on the identification of reflector configuration and continuity, with coherent reflectors having a distinct amplitude, frequency, and phase. Skilled interpreters may classify reflector configurations as parallel, converging, truncated, or hummocky, and use their expertise to identify stratigraphic packages and unconformities. In principal, a given pattern can be explicitly defined as a combination of waveform and reflector configuration properties, although such "clustering" is often done subconsciously. Computerassisted classification of seismic attribute volumes builds on the same concepts. Seismic attributes not only quantify characteristics of the seismic reflection events, but also measure aspects of reflector configurations. The Mississippi Lime resource play of northern Oklahoma and southern Kansas provides a particularly challenging problem. Instead of defining the facies stratigraphically, we need to define them either diagenetically (tight limestone, stratified limestone and nonporous chert, and highly porous tripolitic chert) or structurally (fractured versus unfractured chert and limestone). Using a 3D seismic survey acquired in Osage County Oklahoma, we use Kohonen self-organizing maps to classify different diagenetically altered facies of the Mississippi Lime play. The 256 prototype vectors (potential clusters) reduce to only three or four distinct "natural" clusters. We use ground truth of seismic facies seen on horizontal image logs to fix three average attribute data vectors near the well locations, resulting in three "known" facies, and do a minimum Euclidean distance supervised classification. The predicted clusters correlate well to the poststack impedance inversion result.
Introduction
Seismic attributes do not only quantify reflector amplitude, frequency, and phase; they also, through estimates of dip magnitude, dip azimuth, reflector convergence, reflector rotation, and coherence, quantify reflector configurations, which form the basis of seismic stratigraphy. Each mathematically independent (but ideally, geologically correlated) attribute volume adds a "dimension" to our analysis. Interpreters routinely perform "multidimensional analysis." A classic example is the attribute expression of a gas sand in a Tertiary Basin where the reservoir may be structurally high, coherent, and exhibit a strong negative reflection. The three seismic attributes (3D vector) at each voxel would then be curvature, coherence, and amplitude. Higher "dimensional" analysis is also implicit in risk analysis, where the attributes may be reservoir thickness, seismic data quality, hydrocarbon maturation, and rock brittleness anomaly. Two or three attributes (corresponding to two or three dimensions) are effectively analyzed by interactive crossplot tools. The analysis of more than three attributes requires a different workflow.
There are several competing techniques for coping with the classification (alternatively called clustering) of data with excessive dimensionality. One of the approaches is to reduce the data dimension by combining features. Principal component analysis (PCA) is a classical approach to reduce dimensionality and provides an orderly suite of projections that best represents the data in a least-squares sense. Like PCA, Kohonen self-organizing maps (SOM) project the high-dimensional data onto a lower dimensional space. Unlike PCA, this lower-dimensional space is not a plane, but rather is deformed to better represent the majority probability mass of the data (Wallet et al., 2009 ).
An additional advantage of SOM is that the clusters are topologically ordered, with similar clusters lying adjacent to each other in the latent space. Coleou et al.'s (2003) seismic "waveform classification" algorithm is implemented using SOM, where the "attributes" are seismic amplitudes on a suite of 16 phantom horizon slices. The means or cluster centers in this 16D space are connected by a 1D manifold that is in turn linked to a 1D latent space. The 16 components of each cluster center are plotted in order in one dimension, providing an image that can be interpreted as a waveform that represents the corresponding cluster. Plotting the ordered clusters against a 1D color bar results in a 2D map of seismic facies having similar waveforms. Coleou et al. (2003) generalize their algorithm to attributes other than seismic amplitude, constructing 3D vectors of dip magnitude, coherence, and reflector parallelism at each voxel. Strecker and Uden (2002) were perhaps the first to use 2D latent spaces with geophysical data, using multidimensional attribute volumes to form N-dimensional vectors at each voxel. Typical attributes included envelope, bandwidth, impedance, AVO slope and intercept, dip magnitude, and coherence. These attributes were projected onto a 2D latent space and their results plotted against a 2D color table. Gao (2007) clustered Gray level cooccurrence matrix (GLCM) texture attributes based on their Euclidean distance in the texture attribute space and 1D SOM to map seismic facies offshore Angola. He used 256 prototype vectors to map the natural clusters. These natural clusters were then calibrated using well control, giving rise to what is called a posteriori supervision. Roy et al. (2011) built on these concepts and developed an SOM classification workflow using five seismic attributes computed over a deep-water depositional system. They calibrated the clusters a posteriori using classical principles of seismic stratigraphy on a subset of vertical slices through the seismic amplitude. A simple but very important innovation was to project the clusters onto a 2D nonlinear Sammon space (Sammon, 1969) . This projection was then colored using a gradational 2D colorscale like that of , thus facilitating the interpretation.
SOM is an example of unsupervised classification that finds the natural clusters in a data volume. Supervised classification techniques are also widely used in seismic interpretation, with the most popular algorithms based on artificial neural networks (ANN). The supervision of ANN workflows may be either well control or interpreter training. Meldahl et al. (1999) used seismic energy and coherence attributes coupled with interpreter control (picked locations) to train a neural network to identify hydrocarbon chimneys. West et al. (2002) used a similar workflow, but one where the objective was seismic facies analysis and the input attributes were seismic textures. Corradi et al. (2009) used GLCM textures and ANN, with control based on wells and skilled interpretation of key 2D vertical slices to map sand and sealing versus nonsealing shale facies offshore west Africa. Hampson et al. (2001) predicted log properties from seismic attributes by training an ANN with well measurements.
In this paper, we first use Kohonen SOM for unsupervised classification of seismic facies and then introduce supervision using a minimum Euclidean distance (MED) measure. We begin with an overview of SOM. Next, we introduce the Mississippi Lime play and how it is expressed by seismic attributes. We cluster our data in an unsupervised manner, finding the natural clusters. We then introduce supervision by extracting three average attribute data vectors from interpreted horizontal wells in the survey. Each of the attribute data vectors has different seismic attributes as its components. We conclude with a comparison of our Figure 2 . (a) The general stratigraphic column (modified from Zeller, 1968; Thorman and Hibpshman, 1979) with the Mississippian tripolitic chert interval present at the unconformity between the Pennsylvanian and Mississippian age. Matson (2013) subdivides the Mississippian in this study area into the tight St. Joe limestone, and the Osage A and Osage B levels. (b) The map of Mississippian Chert reservoirs (Rogers, 2001 ) and the approximate location of the seismic survey (yellow circle) from Osage County, Oklahoma, within the Cherokee Platform province. This Cherokee Platform is bounded on the west by the Nemaha Uplift and to the east by the Ozark Uplift (not in the figure).
Interpretation / November 2013 SB111 clusters against a more conventional poststack inversion volume. Kohonen's (1982) original SOM algorithm is based on localized (neighborhood) training of prototype vectors (e.g., a seismic waveform or a vector of attributes) on a 2D SOM grid. Although the vectors can move to better represent the nearby data, the spatial relationship between the prototype vectors and its neighbors on the SOM grid is preserved, or topologically ordered.
Methodology
The SOM was first developed by Kohonen in the biological sciences, but is now commonly used in speech recognition, economics, and of course, geophysical data analysis. Excellent implementations of SOM can be found in MATLAB and at least two commercial interpretation packages (one of which was used by Coleou et al., 2003; Gao, 2007) . However, the commercial packages today appear to use a 1D latent space, while the MATLAB implementations are not amenable to handling large 3D seismic data volumes. An early implementation described by Strecker and Uden (2002) does use a 2D latent space, but may no longer be commercially available. Recently, Marroquin et al. (2009) have used 2D latent space for SOM classification. We describe the algorithm as we have implemented it so that others can duplicate or improve upon our effort. In our case, we will use multiattribute data vectors as input into the SOM clustering algorithm.
To avoid guessing at the number of clusters necessary to represent the data, we overdefine the number of initial clusters through the use of a large number of "prototype vectors" (PVs). As experienced by Gao (2007) , subsequent iterations using a Kohonen SOM neighborhood training function results in the large number of PVs "clumping" into a smaller number of actual clusters that represent the true variability in the data. . Two different models for the diagenesis the Mississippian Chert developed from weathered and/or eroded limestone (after Rogers, 2001 , using nomenclature of Matson, 2013) . In the reef model, the chert forms at the reef margin. In the Breccia model, the chert forms as subaerially exposed breccia deposits. (a) Stage-one digenesis for both the settings is the silica replacement of calcite in a submarine environment. (b): Stage-two digenesis is a result of erosion and uplift, infiltration by meteoric water and formation of low-density porous chert.
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After the training is complete, the modified PVs are then color-coded by using a 2D gradational colorscale. Clumped PVs have nearly identical colors. Each N-dimensional data vector of attributes is compared to these 256 trained PVs. The data voxel is then assigned the color associated with the PV that most closely matches the corresponding data vector, resulting in a 3D seismic facies volume. Figure 1 shows a flowchart explaining the multiattribute SOM workflow. The background theory on SOM is explained more completely in Appendix A.
Application
The Mississippi "Lime"
The general stratigraphic column (Figure 2a) shows the Mississippian tripolitic chert interval to be below the Mississippian-Pennsylvanian unconformity. Other tripolite targets are within the Mississippian limestone. These weathered and/or detrital intervals of highly porous rock are present in north-central Oklahoma and south-central Kansas. The Mississippi Lime and tripolitic chert reservoirs have been producing hydrocarbons since 1919. Although the tripolite is widespread across the region, it is not continuous and is highly heterogeneous (Rogers, 2001) which is evident in Figure 2b . Our data set is from Osage County, Oklahoma, (Figure 2b ) which sits within the Cherokee Platform which is bounded on the west by the Nemaha Uplift and on the east by the Ozark Uplift (Johnson, 2008) . Matson (2013) subdivided the Mississippian in this study area into the tight St. Joe limestone, and the Osage B and Osage A levels. The Osage B consists of alternating penecontemporaneously deposited thinly layered limestone and nonporous chert which do not undergo subsequent diagenetic alteration (although shrinkage often results in shattered chert). Osage A can be diagenetically altered through meteoric processes and consists of siliceous limestone and high porosity tripolitic chert. Rogers (2001) suggested most Mississippian tripolitic chert developed primarily from weathered or eroded Mississippian Lime that was deposited as muddy debris flows. Figure 3a and 3b (modified from Rogers, 2001) show the two schematic depositional models for the chert and the formation of high-porosity and low-density chert. (Dowdell et al., 2012) . The logs include GR (gamma ray), NPOR (neutron porosity), RHOB (density), V P , V S , PHIT (calculated total porosity), and RHOMAA (calculated density of the apparent matrix). CAL is the caliper and shows significant borehole issues at the top of the zone. The blue section is "Osage A," the red section is "Osage B" and the green section is "St. Joe." In the reef model (Figure 3a) , the reef is eroded by wave action and material is deposited downslope as debris flows. Silica then replaces some of the limestone (stage-one diagenesis) to form high-density, low-porosity chert. In the breccia model, karst breccias formed in a subaerial environment are submerged and the silica replaces some of the limestone (stage-one diagenesis) to form chert. The siliceous limestone and the layered chert and limestone (corresponding to Osage B formation) are formed in this environment. Later, sea level drops ( Figure 3b ) and results in flushing of the rock and dissolution of the remaining calcite by low-pH fluid by meteoric water and absence of new silica precipitation. This results in moldic porosity and vuggy porosity (yellow arrows) that is common in the low-density, highporosity tripolitic chert (corresponding to Osage A).
The tripolitic chert is widespread, but unlike the limestone, it is discontinuous throughout the Mississippian section (Rogers, 2001) . Much of the limestone has also been altered to a dense, nonporous chert that exhibits fractures due to shrinkage and subsequent tectonic activities. Figure 4 shows a suite of logs from one of the wells in the survey with the different Mississippian Lime facies highlighted. The tripolitic chert reservoirs (Osage A) are heterogeneous and have highporosity and low-density (highlighted in blue color). The interbedded limestone and nonporous chert (Osage B) have high density and are highly fractured (highlighted in red color). The high-density tight St. Joe limestone is highlighted in green color. The tripolitic chert forms sweet spots in the reservoir. Ideally, horizontal wells are drilled perpendicular to the fractures in the limestone and tight chert intervals of the formation and hydraulically fractured and/or acidized. Such completion provides the necessary plumbing to produce multiple sweet spots. The log responses of tripolitic chert zones show low resistivity, low density, and high porosity (25%-30%). With the proposed seismic facies analysis, we try to visualize and map the heterogeneous chert reservoirs to optimize the well locations to economically exploit the sweet spots.
The seismic survey was acquired using acquisition parameters commonly used for a Midcontinent USA 3D seismic survey. The record length is 2 s at a 2 ms sampling interval. Figure 5a shows a vertical seismic section across one of the wells (well B) in the survey. Figure 5b is a time slice showing the locations of the seismic section and the two available wells (wells A and B) present within the survey. The information from these two wells is used for interpretation and supervised classification. Although vertical well bores of wells A and B lie at the edges of the survey their horizontal well bores extends within the survey. Different volumetric attributes are calculated with the seismic volumes and the "best attributes" are chosen to properly classify the chert reservoir. Multiattribute seismic facies analysis
In our 3D SOM algorithm, the input consists of several physically independent volumetric attributes where the number of input attributes determines the intrinsic dimensionality of the data. In this application, we normalize our input data vectors using a Z-score algorithm. Thus, our input data consists of a vector assigned at each voxel or (x, y, z) location in our 3D survey. We evaluate three different workflows to estimate seismic facies. The first workflow applies unsupervised Kohonen SOM analysis to structural attributes, while the second workflow applies the same unsupervised Kohonen SOM analysis to texture attributes. In the third workflow, we derived a supervised multiattribute seismic facies analysis in which three average attribute data vectors near the wells are compared to the multiattribute data set, based on the MED measure. The case studies based on the three workflows provide a qualitative analysis of the heterogeneous chert reservoir in the survey.
Attribute selection and unsupervised classification
We evaluated two different hypotheses corresponding to two different sets of input volumetric attributes to our clustering algorithm. This is done to find the "best attribute" and to do a proper analysis of the heterogeneous chert reservoir.
Structural attributes
Our first hypothesis (workflow 1) assumes that the magnitude of reflector convergence, coherence, coherent energy, and dip magnitude ( Figure 6 ) better map the structural heterogeneity of the chert layers. Coherent energy will bring out amplitude changes associated with tripolitic and tight limestone. Coherence will highlight the discontinuities within the reservoir. Dip magnitude will capture deformation of the reflectors. Reflector convergence attribute measures the bed thickness of the reflectors by measuring the magnitude to which these reflectors converge. The shattered chert and the Tripolitic chert will be more discontinuous compared to the tight limestone regions. Using these attributes as input data to the SOM algorithm will result in a "structural" classification that emphasizes differences in reflector orientation, continuity, and configuration in the data volume. Figure 7 shows different features in the 3D seismic facies volumes generated as output after the first analysis.
Texture attributes
Our second hypothesis (workflow 2) assumes that the tripolitic chert, silica-rich limestone and the St. Joe tight limestone have different textures (Figure 8 ). Coherent energy, the spectral bandwidth computed from spectral decomposition (Zhang et al., 2009) , and three GLCM texture attributes are used in the analysis. We use bandwidth over spectral attributes to measure the vertical variations in texture. Our implementation of GLCM measures lateral variations of reflectivity along structure. A common, everyday example of textures is the association of the grain seen on furniture and the tree from which it was made. Gao (2007) used textures to map a deep water system offshore Angola. Matos et al. (2011) used texture to identify Osage-age channel features in a different Osage County seismic survey. For GLCM analysis, an ensemble of traces are examined as an image and the distribution of pixel values within a subregion of data are described mathematically, effectively quantifying the spatial organization of A posteriori analysis from the borehole image log and fracture density diagram of well A shows magenta or dark pink color correlate to the tight limestone facies (St. Joe Limestone) (indicated by the magenta arrows) while orange and red correlate to the dense layered chert and limestone facies (Osage B) (indicated by the red arrows). Similar a posteriori analysis from well B shows that light green and yellow correlate to tripolitic chert facies (Osage A) (indicated by the yellow arrow). The forth cluster blue and cyan correlates to areas of low coherence and high dip magnitude, which we interpret to be areas of faults, fractures and karst (blue arrows as in Figure 6 ).
Interpretation / November 2013 SB115 SB116 Interpretation / November 2013 seismic reflection (West et al., 2002) . The GLCM energy is the sum of the squared values of the pixels defined by the Gray Level Co-occurrence Matrix. The GLCM entropy is a statistical measure of randomness of the seismic amplitude. The GLCM homogeneity highlights regions having strict stationary statistics (invariant mean and variance). In our study area, the dense, fractured, and occasionally cherty St. Joe limestone is characterized by high coherent energy, thicker continuous reflectors, higher amplitude, high GLCM homogeneity, and low GLCM entropy, as highlighted by white arrows (Figure 8 ). The layered chert and lime of the Osage B interval is characterized by comparatively less coherent energy, thin reflectors, lower GLCM homogeneity, and higher GLCM entropy (Figure 8 ). The high porosity and low-density tripolitic chert Osage A is characterized by low amplitude, low coherent energy, low GLCM homogeneity, and high GLCM entropy, as highlighted by blue arrows (Figure 8) . We use these differences to classifying the data set on the basis of amplitude and texture variations. Figures 9 and 10 show different features in the 3D seismic facies volumes generated as output after unsupervised classification.
Supervised classification
Waveform similarity based on distance metrics have long been used in seismic interpretation. Typically, the interpreter compares a vector of samples (e.g., Johnson et al., 2001) or attributes (e.g., Michelena et al., 1998) extracted from productive or nonproductive wells to every trace along the horizon. Here, we perform a similar exercise, but do the comparison volumetrically. Furthermore, if the MED between the vector at a given well lies beyond a user-defined threshold distance, the voxel is assigned to an unclassified cluster. This Figure 10 . Subvolumes used to extract three average data vectors, which will be used in supervised multiattribute seismic facies classification. The three subvolumes have been chosen on the basis of the image log interpretation from White (2013) . In the fracture density plots, hot colors indicate high fracture densities based on the two wells. Interpretation / November 2013 SB117 workflow was introduced by Poupon et al. (1999) in correlating wells to seismic waveforms, where the supervision was not only the actual seismic about the well, but also a suite of synthetic seismic traces generated through petrophysical modeling and fluid substitution.
The supervised seismic facies classification techniques described in this paper is based upon MED measure between the well data vector and attribute data vector. This analysis returns a scalar value based on some notion of similarity. We begin by computing average attribute vectors about the well representing the three desired facies selected based on the borehole image log interpretation from White (2013) , as shown in Figure 11 . Three small zones are taken, two along well A and one along well B to perform a supervised classification about the Mississippian chert reservoir zone (Figure 10 ). The texture attributes used in unsupervised workflow 2 are also used in this supervised classification. The target vectors are then compared with vectors at every voxel of the data volume using Figure 11 . The three average waveforms extracted from the three subvolumes around the wells with the images of the borehole image logs for each of the facies type. (a) The borehole image log of well A corresponds to the tight St. Joe limestone formation. The corresponding facies type is defined to be facies 1 (violet color). (b) The borehole image log within the Osage B formation shows many natural fractures and interbeded chert and lime. The corresponding facies type is defined to be facies 2 (yellow color). (c) The image log shows the presence of low-density diagenetically altered tripolitic chert (corresponding to the Osage A formation). The corresponding facies type is defined to be facies 3 (green color). SB118 Interpretation / November 2013 the MED metric. This metric provides a quantitative measure of the similarity between the data at each voxel and the three target seismic facies.
It is observed from the fracture density calculations (Figure 10a ) and the borehole image logs (Figure 11a and 11b) along the well bore (White, 2013 ) that, apart from St. Joe limestone, there are some natural fractures present in the dense chert of the well A. Thus, two zones are identified; one in the region of dense cherty limestone, and the other in the region of dense chert with natural fractures (layered chert and limestone). The average data vector of facies 1 (light blue-violet color) is extracted from well A around the vertical and horizontal zone having the tight relatively unfractured cherty limestone. The average data vector of facies 2 (yellow color) is extracted from the horizontal section of well A, in which tight fractured chert are observed. The average data vector of both facies 1 and facies 2 are somewhat similar in that they exhibit high GLCM homogeneity, high GLCM energy, and low GLCM entropy. However, these two facies exhibit different amplitudes, as observed in Figure 11a and 11b.
Well B was drilled in the southern edge of the survey. It is a producing well and has been drilled mostly in the tripolitic chert facies 3 (light green color) (Figures 10b  and 11c ). The average data vector from facies 3 shows less coherent energy, lower bandwidth, higher GLCM entropy, low GLCM homogeneity, and moderate GLCM energy (Figure 11c ). These average data vectors are compared to the same z-score normalized data set. We measure the Euclidean distance between the training vectors and each attribute data vector. If the confidence value of the data vector at a given voxel and one of the training data vectors exceeds 80%, the voxel is colorcoded according to the closest facies type. If none of the data vectors exceeds 80%, the voxel is considered to be an unknown facies 4 (gray color) that does not fall in either of the above three groups. The supervised classification workflow is summarized in the flowchart in Figure 12 .
Discussion
Although we started our analysis with an overdefined number of 256 PVs, the unsupervised SOM clumps (clusters) them into a smaller number of "natural clusters" present in the multiattribute data set. From Figures 7b and 9b, we see that the projections of these PVs form four/five clusters after the final iteration.
The unsupervised seismic facies analysis from the structural attributes (workflow 1) helps to map the discontinuity and the overall distribution of rock types within the Mississippian chert reservoir (Figure 7a ). Figure 13 . The multiattribute supervised seismic facies volume, with the facies defined in Figure 11 . The violet seismic facies (facies 1) corresponds to the tight St. Joe's limestone, the yellow seismic facies (facies 2) corresponds to fractured chert with interbeded chert and lime regions, and the green seismic facies (facies 3) corresponds to the tripolitic chert rich zones. The facies which are not similar to these three facies are color-coded gray.
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In our data area, the harder higher-density chert will exhibit greater amplitude and higher coherence compared with either the fractured or the low-density tripolitic cherts. Analyzing well A, we find the magenta, pink, and orange facies correlate to the tight limestone and fractured tight chert (the St. Joe Limestone and the Osage B) as shown in Figure 7a . From a posteriori analysis of well B, we interpret the yellow and green colors to correlate to the tripolitic chert facies (corresponding to the Osage A) also shown in Figure 7a . In addition, the combined effects of the dip magnitude, coherency, and the reflector convergence attributes helps identify fractures, faults, and karst features which corresponds to the blue and cyan colors. Although some of the structural features are concentrated in the fractured chert Osage B, most are concentrated in the tripolitic chert Osage A.
The second workflow using unsupervised seismic facies analysis from the texture attributes (workflow 2) appears to define a greater number of seismic facies in the survey area (Figure 9a ). After the final iteration, five major clusters are formed which are interpreted by analyzing wells A and B. The dark red zones correspond to the dark red cluster formed in the outliers, interpreted as tight cherty limestone (the St. Joe). Figure 10a shows the horizontal well overlain on a vertical slice through the seismic facies volume. Overlaying the vertical section with the fracture density plot (White, 2013) , we correlate the lighter red areas with highdensity fractured chert rich and the layered chert and limestone. From Figure 10b , we interpret the lightercolored (light green and yellow) facies to be tripolitic chert (Osage A).
The supervised seismic facies volume ( Figure 13 ) is quite similar to the previous two unsupervised SOM classified volumes. The blue-violet facies (facies 1) corresponds to the St. Joe limestone. The yellow facies (facies 2) corresponds to high-density fractured and layered chert and limestone (Osage B formation). The green facies (facies 3) corresponds to tripolitic chert (Osage A formation). These green areas correspond to the diagenetically altered chert with low-density and high-porosity values. The tripolitic chert facies is not uniform across the survey and occurs in patches. The remaining data that do not fall in any of the above three groups are color-coded gray.
Using wells A and B, a poststack P-impedance inversion ( Figure 14 ) was done (Dowdell et al., 2012) , and the results compared with the multiattribute unsupervised seismic facies analysis. High impedance (purple) corresponds to regions interpreted in the facies volumes as either high-density chert (Osage B) or St. Joe limestone. Intermediate (green) impedance occurs in the regions having fractured nonporous chert or layered chert. Finally, low-impedance regions (yellow and red) correspond to the rocks of low density and high Figure 14 . The results of poststack P-impedance inversion. (a) The less dense highly porous tripolitic chert regions have low impedance (red and yellow colors). This result when compared with unsupervised seismic facies analysis workflow 2 shows that the dense limestone and chert-rich zones correspond to high impedance regions, and the low impedance corresponds to the lowdensity porous tripolitic chert rich areas. Similarly, the fractured layered chert and lime correspond to the regions with medium-tolow impedance. (b) The P-impedance volume is corendered with the positive principal curvature k1. When compared with the multiattribute analysis with the structural attributes (workflow 1), it shows similar discontinuities/fractures, faults, and karst features accompanied with the different chert facies.
SB120 Interpretation / November 2013 porosity and correspond to the tripolitic chert-rich zones (Figure 14a ). The unsupervised seismic facies volume (Figure 9 ) from the texture attributes (Workflow 2) is similar to the P-impedance inversion volume (Figure 14a ). The zones interpreted as dense limestone correspond to the regions having high impedance values. Similarly, the low-impedance zones are interpreted as tripolitic chert-rich zones in the unsupervised facies volume from the "texture" attributes. In this case, we can replace coherent energy in workflow 2 with acoustic impedance resulting in the improved classification. The P-impedance inversion volume corendered with the k 1 most-positive principal curvature (Figure 14b) suggests that there are more fractures in the low-impedance regions compared to the limestonerich areas (White, 2013) . The unsupervised seismic facies volume from the structural attributes (Workflow 1) shows structural features in blue (Figure 7 ) and shows similar distribution pattern of the k 1 principal curvature as in Figure 14b .
Conclusions
Seismic stratigraphy and seismic facies analysis based on reflector configurations such as onlap and offlap are routinely used in clastic and carbonate depositional environments. Facies analysis of diagenetically altered rocks is less common. Proper selection of the input seismic attribute volumes is the key to effective classification to differentiate the various diagenetically altered rocks. The proposed unsupervised SOM algorithm generates natural clusters that are formed from the overdefined classes. We have used two different sets of attribute volumes to identify different expressions of diagenesis and structural deformation present in the Mississippi chert reservoir.
The three facies (St. Joe tight limestone, fractured and layered Osage B chert, and high-porosity Osage A tripolitic chert) are identified from the borehole image logs and used as training vectors for supervised classification. This supervised classification produced results consistent with the unsupervised classification. While identifying porous tripolitic chert as the sweet spots, the tight layered cherts with the natural fractures are identified as areas that may be more effectively stimulated by hydraulic fracturing. The poststack inversion result combined with the different seismic facies further defines the prospective zones of this Mississippian chert reservoir.
With all three workflows, we infer the "best" attributes for classifying the heterogeneous Mississippi Chert reservoir to be GLCM entropy, GLCM homogeneity, spectral bandwidth, coherence, and P-wave impedance. Using image logs from two horizontal wells in the survey, we find that unsupervised SOM successfully maps the three facies of interest. These unsupervised facies are consistent with those obtained using a more direct MED supervised classification volume. Given these findings, we suggest applying unsupervised classification to the above suite of attributes to map chert versus limestone facies in surveys without well control to highlight potential tripolite and fractured zones. Once well control is available, either in the survey of interest or in a neighboring survey, these clusters can be calibrated by computing representative attribute vectors about key facies observed in the well and correlating them to the vectors found by SOM.
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Appendix A Kohonen SOM clustering analysis
The Kohonen SOM algorithm assumes that the input is represented by J vectors in an N-dimensional vector space R n , x j ¼ ½x j1 ; x j2 ; x j3 : : : .x jN , where N is the number of input attributes (or amplitude samples for "waveform" classification) and j ¼ 1; 2; : : : ; J is the number of vectors (one vector per voxel in 3D, one vector for map location in 2D). The input attributes have different units of measurements, resulting in radically different numerical ranges. We chose a simpler approach of choosing physically independent attributes and computing their Z-score.
Our SOM implementation defines mapping from the R n , input data space to a 2D SOM grid space where the PVs assigned to each grid point are topologically ordered. The 2D SOM grid space can be understood as a 2D sheet upon which the interconnected imbedded PVs lie. The PVs are represented by m i , m i ¼ ½m i1 ; m i2 : : : m iN , where i ¼ 1; 2; : : : ; P, where P is the number of PVs. We project the PVs onto a rectangular structure map that preserves the neighborhood relationship among the PVs. A projected PV in the 2D SOM grid space occupies a single grid point. We initialize the PVs using PCA with the 2D SOM being defined by the first two eigenvectors with amplitudes ranging between AE3 ffiffiffiffi ffi λ 1 p and AE3 ffiffiffiffi ffi λ 2 p (three standard deviations of the variability in the data as defined by the eigenvalues λ 1 and λ 2 . After training, these PVs deform and move out of the 2D plane to move closer to the data vector such that the 2D SOM grid better represents the natural Interpretation / November 2013 SB121 clusters present in the input data. After several iterations, the PVs continue to move (organize), clumping into subsets. PVs that are close in the SOM grid space will represent attribute vectors that are similar to each other. The number of these clumped PVs determines the effectiveness and generalization of the algorithm.
For example, Figure A-1a shows 300 samples belonging to three distinct Gaussian distributions having the same standard deviation but different means. These 300 input vectors have three attributes or dimensions (N ¼ 3) . Each sample vector in 3D space is crosscorrelated with itself and all other vectors, resulting in a 3 × 3 covariance matrix. To begin, we choose three times the square root of each of the first two eigenvalues (three standard deviations) of this covariance matrix to define our initial 2D SOM grid space, which we sample with an 11 × 7 regular hexagonal grid (Figure A-1b) . This definition results in the SOM grid space representing approximately 99.7% variance of the input data set. There are 77 PVs, much more than needed to represent the three natural clusters. Each of these individual PVs is denoted by a vector m i of dimensionality three (the same dimensionality as the input data vectors).
During the SOM training process, an input vector is initialized and is compared with all N-dimensional PVs. The prototype vector with the best match "winner" and its surrounding PVs will be updated, thereby "training" that neighborhood of the SOM. A Gaussian neighborhood function is defined with about the winner PV as its center and σðtÞ as its variance. With each subsequent iteration, the neighborhood radius σðtÞ (variance) decreases. Thus, in each iteration, the winning prototype vector is brought closer to the data vectors in the input data space while its corresponding node organizes (or clumps) into one of the clusters formed in the 2D SOM space. After 100 iterations, the node SOM grid space clumps into the three classes present in the input data ( Figure A-1c) . The trained PVs are color-coded using 2D gradational colors ). We will use a hue saturation value (HSV) model for 2D spaces defined as hue H,
and saturation S as
where u and v are the projected components of the trained PVs onto the 2D SOM grid space. The input data in this example visually contain three separate classes which gives rise to three separate clusters and they are color-coded using the 2D HSV color palette with equations A-1 and A-2 ( Figure A-1d ). This coloring scheme will be used for generating the seismic facies volumes discussed in the remainder of the paper. A more mathematical explanation of all the above steps is given in Kohonen (2001) and Roy et al. (2011) . 
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We start the training by first projecting this normalized multiattribute data onto a 2D SOM grid space defined by using the eigenvalues and eigenvectors obtained from PCA. The SOM grid space is thus uniformly sampled with grid points that are projections of PVs having the same dimensions as the number of attribute volumes taken as input. Due to the limitation of our visualization software, which provides only 256 colors, we have limited our overdefined PVs to be 256. We apply the SOM training rule to cluster these vectors in the SOM grid space. The PVs are updated after each iteration and they slowly move toward the data vector in the input space, resulting in an updated projection of the PVs onto the SOM grid space. As the updating slows down, the training process stops. The SOM manifold can be far from planar and can even unfold itself, linearly projecting the multidimensional PVs onto a 2D SOM grid space causes some overlap in the projections. Thus, after the final iteration, we do a nonlinear projection of the PVs using a Sammon projection (Sammon, 1969) . This algorithm is based upon a point mapping of a set of N-dimensional vectors to a lower-dimensional space such that the inherent structure of the data is approximately preserved. Sammon mapping helps in reducing some of the overlap of the projection of the PVs (nodes), by maintaining inter-PV distance measures corresponding to intergrid point distance measures in the 2D SOM grid space. We use a 2D HSV color model to assign continuous color to the PVs according to the distance from the center of mass and the azimuth of their projections. Once trained, the Euclidean distance is computed between each trained PV, m 0 i and the multiattribute input data vector, x n at each voxel using
where m 0 b is the nearest PV to the input data sample vector x n . Each voxel in the 3D data space is then assigned the color corresponding to m 0 b . In this manner, two dissimilar neighboring samples in the seismic volume that are far apart in the SOM grid space will have different colors (Roy et al., 2011) . Conversely, two similar samples in the seismic volume will have nearly the same color. Each color represents a seismic facies, most of which are geologic facies, but some which may be seismic "noise" facies.
