Difference schemes are a simple but powerful tool for the construction of orthogonal arrays. In this study, we construct some new OAs of strength 3 by using difference scheme of strength 3, orthogonal partition and the Kronecker product.
Introduction
Besides being used for the construction of various other combinatorial configurations, orthogonal arrays (OAs) have, since their introduction by Rao [13] in 1947, gained prominence among statisticians for their properties as fractional factorial designs. They are widely applied to the design of experiments (DOE), statistics [6, 9, 15] , coding theory [1, 6] , computer science [9] , and quantum information [4] , as well as drug screening. In addition to their orthogonality, OAs of high strength have the projection properties of high order and uniformity, which are employed in theoretical studies and computer experiments.
Many statisticians and mathematicians [8] are devoting efforts to the construction of OAs. In addition, an increasing number of authors are focusing on designs with orthogonality, projection properties, and uniformity. The main methods in the literature include Latin squares, Hadamard matrices, difference schemes [7, 10] , orthogonal decompositions of projection matrices [10, 16] , and finite projective geometries [14] . Hedayat et al. [7] established the relations between difference schemes and OAs of strength t, and also proposed a method to construct symmetric OAs. Du et al. [5] also proposed the recursive construction of symmetrical OAs of strength m using orthogonal partitions.
In this study, we first use difference schemes and orthogonal partition to construct OAs of strength 3. In Section 2 we introduce concepts of OA, difference scheme and orthogonal partition. In Section 3 we give some lemmas, and construct some new OAs with strength 3 by using difference scheme, orthogonal partition and the Kronecker product.
Preliminary Notes
In order to present our results, we make some preparations. Let Z k s denote the k dimensional space over a ring Z s = {0, 1, · · · , s − 1}. Let A T be the transpose of matrix A and (s) = (0, 1, · · · , s − 1)
T . The Kronecker product B ⊗ C and Kronecker sum ⊕ are respectively defined as: 
g ∈ S} is a subgroup of G and E (i 1 ,i 2 ,...,it) = E| S t , where
is a difference scheme of strength t if for every r × t subarray each coset of E (i 1 ,i 2 ,...,it) is represented equally often when the rows of the subarray are viewed as elements of G t . We denote such an array by D t (r, k, s) on S. Definition 2.3 Let A be the orthogonal array OA(n, m, p
. . , A u } is said to be an orthogonal partition of strength t 1 of the OA A. In particular, when t 1 = 0, {A 1 , A 2 , . . . , A u } is still an orthogonal partition of A of strength 0, A i can be seen as an OA( n u , m, p
For simplicity in the following descriptions, we introduce some notations:
, where l 1 , · · ·, l k , j, m and n are integers.
Main Results
First, we need the following auxiliary results.
. . , A u } be an orthogonal partition of strength t 1 of an OA(n, k, p, t ), and {B 1 , B 2 , . . . , B v } be an orthogonal partition of strength t 2 of an OA(m, s, p, t ). Let h = l.c.m.{u, v}. Then, the matrix In the following, we give some results of constructing orthogonal arrays.
Theorem 3.7
There is an orthogonal partition with strength 1 of the orthogonal array obtained by Lemma 3.2.
Proof. Assume that L = D 3 (r, k, s) ⊕ (s) is obtained by Corollary 3.8, and D i is the i-th row of difference scheme D 3 (r, k, s). 
