Brief Review of the Logistic Regression Model
The Logistic Regression model aims at learning a mapping function , or , where is the true class label and is a vector of discrete or continuous values. Here denotes the index of the feature and is the feature dimension. Let indicate features and represent class labels, where represents the index and is the size of the training data. The model assumes a parametric form of the distribution , whose parameters can be estimated from training data. The parametric model of logistic regression is defined as:
( 1) ( 2) if we denote as , we can alternatively write Equation (2) as,
where . The parameters can be estimated using the Maximum Likelihood Estimation (MLE) criteria 13 as .
Code for reference
MATLAB code
function execute_acp_script() % simulate 1D data (not linearly separable) n = 300; XTR = [-3+randn(n,1); randn(n,1); 3+randn(n,1)]; % predictor matrix of the training data YTR = [zeros(n,1); ones(n,1); zeros(n,1)]; % class label of the training data XTE = [-3+randn(n,1); randn(n,1); 3+randn(n, 
