Abstract: Three strategies are employed to estimate the covariance matrix of the unknown parameters in an error-in-variable model. The first strategy simply computes the inverse of the normal matrix of the observation equations, in conjunction with the standard least-squares theory. The second strategy applies the error propagation law to the existing nonlinear weighted total least-squares (WTLS) algorithms for which some required partial derivatives are derived. The third strategy uses the residual matrix of the WTLS estimates applicable only to simulated data. This study investigated whether the covariance matrix of the estimated parameters can precisely be approximated by the direct inversion of the normal matrix of the observation equations. This turned out to be the case when the original observations were precise enough, which holds for many geodetic applications. The three strategies were applied to two commonly used problems, namely a linear regression model and a two-dimensional affine transformation model, using real and simulated data. The results of the three strategies closely followed each other, indicating that the simple covariance matrix based on the inverse of the normal matrix provides promising results that fulfill the requirements for many practical applications.
Introduction
Total least squares (TLS), originally introduced by Golub and van Loan (1980) in mathematical literature, is now a standard method applicable to a variety of science and engineering problems. TLS is used to estimate the unknown parameters of a so-called error-in-variable (EIV) model, in which both the observation vector and the design matrix are perturbed by random errors. There are a large number of publications in statistical and geodetic literature on the solution of EIV models using the weighted total least-squares (WTLS) method. In geodetic literature, although the terminology EIV was not directly used, an EIV model was treated in a two-dimensional (2D) nonlinear symmetric Helmert transformation by Teunissen (1988) , in which the exact solution was given using a rotational invariant covariance structure. For studies on TLS, refer to those by Van Huffel and Vandewalle (1991) , Davis (1999) , Felus (2004) , Felus and Schaffrin (2005) , Akyilmaz (2007) , Schaffrin and Wieser (2008 , 2009 , 2011 , Felus (2009), Neitzel (2010) , Xu et al. (2012 , , Fang (2011 Fang ( , 2013 , Tong et al. (2011 Tong et al. ( , 2015 , Shen et al. (2011) , Jazaeri (2012, 2013) , Jazaeri et al. (2014) , Amiri-Simkooei (2013) , Amiri-Simkooei et al. (2014 , and Shi et al. (2015) .
Amiri-Simkooei and Jazaeri (2012) formulated the solution of the WTLS problem based on the standard least-squares theory. It applies an iterative algorithm to the linearly structured GaussMarkov model (GMM) instead of solving a nonlinear GaussHelmert model (GHM). The algorithm takes into consideration the complete structure for the covariance matrix of the coefficient matrix. Having this formulation available, one can apply the existing body of the knowledge of the least squares to the WTLS problem. Jazaeri et al. (2014) derived another algorithm for solving the WTLS problem by considering the complete description of the covariance matrices without the use of Lagrange multipliers in a straightforward manner. Xu et al. (2012) reformulated the nonlinear equality-constrained adjustment solution of an EIV model as a nonlinear adjustment model and further extended it to a partial EIV model in which not all elements of the design matrix are random. Following the study by Xu et al. (2012) , Shi et al. (2015) derived an alternative formula for parameter estimation in a partial EIV model.
Having an estimate available, in the estimation theory in general and in the geodetic applications in particular, an important question arises as to the degree of precision of the estimated parameters. The precision of the estimates can be provided using the covariance matrix of the estimated parameters. In the standard least-squares theory, the covariance matrix can simply be obtained by inverting the normal matrix of the observation equations. The WTLS formulation based on the study of Amiri-Simkooei and Jazaeri (2012) provides such a covariance matrix. Xu et al. (2012) also investigated the error evaluation of the nonlinear TLS estimate, including the first-order approximation of accuracy, nonlinear confidence region, and bias of the nonlinear TLS estimate. Because of the nonlinearity and hence randomness of the elements involved, the existing methods provide only an approximation for the actual covariance matrix (Teunissen 1985 (Teunissen , 1990 . A better approximation for the covariance matrix should, in fact, take into consideration the randomness of all random variables. Such a covariance matrix can be obtained by applying the error propagation law to the linear approximation of nonlinear functions. This indeed holds also for the WTLS estimates.
The objective of this study was the estimation of the covariance matrix of the unknown WTLS parameters using three strategies: (1) computing the inverse of the normal matrix of the observation equations presented by Amiri-Simkooei and Jazaeri (2012); (2) applying the error propagation law to the linearized form of the WTLS estimates (three algorithms) presented by Fang (2011 ), Tong et al. (2011 ), Amiri-Simkooei and Jazaeri (2012 , and Jazaeri et al. (2014) ; and (3) using a simulation scenario, which is explained in detail in the next sections. A comparison is made of the numerical results of these three strategies.
This paper is organized as follows. The following section provides a brief review of the WTLS approaches to an EIV model. The three aforementioned algorithms are used to approximate the covariance matrix of the WTLS estimates in a later section. The error propagation law is applied to these nonlinear algorithms, and some required partial derivatives and technical issues relevant to these applications are also described. A subsequent section includes one empirical example and some simulation studies to investigate the efficacy of the formulations. A comparison is made with the simplest covariance matrix of the estimates. Finally, conclusions are provided in the last section.
WTLS Formulation
Explanations of three formulations for solving the WTLS problem are provided. Consider the following EIV model, in which, in addition to the observation vector, the elements of the design matrix are also affected by random errors
with the stochastic properties characterized by
where y = m-vector of observations; e y = m-vector of the observational error; A = m Â n design matrix; E A = m Â n random error of the design matrix; x = n-vector of unknown parameters; Dðe y Þ ¼ s 2 0 Q y and Dðe A Þ ¼ s 2 0 Q A , in which D is the dispersion operator and Q y and Q A are the corresponding symmetric and nonnegative cofactor matrices of size m Â m and mn Â mn for the observation vector and the design matrix, respectively; and s 2 0 = unknown variance factor of the unit weight assumed to be the same for both e y and e A ¼ vecðE A Þ. For simplicity, assume s 2 0 ¼ 1, indicating that the terminologies of the cofactor matrices and covariance matrices are equivalent. The symbol vec stands for the vec operator, which creates a column vector from a matrix by stacking the column vectors of matrix below one another.
The WTLS problem aims to solve the following minimization problem:
Minimize : e 
To solve for the unknown parameters x, three methods and their corresponding references are presented in Table 1 . The symbols $ and^represent the predicted and estimated quantities, respectively. In these formulations, the predicted design matrix A and the predicted observation vectorỹ (Amiri-Simkooei and Jazaeri 2012) are obtained asÃ
where the predicted residualsẼ A are obtained as
the estimated total residuals of the EIV model, which are different from the predicted residualsẽ
yê of the observation y in an EIV model. Thus, e ¼ẽ y ÀẼ Ax . In Eq. (5), ivec denotes an operator that converts an mn-vector to an m Â n matrix. Furthermore, the covariance matrix of the actual predicted observation y ¼ y À E A x, i.e.,
where = Kronecker product of two matrices; and I m = identity matrix of size m. The three formulations in Table 1 provide identical estimates by iterative algorithms (Amiri-Simkooei and Jazaeri 2012; Jazaeri et al. 2014) . Formulation 1 is of particular interest because it is similar to the standard least-squares formulation. This formulation allows the existing body of knowledge of the least-squares theory to be applied to the EIV model (Amiri-Simkooei and Jazaeri 2012). For example, the so-called normal matrix is a symmetric positive-definite matrix. Also, the predicted observation vector and design matrix are obtained asỹ ¼ y ÀẼ Ax andÃ ¼ A ÀẼ A , respectively. The covariance matrix of the predicted observations is approximated by Eq. (7). In addition, because of the randomness ofÃ and Qỹ , the covariance matrix of the estimated parametersx is approximated as
from which the variances and covariances among the estimates can be derived. In Eq. (8),ŝ 2 0 ¼ê T Q
À1
yê =ðm À nÞ is the leastsquares estimate of the variance factor of the unit weight. The numerical results of Eq. (8) have been shown to be identical to those of the nonlinear GHM (Amiri-Simkooei and Jazaeri 2012). For detailed information about this formulation and its different applications, see Amiri-Simkooei and Jazaeri (2013) , AmiriSimkooei (2013) , and Amiri-Simkooei et al. (2014) .
In this paper, the results obtained from the covariance matrix of the estimated parameters expressed in Eq. (8) were compared with those of the three formulations in Table 1 , for which the error Jazaeri et al. (2014) propagation law is used. For further comparison, some simulation scenarios were used. In the next section, the covariance matrix of the estimated parameters Qx was approximated by applying the error propagation law (Teunissen 2000) to the three WTLS estimators listed in Table 1 .
Covariance Matrix of WTLS Estimates
This paper aims to assess the error of the estimated parameters. For other researchers who have also provided the first-order approximation of accuracy of the nonlinear TLS estimates, refer to Xu et al. (2012) . They provided the covariance matrix of their estimates using their partial EIV formulation. This section aimed to determine the covariance matrix of the estimated parameters using three strategies. The first strategy used the approximate covariance matrix based on Eq. (8). The second strategy applied the error propagation law to the formulations of three WTLS estimators presented in Table 1 , for which some necessary partial derivatives were derived (this section).
The third strategy used simulated data, which is explained in detail in the next section.
To derive the covariance matrix of the estimated parametersx, one can either linearize the nonlinear (partial) EIV model, as done by Xu et al. (2012) , or directly apply the error propagation law to the linearized form of the three WTLS formulations. This latter approach was followed here because the three WTLS estimates are provided in Table 1 .
For this purpose, the following equations are introduced:
where the first equation is one of the functionsx in Table 1 . The second and third equations are introduced becausex is a function of the observation vector y and the design matrix A, in addition to thex itself. The estimated unknownx, the observation vector y, and the design matrix A are then staked into a vector of size n þ m þ nm, namely Y.
The covariance matrix Q Y is then to be determined. It is of the form
in which the correlation among the design matrix A and the observation vector y was ignored, i.e., Q Ay ¼ Q yA ¼ 0. It is further assumed that the Q y and Q A matrices are known, but Qx , Qx y , and Qx A are unknown to be determined. Using the error propagation law, the covariance matrix Q Y can be approximated by
where Q 0 x = approximation for the unknown covariance matrix ofx, obtained from Eq. (8), for instance. The Jacobi matrix J then reads
where J ½:½: are some partial derivatives to be determined. From the first formula of Eq. (9), it is obvious thatx is a function of three variables,x ¼ Fðx; y; AÞ. Therefore, the partial derivatives ofx with respect tox, y, and A exist. Also, the partial derivatives of y with respect to y and the partial derivatives of A with respect to A are obviously equal to identity matrices of size m and mn, respectively, i.e., J yy ¼ I m and J AA ¼ I mn . The other partial derivatives are equal to zero, i.e., J yx ¼ 0, J yA ¼ 0, J Ax ¼ 0, and J Ay ¼ 0. Therefore, Eq. (13) 
in which the first row of the partial derivatives will be determined for the three formulations in Table 1 . Using this formulation, it was noted that the covariance matrices Q y and Q A , obtained from
T , remain unchanged in the iterations, which is expected. It was also noted that the Jacobi matrix J is calculated only once because the random variables y and vecðAÞ are given and the estimated vectorx has already been determined through the iterative WTLS algorithm.
The three partial derivatives in Eq. (14) can be calculated as follows: 1. The n Â n matrix Jxx is obtained as
where the n Â 1 ith column of Jxx (i.e., ∂ x ix ; i ¼ 1; 2; …; n) is given in Fig. 1 for the three formulations presented in Table 1 . 2. The n Â m matrix Jx y is of the form
where the n Â1 ith column of Jx y (i.e., ∂ y jx ; j ¼ 1; 2; …; m) is given in Fig. 2 for the three formulations presented in Table 1 . 3. Finally, the n Âmn matrix Jx A has the following form:
where the kth n-column of Jx A [i.e., ∂ aijx ; i ¼ 1; …; m; j ¼ 1; …; n; k ¼ 1; …; mn, in which 1 k ¼ ðj À 1Þm þ i mn holds] is given in Fig. 3 for the three formulations of Table 1 . In Figs. 1-3 , to calculate the partial derivatives, a few terms are needed, which are addressed in the following section. It was noted that the partial derivatives of Q À1 y with respect to y and A are zeros, but its partial derivatives with respect to x follow as
in which the identity dðA À1 Þ ¼ ÀA À1 dðAÞA À1 is used to derive the derivative of an inverse matrix. Also,
and
where c i ¼ 0; …; 0; 1; 0; …; 0 ð Þ T and c j ¼ 0; …; 0; 1; 0; …; 0 ð Þ T are the canonical unit vectors of order n and m, which contain zeros except a 1 at ith and jth positions, respectively, and c ij = m Â n matrix, which contains zeros except a 1 at Row i and Column j. Table 1 Fig. 2. Partial derivatives ofx with respect to y j for the three formulations in Table 1 Fig. 3. Partial derivatives ofx with respect to a ij for the three formulations in Table 1 Having an estimate available for the unknown parameters, Algorithm 1 can be used in an iterative manner to calculate the covariance matrix of the WTLS estimates. A MATLAB script that implements this algorithm is provided in the Supplemental Data. 
Extract covariance matrix Qx from Q Y . End
Numerical Results and Discussions
To investigate the efficacy of the presented methods for estimating the covariance matrix Qx , two case studies were presented. The first case study was a linear regression model in which real and simulated data sets were used. This example has been widely used in many TLS research papers and is of interest in many engineering disciplines. The second case study was a 2D affine transformation for which simulated weighted data sets were used. This application is particularly of interest in many geomatics and surveying engineering applications. For each application, the covariance matrix of the estimates was directly computed using Eq. (8) (first strategy). Moreover, matrix Qx was estimated by applying the error propagation law to the corresponding formulation of the WTLS approach within an EIV model (second strategy). In the sequel, a comparison was made between the results obtained by Eq. (8) and those obtained using the error propagation law. Furthermore, for the simulated examples, a comparison was also made with the results of the simulation (third strategy) for both the linear regression and 2D affine transformation models.
Linear Regression Model
This section consists of two parts. The first example is a linear regression model in which real data sets were used, whereas simulated data were employed in the second example.
Real Data
For the first case study, the problem of linear regression was considered. A linear relation between the two coordinate components u and v is written as
where a and b are the slope and abscissa of the straight line, respectively. In many practical applications, the two variables u
of points; and e u i and e v i = errors in the two variables u and v, respectively. This paper used the data presented by Neri et al. (1989) . Observed data are u and v, which, along with the corresponding weights W u and W v , have been provided by Neri et al. (1989) and many other research papers. Therefore, they are not repeated here.
The aim was to obtain the precision of the WTLS estimates (slope a and intercept b of the regression line) along with the correlation coefficient, i.e., râb ¼ sâb =ðsâ sb Þ. The solution schema using WTLS are now briefly explained. If the parameter vector is defined as x ¼ a À b À Á T , only the first column of the coefficient matrix has random errors, whereas the values in the second column are fixed. Thus, Q y ¼ fdiag W v1 ; …; À Â W v 10 Þg À1 and Q A ¼ Q 2 Q 10 , where
, where the weights come from the data set presented by Neri et al. (1989) and diag is the operator that converts a vector into a diagonal matrix, of which the diagonal entries of the matrix are the vector's elements. The convergence threshold is chosen as ɛ ¼ 10 À12 . Further explanation is provided by AmiriSimkooei and Jazaeri (2012). The estimated line parameters of WTLS areâ ¼ À0:4805334074 andb ¼ 5:4799102240, in agreement with the results of Neri et al. (1989) .
For this data set, approximations for the covariance matrix ofx can be achieved using the two strategies mentioned previously: (1) by computing the inverse of the normal matrix of the observation equations [i.e., using Qx ¼ŝ Table 1 (three formulations). The value for the convergence tolerance of Algorithm 1 is also set to ɛ ¼ 10 À12 for the three formulations to fairly compare the results. Table 2 provides the standard deviations of the WTLS estimates and the correlation coefficient obtained via the two strategies.
A few observations from the results of Table 2 can be highlighted. First, the results of the second strategy for the three formulations were identical. The standard deviations of the estimated parameters and the correlation coefficient obtained from applying the error propagation law to the different WTLS estimates of Table 1 were exactly the same. In fact, this held true for the subsequent results, and therefore, only the results of Formulation 1 (Method I) are presented for the other case studies. Also, the results (standard deviations and correlation coefficient) of the second strategy closely followed those of the first strategy based on Qx ¼ŝ 
Simulated Data
Similar to the method applied by Amiri-Simkooei and Jazaeri (2012), 50 points were simulated in the linear regression model. Simulations were performed for different cases to investigate how the covariance matrices of the observables and coefficient matrix influence the precision of the estimates through Qx . To construct the covariance matrices of the observables and the coefficient matrix, three cases were considered as For these cases, the actual line parameters were set to a ¼ 1 and b ¼ 10. The u i components were assumed to be u i ¼ i; i ¼ 1; …; 50, and the v i components were then calculated based on the line parameters using Eq. (22). Both components were corrupted by white Gaussian noise using the preceding covariance matrices.
For this case study, the third strategy, in addition to the first and second strategies, was also used. To estimate the covariance matrix of the parameters via the simulation process, the simulation over 1,000,000 independent runs was repeated for the three simulation scenarios (Cases 1-3) . For each run, the line parametersâ andb were estimated by the WTLS algorithm. The difference between the estimates and the actual line parameter made a 1; 000; 000 Â 2 residual matrix as V ¼â ðjÞ À a;b ðjÞ À b ; j ¼ 1: 1; 000; 000, whereâ ðjÞ andb ðjÞ denote the estimated line parameters of the jth run. The covariance matrix of the estimated parametersx was then approximated by R x^¼ V T V=ðm À nÞ; where m = 1,000,000; and n = 0 (Teunissen and Amiri-Simkooei 2008; Amiri-Simkooei 2009). Having the covariance matrix of simulation (Rx ) available, the variances of the estimates and the covariances among the estimates can be derived (i.e., s
Furthermore, from the covariance matrix of simulation (Rx ), the correlation coefficient between the estimates can be computed as follows:
The covariance matrix of these three estimators is given by Amiri-Simkooei (2009 
where n = 0; and m = 1,000,000 for this application. The precision of the standard deviation estimatorŝ i ¼ ffiffiffiffiffif s
can be approximated by applying the error propagation law to this nonlinear function
In a similar manner, applying the error propagation law to the linearized form of Eq. (23) 
The mean values of the line parameters estimated over 1,000,000 runs for the three cases are presented in Table 3 .
The mean covariance matrix Qx can be obtained by averaging the covariance matrices over 1,000,000 independent runs. With this covariance matrix available, the mean correlation matrix of the WTLS estimators can then be obtained. The correlation matrix is a symmetric matrix whose diagonal elements are the standard deviations of the WTLS estimates, whereas its off-diagonal elements are the correlation coefficients between the WTLS estimates. The correlation matrix computed by using the direct formula [i.e., Eq. (8)] for the three simulated cases is given in Table 4 .
The standard deviations of the estimated line parameters and the correlation coefficient from the three simulated cases could also be obtained by applying the error propagation law to the WTLS formulations given in Table 1 , averaged over 1,000,000 runs (R EP x , second strategy). Furthermore, these parameters were obtained from Rx ¼ V T V=ðm À nÞ (third strategy). The results are listed in Table 5 for the three cases. In Table 5 , the standard deviations of the estimated line parameters and the correlation coefficient using the first strategy [i.e., Eq. (8)] were considered as the reference, all set to 100% (second column). The results of the other two strategies are compared with this column. For this purpose, the ratios of the standard deviations and the correlation coefficients obtained from the second strategy (third column) and the third strategy (fourth column) were computed. The precision of the estimated standard deviation and correlation coefficient for the third strategy are also provided in this table ].
As mentioned before, because the covariance matrices of the estimates based on the application of the error propagation law to the three WTLS estimators (second strategy), presented in Table 1 , were identical to each other, only the results of Formulation 1 are presented. Therefore, the second and third formulations provided identical results to the first formulation. It was noted, however, that the computational load of the third formulation was 3.5 times that of the first and second formulations. The average number of iterations of the third formulation was approximately 40, (8), and the second strategy is from applying error propagation law to the three WTLS formulations shown in Table 1 (Methods I-III). compared with 5 and 5 for the first and second formulations, respectively. Such a low convergence rate is also in agreement with Jazaeri et al. (2014) . The results indicated that the direct use of Eq. (8) provided a good agreement with the results obtained by applying the error propagation law to the three formulations in Table 1 . This also held true when comparing the results with those of the third strategy. In other words, Eq. (8) can be used to directly and reliably obtain the covariance matrix of the estimates in an EIV model. Another observation is that when the precision of the original observations (either in y or A) decreased, the differences became larger when, for example, comparing the results of Cases 1 and 3. This makes sense because the randomness ofx will then increasingly affect the covariance matrix of its estimate. It was noted, however, that for many geodetic applications, the precision of the original observations y and A are sufficiently high, resulting in negligible effects if the randomness of x is ignored, and therefore, Eq. (8) provides reliable results.
2D Affine Transformation
One of the most frequently encountered problems in geomatics is the coordinate transformation between two systems. There are a few transformation functions described in the literature, with differences in the number of parameters used for the transformation. Of the transformation functions, the 2D affine transformation was used in this paper. The model is expressed as
2 6 6 6 6 6 6 4 3 7 7 7 7 7 7 5
(27) which employs six physical parameters as c 1 and c 2 represent the shifts along the u-and v-axes, respectively. The other parameters a 1 , a 2 , b 1 , and b 2 are also related to the four physical parameters of a 2D linear transformation, including two scales along the u-and vaxes, one rotation, and one nonperpendicularity (or affinity) parameter. The coordinates in the target system are u t and v t , whereas the coordinates in the start system are u s and v s , with both systems being observed. For k number of points, the observation vector y and the design matrix A can be written as 
To estimate the unknown parameter vectorx ¼ a 1 ; b 1 ; c 1 ;a 2 ; ½ b 2 ; c 2 T , the coordinates of a series of points (at least three points) in both the start and target systems need to be observed. Therefore, the coordinates in both the start and transformed systems are contaminated by random errors, and thus, an EIV is involved. In fact, six transformation parameters of the 2D affine transformation can be estimated in an EIV model using WTLS. The data for the planar linear affine transformation (six-parameter transformation) are simulated similar to the approach applied by Amiri-Simkooei and Jazaeri (2012) .
The variance-covariance matrix of the random error vector e A ¼ vecðE A Þ can directly be obtained by applying the error propagation law to the columns of the coefficient matrix A. This will then give 
where
For this structure, it is assumed that the measurement noise in both the start and target systems is the independent Gaussian white noise with variances s 2 s and s 2 t , respectively. The aim was to simulate the coordinates of a series of points in both the start and target systems. For this purpose, 20 points in the start system (i.e., k = 20) were transformed by the parameters a 1 ¼ 2,
and c 2 ¼ 0 into the target system. The errorless coordinates in the start and target systems are shown in Fig. 4 .
The coordinates of the points in the start and target systems were then corrupted by white Gaussian noise with variances s À12 as the previous case study was used for termination. This process was then repeated over 1,000,000 independent runs. For each of the simulated data sets, the transformation parameters were estimated using WTLS. The average (over 1,000,000 runs) values of the estimated parameters were a 1 = 2.0000008362, b 1 = -1.0000046349, c 1 = 0.0002177687, a 2 = -0.9999989346, b 2 = 2.0000054855, and c 2 = -0.0003046164.
To estimate the covariance matrix of the estimated parametersx via the simulation process, the estimates of each simulation over the 1,000,000 independent runs were used. For each run, the affine transformation parameters were estimated using the WTLS algorithm. Having available the actual parameters (i.e., a 1 ¼ 2, ðjÞ 2 À c 2 , where j runs from 1 to 1,000,000. The covariance matrix of the estimated parametersx could then be estimated as Rx ¼ V T V=1; 000; 000 (third strategy).
The mean covariance matrix Qx could be estimated by averaging the covariance matrices obtained over 1,000,000 independent runs [using Eq. (8)]. Similar to the previous cases, with the mean covariance matrix Qx available, the mean correlation matrix of the WTLS estimators, i.e., Rx , could then be obtained. The standard deviations of the estimated affine transformation parameters and the correlation coefficients of the estimates were considered as the reference values. The correlation matrix computed using the direct formula 
which consists of the standard deviations (diagonal entries) of the estimated affine transformation parameters along with their correlation coefficients (off-diagonal entries). These standard deviations and as the correlation coefficients could also be determined by averaging over 1,000,000 runs using the other two strategies: (1) applying the error propagation law to the WTLS formulations in Table 1 (second strategy) and (2) using the matrix Rx explained above (third strategy). The results of the second and third strategies were then compared with those of the first strategy. The results are provided in Table 6 . The standard deviations of the estimated affine parameters and their correlation coefficients using the first strategy [i.e., Eq. (8)] were considered as the reference, all set to 100% (second column). The results of the other two strategies were compared with this column. For this purpose, the ratio of the standard deviations and the correlation coefficients obtained from the second strategy (third column) and the third strategy (fourth column) were computed. The precision of the estimated standard deviation and correlation coefficients for the third strategy are also provided in Table 6 [ ]. It was noted that, according to matrix Rx of Eq. (31), some correlation coefficients were nearly zero, which were excluded from the table. A few observations on the results of the aforementioned application are highlighted. When applying the error propagation law to the three formulations in Table 1 , the results of the first formulation are presented. The results of the second and third formulations were identical to those of the first formulation, and the repetition was avoided. However, the convergence rate of the third formulation was lower than that of the first and second formulation by a factor of 12. The average number of iterations of the third formulation was approximately 125, compared with 4 and 4 for the first and second formulations, respectively. Furthermore, the results of the three strategies were nearly identical. In particular, the results of the second strategy closely followed those of the first strategy. The precise geodetic observations allow Eq. (8) to be used as a good approximation for the covariance matrix of the estimates in an EIV model.
Concluding Remarks
In the estimation theory, the covariance matrix of the estimated parameters in general and their precision in particular are important issues. In a linear model of observation equations, the covariance matrix of the estimates is simply obtained by inverting the normal matrix of the observation equations. Theoretically, such a simple covariance matrix cannot directly be obtained for the nonlinear problems-an EIV model, for instance. Attempts have been made recently to approximate the covariance matrix of the EIV model parameters. Two recent works addressing this issue are the studies by Xu et al. (2012) and Amiri-Simkooei and Jazaeri (2012) . In this paper, it was noted that the estimatedx is a nonlinear function of itself, in addition to the observables. This indicates that a correct covariance matrix should be sought by applying the error propagation law to nonlinear functions through iterations. This paper dealt with the estimation of the covariance matrix of the WTLS estimates. Three strategies were employed as follows: (1) computing the inverse of the normal matrix of the observation equations (first strategy), (2) applying the error propagation law to the existing WTLS estimator (second strategy), and (3) using the residual matrix of the WTLS estimates of simulated data. In this paper, the authors aimed to investigate whether the covariance matrix of the estimated parameters can precisely be approximated by the inverse of the normal matrix of the observation equations. This turned out to be the case. The efficacy of the direct formula, i.e., inverse of the normal matrix of the observation equations, for estimating the covariance matrix of the WTLS estimates was investigated using a few experimental and simulated data sets. The results indicated that Eq. (8) provides a good agreement with the results obtained by applying the error propagation law. This is mainly because the precision of geodetic observation is considerably high, resulting in a negligible effect of the randomness ofx on its covariance matrix. Eq. (8) can thus approximate the covariance matrix of the WTLS estimates in an EIV model. This is in conjunction with all nonlinear problems in which the covariance matrix ofx is approximated with that of dx.
Supplemental Data
The file CovMat_WTLS.txt is available online in the ASCE Library (www.ascelibrary.org). 
