We present a unified theoretical framework and solution method for probabilistic, Bayesian inversions of crustal deformation data. The inversions involve multiple data sets with unknown relative weights, model parameters that are related linearly or non-linearly through theoretic models to observations, prior information on model parameters and regularization priors to stabilize underdetermined problems. To efficiently handle non-linear inversions in which some of the model parameters are linearly related to the observations, this method combines both analytical least-squares solutions and a Monte Carlo sampling technique. In this method, model parameters that are linearly and non-linearly related to observations, relative weights of multiple data sets and relative weights of prior information and regularization priors are determined in a unified Bayesian framework.
I N T RO D U C T I O N
As the quality and quantity of crustal deformation data from deforming plate boundary settings steadily increases, forward models of deformation processes are necessarily becoming increasingly sophisticated. Consequently, inversions of deformation data are becoming increasingly complex and there is a growing need for inversion schemes that are able to integrate multiple data sets with unknown relative weights, model parameters that are related linearly or non-linearly through theoretic models to observations, prior information on model parameters and regularization priors to stabilize underdetermined problems. In this paper, we propose a general probabilistic, Bayesian inversion method that is designed to address these needs.
We consider discrete inverse problems involving data with Gaussian error distributions and observation equations of the form
j , standard damped, weighted least squares inversion can be applied to estimate s. In the case that both m and s are unknown, non-linear optimization algorithms are implemented. A separate method must be introduced to select preferred values of σ 2 k and α 2 j , as discussed below.
A number of different methods are used in the literature to optimize objective functions of the form (2). For example, a commonly adopted method for inverting a single data set for the spatial distribution of slip on a fault with positivity constraints involves minimizing (2) for fixed m, σ 2 k and α 2 j using bounded least squares algorithms (e.g. Du et al. 1992; Freymueller et al. 1994; Jónsson et al. 2002) . In this type of inversion, D is often taken to be the finite difference approximation to the Laplacian operator. Ad hoc or theoretically based methods of selecting the regularization parameter, α 2 j , are used in the literature. A common ad hoc approach is to plot a tradeoff curve of misfit as a function of slip roughness and select a value of the regularization parameter within the bend of the curve which is viewed to give in some sense an optimal balance between data fit and model roughness (e.g. Du et al. 1992; Jónsson et al. 2002; Wright et al. 2004) . Theoretically based methods include Akaike's Bayesian Information Criterion (ABIC) (e.g. Yabuki & Matsu'ura 1992; Nishimura et al. 2000; Yoshioka 2001 ), Cross Validation (e.g. Matthews & Segall 1993; Johnson et al. 2001; Hreinsdóttir et al. 2003) , and a fully Bayesian, probabilistic, approach that is adopted in this paper and also by Fukuda & Johnson (2008) .
Many studies now combine multiple, disparate data sets in analyses of crustal deformation. For example, some combination of EDM, GPS, InSAR and levelling data are routinely used in volcano deformation studies in inversions for the geometry and location of magmatic sources (e.g. Dzurisin 2003; Langbein 2003) and earthquake and interseismic deformation studies often make use of both GPS and InSAR data (e.g. Simons et al. (2002) ; Schmidt et al. (2005) ; Fialko (2006) to name just a few). Interseismic deformation studies might combine geodetic observations with non-geodetic observations, for example, paleoseismic information about fault slip rates and earthquake repeat times (e.g. McCaffrey 2005; Johnson et al. 2007) . Combining multiple data sets in an inversions requires the selection of relative weighting of the data sets and various approaches have been used. For example, Simons et al. (2002) combine InSAR and GPS measurements of coseismic displacements from the 1999 Hector Mine, California, earthquake in an inversion for fault slip. They subjectively select weighting parameters for the different data sets by varying the weights in a trial-and-error method 'to fit each single dataset without substantially degrading the quality of fit to other data'. Funning (2005) uses ABIC to obtain a objective weighting of InSAR and seismic data sets in inversions of earthquake data for fault slip.
A number of different approaches have been adopted for inversions involving a mixture of parameters related either linearly or non-linearly to the observations. Typically, a hybrid approach involving least squares estimation together with non-linear optimization schemes is used to separately estimate linear and non-linear model parameters. For exampleÁrnadóttir & Segall (1994) inverted geodetic data from the 1989 Loma Prieta, California, earthquake for fault geometry and fault slip by first using a non-linear optimization scheme to estimate the geometry of a rectangular dislocation with uniform slip and then using least squares methods to invert for spatially variable slip assuming the optimal geometry. Rolandone et al. (2006) simultaneously optimized fault geometry and slip distribution in a finite-fault slip inversion of GPS data from the 2003 San Simeon, California, earthquake by grid-searching over fault model parameters and inverting for distributed slip using damped leastsquares for all values of fault geometry parameters. Fukahata & Wright (2008) conducted a non-linear inversion for spatial distribution of fault slip and dip angle of a rectangular fault by using ABIC to obtain an optimal dip. Johnson & Segall (2004a) jointly estimated fault geometry and distributed fault slip for the 1999 Chi-Chi, Taiwan, earthquake using GPS data. They combined damped least squares methods with non-linear optimization to minimize an objective function like (2) and used a boot strap method to estimate uncertainties of the model parameters.
In this paper, we present a unified theoretical framework and solution method for inversions of crustal deformation data that contain some or all of the elements discussed earlier. In the inversion scheme presented here, we simultaneously estimate weighting and regularization parameters and linear and non-linear model parameters by estimating the joint posterior probability distribution of all of the parameters, [m, s, σ , in a Bayesian, probabilistic, inversion that utilizes both analytical leastsquares solutions and Monte Carlo methods. We apply the method to inversions of geodetic data for interseismic fault slip rate and locking depth with unknown weighting parameters and for the spatial distribution of coseismic slip on faults with unknown geometry, weighting and regularization parameters.
We adopt a Bayesian, probabilistic, viewpoint (e.g. MacKay 2003) for several reasons. First, in our inversions we want to determine how well we know estimated model parameters by completely characterizing the uncertainty in our estimates, rather than seeking an optimal solution. This uncertainty is naturally expressed as probability distributions. Second, we may have direct measurements of parameters that are outputs of the model (e.g. surface displacements) and prior direct estimates or other prior information of parameters that are inputs into the model (e.g. fault slip), and Bayes' theorem provides a theoretical basis for combining these types of information. Third, we want to combine multiple data sets with different numbers of observations and different error structures. The relative weight placed on the various data sets can be determined objectively in the Bayesian formulation. Fourth, if the theoretical relationship between some model parameters and observations is non-linear, objective functions like (2) may have a large number of local minima. In such a case, we want to characterize all the local minima completely, not just a single global minimum. For this purpose, it is necessary to adopt a Bayesian approach and a Monte Carlo sampling technique that can sample nonGaussian posterior probability distributions with multiple peaks. Finally, many inverse problems involve a mixture of parameters that are related either linearly or non-linearly to observations and the Bayesian formulation provides a basis for utilizing analytical linear least squares methods to improve the efficiency of the Monte Carlo sampling.
This paper is organized as follows. First, we define the mixed linear-non-linear inverse problem. We then represent the prior information and measurement uncertainty in the problem in terms of probability distributions and in the context of Bayes' theorem. We present the posterior probability distributions of the model parameters (the solution to the inverse problem) and explain how to estimate these probability distributions. We then give a step-by-step algorithm for the inversion. We then validate the inversion method with two synthetic inversions. Finally, we illustrate two applications with inversions of real data.
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M I X E D L I N E A R -N O N -L I N E A R P RO B L E M
In this section, we define the mixed linear-non-linear problem we treat in this paper. As stated in Section 1, We consider K types of data sets, 
where m is an M N -dimensional vector of non-linear parameters,
which is a function of m and relates s to d k and k is an N k -dimensional error vector which is assumed to follow a Gaussian distribution of mean 0 and covariance matrix σ
Here k is a covariance matrix of d k and σ 2 k is a parameter that determines the relative weight placed on the kth data set,
T . By combining eqs (3) for k = 1, 2, . . . , K , the model parameters m and s can be related to d through the following observation equations:
where
We assume that 1 , 2 , . . . , K are not correlated with each other. In this case, follows a Gaussian distribution of mean 0 and covariance matrix R, ∼ N (0, R), where R is an N × N block diagonal matrix and is given by
where O is a zero matrix of appropriate dimension. In many geophysical inverse problems, it is necessary to introduce constraints on model parameters based on prior knowledge. As discussed in detail below, our method is restricted to prior constraints on the linear model parameters, s, that can be expressed with Gaussian probability distributions. Therefore, we consider a limited number of types of priors for s. In contrast, we can employ arbitrary prior constraints for the non-linear model parameters, m. We consider two general types of prior constraints on linear parameters. The first type of prior constraint we consider includes spatial or temporal smoothing of s including minimum norm constraints. The second type of prior we consider is direct specification of prior expected value of s. The first class of priors can be expressed as
for J different priors. D j is an M L × M L matrix, and δ j is an M Ldimensional vector which determines strength of the jth constraint and is assumed to follow a Gaussian distribution of mean 0 and covariance matrix α
j is a parameter which characterize the magnitude of δ j . For spatial and temporal smoothing priors, D j is a finite difference matrix in space and time, respectively. For minimum norm constraints, D j is the identity matrix, D j = I M L . By combining eqs (6) for j = 1, 2, . . . , J , we obtain
T . We assume that δ 1 , δ 2 , . . . , δ J are not correlated with each other. In this case, δ follows a Gaussian distribution of mean 0 and covariance matrix Q, δ ∼ N (0, Q), where Q is a J M L × J M L block diagonal matrix and is given by
The second type of prior constraint we consider is when prior expected values of s are directly specified. We express these prior constraints as
where p is an M L -dimensional vector that represents prior expectation on s and δ p is an M L -dimensional vector which follows a Gaussian distribution of mean 0 and covariance matrix
For the first type of prior constraints, we allow simultaneous use of multiple types of prior constraints (e.g. spatial and temporal smoothing), whereas we do not employ the second type of prior with the first type of prior constraints because it is impossible to express this combination of priors with Gaussian probability distributions.
Although we can introduce arbitrary prior constraints on the nonlinear model parameters, m, one typical example is bound constraints given by 
In this paper, we consider the inverse problem to estimate m, s, σ (4), the linear prior constraints on s (eq. 7 or 9), general prior constraints on m such as eq. (10) and the Gaussian assumptions on , δ and δ p .
B AY E S I A N F O R M U L AT I O N O F M I X E D L I N E A R -N O N -L I N E A R P RO B L E M
The fundamental premise of the Bayesian approach (e.g. MacKay 2003) is that all knowledge about unknowns is described by probability distributions. In a Bayesian framework, prior information on unknown parameters, which regularize the inversion, is expressed by a probability density function (PDF) which is called a prior PDF. Bayes' theorem updates the prior PDF based on observed data and a probabilistic model for the data, which is constructed from theoretical relation between data and model parameters. The updated PDF is called a posterior PDF, which is the solution to the inverse problem. Specifically, Bayes' theorem states the posterior PDF of model parameters, z, given data, d, p(z|d), as
where p(d|z) is the PDF of data given the model parameters, which accounts for the theoretical data-parameter relationship, p(z) is the prior PDF of the model parameters, and the denominator is a constant that normalizes p(z|d) and is independent of z. Note that, for the mixed linear-non-linear problem described in Section 2, z is a vector that contain all the parameters to be estimated in the inverse problem and is given by
T . In the case that the relationship between data and model parameters is linear and the prior PDF ( p(z) in (12)) and the PDF of data given model parameters ( p(d|z) in (12)) are Gaussian distributions, the posterior PDF ( p(z|d) in (12)) is also a Gaussian distribution and its mean vector and covariance matrix have closed analytical expressions that can be estimated with least squares (e.g. Tarantola 2005; Aster et al. 2005) . In contrast, in the case that the data-parameter relationship is non-linear or either of the two PDFs is a non-Gaussian distribution, the posterior PDF is also a non-Gaussian distribution, and thus it is difficult to characterize the posterior PDF analytically. Furthermore, for non-Gaussian posterior PDFs, it is not possible to obtain closed-form analytical expressions for quantities that characterize the posterior PDF, such as mean, variance and covariance. Non-Gaussian posterior PDFs can be characterized numerically through the use of the Markov chain Monte Carlo (MCMC) methods (e.g. Gilks et al. 1996; Gamerman 1997; MacKay 2003) . The MCMC methods construct the posterior PDF by generating samples from the PDF and the output samples are used to compute the quantities that characterize the posterior PDF. The MCMC methods are now standard techniques for Bayesian inference of non-linear and/or non-Gaussian models to which analytical methods cannot be applied. These methods have many applications in a variety of fields (e.g. Gilks et al. 1996) as well as in geophysical inversion. Applications of the MCMC methods to geophysical inverse problems include Mosegaard & Tarantola (1995) , Mosegaard et al. (1997) , Grandis et al. (1999) , Schott et al. (1999) , Malinverno (2002) , Khan et al. (2007) , and Gallagher et al. (2009) (see also and for reviews). In crustal deformation studies, the MCMC methods have been applied to inversion of interseismic crustal deformation data for earthquake cycle deformation models (Johnson & Segall 2004b; Johnson et al. 2005; Hilley et al. 2005; Johnson et al. 2007) , inversion for fault geometry parameters and spatially uniform slip (Brooks & Frazer 2005; Brooks et al. 2006) , inversion for spatial distribution of slip on faults with smoothing and positivity constraints (Fukuda & Johnson 2008) , joint inversion of strong motion and GPS data for earthquake rupture process (Monelli et al. 2008) , and inversion of postseismic GPS data for fault friction law parameters (Fukuda et al. 2009 ).
The MCMC methods may require hundreds of thousands or millions of evaluations of the posterior PDF, p(z|d) , and the forward model. Thus the methods may require long computation time if the evaluation of forward models is computationally intensive, and sampling the full posterior PDF, p(z|d), with a MCMC method may be impractical. For the mixed linear-non-linear inverse problem described in Section 2, we can improve the efficiency to estimate the posterior PDF, p(z|d), by dividing it into two PDFs. For simplicity of notation, we define
T and the posterior PDF is p(z|d) = p(m, s, σ , α|d). The full posterior PDF p(m, s, σ , α|d) can be divided into two PDFs using an identity for joint probability:
The first distribution on the right-hand side, p(s|d, m, σ , α), is a posterior PDF of the linear parameters, s, for fixed values of the non-linear parameters, m, σ and α. The second distribution on the right-hand side, p(m, σ , α|d), is a posterior PDF of m, σ and α that is independent of s. Instead of sampling the full posterior PDF with a MCMC method, we estimate the two posterior PDFs of the linear and non-linear parameters on the right-hand side of (13) separately, then combine the two PDFs to obtain the joint posterior PDF on the left-hand side. Below we show that the posterior PDF of the linear parameters for given non-linear parameters, p(s|d, m, σ , α), can be estimated with least squares and the posterior PDF of the non-linear parameters, p(m, σ , α|d), can be estimated with MCMC sampling. This reduces dimension of the model parameter space, which is sampled with the MCMC methods and therefore reduces computational burden required to sample the posterior PDF of all the model parameters. A Bayesian method that partitions a mixed linear-non-linear problem into linear and non-linear parts as in eq. (13) was previously proposed by Malinverno & Briggs (2004) . Malinverno & Briggs (2004) presented an efficient Monte Carlo algorithm that samples a joint posterior PDF of linear and non-linear parameters. This method was applied to an inversion of vertical seismic profile data by Malinverno & Leaney (2005) . The primary difference between our method and the method of Malinverno & Briggs (2004) is that the former uses least squares to estimate the linear parameters, whereas the latter is a fully Monte Carlo method and does not use least squares.
Bayesian formulation
Instead of applying the Bayes' theorem to the posterior PDF of all the model parameters (left-hand side of (13)), we apply it separately to the first and the second PDFs on the right-hand side of (13). The posterior PDF of the linear parameters, s, for the given non-linear parameters, m, σ and α, can be written as
where p(d|s, m, σ , α) is a PDF of data given all the model parameters and p(s|m, σ , α) is a prior PDF of s. The denominator of (14) is a normalizing constant that is independent of s. The posterior PDF of the non-linear parameters, m, σ and α, can be written using Bayes' theorem as
where p(d|m, σ , α) is a PDF of data given the non-linear parameters and p(m, σ , α) is a prior PDF of the non-linear parameters. The denominator of (15) is independent of the non-linear parameters. Therefore, the posterior PDF of the non-linear parameters is proportional to the numerator:
Equations (13), (14) and (16) indicate that it is necessary to specify four PDFs, p(d|s, m, σ , α), p(s|m, σ , α), p(d|m, σ , α) and p(m, σ , α) to obtain the posterior PDF of all the parameters, p(m, s, σ , α|d). We define these PDFs below.
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Probabilistic model for data
The PDF of data given the model parameters, p(d|s, m, σ , α), is determined by the theoretical relation between data and model parameters given by eq. (4) and a probabilistic model of measurement errors. Because the observation equation (4) does not depend on α,
is satisfied. The observation equation (4) and the assumption of Gaussian error for , ∼ N (0, R), indicate that p(d|s, m, σ ) is a Gaussian distribution of mean G(m)s and covariance matrix R:
Although p(d|s, m, σ ) is a PDF of d, once d is observed, it can be regarded as a function of s, m, σ and α for given d. This function is called the likelihood function. Eq. (18) can also be written as
Prior PDF of linear parameters
The prior PDF of s given m, σ and α, p(s|m, σ , α), is determined by the prior constraints on s given by eq. (7) or (9). Because eqs (7) and (9) do not depend on m and σ ,
is satisfied. In this section, we present expressions for p(s|α) for the two types of prior constraints [eqs (7) and (9)]. Eq. (7) and the Gaussian assumption for δ, δ ∼ N (0, Q), indicate that probability density of Ds given α, p(Ds|α), is a Gaussian distribution of mean 0 and covariance matrix Q,
Rewriting eq. (21), we obtain
Eq. (22) is proportional to a Gaussian distribution of s with mean 0 and covariance matrix (
T and eq. (8) into eq. (23), we obtain another expression for p(s|α):
The expression (24) was previously derived by Fukahata et al. (2003) in a different way for the case of J = 2. Eq. (9) and the Gaussian assumption for
, indicate that the probability density of s given α, p(s|α), follows a Gaussian distribution of mean p and covariance matrix α
In the following, we employ the prior PDF (23) to derive the posterior PDFs. We give expressions for the posterior PDFs corresponding to the prior PDF (25) in Appendix A.
Marginal likelihood function
We show here that the PDF of data given m, σ and α, p(d|m, σ , α), can be derived from p(d|s, m, σ ) and p(s|α) defined in Sections 3.2 and 3.3, respectively. We employ the prior PDF given by (23) here. We present the expression for p(d|m, σ , α) for the prior PDF (25) in Appendix A. When p(d|m, σ , α) is viewed as a function of m, σ and α for given d, it is called the marginal likelihood function. The marginal likelihood function was previously derived in the geophysical literature for a single data set and a single prior PDF (e.g. Malinverno 2000; Malinverno & Briggs 2004; Sambridge et al. 2006) . Here we present a more general expression in which multiple data sets and multiple priors are taken into consideration.
The marginal likelihood p(d|m, σ , α) is written as
where the definition of joint probability is used to obtain the second line and eqs (17) and (20) (18) and (23) into (26), we obtain
The integral in eq. (27) can be computed analytically (e.g. Mitsuhata et al. 2001 ) and its derivation is summarized below following appendix C of Mitsuhata et al. (2001) . f (s) defined by eq. (28) can be rewritten as
. . .
respectively. Mitsuhata et al. (2001) showed that eq. (30) can be rewritten as
where s * is the least squares solution that minimizes f (s),
Let I be the integral in eq. (27). Substituting (33) into I gives
The integral in eq. (35) can be computed analytically as
(e.g. Mitsuhata et al. 2001) . Therefore, we obtain
Substituting eq. (37) into (27) gives p(d|m, σ , α):
Substituting (5), (8), (32) and
Prior PDF of non-linear parameters
The prior PDF of the non-linear parameters, p(m, σ , α), is determined by prior constraints on m, σ and α such as given by (10). p(m, σ , α) can be written as
Because prior constraints on m are independent of σ and α, p(m|σ , α) = p(m). In addition, we usually do not have prior knowledge of σ and α. We thus assume that p(σ , α) is constant if all the components of σ and α are positive and we assume p(σ , α) is zero otherwise. Therefore, eq. (40) can be rewritten as
when all the components of σ and α are positive and
otherwise. For the case of the prior constraints (10), p(m) can be written as
For the case of the prior constraints (10), we assume that p(m) is constant as long as the prior constraints are satisfied and is equal to zero otherwise. Therefore p(m) is given by eq. (43) with
We sometimes do not have any prior knowledge on m. In this case we assume that p(m) is constant for all possible values of m and p(m) is given by eq. (43) with
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P O S T E R I O R P D F s 4.1 Posterior PDF of non-linear parameters
The posterior PDF of the non-linear parameters, m, σ and α, p(m, σ , α|d), is obtained up to a multiplicative constant by substituting eqs (39), (41) and (42) into (16):
otherwise, where c in eq. (47) is a constant that is independent of s, m, σ and α.
Although we have obtained the expression for p(m, σ , α|d), it is not possible to derive analytical expressions for quantities that characterize the PDF such as means, variances and covariances of m, σ and α because p(m, σ , α|d) is a non-Gaussian PDF. We thus use a MCMC method to construct a discrete representation of p(m, σ , α|d) by generating samples from the PDF. Once the discrete representation of p(m, σ , α|d) is obtained, we can easily compute the quantities that characterize the PDF. In Section 5, we give an algorithm for generating samples from the PDF with a MCMC method. If we have N s samples of (m, σ , α), {(m 1 , σ 1 , α 1 ), (m 2 , σ 2 , α 2 ), . . . , (m Ns , σ Ns , α Ns )}, which can be regarded as samples drawn from p(m, σ , α|d), where m i , σ i and α i denote ith samples of m, σ and α, p(m, σ , α|d) can be approximated by these samples as
where δ(m) is the Dirac delta function. More intuitively, the posterior PDF p(m, σ , α|d) is approximated by a histogram of the N s samples generated by a MCMC method.
Posterior PDF of linear parameters
The posterior PDF of the linear parameters, s, p(s|d, m, σ , α), is obtained by substituting eqs (18), (23) and (38) into (14) taking (17) and (20) into consideration:
where (28) is used in the first equality and (33) 
Marginal posterior PDFs
Substituting eqs (49) and (50) into (13), we have an approximate representation of the joint posterior PDF of all the parameters, p(m, s, σ , α|d):
To obtain estimates and uncertainties of the parameters, it is convenient to derive expressions for the marginal posterior PDFs, p(s|d), p(m|d), p(σ |d) and p(α|d). p(s|d) is obtained by marginalizing p(m, s, σ , α|d) given by eq. (52) over m, σ and α:
Because p(s|d, m i , σ i , α i ) is the Gaussian PDF as shown in eq. (50), (53) 
The marginal posterior PDFs of σ and α are obtained similarly by marginalizing eq. (49):
Estimates of parameters
Using the marginal posterior PDFs derived in Section 4.3, we can obtain expressions for means and uncertainties of the parameters. Mean vector of p(s|d),ŝ, is obtained by using eq. (53):
1448 J. Fukuda and K. M. Johnson where eq. (50) was used in the third equality. s * i is s * corresponding to the ith sample of (m, σ , α) ,
We estimate uncertainties of s by generating samples of s from p(s|d) given by eq. (53). As seen from eqs (53) 
It should be noted that the covariance matrixV s does not fully characterize uncertainty of s because p(s|d) is a non-Gaussian PDF [see eq. (53)] and thus it is not necessarily symmetric with respect toŝ. The a per cent confidence interval for ith component of s can be obtained by sorting ith components of the collected samples of s in ascending order and then discarding the top and bottom (100 − a)/2 per cent of the sorted samples.
We obtain mean vector of p(m|d),m, using eq. (54):
The a per cent confidence interval for ith component of m can be obtained by sorting ith components of {m 1 , m 2 , . . . , m Ns } in ascending order and then discarding the top and bottom (100 − a)/ 2 per cent of the sorted samples. Means and confidence intervals for σ and α can be estimated similarly to those for m.
A L G O R I T H M
We use the Metropolis algorithm which is one of the common MCMC methods to generate samples from the joint posterior PDF of the non-linear parameters, p(m, σ , α|d), given by eq. (47). The posterior PDF p(m, σ , α|d) is approximated as a collection of samples as in eq. (49). For the i-th set of samples of the non-linear parameters, (m i , σ i , α i ), the posterior PDF of the linear parameters,
, is a Gaussian distribution and is represented by the mean vector, s * and the covariance matrix, s , as shown in Section 4.2. We have the analytical expressions for s * and s given by eqs (34) and (51) and use least squares to estimate s * . The marginal posterior PDF, p(s|d), is then approximated as a collection of Gaussian distributions as in eq. (53). Here we provide an algorithm for the construction of these distributions using a combination of the Metropolis algorithm and least squares.
The Metropolis algorithm is a common MCMC method (e.g. Metropolis et al. 1953; Hastings 1970; Gilks et al. 1996; Gamerman 1997; MacKay 2003) and we refer the reader to other texts on the topic for a detailed explanation of this and other MCMC methods (e.g. Gilks et al. 1996; Gamerman 1997; MacKay 2003) .
To simplify notation, we use
T to denote all the non-linear parameters collectively and we refer to p(x|d) = p(m, σ , α|d) as the posterior PDF of the non-linear parameters. The Metropolis algorithm samples the posterior PDF of the nonlinear parameters by exploring the space spanned by x using a Markov chain random walk which is designed to converge to the posterior PDF, p(x|d). The chain is a collection of samples that can be considered to be drawn from the posterior PDF, p(x|d).
The Metropolis algorithm generates samples from the posterior PDF of the non-linear parameters, p(x|d), by iterating the following procedure many times. Let x (i) be the vector x at the ith iteration. The Metropolis algorithm generates x at the next iteration, x (i+1) , by a two-step procedure. The first step generates a candidate of x (i+1) , x , by perturbing the current state, x (i) , by a Markov chain random walk in which the probability of visiting x depends only on the current state x (i) and not on previously visited states. In our implementation, x is generated from x (i) by randomly perturbing x (i) as follows:
where r
j is a [−1,1] uniform random number, x j is the step size of the random walk for the jth component of x, and e j is the unit vector along the jth axis in the space spanned by x. In the second step, the candidate x is accepted as the next state (i.e. x (i+1) = x ) with a probability determined by the posterior probability densities of the candidate and the current states,
where the ratio of the probability densities, p(x |d)/ p(x (i) |d), is evaluated with eq. (47). If the candidate state is not accepted, the random walk remains at the current state:
It should be noted that we do not need to calculate the constant c in eq. (47) to evaluate the acceptance probability P accept because P accept depends on the ratio of the probability densities, not the probability density itself; hence, the Metropolis algorithm can be implemented without knowledge of the normalizing constant c of posterior PDF. Iterations of the two-step procedure from a starting state x (0) produce a sequence of x, {x (0) , x 
s . Then increase the counter from i to i + 1 and return to step (2).
(4) Compute s * using x and least squares (eqs 34) where s * is the vector s * corresponding to the candidate state x . (5) Compute the acceptance probability P accept according to eq. (61).
(6) Generate a random number u from a uniform distribution over the interval [0, 1] , U (0, 1): u ∼ U (0, 1).
(7) If u ≤ P accept , then accept the candidate state x and s * : 
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and remain at the current state: (48)] and thus the acceptance probability P accept is zero, meaning that the candidate x is always rejected in this case.
Early samples from the Metropolis algorithm may be influenced by a starting state, x (0) and, in this case, these samples cannot be considered to be samples generated from the posterior PDF of the nonlinear parameters, p(x|d). This early period is regarded as a 'burnin' period during which the random walk gradually approaches the high posterior probability density region. It is necessary to discard these early samples to correctly obtain samples drawn from the posterior PDF. In addition, there is a correlation between x (i) and x (i+1) because x (i+1) is generated from x (i) ; hence, x (i) and x (i+1) are not independent samples from the posterior PDF. To obtain independent samples, it is necessary to collect samples with a sufficiently large interval. By collecting samples after sufficiently large number of iterations with large interval, the collected samples can be regarded as independent samples drawn from the posterior PDF of the non-linear parameters, p(x|d).
In step (7) of the algorithm presented earlier, we discard
during a burn-in period. We then retain The step size of the Markov chain random walk, x i , in eq. (60) controls the efficiency of the Metropolis algorithm. If x i is too large, probability density of the candidate state, p(x |d), is likely to be low and the acceptance probability, P accept , is low. In this case the random walk is likely to remain at the current state for many iterations, and therefore the rate of convergence to the posterior PDF, p(x|d), is slow. If x i is too small, it takes a large number of iterations for the random walk to explore the entire high posterior probability regions and therefore the rate of convergence to the posterior PDF, p(x|d), is slow. Thus, we implement our algorithm many times employing various x i until we identify x i that samples the posterior PDF efficiently.
R E L AT I O N T O A B I C -B A S E D M E T H O D S
Akaike's Bayesian information criterion (ABIC) [Akaike (1980) ] has been used in many crustal deformation studies to estimate the non-linear parameters m, σ and α in the mixed linear-non-linear problem. Yabuki & Matsu'ura (1992) presented a Bayesian inversion method to estimate spatial distribution of slip on a fault under spatial smoothing constraints. Their problem includes the linear parameters s (slip) and the non-linear parameters σ and α as unknown parameters. They used ABIC to obtain optimal estimates of σ and α. The inversion method of Yabuki & Matsu'ura (1992) has been applied to many slip inversion studies (e.g. Nishimura et al. 2000; Yoshioka 2001 ). Recently, Fukahata & Wright (2008) showed that ABIC can also be used to obtain the optimal value of m as well as σ and α. For the mixed linear-non-linear problem, ABIC is a function of m, σ and α and is defined by
[ Akaike (1980) ] where p(d|m, σ , α) is the marginal likelihood defined by eq. (39) and M N + K + J denotes the number of all the non-linear parameters (m, σ and α). The set of m, σ and α that minimizes ABIC is considered the set of optimal values. In the previous ABIC-based inversion methods, the number of non-linear parameters, M N + K + J , is constant. We thus assume M N + K + J is constant in the discussion below. In this case, minimizing ABIC is equivalent to maximizing the marginal likelihood, p(d|m, σ , α). The inversion methods using ABIC consist of two steps. The first step determines the set of the optimal values of m, σ and α, (m =m, σ =σ , α =α), that minimizes ABIC (62). Then the second step obtains the Gaussian posterior PDF of the linear parameters, s, for fixed m =m, σ =σ and α =α, p (s|d,m,σ ,α) , which is given by eq. (50) with m =m, σ =σ and α =α. In these ABIC-based methods,m,σ andα are the optimal estimates of the non-linear parameters and p (s|d,m,σ ,α) is the final solution for the linear parameters, s. On the other hand, it should be noted that, in our inversion method, the final solution is the marginal posterior PDFs given by eqs (53)- (56) 
( p(s|d), p(m|d), p(σ |d) and p(α|d))
which are derived from the joint posterior PDF of all the parameters, p (m, s, σ , α|d) .
We now discuss the relation between the ABIC-based estimates of the non-linear parameters,m,σ andα and the posterior PDF of the non-linear parameters, p(m, σ , α|d), from which the Monte Carlo samples are generated. Using eqs (16) and (41), we can rewrite p(m, σ , α|d) as
If we employ p(m) given by (43) and (44), (63) can be rewritten as
if m is within the prior bounds defined by (44) (s|d,m,σ ,α) , m, σ and α are assumed to be known precisely and uncertainties in these parameters are not incorporated into p (s|d,m,σ ,α) . In contrast, in our method, uncertainties in m, σ and α are fully taken into account in p(s|d).
In the statistical literature, Bayesian approaches to estimate p (s|d,m,σ ,α) and p(s|d) are known as 'empirical Bayes' and 'hierarchical Bayes' approaches, respectively (e.g. Carlin & Louis 2000; Gelman et al. 2004) . Therefore, the ABIC-based method and our method can be regarded as an empirical Bayes method and a hierarchical Bayes method, respectively. Applications of the two approaches to geophysical inverse problems are found in Malinverno & Briggs (2004) and Malinverno & Parker (2006) .
S Y N T H E T I C VA L I DAT I O N A N D I L L U S T R AT I O N S
To illustrate and validate the inversion method, we conduct inversions on synthetic data sets. All of the synthetic data sets are created by specifying a set of known, 'true' model parameters, generating output from the forward model using the 'true' parameters, and adding random noise from a Gaussian distribution with specified variance to the forward model predictions. We then invert the noisy synthetic data for model parameters. The inversion method is validated when the true model parameters are recovered in the inversion.
Interseismic fault slip inversion
We begin with a relatively simple inversion that does not involve a regularization prior on s. We consider a simulated interseismic velocity profile across two parallel, infinitely long, vertical strikeslip faults as illustrated in Fig. 1(a) . The faults are modeled using the approach of Savage & Burford (1973) in which uniform interseismic creep is imposed below a specified locking depth using the solution for a screw dislocation in an elastic half-space. Two data sets are generated by adding error from Gaussian distributions with standard deviations of 1.5 and 4.5 mm yr −1 . There are 25 observations with the smaller errors (data set 1) and 300 observations with the larger errors (data set 2). These two data sets might represent GPS and InSAR data, for example. The synthetic data are plotted in Fig. 1(b) .
The unknowns in this inversion include: locking depths of both faults, D 1 and D 2 , slip rates for both faults,ṡ 1 andṡ 2 and two data covariance weights, σ 2 1 and σ 2 2 . Surface velocities, v(x) , are related to slip rates and locking depths through the equation,
where x is distance perpendicular to the fault surfaces measured from a origin at the surface and ξ i is coordinate of the ith fault measured from the origin with the same units as locking depths.
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The observation equation and the likelihood function for this problem are written as eqs (4) and (18)
The matrix G(m) is constructed using eq. (67).
We employ prior positivity constraints on locking depths, D 1 ≥ 0 and D 2 ≥ 0. In this case the prior PDF of m, p(m), is given by eqs (43) and (45) with m min i = 0. We assume that we have no prior knowledge about slip rate, s. The prior PDF of s, p(s|α), is thus assumed to be a uniform distribution. In this case, the marginal likelihood function and the posterior PDFs can be obtained similarly to Sections 3.4, 4.1, and 4.2 assuming that p(s|α) is constant. For uniform p(s|α), the vector y, the matrix A and the function f (s) defined in Section 3.4 are given by
, respectively, instead of y, A and f (s) given in eqs (31), (32) and (28). The posterior PDF of the non-linear parameters, p(m, σ |d), for uniform p(s|α) is given by To verify that the mixed linear-non-linear inversion algorithm works correctly, we estimate the joint posterior PDF of all the parameters, p(m, s, σ |d), using two methods: 1. sampling the entire joint posterior PDF using the Metropolis algorithm (without using least squares), which we call 'fully non-linear inversion method', and 2. the mixed linear-non-linear inversion algorithm described in this paper in which least squares is used to obtain p(s|d, m, σ ). To illustrate the ability of the inversion to identify the appropriate relative weighting of the two data sets, we assume the identity matrix for the data covariance matrices so that the estimated data weights, σ 1 and σ 2 , should be the corresponding standard deviations of the noise added to the synthetic signal.
In our implementation of the mixed linear-non-linear inversion algorithm, we iterate the procedure given in Section 5 10 6 times. We regard the first 1000 iterations as a burn-in period and do not retain x (i) , s * to construct the posterior PDFs given in Section 4. Fig. 1c compares marginal posterior probability distributions generated with both the fully non-linear inversion method and the mixed linear-non-linear inversion method. The posterior distributions for the two methods are essentially identical indicating that the mixed linear-non-linear inversion algorithm is implemented correctly. All six 'true' model parameters (shown with vertical broken lines) are recovered within about 2σ of the mean of the posterior probability distributions. The fit to the data shown in Fig. 1b is constructed by plotting predicted velocity profiles computed from means of the Gaussian posterior PDFs of the linear parameters, p(s|d, m, σ ), for samples of the posterior PDF of the non-linear parameters.
Coseismic fault slip inversion
In this section, we present an inversion for spatial distribution of slip on a fault and fault geometry parameters. We consider a rectangular fault surface with fixed length L = 37.5 km (along strike direction) and width W = 30 km (along downdip direction) in a homogeneous, isotropic, and elastic half-space. The fault surface is subdivided into 180 2.5 × 2.5 km rectangular slip patches. The geometry parameters of the rectangular fault surface and slip on the small patches are unknown parameters in the inversion. The fault geometry parameters and slip are non-linearly and linearly related to surface observations, respectively. The unknown fault geometry parameters include the position of the center of the upper edge, (C x , C y , C z ), the strike, θ, and the dip, δ, where C x , C y and C z represent coordinates along the east, north and downward direction, respectively.
We invert three synthetic data sets that represent GPS (horizontal displacements), levelling (vertical displacements) and InSAR (lineof-sight displacements) data sets. We assume the true fault geometry parameters given by θ = 0
• , δ = 30
• and (C x , C y , C z ) = (0, 0, 5) km and the true slip distribution shown in Fig. 3(a) . The three synthetic data sets are computed as the sum of contributions from the true slip on each small patch using the analytical expressions that relate surface displacements to a rectangular dislocation in a homogeneous elastic half-space (Okada 1985) . Then noise is generated from Gaussian distributions with zero mean and standard deviations of 5 mm (GPS), 2 mm (levelling) and 10 mm (InSAR) and is added to the synthetic displacements. The synthetic data sets are shown in Fig. 2 .
The observation equation and the likelihood function for this problem are given by eqs (4) and (18), respectively, where m is a vector of the fault geometry parameters given by m =
T , s is a vector of slip on the small patches,
The data vectors d 1 , d 2 and d 3 correspond to the synthetic GPS, levelling, and InSAR data sets, respectively. The matrix G(m) is computed by Okada (1985) 's solution. To regularize the inversion, we introduce a spatial smoothing prior on slip given by eq. (7), where D is the finite-difference approximation to the Laplacian smoothing operator, J = 1, α = [α 2 ] and Q = α 2 I M L . The prior PDF of slip is given by eq. (23). We employ prior positivity constraint on C z , C z ≥ 0, and do not employ any prior constraints on C x , C y , θ and δ. In this case the prior PDF of m, p(m), is constructed using eq. (45) for C z and eq. (46) for C x , C y , θ and δ.
For this problem, unknown parameters are m, s, σ and α. We estimate the posterior PDFs given in Section 4 using the mixed linear-non-linear inversion algorithm. In the mixed linear-nonlinear inversion algorithm, we iterate the procedure given in Section 5 5 × 10 5 times. We regard the first 1000 iterations as a burn-in period and do not retain x (i) , s * We assumed 1 mm standard deviations for each data set and solved for the unknown relative weights, σ . Therefore the inverted values for the data weights, σ , should be equal to the standard deviation of the noise added to the respective data sets. Fig. 3(a) 1452 J. Fukuda and K. M. Johnson compares the mean slip,ŝ, given by eq. (57), with the true slip distribution. The mean value of slip on each patch is plotted on the fault plane constructed using the mean values of strike, dip and position. The inversion slightly underpredicts the peak slip and the estimated slip distribution is somewhat more diffuse than the true distribution. Because the position of the fault patches is variable, the slip is better described as a function of space (x, y, z) . Fig. 3b shows the 'volumetric mean slip' as a function of position. The volumetric mean slip is computed with a moving cube in space in which the average slip from all MCMC samples is computed in each cube assuming slip occurs at the centroid of each patch. Fig. 3b shows the volumetric mean slip from a nearly along-strike view and in map view. The mean slip is distributed throughout a volume containing the two true slip patches. The inversion does not resolve the two distinct patches but rather spreads the slip out over a larger volume.
Comparison of the predicted and synthetic displacements in Fig. 2 shows that the synthetic inversion fits the data well. Fig. 3(c) shows the marginal posterior probability distributions of the non-linear model parameters. The inversion recovers the true dip, strike, σ 1 , σ 2 and σ 3 within two standard deviations of the posterior mean. The inversion does not recover the true position of the fault, C x , C y and C z ('east position', 'north position', and 'depth' in Fig. 3c ). The estimated fault location is shifted from the true position as shown in Fig. 3(a) . However, the estimated location of slip is similar to the location of the true slip as shown in Fig. 3a and 3b. Therefore the inversion recovers the true slip distribution and fault geometry. The biases in C x , C y and C z are caused by the fact that the fault can shift in space whereas the slip location remains stationary.
A P P L I C AT I O N S
The previous synthetic inversions illustrate and validate idealized mixed linear-non-linear inversions with synthetic data sets. We now investigate two applications of the inversion method to real data. We consider interseismic and coseismic fault slip inversions that are similar to the synthetic inversions shown in Sections 7.1 and 7.2.
Interseismic fault slip inversion: Southern California
We invert interseismic geodetic data from southern California for fault slip rate on the neighboring San Andreas Fault (SAF) and San Jacinto Fault (SJF). In this region, lateral motion of the Pacific plate relative to North America is thought to be accommodated largely on the subparallel San Andreas, San Jacinto, and Elsinor faults, yet it remains unclear exactly how the ∼45 mm yr −1 of motion is partitioned among the faults. We use GPS, EDM, and InSAR data from Fialko (2006) as shown in Fig. 4(a) . The data are projected into the InSAR satellite line of sight. Interseismic deformation is modeled with buried screw dislocations as in Section 7.1 using eq. (67). The inferred slip rate on the nearby, subparallel Elsinore Fault is only a few mm yr −1 and we found that our inversions place small amounts of left-lateral slip on this fault (contrary to the known right-lateral sense of slip). To estimate a physically plausible rightlateral slip rate on this fault, one would have to introduce a prior to prevent left-lateral slip. For simplicity, we chose not to model this fault and recognize that a few extra mm yr −1 of slip rate is mapped onto the SAF and SJF in our inversion. locking depth tends to very shallow depths. We thus placed a prior condition that the locking depth of SJF is greater than or equal to 8 km. We assume that we have no prior knowledge about slip rates of the two faults. The posterior PDFs can be derived in the same way as in Section 7.1.
The marginal posterior probability distributions of the model parameters are shown in Fig. 4(b) . The SAF is estimated to slip 35-39 mm yr −1 below a locking depth of 23-28 km, and the SJF is estimated to slip 9-12 mm yr −1 below a locking depth of 8-8.5 km. The estimated SAF slip rate is higher than the 20-25 mm yr −1 estimate from geological data and the SJF slip rate estimate in the range of geological estimates of 10-20 mm yr −1 (e.g. see summary of data in Bennett et al. (2004) ).
Our estimates are quite different from those of Fialko (2006) . Fialko (2006) inferred a slip rate and locking depth of 25 ± 3 mm yr −1 and 17 ± 4 km, respectively, for the SAF and 21 ± 3 mm yr −1 and 12 ± 4 km for the SJF. Because slip rate and locking are positively correlated, the lower slip rate estimate for the SAF and higher slip rate estimate for the SJF by Fialko (2006) can be attributed to the different locking depth estimates. The differences in estimates might also be attributed to the fact that our forward model differs from that of Fialko (2006) in that they considered models with dipping faults and lateral variations in elastic shear modulus. Furthermore, Fialko (2006) apparently inferred the model parameters from forward model runs and did not compute a formal inversion.
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Coseismic fault slip inversion: The 2003 San Simeon, California, earthquake
As an example of the coseismic fault slip inversion problem, we consider an inversion of GPS data for the 2003 San Simeon, California, earthquake. In this inversion we assume that both the fault geometry and slip distribution are unknown. Therefore this problem is similar to the synthetic inversion shown in Section 7.2.
The Mw 6.6 San Simeon earthquake struck the central California coast on December 22, 2003, about 50 km west of the San Andreas fault at a depth of 8 to 10 km. Rolandone et al. (2006) used 35 GPSmeasured surface displacements to constrain the fault geometry for the earthquake by simultaneously inverting for slip distribution and fault geometry using rectangular dislocation patches in an elastic half-space (Okada (1985) ). They performed over 42,000 linear inversions for slip distribution with smoothing and slip positivity constraints whereas systematically varying the strike, dip and rake (held constant over the fault surface) to obtain an optimal fault geometry. Their inversion results gave an optimal fault model with a strike of 300 degrees, a dip of 51 degrees to the NE, and a rake of 76 degrees.
We use the GPS data published in Rolandone et al. (2006) in our study. We parameterize a rectangular fault with fixed width and length of 37.5 and 30 km, respectively, discretized into 180 2.5 × 2.5 km slip patches. The unknown fault parameters include the position of the center of the upper edge, (C x , C y , C z ), the strike, θ , and dip, δ. Therefore m is given by m = [C x , C y , C z , θ, δ] T . We use the observation equation (4) Okada (1985) 's solution. To regularize the inversion, we introduce a spatial smoothing prior on slip given by eq. (7) where D is the finite-difference approximation to the Laplacian smoothing operator, J = 1, α = [α 2 ], and Q = α 2 I M L . We employ prior constraint on C z , θ and δ given by C z ≥ 0, −90
• ≤ θ ≤ 45
• and 10 • ≤ δ ≤ 80
• , respectively, and do not employ any prior constraints on C x and C y . In this case the prior PDF of m, p(m), is constructed using eq. (45) for C z , eq. (44) for θ and δ, and eq. (46) for C x and C y . Unknown parameters in this problem are m, s, σ and α. We estimate the posterior PDFs given in Section 4 using the mixed linear-non-linear inversion algorithm. Fig. 5 shows the estimated slip distribution and slip uncertainties as well as the fit to the data. The predicted displacement vectors are computed as the mean of all predicted displacements computed from Monte Carlo samples of the non-linear parameters and corresponding slip distributions. The estimated slip distribution is the mean of the marginal posterior distribution given by eq. (57). The plotted uncertainties are standard deviations of slip on each patch computed from eq. (58). Considering the mean and standard deviations of slip, only the dip slip on the shallowest part of the fault (top four rows of patches) is significantly different from zero and the uncertainties on the strike component of slip are generally larger than the mean. Fig. 6 shows the posterior probability distributions of the fault, weighting, and regularization parameters. The optimal strike and dip determined by Rolandone et al. (2006) fall within our posterior distributions.
C O N C L U S I O N S
We have presented a unified theoretical framework and solution method for Bayesian inversions of crustal deformation data that involve multiple data sets with unknown relative weights, model parameters that are related linearly or non-linearly through theoretic models to observations, prior information on model parameters, and regularization priors to stabilize underdetermined problems. The mixed linear-non-linear inversion algorithm that utilizes both analytical least squares solutions and Monte Carlo sampling techniques is designed to efficiently handle non-linear inversions in which some of the model parameters are linearly related to the observations. The method allows us to determine model parameters that are linearly and non-linearly related to observations, relative weights of multiple data sets, and relative weights of prior information and regularization priors in a unified Bayesian framework.
Furthermore, the method allows us to completely characterize uncertainties of linear and non-linear model parameters, weighting parameters, and regularization parameters. In the method, the posterior probability distribution of linear model parameters for known non-linear model parameters is determined with least squares. The posterior probability distribution of non-linear model parameters is estimated with the Monte Carlo Metropolis sampling algorithm. We have applied the inversion method to two different slip inversion problems using geodetic data. In the interseismic slip inversion problem, the long-term slip rates on faults are the unknown linear parameters and locking depths and data weights are the unknown non-linear parameters. In the coseismic slip inversion with unknown geometry, the slip on discrete fault patches are linear parameters and the fault geometry parameters, data weights, and smoothing regularization parameter are non-linear parameters. Our method can potentially be applied to high dimensional mixed linear-non-linear inverse problems in which it is difficult to apply the Monte Carlo sampling techniques to full posterior probability distributions due to high computational costs.
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