Abstract-This work studies the benefits of using opportunistic routing, implicit acknowledgments, and network coding on a linear broadcast packet network. Nodes are arranged in a line, and the first node wishes to communicate with the end node. When node i transmits, it is received at node j with a probability Pi,j. Several communication protocols are proposed and their performance studied using the mean and variance of the completion time as metrics. The protocols studied use end-to-end coding and link-by-link retransmission with network coding both with and without opportunistic routing. Simulation and analytical results are presented. The link-by-link protocols significantly outperform end-to-end coding using both metrics, especially when the packet loss probability is high. Opportunistic routing shows a mixed benefit over link-by-link protocols without it. When using opportunistic routing, the variance of the completion time is higher, and the mean is either similar or lower, depending on the channel conditions. When the loss probabilities are higher, opportunistic routing shows little benefit, whereas with a lower probability of packet loss, opportunistic routing shows a significant reduction in mean completion time.
I. INTRODUCTION

A. Problem Setup
Consider a network of N nodes arranged in a line (see figure 1 ). Node 1 wishes to communicate with node N , and does so using some, possibly all, of the intermediate nodes as relays. The nodes share a single broadcast channel with a fixed bandwidth W . Nodes transmit packets of fixed duration, and a packet transmitted from node i is received by node j with probability P i,j . Since the channel is broadcast, there are multiple nodes j such that P i,j > 0, with the possible exception of the end nodes. Any transmissions that overlap interfere and can not be received. It is assumed that a transmission cannot be heard more than δ nodes away. That is, for some node i in the network, the probability of successful transmission from i to i + δ + 1 is zero.
Such a problem arises when it is infeasible for node 1 to communicate directly with node N , but it is possible to communicate via a series of relay nodes. See for example, Schlumberger's Muzic system [2] . The blue arrows represent a transmission from node 4. The transmission reaches nodes 3 and 5 with a probability of 95%, nodes 2 and 6 with a probability of 75%, nodes 1 and 7 with a probability of 45%, and node 8 with a probability of 0.
B. Related Work 1) Network Coding: Network coding was introduced by Ahlswede, et al. in [1] . The authors characterized the admissible coding rate region for one information source by treating packets as information which can be combined or coded rather than physical entities which can only be routed or replicated.
The benefit of using network coding on a lossy packet network was studied in [6] , [9] , and [10] . In [6] , the problem of transmitting a large file to multiple receivers on a wireless channel was considered. In [9] , the authors presented a coding scheme similar to the network coding scheme used in this work, which is as follows. The source transmits a block of packets, one at a time. When a node receives a packet, it is stored in the node's memory. When a node has an opportunity to transmit, it sends a random linear combination of all packets in its memory. It is important to note that, in the scheme presented in [9] as well as that proposed in this work, intermediate nodes do not decode, nor do they wait to receive the whole block of packets. They demonstrated that this RLNC scheme, and by extension that proposed in this work, is capacity achieving and specified the rate regions for a variety of situations. In [10] , the authors compared the performance of end-to-end retransmission, end-to-end coding, link-by-link retransmission, path coding, and full coding in a wireless packet network. Using the average number of transmissions per packet as a metric, they demonstrated that network coding achieves about twice the performance of end-to-end coding and link-by-link retransmission, and about quadruple that of end-to-end retransmission.
2) Implicit Acknowledgments: Implicit acknowledgments allow the receiver to acknowledge a packet without an extra (explicit) transmission. The benefits were demonstrated in [12] , and in [8] for a linear network. Reference [12] proposed a coordination scheme for a wireless sensor network that increases the energy efficiency of the network. Reference [8] used implicit acknowledgments to improve the performance of network coded schemes in underwater linear acoustic networks, using delay and average power consumption as metrics. It also considers the benefits on lightly loaded networks.
3) Opportunistic Routing: Opportunistic routing (OR) is a way to dynamically determine a which nodes forward a packet. It was shown to reduce the total number of transmissions, and thus the average completion time, by Biswas and Morris [3] with Extremely Opportunistic Routing (ExOR). MACindependent Opportunistic Routing (MORE) [4] built upon ExOR by using network coding to avoid the strict scheduling of transmissions. MORE increases throughput by 22% over ExOR, and by 45% when spatial reuse was possible. In [5] , Lucani, et al. showed that the node which should transmit is the one which has the greatest impact on the network, i.e., the node which can give the most other nodes information.
II. MODEL
Let N denote the set of nodes in the network. The nodes share a single broadcast channel with a fixed bandwidth W . Nodes transmit packets of a fixed duration, d, and a packet transmitted from node i is received by node j with probability P i,j . Since the channel is broadcast, there are multiple nodes j such that P i,j > 0, with the possible exception of the end nodes. Any transmissions that overlap interfere and can not be received. It is assumed that a transmission cannot be heard more than δ nodes away. That is, for some node i in the network, the probability of successful transmission from i to i + δ + 1 is zero. This allows for spatial reuse of the channel.
For each transmission scheme, the transmitter wishes to reliably send M packets, or degrees of freedom (dofs), to the receiver. A dof is a vector in the span of the original M packets. The network is modeled as a set of active nodes, N a , a set of passive nodes, N p , a set of links between nodes, L, and a set of states, S. An active node is one which is capable of generating new dofs or acknowledgments. This includes the transmitter and receiver plus any intermediate node capable of recoding or transmitting a packet more than once. Passive nodes (i.e., non-active nodes) are incapable of recoding, and can only forward packets they receive. N a and N p are determined by the protocol used, but N is fixed by the network topology. Note that
Let N a = |N a | and N = |N |. Active nodes i ∈ N a are indexed 1 through N a , where 1 is the transmitter and N a is the receiver, and nodes further from the transmitter have a higher index. All nodes j ∈ N are similarly indexed 1 through N , where 1 is the transmitter and N is the receiver, and nodes further from the transmitter have a higher index. For simplicity, a node and its index are interchangeable.
Each link, i,j ∈ L, i, j ∈ N , has an associated P i,j , which is the probability of successful reception at node j, but no further, when i transmits. The matrix P ∈ R N ×N is defined to have elements P i,j , and is a right stochastic matrix. P i,i is the probability that the packet is not received by any node when i transmits. P N,N is defined to be 1. P i,j = 0 if j < i.
States are indexed from 1 to |S|. For simplicity, a state and its index are interchangeable. For implicit acknowledgment schemes, state s ∈ S is a vector v ∈ N N a where each element v i , i ∈ N a is the number of degrees of freedom at node i. For non-coding schemes, v i ∈ {0, 1}. For explicit acknowledgment schemes, the state is identical, except each state also contains a vector a ∈ {0, 1} 2 where a 1 is an indicator that an acknowledgment has been sent from the receiver and a 2 is an indicator that an acknowledgment has been received by the transmitter.
The network transitions through a stochastic sequence of states, {S(t)}, where t ∈ N ∪ {0}. Furthermore, the process is a finite Markov chain (since |S| is finite). The transition matrix T gives the probability of state transitions, and has elements T i,j , where
Each state has an associated cost ξ s , and S has an associated cost vector ξ ∈ R |S| . The cost of each state represents the amount of time it takes to transition to that state and is determined by the protocol.
Using the transition matrix T and the cost vector ξ, it is possible to compute the expected cost of the Markov chain, which corresponds to the expected time to send M degrees of freedom from the transmitter to the receiver. This is given by the first entry in the vector
where u is the fixed cost due to the propagation delay of the initial packet. The vector ξ ∈ R |S|−1 is ξ with the last element removed, and F is the fundamental matrix, given by
where I |S|−1 is the |S| − 1 × |S| − 1 identity matrix and T ∈ R |S|−1×|S|−1 is the matrix T with the last row and last column removed.
The variance is the first entry in the vector
where τ sq is the vector τ with each element squared, and • denotes the Hadamard product.
III. ANALYSIS
A. End-to-End Coding 1) Protocol: Each intermediate node acts only to forward packets it receives. There are M packets to send and a rateless end-to-end packet erasure code is used. Time division multiplexing is used to avoid interference. Nodes only communicate with their immediate neighbors, so δ = 1.
Each node has a cycle of three time slots. In the first time slot, a node will receive a transmission from its upstream neighbor. In the second time slot, the node will receive a transmission from its downstream neighbor. In the third time slot, the node will attempt to transmit the oldest unsent packet, prioritizing traffic from downstream.
The transmitter will send packets every three time slots and stop when an acknowledgment is received. The receiver will send an acknowledgment whenever it has received a packet in the previous time slot and it has received M linearly independent dofs.
2) Analysis: The set N a contains two nodes, the transmitter and receiver. The state of the system can be described as a triple (v, a 1 , a 2 ) where v is the number of dofs at the receiver, a 1 is an indicator that an acknowledgment has been sent, and a 2 is an indicator that an acknowledgment has been received by the transmitter. The valid states of the system can be enumerated:
, where s i ∈ S. The probability of a packet loss when transmitting from node i ∈ N to i + 1 is given by P i,i . Since the packet losses along each link are independent, the probability of a packet loss on the network one way is given by
The transition matrix T ∈ R (M +3)×(M +3) can be constructed, and is given by
where p l is given in equation 3 and p s = 1 − p l . The cost of transitioning to each state is given by
The values for ξ i for 0 ≤ i ≤ M + 1 arise from the fact that each node can only transmit every three time slots. If the acknowledgment is lost, it takes twice as long to recover, hence ξ M +2 = 6. The cost of transmitting the acknowledgment includes the propagation delay, hence ξ M +3 = 2(N − 1). The value of ξ can be seen in the timing diagram. The fixed costs include the propagation of the first packet sent, and
Using equations 1 and 2, the mean and variance of the completion time for M dofs can be computed. and
The fundamental matrix, F , can be found by noting that (I M +2 − T ) is a bidiagonal matrix, and using well known techniques (such as that presented in [7] ) the inverse can be found.
B. Link-by-Link Retransmissions with Opportunistic Routing
The transmitter wishes to send one packet (M = 1) to the receiver. Each node transmits the packet until it is acknowledged (implicitly) by a downstream node. The packet is forwarded by node i only if for any node j with the packet, i ≥ j. It is assumed that the implicit acknowledgment is always heard, as only the existence of the packet needs to be known. Any transmission can only be successfully received by nodes at most δ hops away. 1) Protocol: Each packet contains the address of the source node in its header. For intermediate nodes, the protocol is as follows. Let the node's address be i, and the source address from the packet header be j. If j > i, the packet is discarded and nothing is done. The node computes its transmission priority, r = δ − (i − j). The node waits for an interval rT 0 . If the node receives an implicit acknowledgment from further downstream in this interval, the packet is discarded. Otherwise, it is transmitted at the end of the interval. After a node transmits a packet, it will wait for an interval δT 0 . If an implicit acknowledgment is not heard within that interval, the packet is retransmitted at the end of that interval.
The transmitter (Node 1) will transmit the packet right away, and then wait for an interval δT 0 . If an implicit acknowledgment is not heard within that interval, the packet is retransmitted. When the receiver (Node N ) receives the packet, it will retransmit it to acknowledge successful reception.
The interval T 0 is set to be twice the propagation delay between two nodes plus the time needed to determine if a packet has been transmitted from downstream.
See figure 2 for an illustration of the protocol. 2) Analysis: All N nodes are active (N a = N and N p = 0). The state of the system can be described by a vector v ∈ R N where v i represents the number of dofs at node i ∈ N . In this case, v i ∈ {0, 1}. However, since it is only necessary to know the furthest node to which the packet has arrived, the state can be described by the index of that node. Thus the states of the system are simply S = {1, 2, . . . , N } where state 1 is the starting state and state N is the final state. Using the same indices for states as those for nodes, the transition matrix T is simply T = P where P has entries P i,j , i, j ∈ N , which represent the probability of successful reception at node j when i transmits. P i,i is the probability that the packet is not received by any node when i transmits. P N,N is defined to be 1.
The average cost of transitioning from each state is given by
where d is the duration of a packet, and i, j ∈ N .
The expected completion time can be computed with ξ and T defined above. Define
as the expected time to send one packet N hops. Since the cost of each transmission can vary, Var(T N,1 ) cannot be computed directly with equation 2. However, if P i,j depends only on j − i, the variance can be computed. Define {X t } ∞ t=1 to be a sequence of random variables where X t is the duration of the t th transmission, including the wait time, and H to be the total number of transmissions. E[H] and Var(H) can be computed (these represent the mean and variance, respectively, of the absorption time for the Markov chain) and are
where e is a vector of all ones.
and E[X which is equal to the completion time. Using the law of total variance [11] ,
2 Var(H) (7) which is an upper bound the variance of the completion time to send one packet from node 1 to N . Equality holds if the cost of transmitting a packet is the same for each node. Although the cost, X t , has the same distribution for most of the network, it is different near node N where there are fewer than δ hops left.
Since the mean and variance decrease near node N , equation 7 is an upper bound to Var(T N,1 ).
Note that P ij = 0 for j − i > 1 (i.e., δ = 1) is the case when opportunistic routing is not used.
C. Opportunistic Routing with Network Coding
The channel and assumptions are the same as in §III-B, except the transmitter wishes to send M packets to the receiver. Furthermore, implicit acknowledgments are not always heard: they must be received in their entirety since nodes must know how many dofs have been received downstream. 1) Protocol: Each packet contains the address of the source node in its header. Node 1 starts with M dofs. For all nodes except the last, the protocol is as follows. Let the node's address be i, and the source address from the packet header be j. Let
Let d be the duration of a transmission and
where t p is the propagation time between two adjacent nodes, and t d is the time required to detect whether or not a transmission is occurring. Each node, i ∈ N keeps a dof counter, dofs i ; an acknowledgment counter, acks i ; and a silent timer, t s,i . If t s,i > 0, the node will not transmit. Nodes also keep the dofs and their corresponding coefficients in memory. When node i successfully receives a complete packet, the following occurs.
1) If the new packet's coefficients are linearly independent
of the other received packets, store it and set dofs n = dofs n + 1.
2) If the packet is from upstream (i < j), set t s,i = rT 0 .
3) If the packet did not contain a new dof and j − i = 1, then set a "send ack" flag. 4) If the packet is from downstream (i > j), set
and acks i = max(acks i , dofs j ).
When node i detects a complete packet has been sent but contains errors, t s,i is set to
and the packet is discarded. Before node i can transmit, t s,i must be zero, node i is neither transmitting nor receiving, and either acks i < dofs i or the "send ack" flag is set. When all the conditions are met, node i generates a random linear combination of all packets in its memory and transmits it.
2) Analysis: All N nodes are active (N a = N and N p = 0). The state of the system can be described by a vector v ∈ R N where v i represents the number of dofs at node i ∈ N . However, one assumption needs to be made in order for this process to be Markovian: that {v i } is non-increasing with respect to i. Consider a state s ∈ S described by dof vector v. Let Q s be the set of possible transmitting nodes in this state, where
In other words, for each node n i that transmits, the distance between any two transmitting nodes must be at least δ+2 hops, the number of degrees of freedom at successive transmitters is strictly decreasing, and he next node (n i + 1) cannot transmit because either it is too close to the next transmitting node downstream or it has fewer dofs than n i .
Let R s be the set of potential receiving nodes, where
In other words, for each potential receiver node n i , there exists a transmitting node upstream within δ hops of n i or n i is transmitting, and there are no possible interfering nodes downstream. The transition matrix, T , can be constructed by considering the transitions between every pair of states. Let s and s be two states with respective dof vectors v and v . For any node i / ∈ R s , v i = v i . For any node i ∈ R s , the probability that v i = v i + 1 can be computed as
where
or put simply, the node which is transmitting to i. Define
and note that R s ⊆ R s , then using 8,
The cost vector, ξ, is defined similarly to when M = 1 (see §III-B), and ξ s represents the average cost of transitioning to state s ∈ S, accounting for the packet duration, d, and the expected delay before the receiver transmits.
Although it is possible to define each element of T , the number of states increases exponentially, where
so it is not feasible to perform any analysis for values of M and N of interest.
IV. SIMULATION A. Simulation Setup 1) End-to-End Coding: See §III-A for a description of the protocol. The simulation sends dofs, spaced three time slots apart to avoid interference and waits for an acknowledgment.
For each attempt, a random vector of length N − 1 is generated, where each entry is a Uniform(0,1). If any entry is greater than P i,i then the attempted transmission fails. If M or more packets arrive at the receiver, the simulation attempts to send an acknowledgment to the transmitter.
2) Opportunistic Routing with Network Coding: See §III-C for a description of the protocol. Coefficients are elements of F 2 8 . Time is slotted, and the length of each packet is d time slots. It takes one time slot for a node to detect if a packet is being transmitted. The simulation keeps a data structure for each node which stores the all the relevant information. Each step of the simulation occurs in two phases-the transmit and process phases-and corresponds to one time step. In the transmit phase, each node decides whether it should transmit. In the process phase, each node updates its state as necessary. The simulation ends when there are M dofs at the receiver (node N ).
B. Simulation Results
We give simulation results for an example system with end-to-end coding using TDM and network coding both with and without opportunistic routing (labeled NCOR and LLNC, respectively). The loss probability on a single link is 0.0045, and when opportunistic routing is used, the loss probabilities for one, two, and three hops are 0.0045, 0.0065, and 0.0779 respectively. Per packet expected completion time and standard deviation versus generation size for multiple packet coded schemes are shown in figure 4 . Per packet expected completion time and standard deviation versus number of nodes is shown in figure 5 , and versus probability of success in figure 6. Link-by-link retransmission with network coding, both with and without OR, has a lower mean and standard deviation of the completion time than end-to-end coding. When OR is not used, the mean using network coding is far lower than that using end-to-end coding, with the benefit increasing with the number of nodes and probability of error. The standard deviation is also lower, and increases less drastically as the probability of error or the number of nodes increases. Both of these results are a direct consequence of being able to recode and transmit new dofs in the network. These are shown in figures 4, 5, and 6.
The importance of the increasing gap between the completion times of link-by-link retransmission with network coding and end-to-end coding should not be understated. Often, the packet erasure channel is provided by an underlying physical layer code which uses forward error correction. Since network coding is more robust to losses than end-to-end coding, the physical layer may be able transmit at a higher rate, increasing the probability of packet loss, while maintaining or improving E[T ].
When OR is used, the standard deviation of the completion time is almost always higher than when it is not used. The mean completion time, however, admits mixed results. When the probability of error on a single link is relatively low (< 1%), then OR shows a significant reduction in completion time, and the benefit diminishes as the error probability increases. When the probability of link error is higher, and δ is correspondingly reduced, the mean completion time is on par with link-by-link retransmission without OR. The benefit of OR is largely affected by T 0 , which is the main source of overhead in the protocol. If T 0 d, then the time required to determine the forwarding node is negligible and the reduction in E[T ] is more pronounced than when OR is not used. This is shown in figure 6 .
