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ABSTRACT
Autonomous robots have gained a wide acceptance in our society in last
few decades. With the advancement in technology, their presence in every
sphere of life is rapidly increasing. Despite all the advancements, there is still
a huge scope of improvement in many areas of robotics. Collision avoidance
is one such problem which, despite a lot advancements, is far from being
completely solved. Most of the available collision avoidance schemes require
very expensive sensors to acquire data. Collision avoidance problem can be
subdivided into three parts namely- Sensing, Detection and avoidance. In
this thesis, an algorithm pertaining to avoidance problem will be discussed.
The objective of this theSis is to design a scheme which does not rely on so-
phisticated and expensive sensors. A novel collision avoidance scheme, which
is solely based on line of sight angle, will be discussed. The line of sight angle
can be obtained using an on-board camera and inertial measurement unit.
Theoretical guarantees such as stability will be established using Lyapunov
analysis. This will be followed by a discussion on simulation results. The
design and architecture of the differential drive robot developed to imple-
ment this algorithm will be presented as well. And finally, some results from
implementation of this algorithm on the robot will be discussed.
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CHAPTER 1
INTRODUCTION
1.1 Collision Avoidance
Ever since industrial revolution, technology has developed by leaps and bound.
An exponential development in science, mathematics and engineering, al-
lowed us to shift from bullock carts to autonomous cars. Though they seem
to be the artifacts of modern science and technology, their evidences could
be found in ancient hindu and greek mythology. For instance Sanskrit epic
Ramayana talks about ornithopter used by hindu gods [1]. But robots are
no longer fictional constructs either. They are everywhere- from robotic arm
in manufacturing shop floor to the roomba robot in our home.
With the advacement in sensing and computing technologies, there is an
increasing emphasis on developing auto-pilot capabilities for robots. Air ve-
hicles such as quadrotor coupled with autopilot capabilities has led to some
really interesting applications such as aerial photography, surveillance, dis-
aster response etc. [2]. Similarly, it is really important for a home robot
like roomba, not to collide with its surrounding for safe and effecient opera-
tion. Thus, collision avoidance systen(CAS) is an indespensable part of every
commercial robot.
1.2 Literature Review
Theoretically we can divide collision avoidance problem into three subparts-
sensing, detection and avoidance. Sensing refers to acquiring relevant data
about the surrounding using onboard sensors, which would help to detect
imminent collision. Detection refers to processing of acquired data through
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sensors to figure out the possiblity of collision. Avoidance refers to the plan
of action of actuators to evade collision.
Clearly success of a CAS relies heavily on sensors, detection and avoid-
ance algorithms. The reliability of the data obtained from the sensors varies
inversely with the complexity and cost of the sensors. Thus, we have to
incurr a very heavy cost to obtain reliable information [3], [4]. For safety
critical applications such as aircrafts require reliable information, and thus
they employ sophisticated array of sensors. But for low cost products cheap
sensors are the only solution. In such a scenario, we need robust detection
and avoidance algorithms which ensures safety with uncertainty in data [5].
Detection is another interesting problem, which has been dealt with exten-
sively in literature. For instance [6] talks about detection of electro-optical
hazard detection system, which detects an imminent collision with an in-
truder based on line of sight rate. Similarly, [7] presents an interesting ap-
proach to detect flying objects from a single moving camera. These papers
not only provide a very creative solution to our detection problem, but also
serves as an inspiration of using onboard camera as a part of CAS.
Avoidance is yet another interesting control problem which has received a
lot attention in last couple of decades. Geometric methods such as collision
cone approach to detect and avoid collision [8] have received a lot of atten-
tion. Most of these algorithms rely heavily on the accuracy of the sensor
data. But there are some robust algorithms in the literature, which present
avoidance strategies under uncertainty [9]. But collision avoidance in the ab-
sense of position data has received very attention [10], [11], [12]. And most of
these results are experimental, and do not provide theoretical guarantees. In
this thesis we will discuss a novel collision avoidance approach which requires
line of sight angle to evade collision. This approach is extensively described
in [5]. The distinctive feature of this approach is that it does not require the
position and velocity of the obstacle, and hence we can implement it on any
robot with an onboard camera and inertial measurement unit. This strat-
egy comes with theoretical guarantees. This algorithm guarantees collision
avoidance under the assumption that the speeds of the obstacle and robot
are bounded. Finally, we will show the simulation results, and verify them
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with the real-time implementation of this algorithm on a differential drive
robot.
1.3 ASPIRE
The motivation behind developing this algorithm is to design a strategy,
which can be implemented on robots for commercial markets. The simplicity
of this algorithm and the low cost sensor requirement will bring down the
market cost of robots. This algorithm could potentially play a significant
role in an NSF funded project- ASPIRE. ASPIRE stands for Autonomous
Support for Prolonged Independent Resident Elderly. This project addresses
a very basic problem in the area of multi-agent system in a constrained
environment. In this project, an interdisciplinary team at UIUC is developing
a system of indoor robots which can coordinate with each other to accomplish
a simple indoor tasks to help elderly people (such as pick a book from the
table and deliver to an elderly person). These robots will help elderly people
to carry out their day to day activities. Since we will be working with a large
swarm of robots, collision avoidance would be necessary for them to work
safely.
1.4 Overview of chapters
In Chapter 2, we will formulate the basic setup of the problem. The control
strategy provided in [5] will be dicussed. A Lyapunov based stability proof
for the control algorithm will be also be presented.
In Chapter 3, we will show the simulation setup of the model in Simulink(a
MATLAB proprietary product). In particular the simulations of the collision
avoidance algorithm for various scenarios will be discussed.
In Chapter 4, the architecture of the differential drive robot designed for
the implementation of this algorithm be presented.
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In Chapter 5, we will show the reults of algorithm in action on the differ-
ential drive robot. This will be followed by a discussion on limitations of this
algorithm and future work.
4
CHAPTER 2
ALGORITHM
2.1 Introduction
In this chapter, we will discuss the algorithm and its theoretical guarantees
proposed in [5]. The first section outlines the basic setup of the problem.
In the next section we will talk about the proposed solution. In the third
section we will provide the Lyapunov based proof of the proposed control
algorithm to establish theoretical guarantees.
2.2 Problem formulation
In this section we will outline the setup of the problem at hand. Figure 2.1
shows the geometric description of the problem.
Figure 2.1: Geometrical description of the setup [5]
Let the robot motion be defined by
x˙r = Vr(t) cos(ψr(t)) (2.1)
5
y˙r = Vr(t) sin(ψr(t)) (2.2)
where Vr is the speed of the robot and ψr is the heading angle of the robot
with respect to the world frame. Assuming that the robot is able to track
the desired linear (Vc(t)) and angular velocity (ψc(t)) within certain bounds,
we have the following constraints:
|Vr(t)− Vc(t)| ≤ δv (2.3)
| ˙ψr(t)− ˙ψc(t)| ≤ δψ (2.4)
Further we can divide desired angular velocity into two parts
˙ψc(t) = ˙ψca(t) + ˙ψtr(t) (2.5)
where Vc(t) and ψ˙tr(t) are linear and angular velocity command repectively,
to achieve way point navigation or target tracking, while ˙ψca(t) is the control
input to evade an imminent collision, if any. Another assumption is that the
linear and angular velocity of the robot are bounded as
0 ≤ Vr,min ≤ Vr(t) ≤ Vr,max (2.6)
|ψ˙tr| ≤ b (2.7)
Similar to the motion of the robot, let the obstacle motion be defined by
x˙o = Vo(t) cos(ψo(t)) (2.8)
y˙o = Vo(t) sin(ψo(t)) (2.9)
where Vo is the speed of the obstacle and ψr is the heading angle of the
obstacle with respect to the world frame. Analogous to the robot, let the
linear velocity of the obstacle be bounded (shown in equation (2.10)).
0 ≤ Vo,min ≤ Vo(t) ≤ Vo,max (2.10)
As shown in Figure 2.1, let ~d(t) define the distance vector between the robot
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and the obstacle. Let ~λp be the line of sight vector (i.e. vector perpendicular
to ~d(t)). λ defines the line of sight angle, which is the angle between ~d(t)
and inertial frame. Finally, let η(t) be the angle between ~Vr(t) and ~λp. From
Figure 2.1, we can define the relation between these angles by equation (2.11).
η(t) = ψr(t)− (λ(t)− pi
2
) (2.11)
The idea behind this collision avoidance algorithm is to drive the robot
perpendicular with respect to the obstacle. Thus, we need to ensure that
η(t) goes to zero. Keeping this in mind, we define one of the states of the
dynamical system as
x1(t) ,
η(t)
dd
(2.12)
where dd > 0 is a constant parameter, defined for the purpose of theoreti-
cal analysis as will be obvious later. This state will only help in orienting
the robot in an appropriate direction, but in order to effectively evade the
collision we need to ensure that the robot is always at some safety distance
(dsf ) from the incoming obstacle. Thus, we define the following state for this
objective
x2(t) ,
1
d(t)
(2.13)
Let us now formally define the problem. Consider an autonomous robot
moving in a 2D plane with its dynamics given by equations (2.1) and (2.2),
and an obtacle moving in 2D plane with its dynamics given by equations (2.8)
and (2.9). Assume that their dynamics also follows the constraint defined
by equations (2.3)-(2.7). We need to design a feedback control for ˙ψca(t)
such that the robot does not collide with the obstacle and always maintain
a minimum a safety distance of dsf .
2.3 Proposed solution
In order to outline the proposed solution we need to define the following
inequalities for cd > 0 and dd > 0
cd
dd
≤ 1
dsf
(2.14)
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c2d
dd
≤ λmin(W )− 2λvλmax(P )
2
√
2λmax(P )Vr,max
(2.15)
where
P =
[
dd
Vr,min
k 1
1 dd
Vr,min
k
]
and,
W =
[
2k2 dd
Vr,min
− 2Vr
dd
k
k 2Vr
dd
]
0 ≤ λv ≤ λmin(W )
2λmax(P )
(2.16)
Consider the robot is moving in a 2D space with the dynamics given by
equation (2.1) and (2.2) and detects an imminent collision at t = to, and
d(to) = R where R is the detection radius. Let commanded angular rate ˙ψca
at t ∈ [to, tf ] is given by
˙ψca(t) = −kη(t) (2.17)
Let the states x1(t) and x2(t) at time t = to satisfy
x(to) =
[η(to)
dd
,
1
R
]T ∈ Ωv (2.18)
where
Ωv , {x(t) : ‖x1(t), x2(t)‖ ≤ cd
dd
}. (2.19)
Furthermore, let the control gain be defined by the following inequality
k > max(
2Vr/dd√
4Vr/Vr,min − 1
, 1) (2.20)
Also assume that the following inequality holds
Vo,maxcd
√
1 + cd2
λvdd
+
b+ δψ
2λv
< cd (2.21)
Assuming that the angular rate of the robot and the obstacle follows equa-
tions (2.3)-(2.7), then the following relation holds:
d(t) ≥ dsf ,∀t ∈
[
to, tf
]
(2.22)
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It is important to note that the control law is defined for the angular
velocity of the robot, leaving linear velocity as an additional degree of freedom
to achieve other objectives such as target tracking, waypoint navigation etc.
It is worth mentioning that bounds defined in equations (2.18) and (2.21)
are fairly intuitive. For instance, large detection radius for a fixed cd value
would allow large dd values, which allows higher Vo,max values. This makes
sense because with larger detection range we can evade collision with a faster
moving obstacle.
2.4 Lyapunnov based analysis
From Figure 2.1, we can easily write the expression for rotational speed of
line of sight by the following expression
˙λ(t) =
Vr(t) cos(η(t))
d(t)
− Vo cos(ψo(t)− (ψr(t)− η(t)))
d(t)
(2.23)
Using the relation in equation (2.11)
˙η(t) = −Vr(t) cos(η(t))
d(t)
− Vo cos(ψo(t)− (ψr(t)− η(t)))
d(t)
+ ˙ψr(t) (2.24)
Using the vector geometry in Figure 2.1,
˙d(t) = −Vr(t) sin(η(t)) + Vo(t) sin(ψo(t)− (ψr(t)− η(t))) (2.25)
Using the definition of states from equations (2.12) and (2.13), we can
rewrite the dynamical equations as
˙x1(t) = −Vr(t) cos(x1(t)dd)
dd
x2(t)+
˙ψr(t)
dd
+
Vo(t) cos(x1(t)dd − ψr(t) + ψo(t))
dd
x2(t)
(2.26)
˙x2(t) = x2
2(t)Vr(t) sin(x1(t)dd)− x22(t)Vo(t) sin(x1(t)dd − ψr(t) + ψo(t))
(2.27)
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Subsituting equations (2.5), (2.17) and (2.23) in (2.26) and (2.27) we get
˙x1(t) = −Vr(t)cos(x1(t)dd)
dd
x2(t)− kx1 + ψtr(t)
dd
+
˙ψr(t)− ˙ψc(t)
dd
+
Vo(t)cos(x1(t)dd − ψr(t) + ψo(t))
dd
x2(t)
(2.28)
˙x2(t) = x2
2(t)Vr(t)sin(η(t))− x22(t)Vo(t)sin(x1(t)dd−ψr(t) +ψo(t)) (2.29)
We can rewrite equations (2.28) and(2.29) as
x˙ = Axx+ f(x) +
[
˙ψtr
dd
+ ψ˙r−ψ˙c
dd
0
]
(2.30)
where x =
[
x1, x2
]T
and A andf(x) are given by
Ax =
[
−k −Vr
dd
Vr
dd
0
]
(2.31)
f(x) =
[
Vrx2(1−cos(x1dd))
dd
Vrx2
2 sin(x1dd)− Vrddx1
]
+
[
Vox2cos(x1dd−ψr+ψo)
dd
−Vox22 sin(x1dd − ψr + ψo)
]
(2.32)
It is easy to show that f(x) satisfies the following bound
‖f(x)‖ ≤
√
2
Vr
dd
cd
2‖x‖+ Vo,maxcd
d2d
√
(1 + c2d) (2.33)
Proof of the inequality (2.33) goes as follows. Let f(x) = fr(x)+fo(x) where
fr(x) =
[
Vrx2(1−cos(x1dd))
dd
Vrx
2
2 sin(x1dd)− Vrddx1
]
(2.34)
and
fo(x) =
[
Vox2 cos(x1dd−ψr+ψo)
dd
−Vrx22 sin(x1dd − ψr + ψo)
]
(2.35)
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We know that
λmin(P )‖x(t)‖2 ≤ x1(t)TPx1(t) ≤ λmax(P )‖x(t)‖2 (2.36)
Since x(t) ∈ Ωv implies ‖x(t)‖ ≤ cddd , we get
fr(x) =
Vr(t)
d2d
[
2ddx2(t) sin
2(η
2
)
d2dx
2
2(t) sin(η(t))− η(t)
]
(2.37)
Thus, we get
‖fr(x)‖2 ≤ Vr
2
dd
4 (4d
2
dx
2
2 sin
4(
η
2
) + (d2dx
2
2 sin(η)− η)2)
≤ V
2
r
d4d
(
c2dη
4
4
+ ((c2d − 1) sin(η) + sin(η)− η)2)
(2.38)
Using the trigonometric inequality | sin(η(t))− η(t)| ≤ |η(t)|3
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we get
‖fr(x)‖2 ≤ 2V
2
r
d2d
c4dx
2
1 (2.39)
Similarly we can write the norm of fo(x) defined in equation (2.35) as
‖fo(x)‖ ≤ Vo,maxcd
d2d
√
1 + d2dx
2
2 (2.40)
since ‖x(t)‖ ≤ cd\dd
‖fo(x)‖ ≤ Vo,maxx2
dd
√
1 + c2d (2.41)
This establishes the proof of the inequality (2.33). Let us now go back to
the proof of our main result. Let’s consider the Lyapunov function defined
by the equation
V (x) = xTPx,whereP =
[
dd
Vr,min
k 1
1 dd
Vr,min
k
]
(2.42)
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Let W be a 2x2 matrix defined by the following:
W =
[
2k2 dd
Vr,min
− 2Vr
dd
k
k Vr
dd
]
> 0, (2.43)
Using the matrix Lyapunov equation for the linear part of the system
ATxP + PAx = −W (2.44)
we can compute its derivative as
V˙ = −xTWx+ 2fT (x)Px+
[
˙ψtr
dd
+ ψ˙r−ψ˙c
dd
0
]T
Px (2.45)
Let λv be such that it follows 0 < λ <
λmin(W )
2λmax(P )
. Using equations (2.15) and
(2.33) we obtain
V˙ ≤− λmin(W )‖x‖2 + 2λmax(P )‖f(x)‖‖x‖+ 2b+ δψ
dd
λmax(P )‖x‖
≤ −(λmin(W )− 2
√
2λmax(P )
Vr
dd
c2d)‖x‖2+
2
λmax(P )
dd
(
Vo,maxcd
dd
√
(1 + c2d) + b+ δψ)‖x‖
≤ −2λmax(P )‖x‖(λv‖x‖ − Vo,maxcd
d2d
√
(1 + c2d)−
b+ δψ
dd
)
(2.46)
Clearly, V˙ < 0 if
‖x‖ > Vo,maxcd
λvd2d
√
(1 + c2d) +
b+ δψ
λvdd
(2.47)
Thus, if Vo,max, b and δψ are small enough (ensured by the assumptions of
our result), and ‖x‖ ≤ cd\dd∀t > to, then
|x2| = 1
d
≤ cd
dd
(2.48)
Using equation (2.14) and above results, we can say that
d(t) ≥ dsf ,∀t > to (2.49)
12
CHAPTER 3
SIMULATION RESULTS
In this chapter, we will present the simulink model of the controller we de-
signed for collision avoidance. This is based on the theoretical foundations
of the collision avoidance technique, presented in the previous chapter. The
model consists of two controllers- trajectory tracking and collision avoidance.
While the former is responsible to guide the robot on a desired trajectory,
latter allows the robot to operate collision free. In the first section we will dis-
cuss the implementation of both controllers in simulink. In the next section,
the simulation results of the controller in action under different scenarios will
be presented. In the last section we will discuss the findings, limitations and
possible improvements of the controller.
3.1 Simulink model
Model shown in Figure 3.1 consists of the following 8 subsystems:
1. eta: This subsystem calculates the angle,η using ψr(obtained from DiffS-
teer Kinematics subsystem) and λ(obtained from Lambda subsystem)
2. Lambda: This subsystem calculates λ(i.e. the angle between line of sight
vector (~λ and inertial x-axis) using the position of obstacle relative to the
position of robot.
3. Obstacle: This subsystem simulates the dynamics of the obstacle under
consideration.
4. DiffSteer Kinematics: This subsystem simulates the dynamics of the robot
based on unicycle model. It takes velocity(U) and angular velocity(W) as in-
puts, and provides position(x,y coordinates) and orientation(ψr) of the robot
as output.
5. Desired trajectory: This subsystem provides the desired trajectory to the
path following controller.
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6. Collision avoidance: This subsystem generates the closed-loop angular
velocity command using η.
7. Path Follower: This subsystem generates velocity and angular velocity
commands using PID control, which allows the robot to traverse the desired
trajectory. It is important to note that the controller uses the error in the
direction of motion to control speed, and error perpendicular to the direction
of motion to control the angular velocity.
8. Controller: This subsystem mimics the actual controller on the robot
which uses the input from above two controllers. This controllers decides
whether or not to use collision avoidance commands along with path follow-
ing, which in our case depends upon the distance between the robot and the
obstacle.
Figure 3.1: Simulink model
3.2 Simulation results
In this section we will simulate our algorithm in difference scenarios.
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3.2.1 Case 1
In this case, the robot (marked as blue star) tries to move in a circular trajec-
tory. While moving, robot encounters a static obstacle (marked as red star)
in its path. As soon as the obstacle is in detection range, collision avoidance
controller deviates the robot from its circular trajectory as can be noticed in
the following figures.
(a) Time = 40.4s (b) Time = 52.8s
(c) Time = 81.8s (d) Time = 100s
Figure 3.2: Simulation of the robot moving on a circular path with a static
obstacle in its path
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3.2.2 Case 2
In this simulation robot tries to move in a straight line along a line starting at
the origin. While following the desired trajectory, it encounters an obstacle
at coordinate (5,5). Collision avoidance control feedback gets trigerred once
the obstacle is in detection radius of the robot. As can be seen in the Figure
3.3, robot takes an alternate trajectory around the obstacle, and continues
to follow the straight line path once collision is evaded.
(a) Time = 4.6s (b) Time = 5.6s
(c) Time = 7.1s (d) Time = 9.9s
Figure 3.3: Simulation of the robot moving on a straight line with a static
obstacle in its path
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3.2.3 Case 3
In this simulation, we have a moving obstacle approaching the robot from
north-west direction in straight line. As shown in Figure 3.4, robot detects
the approaching obstacle relatively earlier than the previous cases. This is
important in this case because the obstacle is moving with a constant veloc-
ity towards the robot. We can see that the robot deviates from the straight
line path to successfully avoid the collision.
(a) Time = 2s (b) Time = 4s
(c) Time = 7.9s (d) Time = 9.9s
Figure 3.4: Simulation of the robot moving on a straight line with a moving
obstacle in its path
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3.2.4 Case 4
This case is analogous to the previous one, with small difference in the di-
rection of movement of obstacle as depicted in Figure 3.5
(a) Time = 1s (b) Time = 4.5s
(c) Time = 6.3s (d) Time = 9.8s
Figure 3.5: Simulation of the robot moving on a straight line with a moving
obstacle in its path
3.3 Discussion
In this chapter, we discussed the simulink model of the controller. Controller
performance under different scenarios indicates that the control law can be
effective in evading a static as well as a moving obstacle. We also observed
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that collision avoidance and trajecory tracking algorithm can work simulta-
neously without affecting each other’s performance significantly. It is worth
mentioning that the gains for the collision avoidance controller should not be
too high as it may lead to a very erratic behavior. Although the controller
performed really well in simulation, it needed to be tested on a real robot to
validate its effectiveness. The next chapters will discuss the implementation
of this algorithm on a differential drive robot.
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CHAPTER 4
ROBOT CONTROL DESIGN
4.1 Introduction
In the previous chapters we talked about the mathematical formulation of
the algorithm, its theoretical proof and simulation. One of the objectives
of this thesis is to experimentally validate the algorithm on a real robot,
which we are going to discuss in the next chapter. This chapter bridges
the gap between the previous and the forthcoming chapter. In particular,
we will disucuss the design of the differential drive robot, its control system
and experimental setup used to validate the collision avoidance algorithm.
The robot control is designed by assembling very basic key components for
computation, communication and actuation. This not only allows us to a
build a customized cheap robot with minimum possible components, but
also ensures complete autonomy which makes hareware debugging easier. In
the next section we will discuss each of the components in brief. We will also
discuss their specific role in the setup. The second section focusses on the
complete architecture of the setup.
4.2 Robot design
Figure 4.1 shows the picture of the robot we designed for experimental vali-
dation. The focus of our discussion would be the control system used in the
robot. The key components of this robot are: mbed, xBee, Sabertooth, DC
motor with built in optical encoder.
1. mbed: mbed is a development device which includes an ARM microcon-
troller. The board is capable of small amounts of computation, data storage
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Figure 4.1: Differential drive robot
and communication. It runs an mbed operating system. mbed has an online
compiler and allows us to write program in C++. mbed is used to control the
linear and angular velocity of the robot based on the commands generated
from a remote computer. It continuously keeps track of the angular velocity
of each wheel by reading the signals generated from optical encoder attached
to the motor. Based on the difference between the actual and desired linear
and angular velocity, the PID controller in mbed generates signals to con-
trol the speed of DC motor via motor driver(Sabertooth). mbed continously
receives commands through XBee, which wirelessly communicates with a re-
mote computer.
2. XBee: XBee is a wireless communication module, which provides wire-
less end point connectivity to devices. XBee is used to establish a wireless
21
Figure 4.2: mbed (visit https://blog.adafruit.com/2012/05/14/mbed-based-
remote-controlled-balancing-robot/ for more
detail)
connection network between the robot and remote computer running colli-
sion avoidance algorithm. XBee connected to remote PC reads the linear and
angular velocity commands generated by the algorithm. These are then sent
to the onboard XBee connected to the microcontroller. We used broadcast
mode for communication.
3. Sabertooth: This is the motor driver used to supply electrical signals
to the DC motors. It generates electrical signals based on the serial com-
mands it receives from the mbed microcontroller. Sabertooth needs to be fed
with an external power source, which in our case is Lithium Polymer battery.
4. DC Motor: DC servo motors are used to drive the robot. The motor
is connected to the output ports of Sabertooth. The DC motor includes an
optical encoder which feeds its signal to mbed microcontroller. The interrupt
in the microcontroller reads the signal from encoder to determine the angular
velocity of the motor.
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Figure 4.3: mxBee (visit http://www.gravitech.us/xbzbmo22mwwa.html
for more detail)
Figure 4.4: Sabertooth (visit https://www.dimensionengineering.com for
more detail)
4.3 Experimental setup
Figure 4.6 shows the complete architecture of the experimental setup. In
order to simplify the robot design with minimal onboard hardware, we used
external Vicon motion capture system to obtain real time position and orien-
tation data of the robot. Vicon camera is a state of the art infrared marker
motion capture system which provides the position and orientation data with
a high accuracy. Vicon provides the position and orientation data of robot
and obstacle to a remote PC. The PC is running the collision avoidance
and path following algorithm in tandem on simulink (Figure 4.7 shows the
simulink model of the controller). The algorithm continuously generates lin-
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Figure 4.5: DC Motor
ear and angular velocity commands which are read by the router XBee con-
nected to the serial port of PC. This XBee wirelessly transmits the commands
to the Coordinator XBee connected onboard with mbed microontroller. The
PID controller on mbed ensures that the commands are followed by the robot
with a minimal overshoot and steady state errors.
In future work robot design would include an onboard camera to measure
the line of sight angle. We are contemplating the possibility of running
the collision avoidance algorithm onboard as well. This requires a processor
capable of running running MATLAB, which is not possible in mbed. This
is perhaps the simplest possible design, but with some added complexity we
can make it a complete standalone system capable of autonomous navigation.
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Figure 4.6: System architecture
Figure 4.7: Simulink model of the controller
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CHAPTER 5
EXPERIMENTAL RESULTS
5.1 Introduction
In this chapter, we will show some of the results of collision avoidance algo-
rithm in action. The experimental setup described in the previous chapter
is used for this purpose. External infrared cameras(VICON) were used to
track the real time position and orientation of the robot and obstacle. This
data is then fed to a remote computer, running the collision avoidance algo-
rithm on MATLAB. The resulting velocity and angular velocity commands
are sent via wireless communication through Xbee attached to the remote
computer. Xbee attached to the robot then receives these commands, which
are further processed by the onboard microcontroller (mbed). We have run
the algorithmin this testbed under four different scenarios analogous to the
ones introduced in Chapter 3.
5.2 Results
This section contains experimental results which validate our proposed con-
trol design.
5.2.1 Case 1
In this case, the robot (marked as blue star) tries to move on a circular
trajectory. MATLAB controller does not start until t = 5s, and that’s why
we can see noncircular trajectory for first few seconds. While moving, robot
encounters a static obstacle (marked as red star) in its path. As soon as the
obstacle is in the detection range, collision avoidance controller deviates the
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robot from its circular trajectory as can be noticed in Figure 5.1.
(a) Time = 5.8s (b) Time = 13.8s
(c) Time = 21.8s (d) Time = 25.8s
Figure 5.1: Trajectory of the robot moving on a circular path with a static
obstacle in its path
5.2.2 Case 2
In this case robot tries to move in a straight line along a line passing through
the origin at 45 degree angle with respect to x-axis. While following the
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desired trajectory, it encounters an obstacle close to the origin. Collision
avoidance control feedback gets trigerred once the obstacle is in the detec-
tion region of the robot. As can be seen in the Figure 5.2, robot takes an
alternate trajectory around the obstacle, and continues to follow the straight
line path once collision is evaded.
(a) Time = 5.8s (b) Time = 11.8s
(c) Time = 21.8s (d) Time = 37.8s
Figure 5.2: Trajectory of the robot moving on a staright line(y = x) with a
static obstacle in its path
5.2.3 Case 3
In this case, we have a moving obstacle approaching the robot from north-
west direction in straight line. As shown in Figure 5.3(a), the robot detects
the approaching obstacle relatively earlier than in the previous cases. This is
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important in this case because the obstacle is moving with a constant velocity
towards the robot. We can observe that the robot deviates from the straight
line path to successfully avoid the collision, and thereafter gets back to its
original path. The path of obstacle looks wiggly because it was manually
moved in straight line towards the robot.
(a) Time = 7.8s (b) Time = 15.8s
(c) Time = 21.8s (d) Time = 31.8s
Figure 5.3: Trajectory of the robot moving on a staright line(y = x) with a
moving obstacle in its path
5.2.4 Case 4
This case is analogous to the previous one, with small difference in the di-
rection of movement of the obstacle.
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(a) Time = 5.8s (b) Time = 13.8s
(c) Time = 21.8s (d) Time = 37.8s
Figure 5.4: Trajectory of the robot moving on a staright line with a moving
obstacle in its path
5.3 Summary and conclusion
In this thesis we talked about various schemes related to the collision avoid-
ance problem. These methods usually address one or more of the three
subproblems- sensing, detection and avoidance. Then we provided some lit-
erature survey in this domain. Next, we discussed collision avoidance based
on line of sight angle in detail, which is the central topic of this thesis. This
algorithm essentially guarantees collision avoidance, under certain conditions,
using just line of sight angle.
We obtained that obstance speed, robot speed and their angular velocities
are supposed to be bounded, which practically makes sense. It is very in-
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teresting to note that these bounds indicate that minimum safety distance
bounds can be relaxed if the speeds of the robot and obstacle became smaller.
This makes perfect sense, since with lower speeds we would have more time
to evade the collision in the proximity of the obstacle. Theoretical guaran-
tees of stability were established using Lyapunov analysis. System dynamics
were simulated for the control law under various conditions. We provided
simulations with a static obstacle and then with a moving obstacle. The
controller allows the robot to avoid collision, and also enable it to follow the
desired trajectory once the collision is evaded.
The next half of this thesis talks about the experimental validation of the
designed control law. We implemented the algorithm on a differential drive
robot. For this purpose we designed the differential drive robot from scratch
using very basic components. The idea behind developing our own robot
rather than buying it off-the-shelf is to have complete autonomy on its func-
tioning. DC motor coupled with incremental encoder was used to run the
robot. Even though it was a four wheel robot, only two motors were used
to power all four wheels using a belt drive mechanism. We used a very ver-
satile motor driver called Sabertooth 2x12 in simplified serial mode. mbed
microprocessor was used for onboard computations. A pair of XBee mod-
ules were used for wireless communication between the robot and the remote
computer. Since simulations were computationally intensive, there were run
offboard in Matlab on a remote computer. Vicon motion capture system was
used to measure line of sight angle.
Using this setup, we validated our algorithm and simulation results. It
was observed that the robot successfully evaded the collision under various
scenarios. Although we used Vicon system to obtain line of sight angle, this
data can easily be obtained using an onboard webcam coupled with a servo
motor capable of controlling its position. The idea is to actuate the motor in
periodic motion until it detects an obstacle in the vicinity. Detection, how-
ever, is a different problem altogether. One solution is to track the rate of
line of sight angle, which can potentially provide the inertial data about the
obstacle. The other interesting development would be to design a velocity
control law. Another alternative would be to use position of the obstacle
using a lidar, and use it to define velocity control. These two together can
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provide precise location of the obstacle and effectively evade collision in more
complex environment. Another interesting problem of this algorithm is to
determine the start and stop trigger for collision avoidance controller. Dif-
ferent switching sequences can result in a very diversified dynamics, and it is
important for us to determine the right switching sequence to ensure stability
in theoritical and practical sense, and guarantee collision avoidance. These
ideas, however, haven’t been tested and needs theoretical and experimental
validation. The above mentioned problem of detection and velocity control
would the focus of our future studies.
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