Abstract. The following limit result holds for the weak-type (1,1) constant of dilation-commuting singular integral operator
Introduction
A dilation-commuting singular integral operator T acting on L p (R n ), 1 ≤ p < ∞, is defined by
T f(x) = lim

→0 |x−y|>
Ω(x − y) |x − y| n f (y)dy, where Ω is homogeneous of degree 0, and satisfies the cancellation property S n−1 Ω(x)dσ(x) = 0 and a continuity condition (1.3) mentioned below. In [11] , the author has described the usual theory for these operators and addressed the search for the best constants in the strong-type and weak-type inequalities satisfied by these operators. The main reference is Stein [15] . The strong-type property is: For 1 < p < ∞, there exists a constant C p,n > 0 such that for all f ∈ L p (R n ),
The weak-type property is: For p = 1, there exists a constant C n such that for all f ∈ L 1 (R n ), λ > 0,
The usual Calderón-Zygmund method of rotations gives precise information on the constant C p,n in (1.1) for a wide subclass of operators T . In fact, if Ω is an odd function, that is, if Ω(−x) = −Ω(x), then C p,n = π 2 H p S n−1 |Ω(x)|dσ (x) , where H p is the strong-type constant for the Hilbert transform. See Iwaniec-Martin [10] . Such detailed information is at present unavailable for the weak-type constant C n in (1.2), although a possible conjecture is that it should be π 2 H 1 S n−1 |Ω(x)|dσ (x) , where H 1 is the weak-type constant for the Hilbert transform. In [11] , the author
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has shown that C n is at worst c log n S n−1 |Ω(x)|dσ(x) using a certain modification of the Calderón-Zygmund decomposition and a new regularity condition on Ω: For ξ ∈ S n−1 , 0 < δ < 
|Ω(x)|dσ(x),
where c is independent of dimension. The proof is then applied to the special case of the j th Riesz transform R j defined with
and its weak-type constant is shown to be at worst c log n. Hence
When n = 1, there is only one Riesz transform on the real line; this is the Hilbert
The special feature of the Hilbert transform is that f and Hf are the boundary values of conjugate harmonic functions on the upper half space. Let u and v be harmonic extensions to R 2 + of f and Hf, respectively. Then u + iv is analytic on R 2 + . In particular, (1.5) ∇u · ∇v = 0 and |∇v| ≤ |∇u|.
These properties have been used to evaluate through both analytic and probabilistic techniques the exact values of the strong-type H p for 1 < p < ∞ and weak-type constant H 1 for p = 1. See [13] , [5] and [1] . The harmonic extensions of the Riesz transforms are also conjugate harmonic functions on the upper half space. Let u j be the harmonic extension of R j f to R n + . Here R 0 is the identity operator. Then
and for i = j,
These properties have been used by several authors ( [16] , [8] , [2] , [14] ) to study the strong-type (p, p) constant for the Riesz transform R j , which is now known ( [10] , [3] ) to equal that of the Hilbert transform H. However the techniques used in finding the weak-type (1, 1) constant for H ( [5] , [1] ) rely on the gradient conditions (1.5) which do not follow from (1.6) and (1.7). Hence this question remains open for R j .
The conjecture is that the constant in (1.4) is independent of dimension and that C n in (1.2) is just c S n−1 |Ω(x)|dσ(x). Though the Calderón-Zygmund theory may not be sufficient to get this result, a modification of the decomposition followed by some precise analysis allowed the author to reduce to the log n constants stated above. By extending these methods to a limiting situation, the following theorem is proved in this paper. Let ν be an absolutely continuous signed measure on
Here Ω is homogeneous of degree 0, and satisfies S n−1 Ω(x)dσ(x) = 0 and the regularity condition (1.3). Then Theorem 1.1.
The reason for working with measures is to allow some ease in writing the proof and to extend analogously to the setting of maximal operators. Note that the theorem gives the lower bound for the weak-type constant of T as
Moreover it implies Corollary 1.1.
where the infimum is taken over all absolutely continuous probability measures, and · w (1) is the weak-type (1, 1) norm defined by
In Section 3, analogous results are proved for the maximal operator. The HardyLittlewood maximal operator M is defined by
This operator is strong-type (p, p) and weaktype (1, 1). The strong-type constant is independent of dimension ( [19] ), and the question is open for the weak-type constant. Stein and Stromberg ([19] ) proved that the constant C n in
is at worst order n. Following the proof of Theorem 1.1, the following limit result is proved for
The theorem is proved in a more general setting in Section 3. Again observe that this means
where the infimum is taken over all functions f ∈ L 1 (R n ) with f 1 = 1 and
Section 5 introduces these infimums as lower operator norms and suggests some open questions. Let ν be an absolutely continuous signed measure on R n with |ν|(R n ) < ∞.
Here Ω is homogeneous of degree 0, satisfies (1.3), and S n−1 |Ω(x)|dσ(x) = 0. Let ν t be the dilated measure:
For the proof of this, two lemmas are needed.
Proof. Choose δ 1, 1 > 0, δλ and t small so that |ν t |(B(0, t )) > 1 − , where t 1 . Let 2 be the minimal (there is such a minimum because |x| and |x − y| are comparable given the placement of x and y) positive real number that satisfies
(1−δ)λ , the following estimate holds:
For fixed , the triangle inequality gives
F t is estimated using the fact that |x−y| n and |x| n are comparable via the constant 2 (see the first few lines of the proof) for x ∈ B(0, 1 ) c and y ∈ B(0, t ) for t small and the condition (1.3) assumed for the singular integral operator T . Also used is the fact that ν
By the definition of 2 ,
c ∩F c t and y ∈ B(0, t ). Therefore
From this it follows that
Lemma 2.1 and (2.4) can now be applied to (2.6) and (2.7) to obtain
Applying the previously found estimates gives
As t → 0, t → 0 and 2 → 0. Therefore
Finally since is arbitrarily small relative to the remaining small constants, first let → 0 and then let δ → 0 and 1 → 0. This gives the final result:
Proof of Theorem 1.1.
Step 1:
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Step 2:
Therefore,
Let t → 0. Then by Lemma 2.2,
The following is true when λ → ∞:
To check this, let > 0 be given and
The second inequality is due to the fact that T is both weak-type (1, 1) and weaktype (2, 2). Therefore
Since is arbitrary, the claim is proved. This is also true in the case of the maximal operators considered next.
Maximal operators
Let Θ = ∆ + Σ be the space of all finite signed measures on R n . ∆ is the space of absolutely continuous measures, and Σ is the space of mutually singular measures with respect to the Lebesgue measure m. Define the centered maximal operator M on Θ by
|ν|(B(x, r)) m(B(x, r)) .
Define the uncentered maximal operatorM by
where the sup is taken over all balls containing x. Also define a difference maximal operator as follows: Let ν = ν + − ν − be the Hahn decomposition for a signed measure ν. Define
Then the following limit results hold for the maximal operators. The proofs are analogous to that of Theorem 1.1.
Theorem 3.1. Let ν be a finite signed measure on
The proof of part (a) requires the following analogue of Lemma 2.2. Without loss of generality, assume ν is a probability measure, that is, ν(R n ) = |ν|(R n ) = 1.
Note that the right-hand side may be replaced with λ m{x ∈ R n : Mδ 0 (x) > λ}, where δ 0 is the delta measure with unit mass at 0.
Proof of Lemma 3.1. Recall ν t (E) = ν(
1 t E). Let , 1 and δ be positive constants, where is small relative to 1 and δ. Choose t small and corresponding t such that
and hence
By the Wiener Covering Lemma, there exists disjoint collection of such balls (B(x, |x| − t ) ) .
Mδ 0 also falls within these bounds. Since
uniformly on R n \B(0, 1 ), it follows that for t small and
(δ > 0 is the prefixed constant mentioned at the start of the proof). Therefore for
> λ + 2δ and |x| < 1
For such x, with t and chosen sufficiently small,
That is, x ∈ E t 1,λ . From (3.4) and (3.5), it follows that for δ > 0 and t small enough,
Adding m(E t 2,λ ) to the above and applying the estimate m(E
Now let t → 0 to get lim inf and lim sup in the interior. Next let → 0, followed by the remaining two constants, to get the final result.
Proof of Theorem 3.1(a).
Taking the measure of the sets gives 1 |x| n . This is a consequence of Corollary 3.3.
The following is a conjecture left for the reader to verify.
Similar results depending on the support of f should be available for the case p → 0.
An important fact about maximal operators is that if f , g ∈ L ∞ (R n ) with f ∞ = g ∞ , then Mf and Mg are different functions. Theorem 3.1 gives the corresponding analogue for functions in L 1 (R n ).
Mf and Mg are different functions. Proof. The notation here is the same as in the proof of Theorem 3.1(a). See the beginning of the proof for details on the small constants. Given δ > 0, let
is shown in proof of Theorem 3.1(a) that the constants t and can be chosen small such that
Since and 1 are arbitrary with respect to δ , there is convergence in measure.
Corollary 3.4. The weak-type constant forM is at best
Therefore since Stein and Strömberg [19] prove that the weak-type constant for M is bounded above by cn, Corollary 3.4 implies that the weak-type constant forM is between 2 n and cn2 n . The next corollary is on the difference maximal operator M ∆ . Let L ∞ 0 (R n ) be the space of compactly supported L ∞ functions with integral 0. Define
Proof. Let f ∈ L ∞ c (R n ). Without loss of generality, assume R n |f (x)|dx = 2 so that R n f + (x)dx = R n f − (x)dx = 1. Since M ∆ commutes with dilations, assume that supp(f ) ⊂ B(0, 
It is easy to see that the singular measure δ x − δ −x is not in M 1 (R n ) though the total mass is 0. There may be absolutely continuous measures of measure 0 that are not in M 1 (R n ). The space H 1 (R n ) (see [18] ) is the normed subspace of L 1 (R n ) containing all functions f such that the Riesz transforms R j f ∈ L 1 (R n ). As for M 1 (R n ), all functions in H 1 (R n ) have integral 0. Hence the relevant question is to ask whether M 1 (R n ) = H 1 (R n ) and whether
is a bounded operator. The nonsubaddivity of M ∆ makes this nontrivial. 
Maximal convergence
