Using the deep inelastic scattering of high energy muons, we have measured the structure function of nucleons in iron. Neglecting the muon and nucleon masses, the lowest order QED cross section for inelastic muon-nucleon scattering is 1 (l-y + 2(R+l) (1) Here Q2 is the" square of the muon 4-momenturn transfer, x=Q2/2M N \!, y=v/E, and \!=E-E' is the energy lost by the muon. R=oL/oT is the ratio of cross sections for longitudinally and transversely polarized virtual photons and is expected to be small. In the parton model, x represents the fraction of the target nucleon momentum carried by the' struck parton, and the structure function The average, momentum resolution for scattered tracks in the MMS is a ,/p'=8.6% (9.0% for the 93 GeV data). At large E', we improve the v and x p resolution by using the direct calorimetric measurement of v with resolution
.
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The acceptance of the ~1S is. determined using a Monte Carlo calculation.
This calculation is used also to correct for resolution smearing, radiative effects (including highly non-Gaussian tails from large energy losses), and inefficiencies of chambers and trigger counters. The simulation starts with an unbiased sample of real beam tracks and propagates each to a randomly chosen vertex allowing for dE/dx and multiple scattering in each plate. At the vertex, an outgoing muon is generated using the radiatively corrected 1 Catastrophic effects were included in our simulation as completely as possible before cuts were made.
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The Monte Carlo simulation provides the absolute normalization of the data.
Deficiencies in the simulation are revealed by different losses due to analysis failures and cuts in the real and simulated samples. This necessitate~ small corrections to the normalization which are +2.0% (+2.8%) for the 215 (93) GeV samples. The systematic uncertainly in the normalization for each sample is estimated to be 3% with a 2.5% relative uncertainty between the samples.
Because the simulation is absolutely normalized, we can write (2) where c is the normalization correction, 0 and M are the number of real and . model simulated events, respectlvely, and F2
is the structure function used in the simulation. This method is equivalent to regarding the simulation simply as a calculation of the acceptance of the apparatus. It further takes radiative corrections (and all other effects modeled in the simulation) into account automatically and allows correction for resolution smearing effects.
The rapidly varying cross section and the poor x resolution, especially at low v, make this resolution correction essential. This is illustrated in Fig. 2 where the knowledge of the true kinematics of Monte Carlo-generated events is used to show the average value ofx t for.bins of x d. From this plot rue measure one can easily determine where data points will and will not appear in our final Carlo events in the same bins of measured x and Q2, and then referring the resulting F2 to the average true x and Q2 using the information illustrated in Fig. 2 . When more than one bin produces data with nearly the same average true x and Q2, the data are averaged after fitting.
The presence of F~odel in (2) suggests that the F~eas yielded by this procedure is model dependent. Considering the simulation as merely an acceptance calculation or noting that in (2) M(x,Q2) is proportional to F~0.del(x,Q2), demonstrates that, to first order, this is not the case. However, changing the model sufficiently could change the shapes of distributions enough to affect the smearing or the distribution of events within finite sized bins.
We remove this model dependence by empirically fitting F~eas and using this as Table I . Because our iron target is (nearly) a flavor singlet, .as is the gluon, there is coupling between the evolution of the quark structure function which is directly measurable in this electromagnetic scattering experiment, and the distribution of gluons which is not. Neutrino experiments probe the gluons less indirectly and we use their results as a guide. 7 However, significant uncertainty in the gluon sector remains and this results in considerable uncertainty in A.8
The result of the fit is shown in Fig. 3 and as entry (a) of Table I Table II . Also shown in Table I We also determine the effect on 1\ of changing some of our analysis assumptions. If instead of R=O we assume R=O.l, 1\ decreases by 100 MeV/c.
Applying a correction for Fermi motion using the method of West 9 and of Bodek and Ritchie lO changes 1\ by from +20 to +70 MeV/c. From Ref. (8) we estimate the effect of a next-to-leading-order QCD calculation to be on the order of +50
MeV/c. Changing Q~ to 25 GeV2/c 2 has no effect on 1\. Table I includes an entry for a fit to EMC's data using our fitting routine and assumptions. These fitted parameters are consistent with BIC's published results I2 although the assumptions made here are slightly different. The E~1C also has reported differences of up to 15% between deuterium and iron in the x dependence of F2 that are not explained by Fermi motion. I ),14
Of course, our experiment uses only an iron targeto In Figure 5 we show the ratio of our clearly in better agreement with EMC's iron data than with their deuterium data.
To summarize, we have made a high statistics measurement of the structure function of nucleons in iron over the range 5 < Q2 < 200 GeV 2 /c 2 • We find scaling violations as suggested by QCD and find a value of 1\ = 230±40stat±80syst
Mev/c where systematic and phenomenological uncertainties dominate. 
