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INSTABILITY OF SOLITONS
IN THE 2D CUBIC ZAKHAROV-KUZNETSOV EQUATION
LUIZ GUSTAVO FARAH, JUSTIN HOLMER, AND SVETLANA ROUDENKO
Abstract. We consider the two dimensional generalization of the Korteweg-de Vries equation,
the generalized Zakharov-Kuznetsov (ZK) equation, ut + ∂x1(∆u + u
p) = 0, (x1, x2) ∈ R2. It
is known that solitons are stable for nonlinearities p < 3 and unstable for p > 3, which was
established by Anne de Bouard in [5] generalizing the arguments of Bona-Souganidis-Strauss in [1]
for the gKdV equation. The L2-critical case with p = 3 has been open and in this paper we prove
that solitons are unstable in the cubic ZK equation. This matches the situation with the critical
gKdV equation, proved in 2001 by Martel and Merle in [22]. While the general strategy follows
[22], the two dimensional case creates several difficulties and to deal with them, we design a new
virial-type quantity, revisit monotonicity properties and, most importantly, develop new pointwise
decay estimates, which can be useful in other contexts.
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2 L. G. FARAH, J. HOLMER, AND S. ROUDENKO
1. Introduction
In this paper we consider the generalized Zakharov-Kuznetsov equation:
(gZK) ut + ∂x1 (∆u+ u
p) = 0, x = (x1, ..., xN ) ∈ RN , t ∈ R, (1.1)
in two dimensions (N = 2) and with a specific power of nonlinearity p = 3. This equation is
the higher-dimensional extension of the well-studied model describing, for example, the weakly
nonlinear waves in shallow water, the Korteweg-de Vries (KdV) equation:
(KdV) ut + uxxx + (u
p)x = 0, p = 2, x ∈ R, t ∈ R. (1.2)
When other integer powers p 6= 2 are considered, it is referred to as the generalized KdV (gKdV)
equation, possibly with one exception of p = 3, which is also referred to as the modified KdV
(mKdV) equation. Despite its apparent universality, the gKdV equation is limited as a spatially
one-dimensional model. While there are several higher dimensional generalizations of it, in this
paper we are interested in the gZK equation (1.1). In the three dimensional setting and quadratic
power (N = 3 and p = 2), the equation (1.1) was originally derived by Zakharov and Kuznetsov
to describe weakly magnetized ion-acoustic waves in a strongly magnetized plasma [31], thus, the
name of the equation. In two dimensions, it is also physically relevant; for example, with p = 2,
it governs the behavior of weakly nonlinear ion-acoustic waves in a plasma comprising cold ions
and hot isothermal electrons in the presence of a uniform magnetic field [25, 26]. Melkonian and
Maslowe [23] showed that the equation (1.1) is the amplitude equation for two-dimensional long
waves on the free surface of a thin film flowing down a vertical plane with moderate values of the
surface fluid tension and large viscosity. Lannes, Linares and Saut in [18] derived the equation
(1.1) from the Euler-Poisson system with magnetic field in the long wave limit. Yet another
derivation was carried by Han-Kwan in [14] from the Vlasov-Poisson system in a combined cold
ions and long wave limit.
In this paper we consider the Cauchy problem of the 2d cubic ZK equation (sometimes it is
referred as the modified ZK, mZK, or the generalized ZK, gZK) with initial data u0:{
ut + ∂x1
(
∆(x1,x2)u+ u
3
)
= 0, (x1, x2) ∈ R2, t > 0,
u(0, x1, x2) = u0(x1, x2) ∈ H1(R2).
(1.3)
During their lifespan, the solutions u(t, x1, x2) to (1.3) conserve the mass and energy:
M [u(t)] =
∫
R2
[u(t, x1, x2)]
2 dx1dx2 = M [u(0)] (1.4)
and
E[u(t)] =
1
2
∫
R2
|∇u(t, x1, x2)|2 dx1dx2 − 1
4
∫
R2
[u(t, x1, x2)]
4 dx1dx2 = E[u(0)]. (1.5)
There is one more conserved quantity of L1-type, but we don’t need it in this paper. We’ll also
mention that unlike the KdV and mKdV, which are completely integrable, the gZK equations do
not exhibit complete integrability for any p.
One of the useful symmetries in the evolution equations is the scaling invariance, which states
that an appropriately rescaled version of the original solution is also a solution of the equation.
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For the equation (1.1) it is
uλ(t, x1, x2) = λ
2
p−1u(λ3t, λx1, λx2).
This symmetry makes a specific Sobolev norm H˙s invariant, i.e.,
‖u(0, ·, ·)‖H˙s(RN ) = λ
2
p−1
+s−N
2 ‖u0‖H˙s(RN ),
and the index s gives rise to the critical-type classification of equations. For the gKdV equation
(1.2) the critical index is s = 1
2
− 2
p−1 , and for the two dimensional ZK equation (1.1) the index
is s = 1 − 2
p−1 . When s = 0 (this corresponds to p = 3), the equation (1.3) is referred to as the
L2-critical equation. The gZK equation has other invariances such as translation and dilation.
The generalized Zakharov-Kuznetsov equation has a family of travelling waves (or solitary waves,
which sometimes are referred to as solitons), and observe that they travel only in x1 direction
u(t, x1, x2) = Qc(x1 − ct, x2) (1.6)
with Qc(x1, x2)→ 0 as |x| → +∞. Here, Qc is the dilation of the ground state Q:
Qc(~x) = c
1/p−1Q(c1/2~x), ~x = (x1, x2),
with Q being a radial positive solution in H1(R2) of the well-known nonlinear elliptic equation
−∆Q + Q − Qp = 0. Note that Q ∈ C∞(R2), ∂rQ(r) < 0 for any r = |x| > 0, and for any
multi-index α
|∂αQ(~x)| ≤ c(α)e−|~x| for any ~x ∈ R2. (1.7)
In this work, we are interested in stability properties of travelling waves in the critical gZK
equation (1.3), i.e., in the behavior of solutions close to the ground state Q (perhaps, up to
translations). We begin with the precise concept of stability and instability used in this paper.
For α > 0, the neighborhood (or “tube”) of radius α around Q (modulo translations) is defined
by
Uα =
{
u ∈ H1(R2) : inf
~y∈R2
‖u(·)−Q(·+ ~y)‖H1 ≤ α
}
. (1.8)
Definition 1.1 (Stability of Q). We say that Q is stable if for all α > 0, there exists δ > 0 such
that if u0 ∈ Uδ, then the corresponding solution u(t) is defined for all t ≥ 0 and u(t) ∈ Uα for all
t ≥ 0.
Definition 1.2 (Instability of Q). We say that Q is unstable if Q is not stable, in other words,
there exists α > 0 such that for all δ > 0 the following holds: if u0 ∈ Uδ, then there exists
t0 = t0(u0) such that u(t0) /∈ Uα.
The main goal of this paper is to show that in the two dimensional case p = 3, the traveling
waves are unstable, thus, completing the stability picture in two dimensions. In her study of
dispersive solitary waves in higher dimensions, Anne de Bouard [5] showed (her result holds in
dimensions 2 and 3) that the travelling waves of the form (1.6) are stable for p < pc and unstable
for p > pc, where pc = 3 in 2d. She followed the ideas developed for the gKdV equation by
Bona-Souganidis-Strauss [1] for the instability, and Grillakis-Shatah-Strauss [12] for the stability
arguments. Here, we prove the instability of the traveling wave solution of the form (1.6), in a
spirit of Martel-Merle [22]. We also note that the more delicate questions about different types of
stability have also been studied, in particular, Cote, Didier, Munoz and Simpson in [4] obtained
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the asymptotic stability of solitary waves in 2d for1 2 ≤ p < p∗ < 3 by methods of Martel-Merle
for the gKdV equation. The upper bound p∗ in their restriction of nonlinearity comes from having
a certain bilinear form positive-definite, which is needed for the linear Liouville property, see [4,
Theorem 1.3], and numerically they show that the proper sign holds only for powers p up to
p∗ ≈ 2.3. It would be interesting to investigate if asymptotic stability holds for all p < 3.
In this paper we prove the instability of the soliton u(t, x1, x2) = Q(x1− t, x2). Our main result
reads as follows.
Theorem 1.3 (H1-instability of Q in the 2d critical ZK equation). There exists α0 > 0 such that
for any δ > 0 there exists u0 ∈ H1(R2) satisfying
‖u0 −Q‖H1 ≤ δ and u0 −Q ⊥ {Qx1, Qx2 , χ0}, (1.9)
there exists a time t0 = t0(u0) <∞ with u(t0) /∈ Uα0 , or equivalently,
inf
~x∈R2
‖u(t0, ·)−Q(· − ~x)‖H1 ≥ α0.
Here, χ0 is the eigenfunction corresponding to the (unique) negative eigenvalue of the linearized
operator L, for details see Theorem 3.1.
Remark 1.4. It suffices to prove Theorem 1.3 for the following initial data: define a = −
∫
χ0Q
‖χ0‖2
L2
and let δ > 0. Fix n0 =
(
1 +
‖χ0‖H1
‖χ0‖L2
)
‖Q‖H1 · δ−1. For any n ≥ n0 define
ε0 =
1
n
(Q+ aχ0) .
Then u0 = Q + ε0 satisfies the hypotheses of the theorem, i.e., the conditions (1.9).
The main strategy follows the approach introduced by Martel-Merle [22] in their study of the
same question in the critical gKdV model. For that they worked out pointwise decay estimates on
the shifted linear equation and applied them to the nonlinear equation (bootstraping twice in time).
In [8] we revisited that proof and showed that instead of pointwise decay estimates, it is possible to
consider monotonicity properties of the solution, then apply them to the decomposition around the
soliton and conclude the instability in the critical gKdV equation. In our two dimensional case of
the critical ZK equation, we can not obtain the instability result just relying on monotonicity (and
truncation when needed), because there is a new term appearing in the virial-type quantity which
is truly two-dimensional, see Lemma 6.1 and the last term in (6.51). We are forced to consider
something else besides the monotonicity (since it would only give the boundedness of the new
term, not the smallness), and thus, we develop new 2d pointwise decay estimates, see Sections 8-
12. These estimates by themselves are important results for the two-dimensional Airy-type kernel
with the applications to the shifted linear equation as well as to the nonlinear equation. This part
is a completely new development in the higher dimensional setting, and we believe that it will be
useful in other contexts as well.
We note that we could prove the conditional instability with α being a multiple of δ in Definition
1.2, i.e., there exists a universal constant c > 0 such that for any δ > 0 if u0 ∈ Uδ, then there exists
t0 = t0(u0) such that u(t0) /∈ Uc δ, using only monotonicity. However, we emphasize that in order
to show the instability with α independent of δ, we need to use the pointwise decay estimates.
1The nonlinearity in such gZK equation should be understood as ∂x1(|u|p−1u).
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The paper is organized as follows. In Section 2 we provide the background information on the
well-posedness of the generalized ZK equation in two dimensions. In Section 3 we discuss the
properties of the linearized operator L around the ground state Q and exhibit the three sets of
orthogonality conditions which make it positive-definite; the last one, which involves χ0, is the
one we use in the sequel to control various parameters in modulation theory and smallness of
ε. Section 4 contains the canonical decomposition of a solution u around Q (thus, introducing
ε and the equation for it), then the modulation theory and control of parameters coming from
such a decomposition are described in Section 5. In Section 6 we introduce the key player, the
virial-type functional, and make the first attempt to estimate it. Truncation helps us to obtain
an upper bound, however, to proceed with the time derivative estimates, we need to develop
more machinery, which we do in subsequent sections. In Section 7 we discuss the concept of
monotonicity, which allows us to control several terms in the virial functional, but as mentioned
above, not all terms. The next few sections, starting from Section 8 contain the new pointwise
decay estimates. We state the main result in Section 8 and also re-examine H1 well-posedness in
the same section, then we develop the poitwise decay estimates on the 2d Airy-type kernel and its
derivative in Section 9, after that we proceed with the application of them to the linear equation
in Section 10, then for the Duhamel term in Section 11, and finally, for the nonlinear equation in
Section 12. After all the tools are developed, we return to the virial-type functional estimates and
obtain the lower bound on its time derivative, which allows us to conclude the instability result
in Section 13.
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2. Background on the generalized ZK equation
In this section we review the known results on the local and global well-posedness of the gener-
alized ZK equation. To follow the notation in the literature, in this section we denote the power
of nonlinearity as uk+1 (instead of up) and consider the Cauchy problem for the generalized ZK
equation as follows: {
ut + ∂x1∆u+ ∂x1(u
k+1) = 0, (x1, x2) ∈ R2, t > 0,
u(0, x1, x2) = u0(x1, x2) ∈ Hs(R2).
(2.10)
Faminskii [7] showed the local well-posedness of the Cauchy problem (2.10) for the k = 1 case
considering H1 data (to be precise, he obtained the local well-posedness in Hm, for any integer
m ≥ 1.) The current results on the local well-posedness are gathered in the following statement.
Theorem 2.1. The local well-posedness in (2.10) holds in the following cases:
• k = 1: for s > 1
2
, see Gru¨nrock-Herr [13] and Molinet-Pilod [24],
• k = 2: for s > 1
4
, see Ribaud-Vento [27],
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• k = 3: for s > 5
12
, see Ribaud-Vento [27],
• k = 4, 5, 6, 7: for s > 1− 2
k
, see Ribaud-Vento [27],
• k = 8, s > 3
4
, see Linares-Pastor [20]
• k > 8, s > sk = 1− 2/k, see Farah-Linares-Pastor [10].
Note that in the last three cases (i.e., for k ≥ 4), the bound on s > sk is optimal from the
scaling conjecture. For previous results on the local well-posedness for 2 ≤ k ≤ 8 for s > 3/4 see
[19] and [20].
Following the approach of Holmer-Roudenko for the L2-supercritical nonlinear Schro¨dinger
(NLS) equation, see [15] and [6], the first author together with F. Linares and A. Pastor obtained
the global well-posedness result for the nonlinearities k ≥ 3 and under a certain mass-energy
threshold, see [10].
Theorem 2.2 ([10]). Let k ≥ 3 and sk = 1− 2/k. Assume u0 ∈ H1(R2) and suppose that
E(u0)
skM(u0)
1−sk < E(Q)skM(Q)1−sk , E(u0) ≥ 0. (2.11)
If
‖∇u0‖skL2‖u0‖1−skL2 < ‖∇Q‖skL2‖Q‖1−skL2 , (2.12)
then for any t from the maximal interval of existence
‖∇u(t)‖skL2‖u0‖1−skL2 = ‖∇u(t)‖skL2‖u(t)‖1−skL2 < ‖∇Q‖skL2‖Q‖1−skL2 ,
where Q is the unique positive radial solution of
∆Q−Q+Qk+1 = 0.
In particular, this implies that H1 solutions, satisfying (2.11)-(2.12) exist globally in time.
Remark 2.3. In the limit case k = 2 (or p = 3, the modified ZK equation), conditions (2.11) and
(2.12) reduce to one condition, which is
‖u0‖L2 < ‖Q‖L2 .
Such a condition was already used in [19] and [20] to show the existence of global solutions, respec-
tively, in H1(R2) and Hs(R2), s > 53/63, see also [11] for another approach.
We conclude this section with a note that while it would be important to obtain the local
well-posedness down to the scaling index in the gZK equation for 1 ≤ k ≤ 3, and the global
well-posedness in the subcritical cases for s < 53/63 (ideally, all the way down to the L2 level),
for the purpose of this paper, it is sufficient to have the well-posedness theory in H1(R2).
3. The Linearized Operator L
The operator L, which is obtained by linearizing around the ground state Q, is defined by
L := −∆+ 1− pQp−1. (3.13)
We first state the properties of this operator L (see Kwong [17] for all dimensions, Weinstein [30]
for dimension 1 and 3, also Maris [21] and [2]).
Theorem 3.1 (Properties of L). The following holds for an operator L defined in (3.13)
• L is a self-adjoint operator and σess(L) = [λess,+∞) for some λess > 0
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• kerL = span{Qx1 , Qx2}
• L has a unique single negative eigenvalue −λ0 (with λ0 > 0) associated to a positive radially
symmetric eigenfunction χ0. Moreover, there exists δ > 0 such that
|χ0(x)| . e−δ|x| for all x ∈ R2. (3.14)
We also define the generator Λ of the scaling symmetry as
Λf =
2
p− 1f + ~x · ∇f, (x1, x2) ∈ R
2. (3.15)
The following identities are useful to have
Lemma 3.2. The following identities hold
(1) L(ΛQ) = −2Q
(2)
∫
QΛQ = 0 if p = 3 and
∫
QΛQ = 3−p
p−1
∫
Q2 for p 6= 3.
The proof is a direct simple computation and can be found in [9].
In general, the operator L is not positive-definite, however, on certain subspaces one can expect
some positivity properties. We now consider only the L2-critical case and power p = 3. First,
we summarize known positivity estimates for the operator L (see Chang et al. [2] and Weinstein
[30]):
Lemma 3.3. The following conditions hold for L:
(i) (LQ,Q) = −2 ∫ Q4 < 0,
(ii) L|
{Q3}⊥
≥ 0,
(iii) L|
{Q}⊥
≥ 0,
(iv) L|
{Q,xQ,|x|2Q}⊥
> 0.
The last property provides us with the orthogonality conditions that keep the quadratic form,
generated by L, positive-definite (see Weinstein [30, Prop. 2.9]):
Lemma 3.4. For any f ∈ H1(R2) such that
(f,Q) = (f, xj Q) = (f, |x|2Q) = 0, j = 1, 2, (3.16)
there exists a positive constant C > 0 such that
(Lf, f) ≥ C (f, f).
While it shows that eliminating directions from (3.16) would make the bilinear form (Lf, f)
positive, these directions are not quite suitable for our case. An alternative for the orthogonality
conditions (3.16) would be to consider the kernel of L from Theorem 3.1 and Lemma 3.3(ii), which
we do next.
Lemma 3.5. For any f ∈ H1(R2) such that
(f,Q3) = (f,Qxj) = 0, j = 1, 2, (3.17)
there exists a positive constant C > 0 such that
(Lf, f) ≥ C (f, f).
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Proof. From Chang et al. [2] (Lemma 2.2 (2.7)) we have
inf
(f,Q3)=0
(Lf, f) ≥ 0. (3.18)
Let C1 = {(Lε, ε) : ‖ε‖L2 = 1, (f,Q3) = (f,Qxj ) = 0, j = 1, 2.}, then C1 ≥ 0 by (3.18).
Assume, by contradiction, that C1 = 0. In this case, as in [30, Proposition 2.9], we can find a
function ε∗ ∈ H1 satisfying
(i) (Lε∗, ε∗) = 0
(ii) (L− α)ε∗ = βQ3 + γQx1 + δQx2
(iii) ‖ε∗‖L2 = 1 and (ε∗, Q3) = (ε∗, Qxj) = 0, j = 1, 2.
Taking the scalar product of (ii) with ε∗, we deduce from (iii) that (Lε∗, ε∗) = α, and thus, α = 0
by (i). Now, taking the scalar product with Qx1 , integrating by parts and recalling Theorem 3.1,
we have
0 = (ε∗, LQx1) = (Lε
∗, Qx1) = γ
∫
Q2x1 + δ
∫
Qx1Qx2.
Since Qx1 ⊥ Qx2 , we deduce γ = 0. In a similar way (taking the scalar product with Qx2), we also
have δ = 0. Therefore, Lε∗ = βQ3, which implies
ε∗ = −β
2
Q + θ1Qx1 + θ2Qx2 , (3.19)
where we have used Theorem 3.1 and Lemma 3.2. Taking the scalar product of (3.19) with Q3,
from (iii) and integration by parts, we get
0 = (ε∗, Q3) = −β
2
∫
Q4,
which implies β = 0.
Finally, using Qxj , j = 1, 2, we obtain θ1 = θ2 = 0. Thus, ε
∗ = 0, which is a contradiction with
(iii). 
We deduce yet another set of orthogonality conditions, see (3.20), to keep the quadratic form,
generated by L, positive-definite. This is the set, which we will use in this paper.
Lemma 3.6. Let χ0 be the positive radially symmetric eigenfunction associated to the unique single
negative eigenvalue −λ0 (with λ0 > 0). Then, there exists σ0 > 0 such that for any f ∈ H1(R2)
satisfying
(f, χ0) = (f,Qxj) = 0, j = 1, 2, (3.20)
one has
(Lf, f) ≥ σ0 (f, f).
Proof. The result follows directly from Schechter [29, Chapter 8, Lemma 7.10] (see also [29, Chap-
ter 1, Lemma 7.17]) 
In a sense, the last lemma shows that if we exclude the zero eigenvalue and negative eigenvalue
directions, then only the “positive” directions are left, and thus, the positivity property of L must
hold.
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4. The linearized equation around Q
In this section we decompose our solutions u(t, ~x) around the soliton Q. Since we consider the
L2-critical problem, we must also incorporate the scaling parameter (besides the translation as we
did in the supercritical case in [9]). We use the following canonical decomposition of u around Q:
v(t, y1, y2) = λ(t) u(t, λ(t)y1 + x1(t), λ(t)y2 + x2(t)). (4.21)
Our next task is to examine the difference ε = v −Q, more precisely,
ε(t, ~y) = v(t, ~y)−Q(~y), ~y = (y1, y2). (4.22)
4.1. Equation for ε. After we rescale time t 7→ s by ds
dt
= 1
λ3
, we obtain the equation for ε.
Lemma 4.1. For all s ≥ 0, we have
εs = (Lε)y1 +
λs
λ
ΛQ+
(
(x1)s
λ
− 1
)
Qy1 +
(x2)s
λ
Qy2
+
λs
λ
Λε+
(
(x1)s
λ
− 1
)
εy1 +
(x2)s
λ
εy2
− 3(Qε2)y1 − (ε3)y1 , (4.23)
where Λf = f + ~y · ∇f and L is the linearized operator around Q:
Lε = −∆ε+ ε− 3Q2ε.
Proof. Using (4.21), we obtain
vt = λtu+ λut + λux1 (λty1 + (x1)t) + λux2 (λty2 + (x2)t) ,
and for i = 1, 2
vyi = λ
2uxi, vyiyi = λ
3uxixi.
Substituting the above into ut + ∂x1(∆u+ u
3) = 0, we obtain
vt = λ
−1λtv + λ
−1λt(~y · ∇v) + λ−1 (vy1(x1)t + vy2(x2)t)− λ−3∂y1
(
∆v + v3
)
.
Recalling that ds
dt
= 1
λ3
, we change the time variable t 7→ s
λ−3vs = λ−4λsv + λ−4λs(~y · ∇v) + λ−4 (vy1(x1)s + vy2(x2)s)− λ−3∂y1
(
∆v + v3
)
,
Simplifying, we get
vs =
λs
λ
(v + ~y · ∇v) + ((x1)s, (x2)s)
λ
· ∇v − ∂y1
(
∆v + v3
)
.
Next, we use (4.22) and the fact that ∆Q = Q−Q3 to obtain the equation for ε:
εs =
λs
λ
(ΛQ+ Λε) +
((x1)s, (x2)s)
λ
· (∇Q+∇ε)− ∂y1
(
Q+∆ε+ 3Q2ε+ 3Qε2 + ε3
)
.
Simplifying, we get the equation (4.23). 
10 L. G. FARAH, J. HOLMER, AND S. ROUDENKO
4.2. Mass and Energy Relations. Our next task is to derive the basic mass and energy con-
servations for ε. First, denote
M0 = 2
∫
R2
Q(~y)ε(0, ~y) d~y +
∫
R2
ε2(0, ~y) d~y. (4.24)
For any s ≥ 0 by the L2 scaling invariance and mass conservation, we have∫
R2
v2(s, ~y) d~y =
∫
R2
λ2(t) u2(t, λ~y + ~x(t)) d~y =
∫
R2
u2(t) d~x = M [u(t)] ≡M [u(0)].
On the other hand,∫
R2
v2(s, ~y) d~y =
∫
R2
(Q(~y) + ε(s, ~y))2 d~y
=
∫
R2
Q2(~y) d~y + 2
∫
R2
Q(~y) ε(s, ~y) d~y +
∫
R2
ε2(s, ~y) d~y
=
∫
R2
u20(~x) d~x =
∫
R2
Q2(~y) d~y + 2
∫
R2
Q(~y) ε(0, ~y) d~y +
∫
R2
ε2(0, ~y) d~y,
and thus,
M [ε(s)] := 2
∫
R2
Q(~y) ε(s, ~y) d~y +
∫
R2
ε2(s, ~y) d~y = M0. (4.25)
Next, we examine the energy conservation for v, where a straightforward calculation gives
E[v(s)] = λ2(s)E[u(t)] = λ2(s)E[u0]. (4.26)
Since v = Q+ ε, we also obtain
E[Q + ε] =
1
2
∫
|∇(Q+ ε)|2 − 1
4
∫
(Q+ ε)4
=
1
2
(∫
|∇ε|2 + ε2 − 3Q2ε2
)
+
∫ (∇Q∇ε−Q3ε)− 1
2
∫
ε2 −
∫
Qε3 − 1
4
∫
ε4
=
1
2
(Lε, ε)−
(∫
Qε+
1
2
∫
ε2
)
− 1
4
[
4
∫
Qε3 +
∫
ε4
]
, (4.27)
where in the second line the integration by parts is used as well as 2‖∇Q‖2L2 = ‖Q‖4L4 (since Q is
a solution of ∆Q +Q3 = Q). By Gagliardo-Nirenberg inequality, we can bound the last term as
4
∫
Qε3 +
∫
ε4 ≤ c1‖∇ε‖L2‖ε‖2L2 + c2‖∇ε‖2L2‖ε‖2L2, (4.28)
and if ‖ε‖H1 ≤ 1, we get∣∣∣∣E[Q+ ε] + (∫ Qε+ 12
∫
ε2
)
− 1
2
(Lε, ε)
∣∣∣∣ ≤ c0 ‖∇ε‖L2‖ε‖2L2.
Putting together (4.25), (4.26) and (4.28), we have the following
Lemma 4.2. For any s ≥ 0 we have mass and energy conservations for ε
M [ε(s)] = M0, and E[Q+ ε(s)] = λ
2(s)E[u0]. (4.29)
Moreover, the energy linearization is
E[Q + ε] +
(∫
Qε+
1
2
∫
ε2
)
=
1
2
(Lε, ε)− 1
4
(
4
∫
Qε3 +
∫
ε4
)
, (4.30)
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and if ‖ε‖H1 ≤ 1, then there exists a c0 > 0 such that∣∣∣∣E[Q+ ε] + (∫ Qε+ 12
∫
ε2
)
− 1
2
(Lε, ε)
∣∣∣∣ ≤ c0 ‖∇ε‖L2‖ε‖2L2. (4.31)
5. Modulation Theory and Parameter Estimates
In this section, recalling the definition (1.8), we show that it is possible to choose parameters
λ(s) ∈ R and ~x(s) = (x1(s), x2(s)) ∈ R2 such that ε(s) ⊥ χ0 and ε(s) ⊥ Qxj , j = 1, 2. Moreover,
assuming an additional symmetry, we can assume x2(s) = 0.
Proposition 5.1 (Modulation Theory I). There exists α, λ > 0 and a unique C1 map
(λ1, ~x1) : Uα → (1− λ, 1 + λ)× R2
such that if u ∈ Uα and ελ1,~x1 is given by
ελ1,~x1(y1, y2) = λ1 u (λ1y1 + (x1)1, λ1y2 + (x1)2)−Q(y1, y2), (5.32)
then
ελ1,~x1 ⊥ χ0 and ελ1,~x1 ⊥ Qyj , j = 1, 2. (5.33)
Moreover, there exists a constant C1 > 0, such that if u ∈ Uα, with 0 < α < α, then
‖ελ1,~x1‖H1 ≤ C1α and |λ1 − 1| ≤ C1α. (5.34)
Proof. Let ελ1,~x1 be defined as in (5.32). Differentiating and recalling the definition (3.15)), we
have
∂ελ1,~x1
∂(x1)j
∣∣∣
λ1=1,~x1=0
= uyj , j = 1, 2 (5.35)
and
∂ελ1,~x1
∂λ1
∣∣∣
λ1=1,~x1=0
= Λu. (5.36)
Next, consider the following functionals
ρjλ1,~x1(u) =
∫
ελ1,~x1Qyj , j = 1, 2, and ρ
3
λ1,~x1(u) =
∫
ελ1,~x1χ0,
and define the function S : R3 ×H1 → R3 such that
S(λ1, ~x1, u) = (ρ
1
λ1,~x1
(u), ρ2λ1,~x1(u), ρ
3
λ1,~x1
(u)).
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From (5.35)-(5.36), we deduce
∂ρjλ1,~x1(u)
∂λ1
∣∣∣
λ1=1,~x1=0,u=Q
=
∫
ΛQQyj ;
∂ρ1λ1,~x1(u)
∂(x1)1
∣∣∣
λ1=1,~x1=0,u=Q
=
∫
Qy1Qy1 =
∫
Q2y1 > 0;
∂ρ2λ1,~x1(u)
∂(x1)1
∣∣∣
λ1=1,~x1=0,u=Q
=
∫
Qy1Qy2 = 0;
∂ρ1λ1,~x1(u)
∂(x1)2
∣∣∣
λ1=1,~x1=0,u=Q
=
∫
Qy2Qy1 = 0;
∂ρ2λ1,~x1(u)
∂(x1)2
∣∣∣
λ1=1,~x1=0,u=Q
=
∫
Qy2Qy2 =
∫
Q2y2 > 0.
Moreover, since L(χ0) = −λ0χ0 (with λ0 > 0), L(ΛQ) = −2Q, χ0 and Q are positive functions
and χ0 ⊥ span{Qy1, Qy2}, we also have
∂ρ3λ1,~x1(u)
∂λ1
∣∣∣
λ1=1,~x1=0,u=Q
=
∫
ΛQχ0 = − 1
λ0
∫
ΛQL(χ0) =
2
λ0
∫
Qχ0 > 0;
∂ρ3λ1,~x1(u)
∂(x1)1
∣∣∣
λ1=1,~x1=0,u=Q
=
∫
Qy1χ0 = 0;
∂ρ3λ1,~x1(u)
∂(x1)2
∣∣∣
λ1=1,~x1=0,u=Q
=
∫
Qy2χ0 = 0.
Noting that S(1, 0, 0, Q) = (0, 0, 0), we can apply the Implicit Function Theorem to obtain the
existence of β > 0, a neighborhood V of (1, 0, 0) in R3 and a unique C1 map
(λ1, ~x1) :
{
u ∈ H1(R2) : ‖u−Q‖H1 < β
}→ V
such that S((λ1, ~x1)(u), u) = 0, in other words, the orthogonality conditions (5.33) are satisfied.
Also note that there exists C > 0 such that if ‖u − Q‖H1 < α ≤ β then |λ1 − 1| + |~x1| ≤ Cα.
Moreover, by (4.22) we also have ‖ελ1,~x1‖H1 ≤ Cα, for some C > 0.
It is straightforward to extend the map (λ1, ~x1) to the region Uα. Indeed, applying again the
Implicit Function Theorem, there exists α < β and a unique C1 map r : Uα → R2, such that
‖u(·)−Q(· − r)‖H1 = inf
r∈R2
‖u(·)−Q(· − r)‖H1 < α < β,
for all u ∈ Uα.
Finally, defining λ1 = λ1(u(·+ r(u))) and ~x1 = ~x1(u(·+ r(u))) + r(u), we have that (5.33) and
(5.34) are satisfied. 
Note that solitary waves (1.6) are traveling only in the x1-direction, so it should be reasonable
to consider a path ~x(t) = (x1(t), x2(t)) so that x1(t) ≈ c t and x2(t) ≈ 0. Inspired by the work
of de Bouard [5], if we assume an additional symmetry, we can consider exactly that, and thus,
simplify the choice of parameters:
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Proposition 5.2 (Modulation Theory II). If we assume that u from the Prop 5.1 is cylindrically
symmetric (i.e., u(x1, x2) = u(x1, |x2|)), then, reducing α > 0 if necessary, we have (x1)2 ≡ 0.
Proof. We first define ελ1,x1 by
ελ1,x1(y1, y2) = λ1 u(λ1y1 + x1, λ1y2)−Q(y1, y2), (5.37)
and then the functionals
ρ1λ1,x1(u) =
∫
ελ1,x1Qyj , j = 1, 2, and ρ
3
λ1,x1
(u) =
∫
ελ1,x1χ0,
and the function S : R2 ×H1 → R2 such that
S(λ1, x1, u) = (ρ
1
λ1,~x1
(u), ρ3λ1,~x1(u)).
Arguing as in the proof of Proposition 5.1, we have
∂ρ1λ1,x1(u)
∂λ1
∣∣∣
λ1=1,x1=0,u=Q
=
∫
ΛQQyj ;
∂ρ3λ1,x1(u)
∂λ1
∣∣∣
λ1=1,x1=0,u=Q
=
∫
ΛQχ0 = − 1
λ0
∫
ΛQL(χ0) =
2
λ0
∫
Qχ0 > 0;
∂ρ1λ1,x1(u)
∂x1
∣∣∣
λ1=1,x1=0,u=Q
=
∫
Qy1Qy1 =
∫
Q2y1 > 0;
∂ρ3λ1,x1(u)
∂x1
∣∣∣
λ1=1,~x1=0,u=Q
=
∫
Qy1χ0 = 0.
Since S(1, 0, Q) = (0, 0), we again apply the Implicit Function Theorem to obtain the existence
of α1 > 0, a neighborhood V of (1, 0) in R
2 and a unique C1 map
(λ1, x1) :
{
u ∈ H1(R2) : ‖u−Q‖H1 < α1
}→ V
such that ελ1,x1 ⊥ χ0 and ελ1,~x1 ⊥ Qy1 .
Now, using the expression for ελ1,x1 in (5.37), we also deduce∫
ελ1,x1Qy2 =
∫
λ1 u(λ1y1 + x1, λ1y2)Qy2(y1, y2) dy1dy2 = 0,
if u(x1, x2) = u(x1, |x2|), since Qy2 = ∂rQ · y2r .
Finally, the uniqueness, which follows from the Implicit Function Theorem, yields (taking a
smaller α1 if necessary) ~x1 = (x1, 0) in Proposition 5.1, hence, completing the proof. 
Now, assume that u(t) ∈ Uα for all t ≥ 0. We define the functions λ(t) and x(t) as follows.
Definition 5.3. For all t ≥ 0, let λ(t) and x(t) be such that ελ(t),x(t), defined according to the
equation (5.37), satisfy
ελ(t),x(t) ⊥ χ0 and ελ(t),x(t) ⊥ Qyj , j = 1, 2. (5.38)
In this case we also define
ε(t) = ελ(t),x(t) = λ(t) u(t, λ(t)y1 + x(t), λ(t)y2)−Q(y1, y2). (5.39)
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We rescale time t 7→ s by ds
dt
= 1
λ3
to better understand these parameters, which are now λ(s)
and x(s). Indeed, the next proposition provides us with the equations and estimates for
λs
λ
and(xs
λ
− 1
)
.
Lemma 5.4 (Modulation parameters). There exists 0 < α1 < α such that if for all t ≥ 0,
u(t) ∈ Uα1 , then λ and x are C1 functions of s and they satisfy the following equations:
−λs
λ
∫
(~y · ∇Qy1)ε+
(xs
λ
− 1
)(∫
|Qy1 |2 −
∫
Qy1y1ε
)
= 6
∫
QQ2y1ε− 3
∫
Qy1y1ε
2Q−
∫
Qy1y1ε
3, (5.40)
and
λs
λ
(
2
λ0
∫
χ0Q−
∫
(~y · ∇χ0)ε
)
−
(xs
λ
− 1
)∫
(χ0)y1ε
=
∫
L((χ0)y1)ε− 3
∫
(χ0)y1Qε
2 −
∫
(χ0)y1ε
3. (5.41)
Moreover, there exists a universal constant C2 > 0 such that if ‖ε(s)‖2 ≤ α, for all s ≥ 0, where
α < α1, then ∣∣∣∣λsλ
∣∣∣∣+ ∣∣∣xsλ − 1∣∣∣ ≤ C2‖ε(s)‖2. (5.42)
Proof. Let χ be a smooth function with an exponential decay. We want to calculate
d
ds
∫
χε(s).
Indeed, we have
d
ds
∫
χu(s) = λ3
d
dt
∫
χu(t) = −λ3
∫
χ(∂x∆u+ ∂x(u
3)) = λ3
[∫
∂x∆χu+
∫
χxu
3
]
.
Therefore, recalling the definition of v in (4.21), we get
d
ds
∫
χv(s) =
d
ds
∫
χ(~y)λu(s, λ~y + ~x(s))d~y
=
d
ds
(
λ−1
∫
χ(λ−1(~x− ~x(s)))u(s, ~x)d~x
)
=− λ−2λs
∫
χ(λ−1(~x− ~x(s)))u(s, ~x)d~x
+ λ−1
∫ (
d
ds
χ(λ−1(~x− ~x(s)))
)
u(s, ~x)d~x
+ λ−1λ3
∫
χ(λ−1(~x− ~x(s)))(∂x∆u+ ∂x(u3))d~x
≡(A) + (B) + (C),
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where
(A) =− λs
λ
∫
χvd~y,
(B) =λ−1
∫
∇χ · d
ds
(λ−1(~x− ~x(s)))u(s, ~x)d~x
=− λs
λ
∫
(∇χ · ~y)vd~y −
∫ (
∇χ · ~xs
λ
)
vd~y,
(C) =λ−1
∫
(∂x1∆χ)(λ
−1(~x− ~x(s)))ud~x+ λ
∫
χx1(λ
−1(~x− ~x(s)))ud~x
=
∫
(∂y1∆χ)vd~y +
∫
χy1v
3d~y.
Next, using v = Q+ ε and the definition of Λ in (3.15), we obtain
d
ds
∫
χv(s) =− λs
λ
∫
(Λχ)(Q+ ε)−
(
(x1)s
λ
− 1
)∫
χy1(Q+ ε)−
(x2)s
λ
∫
χy2(Q + ε)
−
∫
χy1(Q+ ε) +
∫
(∂y1∆χ)(Q + ε) +
∫
χy1(Q + ε)
3.
Recalling Lχy1 = −∂y1∆χ + χy1 − 3Q2χy1 and −∆Q +Q−Q3 = 0, we deduce
d
ds
∫
χv(s) =− λs
λ
(∫
(Λχ)Q+
∫
(Λχ)ε
)
−
(
(x1)s
λ
− 1
)(∫
χy1Q+
∫
χy1ε
)
− (x2)s
λ
(∫
χy2Q +
∫
χy2ε
)
−
∫
(Lχy1)ε+ 3
∫
χy1Qε
2 +
∫
χy1ε
3.
Recall that we can assume x2 ≡ 0 in view of Proposition 5.2. Now, setting x1 = x and taking
χ = Qy1 and using that
∫
(ΛQy1)Q = 0,
∫
Qy1y2Q =
∫
Qy1Qy2 = 0, L(Qy1y1) = 6QQ
2
y1
and∫
Qy1ε = 0, we obtain (5.40).
Finally, fix χ = χ0 and observe that∫
(Λχ0)Q =
∫
χ0Q +
∫
y1(χ0)y1Q+
∫
y2(χ0)y2Q
= −
∫
χ0(ΛQ) =
1
λ0
∫
(Lχ0)(ΛQ)
= − 2
λ0
∫
χ0Q 6= 0.
Since
∫
χ0ε = 0 and
∫
(χ0)y1Q = −
∫
χ0Qy1 = 0, we have (5.41).
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Observe that there exists α1 > 0 such that(
2
λ0
∫
χ0Q−
∫
(~y · ∇χ0)ε
)(∫
|Qy1|2 −
∫
Qy1y1ε
)
−
(∫
(~y · ∇Qy1)ε
)(∫
(χ0)y1ε
)
≥ 1
λ0
(∫
χ0Q
)(∫
|Qy1|2
)
,
if ‖ε(s)‖ ≤ α < α1, for all s ≥ 0. Also, without loss of generality, we can assume α1 < 1.
Hence, we can solve the system of equations given by (5.40)-(5.41) and obtain a universal
constant (depending only on powers of Q and its partial derivatives) C2 > 0 such that (5.42)
holds. In particular, if α < 1
C2
, we have∣∣∣∣λsλ
∣∣∣∣+ ∣∣∣xsλ − 1∣∣∣ ≤ 1. (5.43)

6. Virial-type estimates
Our next step is to produce a virial-type functional which will help us to study the stability
properties of the solutions close to Q. We first define a quantity depending on the ε variable,
which incorporates the scaling generator Λ. This can be compared with the functional we created
for the supercritical case, see [9, Section 5], where the eigenfunction χ0 of L for the negative
eigenvalue was also used (with the coefficient β), and it was possible to find β 6= 0. However, such
a functional does not work in the critical case, since β becomes zero (due to
∫
QΛQ = 0).
We first start with defining a truncation function: let ϕ ∈ C∞0 (R) be a function with
ϕ(y1) =
{
1, if y1 ≤ 1
0, if y1 ≥ 2.
For A ≥ 1 we also define
ϕA(y1) = ϕ
(y1
A
)
.
Note that
ϕA(y1) =
{
1, if y1 ≤ A
0, if y1 ≥ 2A. (6.44)
Moreover
ϕ
′
A(y1) =
1
A
ϕ
′
(y1
A
)
.
We next define the function (note that we are integrating only in the first variable)
F (y1, y2) =
∫ y1
−∞
ΛQ(z, y2) dz. (6.45)
From the properties of Q, see (1.7), there exists a constant c > 0 such that
|F (y1, y2)| ≤ c e− 12 |y2|
∫ y1
−∞
e−
1
2
|z|dz,
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which implies boundedness in y1 and exponential decay in y2:
sup
y1∈R
|F (y1, y2)| ≤ c e− 12 |y2| for all y2 ∈ R (6.46)
as well as
|F (y1, y2)| ≤ c e− 12 |y2|e 12 y1 for all y1 < 0. (6.47)
Hence, F is a bounded function on R2, i.e., F ∈ L∞(R2). We also note that y2 Fy2 ∈ L∞(R2).
We next define the virial-type functional
JA(s) =
∫
R2
ε(s, y1, y2)F (y1, y2)ϕA(y1) dy1dy2. (6.48)
It is clear that JA(s) is well-defined if ε(s) ∈ L2(R2). Indeed, since ‖ϕA‖∞ = 1, we can use the
relation (6.44) and the properties of F to deduce
|JA(s)| ≤
∫
R
∫
y1<0
|ε(s)F (y1, y2)| dy1dy2 +
∫
R
∫ 2A
0
|ε(s)F (y1, y2)| dy1dy2
≤c‖ε(s)‖2
(∫
R
∫
y1<0
e−|y2|ey1dy1dy2
)1/2
+ cA1/2
∫
R
sup
y1
|F (y1, y2)|
(∫ 2A
0
|ε(s)|2 dy1
)1/2
dy2
≤c
(∫
R
e−|y2|dy2
)1/2(∫
y1<0
ey1dy1
)1/2
‖ε(s)‖2 + cA1/2
(∫
R
e−|y2|dy2
)1/2
‖ε(s)‖2.
Therefore, we obtain the boundedness of JA from above
|JA(s)| ≤ c(1 + A1/2)‖ε(s)‖2. (6.49)
Next, we compute the derivative of JA(s).
Lemma 6.1. Suppose that ε(s) ∈ H1(R2) for all s ≥ 0. Then the function s 7→ JA(s) is C1 and
d
ds
JA = −λs
λ
(JA − κ) + 2
(
1− 1
2
(xs
λ
− 1
))∫
εQ+R(ε, A),
where
κ =
1
2
∫
y22
(∫
Qy2(y1, y2)dy1
)2
dy2, (6.50)
and, there exists a universal constant C3 > 0 such that, for A ≥ 1, we have
|R(ε, A)| ≤C3
(‖ε‖22 + ‖ε‖22‖ε‖H1 + A−1/2‖ε‖2
+
∣∣∣xs
λ
− 1
∣∣∣ (A−1 + ‖ε‖2)
+
∣∣∣∣λsλ
∣∣∣∣ (A−1 + ‖ε‖2 + A1/2‖ε‖L2(y1≥A) + ∣∣∣∣∫
R2
y2Fy2εϕA
∣∣∣∣)) . (6.51)
Remark 6.2. Note that by the decay properties of Q, see (1.7), the value of κ, defined in (6.50),
is a finite number.
Proof. First, arguing as in the proof of Lemma 4.1, we have that the function ε(s), defined in
(5.39), satisfy the following equation
εs = (Lε)y1 +
λs
λ
(ΛQ+ Λε) +
(xs
λ
− 1
)
(Qy1 + εy1)− 3(Qε2)y1 − (ε3)y1 . (6.52)
18 L. G. FARAH, J. HOLMER, AND S. ROUDENKO
Then, setting R(ε) = 3Qε2 + ε3, we have
d
ds
JA =
∫
εsFϕA
=
∫ (
(Lε)y1 +
λs
λ
Λε+
(xs
λ
− 1
)
εy1
)
FϕA
+
∫ (
λs
λ
ΛQ+
(xs
λ
− 1
)
Qy1
)
FϕA
−
∫
R(ε)y1FϕA
≡ (I) + (II) + (III).
Now, since ‖ϕA‖∞ ≤ 1 and ϕy1 ∈ L∞, we have
(III) =
∫
R(ε)ΛQϕA +
∫
R(ε)F
1
A
ϕ
′
(y1
A
)
≤‖ΛQ‖∞
∫
|R(ε)|+ ‖F‖∞‖ϕ
′‖∞
A
∫
|R(ε)|
≤c0
(
‖ΛQ‖∞ + ‖F‖∞‖ϕ
′‖∞
A
)(‖ε‖22 + ‖ε‖22‖ε‖H1) , (6.53)
by Gagliardo-Nirenberg inequality with
c0 = ‖3Q‖∞ + CGN ,
here, CGN is the best constant for the cubic Gagliardo-Nirenberg inequality.
Furthermore,
(II) =
λs
λ
∫
ΛQFϕA +
(xs
λ
− 1
)∫
Qy1FϕA
≡λs
λ
(II.1) +
(xs
λ
− 1
)
(II.2),
where, since Fy1 = ΛQ
(II.1) =
1
2
∫
(F 2)y1ϕA
=
1
2
∫
(F 2)y1 +
1
2
∫
(F 2)y1(ϕA − 1)
≡1
2
∫ (∫
ΛQ(y1, y2)dy1
)2
dy2 +R1(A),
where in the last line we used (6.45).
Now, integration by parts yields∫
ΛQdy1 =
∫
Qdy1 +
∫
y1Qy1dy1 +
∫
y2Qy2dy1
=
∫
y2Qy2dy1,
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and thus, ∫ (∫
ΛQ(y1, y2)dy1
)2
dy2 =
∫
y22
(∫
Qy2(y1, y2)dy1
)2
dy2 < +∞.
Moreover, the error term can be estimated as follows
|R1(A)| =
∣∣∣∣∫
R2
ΛQF (ϕA − 1)
∣∣∣∣ (6.54)
≤
∫
R
sup
y1
|F (y1, y2)|
(∫
R
|ΛQ(ϕA − 1)|dy1
)
dy2 (6.55)
≤2
∫
R
sup
y1
|F (y1, y2)|
(∫
y1≥A
|ΛQ||y1|
|y1| dy1
)
dy2 (6.56)
≤2‖F‖∞‖y1ΛQ‖1
A
. (6.57)
On the other hand, since ΛQ ⊥ Q
(II.2) =−
∫
QΛQϕA −
∫
QF
1
A
ϕ
′
(y1
A
)
=−
∫
QΛQ(ϕA − 1)−
∫
QF
1
A
ϕ
′
(y1
A
)
≡R2(A),
where, using again the definition of ϕA, we have
|R2(A)| ≤2
∫
R
∫
y1≥A
|QΛQ| |y1||y1| +
‖F‖∞‖ϕ′‖∞‖Q‖1
A
≤ 1
A
(
2‖ΛQ‖2‖y1Q‖2 + ‖F‖∞‖ϕ′‖∞‖Q‖1
)
. (6.58)
Next we estimate the term (I). Applying integration by parts, we get
(I) =−
∫
(Lε)ΛQϕA −
∫
(Lε)F
1
A
ϕ
′
(y1
A
)
+
λs
λ
∫
ΛεFϕA
−
(xs
λ
− 1
)(∫
εΛQϕA +
∫
εF
1
A
ϕ
′
(y1
A
))
≡(I.1) + λs
λ
(I.2)−
(xs
λ
− 1
)
(I.3).
Let us first consider the term (I.3). Using the definition (3.15), we have
(I.3) =
∫
εQ+
∫
εQ(ϕA − 1) +
∫
εy1Qy1ϕA +
∫
εy2Qy2ϕA +
1
A
∫
εFϕ
′
(y1
A
)
≡
∫
εQ+R3(ε, A).
Next, it is easy to see that∫
εQ(ϕA − 1) ≤ 2
∫
R
∫
y1≥A
|εQ| |y1||y1| ≤
2
A
‖ε‖2‖Q‖2,
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and, for j = 1, 2, we get ∫
εyjQyjϕA ≤ ‖ε‖2‖yjQyj‖2.
Moreover, ∫
εFϕ
′
(y1
A
)
≤‖ϕ′‖∞
∫
R
(
sup
y1
|F (y1, y2)|
∫ 2A
A
|ε|dy1
)
dy2
≤A1/2‖ϕ′‖∞
(∫
R
sup
y1
|F (y1, y2)|2dy2
)1/2
‖ε‖2.
Collecting the last three inequalities and using (6.46), we deduce
|R3(ε, A)| ≤ c
(
1 +
1
A
+
1
A1/2
)
‖ε‖2, (6.59)
where the constant c > 0 is independent of ε and A.
Next, we turn to the term (I.2). Integration by parts yields
(I.2) =
∫
εFϕA +
∫
y1εy1FϕA +
∫
y2εy2FϕA
=−
∫
y1εΛQϕA −
∫
y1εF
1
A
ϕ′
(y1
A
)
−
∫
εFϕA −
∫
y2εFy2ϕA
≡− JA +R4(ε, A),
where in the last line we used definition (6.48). Let us first estimate the terms in R4(ε, A). Indeed,
it is clear that ∫
y1εΛQϕA ≤ ‖y1ΛQ‖2‖ε‖2.
Furthermore,∫
y1εF
1
A
ϕ′
(y1
A
)
≤ 1
A
‖ϕ′‖∞
∫
R
(
sup
y1
|F (y1, y2)|
∫ 2A
A
|y1ε|dy1
)
dy2
≤2‖ϕ′‖∞
∫
R
(
sup
y1
|F (y1, y2)|
∫ 2A
A
|ε|dy1
)
dy2
≤2A1/2‖ϕ′‖∞
(∫
R
sup
y1
|F (y1, y2)|2dy2
)1/2
‖ε‖L2(y1≥A)
≤cA1/2‖ϕ′‖∞‖ε‖L2(y1≥A),
where in the last line we used the inequality (6.46).
Collecting the last two estimates, we obtain
|R4(ε, A)| ≤ c(‖ε‖2 + A1/2‖ε‖L2(y1≥A)) +
∣∣∣∣∫ y2εFy2ϕA∣∣∣∣ , (6.60)
where c > 0 is again independent of ε and A.
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To estimate (I.1), we recall the definition of the operator L to get
L(fg) =− (∆f)g − f(∆g)− 2fy1gy1 − 2fy2gy2 + fg − 3Q2fg
=(Lf)g − 2fy1gy1 − 2fy2gy2 − f(∆g).
Hence,
L(ΛQϕA) =(LΛQ)ϕA − 2(ΛQ)y1
1
A
ϕ′
(y1
A
)
− ΛQ 1
A2
ϕ
′′
(y1
A
)
≡L(ΛQ)ϕA +GA,
and
L
(
F
1
A
ϕ′
(y1
A
))
=
1
A
[
L
(
ϕ′
(y1
A
))
F − 2ΛQ 1
A2
ϕ
′′
(y1
A
)
−ϕ′
(y1
A
)
((ΛQ)y1 + Fy2y2)
]
≡ 1
A
HA.
Using the fact that L is a self-adjoint operator and L(ΛQ) = −2Q, we get
(I.1) =−
∫
εL(ΛQϕA)−
∫
εL
(
F
1
A
ϕ′
(y1
A
))
=2
∫
εQϕA −
∫
ε
(
GA +
1
A
HA
)
=2
∫
εQ + 2
∫
εQ(ϕA − 1)−
∫
ε
(
GA +
1
A
HA
)
≡2
∫
εQ +R5(ε, A).
Again, we estimate the terms in R5(ε, A) separately. First, we observe that∫
εQ(ϕA − 1) ≤
∫
R
∫ +∞
A
|εQ| |y1||y1|dy1dy2 ≤
1
A
‖y1Q‖2‖ε‖2.
Moreover, ∫
εGA ≤ 2
A
‖ϕ′‖∞‖(ΛQ)y1‖2‖ε‖2 +
1
A2
‖ϕ′′‖∞‖ΛQ‖2‖ε‖2.
Now, note that ‖HA‖∞ ≤ c (independent of A ≥ 1) and
supp(HA) ⊂ {A ≤ y1 ≤ 2A} .
Then, it is easy to see that (using that Fy2y2 also satisfies similar estimates as the ones in (6.46)
and (6.47))
1
A
∫
εHA ≤ c
A1/2
‖ε‖2.
Finally, for A ≥ 1, we obtain
|R5(ε, A)| ≤ c
A1/2
‖ε‖2, (6.61)
where, once again, c > 0 is independent of ε and A.
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Collecting all the above estimates, we finally obtain
d
ds
JA =2
∫
εQ+R5(ε, A) +
λs
λ
(−JA +R4(ε, A))−
(xs
λ
− 1
)(∫
εQ+R3(ε, A)
)
+
λs
λ
(κ+R1(A)) +
(xs
λ
− 1
)
R2(A)
− (III)
=− λs
λ
(JA − κ) + 2
(
1− 1
2
(xs
λ
− 1
))∫
εQ+R(ε, A),
where κ is given by (6.50) and
R(ε, A) = (III) +R5(ε, A) +
(xs
λ
− 1
)
(R2(A)− R3(ε, A)) + λs
λ
(R1(A) +R4(ε, A)) .
Furthermore, there exists a universal constant C3 > 0 (independent of ε and A) such that, in view
of (6.53), (6.54), (6.58), (6.59), (6.60) and (6.61), for A ≥ 1 the inequality (6.51) holds. 
6.1. Control of parameters. Before we proceed with examining further properties of JA, we
need to understand how various parameters are interconnected and controlled by the initial time
values, especially ε(s). We proceed with the following two lemmas.
Lemma 6.3 (Comparison between M0, ε0 and
∫
ε0Q). There exists a universal constant C4 > 0
such that, if ‖ε0‖H1 ≤ 1, then∣∣∣∣M0 − 2 ∫ ε0Q∣∣∣∣+ ∣∣∣∣E0 + ∫ ε0Q∣∣∣∣+ ∣∣∣∣E0 + 12M0
∣∣∣∣ ≤ C4‖ε0‖2H1 .
Proof. First, observe that from the definition (4.24), we have
M0 − 2
∫
ε0Q =
∫
ε20,
and thus,
∣∣M0 − 2 ∫ ε0Q∣∣ = ‖ε0‖22. Next, from (4.27), we obtain
E0 = E[Q+ ε0] =
1
2
(Lε0, ε0)− 1
2
M0 − 1
4
[
4
∫
Qε30 +
∫
ε40
]
,
which implies, for some universal constant c > 0, that∣∣∣∣E0 + 12M0
∣∣∣∣ ≤ c‖ε0‖2H1,
by the definition of L, the Gagliardo-Nirenberg inequality (4.28) and the fact that ‖ε0‖H1 ≤ 1.
Finally, ∣∣∣∣E0 + ∫ ε0Q∣∣∣∣ ≤ ∣∣∣∣E0 + 12M0
∣∣∣∣+ 12
∣∣∣∣M0 − 2 ∫ ε0Q∣∣∣∣ ≤ (c+ 12
)
‖ε0‖2H1 ,
and setting C4 = c +
1
2
, we conclude the proof. 
Lemma 6.4 (Control of ‖ε(s)‖H1). There exists α2 > 0 such that, if ‖ε(s)‖H1 < α, |λ(s)−1| < α
and ε(s) ⊥ {Qy1, Qy2 , χ0} for all s ≥ 0, where α < α2, then there exists a universal constant
C5 > 0 such that
(Lε(s), ε(s)) ≤ ‖ε(s)‖2H1 ≤ C5
(
α
∣∣∣∣∫ ε0Q∣∣∣∣ + ‖ε0‖2H1) .
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Proof. From (4.27) we have
(Lε(s), ε(s)) = 2E[Q+ ε(s)] +M0 +
1
4
[
4
∫
Qε3(s) +
∫
ε4(s)
]
. (6.62)
Therefore, from the Gagliardo-Nirenberg inequality (4.28), there exists a universal constant c > 0
such that if ‖ε(s)‖H1 ≤ 1
(Lε(s), ε(s)) ≤2E[Q+ ε(s)] +M0 + c‖ε(s)‖H1‖ε(s)‖22
≤2E[Q+ ε(s)] +M0 + c
σ0
‖ε(s)‖H1 (Lε(s), ε(s)) , (6.63)
where in the last line we used the coercivity of the quadratic form (L·, ·), provided ε(s) ⊥
{Qy1 , Qy2, χ0}, which was obtained in Lemma 3.6.
Now, there exists α2 > 0 such that if ‖ε(s)‖H1 < α for all s ≥ 0, where α < α2, then
c
σ0
‖ε(s)‖H1 ≤ 1
2
.
Therefore, the last term in the RHS of (6.63) may be absorbed by the left-hand term, and we get
(Lε(s), ε(s)) ≤4E[Q+ ε(s)] + 2M0
≤4λ2(s)E0 + 2M0,
where in the last line we have used relation (4.26).
Next, we use the last estimate to control the H1-norm of ε(s) as well. Indeed, from the definition
of L we have
‖ε(s)‖2H1 =
∫
ε2(s) +
∫
|∇ε(s)|2 = (Lε(s), ε(s)) + 3
∫
Q2ε2(s)
≤ (Lε(s), ε(s)) + ‖3Q2‖∞‖ε(s)‖22
≤
(
1 +
‖3Q2‖∞
σ0
)
(Lε(s), ε(s))
≤
(
1 +
‖3Q2‖∞
σ0
)
(4λ2(s)E0 + 2M0)
≤4
(
1 +
‖3Q2‖∞
σ0
)(
(λ(s)− 1)(λ(s) + 1)|E0|+
∣∣∣∣E0 + 12M0
∣∣∣∣) .
Finally, since |λ(s)− 1| < α, choosing α < 1, we get |λ(s) + 1| ≤ 3, and applying Lemma 6.3, we
deduce
(λ(s)− 1)(λ(s) + 1)|E0|+
∣∣∣∣E0 + 12M0
∣∣∣∣ ≤3α(∣∣∣∣E0 + ∫ ε0Q∣∣∣∣ + ∣∣∣∣∫ ε0Q∣∣∣∣)+ C4‖ε0‖2H1
≤3α
(
C4‖ε0‖2H1 +
∣∣∣∣∫ ε0Q∣∣∣∣)+ C4‖ε0‖2H1
≤4C4‖ε0‖2H1 + 3α
∣∣∣∣∫ ε0Q∣∣∣∣ ,
which implies the existence of a universal constant C5 > 0 such that
(Lε(s), ε(s)) ≤ ‖ε(s)‖2H1 ≤ C5
(
α
∣∣∣∣∫ ε0Q∣∣∣∣ + ‖ε0‖2H1) .
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
Our next task is to bound the time derivative of JA that we obtained in Lemma 6.1 from below.
The main concern is to estimate the remainder R(ε, A) from Lemma 6.1, and in particular, the
last line (6.51). Via truncation we can always choose A to be large, so that the terms, which
involve negative powers of A, would be controlled, however, the third term in (6.51) involves a
positive power of A and the tail of the L2 norm of ε, and hence, needs a delicate estimate. This
can be done via monotonicity property, which we discuss in the next section. This is similar to our
analysis of the supercritical gZK, see [9]. However, together with truncation and monotonicity the
last term in (6.51) is still troublesome, and it is possible to bound it, but more is needed, namely,
the smallness of that term. Thus, we need to develop another tool, the pointwise decay estimates,
which we do in Sections 8-12.
7. Monotonicity
For M ≥ 4, define
ψ(x1) =
2
π
arctan (e
x1
M ).
The following properties hold for ψ:
(1) ψ(0) =
1
2
,
(2) lim
x1→−∞
ψ(x1) = 0 and lim
x1→+∞
ψ(x1) = 1,
(3) 1− ψ(x1) = ψ(−x1),
(4) ψ′(x1) =
(
πM cosh
(x1
M
))−1
,
(5) |ψ′′′(x1)| ≤ 1
M2
ψ′(x1) ≤ 1
16
ψ′(x1).
Let (x1(t), x2(t)) ∈ C1(R,R2) and for x0, t0 > 0 and t ∈ [0, t0] define
Ix0,t0(t) =
∫
u2(t, x1, x2)ψ(x1 − x1(t0) + 1
2
(t0 − t)− x0)dx1dx2, (7.64)
where u ∈ C(R, H1(R2)) is a solution of the gZK equation (1.1), satisfying
‖u(t, x1 + x1(t), x2 + x2(t))−Q(x1, x2)‖H1 ≤ α, for some α > 0. (7.65)
While the functional Ix0,t0(t), which localizes the mass of the solution respectively to the moving
soliton, is a concept similar to the one originated in works of Martel-Merle, and is used to study
the decay of the mass of the solution to the right of the soliton, and can be applied to a variety
of questions for the gKdV equations (see also our review of the instability of the critical gKdV
case via monotonicity [8]), we note that the integration in the definition (7.64) is two dimensional.
Note that the function ψ is defined only in one variable x1, this is similar to [4]. We next study
the behavior of I in time and we have the following monotonicity-type result.
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Lemma 7.1 (Almost Monotonicity). Let M ≥ 4 fixed and assume that x1(t) is an increasing
function satisfying x1(t0) − x1(t) ≥ 34(t0 − t) for every t0, t ≥ 0 with t ∈ [0, t0]. Then there exist
α0 > 0 and θ = θ(M) > 0 such that, if u ∈ C(R, H1(R2)) verify (7.65) with α < α0, then for all
x0 > 0, t0, t ≥ 0 with t ∈ [0, t0], we have
Ix0,t0(t0)− Ix0,t0(t) ≤ θe−
x0
M .
Proof. Using the equation and the fact that |ψ′′′(x)| ≤ 1
M2
ψ′(x) ≤ 1
16
ψ′(x), we deduce
d
dt
Ix0,t0(t) =2
∫
uutψ − 1
2
∫
u2ψ′
=−
∫ (
3u2x1 + u
2
x2
− 5
3
u6
)
ψ′ +
∫
u2ψ′′′ − 1
2
∫
u2ψ′
≤−
∫ (
3u2x1 + u
2
x2
+
1
4
u2
)
ψ′ +
5
3
∫
u6ψ′. (7.66)
We start with the estimate of the last term in (7.66), by using its closeness to Q,∫
u6ψ′ =
∫
Q(· − ~x(t))u5ψ′ +
∫
(u−Q(· − ~x(t)))u5ψ′, (7.67)
where ~x(t) = (x1(t), x2(t)). To estimate the second term, we use the Sobolev embedding H
1(R2) →֒
Lq(R2), for all 2 ≤ q < +∞, to obtain∫
(u−Q(· − ~x(t)))u5ψ′ ≤‖(u−Q(· − ~x(t)))u3‖4/3‖u2ψ′‖4
≤c ‖u−Q(· − ~x(t))‖2‖u‖312‖u
√
ψ′‖28
≤c ‖Q‖3H1α
∫
(|∇u|2 + |u|2)ψ′. (7.68)
For the first term on the right hand side of (7.67), we divide the integration into two regions
|~x − ~x(t)| > R0 and |~x − ~x(t)| ≤ R0, where R0 is a positive number to be chosen later. Since
|Q(~x)| ≤ c e−|~x|, we obtain∫
|~x−~x(t)|>R0
Q(· − ~x(t))u5ψ′ ≤c e−R0‖u3‖3‖u
√
ψ′‖23
≤c e−R0‖Q‖3H1
∫
(|∇u|2 + |u|2)ψ′. (7.69)
Next, when |~x− ~x(t)| ≤ R0, we have∣∣∣∣x1 − x1(t0) + 12(t0 − t)− x0
∣∣∣∣ ≥(x1(t0)− x1(t) + x0)− 12(t0 − t)− |x1 − x1(t)|
≥1
4
(t0 − t) + x0 −R0,
where in the first inequality we used that x1(t) is increasing, t0 ≥ t and x0 > 0 to compute the
modulus of the first term, and in the second line we used the assumption x1(t0)−x1(t) ≥ 34(t0− t).
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Since ψ′(z) ≤ 2
Mπ
e−
|z|
M , we can use again the Sobolev embedding H1(R2) →֒ Lq(R2), for all
2 ≤ q < +∞, to deduce that∫
|~x−~x(t)|≤R0
Q(· − ~x(t))u5ψ′ ≤ 2
Mπ
‖Q‖∞e
R0
M e−
( 14 (t0−t)+x0)
M ‖u‖5H1
≤ 2
Mπ
‖Q‖∞‖Q‖5H1e
R0
M e−
( 14 (t0−t)+x0)
M . (7.70)
Therefore, choosing α > 0 such that c α‖Q‖3H1 < 35 · 116 and R0 such that c e−R0‖Q‖3H1 < 35 · 116 ,
collecting (7.68)-(7.70) together, we have
5
3
∫
u6ψ′ ≤ 1
8
∫
(|∇u|2 + |u|2)ψ′ + 10
3Mπ
‖Q‖∞‖Q‖5H1e
R0
M e−
( 14 (t0−t)+x0)
M .
Inserting the previous estimate in (7.66), we get that there exists a universal constant c > 0 such
that
d
dt
Ix0,t0(t) ≤−
∫ (
3
2
u2x1 +
1
2
u2x2 +
1
8
u2
)
ψ′ +
c
M
‖Q‖∞‖Q‖5H1e
R0
M e−
x0
M · e− 14M (t0−t)
≤ c
M
‖Q‖∞‖Q‖5H1e
R0−x0
M · e− 14M (t0−t).
Finally, integrating in time on [t, t0], we obtain the desired inequality for
θ = θ(M) = 4 c ‖Q‖∞‖Q‖5H1e
c
M > 0.

The next lemma will used to control several terms in the virial-type functional from Section 6
(see also Combet [3] for a similar result for the gKdV equation).
Lemma 7.2. Let x1(t) satisfying the assumptions of Lemma 7.1. Also assume that x1(t) ≥ 12t
and x2(t) = 0 for all t ≥ 0. Moreover, let u ∈ C(R, H1(R2)) be a solution of the gZK equation
(1.3) satisfying (7.65) with α < α0 (where α0 is given in Lemma 7.1) and with the initial data u0
verifying
∫ |u0(x1, x2)|2 dx2 ≤ c e−δ|x1| for some c > 0 and δ > 0. Fix M ≥ max{4, 2δ}, then there
exists C = C(M, δ) > 0 such that for all t ≥ 0 and x0 > 0∫
R
∫
x1>x0
u2(t, x1 + x1(t), x2) dx1dx2 ≤ C e−
x0
M . (7.71)
Proof. From Lemma 7.1 with t = 0 and replacing t0 by t, we deduce that for all t ≥ 0
Ix0,t(t)− Ix0,t(0) ≤ θe−
x0
M .
This is equivalent to∫
u2(t, x1, x2)ψ(x1 − x1(t)− x0) dx1dx2 ≤
∫
u20(x1, x2)ψ(x1 − x1(t) +
1
2
t− x0) dx1dx2 + θ e−
x0
M .
On the other hand,∫
u2(t, x1, x2)ψ(x1 − x1(t)− x0) dx1dx2 =
∫
u2(t, x1 + x1(t), x2)ψ(x1 − x0) dx1dx2
≥1
2
∫
R
∫
x1>x0
u2(t, x1 + x1(t), x2) dx1dx2,
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where in the last inequality we used the fact that ψ is increasing and ψ(0) = 1/2.
Now, since −x1(t) + 12 t ≤ 0 and ψ is increasing, we get∫
u20(x1, x2)ψ(x1 − x1(t) +
1
2
t− x0) dx1dx2 ≤
∫
u20(x1, x2)ψ(x1 − x0) dx1dx2.
Moreover, the assumption
∫ |u0(x1, x2)|2 dx2 ≤ c e−δ|x1| and the fact that ψ(x1) ≤ c ex1M for all
x1 ∈ R, yield ∫
u20(x1, x2)ψ(x1 − x0) dx1dx2 ≤ c
∫
e−δ|x1|e
x1−x0
M dx1
≤c e−x0M
∫
e−(δ−
1
M )|x1| dx1
≤c e−x0M
∫
e−
δ
2
|x1|dx1,
where in the last inequality we have used the fact that
δ − 1
M
≥ δ
2
⇐⇒ M ≥ 2
δ
.
Therefore, the desired inequality (7.71) holds by taking
C = 4c δ−1e
δ|x0|
2 .

8. Pointwise decay for ε and review of the H1 well-posedness theory
We start this section with the main statement on the pointwise decay of ε(x, y) for x > 0.
Lemma 8.1 (Pointwise Decay). There exists σ0 > 0 (large), δ0 > 0 (small) and K > 0 (large)
such that the following holds for any 0 < δ ≤ δ0 and σ ≥ σ0.
Recall ε(s, x, y) solving the equation (4.23) (with y = 0), i.e.,
∂sε = (Lε)x +
λs
λ
(ΛQ+ Λε) + (
xs
λ
− 1)(Qx + εx)− 3(Qε2)x − (ε3)x, (8.72)
and suppose there exists δ > 0 such that
‖ε(s)‖H1x y +
∣∣∣∣λs(s)λ(s)
∣∣∣∣+ |λ(s)− 1|+ ∣∣∣∣xs(s)λ(s) − 1
∣∣∣∣ . δ (8.73)
for all times s ≥ 0.
Moreover, assume that for x > K and y ∈ R,
|ε(0, x, y)| . δ〈x〉−σ. (8.74)
Then for x > K and y ∈ R, we have
|ε(s, x, y)| . δ
{
s−7/12〈x〉−σ+ 74 if 0 ≤ s ≤ 1
〈x〉− 23σ+ 34 if s ≥ 1. (8.75)
Remark 8.2. Note that we can fix K in Lemma 8.1 so that
〈K〉−1 ≤ δ0, (8.76)
which also implies that e−K/2 ≤ δ0.
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Remark 8.3. Rescale the time s back to t via
ds
dt
= λ−3, and define
η(t, x, y) = λ−1ǫ(s(t), λ−1(x+K), λ−1y),
where xt =
d
dt
x(t) with x(t) being the spatial shift. Then η solves
∂tη − ∂x[(−∆+ xt)η] = F , F = f1 + ∂xf2, (8.77)
where
f1 = −(λ−1)t∂λ−1Q˜,
f2 = +(xt − 1)Q˜− 3Q˜2η − 3Q˜η2 − η3.
(8.78)
Here, Q˜(x, y) = λ−1Q(λ−1(x + K), λ−1y). Note that since |Q(y1, y2)| . 〈~y〉−1/2e−|~y|, we have
|Q˜(x, y)| ≤ δ0 for x > 0 by (8.76). Also for x > 0 and y ∈ R, we have
|η(0, x, y)| . δ〈x〉−σ.
To show (8.75), it suffices to prove, for x > 0 and y ∈ R,
|η(t, x, y)| . δ
{
t−7/12〈x〉−σ+ 74 if 0 ≤ t ≤ 1
〈x〉− 23σ+ 34 if t ≥ 1. (8.79)
Let S(t, t0)φ be the solution ρ(t, x, y) to the homogeneous problem{
∂tρ− ∂x(−∆+ xt)ρ = 0
ρ(t0, x, y) = φ(x, y).
Then
η(t, x, y) = [S(t, 0)φ](x, y, t) +
∫ t
0
S(t, t′)F (•, •, t′)(x, y) dt′.
Moreover,
S(t, t0)φ(x, y) =
∫
A(x′, y′, t− t0)φ(x+ x(t)− x′, y − y′) dx′ dy′, (8.80)
where
A(x, y, t) =
∫∫
R2
ei(tξ
3+tξη2+xξ+yη) dξdη.
We use the notation LpT as shorthand for L
p
[0,T ].
Theorem 8.4 (following Faminskii [7], Linares-Pastor [19]). For given functions x(t), λ(t), initial
data η0(x, y) ∈ H1xy and T > 0, there exists a unique solution η to (8.77), (8.78) such that
η ∈ C([0, T ];H1xy) and η(x+ x(t), y, t) ∈ L4xL∞yT .
This type of uniqueness is called conditional, since it is only known to hold with the auxiliary
condition η(x+ x(t), y, t) ∈ L4xL∞yT .
Let u(t, x, y) = η(t, x+ x(t), y) + Q˜(x, y). Then u solves
∂tu+ ∂x(∆u+ u
3) = 0. (8.81)
For existence of η, it suffices to prove the existence of u solving (8.81) such that u ∈ C([0, T ];H1xy)∩
L4xL
∞
yT . Moreover, given two solutions η1 and η2, we can define corresponding u1 and u2 as
above. Provided we have proved the uniqueness of solutions u to (8.81), we have u1 = u2,
which implies η1 = η2. The existence and uniqueness of solutions u to (8.81) in the function
INSTABLITY OF SOLITONS IN 2D CUBIC ZK 29
class C([0, T ];H1xy) ∩ L4xL∞yT was established by Linares-Pastor [19]. It is proved by a contraction
argument using the following estimates. Let U(t)φ denote the solution to the linear homogenous
problem {
∂tρ+ ∂x∆ρ = 0
ρ(t0, x, y) = φ(x, y).
Then
u(t) = U(t)φ +
∫ t
0
U(t− t′)∂x[u(t′)3] dt′.
Lemma 8.5 (linear homogeneous estimates). We have
(1) ‖U(t)φ‖L∞T H1xy . ‖φ‖H1xy ,
(2) ‖∂xU(t)φ‖L∞x L2yT . ‖φ‖L2xy .
For 0 < T ≤ 1,
(3) ‖U(t)φ‖L4xL∞yT . ‖φ‖H1xy .
Proof. The first estimate is a standard consequence of Plancherel and Fourier representation of
the solution. The second estimate (local smoothing) is Faminskii [7], Theorem 2.2 on p. 1004.
The third estimate (maximal function estimate) is a special case (s = 1) of Faminskii [7], Theorem
2.4 on p. 1007. All of these estimates are used by Linares-Pastor [19], and quoted as Lemma 2.7
on p. 1326 of that paper. 
Lemma 8.6 (linear inhomogeneous estimates). For 0 < T ≤ 1,
(1)
∥∥∥∥∫ t
0
U(t− t′)∂xf(t′) dt′
∥∥∥∥
L∞T H
1
xy∩L4xL∞yT
. ‖∂xf‖L1xL2yT + ‖∂yf‖L1xL2yT ,
(2)
∥∥∥∥∫ t
0
U(t− t′)f(t′) dt′
∥∥∥∥
L∞T H
1
xy∩L4xL∞yT
. ‖f‖L1TH1xy .
Proof. These follow from Lemma 8.5 by duality, T ∗T , and the Christ-Kiselev lemma. 
Let us now summarize the proof of H1xy local well-posedness following from these estimates. We
note that Linares-Pastor [19], in fact, achieved local well-posedness in Hsxy for s >
3
4
, although we
only need the s = 1 case. Let X be the R-ball in the Banach space C([0, T ];H1xy) ∩ L4xL∞yT , for T
and R yet to be chosen. Consider the mapping Λ defined for u ∈ X by
Λu = U(t)φ+
∫ t
0
U(t− t′)∂x[u(t′)3] dt′.
Then we claim that for suitably chosen R > 0 and T > 0, we have Λ : X → X and Λ is a
contraction. Indeed, by the estimates in Lemmas 8.5 and 8.6, we have
‖Λu‖X . ‖φ‖H1xy + ‖∂x(u3)‖L1xL2yT + ‖∂y(u3)‖L1xL2yT .
We estimate
‖uxu2‖L1xL2yT . ‖ux‖L2xL2yT ‖u‖2L4xL∞yT ≤ T
1/2‖ux‖L∞T L2xy‖u‖2L4xL∞yT ,
and similarly, for the x derivative replaced by the y-derivative. Consequently,
‖Λu‖X ≤ C‖φ‖H1xy + CT 1/2‖u‖3X
30 L. G. FARAH, J. HOLMER, AND S. ROUDENKO
for some constant C > 0. By similar estimates,
‖Λu2 − Λu1‖X ≤ CT 1/2‖u2 − u1‖X max(‖u1‖X , ‖u2‖X)2.
We can thus take R = 2C‖φ‖H1xy and T > 0 such that CR2T 1/2 = 12 to obtain that Λ : X → X
and is a contraction. The fixed point is the desired solution.
For the uniqueness statement, we can take R ≥ 2C‖φ‖H1xy large enough so that the two given
solutions u1, u2 lie in X , and then take T so that CR
2T 1/2 = 1
2
. Then u1 and u2 are both fixed
points of Λ in X , and since fixed points of a contraction are unique, u1 = u2.
This gives the local well-posedness in H1xy. Global well-posedness follows from the energy
conservation.
9. Fundamental solution estimates
Recall the solution (8.80) and its kernel A. The first basic step is to get the estimates on this
kernel, which is given in the following statement.
Proposition 9.1 (fundamental solution estimate). Let t > 0 and consider
A(x, y, t) =
∫∫
R2
ei(tξ
3+tξη2+xξ+yη) dξdη.
Let λ = |x|3/2t−1/2 > 0 and z = y|x|−1. Then for x > 0
|A(x, y, t)| .α,β t−2/3
{
〈λ〉−α if |z| ≤ 4, for any α ≥ 0
〈λ|z|3/2〉−β if |z| ≥ 4 , for any β ≥ 0.
If x < 0, then
|A(x, y, t)| .β t−2/3
{
〈λ〉−1/6 if |z| ≤ 4
〈λ|z|3/2〉−β if |z| ≥ 4 , for any β ≥ 0.
We give a proof of Proposition 9.1 based on factoring of A into the product of two Airy functions,
which is possible in two dimensions. It is a short proof and gives estimates actually sharper than
those claimed in the proposition statement. We remark that it is possible to obtain Proposition 9.1
by direct oscillatory integral methods (non-stationary and stationary phase), although it involves
tedious calculations. The advantage of the oscillatory integral approach would be that such a
proof could be generalized to higher dimensions.
Proof of Prop. 9.1. Making the change of variable ξ 7→ |x|1/2
t1/2
ξ and η 7→ |x|1/2
t1/2
η, we obtain
A(x, y, t) = |x|t−1
∫∫
ξ,η
eiλ(ξ
3+ξη2+(sgn x)ξ+zη) dξ dη,
where λ = |x|3/2t−1/2 > 0 and z = y|x|−1 ∈ R, as given in the proposition statement. Rewriting
|x|t−1 = λ2/3t−2/3, this becomes
A(x, y, t) = t−2/3λ2/3Bsgnx(λ, z),
where
B±(λ, z) =
∫∫
ξ,η
eiλ(ξ
3+ξη2±ξ+zη) dξ dη.
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To obtain symmetric conditions in the estimates, it is convenient to change variable ξ 7→ ξ√
3
, and
make the inconsequential replacements λ√
3
7→ λ and √3z 7→ z. This gives
B±(λ, z) =
∫∫
ξ,η
eiλφ(ξ,η;z) dξ dη,
where
φ(ξ, η; z) = 1
3
ξ3 + ξη2 ± ξ + zη.
Now the goal is to prove the estimates
|B+(λ, z)| .α,β λ−2/3
{
〈λ〉−α if |z| ≤ 4, for any α ≥ 0
〈λ|z|3/2〉−β if |z| ≥ 4 , for any β ≥ 0 (9.82)
and
|B−(λ, z)| .β λ−2/3
{
〈λ〉−1/6 if |z| ≤ 4
〈λ|z|3/2〉−β if |z| ≥ 4 , for any β ≥ 0. (9.83)
Next, make the change of variable ξ 7→ 1
2
(ξ + η), η 7→ 1
2
(ξ − η), and replace λ
2
7→ λ, which factors
the exponential to obtain the splitting
B±(λ, z) =
∫
ξ
eiλ(
1
3
ξ3+(z±1)ξ) dξ
∫
η
eiλ(
1
3
η3+(−z±1)η) dη.
In terms of the Airy function A(x) =
∫
ei(
1
3
ξ3+xξ) dξ, this is
B±(λ, z) = λ−2/3A(λ2/3(z ± 1))A(λ2/3(−z ± 1)). (9.84)
We note that in either + or − case, if |z| > 2, then either (z ± 1) ≥ 1
2
|z| or (−z ± 1) ≥ 1
2
|z|.
Hence, by the strong decay of the Airy function on the right, we obtain
|B±(λ, z)| . λ−2/3〈λ2/3|z|〉−k
for any k ≥ 0. This gives the second half of the estimates (9.82) and (9.83).
For |z| < 4, first consider the + case. If 0 ≤ z < 4, then z+1 > 1, so we can use |A(λ2/3(z+1))| .
〈λ2/3〉−k for any k ≥ 0, together with the simple estimate |A(λ2/3(−z + 1))| . 1, to achieve the
first part of (9.82). If −4 < z ≤ 0, then −z + 1 > 1, so we can use |A(λ2/3(−z + 1))| . 〈λ2/3〉−k
for any k ≥ 0, together with the simple estimate |A(λ2/3(z + 1))| . 1, to achieve the first part of
(9.82).
For |z| < 4, now consider the − case. When −1 ≤ z ≤ 1, both z − 1 ≤ 0 and −z − 1 ≤ 0,
so the amount of decay we can obtain from the Airy functions is limited. The worst situation is
when z = ±1. For example, when z = 1, we have A(λ2/3(z − 1)) = A(0) and |A(λ2/3(−z − 1))| .
〈λ2/3〉−1/4. When applied in (9.84), this gives the bound |B−(λ, z)| . λ−5/6 for λ > 1. 
Because of the form of the equation, we also need the x-derivative estimate.
Proposition 9.2 (x-derivative fundamental solution estimate). Let t > 0 and consider
Ax(x, y, t) =
∫∫
R2
iξei(tξ
3+tξη2+xξ+yη) dξdη.
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Let λ = |x|3/2t−1/2 > 0 and z = y|x|−1. Then for x > 0
|Ax(x, y, t)| .α,β t−1
{
〈λ〉−α if |z| ≤ 4, for any α ≥ 0
〈λ|z|3/2〉−β if |z| ≥ 4 , for any β ≥ 0.
If x < 0, then
|Ax(x, y, t)| .β t−1
{
〈λ〉1/6 if |z| ≤ 4
〈λ|z|3/2〉−β if |z| ≥ 4 , for any β ≥ 0.
Proof. Rescale ξ 7→ |x|1/2
(3t)1/2
ξ, η 7→ |x|1/2
t1/2
η to obtain
Ax(x, y, t) = λt
−1B±(λ, z),
where λ = |x|3/2(3t)−1/2 and z = √3y|x|−1, and
B±(λ, z) =
∫∫
iξeiλφ±(ξ,η,z) dη dη , φ±(ξ, η; z) = 13ξ
3 + ξη2 ± ξ + zη.
It suffices to prove
|B+(λ, z)| .α,β λ−1
{
〈λ〉−α if |z| ≤ 4, for any α ≥ 0
〈λ|z|3/2〉−β if |z| ≥ 4 , for any β ≥ 0 (9.85)
and
|B−(λ, z)| .β λ−1
{
〈λ〉1/6 if |z| ≤ 4
〈λ|z|3/2〉−β if |z| ≥ 4 , for any β ≥ 0. (9.86)
Changing variables again as
ξ 7→ 1
2
(ξ + η) , η 7→ 1
2
(ξ − η)
and replacing 1
2
λ by λ (thus, redefining λ = 1
2
|x|3/2(3t)−1/2), we obtain the factorization
8B±(λ, z) =
∫∫
i(ξ + η)eiλ(
1
3
ξ3+(±1+z)ξ)eiλ(
1
3
η3+(±1−z)η)dξ dη
=
∫
iξeiλ(
1
3
ξ3+(±1+z)ξ) dξ
∫
eiλ(
1
3
η3+(±1−z)η)dη
+
∫
eiλ(
1
3
ξ3+(±1+z)ξ) dξ
∫
iηeiλ(
1
3
η3+(±1−z)η)dη.
Change variables ξ 7→ λ−1/3ξ, η 7→ λ−1/3η to obtain
8B±(λ, z) = λ−1A′(λ2/3(±1 + z))A(λ2/3(±1 − z))
+ λ−1A(λ2/3(±1 + z))A′(λ2/3(±1− z)),
where A(x) =
∫
ei(
1
3
ξ3+xξ) dξ is the Airy function.
If z > 2, then (±1 + z) > 1
2
|z| and if z < −2, then (±1− z) > 1
2
|z|, so in either case, the strong
rightward decay of A and A′ gives |B±(λ, z)| . λ−1〈λ2/3|z|〉−k for all k ≥ 0. Thus, the second
parts of the claimed estimates in (9.85) and (9.86) hold.
In the + case, if 0 ≤ z < 2, then (1 + z) ≥ 1, so we use that |A′(λ2/3(1 + z))| . 〈λ2/3〉−k,
|A(λ2/3(1− z))| . 1, |A(λ2/3(1+ z))| . 〈λ2/3〉−k, and |A′(λ2/3(1− z))| . 1 to achieve |B+(λ, z)| .
λ−1〈λ2/3〉−k for any k ≥ 0. On the other hand, if −2 < z ≤ 0, then 1 − z ≥ 1, so we use that
|A′(λ2/3(1 + z))| . 1, |A(λ2/3(1 − z))| . 〈λ2/3〉−k, |A(λ2/3(1 + z))| . 1, and |A′(λ2/3(1 − z))| .
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〈λ2/3〉−k to achieve |B+(λ, z)| . λ−1〈λ2/3〉−k for any k ≥ 0. Thus, the first part of the estimate
(9.85) holds.
In the − case, if −1 ≤ z ≤ 1, then both −1 + z ≤ 0 and −1 − z ≤ 0, and we only have
access to the weaker leftward decay estimates for the Airy function. The worst case arises when
z = ±1. For example, if z = 1, then −1 + z = 0 and −1 − z = −2, so |A′(λ2/3(−1 + z))| . 1,
|A(λ2/3(−1 − z))| . 〈λ2/3〉−1/4, |A(λ2/3(−1 + z))| . 1, and |A′(λ2/3(−1 − z))| . 〈λ2/3〉1/4, which
gives |B−(λ, z)| . 〈λ2/3〉1/4 ∼ 〈λ〉1/6. The case of z = −1 is similar. 
10. Linear solution decay estimates
For this section, we will need the following estimates. Let
[µ] =

µ if µ > 0
0+ if µ = 0
0 if µ < 0.
We shall employ the two basic integral estimates (10.87), (10.88) below. Note that (10.87)
requires x > 0 and restricts the integration to x′ < 0, but then yields a stronger bound than
(10.88) when σ ≫ µ. In fact, (10.87) even allows µ < 0.
For any σ ∈ R, µ ∈ R, 1− σ < µ and x > 0∫ 0
x′=−∞
〈x− x′〉−σ〈x′〉−µ dx′ . 〈x〉−σ+[1−µ]. (10.87)
For any σ > 1, µ ≥ 0, and x ∈ R,∫ +∞
x′=−∞
〈x− x′〉−σ〈x′〉−µ dx′ . 〈x〉−min(σ−[1−µ],µ). (10.88)
Let
Φ(x, y, t) =
∫
A(x′, y′, t)φ(x+ t− x′, y − y′) dx′ dy′ = (S(t)φ)(x, y), (10.89)
i.e., the unique solution to ∂tΦ+ ∂x(1−∆xy)Φ = 0 with initial condition Φ(x, y, 0) = φ(x, y). For
simplicity we have taken x(t) = t.
The proposition below gives rightward x-decay estimates for this linear solution.
Proposition 10.1 (linear solution estimates). Let σ > 9
4
, and suppose that
for x > 0, |φ(x, y)| ≤ C1〈x〉−σ (10.90)
and
‖〈x〉−1φ(x, y)‖L2y∈R,x<0 ≤ C1. (10.91)
Then for t > 0,
for x > 0, |Φ(x, y, t)| . C1
{
t−7/12〈x〉−σ+ 74 if t < 1
t−13/12〈x〉−σ˜ if t > 1,
where σ˜ = min(2
3
σ − 3
4
, σ − 9
4
).
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Note that for σ > 9
2
, we have σ − 9
4
> 2
3
σ − 3
4
, and thus, for σ˜ = 2
3
σ − 3
4
. We also remark that
the time decay factor t−13/12 for t > 1 can be replaced by any negative power of t, provided the
definition of σ˜ is suitably altered. We chose t−13/12, since it is < −1, thus, integrable (over t ≥ 1),
and this integrability is needed in the Duhamel estimates.
Proof. By linearity, it suffices to assume that C1 ≤ 1. Recall that we are assuming x > 0 and
t > 0. From Prop. 9.1, we have
|A(x′, y′, t)| . t−2/3λ−α(λ|z|3/2)−β = t− 23+ 12α+ 12β|x′|− 32α|y′|− 32β (10.92)
with different constraints on the allowed values (and optimal values) of α and β depending upon
whether
• |z| < 4 or |z| > 4,
• λ < 1 or λ > 1,
• x′ < 0 or x′ > 0
This is summarized in the following two tables:
x′ > 0 λ < 1 λ > 1
|z| < 4 α = 0, β = 0 α ≥ 0, β = 0
|z| > 4 α = 0, β ≥ 0 α ≥ 0, β ≥ 0
x′ < 0 λ < 1 λ > 1
|z| < 4 α = 0, β = 0 α = 1
6
, β = 0
|z| > 4 α = 0, β ≥ 0 α ≥ 0, β ≥ 0
From (10.89), we see that we need to further subdivide according to −∞ < x′ < x + t and
x′ > x + t. When −∞ < x′ < x + t, we have x + t − x′ > 0, and we can use (10.90), and when
x′ > x+ t, we have x+ t− x′ < 0, and we can only use that φ ∈ L2xy.
Below our decomposition of the (x′, y′) integration space is given as 9 different regions. Each of
the regions can be further divided according to whether |x′| and |y′| are < 1 or > 1. We label the
corresponding subregions as −−, −+, +−, and ++, as follows:
• −− corresponds to |x′| < 1 and |y′| < 1
• −+ corresponds to |x′| < 1 and |y′| > 1
• +− corresponds to |x′| > 1 and |y′| < 1
• ++ corresponds to |x′| > 1 and |y′| > 1.
Thus,
Φ = Φ1 + · · ·+ Φ9,
where Φj denotes the convolution integral in (10.89) restricted to the region under consideration.
We further use the decompositions
Φj = Φj−− + Φj−+ + Φj+− + Φj++
as needed.
In Regions 1–5, we begin as follows: From (10.89), (10.90), and (10.92)
|Φj(x, y, t)| . t− 23+ 12α+ 12β
∫∫
(x′,y′)∈R
|x′|− 32α〈x+ t− x′〉−σ|y′|− 32β dx′ dy′, (10.93)
where R denotes the subregion of (x′, y′) space under consideration.
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In Regions 6–9, the decay hypothesis (10.90) is not available, so we start from (10.89) with
Cauchy-Schwarz in (x′, y′)
|Φj(x, y, t)| ≤
(∫∫
(x′,y′)∈R
|A(x′, y′, t)|2〈x+ t− x′〉2 dx′ dy′
)1/2
‖〈x〉−1φ(x, y)‖L2y∈R,x<0.
Since ‖〈x〉−1φ‖L2y∈R,x<0 ≤ 1, this term can be dropped above and (10.92) yields
|Φj(x, y, t)| ≤ t− 23+ 12α+ 12β
(∫∫
(x′,y′)∈R
|x′|−3α|y′|−3β〈x+ t− x′〉2 dx′ dy′
)1/2
. (10.94)
An argument used repeatedly below is
|x′| < t1/3 =⇒ 〈x+ t− x′〉 ∼ 〈x+ t〉. (10.95)
Indeed, if t < 8, then |x′| < t1/3 < 2, so 〈x+ t− x′〉 ∼ 〈x + t〉. On the other hand, if t > 8, then
|x′| < t1/3 ≪ t ≤ x+ t, so again 〈x+ t− x′〉 ∼ 〈x+ t〉.
Finally, we remark that it is Region 2 below that seems to limit t−7/12 as the least singular
power of t for 0 < t < 1.
1. Region x′ < x+ t, |x′| < t1/3, |y′| < 4|x′|.
Here, λ < 1, |z| < 4. We take α = 0, β = 0. From (10.95), we have 〈x + t − x′〉 ∼ 〈x + t〉.
Starting with (10.93), we get
|Φ1(x, y, t)| . t−2/3〈x+ t〉−σ
∫
x′ ,|x′|<t1/3
∫
y′ ,|y′|<4|x′|
dy′ dx′ . 〈x+ t〉−σ.
2. Region x′ < 0, |x′| > t1/3, |y′| < 4|x′|.
Here, x′ < 0, λ > 1, |z| < 4. We take β = 0, and are limited to α = 1
6
. Starting with (10.93),
|Φ2(x, y, t)| . t−7/12
∫
x′ ,−∞<x′<0
〈x+ t− x′〉−σ|x′|−1/4
∫
y′ ,|y′|<4|x′|
dy′ dx′
. t−7/12
∫
x′ ,−∞<x′<0
〈x+ t− x′〉−σ|x′|3/4 dx′.
By (10.87) with µ = −3
4
, provided σ > 7
4
, we have
. t−7/12〈x+ t〉−σ+ 74 .
For t ≥ 1, we note that t−7/12〈x+ t〉−σ+ 74 ≤ t−13/12〈x〉−σ+ 94 .
3. Region 0 < x′ < x+ t, |x′| > t1/3, |y′| < 4|x′|.
Here, x′ > 0, λ > 1, |z| < 4. We take β = 0. For |x′| < 1 (the −∗ subregion), we take α = 0,
but for |x′| > 1 (the +∗ subregion), we take α≫ 1.
For |x′| < 1, we take α = 1
6
and use that 〈x+ t− x′〉 ∼ 〈x+ t〉 to obtain, starting with (10.93),
|Φ3−∗(x, y, t)| . t− 712 〈x+ t〉−σ
∫
x′,|x′|<1
|x′|−1/4
∫
y′, |y′|<4|x′|
dy′ dx′ ∼ t−7/12〈x+ t〉−σ.
In the case t ≥ 1, we note that t−7/12〈x+ t〉−σ ≤ t−13/12〈x〉−σ+ 12 .
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For |x′| > 1, we take α≫ 1, starting with (10.93),
|Φ3+∗(x, y, t)| . t− 23+ 12α
∫
x′, |x′|>1
|x′|− 32α〈x+ t− x′〉−σ
∫
y′, |y′|<4|x′|
dy′ dx′
. t−
2
3
+ 1
2
α
∫
x′, |x′|>1
|x′|1− 32α〈x+ t− x′〉−σ dx′.
For σ > 1, taking α = 2
3
(σ + 1) gives by (10.88)
. t−
1
3
+ 1
3
σ〈x+ t〉−σ.
For t ≥ 1, we decompose the exponent as 〈x + t〉−σ = 〈x + t〉 13− 13σ− 1312 〈x + t〉 34− 23σ, and use t ≥ 1
and x ≥ 0 to obtain the bound by t−13/12〈x〉 34− 23σ.
4. Region −∞ < x′ < x+ t, |x′| < t1/3, and |y′| > 4|x′|.
Here, |z| > 4 and λ < 1. By (10.95), we have 〈x + t − x′〉 ∼ 〈x + t〉. We take α = 0 and any
2
3
< β < 4
3
(so that −2 < −3
2
β < −1) and starting from (10.93), we have
|Φ4(x, y, t)| . t− 23+ 12β〈x+ t〉−σ
∫
x′, |x′|<t1/3
∫
y′, |y′|>|x′|
|y′|− 32β dy′ dx′
. t−
2
3
+ 1
2
β〈x+ t〉−σ
∫
x′, |x′|<t1/3
|x′|− 32β+1 dx′ . 〈x+ t〉−σ,
where, in the last step, we used that −3
2
β + 1 > −1.
5. Region −∞ < x′ < x+ t, |x′| > t1/3, and |y′| > 4|x′|.
Here, |z| > 4 and λ > 1. Any choice of α, β ≥ 0 is permitted in (10.92).
For |x′| < 1 and |y′| < 1 (the −− subregion), we take α = 1
6
and β = 0. Since |x′| < 1, we have
〈x+ t− x′〉 ∼ 〈x+ t〉. Starting from (10.93), we get
|Φ5−−(x, y, t)| . t− 712 〈x+ t〉−σ
∫
x′, |x′|<1
|x′|−1/4
∫
y′, |y′|<1
dy′ dx′ . t−7/12〈x+ t〉−σ.
For |x′| < 1 and |y′| > 1 (the −+ subregion), we take α = 0 and β = 2
3
+. Since |x′| < 1, we
have 〈x+ t− x′〉 ∼ 〈x+ t〉. Starting from (10.93),
|Φ5−+(x, y, t)| . t− 23+ 12β〈x+ t〉−σ
∫
x′ ,|x′|<1
dx′
∫
y′ ,|y′|>1
|y′|− 32β dy′ . t− 13+〈x+ t〉−σ.
For |x′| > 1 and |y′| < 1 (the +− subregion), we take α≫ 1 and β = 0. Starting from (10.93),
|Φ5+−(x, y, t)| . t− 23+ 12α
∫
x′ ,|x′|>1
|x′|− 32α〈x+ t− x′〉−σ dx′
∫
y′, |y′|<1
dy′.
For σ > 1, take α = 2
3
σ and apply (10.88) to obtain
. t−
2
3
+ 1
3
σ〈x+ t〉−σ.
For t ≥ 1, we decompose as 〈x+ t〉−σ = 〈x + t〉 23− 13σ− 1312 〈x+ t〉 512− 23σ, and using x ≥ 0, we obtain
the bound t−13/12〈x〉 512− 23σ.
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For |x′| > 1 and |y′| > 1 (the ++ subregion), we take α ≫ 1 and any 2
3
< β < 4
3
(so that
−2 < −3
2
β < −1 and −1 < −3
2
β + 1 < 0). Starting from (10.93), we obtain
|Φ5++(x, y, t)| . t− 23+ 12α+ 12β
∫
x′, |x′|>1
|x′|− 32α〈x+ t− x′〉−σ
∫
y′, |y′|>max(1,|x′|)
|y′|− 32β dy′ dx′
. t−
2
3
+ 1
2
α+ 1
2
β
∫
x′, |x′|>1
|x′|1− 32α− 32β〈x+ t− x′〉−σ dx′.
Take α so that α + β = 2
3
(σ + 1) (and hence 1− 3
2
α− 3
2
β = −σ) and apply (10.88) to obtain
. t−
1
3
+ 1
3
σ〈x+ t〉−σ.
For t ≥ 1, decompose 〈x+ t〉−σ = 〈x+ t〉 13− 13σ− 1312 〈x+ t〉 34− 23σ to obtain the bound t−13/12〈x〉 34− 23σ.
Recall that for Regions 6–9 below, we must use (10.94). Thus, we need to recover the 〈x+ t〉−σ
decay factor from the constraint x′ > x+ t and the decay on A(x′, y′, t).
6. Region x′ > x+ t, |x′| < t1/3, and |y′| < 4|x′|.
Here, |z| < 4 and λ < 1, so α = 0 and β = 0. Note that the constraints imply that x+ t < t1/3.
Since x+t < t1/3, it follows that t < t1/3, from which we conclude that t < 1. Also from x+t < t1/3,
we conclude that x < t1/3, and since t < 1, this implies x < 1. Consequently, 〈x+ t− x′〉 ∼ 1.
Starting from (10.94), we obtain
|Φ6(x, y, t)| . t−2/3
(∫
x′, |x′|<t1/3
∫
y′, |y′|<4|x′|
dy′ dx′
)1/2
. t−1/3.
7. Region x′ > x+ t, |x′| > t1/3, and |y′| < 4|x′|.
Here, |z| < 4 and λ > 1, so we take β = 0, and we are allowed any α ≥ 0.
If |x′| < 1, we take α = 1
6
. Since |x′| < 1, we have x + t < 1, so 〈x + t − x′〉 ∼ 1, x ≤ 1, and
t ≤ 1. By (10.94),
|Φ7−∗(x, y, t)| . t− 712
(∫
x′, |x′|<1
|x′|−1/2
∫
y′, |y′|<4|x′|
dy′ dx′
)1/2
. t−7/12
If |x′| > 1, we take α≫ 1. Starting from (10.94), we get
|Φ7+∗(x, y, t)| . t− 23+ 12α
(∫
x′, x′>max(1,x+t)
|x′|−3α〈x+ t− x′〉2
∫
y′, |y′|<4|x′|
dy′ dx′
)1/2
By changing variable x˜ = x+ t− x′,
. t−
2
3
+ 1
2
α
(∫
x˜<0
〈x+ t− x˜〉−3α+1〈x˜〉2 dx˜
)1/2
By (10.87),
. t−
2
3
+ 1
2
α〈x+ t〉− 32α+2.
With α = 2
3
σ + 4
3
, this becomes
. t
1
3
σ〈x+ t〉−σ,
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which is suitable for t < 1. For t > 1, first decompose 〈x+ t〉− 32α+2 = 〈x+ t〉 23− 12α− 1312 〈x+ t〉2+ 512−α,
which gives a bound by t−13/12〈x〉2+ 512−α. We can then take α = σ + 2 + 5
12
.
8. Region x′ > x+ t, |x′| < t1/3, and |y′| > 4|x′|.
Here, |z| > 4 and λ < 1, so we take α = 0. Note that the constraints imply that x + t < t1/3.
Since x+t < t1/3, it follows that t < t1/3, from which we conclude that t < 1. Also from x+t < t1/3,
we conclude that x < t1/3 and since t < 1, this implies x < 1. Consequently, 〈x+ t− x′〉 ∼ 1.
For |y′| < 1 we take β = 0. From (10.94), we have
|Φ8∗−(x, y, t)| . t− 23
(∫
x′, |x′|<t1/3
∫
y′, |y′|<1
dy′ dx′
)1/2
. t−1/2.
For |y′| > 1, we take any 1
3
< β < 2
3
(so that −3β < −1 and −1 < −3β + 1). From (10.94), we
have
|Φ8∗+(x, y, t)| . t− 23+ 12β
(∫
x′, |x′|<t1/3
∫
y′, |y′|>max(1,|x′|)
|y′|−3β dy′ dx′
)1/2
. t−
2
3
+ 1
2
β
(∫
x′, |x′|<t1/3
|x′|−3β+1 dx′
)1/2
. t−
1
3 .
9. Region x′ > x+ t, |x′| > t1/3, and |y′| > 4|x′|.
Here, |z| > 4 and λ > 1.
For |x′| < 1 and |y′| < 1 (the −− subregion), we take α = 1
6
and β = 0. Since |x′| < 1, it follows
that x+ t ≤ 1, and thus, 〈x+ t− x′〉 ∼ 1. From (10.94), we have
|Φ9++(x, y, t)| . t−7/12
(∫
x′, |x′|<1
|x′|−1/2 dx′
∫
y′, |y′|<1
dy′
)1/2
. t−7/12.
For |x′| < 1 and |y′| > 1 (the −+ subregion), we take α = 0 and β = 1
3
+. Since |x′| < 1, it
follows that x+ t ≤ 1 and hence 〈x+ t− x′〉 ∼ 1. From (10.94), we have
|Φ9−+(x, y, t)| . t− 23+ 12β
(∫
x′, |x′|<1
dx′
∫
y′, |y′|>1
|y′|−3β dy′
)1/2
. t−
2
3
+ 1
2
β = t−
1
2
+.
For |x′| > 1 and |y′| < 1 (the +− subregion) , we take α≫ 1 and β = 0. From (10.94), we have
|Φ9+−(x, y, t)| . t− 23+ 12α
(∫
x′, x′>max(x+t,1)
|x′|−3α〈x+ t− x′〉2 dx′
∫
y′, |y′|<1
dy′
)1/2
By the change of variable x˜ = x+ t− x′,
. t−
2
3
+ 1
2
α
(∫
x˜<0
〈x+ t− x˜〉−3α〈x˜〉2 dx˜
)1/2
By (10.87),
. t−
2
3
+ 1
2
α〈x+ t〉− 32α+ 32 .
For t ≤ 1, we take α = 2
3
σ + 1 to obtain
. t−
1
6
+ 1
3
σ〈x+ t〉−σ.
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For t > 1, we decompose the exponent −3
2
α + 3
2
= (−1
2
α + 2
3
− 13
12
) + (−α + 23
12
) and use x ≥ 0 to
obtain the bound t−13/12〈x〉−α+ 2312 . Then set α = σ + 23
12
to obtain the bound t−13/12〈x〉−σ.
For |x′| > 1 and |y′| > 1 (the ++ subregion) , we take α ≫ 1 and β = 1
3
+. From (10.94), we
have
|Φ9++(x, y, t)| . t− 23+ 12α+ 12β
(∫
x′, x′>max(x+t,1)
|x′|−3α〈x+ t− x′〉2
∫
y′, |y′|>max(1,|x′|)
|y′|−3β dy′ dx′
)1/2
. t−
2
3
+ 1
2
α+ 1
2
β
(∫
x′, x′>max(x+t,1)
|x′|−3α−3β+1〈x+ t− x′〉2 dx′
)1/2
By changing variable x˜ = x+ t− x′,
. t−
2
3
+ 1
2
α+ 1
2
β
(∫
x˜<0
〈x+ t− x˜〉−3α−3β+1〈x˜〉2 dx˜
)1/2
By (10.87),
. t−
2
3
+ 1
2
α+ 1
2
β〈x+ t〉− 32α− 32β+2.
For t < 1, take α such that 3
2
α + 3
2
β − 2 = σ, which gives
. t
1
3
σ〈x+ t〉−σ.
For t > 1, we first decompose the exponent as −3
2
α− 3
2
β+2 = (2
3
− 1
2
α− 1
2
β− 13
12
)+(−α−β+ 29
12
),
and use x ≥ 0 to obtain the bound t−13/12〈x〉−α−β+ 2912 . Then select α so that α + β − 29
12
= σ to
obtain the bound by t−13/12〈x〉−σ. 
Now we consider
Φx(x, y, t) =
∫
Ax(x
′, y′, t)φ(x+ t− x′, y − y′) dx′ dy′ = (∂xS(t)φ)(x, y), (10.96)
i.e., the x-derivative of the unique solution to ∂tΦ + ∂x(1 − ∆xy)Φ = 0 with initial condition
Φ(x, y, 0) = φ(x, y).
Proposition 10.2 (derivative linear solution estimates). Let σ > 9
4
, and suppose that
for x > 0, |φ(x, y)| ≤ C1〈x〉−σ (10.97)
and
‖〈x〉−1φ(x, y)‖L2y∈R,x<0 ≤ C1.
Then for t > 0,
for x > 0, |Φx(x, y, t)| . C1t−13/12
{
〈x〉−σ+ 94 if t < 1
〈x〉−σ˜ if t > 1
Here, σ˜ = min(σ − 9
4
, 2
3
σ − 5
12
). Note that if σ > 11
2
, then σ − 9
4
> σ˜.
Proof. By linearity, it suffices to assume that C1 ≤ 1 and ‖φ‖L2xy ≤ 1. Recall that we are assuming
x > 0 and t > 0. From Prop. 9.2, we have
|Ax(x′, y′, t)| . t−1λ−α(λ|z|3/2)−β = t−1+ 12α+ 12β|x′|− 32α|y′|− 32β (10.98)
with different constraints on the allowed values (and optimal values) of α and β depending upon
whether
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• |z| < 4 or |z| > 4,
• λ < 1 or λ > 1,
• x′ < 0 or x′ > 0.
This is summarized in the following two tables:
x′ > 0 λ < 1 λ > 1
|z| < 4 α = 0, β = 0 α ≥ 0, β = 0
|z| > 4 α = 0, β ≥ 0 α ≥ 0, β ≥ 0
x′ < 0 λ < 1 λ > 1
|z| < 4 α = 0, β = 0 α = −1
6
, β = 0
|z| > 4 α = 0, β ≥ 0 α ≥ 0, β ≥ 0
From (10.89), we see that we need to further subdivide according to −∞ < x′ < x + t and
x′ > x + t. When −∞ < x′ < x + t, we have x + t − x′ > 0 and we can use (10.90), and when
x′ > x+ t, we have x+ t− x′ < 0 and we can only use that φ ∈ L2xy.
Below our decomposition of the (x′, y′) integration space is given as 9 different regions. Each of
the regions can be further divided according to whether |x′| and |y′| are < 1 or > 1. We label the
corresponding subregions as −−, −+, +−, and ++, as follows:
• −− corresponds to |x′| < 1 and |y′| < 1
• −+ corresponds to |x′| < 1 and |y′| > 1
• +− corresponds to |x′| > 1 and |y′| < 1
• ++ corresponds to |x′| > 1 and |y′| > 1.
Thus,
Φ = Φ1 + · · ·+ Φ9,
where Φj denotes the convolution integral in (10.89) restricted to the region under consideration.
We further use the decompositions
Φj = Φj−− + Φj−+ + Φj+− + Φj++
as needed.
In Regions 1–5, we begin as follows: From (10.89), (10.90), and (10.92)
|Φj(x, y, t)| . t−1+ 12α+ 12β
∫∫
(x′,y′)∈R
|x′|− 32α〈x+ t− x′〉−σ|y′|− 32β dx′ dy′, (10.99)
where R denotes the subregion of (x′, y′) space under consideration.
In Regions 6–9, the decay hypothesis (10.90) is not available, so we start from (10.89) with
Cauchy-Schwarz in (x′, y′)
|Φj(x, y, t)| ≤
(∫∫
(x′,y′)∈R
|A(x′, y′, t)|2〈x+ t− x′〉2 dx′ dy′
)1/2
‖〈x〉−1φ‖L2xy .
Since ‖〈x〉−1φ‖L2xy ≤ 1, this term can be dropped above and (10.92) yields
|Φj(x, y, t)| ≤ t−1+ 12α+ 12β
(∫∫
(x′,y′)∈R
|x′|−3α|y′|−3β〈x+ t− x′〉2 dx′ dy′
)1/2
. (10.100)
An argument used repeatedly below is
|x′| < t1/3 =⇒ 〈x+ t− x′〉 ∼ 〈x+ t〉. (10.101)
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Indeed, if t < 8, then |x′| < t1/3 < 2, so 〈x+ t− x′〉 ∼ 〈x + t〉. On the other hand, if t > 8, then
|x′| < t1/3 ≪ t ≤ x+ t, so again 〈x+ t− x′〉 ∼ 〈x+ t〉.
Another frequently employed inequality is for µ, µ1, µ2 ≥ 0 with µ1 + µ2 = µ,
〈x+ t〉−µ . 〈x〉−µ1〈t〉−µ2 , (10.102)
which is straightforward, since we are assuming x ≥ 0 and t ≥ 0.
1. Region x′ < x+ t, |x′| < t1/3, |y′| < 4|x′|.
Here, λ < 1, |z| < 4. We take α = 0, β = 0. From (10.101), we have 〈x + t − x′〉 ∼ 〈x + t〉.
Starting with (10.99), we get
|Φ1(x, y, t)| . t−1〈x+ t〉−σ
∫
x′ ,|x′|<t1/3
∫
y′ ,|y′|<4|x′|
dy′ dx′ . t−1/3〈x+ t〉−σ . t−13/12〈x〉−σ+ 34 .
2. Region x′ < 0, |x′| > t1/3, |y′| < 4|x′|.
Here, x′ < 0, λ > 1, |z| < 4. We take β = 0, and we are limited to α = −1
6
. Starting with
(10.99),
|Φ2(x, y, t)| . t−13/12
∫
x′ ,−∞<x′<0
〈x+ t− x′〉−σ|x′|1/4
∫
y′ ,|y′|<4|x′|
dy′ dx′
. t−13/12
∫
x′ ,−∞<x′<0
〈x+ t− x′〉−σ|x′|5/4 dx′.
By (10.87) with µ = −5
4
, provided σ > 9
4
, we have
. t−13/12〈x+ t〉−σ+ 94 .
3. Region 0 < x′ < x+ t, |x′| > t1/3, |y′| < 4|x′|.
Here, x′ > 0, λ > 1, |z| < 4. We take β = 0. For |x′| < 1 (the −∗ subregion), we take α = 0,
but for |x′| > 1 (the +∗ subregion), we take α≫ 1.
For |x′| < 1, we take α = 0 and use that 〈x+ t− x′〉 ∼ 〈x+ t〉 to obtain, starting with (10.99),
|Φ3−∗(x, y, t)| . t−1〈x+ t〉−σ
∫
x′,|x′|<1
∫
y′, |y′|<4|x′|
dy′ dx′ ∼ t−1〈x+ t〉−σ . t− 1312 〈x〉−σ+ 112 .
For |x′| > 1, we take α≫ 1, and starting with (10.99), we get
|Φ3+∗(x, y, t)| . t−1+ 12α
∫
x′, |x′|>1
|x′|− 32α〈x+ t− x′〉−σ
∫
y′, |y′|<4|x′|
dy′ dx′
. t−1+
1
2
α
∫
x′, |x′|>1
|x′|1− 32α〈x+ t− x′〉−σ dx′.
For σ > 1, taking α = 2
3
(σ + 1) gives by (10.88)
. t−
2
3
+ 1
3
σ〈x+ t〉−σ.
For t ≥ 1, we apply (10.102) with µ = σ, µ1 = 23σ − 512 , and µ2 = 13σ + 512 , we obtain
. t−13/12〈x〉− 23σ+ 512 .
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4. Region −∞ < x′ < x+ t, |x′| < t1/3, and |y′| > 4|x′|.
Here, |z| > 4 and λ < 1. By (10.101), we have 〈x+ t− x′〉 ∼ 〈x + t〉. We take α = 0 and any
2
3
< β < 4
3
(so that −2 < −3
2
β < −1) and starting from (10.99), we have
|Φ4(x, y, t)| . t−1+ 12β〈x+ t〉−σ
∫
x′, |x′|<t1/3
∫
y′, |y′|>|x′|
|y′|− 32β dy′ dx′
. t−1+
1
2
β〈x+ t〉−σ
∫
x′, |x′|<t1/3
|x′|− 32β+1 dx′ . t−1/3〈x+ t〉−σ,
where, in the last step, we used that −3
2
β + 1 > −1. By (10.102) with µ = σ, µ1 = σ− 34 , µ2 = 34 ,
we obtain
. t−13/12〈x〉−σ+ 34 .
5. Region −∞ < x′ < x+ t, |x′| > t1/3, and |y′| > 4|x′|.
Here, |z| > 4 and λ > 1. Any choice of α, β ≥ 0 is permitted in (10.98).
For |x′| < 1 and |y′| < 1 (the −− subregion), we take α = 0 and β = 0. Since |x′| < 1, we have
〈x+ t− x′〉 ∼ 〈x+ t〉. Starting from (10.99), we obtain
|Φ5−−(x, y, t)| . t−1〈x+ t〉−σ
∫
x′, |x′|<1
∫
y′, |y′|<1
dy′ dx′ . t−1〈x+ t〉−σ . t−13/12〈x〉−σ+ 112 .
For |x′| < 1 and |y′| > 1 (the −+ subregion), we take α = 0 and β = 2
3
+. Since |x′| < 1, we
have 〈x+ t− x′〉 ∼ 〈x+ t〉. Starting from (10.99), we have
|Φ5−+(x, y, t)| . t−1+ 12β〈x+ t〉−σ
∫
x′ ,|x′|<1
dx′
∫
y′ ,|y′|>1
|y′|− 32β dy′ . t− 23+〈x+ t〉−σ.
By (10.102) with µ = σ, µ1 = σ − 512−, µ2 = 512+, we obtain
. t−13/12〈x〉−σ− 512−.
For |x′| > 1 and |y′| < 1 (the +− subregion), we take α≫ 1 and β = 0. Starting from (10.99),
we get
|Φ5+−(x, y, t)| . t−1+ 12α
∫
x′ ,|x′|>1
|x′|− 32α〈x+ t− x′〉−σ dx′
∫
y′, |y′|<1
dy′.
For σ > 1, take α = 2
3
σ and apply (10.88) to obtain
. t−1+
1
3
σ〈x+ t〉−σ.
For t ≥ 1, we apply (10.102) with µ = σ, µ1 = 23σ − 112 , µ2 = 13σ + 112 to obtain
. t−13/12〈x〉− 23σ+ 112 .
For |x′| > 1 and |y′| > 1 (the ++ subregion), we take α ≫ 1 and any 2
3
< β < 4
3
(so that
−2 < −3
2
β < −1 and −1 < −3
2
β + 1 < 0). Starting from (10.99), we get
|Φ5++(x, y, t)| . t−1+ 12α+ 12β
∫
x′, |x′|>1
|x′|− 32α〈x+ t− x′〉−σ
∫
y′, |y′|>max(1,|x′|)
|y′|− 32β dy′ dx′
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. t−1+
1
2
α+ 1
2
β
∫
x′, |x′|>1
|x′|1− 32α− 32β〈x+ t− x′〉−σ dx′.
Take α so that α + β = 2
3
(σ + 1) (and hence 1− 3
2
α− 3
2
β = −σ) and apply (10.88) to obtain
. t−
2
3
+ 1
3
σ〈x+ t〉−σ.
For t ≥ 1, apply (10.102) with µ = σ, µ1 = 23σ − 512 , µ2 = 13σ + 512 to obtain the bound of
. t−13/12〈x〉− 23σ+ 512 .
Recall that for Regions 6–9 below, we must use (10.94). Thus, we need to recover the 〈x+ t〉−σ
decay factor from the constraint x′ > x+ t and the decay on A(x′, y′, t).
6. Region x′ > x+ t, |x′| < t1/3, and |y′| < 4|x′|.
Here, |z| < 4 and λ < 1, so α = 0 and β = 0. Note that the constraints imply that x+ t < t1/3.
Since x+t < t1/3, it follows that t < t1/3, from which we conclude that t < 1. Also from x+t < t1/3,
we conclude that x < t1/3, and since t < 1, this implies x < 1. Consequently, 〈x+ t− x′〉 ∼ 1.
Starting from (10.100), we obtain
|Φ6(x, y, t)| . t−1
(∫
x′, |x′|<t1/3
∫
y′, |y′|<4|x′|
dy′ dx′
)1/2
. t−2/3.
7. Region x′ > x+ t, |x′| > t1/3, and |y′| < 4|x′|.
Here, |z| < 4 and λ > 1, so we take β = 0, and we are allowed any α ≥ 0.
If |x′| < 1, we take α = 0. Since |x′| < 1, we have x+ t < 1, so 〈x+ t− x′〉 ∼ 1. By (10.100),
|Φ7−∗(x, y, t)| . t−1
(∫
x′, |x′|<1
∫
y′, |y′|<4|x′|
dy′ dx′
)1/2
. t−1.
If |x′| > 1, we take α≫ 1. Starting from (10.100), we get
|Φ7+∗(x, y, t)| . t−1+ 12α
(∫
x′, x′>max(1,x+t)
|x′|−3α〈x+ t− x′〉2
∫
y′, |y′|<4|x′|
dy′ dx′
)1/2
By the change of variable x˜ = x+ t− x′,
. t−1+
1
2
α
(∫
x˜<0
〈x− t− x˜〉−3α+1〈x˜〉2 dx′
)1/2
By (10.87),
. t−1+
1
2
α〈x+ t〉− 32α+2.
By (10.102) with µ = 3
2
α− 2, µ1 = σ and µ2 = 32α− 2− σ, we obtain
. tσ−α+1〈x〉−σ.
We thus take α = σ + 25
12
.
8. Region x′ > x+ t, |x′| < t1/3, and |y′| > 4|x′|.
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Here, |z| > 4 and λ < 1, so we take α = 0. Note that the constraints imply that x + t < t1/3.
Since x+t < t1/3, it follows that t < t1/3, from which we conclude that t < 1. Also from x+t < t1/3,
we conclude that x < t1/3, and since t < 1, this implies x < 1. Consequently, 〈x+ t− x′〉 ∼ 1.
For |y′| < 1 we take β = 0. From (10.100), we have
|Φ8∗−(x, y, t)| . t−1
(∫
x′, |x′|<t1/3
∫
y′, |y′|<1
dy′ dx′
)1/2
. t−5/6.
For |y′| > 1, we take any 1
3
< β < 2
3
(so that −3β < −1 and −1 < −3β + 1). From (10.100), we
have
|Φ8∗+(x, y, t)| . t−1+ 12β
(∫
x′, |x′|<t1/3
∫
y′, |y′|>max(1,|x′|)
|y′|−3β dy′ dx′
)1/2
. t−1+
1
2
β
(∫
x′, |x′|<t1/3
|x′|−3β+1 dx′
)1/2
. t−
1
3
−β.
9. Region x′ > x+ t, |x′| > t1/3, and |y′| > 4|x′|.
Here, |z| > 4 and λ > 1.
For |x′| < 1 and |y′| < 1 (the −− subregion), we take α = 0 and β = 0. Since |x′| < 1, it follows
that x+ t ≤ 1, and thus, 〈x+ t− x′〉 ∼ 1. From (10.100), we have
|Φ9++(x, y, t)| . t−1
(∫
x′, |x′|<1
dx′
∫
y′, |y′|<1
dy′
)1/2
. t−1.
For |x′| < 1 and |y′| > 1 (the −+ subregion) , we take α = 0 and β = 1
3
+. Since |x′| < 1, it
follows that x+ t ≤ 1, and thus, 〈x+ t− x′〉 ∼ 1. From (10.100), we have
|Φ9−+(x, y, t)| . t−1+ 12β
(∫
x′, |x′|<1
dx′
∫
y′, |y′|>1
|y′|−3β dy′
)1/2
. t−1+
1
2
β = t−
5
6
+.
For |x′| > 1 and |y′| < 1 (the +− subregion) , we take α ≫ 1 and β = 0. From (10.100), we
have
|Φ9+−(x, y, t)| . t−1+ 12α
(∫
x′, x′>max(x+t,1)
|x′|−3α〈x+ t− x′〉2 dx′
∫
y′, |y′|<1
dy′
)1/2
By the change of variable x˜ = x+ t− x′,
|Φ9+−(x, y, t)| . t−1+ 12α
(∫
x˜<0
〈x+ t− x˜〉−3α〈x˜〉2
)1/2
. t−1+
1
2
α〈x+ t〉− 32α+ 32 .
Apply (10.102) with µ = 3
2
α− 1
2
, µ1 = σ, and µ2 =
3
2
α− 3
2
− σ to obtain
|Φ9+−(x, y, t)| . t 12−α+σ〈x〉−σ.
Taking α = σ + 19
12
, we obtain the desired bound.
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For |x′| > 1 and |y′| > 1 (the ++ subregion), we take α ≫ 1 and β = 1
3
+. From (10.100), we
have
|Φ9++(x, y, t)| . t−1+ 12α+ 12β
(∫
x′, x′>max(x+t,1)
|x′|−3α〈x+ t− x′〉2
∫
y′, |y′|>max(1,|x′|)
|y′|−3β dy′ dx′
)1/2
. t−1+
1
2
α+ 1
2
β
(∫
x′, x′>max(x+t,1)
|x′|−3α−3β+1〈x+ t− x′〉2 dx′
)1/2
By the change of variable x˜ = x+ t− x′, we obtain
. t−1+
1
2
α+ 1
2
β
(∫
x˜<0
〈x+ t− x˜〉−3α−3β+1〈x˜〉2 dx′
)1/2
By (10.87),
. t−1+
1
2
α+ 1
2
β〈x+ t〉− 32α− 32β+2.
By (10.102) with µ = 3
2
α + 2
3
β − 2, µ1 = σ, and µ2 = 32α + 32β − 2− σ, we obtain
. t1−α−β+σ〈x〉−σ.
Taking α = −β + σ + 25
12
gives t−13/12〈x〉−σ. 
11. Duhamel estimate
We will now use Prop. 10.2 to prove a Duhamel estimate in Prop. 11.2 below. First, we need
Lemma 11.1. Suppose µ > 1 and ν > 1, 0 < σ2 ≤ σ1, and thus, σ˜2 ≤ σ˜1 (where σ˜j is given in
terms of σj as in Prop. 10.2) , t > 0 and that f(t, t
′) ≥ 0 satisfies for 0 < t′ < t,
f(t, t′) . (t− t′)−µ

(t′)−ν〈x〉−σ1 if t′ < 1 , t− t′ < 1
〈x〉−σ2 if t′ > 1
2
, t− t′ < 1
(t′)−ν〈x〉−σ˜1 if t′ < 1 , t− t′ > 1
2
〈x〉−σ˜2 if t′ > 1
2
, t− t′ > 1
2
.
(Note that the regions are overlapping for convenience in application. The meaning is that f(t, t′)
is bounded by the minimum of the bounds across all applicable regions.) Then for any 0 ≤ a, b ≤ 1
2
with 0 ≤ a + b ≤ t, we have∫ t−a
b
f(t, t′) dt′ .
{
(t−νa−µ+1 + t−µb−ν+1)〈x〉−σ1 if t < 1
b−ν+1〈x〉−σ˜1 + 〈x〉−σ˜2 + a−µ+1〈x〉−σ2 if t > 1. (11.103)
If, instead, 0 ≤ ν < 1, then∫ t−a
0
f(t, t′) dt′ .
{
t−νa−µ+1〈x〉−σ1 if t < 1
〈x〉−σ˜2 + a−µ+1〈x〉−σ2 if t > 1. (11.104)
Proof. First consider the case ν > 1. If t < 1,∫ t−a
b
f(t, t′) dt′ . 〈x〉−σ1
∫ t−a
b
(t− t′)−µ(t′)−ν dt′,
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and changing variable to s = t′/t, we continue
= t−µ−ν+1〈x〉−σ1
∫ 1−a/t
b/t
(1− s)−µs−ν ds . (t−νa−µ+1 + t−µb−ν+1)〈x〉−σ1 .
If t > 1, then we split into three pieces∫ 1/2
b
f(t, t′) dt′ . 〈x〉−σ˜1
∫ 1/2
b
(t− t′)−µ(t′)−ν dt′ . b−ν+1〈x〉−σ˜1 ,
∫ t− 1
2
1/2
f(t, t′) dt′ . 〈x〉−σ˜2
∫ t− 1
2
1/2
(t− t′)−µ dt′ . 〈x〉−σ˜2 ,
∫ t−a
t− 1
2
f(t, t′) dt′ . 〈x〉−σ2
∫ t−a
t− 1
2
(t− t′)−µ dt′ . a−µ+1〈x〉−σ2 .
Now we turn to the case 0 ≤ ν < 1. If t < 1,∫ t−a
a
f(t, t′) dt′ . 〈x〉−σ1
∫ t−a
0
(t− t′)−µ(t′)−ν dt′,
and changing variable to s = t′/t, we obtain
= t−µ−ν+1〈x〉−σ1
∫ 1−a/t
0
(1− s)−µs−ν ds . t−νa−µ+1〈x〉−σ1 .
If t > 1, then we split into three pieces∫ 1/2
0
f(t, t′) dt′ . 〈x〉−σ˜1
∫ 1/2
0
(t− t′)−µ(t′)−ν dt′ . 〈x〉−σ˜1 ,
∫ t− 1
2
1/2
f(t, t′) dt′ . 〈x〉−σ˜2
∫ t− 1
2
1/2
(t− t′)−µ dt′ . 〈x〉−σ˜2 ,
∫ t−a
t− 1
2
f(t, t′) dt′ . 〈x〉−σ2
∫ t−a
t− 1
2
(t− t′)−µ dt′ . a−µ+1〈x〉−σ2 .

Proposition 11.2 (Duhamel estimate). Suppose that F (x, y, t) satisfies, for some σ ≫ 1 and
ν ≥ 0,
• for x > 0 , |F (x, y, t)| . C2
{
t−ν〈x〉−σ1 if t < 1
〈x〉−σ2 if t > 1
2
, where 1 < σ2 ≤ σ1,
• ‖〈x〉−1F (x, y, t)‖L∞t L2y∈R,x<0 . C2,
• ‖〈x〉−1∂xF (x, y, t)‖L∞t L1y∈R,x<0 . C2,
• ‖∂xF (x, y, t)‖L∞t L1y∈R,x>0 . C2.
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Then, if ν > 1, we have for x > 0,∣∣∣∣∫ t
0
[∂xS(t− t′)F (•, •, t′)](x, y) dt′
∣∣∣∣
. C2

t1/3 if 0 < tν+
5
12 . 〈x〉−(σ1− 94 )
t−
4
5
ν〈x〉− 45 (σ1− 94 ) if 〈x〉−(σ1− 94 ) ≪ tν+ 512 < 1 and ν < 5
4
t−
2
3
− 5
12ν 〈x〉− 1ν (σ1− 94 ) if 〈x〉−(σ1− 94 ) ≪ tν+ 512 < 1 and ν > 5
4
〈x〉−min( σ˜1ν ,σ˜2, 45 (σ2− 94 )) if t > 1,
where
σ˜1 = min(σ1 − 94 , 23σ1 − 512),
σ˜2 = min(σ2 − 94 , 23σ2 − 512).
Proof. By linearity, we can take C2 = 1. Let
f(x, y, t, t′) = [∂xS(t− t′)F (·, ·, t′)](x, y).
By the assumed pointwise decay on F (x, y, t) for x > 0, and the assumption ‖F‖L∞t L2xy . 1, Prop
10.2 gives, for x > 0, the pointwise estimate
|f(x, y, t, t′)| . (t− t′)−13/12

(t′)−ν〈x〉−σ1+ 94 if t− t′ < 1, t′ < 1
(t′)−ν〈x〉−σ˜1 if t− t′ > 1
2
, t′ < 1
〈x〉−σ2+ 94 if t− t′ < 1, t′ > 1
2
〈x〉−σ˜2 if t− t′ > 1
2
, t′ >
1
2
.
By Lemma 11.1, with σ1 replaced by σ1 − 94 , σ2 replaced by σ2 − 94 , and σ˜1, σ˜2 as given above, we
obtain, for x > 0,∣∣∣∣∫ t−a
b
f(x, y, t, t′) dt′
∣∣∣∣ .
{
(t−νa−1/12 + t−13/12b−ν+1)〈x〉−σ1+ 94 if t < 1
b−ν+1〈x〉−σ˜1 + 〈x〉−σ˜2 + a−1/12〈x〉−σ2+ 94 if t > 1.
We have
[S(t)φ](x, y) =
∫∫
A(x+ t− x′, y − y′, t)φ(x′, y′) dx′ dy′
By (10.92) with β = 0
|[S(t)φ](x, y)| . t− 23+ 12α
∫∫
|x+ t− x′|− 32α|φ(x′, y′)| dx′ dy′
with the corresponding restrictions on α. Splitting the integration into x′ > −1, where we use
α = 0, and x′ < −1, where we use α = 1, we obtain
|[S(t)φ](x, y)| . t− 23
∫∫
x′>−1
|φ(x′, y′)| dx′ dy′
+ t−
1
6
∫∫
x′<−1
〈x+ t− x′〉−3/2|φ(x′, y′)| dx′ dy′
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In the second integral, since x′ < −1, we have that 〈x+ t− x′〉−3/2 ≤ 〈t〉− 12 〈x′〉−1 and thus
‖S(t)φ‖L∞xy . t−2/3(‖φ‖L1y∈R,x>−1 + ‖〈x〉−1φ‖L1y∈R,x<−1)
≈ t−2/3(‖φ‖L1y∈R,x>0 + ‖〈x〉−1φ‖L1y∈R,x<0)
Hence,∣∣∣∣∫ b
0
f(x, y, t, t′) dt′
∣∣∣∣ . ∫ b
0
‖S(t− t′)∂xF (·, ·, t′)(x, y)‖L∞xy dt′
. (‖∂xF (x, y, t)‖L∞t L1y∈R,x>0 + ‖〈x〉−1∂xF (x, y, t)‖L∞t L1y∈R,x<0)
∫ b
0
(t− t′)−2/3 dt′
. t−2/3b,
where, in the last step, we assumed that b ≤ 1
2
t. Similarly,∣∣∣∣∫ t
t−a
f(x, y, t, t′) dt′
∣∣∣∣ . ∫ t
t−a
(t− t′)−2/3 dt′ . a1/3.
Now, if we take
G(x, y, t) =
∫ t
0
f(x, y, t, t′) dt′,
then the above estimates give, for x > 0,
|G(x, y, t)| . t−2/3b+ a1/3 +
{
(t−νa−1/12 + t−13/12b−ν+1)〈x〉−σ1+ 94 if t < 1
b−ν+1〈x〉−σ˜1 + 〈x〉−σ˜2 + a−1/12〈x〉−σ2+ 94 if t > 1, (11.105)
provided a+ b ≤ t and b ≤ 1
2
t.
Case 1. t < 1 and 〈x〉−σ1+ 94 ≪ tν+ 512 (corresponding to a ≪ t and b ≪ t, where a and b are
defined below). In this case, we obtain from the first component of (11.105), for x > 0,
|G(x, y, t)| . t− 23 b+ t− 1312 b−ν+1〈x〉−σ1+ 94 + t−νa− 112 〈x〉−σ1+ 94 + a 13 .
The optimal values of a and b are a = [t−ν〈x〉−σ1+ 94 ]12/5 and b = [t− 512 〈x〉−σ1+ 94 ]1/ν . This furnishes
the bound
|G(x, y, t)| . t−( 23+ 512ν )〈x〉− 1ν (σ1− 94 ) + t− 4ν5 〈x〉− 45 (σ1− 94 ).
We consider two further subcases
Case 1A. ν < 5
4
. Then 1
ν
− 4
5
> 0, so by raising 〈x〉−(σ1− 94 ) < tν+ 512 to the positive power 1
ν
− 4
5
,
we obtain
〈x〉−(σ1− 94 )( 1ν− 45 ) < t(ν+ 512 )( 1ν− 45 ) = t 23+ 512ν− 45ν .
Hence,
t−(
2
3
+ 5
12ν
)〈x〉− 1ν (σ1− 94 ) ≤ t− 45ν〈x〉− 45 (σ1− 94 ).
Consequently, in this case, we have the bound
|G(x, y, t)| . t− 45 ν〈x〉− 45 (σ1− 94 ).
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Case 1B. ν > 5
4
. Then 4
5
− 1
ν
> 0, so by raising 〈x〉−(σ1− 94 ) < tν+ 512 to the positive power 4
5
− 1
ν
,
we obtain
〈x〉−(σ1− 94 )( 45− 1ν ) < t(ν+ 512 )( 45− 1ν ) = t− 23− 512ν+ 45ν .
Hence,
t−
4
5
ν〈x〉− 45 (σ1− 94 ) < t− 23− 512ν 〈x〉− 1ν (σ1− 94 ).
Consequently, in this case, we have the bound
|G(x, y, t)| . t− 23− 512ν 〈x〉− 1ν (σ1− 94 ).
We also remark that in this case (ν > 5
4
case), it follows that 2
3
+ 5
12ν
< 1, so
t−
2
3
− 5
12ν 〈x〉− 1ν (σ1− 94 ) < t−1〈x〉− 1ν (σ1− 94 ).
Case 2. t < 1 and tν+
5
12 . 〈x〉−σ1+ 94 . In this case, we just use
|G(x, y, t)| . t1/3.
Case 3. t > 1. In this case, we apply the second component of (11.105) to obtain
|G(x, y, t)| . b+ b−ν+1〈x〉−σ˜1 + 〈x〉−σ˜2 + a− 112 〈x〉−σ2+ 94 + a 13 .
In this case, the optimal choices of a and b are b = 〈x〉− σ˜1ν and a = 〈x〉− 125 (σ2− 94 ). 
In the nonlinear argument in the next section, we will need the following consequence of Prop.
11.2, which we state as a corollary.
Corollary 11.3 (Duhamel estimate). Suppose that F (x, y, t) satisfies, for some σ ≫ 1 and ν ≥ 0,
• for x > 0 , |F (x, y, t)| . C2
{
t−ν〈x〉−σ1 if t < 1
〈x〉−σ2 if t > 1 , where 1 < σ2 ≤ σ1,
• ‖〈x〉−1F (x, y, t)‖L∞t L2y∈R,x<0 . C2,
• ‖〈x〉−1∂xF (x, y, t)‖L∞t L1y∈R,x<0 . C2,
• ‖∂xF (x, y, t)‖L∞t L1y∈R,x>0 . C2.
Then, if ν > 5
4
and r ≥ 0, we have for x > 0∣∣∣∣∫ t
0
[∂xS(t− t′)F (•, •, t′)](x, y) dt′
∣∣∣∣ . C2
{
t−ν/3〈x〉−σ1/3 if 0 ≤ t ≤ 1
〈x〉− 13σ2−r if t > 1
2
,
(11.106)
provided σj ≥ 112 for j = 1, 2 and
σ2 ≥ max(27
7
+
15
7
r,
5
4
+ 3r) (11.107)
and
σ1 ≥ 27
7
(ν + 1) and σ1 ≥ ν
2
σ2 +
5
8
+
3
2
νr. (11.108)
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Proof. By Prop. 11.2, the first line of (11.106) will hold provided
tν+
5
12 . 〈x〉−(σ1− 94 ) =⇒ t1/3 . t−ν/3〈x〉−σ1/3 (11.109)
〈x〉−(σ1− 94 ) ≪ tν+ 512 < 1 =⇒ t− 23− 512ν 〈x〉− 1ν (σ1− 94 ) . t−ν/3〈x〉−σ1/3. (11.110)
For 0 ≤ t ≤ 1, we will show that (11.109) and (11.110) hold provided the left inequality of(11.108)
holds.
Regarding (11.109), the right side of the implication can be reexpressed as follows:
RHS ⇐⇒ tν+1 . 〈x〉−σ1 ⇐⇒ (tν+1)
σ1−
9
4
σ1 . 〈x〉−(σ1− 94 ).
Thus, the implication in (11.109) will be true if
(tν+1)
σ1−
9
4
σ1 . tν+
5
12 .
We can reexpress this as t(ν+1)(σ1−
9
4
) . t(ν+
5
12
)σ1 . Since 0 ≤ t ≤ 1, this is equivalent to
(ν + 1)(σ1 − 94) ≥ (ν + 512)σ1.
With some algebra, this reduces to the left inequality of (11.108).
Regarding (11.110), the right side of the implication can be reexpressed as follows:
〈x〉−[(1− ν3 )σ1− 94 ] . t 23ν− 13ν2+ 512 ,
and also equivalently, by exponentiating
〈x〉−(σ1− 94 ) . tµ , µ = (−
ν2
3
+ 2ν
3
+ 5
12
)(σ1 − 94)
(1− ν
3
)σ1 − 94
,
where we have assumed that (1− ν
3
)σ1− 94 > 0. Thus, the implication in (11.110) is true provided
that
tν+
5
12 . tµ.
Since 0 ≤ t ≤ 1, this is equivalent to
ν +
5
12
≥ µ,
which we reexpress as
(ν +
5
12
)((1− ν
3
)σ1 − 9
4
) ≥ (−ν
2
3
+
2ν
3
+
5
12
)(σ1 − 9
4
).
Some algebra reduces this to the condition on the left in (11.108). Thus, we have established that
the left inequality in (11.108) suffices to imply (11.109), (11.110), from which it follows from Prop.
11.2 that the first line of (11.106) holds.
By Prop 11.2, we have the second line of (11.106) holds provided
min(
σ˜1
ν
, σ˜2,
4
5
(σ2 − 9
4
)) ≥ σ2
3
+ r (11.111)
holds, where
σ˜j = min(σj − 94 , 23σj − 512).
Since we assume that σj ≥ 112 for j = 1, 2 we have σ˜j = 23σj − 512 . We observe that (11.111) holds
provided (11.107) and the second inequality of (11.108) holds. 
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12. Nonlinear estimate
Now we return to the problem of estimating η. Recall that η solves
∂tη − ∂x[(−∆+ xt)η] = F , F = f1 + ∂xf2, (12.112)
where
f1 = −(λ−1)t∂λ−1Q˜
f2 = +(xt − 1)Q˜− 3Q˜2η − 3Q˜η2 − η3.
(12.113)
Here, Q˜(x, y) = λ−1Q(λ−1(x + K), λ−1y). Note that since |Q(y1, y2)| . 〈~y〉−1/2e−|~y|, we have
|Q˜(x, y)| ≤ e−K/2 for x > 0 (see Remark 8.2). We know that for all t > 0,
‖η(t)‖H1xy . δ
and
|λ(t)− 1| . δ, |λt| . δ, |xt − 1| . δ or (1− δ)t . x(t) . (1 + δ)t.
Furthermore, we know that φ(x, y) = η(0, x, y) satisfies, for x > 0, y ∈ R,
|φ(x, y)| ≤ δ〈x〉−σ.
Finally, we know that for any T > 0, η is the unique solution of (12.112) in C([0, T ];H1xy) such
that η(t, x+ x(t), y) ∈ L4xL∞yT . Our goal is to show that for x > 0 and y ∈ R,
|η(t, x, y)| . δ
{
t−7/12〈x〉−σ+ 74 if 0 ≤ t ≤ 1
〈x〉− 23σ+ 34 if t ≥ 1. (12.114)
Proposition 12.1. There exists δ0 > 0 (small), K > 0 (large), and σ0 > 0 (large) such that the
following holds true. Suppose that σ ≥ σ0, 0 < δ ≤ δ0, φ ∈ H1 with ‖φ‖H1 ≤ δ, and
for x > 0 , |φ(x, y)| ≤ δ〈x〉−σ.
Then the unique solution η(t, x, y) solving (12.112) for all t satisfies
for x > 0 , |η(t, x, y)| . δ
{
t−7/12〈x〉−σ+ 74 if 0 < t ≤ 1
〈x〉− 23σ+ 34 if t ≥ 1. (12.115)
The proof consists of the following steps. The following lemma provides a key short-time step
result.
Lemma 12.2. There exists σ0 > 0 (large), K > 0 (large), and δ0 > 0 (small) such that if σ ≥ σ0,
0 < δ ≤ δ0, then the unique solution η(t, x, y) solving (12.112) satisfies, for all 0 ≤ t ≤ 1,
for x > 0 , |η(t, x, y)| . δ t−7/12〈x〉−σ+ 74 . (12.116)
Proof. This is done using a contraction argument and the available decay estimates, and the
Duhamel estimate Corollary 11.3, as follows. Take T = 1 and define the Y norm as follows
‖η‖Y = ‖η(t, x, y)‖L∞T H1xy + ‖η(t, x+ x(t), y)‖L4xL∞yT + ‖η(t, x, y)t7/12〈x〉σ−
7
4‖L∞Ty,x>0.
Let Λ be defined on Y by
Λη = S(t, 0)φ+
∫ t
0
S(t, t′)f1(•, •, t′) dt′ +
∫ t
0
∂xS(t, t
′)f2(•, •, t′) dt′.
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By Proposition 10.1 with C1 = δ, we obtain that for x > 0 and y ∈ R, 0 ≤ t ≤ 1,
|[S(t, 0)φ](x, y)| ≤ 1
4
C3δt
−7/12〈x〉−σ+ 74 (12.117)
for some absolute constant C3 (which for convenience in writing below, we will take ≥ 1).
Since f1 = λ
−3λt(Q+(x+K)Qx+yQy), where Q, Qx, andQy are evaluated at (λ−1(x+K), λ−1y),
we have that |f1(x, y, t)| . δδ0〈x〉−σ for all t and x > 0. Thus by Prop. 10.1, for x > 0,∣∣∣∣∫ t
0
S(t, t′)f1(•, •, t′) dt′
∣∣∣∣ . δδ0〈x〉−σ+ 74 ≤ 14C3δt−7/12〈x〉−σ+ 74
Suppose that ‖η‖Y ≤ C3δ. Then, requiring K large enough so that 〈K〉−1 ≤ δ0 (which also
implies that e−K/2 ≤ δ0, see our Remark 8.2), we have for x > 0, y ∈ R,
|f2(t, x, y)| ≤ |xt − 1|Q˜+ 3|η|Q˜2 + 3|η|2Q˜ + |η|3 . C33δ0δ t−7/4〈x〉−3(σ−
7
4
).
Moreover, by Sobolev
‖〈x〉−1∂xf2‖L∞T L1y∈R,x<0 + ‖∂xf2‖L∞T L1y∈R,x>0 + ‖〈x〉−1f2‖L∞T L2y∈R,x<0 . C33δ0δ.
Thus, in the hypothesis of Corollary 11.3, we can take C2 = C
3
3δ0δ and σ1 = 3(σ− 74), and conclude
that for x > 0 and y ∈ R,∣∣∣∣∫ t
0
[∂xS(t, t
′)f2(•, •, t′)](x, y) dt′
∣∣∣∣ ≤ C4C33δ0δ t−7/12〈x〉−σ+ 74 (12.118)
for some absolute constant C4 > 0. Taking δ0 > 0 sufficiently small so that C4C
2
3δ0 ≤ 12 , we obtain
from (12.117) and (12.118) that for x > 0 and y ∈ R, 0 ≤ t ≤ 1,
|(Λη)(t, x, y)| ≤ 1
2
C3δt
−7/12〈x〉−σ+ 74 . (12.119)
Moreover, by the estimates in Lemmas 8.5 and 8.6, if ‖η‖L∞T H1xy ≤ 14 C3δ and ‖η(t, x+x(t), y)‖L4xL∞yT ≤
1
4
C3δ, then
‖Λη‖L∞T H1xy + ‖Λη(t, x+ x(t), y)‖L4xL∞yT ≤
1
2
C3δ (12.120)
as in the discussion following Theorem 8.4 reviewing the local well-posedness (with a possible
adjust to C3 and δ0, as required by the absolute constants in those estimates). Combining (12.119)
and (12.120), we obtain
‖Λη‖Y ≤ C3δ. (12.121)
Moreover, it also follows similarly from these estimates that
‖Λη2 − Λη1‖Y ≤ 1
2
‖η2 − η1‖Y (12.122)
for two η1, η2 ∈ Y such that η1(0, x, y) = η2(0, x, y) = φ. Hence, Λ is a contraction and the fixed
point solves (12.112). By the uniqueness in Theorem 8.4, this fixed point is the unique solution
in the function class stated in that Theorem. 
Now the proof proceeds as follows:
• Let T∗ ≥ 0 be the sup of all times for which (12.115) holds.
• By Lemma 12.2, T∗ ≥ 1.
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• If T∗ < ∞, then we will obtain a contradiction in the following series of steps. First, we
know that at T1
def
= T∗ − 12 ,
for x > 0 , |η(T1, x, y)| . δ〈x〉− 23σ+ 34 .
• Apply Lemma 12.2 with t = 0 replaced by t = T1 to obtain that η satisfies, for all
T∗ − 12 ≤ t ≤ T∗ + 12 , the estimate
for x > 0 , |η(t, x, y)| . δ(t− T1)−7/12〈x〉− 23σ+ 52 .
Restricting to T∗ ≤ t ≤ T∗ + 12 , this is simplifies to
for x > 0 , |η(t, x, y)| . δ〈x〉− 23σ+ 52 .
• Now we know that for 0 ≤ t ≤ T∗ + 12 ,
for x > 0 , |η(t, x, y)| . δ
{
t−7/12〈x〉−σ+ 74
〈x〉− 23σ+ 52 (12.123)
holds, which is slightly weaker than (12.115).
• We know that, on 0 ≤ t ≤ T∗ + 12 , η satisfies
η = S(t, 0)φ+
∫ t
0
S(t, t′)f1(•, •, t′) dt′ +
∫ t
0
∂xS(t, t
′)f2(•, •, t′) dt′.
Apply the estimates in Proposition 10.1 and Corollary 11.3 to show that (12.123) suffices
to conclude (12.115) holds on 0 ≤ t ≤ T∗ + 12 , which is a contradiction to the definition of
T∗. Indeed, we apply Corollary 11.3 with ν = 74 , σ1 = 3(σ− 74), σ2 = 3(23σ− 52), and r = 74 .
Then 1
3
σ2 + r =
2
3
σ − 3
4
, so that (12.115) is obtained.
13. H1-instability of Q for the critical gZK
We are now ready to prove our main result, Theorem 1.3.
Proof of Theorem 1.3. For n ∈ N to be chosen later, let
un0 = Q + ε
n
0 ,
where
εn0 =
1
n
(Q+ aχ0) , (13.124)
and a ∈ R is such that εn0 ⊥ χ0, that is,
a = −
∫
χ0Q
‖χ0‖22
.
From Theorem 3.1, we have that for every n ∈ N
εn0 ⊥ {Qy1, Qy2 , χ0}.
Denote by un(t) the solution of (1.1) associated to un0 .
Assume by contradiction that Q is stable. Then, for α0 < α, where α > 0 is given by Proposition
5.1, if n is sufficiently large, we have un(t) ∈ Uα0 (recall (1.8)). Thus, from Definition 5.3, there
exist functions λn(t) and xn(t) such that εn(t), defined in (5.39), satisfies
εn(t) ⊥ {Qy1 , Qyj , χ0},
54 L. G. FARAH, J. HOLMER, AND S. ROUDENKO
and also λn(0) = 1 and xn(0) = 0.
To simplify the notation we drop the index n in what follows. Rescaling the time t 7→ s by
ds
dt
= 1
λ3
and taking α0 < α1, where α1 > 0 is given by Lemma 5.4, we have that λ(s) and x(s)
are C1 functions, and that ε(s) satisfies equation (6.52). Moreover, from Proposition 5.1, since
u(t) ∈ Uα0 , we have
‖ε(s)‖H1 ≤ C1α0 and |λ(s)− 1| ≤ C1α0, (13.125)
thus, taking α0 < (2C1)
−1, we obtain
‖ε(s)‖H1 ≤ 1 and 1
2
≤ λ(s) ≤ 3
2
, for all s ≥ 0. (13.126)
Furthermore, in view of (5.42), if α0 > 0 is small enough, we deduce∣∣∣∣λsλ
∣∣∣∣+ ∣∣∣xsλ − 1∣∣∣ ≤ C2‖ε(s)‖2 ≤ C1C2α0.
Since xt = xs/λ
3, we conclude that
1− C1C2α0
(1 + C1α0)2
≤ 1− C1C2α0
λ2
≤ xt ≤ 1 + C1C2α0
λ2
≤ 1 + C1C2α0
(1− C1α0)2
Hence, we can choose α0 > 0, small enough, such that
3
4
≤ xt ≤ 5
4
.
The last inequality implies that x(t) is increasing and by the Mean Value Theorem
x(t0)− x(t) ≥ 3
4
(t0 − t)
for every t0, t ≥ 0 with t ∈ [0, t0]. Also, recalling x(0) = 0, another application of the Mean Value
Theorem yields
x(t) ≥ 1
2
t
for all t ≥ 0. Finally, by assumption (13.124) and properties of Q, we have
|u0(~x)| ≤ ce−δ|~x|,
for some c > 0 and δ > 0.
From the monotonicity properties in Section 7, we obtain the L2 exponential decay on the right
for ε(s).
Corollary 13.1. Let M ≥ 4. If α0 > 0 is sufficiently small, then there exists C = C(M, δ) > 0
such that for every s ≥ 0 and y0 > 0∫
R
∫
y1>y0
ε2(s, y1, y2)dy1dy2 ≤ Ce−
y0
2M .
Proof. Applying Lemma 7.2, for a fixed M ≥ 4, there exists C = C(M) > 0 such that for all t ≥ 0
and x0 > 0 we have ∫
R
∫
x1>x0
u2(t, x1 + x(t), x2)dx1dx2 ≤ Ce−
x0
M .
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From the definition of ε(s), we have that
1
λ(s)
ε
(
s,
y1
λ(s)
,
y2
λ(s)
)
= u(s, y1 + x(s), y2)− 1
λ(s)
Q
(
y1
λ(s)
,
y2
λ(s)
)
.
Moreover, if α0 < (2C1)
−1, we have 1/2 ≤ λ(s) ≤ 3/2, and using (13.127), we get
1
λ(s)
Q
(
y1
λ(s)
,
y2
λ(s)
)
≤ c
λ(s)
e−
|~y|
λ(s) ≤ 2c e− 23 |~y| ≤ c e− |~y|M , (13.127)
since M ≥ 3/2.
Therefore, we deduce that∫
R
∫
y1>y0
1
λ2(s)
ε2
(
s,
y1
λ(s)
,
y2
λ(s)
)
dy1dy2 ≤2
∫
R
∫
y1>y0
u2(s, y1 + x(s), y2)dy1dy2
+ 2
∫
R
∫
y1>y0
1
λ2(s)
Q2
(
y1
λ(s)
,
y2
λ(s)
)
dy1dy2
≤2ce− y0M + 2c
∫
R
∫
y1>y0
e−
|~y|
M dy
≤Ce− y0M
for some C = C(M) > 0.
Finally, by the scaling invariance of the L2-norm, we get∫
R
∫
y>y0
ε2(s, y1, y2)dy1dy2 =
∫
R
∫
y>λ(s)y0
1
λ2(s)
ε2
(
s,
y1
λ(s)
,
y2
λ(s)
)
dy1dy2 ≤ C e−
λ(s)y0
M ≤ C e− y02M ,
since λ(s) ≥ 1/2. 
Next, we define a rescaled and shifted quantity of the virial-type. Recall the definition of JA in
(6.48) and let
KA(s) = λ(s)(JA(s)− κ).
(We remark that this quantity is similar to the corresponding one in Martel-Merle [22].)
From (6.49) and (13.126), it is clear that
|KA(s)| ≤ c
(
(1 + A1/2)‖ε(s)‖2 + κ
)
< +∞, (13.128)
for all s ≥ 0.
Moreover, using Lemma 6.1, we also have
d
ds
KA =λs (JA − κ) + λ d
ds
JA
=λ
(
d
ds
JA +
λs
λ
(JA − κ)
)
=λ
(
2
(
1− 1
2
(xs
λ
− 1
))∫
εQ+R(ε, A)
)
. (13.129)
In the next result we obtain a strictly positive lower bound for d
ds
KA(s) for a certain choice of
α0 > 0, n ∈ N and A ≥ 1.
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Theorem 13.2. There exist α0 > 0 sufficiently small, n0 ∈ N and A ≥ 1 sufficiently large such
that
d
ds
KA(s) ≥ b
2n0
> 0, for all s ≥ 1, (13.130)
where
b =
∫
(Q+ aχ0)Q = ‖Q‖22 −
(∫
Qχ0
)2
‖χ0‖22
.
Remark 13.3. Note that b > 0, since Q /∈ span {χ0}.
Proof. In view of (13.125), let α0 < min{α1(C1)−1, α2(C1)−1, (2C1)−1, 1/2} so that we can apply
Lemmas 5.4 and 6.4. From (13.129) and the definition of M0 (see (4.24)), we have
d
ds
KA(s) = λ
(
2
(
1− 1
2
(xs
λ
− 1
))
M0 + R˜(ε, A)
)
, (13.131)
where R˜(ε, A) = R(ε, A)− (1− 1
2
(
xs
λ
− 1)) ∫ ε2.
Since α0 < (2C1)
−1, we have 1/2 ≤ λ(s) ≤ 3/2, and using (5.43), we obtain
λ
(
1− 1
2
(xs
λ
− 1
))
≥ 1
2
· 1
2
=
1
4
.
Moreover, from the definition of M0, we also get
M0 = 2
∫
ε0Q+
∫
ε20 ≥ 2
∫
ε0Q =
2b
n
.
Therefore,
2λ
(
1− 1
2
(xs
λ
− 1
))
M0 ≥ b
n
. (13.132)
On the other hand, by Lemma 5.4, we have∣∣∣∣λsλ
∣∣∣∣ + ∣∣∣xsλ − 1∣∣∣ ≤ C2‖ε(s)‖2.
Therefore, using the inequalities (6.51) and (13.126), there exists a universal constant C6 > 0,
such that for A ≥ 1 we have
λR˜(ε, A) ≤ C6‖ε(s)‖2
(
‖ε(s)‖2 + A−1/2 + A1/2‖ε(s)‖L2(y1≥A) +
∣∣∣∣∫
R2
y2Fy2εϕA
∣∣∣∣) . (13.133)
Moreover, by Lemma 6.4, we deduce
‖ε(s)‖2H1 ≤ C5
(
C1α0
∣∣∣∣∫ ε0Q∣∣∣∣ + ‖ε0‖2H1) ,
and thus, the assumption (13.124) yields
‖ε(s)‖2H1 ≤C5
(
C1α0
(
b
n
)
+
d
n2
)
≤C5
(
C1 +
d
b
)(
α0 +
1
n
)(
b
n
)
, (13.134)
where d = ‖Q+ aχ0‖H1.
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Set C7 = C5
(
C1 +
d
b
)
. Collecting (13.133)-(13.134), we obtain
λR˜(ε, A) ≤C7C6
(
α0 +
1
n
)(
b
n
)
+
+
√
C7C6
(
A−1/2 + A1/2‖ε(s)‖L2(y1≥A)
)(
α0 +
1
n
)1/2(
b
n
)1/2
+
√
C7C6
∣∣∣∣∫
R2
y2Fy2εϕA
∣∣∣∣ (α0 + 1n
)1/2(
b
n
)1/2
.
Let K ≥ 1 satisfy (8.76) and split the integral on the right hand side of the last inequality into
two parts ∫
R2
y2Fy2εϕA =
∫
R
∫
y1<K
y2Fy2εϕA dy1dy2 +
∫
R
∫
y1>K
y2Fy2εϕA dy1dy2.
From (6.46)-(6.47) we have, for every A > K ≥ 1, that∫
R
∫
y1<K
y2Fy2εϕAdy1dy2 ≤c
(∫
R
∫
y1<K
|y2Fy2|2dy1dy2
)1/2
‖ε(s)‖2
≤cK1/2‖ε(s)‖2
≤c
√
C7
(
α0 +
1
n
)1/2(
b
n
)1/2
, (13.135)
where in the last line we used (13.134).
To bound the second part we use Lemma 8.1 with n large such that
δ =
√
C7
(
α0 +
1
n
)1/2(
b
n
)1/2
< δ0.
Indeed, since ε0 given by (13.124) has an exponential decay, the relation (8.74) is satisfied for any
σ > 21
8
. Therefore, σ∗ = −2
3
σ + 3
4
< −1 and for every s ≥ 1 and A > K ≥ 1, that∫
R
∫
y1>K
y2Fy2εϕAdy1dy2 ≤
∫
R
sup
y1
|y2Fy2|
(∫
y1>K
|ε|dy1
)
dy2
≤c(
√
C7 + 1)
(
1
n
+
(
α0 +
1
n
)1/2(
b
n
)1/2)
,
where we also used (6.46) in the last line. Now, there exists a constant C8 > 0 such that∫
R
∫
y1>K
y2Fy2εϕAdy1dy2 ≤ C8
(
1
n
+
(
α0 +
1
n
)1/2(
b
n
)1/2)
. (13.136)
Collecting (13.135) and (13.136), for every s ≥ 1 and A ≥ 1, we have∣∣∣∣∫
R2
y2Fy2εϕA
∣∣∣∣ ≤ C9
(
1
b1/2n1/2
+
(
α0 +
1
n
)1/2)(
b
n
)1/2
for some constant C9 > 0.
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Now, we choose α0 > 0 sufficiently small and n0 ∈ N sufficiently large such that√
C7C6
(
α0 +
1
n0
)1/2
max
{√
C7
(
α0 +
1
n0
)1/2
, 1, C9
(
1
b1/2n
1/2
0
+
(
α0 +
1
n0
)1/2)}
< 1/6.
For fixed α0 and n0, satisfying the previous inequality, we choose A ≥ 1 such that
A−1/2 + A1/2‖ε(s)‖L2(y1≥A) ≤
(
b
n0
)1/2
,
which is possible due to Corollary 13.1.
Therefore, we finally deduce that
λR˜(ε, A) ≤ b
2n0
,
which implies from (13.131) and (13.132) that
d
ds
KA(s) ≥ b
2n0
> 0, for all s ≥ 1.

Now we have all the ingredients to finish the proof of our main result.
Last Step in the proof of Theorem 1.3.
Integrating in s variable both sides of inequality (13.130), we get
KA(s) ≥ s
(
b
2n0
)
+KA(0), for all s ≥ 1.
Therefore,
lim
s→∞
KA(s) =∞,
which is a contradiction to (13.128). Hence, our original assumption that Q is stable is not valid
and we conclude the proof of the theorem. 
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