The transition time, r, of a metabolic system is defined as the ratio of the metabolite concentrations in the system, a-, to the steady-state flux, J. Its value reflects a temporal characteristic of the system as it relaxes towards the steady state. Like other systemic properties, the value of r will be a function of the enzyme activities in the system. The influence of a particular enzyme activity on T can be quantified by a Control Coefficient, Ci. We show that it is possible to derive a Summation Theorem En 1 CT =-I and a Connectivity Theorem In C,e7 -s = Sk/a. We establish a 'sign rule' that predicts the order of positive and negative Control Coefficients in a sequence.
INTRODUCTION
The temporal behaviour of metabolic pathways has been subject to a number of experimental and theoretical studies. In particular, attention has been given to systems that evolve from a given state to an asymptotically stable steady state and to the time constants involved in these processes (Barwell & Hess, 1970; Hess & Wurster, 1970; Hess, 1973; Easterby, 1973 Easterby, , 1981 Easterby, , 1984 Easterby, , 1986 Storer & Cornish Bowden, 1974; Heinrich & Rapoport, 1975; Reich & Sel'kov, 1981) . A variety of names have been used to describe certain characteristic times of the system: transit time, transient time, transition time, reaction time. Some of these have identical definitions whereas some differ from each other. We shall use the term 'transition time', r, which will be seen.to be identical with that used by Easterby (1973 Easterby ( , 1981 Easterby ( , 1984 Easterby ( , 1986 . We shall be concerned with establishing the influence of individual enzymes on the transition time of the system, defined by the Control Coefficient of r with respect to one enzyme activity, ei (which is treated as a parameter).
The definition of the Transition Control Coefficient is:
CT ei' (OT),( Ce qP9.. (1) with all other parameters held constant. We show its relationship to the other well-known Control Coefficients, C' (Flux Control Coefficient) formulations for the steps in the system (and is therefore independent of particular assumptions about the mechanisms involved). We make, however, two assumptions about the enzymes in the system: (1) rates of individual reactions are proportional to enzyme concentrations ('additivity'), and (2) the enzymes in the system are independently acting catalysts, i.e. that there is no effect of one enzyme on the rate catalysed by any other ('independence') (see Kacser et al., 1989; ).
We consider a steady-state system of n enzymes with constant external source, X0, and sink, Xm+i. The pathway diagrammed in Scheme 1 is a representative example. We shall perform the analysis with the assumption that all metabolite transformations are monomolecular or pseudo-monomolecular and take place with a stoichiometry of 1. This makes certain relationships simpler than for the more general case when this assumption is relaxed. The case when the transformations are Si = n, S, (where n1 is the stoichiometric coefficient) are treated in a subsequent section. As an alternative to holding the last product Xm+i in Scheme 1 at constant concentration, it can be set to zero (by some external means) so that the last step, catalysed by Em, is irreversible and the rate of production of Xm+i is the output of the system. Easterby (1973 Easterby ( , 1981 considered such a pathway as a model for a coupled enzyme assay with the assumption that the first enzyme, EO, was ' severely rate-limiting', i.e. that the rate of the first step was constant. He showed that, with this assumption and starting with an 'empty' system, the progress curve of product approached the steady state from which two extrapolated intercepts are obtainable (see Fig. 1 If we abandon the special assumption of constant input at the first enzyme, then we must consider the possibility of reversibility, or product inhibition or feedback (positive or negative) by some later metabolite in the pathway. The progress curves will then be as shown in Fig. 2 .
Again, at steady state, the difference in the concentration of X0 (X0) having entered the system and the concentration of Xm+i (Xm+i) having left the system must be the sum of the concentrations of all the molecular species in the system. This time, however, the intercept r' is not the transition time and intercept B is not a-. To these must be added the intercept values A and Ar' respectively to give the correct values of a and r. Observation of the progress curve of product only will therefore underestimate the two values. It is experimentally difficult to establish the J.4 curve, but it may be possible to devise a method of continuously monitoring the value of X0 and to link this monitor to a 'topping-up' device that will keep X0 at its initial value. The rate of topping up is then the value ofJ.4 that we seek. A simpler way would probably be -an actual extraction of the intermediates and summing their concentrations, orexp.
(Trichloroacetic acid precipitation would liberate both free and bound pools.) The value of (o-exp. -B) will give A and hence Ar'. Although A + B = c-, the sum of all the intermediates, it is not possible to assign (a) concentration(s) to either A or B separately. Both are extrapolated values from dynamical data.
[The J.4 is not necessarily convex as shown, but, if the interaction increases the flux (positive effector) on the first enzyme, the progress curve would be concave and its intercept at steady state would have to be subtracted from B.]
It will be noted (eqn. 2) that T depends only on the time-invariant values at the steady state, although it predicts a temporal aspect of some systems (such as the assay from 'empty' to 'full'. In general, however, transitions from one steady state to another are more interesting, and Easterby (1981) Since most of the experimental evidence (Easterby, 1986; Torres et al., 1989 ) is from dilute systems where the enzyme concentrations are very much smaller than those of the intermediates, we make the simplifying assumption that: (see also Easterby, 1973 Easterby, , 1981 . Differentiation of eqn.
(6) with respect to ei gives:
which is the equivalent relationship to eqn. (3) , 1985) .
Summing relationship (7) over all enzymes gives:
By using the well-known relationships I'1C' = 0 and Et Ce' = 1 (Kacser & Burns, 1973; Heinrich & Rapoport, 1974) , it follows that:
a result identical with that obtained by Heinrich & Rapoport (1975) . By using the same arguments for the transition time of the whole system (eqn. Similarly: This is an important relationship. It asserts that if the activities of all the enzymes in the system are increased by the same factor, the transition time of the system will be decreased by the same factor (and vice versa for decreases of enzyme activities). The Summation Theorem (12) (Kacser & Burns, 1973; Westerhoff & Chen, 1984) :
where a is the Kronecker symbol, which = 0 for j * k (2), together with the Summation Theorem (eqn. 12), lead to the following.
(3) The Transition Control Coefficient of the last enzyme will always be negative.
Should any of these predictions be found to be violated (and possible experimental errors in the methods cannot account for it), the form of the kinetics (or the structure of the pathway) should be re-investigated. Simulation of a pathway Our conclusions are well illustrated by the simulation of a three-step pathway as shown: Kinetic parameters and equilibrium constants used in the simulation are given in Fig. 3 ; all of them were fixed with the exception of V3 of the last enzyme (E3), which was varied from 0.1 to 14, in order to see the control distribution at different steady states. The behaviour of the system in these conditions at steady state was simulated by computer, using the program SCAMP (Sauro, 1986) . This program gives automatically Flux Control Coefficients and individual Concentration Control Coefficients. From these data, Control Coefficients of whole transit time were calculated by eqn. (20). This is derived from the relationship of the Control Coefficient of whole pool and the Control coefficients for each individual metabolite, which is given by eqn. (4).
Eqns. (3) and (4) Continuous recordings of these results are shown in Fig. 3 , where re-arrangement of control among the three enzymes for flux and transition time can be seen, while In Table I we show three sets of values, extracted from the simulation at convenient points, which show the only three permissible sign patterns for Cr. These are (+ +-), ( -) and ---). Furthermore all three summation relationships are satisfied within rounding errors. This is shown diagramatically in Fig. 4 . As before (see Fig. 1 Summing over all T, values gives T, the transition time of the whole system:
In general, each J, will be different from every other (unless one of the n = 1). We wish to refer each J, to a reference flux, say the output flux Jout, the rate of production, Xm+., of the last metabolite Xm+i. 
The term in parentheses is the product of the metabolite concentration scaled by the appropriate product of the stoichiometric coefficients distal to the metabolite. We can symbolize this by S;, so that: (23a) It is often convenient to couple step m to some other reaction so that the step is effectively irreversible (e.g. coupling with NAD+ or NADH). If the changes in the coupled metabolites are measured, then the nm+1 will refer to the stoichiometry of that reaction. The intercept o-' is therefore not the simple sum of the concentrations of all intermediate steady-state metabolites but the sum of each scaled by the appropriate product of stoichiometric coefficients. This meaning ofo' is not important for the graphical determination of r in the case of a constant input (Fig. 4) . It becomes relevant to the variable-input case where a direct extraction is probably the more realistic way of obtaining the value of o'. Fig. 5 Although we have discussed the control of transition time with reference to an unbranched system of steps, the Summation and Connectivity Theorems apply to systems of any structural complexity and size (as do the Flux and Concentration Summation and Connectivity Theorems).
The only experimental investigation of any depth is that by Torres et al. (1989) . We give some of the results obtained (Table 2 ). It will be noted that, although they are in reasonable conformity with the Summation Theorems, the pattern of the signs of the C; values is not as expected. This could be due to the 'abnormal' kinetics of some of the steps. Both product activations and substrate inhibitions may play a part in generating this pattern. Alternatively, the intercepts may not be r and o.
(as discussed in the text), so that, although the EC' and EC' values are correct, the individual values may not be.
Apart from their application to coupled enzyme assays, the relationships established here may be relevant to the biological significance of transition times. Enzyme activities are subject to evolutionary change. Natural selection acts on all aspects of the phenotype, and hence only indirectly on the enzymes, to maximize fitness. All phenotypic characters are systemic variables, and hence components of fitness, of which fluxes and pools are examples. Transition time can, in certain situations, also be an important component of fitness insofar as the speed of response to changing external conditions may contribute to the survival of the organism. The magnitudes of the Control Coefficients for such responses, the C; values, however, reflect the 'solution' that natural selection has found to satisfy all the competing factors that, jointly, contribute to the fitness of the organism. No simple-minded interpretation ofthe experimentally found -r values is therefore possible. Vol. 265
