Schemes for linear advection modelling in multiple dimensions on structured grids use either time-splitting or an unsplit approach for flux computation. In the case of strongly divergent flows, time-splitting introduces anisotropy in the solution whereas, with the unsplit approach, more mass than actually available may be abstracted from the computational cells, leading for instance to oscillations and sometimes instability. A simple correction for the flux, taking into account the divergence of the flow, is proposed to eliminate the problem for the unsplit approach. This correction introduces a limitation on the computational time step. An experiment carried out using a market-available software package shows that the problem above is of practical interest, and that verification procedures of modelling software should take into account simulations under non-uniform flows.
INTRODUCTION
The explicit numerical solution of multi-dimensional advection problems on structured grids can be carried out using either one-dimensional algorithms with timesplitting (typically, alternate directions; Strang 1968; Yanenko 1971) or unsplit algorithms. In the first case, the multi-dimensional problem is split into a series of onedimensional problems that are solved sequentially. The simplest possible sequence of computations, that has firstorder accuracy in time (Strang 1968) , is as follows (written here for the two-dimensional case):
where F n is the discretised variable at time level m, L x and L y are the difference operators used to solve the onedimensional problem in the x-and y-directions respectively, and F n + 1 is the resulting variable at time level n + 1.
The problem associated with this technique is that, due to the successive use of the operators, computational solutions may become anisotropic (see tests below). The accuracy in time can be increased to the second order using the sequence (Strang 1968) :
where L m y is operator L y applied over half a time step only. A second option consists of computing all fluxes simultaneously without having recourse to time splitting:
where L xy is an operator that solves the advection problem in the x-and y-directions simultaneously. This approach is commonly used in the engineering community (Zhao et al. 1994; Canson et al. 1999; Toro 1999) . Although very simple to program, it has two major drawbacks in addition to its reduced stability: (i) the advected variable is spread artificially over the computational grid if the flow is oblique with respect to the grid, and (ii) if the flow is strongly divergent, the overlap between the domains of dependence of the edges of the computational cell may cause an artificial increase in the mass that is being taken out of the cell. Then, undesirable phenomena and non-physical results such as negative concentrations are likely to appear. The present paper aims to address the second point.
Strongly divergent flows can be encountered in a wide variety of problems, a typical example being the simulation of contaminant transport in aquifer systems in the presence of pumping or injection wells. For the sake of clarity, two-dimensional linear advection problems will be considered, although the approach can be easily generalised to three-dimensional problems.
PROBLEM ANALYSIS AND PROPOSED SOLUTION
We examine hereafter the case of finite volume-and finite difference with control volume-type schemes. and (i, j) respectively, ∆t is the computational time step, ∆x i and ∆y j are the widths of cell (i, j) in the x-and y-directions respectively. The semi-discretisation of the flux is in general the following: 
In the case of strongly divergent flows, the use of U i − m, j and V i, j − m directly in equations (5) leads to oscillations.
The reason for this phenomenon is illustrated by the following simple example.
Consider the case of a cell (i, j) in which the flow is strongly divergent, so that the flow is directed outwards from the cell at all edges (see Figure 1 ). This is, for example, the case of an injection well in an aquifer, where the flow is radial near the well. Equations (5) represents the domain of dependence computed using an interpolation on the velocities.
The mass contained in the intersections between two consecutive domains (dark grey areas on the figure) will be removed twice from the cell. Consider the extreme case where the dependence domains cover half of the cell in each direction. Then the mass contained in the cell is abstracted twice instead of once. This excessive mass abstraction may lead to oscillations and, sometimes, instability.
The proposed solution consists of applying a corrective multiplication factor on the flux computed by equations (5). This multiplication factor is taken equal to the ratio between the surfaces of (ABC′D′) and (ABCD):
The area of rectangle (ABCD) can be approximated with:
whereas the area of (ABC′D′) is approximated as:
where U * i+m, j represents the average x-velocity over the domain of dependence. The measure of the oriented distance C′D′ is given by:
where V A and V B are the velocities at points A and B respectively. The difference between V B and V A can be estimated as a function of the partial derivative of the velocity with respect to y:
Substitution into equation (10) and then into equations (7)- (9) yields:
Because the oriented distance C′D′ must be positive for the above formula to be valid, the time step must be lower than or equal to the limit value ∆t max given by:
Similarly, we have:
where V * i, j+m is the average y-velocity over the domain of dependence of interface (i, j+m). The velocity derivatives can be estimated as follows:
The velocity U* is estimated as the ratio of the height H of the trapezium (ABC′D′) to the time step ∆t. The height of the trapezium is estimated using a first-order Taylor series expansion:
By definition, H is given by:
Substituting equation (16) into equation (17) gives:
The derivative ∂U/¤x is approximated by:
Another time step limitation now has to be introduced: the two domains of dependence issuing from interface (i − m, j) and (i+m, j) should not intersect, and similarly for the domains of dependence in the y-direction issuing from (i, j − m) and (i, j+m) . Therefore the following conditions should be satisfied:
These conditions can be rewritten as:
Now focus on condition (21a) only. If, for a given interface (i+m, j), it is already satisfied by the current time step, no further reduction is necessary. If it is not, two cases must be considered:
(1) ∂U/¤x) i − m, j = ∂U/¤x) i+m, j , in which equation (21a) is only a first-degree equation and the reduced time step is given by:
, in which case a seconddegree equation in ∆t must be solved. The only possible root is the positive one:
The final formula for the fluxes is:
where ∂U/¤x and ∂V/¤y are computed according to equations (15) and (19) and ∆t is limited by equations (14b) and (21).
APPLICATION EXAMPLE
The proposed correction was applied to an extreme case, that is a purely divergent flow resulting from a continuous Injection rate
Initial concentration (only in the injection cell) (Figure 3a) . The use of equation (2) Figure 3d shows the profile obtained using the divergence correction to be free from such oscillations. In these computations, it was not necessary to apply the time step reduction of equations (13), (14), (21) and (22) It is worth noticing that, for ∆t = 1 d, the divergence correction allows instabilities to be eliminated, although the Courant stability condition (Toro 1997, p. 556): is violated. This is due to the fact that the velocity field is not uniform over space. Therefore, the conclusions of the classical stability analysis (that is valid for linear equations with constant coefficients [in space and time]) do not apply here.
The expression for the analytical solution is given for further comparison. A flow particle located at a given distance r from the injection points travels at the velocity:
The radial velocity V r is a function of the distance r to the injection point:
Substituting equation (26) into equation (25) where r 0 is the value of the distance at time t = 0. A circular spot of initial radius r 0 will then grow into an annular region, with the following inner and outer radii r 1 and r 2 :
which, in the present case, gives r 1 = 713 m and r 2 = 715 m. The analytical solution is shown in Figure 5 . It can be seen that the numerical results, although introducing numerical diffusion due to the low accuracy of the scheme, indicate the correct location of the contaminant.
Some authors (Cunge et al. 1980 ) have commented on instabilities arising from the linearisation of the equations and the use of too large time steps, although these were still in the range of stability of the linear analysis. The problem observed here, although due to large time steps, is not related to that described by Cunge et al. (1980) because it appears without the equations being linearised.
The present paper should not be thought of as being based on theoretical considerations alone and to have no 
