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Abstract
Cages, defined as regular graphs with minimum number of nodes for a given girth, are well-studied
in graph theory. Trapping sets are graphical structures responsible for error floor of low-density parity-
check (LDPC) codes, and are well investigated in coding theory. In this paper, we make connections
between cages and trapping sets. In particular, starting from a cage (or a modified cage), we construct
a trapping set in multiple steps. Based on the connection between cages and trapping sets, we then
use the available results in graph theory on cages and derive tight upper bounds on the size of the
smallest trapping sets for variable-regular LDPC codes with a given variable degree and girth. The
derived upper bounds in many cases meet the best known lower bounds and thus provide the actual
size of the smallest trapping sets. Considering that non-zero codewords are a special case of trapping
sets, we also derive tight upper bounds on the minimum weight of such codewords, i.e., the minimum
distance, of variable-regular LDPC codes as a function of variable degree and girth.
Index Terms: Low-density parity-check (LDPC) codes, error floor, trapping sets, elementary trapping
sets (ETSs), leafless elementary trapping sets (LETSs), elementary trapping sets with leaf (ETSLs),
non-elementary trapping sets (NETSs), minimum distance, upper bounds.
I. INTRODUCTION
Trapping sets are combinatorial objects known to be responsible for the error floor of low-
density parity-check (LDPC) codes. They can be viewed as subgraphs of the code’s Tanner graph
induced by a certain number a of variable nodes. If the number of odd-degree check nodes in
the subgraph is b, the trapping set is said to belong to the (a, b) class. Among trapping sets,
those with only degree-1 and degree-2 check nodes are known to be the most harmful. Such
2trapping sets are called elementary. Within the category of elementary trapping sets (ETSs), those
in which each variable node is connected to at least two even-degree check nodes are referred
to as leafless. Leafless ETSs (LETSs) appear often as the most dominating in the error floor.
Elementary trapping sets and LETSs have been the subject of extensive research [1]–[10]. The
majority of existing literature is focused on the characterization and efficient search of trapping
sets, see, e.g., [7], and the references therein.
In general, for a given b, trapping sets with smaller a are deemed to be more harmful. Recently,
in [9], lower bounds on the smallest size of ETSs and non-elementary trapping sets (NETSs)
of variable-regular LDPC codes in terms of variable degree dv and girth g were derived. It was
shown in [9], that the minimum size of NETSs is, in general, larger than that of ETSs for a given
b value. This provided a theoretical justification for why NETSs are in general less harmful than
ETSs.
An (a, b) trapping set with b = 0 is a non-zero codeword of weight a. Based on this view,
most recently, in [10], non-zero codewords were partitioned into two categories of elementary
and non-elementary, and lower bounds on the minimum weight of codewords in each category
were derived. These bounds along with an efficient search algorithm [7], [8] were then used
in [10] to derive tight lower and upper bounds on the minimum distance of specific variable-
regular LDPC codes. In particular, the upper bound in [10] was derived by searching for an
elementary codeword within the code’s Tanner graph. In related work, Vasic and Milenkovic
[11] derived bounds on the minimum distance of LDPC codes constructed based on balanced
incomplete block designs (BIBDs). In [12], Smarandache and Vontobel derived upper bounds
on the minimum distance of QC-LDPC codes. Rosnes et al. [13] improved upper bounds on the
minimum distance of array LDPC codes. Compared to the upper bounds of [11]–[13], which
apply to specific categories of structured LDPC codes, the upper bounds derived here are more
general in the sense that they are applicable to any variable-regular LDPC code regardless of
whether such a code is structured or randomly constructed.
In this work, we derive tight upper bounds on the minimum size a of (a, b) trapping sets
with a given b within a variable-regular Tanner graph with a given dv and g. The bounds are
specific to different categories of trapping sets including ETSs, LETSs, NETSs and ETSs with
leafs (ETSLs). For b = 0, the bounds result in upper bounds on the minimum distance of LDPC
codes. The derived bounds in many cases are equal to the best known lower bounds and are
thus tight. To the best of our knowledge, the derived upper bounds are the first of their kind in
3that they relate the minimum size of trapping sets or the smallest minimum distance of LDPC
codes to the girth and the degree distribution of the code. While, it has been long established that
minimum distance of an ensemble of regular LDPC codes increases linearly with the block length
n on average, see, e.g., [14], our results concern finite-length LDPC codes, and demonstrate that,
in the worst case, the minimum distance of an ensemble is only a function of dv and g and is
independent of n (constant in n). In fact, an important aspect of the results presented in this
work is to identify structures of trapping sets and non-zero codewords of the smallest possible
size so that they can be found and/or avoided in code constructions.
In this work, we focus on the category of variable-regular LDPC codes. For this category, it is
well established that LETSs are the main culprits in the error floor region [7]. Simulation results
however, show that while LETSs well identify the initial position of variable nodes that can
cause a decoder failure in the error floor region, the eventual positions in which the errors will
occur are in some cases ETSLs. This makes the study of ETSLs worthwhile. We also note that
while NETSs appear rarely as errors in the error floor region of many existing variable-regular
LDPC codes, this is, at least partly, due to the fact that in many of the existing codes, there
are smaller ETSs in the code’s Tanner graph that dominate the error floor performance. Should
one design new codes that are free of smaller ETSs such that the dominant classes contain both
ETS and NETS structures, the relative harmfulness of NETSs can no longer be ignored. This
motivates the results presented in this work on NETSs.
An important aspect of the results presented in this paper is the novelty of the technique
used to obtain the bounds. We make connections between cages, which are well-studied in
graph theory, and trapping sets. In particular, for each category of trapping sets (ETSs, LETSs,
NETSs, ETSLs, non-zero codewords), we start from a cage (or a slightly modified cage) and
construct, in multiple steps, a trapping set within the category of interest. The existing results
on the size of the cages then allow us to establish upper bounds on the size of trapping sets.
A cage is an r-regular graph that has minimum number n(r, g) of nodes for a given girth
g. Finding cages for different and increasingly larger values of r and g has been an active
and technically rich area of research for decades, see, e.g., [15]–[26]. There are a variety
of techniques used in studying cages. In general, the following three main categories can be
identified: (1) search-based techniques, see, e.g., [17], [18], [21], [22]; (2) excision methods,
see, e.g., [20], [25]; and (3) geometric techniques, see, e.g., [15], [19], [22]. While, a detailed
review of these techniques is beyond the scope of this paper, we believe, through the connections
4established in this work, an interested reader would be able to apply similar techniques to further
study the trapping sets of LDPC codes.
The organization of the rest of the paper is as follows: In Section II, we provide some
definitions, notations and review the best known lower bounds on the smallest size of trapping
sets. In this section, we also present some background on cages. Section III contains the main
contributions of this paper. We start the section by explaining the general technique used for
the derivation of the upper bounds and go on to derive the bounds for different categories of
trapping sets, i.e., LETSs, ETSLs and NETSs. Finally, the paper is concluded with some remarks
in Section IV.
II. PRELIMINARIES
A. Definitions and Notations
For a graph G, we denote the node set and the edge set of G by V (G) and E(G), or V and
E, if there is no ambiguity, respectively. In this work, we consider undirected graphs with no
loop or parallel edges. For v ∈ V (G) and S ⊆ V (G), notations N(v) and N(S) are used to
denote the neighbor set of v, and the set of nodes of G which has a neighbor in S, respectively.
A path of length c in the graph G is a sequence of distinct nodes v1, v2, . . . , vc+1 in V (G),
such that {vi, vi+1} ∈ E(G), for 1 ≤ i ≤ c. A cycle of length c is a sequence of distinct nodes
v1, v2, . . . , vc in V (G) such that v1, v2, . . . , vc form a path of length c− 1, and {vc, v1} ∈ E(G).
We may refer to a path or a cycle by the set of their nodes or by the set of their edges. The
length of the shortest cycle(s) in a graph is called the girth of the graph and is denoted by g.
A graph G = (V,E) is called bipartite, if the node set V (G) can be partitioned into two
disjoint subsets U and W (i.e., V (G) = U ∪W and U ∩W = ∅), such that every edge in E
connects a node from U to a node from W . The Tanner graph of a low-density parity-check
(LDPC) code is a bipartite graph, in which U and W are referred to as variable nodes and check
nodes, respectively.
The number of edges incident to a node v is called the degree of v, and is denoted by
d(v). A bipartite graph G = (U ∪ W,E) is called bi-regular, if all the nodes on the same
side of the bipartition have the same degree, i.e., if all the nodes in U have the same degree
du, and all the nodes in W have the same degree dw. It is clear that, for a bi-regular graph,
|U |du = |W |dw = |E(G)|. A bipartite graph that is not bi-regular is called irregular. A Tanner
graph G = (U ∪W,E) is called variable-regular with variable degree dv, if for each variable
5node ui ∈ U , d(ui) = dv. Also, a (dv, dc)-regular Tanner graph is a variable-regular graph with
variable degree dv, in which all check nodes have the same degree dc.
In a Tanner graph G = (U ∪ W,E), for a subset S of U , the induced subgraph of S in
the graph G, denoted by G(S), is the graph with the set of nodes S ∪ N(S), and the set of
edges {{ui, wj} : {ui, wj} ∈ E(G), ui ∈ S, wj ∈ N(S)}. The set of check nodes with odd and
even degrees in G(S) are denoted by No(S) and Ne(S), respectively. Also, the terms unsatisfied
check nodes and satisfied check nodes are used to refer to the check nodes in No(S) and Ne(S),
respectively. Throughout this paper, the size of an induced subgraph G(S) is defined to be the
number of its variable nodes (i.e., |S|).
For a given Tanner graph G, a set S ⊂ U , is said to be an (a, b) trapping set (TS) if |S| = a
and |No(S)| = b. Alternatively, set S is said to belong to the class of (a, b) TSs. An elementary
trapping set (ETS) is a TS for which all the check nodes in G(S) have degree one or two. A
leafless ETS (LETS) S is an ETS for which each variable node in S is connected to at least
two satisfied check nodes in G(S). Otherwise, the set S is called an ETS with leaf (ETSL).
A non-elementary trapping set (NETS) is a trapping set which is not elementary. Trapping sets
are thus partitioned into three categories of LETSs, ETSLs and NETSs. We use the notations
T bLETS(dv; g), T
b
ETSL(dv; g) and T
b
NETS(dv; g) to denote the smallest size of LETSs, ETSLs and
NETSs with b unsatisfied check nodes in variable-regular LDPC codes with variable degree dv
and girth g, respectively.
The normal graph of an ETS S is obtained from G(S) by removing all the check nodes of
degree one and their incident edges, and by replacing all the degree-2 check nodes and their two
incident edges by a single edge [4]. The normal graph of a LETS has no node with degree one,
hence, the terminology “leafless” [7]. The normal graphs of ETSLs, on the other hand, have at
least one node with degree one. Since in this work, we consider Tanner graphs with no parallel
edges, the girth g of the graphs is at least 4. The normal graph of an ETS in a Tanner graph
with g = 4 can have parallel edges. Low-density parity-check codes whose Tanner graphs have
g = 4, however, perform poorly under iterative message-passing decoding algorithms. In this
paper, we thus consider Tanner graphs with g ≥ 6. The normal graphs of ETSs in such Tanner
graphs have no parallel edges.
The minimum distance of a linear block code, and thus an LDPC code, is the minimum weight
of its non-zero codewords. A non-zero codeword of weight a in an LDPC code can be viewed
as an (a, 0) trapping set in the code’s Tanner graph. The non-zero codewords of an LDPC code
6can be partitioned into two categories of elementary and non-elementary, where in the first
category, all the satisfied check nodes in the subgraph have degree 2. Consider an LDPC code
with minimum variable degree at least two. Any elementary (non-elementary) codeword of such
an LDPC code corresponds to a LETS (NETS) in the code’s Tanner graph.
B. Best known lower bounds on the minimum size of trapping sets
The following theorem provides the best known general lower bound on the minimum size
of trapping sets of variable-regular LDPC codes.
Theorem 1. [9] Consider a variable-regular Tanner graph G with variable degree dv and
girth g. A lower bound on the size a of an (a, b) trapping set in the graph G, whose induced
subgraph contains a check node of degree k (≥ 2) is given in (1), where b′ = b − (k mod 2),
T = k(dv − 1)− b
′, and b is assumed to satisfy b < k(dv − 1) + (k mod 2). (Notation mod
is for modulo operation.)
a ≥


k + T
⌊g/4−2⌋∑
i=0
(dv − 1)
i, for g/2 even,
k + T
⌊g/4−2⌋∑
i=0
(dv − 1)
i +max{⌈(T (dv − 1)
⌊g/4−1⌋)/dv⌉, (dv − 1− ⌊b
′/k⌋)(dv − 1)
⌊g/4−1⌋}, for g/2 odd,
(1)
Note that Theorem 1 with k = 2 provides a lower bound on the size of the smallest possible
ETSs. Also, Theorem 1 with k = 3 (k = 4) provides a lower bound on the size of the smallest
possible NETSs with b > 0 (b = 0). The lower bounds of Theorem 1 in some cases are improved
in [9] for LETSs and ETSLs based on the dpl characterizations of [7] and [8]. Recall that the
case of b = 0 for LETSs and NETSs corresponds to non-zero elementary and non-elementary
codewords, respectively. In particular, for the minimum weight of non-elementary codewords
of a variable-regular LDPC code with variable degree dv and girth g, the result of Theorem 1
reduces to the following lower bound [10]:
Lne =


max{⌈4(dv − 1)⌊g/4⌋/dv⌉, (dv − 1)⌊g/4⌋}+
⌊g/4−1⌋∑
i=0
4(dv − 1)i, for g/2 odd,
⌊g/4−1⌋∑
i=0
4(dv − 1)i, for g/2 even.
(2)
7C. Background on cages
An (r; g)-graph is defined to be a graph with girth g in which the degree of each node is r.
It is well-known that for any r ≥ 2 and g ≥ 3, an (r; g)-graph exists [22]. An (r; g)-cage is an
(r; g)-graph with the fewest possible number of nodes. The number of nodes in an (r; g)-cage
is denoted by n(r; g). In the rest of the paper, we sometimes refer to n(r; g) as the size of the
corresponding cage. It is known [22] that
n(r; g) ≥


1 + r
∑(g−3)/2
i=0 (r − 1)
i if g is odd,
2
∑g/2−1
i=0 (r − 1)
i if g is even.
(3)
The above lower bound is called the Moore bound, and graphs for which equality holds are
called Moore graphs [22]. Table I summarizes the known values of n(r; g) for small values of
r and g [22].
TABLE I
KNOWN VALUES OF n(r; g) FOR SMALL VALUES OF r AND g [22].
❍
❍
❍
❍
❍
❍
r
g
3 4 5 6 7 8 9 10 11 12
3 4 6 10 14 24 30 58 70 112 126
4 5 8 19 26 67 80 275 384 – 728
5 6 10 30 42 152 170 – – – 2730
6 7 12 40 62 294 312 – – – 7812
7 8 14 50 90 – – – – – –
In this work, we also use a generalization of cages to derive some of the upper bounds. Let
r, s, g be positive integers such that r ≥ 3, g ≥ 3 and r < s. An (r, s; g)-graph is defined to be
a graph with girth g, in which each node has degree r or s. An (r, s; g)-cage is defined as an
(r, s; g)-graph with the fewest possible number of nodes. The number of nodes in an (r, s; g)-cage
is denoted by n(r, s; g). In this work, we are interested in (r, r+1; g)-graphs with only one node
of degree r+1. We thus define an (r, s; g)-good-graph to be an (r, s; g)-graph that has only one
node of degree s. For some values of r, s and g, there is no (r, s; g)-good-graph. For instance,
if r is an even number and s is an odd number, then there is no (r, s; g)-good-graph. For each
triple (r, s, g), if there is at least one (r, s; g)-good-graph, then an (r, s; g)-good-cage is defined
to be an (r, s; g)-good-graph with the fewest possible number of nodes. Notation n′(r, s; g) is
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Fig. 1. (a) The (3; 3)-cage G, (b) Tanner graph G˜
1
2 (a (4, 0) LETS structure in variable-regular LDPC codes with dv = 3 and
g = 6), (c) Modification of G˜
1
2 to a (5, 1) LETS structure.
used to denote the number of nodes in an (r, s; g)-good-cage. If such a cage does not exist, we
use n′(r, s; g) =∞.
III. FROM CAGES TO TRAPPING SETS: DERIVATION OF UPPER BOUNDS
The main idea involved in creating a trapping set from a cage is graph subdivision. For a
given graph G, a subdivision of an edge e with endpoints {u, v} yields a graph containing one
new node w, and with an edge set in which e is replaced by two new edges: {u, w} and {w, v}.
A subdivision of a graph G, denoted by G
1
2 , is a graph resulting from the subdivision of every
edge in G. In G
1
2 , we can partition the nodes into two sets Vold(G
1
2 ) and Vnew(G
1
2 ), where
Vold(G
1
2 ) = V (G). To create a bipartite (Tanner) graph from the graph G
1
2 , we replace each
node in Vold with a variable node and each node in Vnew with a check node. We denote the
resulting graph by G˜
1
2 . Fig. 1(b) shows G˜
1
2 for the (3; 3)-cage G, shown in Fig. 1(a).
To construct a trapping set with specific b, g and dv values, we start from a suitable cage
G. Cage G can be a (dv;
g
2
)-cage, a (dv;
g+2
2
)-cage or a generalized cage, as described in
Subsection II-C. We then convert the cage G to a Tanner graph G˜
1
2 . Finally, by some simple
modifications on G˜
1
2 (or multiple copies of G˜
1
2 ), such as adding or removing some variable
nodes, check nodes or edges, we construct a trapping set. In the following, we explain the
process and derive the upper bounds for LETSs, ETSLs and NETSs, in Subsections III-A to III-C,
respectively. Within each subsection, we cover different values of dv ≥ 3, b ≥ 0, and g ≥ 6.
We note that cases with dv ≥ 3 and g ≥ 6 are those of interest in the context of variable-
regular LDPC codes. In each subsection, we first derive general upper bounds. These bounds
9are then calculated for specific values of dv, g and b, and compared with the best known lower
bounds. The range of specific values considered in this paper are 3 ≤ dv ≤ 6, 6 ≤ g ≤ 16, and
0 ≤ b ≤ 5. To see the theoretical and practical relevance of LDPC codes with larger girths and
variable node degrees, the reader is referred to [27]–[35], and the references therein. In general,
LDPC codes with larger girths are desirable as they perform better under iterative message-
passing decoding algorithms. Lerger variable node degrees are attractive as they improve the
error floor performance.
It is known that depending on the values of dv and b, certain trapping set classes may not
exist. The following lemma describes such cases.
Lemma 1. [9] In a variable-regular Tanner graph with variable degree dv, (i) if dv is odd,
then there does not exist any (a, b) TS with odd a and even b, or with even a and odd b; and
(ii) if dv is even, then there does not exist any (a, b) TS with odd b.
A. Leafless elementary trapping sets (LETSs)
In the following, we first derive general upper bounds on, or provide the exact value of,
T bLETS(dv; g) for different values of g ≥ 6, dv ≥ 3 and b ≥ 0. We then improve some of these
bounds for specific values of g, dv or b.
Theorem 2. (i) For any g ≥ 6 and any dv ≥ 3, we have (a) T
0
LETS(dv; g) = n(dv;
g
2
), (b)
T dv−2LETS(dv; g) ≤ n(dv;
g
2
) + 1, (c) T dvLETS(dv; g) ≤ n(dv;
g
2
)− 1, and (d) T bLETS(dv; g) ≤ n(dv;
g
2
),
if b is an even value satisfying b < dv + 2.
(ii) For any g ≥ 8 and dv ≥ 3, we have T
2(dv−1)
LETS (dv; g) ≤ n(dv;
g
2
)− 2.
(iii) For any g ≥ 6 and dv ≥ 4, or dv = 3 and g ≥ 10, we have T
dv+2
LETS(dv; g) ≤ n(dv;
g
2
)− 1.
Proof. (i)(a) Let H be a (dv;
g
2
)-graph. The Tanner graph H˜
1
2 is then a LETS with no unsatisfied
check node (b = 0) in a variable-regular LDPC code with girth g and variable degree dv. We
thus have T 0LETS(dv; g) ≤ n(dv;
g
2
). Now, we show that T 0LETS(dv; g) = n(dv;
g
2
). To the contrary,
assume that T 0LETS(dv; g) < n(dv;
g
2
), and let S be a LETS of size T 0LETS(dv; g) in a variable-
regular LDPC Tanner graph G with girth g and variable degree dv, such that G(S) does not have
any unsatisfied check node. The normal graph of G(S) is a graph with girth at least g
2
(≥ 3), in
which there are T 0LETS(dv; g) nodes, each with degree dv. Since the function n(dv; k) increases
monotonically with k [22], this is a contradiction.
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(i)(b) Let G be a (dv;
g
2
)-graph. Consider the Tanner graph G˜
1
2 . Let v and u be two variable
nodes and c be a check node in G˜
1
2 such that vc, uc ∈ E(G˜
1
2 ). (For the simplification of notations,
we use vc or cv to indicate the undirected edge {v, c}.) Remove the check node c and its incident
edges from G˜
1
2 . Then, add a variable node w, dv check nodes cw,v, cw,u, cw1, . . . , cwdv−2 , and the
edges cw,vw, cw,vv, cw,uw, cw,uu, cw1w, . . . , cwdv−2w, to the graph. The resultant Tanner graph is a
LETS with dv − 2 unsatisfied check node in a variable-regular LDPC code with variable degree
dv and girth at least g.
(i)(c) Let G be a (dv;
g
2
)-graph. Consider the Tanner graph G˜
1
2 . Let v be a variable node in
G˜
1
2 . Remove the variable node v and its incident edges from G˜
1
2 . The resultant Tanner graph is
a LETS with b = dv in a variable-regular LDPC code with variable degree dv and girth at least
g.
(i)(d) Let G be a (dv;
g
2
)-graph. Consider the Tanner graph G˜
1
2 . Let v1, . . . , vb, b = 2i, i ≥ 1,
be b distinct variable nodes in G˜
1
2 such that vk and vi+k, for any k = 1, . . . , i, share check node
ck as a neighbor. (Note that by the condition b < dv + 2, one can always find such group of
variable nodes.) Remove the check nodes c1, . . . , ci, and their incident edges from G˜
1
2 . Then, add
b = 2i check nodes cv1 , . . . , cvb and b edges cv1v1, . . . , cvbvb to the Tanner graph. The resultant
Tanner graph is a LETS with b degree-one check nodes in a variable-regular LDPC code with
variable degree dv and girth at least g.
(ii) Let G be a (dv;
g
2
)-graph. Consider the Tanner graph G˜
1
2 . Let v1, v2 be two variable nodes
and c be a check node in G˜
1
2 such that v1c, v2c ∈ E(G˜
1
2 ). Since g is at least eight, there are η =
2(dv − 1) distinct check nodes c1, . . . , cη in G˜
1
2 such that v1c1, . . . , v1cη/2, v2cη/2+1, . . . , v2cη ∈
E(G˜
1
2 ). Also, there are η distinct variable nodes u1, . . . , uη (in addition to v1 and v2) such that
u1c1, . . . , uηcη ∈ E(G˜
1
2 ) (otherwise the girth is at most six). Now, remove the variable nodes
v1, v2, check node c and their incident edges from G˜
1
2 . The resultant Tanner graph is a LETS
with b = 2(dv−1) in a variable-regular LDPC code with variable degree dv and girth at least g.
(iii) Let G be a (dv;
g
2
)-graph with dv ≥ 4 and g ≥ 6. Consider the Tanner graph G˜
1
2 . Let
v, u1, u2 be three distinct variable nodes in G˜
1
2 and c be a check node such that cu1, cu2 ∈ E(G˜
1
2 ).
Remove the variable node v and its incident edges from G˜
1
2 . Also, remove the check node c and
its incident edges. Now, add two check nodes cu1, cu2 and the edges cu1u1, cu2u2 to the graph.
The resultant Tanner graph is a LETS with b = dv + 2 in a variable-regular LDPC code with
variable degree dv and girth at least g. (Note that v can share at most one neighboring check
node with either u1 or u2. So, after the modifications, both u1 and u2 are still connected to at
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least two degree-2 check nodes.) For the case of dv = 3, based on the constraint g ≥ 10, one can
find three distinct variable nodes v, u1, u2 in G˜
1
2 and a check node c such that cu1, cu2 ∈ E(G˜
1
2 ),
and v does not have any common neighbor with u1 or u2. Remove the variable node v and its
incident edges, as well as the check node c and its incident edges from G˜
1
2 . Now, add two check
nodes cu1 , cu2 and the edges cu1u1, cu2u2 to the graph. The resultant Tanner graph is a LETS
with b = dv + 2 = 5 in a variable-regular LDPC code with dv = 3 and girth at least g.
1) Exact value of T 0LETS(dv; g): Part (i)(a) of Theorem 2 provides the exact value of T
0
LETS(dv; g)
in terms of the size of the corresponding cage. Fig. 1(b) is an example of the construction used
in this theorem, where a (4, 0) LETS is constructed from the (3; 3)-cage.
TABLE II
COMPARISON OF THE RESULTS OF PART (i)(a) OF THEOREM 2 WITH EXISTING RESULTS FOR T 0LETS(dv; g)
T 0LETS(3; g) g =6 g =8 g =10 g =12 g =14 g =16
Lower bound of Theorem 1 4 6 10 14 22 30
Known exact value [9], [10] 4 6 10 – – –
Theorem 2 4 6 10 14 24 30
T 0LETS(4; g)
Lower bound of Theorem 1 5 8 17 26 53 80
Known exact value [9], [10] 5 8 19 – – –
Theorem 2 5 8 19 26 67 80
T 0LETS(5; g)
Lower bound of Theorem 1 6 10 26 42 106 170
Known exact value [9], [10] 6 10 30 – – –
Theorem 2 6 10 30 42 152 170
T 0LETS(6; g)
Lower bound of Theorem 1 7 12 37 62 187 312
Known exact value [9], [10] 7 12 – – – –
Theorem 2 7 12 40 62 294 312
In Table II, we compare the results of Part (i)(a) of Theorem 2 with previously existing results
for different values of dv and g. As expected, the results of Theorem 2 match any previous result
obtained in [9] and [10] based on dpl characterization on the exact value of T 0LETS(dv; g). Due to
the high complexity, however, the results for larger girth values are not reported in [9] and [10].1
1The time limitation for calculations, indicated in [9], is a day on a desktop computer with 2.4-GHz CPU and 8-GB RAM.
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These correspond to entries with symbol “-”. We note that for some of the cases where the
exact value of T 0LETS(dv; g) was not previously known, our results have a rather large gap with
the lower bound of Theorem 1. For some other cases, the lower bound of Theorem 1 is tight.
In fact, based on the results of Table II, one may suggest that the lower bound of Theorem 1
is always tight for even values of g/2. This, however, is not the case. For example, based on
Theorem 2, the exact value of T 0LETS(3; 20) is 72, while the lower bound of Theorem 1, for this
case, is 62.
Remark 1. The number of non-isomorphic (x; y)-cages for small values of x and y are known,
see, e.g., [22]. Thus, by Part (i)(a) of Theorem 2, we can determine the number of non-isomorphic
(n(dv; g/2), 0) LETSs in Tanner graphs with girth g and variable degree dv. Note that if a <
n(dv; g/2), then there is no (a, 0) LETSs in the Tanner graphs with girth g and variable degree
dv, and thus n(dv; g/2) is the smallest size of LETSs with b = 0 (lowest weight of elementary
codewords). The girth of minimum size LETSs with b = 0 must be g,2 and thus there is a one-to-
one correspondence between non-isomorphic (dv, g/2)-cages and non-isomorphic (n(dv; g/2), 0)
LETSs in Tanner graphs with girth g(≥ 6) and variable degree dv(≥ 3). For instance, there is
only one (3; 5)-cage and that cage, which has 10 nodes, is the so-called “Petersen graph” [22].
The unique (10, 0) LETS corresponding to the Petersen graph is shown in Fig. 2. (In trapping
set subgraphs, variable nodes, satisfied check nodes and unsatisfied check nodes are represented
by circles, full squares and empty squares, respectively.)
2) Upper bounds on T 1LETS(dv; g): We know, based on Lemma 1, that there are no trapping
sets with an odd value of b in a Tanner graph with an even value of dv. We use Part (i)(b) of
Theorem 2 to find an upper bound on T 1LETS(3; g). Fig. 1(c) is an example of the construction
used in Part (i)(b) of Theorem 2, where a (5, 1) LETS is constructed from the (3; 3)-cage.
For dv = 5, we use the following result, whose proof is provided in the appendix, to derive
an upper bound on T 1LETS(5; g).
Fact 1. For any g ≥ 6, we have T 1LETS(5; g) ≤ n
′(5, 6; g
2
).
2Because otherwise, the normal graph of such a LETS will be a graph with n(dv; g/2) nodes, where all the nodes have
degree dv and the girth of the graph is larger than g/2. This contradicts the result of Erdo˝s and Sachs (see [22], page 5) which
states that if G has the minimum number of nodes for a k-regular graph with girth at least g, then the girth of G is exactly g.
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Fig. 2. The unique (10, 0) LETS in Tanner graphs with girth 10 and dv = 3.
For g
2
= 3, it was shown in [16] that n′(5, 6; 3) = 7. To the best of our knowledge, there is no
result available in the literature for g
2
= 4. For g
2
= 5, it was shown in [26] that n′(5, 6; 5) = 31.
For the cases where g
2
≥ 6, also, to the best of our knowledge, not much progress in computing
n′(5, 6; g
2
) (or n(5, 6; g/2)) has been made.
In Table III, we compare the upper bounds of Part (i)(b) of Theorem 2 and Fact 1 with
existing exact values and lower bounds. As can be seen in the table, for dv = 3, and for all the
cases where the exact value of T 1LETS(3; g) is known, our upper bounds match the exact value.
For dv = 5, based on the existing graph theoretical results, we are only able to provide our upper
bounds for g = 6 and g = 10. For g = 6, which is the only case out of the two where the exact
value of T 1LETS(3; g) is known, again our bound is tight.
TABLE III
COMPARISON OF UPPER BOUNDS OF PART (i)(b) OF THEOREM 2 AND FACT 1 WITH EXISTING RESULTS FOR T 1LETS(dv; g)
T 1LETS(3; g) g =6 g =8 g =10 g =12 g =14 g =16
Lower bound of Theorem 1 5 5 9 11 19 23
Known exact value [9] 5 7 11 – – –
Upper bound of Theorem 2 5 7 11 15 25 31
T 1LETS(5; g)
Lower bound of Theorem 1 7 9 25 37 101 149
Known exact value [9] 7 13 – – – –
Upper bound of Fact 1 7 – 31 – – –
Example 1. As we discussed in Remark 1, there is a unique (10, 0) LETS structure in the Tanner
graphs with girth 10 and dv = 3 (see Fig. 2). The normal graph of the unique (10, 0) LETS
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Fig. 3. The unique (11,1) LETS in the Tanner graphs with girth 10 and dv = 3.
structure is the Petersen graph. The Petersen graph is edge transitive.3 Thus, by applying the
procedure which was described in Part (i)(b) of Theorem 2 to Peterson graph, we obtain a
unique (11, 1) LETS structure of Tanner graphs with girth 10 and dv = 3 (see Fig. 3). It is
known through computer search that the structure in Fig. 3 is the only (11, 1) LETS structure
in Tanner graphs with girth 10 and dv = 3.
3) Upper bounds on T 2LETS(dv; g): Based on Part (i)(d) of Theorem 2, we derive an upper
bound on T 2LETS(dv; g), for any g ≥ 6 and any dv ≥ 3. In Table IV, we compare this upper
bound with the existing lower bound and exact values for T 2LETS(dv; g). An inspection of Table IV
reveals that for every case where the exact value of T 2LETS(dv; g) is known, our upper bound
matches the exact value and is thus tight.
4) Upper bounds on T 3LETS(dv; g): We know, based on Lemma 1, that there are no trapping
sets with b = 3 in a Tanner graph with an even value of dv. For dv = 3 and dv = 5, we use
the results derived in Parts (i)(c) and (i)(b) of Theorem 2 to upper bound T 3LETS(3; g) and
T 3LETS(5; g), respectively, for any g ≥ 6.
In Table V, we compare the upper bounds of Theorem 2 with the existing lower bound and
exact results for T 3LETS(dv; g). Again, as can be seen in the table, for all the known values of
T 3LETS(dv; g), the derived upper bounds are tight with a large gap to the existing lower bound,
particularly for larger girth values.
5) Upper bounds on T 4LETS(dv; g): First, we derive the following simple lower bound on
T 4LETS(3; g).
3An edge-transitive graph is a graph G such that, given any two edges e1 and e2 of G, there is an automorphism of G that
maps e1 to e2.
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TABLE IV
COMPARISON OF THE UPPER BOUND OF PART (i)(d) OF THEOREM 2 WITH THE EXISTING RESULTS ON T 2LETS(dv; g)
T 2LETS(3; g) g =6 g =8 g =10 g =12 g =14 g =16
Lower bound of Theorem 1 4 4 6 8 12 16
Known exact value [9] 4 6 10 – – –
Upper bound of Theorem 2 4 6 10 14 24 30
T 2LETS(4; g)
Lower bound of Theorem 1 4 6 12 18 36 54
Known exact value [9] 5 8 19 – – –
Upper bound of Theorem 2 5 8 19 26 67 80
T 2LETS(5; g)
Lower bound of Theorem 1 5 8 20 32 80 128
Known exact value [9] 6 10 – – – –
Upper bound of Theorem 2 6 10 30 42 152 170
T 2LETS(6; g)
Lower bound of Theorem 1 7 10 30 50 150 250
Known exact value [9] 7 12 – – – –
Upper bound of Theorem 2 7 12 40 62 294 312
TABLE V
COMPARISON OF THE UPPER BOUNDS OF THEOREM 2 WITH THE EXISTING RESULTS FOR T 3LETS(dv; g)
T 3LETS(3; g) g =6 g =8 g =10 g =12 g =14 g =16
Lower bound of Theorem 1 3 3 5 5 9 9
Known exact value [9] 3 5 9 – – –
Upper bound of Theorem 2 3 5 9 13 23 29
T 3LETS(5; g)
Lower bound of Theorem 1 5 7 19 27 75 107
Known exact value [9] 7 11 – – – –
Upper bound of Theorem 2 7 11 31 42 153 171
Lemma 2. For any g, we have T 4LETS(3; g) ≥ 4.
Proof. This follows from the fact that unsatisfied check nodes in a LETS have degree one
and that each variable node of degree three can be connected to at most one unsatisfied check
node.
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For g ≤ 8, the lower bound of Lemma 2 is tight. To see this, let G be a cycle of length four.
Consider the Tanner graph G˜
1
2 . Then, for each variable node v in G˜
1
2 , add a check node cv and
connect v to cv. The resultant graph is a LETS in a variable-regular LDPC code with dv = 3
and with g ≤ 8.
To complement the above result, we use Part (ii) of Theorem 2 and derive an upper bound
on T 4LETS(3; g) for any g ≥ 8. We also use Parts (i)(c) and (i)(d) of Theorem 2 to derive upper
bounds on T 4LETS(4; g) and T
4
LETS(dv; g), for dv ≥ 5, respectively.
In Table VI, we compare the upper bounds of Theorem 2 with the existing results for
T 4LETS(3; g) and T
4
LETS(4; g). Note that for the case of dv = 3, there is no lower bound presented
in [9]. The comparison, yet again, shows that the derived upper bounds are tight for all the cases
where the exact value of T 4LETS(dv; g) is known and that there is a large gap with the existing
lower bound of Theorem 1.
TABLE VI
COMPARISON OF THE BOUNDS OF LEMMA 2 AND THEOREM 2 WITH THE EXISTING RESULTS FOR T 4LETS(dv; g)
T 4LETS(3; g) g =6 g =8 g =10 g =12 g =14 g =16
Lower bound of Lemma 2 4 4 4 4 4 4
Known exact value [9] 4 4 8 – – –
Upper bound of Theorem 2 – 4 8 12 22 28
T 4LETS(4; g)
Lower bound of Theorem 1 3 4 7 10 19 28
Known exact value [9] 4 7 18 – – –
Upper bound of Theorem 2 4 7 18 25 66 79
6) Upper bounds on T 5LETS(dv; g): First, we present the following lower bound on T
5
LETS(3; g),
whose proof is similar to that of Lemma 2.
Lemma 3. For any g, we have T 5LETS(3; g) ≥ 5.
For the case of g ≤ 10, the lower bound of Lemma 3 is tight. Let G be a cycle of length
five. Consider the Tanner graph G˜
1
2 , and for each variable node v in G˜
1
2 , add a check node cv
and connect v to cv. The resultant graph is a LETS with b = 5 in variable-regular graphs with
dv = 3 and g ≤ 10.
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To complement the above result, we use the result of Part (iii) of Theorem 2, and derive an
upper bound on T 5LETS(3; g) for any g ≥ 12. We also use Part (i)(c) of Theorem 2 to derive an
upper bound on T 5LETS(5; g), for any g ≥ 6.
Table VII shows the comparison between the results of Lemma 3 and Theorem 2, on the
one hand, and the existing exact values and lower bounds on T 5LETS(dv; g), on the other hand.
Similar conclusions as in those related to previous tables can be drawn here.
TABLE VII
COMPARISON OF THE BOUNDS OF LEMMA 3 AND THEOREM 2 WITH THE EXISTING RESULTS FOR T 5LETS(dv; g)
T 5LETS(3; g) g =6 g =8 g =10 g =12 g =14 g =16
Lower bound of Lemma 3 5 5 5 5 5 5
Known exact value [9] 5 5 5 – – –
Upper bound of Theorem 2 – – – 13 23 29
T 5LETS(5; g)
Lower bound of Theorem 1 5 5 13 17 33 65
Known exact value [9] 5 9 – – – –
Upper bound of Theorem 2 5 9 29 41 151 169
Remark 2. Many of the upper bounds derived in this subsection match the exact values obtained
in [9], [10]. Based on the results of [7], for a large number of such cases, there is only a single
structure in the corresponding class of LETSs. For such cases, our results clearly identify those
unique structures. Examples of such cases include the unique structures of (4, 0), (4, 2) and
(5, 1) LETSs in variable-regular LDPC codes with dv = 3 and g = 6. The same applies to the
unique LETS structures in (6, 0), (7, 1) and (6, 2) classes of codes with dv = 3 and g = 8, as
well as the structures (5, 0) and (5, 2) for codes with dv = 4 and g = 6. Note that in all the
above examples, the class of interest is the one with minimum size a for the given value of b.
These classes are thus among the most dominant in the error floor region.
B. Elementary trapping sets with leafs (ETSLs)
Elementary trapping sets with leafs can be partitioned into two categories: (a) Those with no
cycle, and (b) those that contain at least one cycle. The two categories are labeled as ETSL2
and ETSL1, respectively, in [9]. Trapping sets in ETSL2 have a tree structure, and only exist for
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b ≥ dv. In such cases, the size of ETSL2 structures is fixed and is equal to (b− 2)/(dv − 2) [9].
In the rest of this subsection, therefore, our focus will be on ETSL1s. For simplicity, however,
we refer to ETSL1 structures as ETSL.
We note that in variable-regular Tanner graphs there is no ETSL with b = 0 or b = 1. Also,
for b ≥ 2, ETSLs exist only if dv ≤ b+ 1 [9]. In the following theorem, we find general upper
and lower bounds on the minimum size of ETSLs in terms of the minimum size of LETSs.
Theorem 3. For any g ≥ 6 and any dv ≥ 3, we have (i) T
b+dv−2
ETSL (dv; g) ≤ T
b
LETS(dv; g)+ 1, for
any b ≥ 1, and (ii) T dv−1ETSL(dv; g) ≥ T
1
LETS(dv; g) + 1.
Proof. (i) Let S be a LETS with b ≥ 1 in a variable-regular LDPC code. The induced subgraph
of S, G(S), has at least one degree-1 check node. Call it c. Add a variable node v, dv−1 check
nodes c1, . . . , cdv−1 and the edges cv, c1v, . . . , cdv−1v to the trapping set. The resultant graph is
an ETSL with b+ dv − 2 unsatisfied check nodes.
(ii) Let S be an ETSL with b = dv− 1 in a variable-regular LDPC code with variable degree
dv and grith g. Since the normal graph of G(S) has a leaf, there is a variable node such as v
in S such that the degree of only one of its neighboring check nodes is two. (Since b = dv − 1,
this variable node is unique.) Call that check node c1. Assume that {c1, . . . , cdv} is the set of
check nodes that are adjacent to the variable node v. Remove the nodes v, c2, . . . , cdv and their
incident edges form G(S). The resultant graph is a LETS with b = 1 and girth at least g.
Combining the upper and the lower bounds of Theorem 3 for b = 1, we obtain the following
result. (Note that a variable-regular graph with even dv cannot have a TS with odd value of b.)
Corollary 1. For any g ≥ 6 and any odd dv ≥ 3, we have T
dv−1
ETSL(dv; g) = T
1
LETS(dv; g) + 1.
Remark 3. We note that the general lower bound of (1) for ETSs is also applicable to ETSLs.
Using the result of Corollary 1, however, we can improve the lower bound for ETSLs, i.e., we
can use (1) to obtain a lower bound on T 1LETS(dv; g), and then use Corollary 1 to derive a lower
bound on T dv−1ETSL(dv; g). As an example, the lower bound of (1) for T
2
ETSL(3; 10) is 6. On the
other hand, the lower bound of (1) for T 1LETS(3; 10) is 9. Using Corollary 1, this translates to
the improved lower bound of 10 for T 2ETSL(3; 10). These improved lower bounds for dv = 3, 5,
and different girth values are presented in Table VIII.
Example 2. In Example 1, we demonstrated that there is a unique (11, 1) LETS structure in
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Fig. 4. The unique (12, 2) ETSL structure in Tanner graphs with girth 10 and dv = 3.
Tanner graphs with girth 10 and dv = 3. By the procedure presented in Theorem 3, we find a
unique (12, 2) ETSL structure in Tanner graphs with girth 10 and dv = 3. This ETSL is shown
in Fig. 4.
In the following corollary, using Part (i) of Theorem 3 and the results of Subsection III-A,
we provide upper bounds on the smallest size of ETSLs in terms of cage sizes, for different b
values.
Corollary 2. For any g ≥ 6, we have (i) T 2ETSL(3; g) ≤ n(3;
g
2
)+2, (ii) T 3ETSL(3; g) ≤ n(3;
g
2
)+1,
(iii) T 4ETSL(3; g) ≤ n(3;
g
2
), T 4ETSL(4; g) ≤ n(4;
g
2
) + 1, and T 4ETSL(5; g) ≤ n
′(5, 6; g
2
) + 1.
Moreover, (iv)(a) for any g ≥ 8, we have T 5ETSL(3; g) ≤ n(3;
g
2
) − 1, and for g = 6, we have
T 5ETSL(3; 6) ≤ 5; and (iv)(b) for any g ≥ 6, we have T
5
ETSL(5; g) ≤ n(5;
g
2
) + 1.
We have presented the upper bounds derived in Corollary 2 on T bETSL(dv; g) for different
values of b, dv and g in Table VIII. As can be seen, these bounds in every case where the exact
value of T bETSL(dv; g) is known, are equal to the exact value. Table VIII also shows that there
is a large gap between the derived upper bounds and the existing lower bound of Theorem 1
(wherever this bound is available). This is particularly the case for larger g values. This implies
that the lower bound of Theorem 1 is rather loose.
C. Non-elementary trapping sets (NETSs)
In the following, we first derive general upper bounds on T bNETS(dv; g) for different values of
g ≥ 6, dv ≥ 3 and b ≥ 0. We then improve some of these bounds for specific values of g, dv or
b.
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TABLE VIII
COMPARISON OF THE RESULTS OF THIS WORK WITH EXISTING RESULTS FOR T bETSL(dv; g)
T 2ETSL(3; g) g =6 g =8 g =10 g =12 g =14 g =16
Lower bound of Theorem 1 4 4 6 8 12 16
New Lower bound (Remark 3) 6 6 10 12 20 24
Known exact value [9] 6 8 12 – – –
Upper bound of Corollary 2 6 8 12 16 26 32
T 3ETSL(3; g)
Lower bound of Theorem 1 3 3 5 5 9 9
Known exact value [9] 5 7 11 – – –
Upper bound of Corollary 2 5 7 11 15 25 31
T 4ETSL(3; g)
Known exact value [9] 4 6 10 – – –
Upper bound of Corollary 2 4 6 10 14 24 30
T 4ETSL(4; g)
Lower bound of Theorem 1 3 4 7 10 19 28
Known exact value [9] 6 9 20 – – –
Upper bound of Corollary 2 6 9 20 27 68 81
T 4ETSL(5; g)
Lower bound of Theorem 1 4 6 14 22 54 86
New Lower bound (Remark 3) 8 10 26 38 102 150
Known exact value [9] 8 14 – – – –
Upper bound of Corollary 2 8 – 32 – – –
T 5ETSL(3; g)
Known exact value [9] 5 5 9 – – –
Upper bound of Corollary 2 5 5 9 13 23 29
T 5ETSL(5; g)
Lower bound of Theorem 1 5 5 13 17 33 65
Known exact value [9] 7 11 – – – –
Upper bound of Corollary 2 7 11 31 43 153 171
Theorem 4. (i) For any g ≥ 6 and any dv ≥ 3, we have (a) T
0
NETS(dv; g) ≤ 2n(dv;
g
2
), and (b)
T 0NETS(dv; g) ≤ n(dv;
g+4
2
)− 2.
(ii) For any g ≥ 6, we have T bNETS(dv; g) ≤ n(dv;
g+2
2
) − 1, for any even value of dv ≥ 4
and any even value of 0 ≤ b ≤ dv − 2, or for any odd value of dv ≥ 3 and any odd value of
1 ≤ b ≤ dv − 2.
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(iii) For any g ≥ 6, we have (a) T
2(dv−1)
NETS (dv; g) ≤ n(dv;
g
2
) + 2, for any dv ≥ 3, (b)
T dvNETS(dv; g) ≤ n(dv;
g
2
) + 1, for any dv ≥ 3, (c) T
dv+2
NETS(dv; g) ≤ n(dv;
g
2
) + 1, for any dv ≥ 3,
and (d) T dv−1NETS(dv; g) ≤ n(dv;
g+2
2
), for any odd value dv ≥ 3.
Proof. (i)(a) Let G be a (dv;
g
2
)-graph. Consider the Tanner graph G˜
1
2 . Let v1, v2 be two variable
nodes in G˜
1
2 , and c be a check node such that cv1, cv2 ∈ E(G˜
1
2 ). Consider the union of two
copies of the graph G˜
1
2 . Remove node c and its incident edges from both copies of G˜
1
2 . Add a
check node c′ to the graph and connect it the variable nodes v1, v2 in both copies of G˜
1
2 . The
resultant Tanner graph is a NETS with b = 0 in a variable-regular LDPC code with variable
degree dv and girth at least g.
(i)(b) Let G be a (dv;
g+4
2
)-graph. Consider the Tanner graph G˜
1
2 . Let v1, v2 be two variable
nodes in G˜
1
2 , and c be a check node such that cv1, cv2 ∈ E(G˜
1
2 ). Since the girth of G˜
1
2 is at least
ten, there are 2(dv−1) distinct variable nodes v
′
1, . . . , v
′
dv−1
, v′′1 , . . . , v
′′
dv−1
in G˜
1
2 such that v1 has a
common neighbor c′j with v
′
j , for every 1 ≤ j ≤ dv−1, and v2 has a common neighbor c
′′
j with v
′′
j ,
for every 1 ≤ j ≤ dv − 1. Remove the nodes v1, v2, c, c
′
1, . . . , c
′
dv−1
, c′′1, . . . , c
′′
dv−1
, and their inci-
dent edges from G˜
1
2 . Next, add a check node c1 and the edges v
′
1c1, . . . , v
′
dv−1
c1, v
′′
1c1, . . . , v
′′
dv−1
c1
to the graph. The resultant Tanner graph is a NETS with b = 0 in a variable-regular LDPC code
with variable degree dv and girth at least g.
(ii) Let G be a (dv;
g+2
2
)-graph. Consider the Tanner graph G˜
1
2 . Let v, v1, . . . , vdv be dv + 1
variable nodes in G˜
1
2 , such that v has a common neighbor ci with vi, i = 1, . . . , dv. Let b > 0.
Remove the nodes v, c1, . . . , cdv−b+1, and their incident edges from G˜
1
2 . Then, add a check node
c and the edges v1c, . . . , vdv−b+1c to the graph. The resultant Tanner graph is a NETS in a
variable-regular LDPC code with variable degree dv and girth at least g, in which all check
nodes have degree two, except b−1 of them that have degree-1, and one that has the odd degree
dv − b + 1 ≥ 3. For the case of b = 0 and dv even, remove the nodes v, c1, . . . , cdv , and their
incident edges from G˜
1
2 . Then, add a check node c and the edges v1c, . . . , vdvc to the graph.
The resultant Tanner graph is a NETS in a variable-regular LDPC code with variable degree dv
and girth at least g, in which all check nodes have degree two, except c that has an even degree
dv ≥ 4 (b = 0).
(iii)(a) Let G be a (dv;
g
2
)-graph. Consider the Tanner graph G˜
1
2 , and let c be a check
node in G˜
1
2 . Add two variable nodes v1, v2, check nodes c
′
1, . . . , c
′
dv−1
, c′′1, . . . , c
′′
dv−1
, and edges
v1c
′
1, . . . , v1c
′
dv−1
, v2c
′′
1, . . . , v2c
′′
dv−1
, v1c, v2c to G˜
1
2 . The resultant Tanner graph is a NETS with
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Fig. 5. The (8, 0) NETS structure in variable-regular LDPC codes with dv = 3 and g = 6, constructed from the (3; 3)-cage
shown in Fig. 1(a).
b = 2(dv − 1) in a variable-regular LDPC code with variable degree dv and girth g. (It has a
check node of degree four and 2(dv − 1) degree-1 check nodes. The rest of the check nodes
have degree two.)
(iii)(b) Let G be a (dv;
g
2
)-graph. Consider the Tanner graph G˜
1
2 , and let c be a check node
in G˜
1
2 . Add a variable node v, check nodes c1, . . . , cdv−1 and the edges vc1, . . . , vcdv−1, vc to
G˜
1
2 . The resultant Tanner graph is a NETS with b = dv in a variable-regular LDPC code with
variable degree dv and girth g.
(iii)(c) Let G be a (dv;
g
2
)-graph. Consider the Tanner graph G˜
1
2 . Let v, v1, . . . , vdv be dv +1
variable nodes in G˜
1
2 , such that for each 1 ≤ i ≤ dv, v has a common neighbor ci with vi.
Remove the node v and its incident edges from G˜
1
2 . Add variable nodes v′, v′′, check nodes
c′1, . . . , c
′
dv−1
, c′′1, and edges v
′c′1, . . . , v
′c′dv−1, v
′c1, v
′′c1, v
′′c′′1, v
′′c2, . . . , v
′′cdv−1 to the graph. The
resultant Tanner graph is a NETS with b = dv+2 in a variable-regular LDPC code with variable
degree dv and girth at least g. (Note that c
′
1, . . . , c
′
dv−1
, c′′1, cdv , all have degree one, c1 has degree
three, and the rest of the check nodes have degree two.)
(iii)(d) Let G be a (dv;
g+2
2
)-graph. Consider the Tanner graph G˜
1
2 . Let v, v1, . . . , vdv be dv+1
variable nodes in G˜
1
2 , such that v has a common neighbor ci with each node vi, i = 1, . . . , dv.
Remove nodes v, c1, . . . , cdv and their incident edges from G˜
1
2 . Then, add a variable node v′,
check nodes c′1, . . . , c
′
dv
and the edges v1c
′
1, . . . , vdvc
′
1, v
′c′1, . . . , v
′c′dv to the graph. The resultant
Tanner graph is a NETS with b = dv − 1 in a variable-regular LDPC code with variable degree
dv and girth at least g. (Note that d(c
′
1) = dv + 1, which is even.)
1) Upper bounds on T 0NETS(dv; g): Fig. 5 shows the construction used in Part (i)(a) of
Theorem 4 to derive the upper bound. The (8, 0) NETS in variable-regular LDPC codes with
dv = 3 and g = 6 is constructed starting from the (3; 3)-cage shown in Fig. 1(a).
23
TABLE IX
COMPARISON OF THE UPPER BOUNDS DERIVED HERE WITH THE LOWER BOUND OF (2) ON T 0NETS(dv; g)
T 0NETS(3; g) g =6 g =8 g =10 g =12 g =14 g =16
Lower bound of (2) 8 12 18 28 40 60
Derived upper bounds 8 12 18 28 40 60
T 0NETS(4; g)
Lower bound of (2) 7 16 25 52 79 160
Derived upper bounds 7 16 25 52 79 160
T 0NETS(5; g)
Lower bound of (2) 8 20 36 84 148 340
Derived upper bounds 12 20 60 84 304 340
T 0NETS(6; g)
Lower bound of (2) 9 24 49 124 249 624
Derived upper bounds 11 24 61 124 311 624
The upper bound derived in Part (i)(a) of Theorem 4 appears to be tight for the cases where
g/2 is an even number. In Table IX, all the values for the cases where g/2 is even is derived
based on this result. As can be seen, in all cases, these upper bounds match the lower bound
of (2). For the cases where g
2
is an odd number, the upper bounds of Parts (i)(b) and (ii) (for
b = 0 and dv even) of Theorem 4 appear to be sometimes tighter than the upper bound of Part
(i)(a) of Theorem 4. For the case of dv = 3, the following bound, whose proof is given in the
appendix, is, in some cases, tighter than the bound derived in Part (i)(b) of Theorem 4.
Fact 2. Let G be a (3, 4; g+2
2
)-graph with t ≥ 1 nodes of degree-4. Then, T 0NETS(3; g) ≤
|V (G)|+ t− 2.
Since n′(3, 4; 5) = 13, using Fact 2, we obtain the upper bound of T 0NETS(3; 8) ≤ 12, which
is the same as the upper bound obtained from Part (i)(a) of Theorem 4. For T 0NETS(3; 10),
however, knowing that there is a (3, 4; 6)-graph with 18 nodes, two of which have degree 4 [16],
we have T 0NETS(3; 10) ≤ 18, which is tighter than the upper bound of 20 from Part (i)(a) of
Theorem 4. Also, there is a (3, 4; 8)-graph with 39 nodes, three of which have degree 4 [23].
This, based on Fact 2, results in T 0NETS(3; 14) ≤ 40.
In Table IX, we compare the upper bounds derived here for T 0NETS(3; g) with the lower bounds
of (2). As can be seen, all the derived upper bounds match the lower bounds and are thus tight.
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(Note that for T 0NETS(3; 14), by Theorem 1, we obtain the lower bound of 39, but since there is
no Tanner graph with 39 variable nodes such that the degree of each variable node is 3 and the
degree of each check node is even, the bound can be improved to 40.)
For the case of dv = 4, the tightest bound (for odd values of g/2) is the one derived in Part
(ii) of Theorem 4. In Table IX, we have listed this upper bounds (for odd values of g/2) along
with the lower bounds of (2). As can be seen, they all match.
In the case of T 0NETS(5; g), the upper bounds listed in Table IX are obtained by Part (i)(a)
of Theorem 4. As can be seen, while for g = 8, 12, 16, the bounds are tight and meet the lower
bounds, for the cases where g/2 is an odd number, there is a large gap between the two bounds.
For dv = 6, the tightest bound (for odd values of g/2) is the one derived in Part (ii) of
Theorem 4. This upper bound is listed for T 0NETS(6; g) in Table IX (for odd values of g/2).
2) Upper bounds on T 1NETS(dv; g): In Table X, we have listed the upper bounds derived
in Part (ii) of Theorem 4 for b = 1 and dv = 3, 5, in comparison with the lower bounds of
Theorem 1. Table X shows that while the two match for T 1NETS(3; g) and some g values, there
is a gap between the two bounds for T 1NETS(5; g).
TABLE X
COMPARISON OF THE UPPER BOUNDS OF THEOREM 4 WITH THE LOWER BOUNDS OF THEOREM 1 ON T 1NETS(dv; g)
T 1NETS(3; g) g =6 g =8 g =10 g =12 g =14 g =16
Lower bound of Theorem 1 5 9 13 21 29 45
Upper bound of Theorem 4 5 9 13 23 29 57
T 1NETS(5; g)
Lower bound of Theorem 1 7 15 31 63 127 255
Upper bound of Theorem 4 9 29 41 151 169 –
3) Upper bounds on T 2NETS(dv; g): To derive the upper bounds for dv = 3, 4, and 6, we use
Parts (iii)(d), (ii), and (ii) of Theorem 4, respectively. For dv = 5, we use the follwing result
whose proof is given in the appendix.
Fact 3. For any g ≥ 6, we have T 2NETS(5; g) ≤ 2n(5;
g
2
).
In Table XI, we compare the upper bounds derived here on T 2NETS(3; g) with the corresponding
lower bound of Theorem 1. For the other values of dv, the gap between the two bounds is rather
large, and thus the bounds are not listed in the table.
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TABLE XI
COMPARISON OF THE UPPER BOUND OF THEOREM 4 AND THE LOWER BOUND OF THEOREM 1 FOR T 2NETS(3; g)
T 2NETS(3; g) g =6 g =8 g =10 g =12 g =14 g =16
Lower bound of Theorem 1 6 8 12 18 26 38
Upper bound of Theorem 4 6 10 14 24 30 58
4) Upper bounds on T 3NETS(dv; g): To derive the bounds for dv = 3 and dv = 5, we use Parts
(iii)(b) and (ii) of Theorem 4, respectively. Table XII shows these upper bounds in comparison
with the lower bounds of Theorem 1. While the derived bounds match the lower bounds for
T 3NETS(3; g) and all g values, except g = 14, there is a gap between the upper and lower bounds
for T 3NETS(5; g).
TABLE XII
COMPARISON OF THE UPPER BOUNDS OF THEOREM 4 AND THE LOWER BOUND OF THEOREM 1 FOR T 3NETS(dv; g)
T 3NETS(3; g) g =6 g =8 g =10 g =12 g =14 g =16
Lower bound of Theorem 1 5 7 11 15 23 31
Upper bound of Theorem 4 5 7 11 15 25 31
T 3NETS(5; g)
Lower bound of Theorem 1 7 13 29 53 117 213
Upper bound of Theorem 4 9 29 41 151 169 –
5) Upper bounds on T 4NETS(dv; g): To derive the bounds for dv = 3, 4, 5, and 6, we use Parts
(iii)(a), (iii)(b), (iii)(d), and (ii) of Theorem 4. In Table XIII, we compare these upper bounds
with the lower bounds of Theorem 1 for T 4NETS(dv; g), where dv = 3, 4. For larger values of
dv, the difference between the two bounds is large and thus the bounds are not presented in the
table.
6) Upper bounds on T 5NETS(dv; g): To derive the bounds for dv = 3 and 5, we use Parts
(iii)(c) and (iii)(b) of Theorem 4, respectively. These upper bounds are compared with the
existing lower bound of Theorem 1 in Table XIV.
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TABLE XIII
COMPARISON OF THE UPPER BOUNDS OF THEOREM 4 AND THE LOWER BOUNDS OF THEOREM 1 FOR T 4NETS(dv; g)
T 4NETS(3; g) g =6 g =8 g =10 g =12 g =14 g =16
Lower bound of Theorem 1 4 6 8 12 16 24
Upper bound of Theorem 4 6 8 12 16 26 32
T 4NETS(4; g)
Lower bound of Theorem 1 5 9 15 27 45 81
Upper bound of Theorem 4 6 9 20 27 68 81
TABLE XIV
COMPARISON OF THE UPPER BOUNDS OF THEOREM 4 AND THE LOWER BOUNDS OF THEOREM 1 FOR T 5NETS(dv; g)
T 5NETS(3; g) g =6 g =8 g =10 g =12 g =14 g =16
Lower bound of Theorem 1 5 5 7 9 13 17
Upper bound of Theorem 4 5 7 11 15 25 31
T 5NETS(5; g)
Lower bound of Theorem 1 7 11 23 43 91 171
Upper bound of Theorem 4 7 11 31 43 153 171
IV. CONCLUSION
In this paper, we established relationships between “cages” in graph theory, and “trapping
sets” and “codewords” in coding theory. Based on these relationships, we used the extensive
knowledge of cages in graph theory and devised tight upper bounds on the size a of the smallest
(a, b) LETSs, ETSLs, and NETSs, for different values of b. This was performed for variable-
regular Tanner graphs with different variable degrees dv and girths g. Of particular interest was the
results on LETSs and NETSs for b = 0, that correspond to upper bounds on the minimum weight
of non-zero elementary and non-elementary codewords, respectively. For elementary codewords,
the derived bounds were proved to be always tight, i.e., they are equal to the exact minimum
weight of non-zero elementary codewords. For non-elementary codewords, the derived upper
bounds were tight for many values of dv and g, as they were shown to be equal to an existing
lower bound.
Finally, the connections between cages and trapping sets are helpful not only in the derivation
of upper bounds on the size of smallest trapping sets, but also in learning about the non-
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isomorphic structures of such trapping sets. Since trapping set structures of minimum size are
often the most harmful ones, the results presented here may be used to analyze the error floor
of LDPC codes or to design codes with low error floors.
V. APPENDIX
Proof of Fact 1: Let G be a (5, 6; g
2
)-good-graph.4 Consider the Tanner graph G˜
1
2 . Let v be
the variable node of degree six and c be a check node in G˜
1
2 such that vc ∈ E(G˜
1
2 ). Remove
the edge vc from G˜
1
2 . The resultant Tanner graph is a LETS with one unsatisfied check node in
a variable-regular LDPC code with dv = 5 and girth at least g. 
Proof of Fact 2: Let G be a (3, 4; g+2
2
)-graph. Assume that G has t ≥ 1 nodes of degree-4.
For each degree-4 node (except one of them, say w), perform the following procedure: Let v
be the node of degree 4 and u1, u2, u3, u4 be its neighbors. Remove the node v and its incident
edges from G, and then add two nodes v1, v2 and the edges v1v2, v1u1, v1u2, v2u3, v2u4 to the
graph. By having done this procedure for all degree-4 nodes except w, we obtain a graph such
that the degree of each node except w is three and the girth is at least g+2
2
. Call this graph H .
Consider the Tanner graph H˜
1
2 . Assume that {c1, c2, c3, c4} is the set of neighbors of w and
for each i, 1 ≤ i ≤ 4, there is variable node wi, such that wici ∈ E(H˜
1
2 ). Remove the nodes
w, c1, c2, c3, c4 and their incident edges form the graph. Next, add a check node c
′ and the edges
c′w1, c
′w2, c
′w3, c
′w4 to the graph. The resultant graph is a NETS structure with b = 0 in a
variable-regular LDPC code with dv = 3 and girth at least g. 
Proof of Fact 3: Let G be a (5; g
2
)-graph. Consider the Tanner graph G˜
1
2 . Let v1, v2 be two
variable nodes in G˜
1
2 , and c be a check node such that cv1, cv2 ∈ E(G˜
1
2 ). Consider the union
of two copies of the graph G˜
1
2 . Remove the node c and its incident edges from both copies
of G˜
1
2 . Then, add a check node c′ and connect it to variable nodes v1, v2 in the first copy and
4It can be shown that for any given value of g ≥ 6, a (5, 6; g
2
)-good-graph exists. More generally, in the following, we show
that for any integer r ≥ 2, there always exists a (2r − 1, 2r; g/2)-good-graph, for any value of g ≥ 6. To see this, let G be a
(2r− 1; g/2)-cage, and e = xy be an arbitrary edge in G. Remove e from G and call the resulted graph G′. Consider a simple
cycle C of length g/2 with the set of nodes v1, v2, . . . , vg/2. For each value of i in the range 2 ≤ i ≤ g/2, add a node ui to
C, and connect it to the node vi. For each i, 2 ≤ i ≤ g/2, make r − 2 copies of G
′. Then, connect the node vi to both x and
y in all copies of G′. Next, for each i, 2 ≤ i ≤ g/2, make r − 1 copies of G′, and connect the node ui to both x and y in
all copies of G′. Finally, make r − 1 copies of G′ and connect the node v1, to both x and y in all copies of G
′. It is easy to
see that in the resultant graph all nodes have degree 2r− 1, except for the node v1 that has degree 2r, and that the girth of the
graph is g/2.
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the second copy of G˜
1
2 . In the resultant graph, let z be a degree-2 check node with the set of
neighbors {u1, u2}. Remove z and its incident edges from the graph. Add two check nodes z
′, z′′
and the edges u1z
′, u2z
′′ to the graph. The resultant Tanner graph is a NETS with b = 2 in a
variable-regular LDPC code with dv = 5 and girth at least g. 
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