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Abstract
A construction of a pseudo-differential operator on non-archimedean local fields invariant
under a finite group action is given together with the solution of the corresponding Cauchy
problem. This construction is applied to parts of the Gerritzen-Herrlich Teichmu¨ller space in
order to obtain a self-adjoint operator whose spectrum can decide about certain properties
of the reduction graph of the corresponding Mumford curves.
1 Introduction
Pseudo-differential operators on local fields, in particular the field Qp of p-adic numbers, have
exensively been studied in the literature. The most prominent one being the Vladimirov op-
erator [14] which is given by a conjugation with the Fourier transform of a power of the non-
archimedean absolute value. More general Pseudo-differential operators are treated in [16]. For
an extension of this theory to other non-archimedean local fields, cf. [9]. The aim is often to
define a diffusion process with the help of such a pseudo-differential operator. This is possible,
if the corresponding heat kernel has the property of a Markov semi-group, including positivity.
Already [13] considered such heat kernels over arbitrary non-archimedean local fields.
A desideratum is an exension of the theory of pseudo-differential operators to p-adic man-
ifolds in such a way that one can read off properties of the manifold from the spectrum of the
operator, just like in the case of the Laplace operator on graphs or real manifolds. An example
in p-adic mathematical physics is the Laplace operator of the Bruhat-Tits tree of Qp which was
used to describe p-adic string amplitudes [15].
Mumford curves can be viewed as a p-adic analogon of Riemann surfaces in that they
are special p-adic algebraic curves which allow a finite covering by holed disks. They have
a uniformisation theory, and their topological fundamental group is the free group Fg in g
generators, where g is the genus of the curve. This is a so-called Schottky uniformisation.
There is also an adapted version of Teichmu¨ller theory for Mumford curves in which the
role of the mapping class group is played by the outer automorphism group of the free group
Fg. The fixed points and multipliers of g generators of the corresponding Schottky group were
found by Gerritzen to yield 3g − 3 coordinates for this non-archimedean Teichmu¨ller space.
In this article, we are able to construct pseudo-differential operators on a local field which
are invariant under the action of a given finite group. The corresponding Cauchy problems
are formulated and solved by the help of suitable heat kernels. This construction is applied to
the part of the Gerritzen-Herrlich Teichmu¨ller space which uniformises the locus in the moduli
space of Mumford curves having a fixed reduction type.
The main result concerning Mumford curves is first the construction of a self-adjoint pseudo-
differential operator HG parametrised by a real number λ on the part F(G) of a certain funda-
mental domain of the Gerritzen-Herrlich Teichmu¨ller space which represents Schottky groups
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leading to Mumford curves with stable reduction graph G. This part F(G) depends on a span-
ning tree T of G, and the operator HG is invariant under the action of the automorphism group
of G. Secondly, the spectrum of HG satisfies
SpecHG ⊂ p
Z − λ
if and only if G does not contain a mouth-shaped subgraph having a corner which is a tip of T ,
such that at most two edges of G outside of T are attached to it.
This result shows that it is possible to identify types of reduction graphs of Mumford curves
by the spectrum of pseudo-differential operators. A future task should be the construction of
pseudo-differential operators and stochastic processes on general p-adic manifolds.
The following section is a brief introduction to Mumford curves as well as moduli and Teich-
mu¨ller spaces for these curves. Section 3 is devoted to the construction of the invariant pseudo-
differential operator and its heat kernel in a general setting. In Section 4, this construction is
applied to the Teichmu¨ller space parametrising Schottky groups responsible for a fixed reduction
graph, and thus a proof of the the main theorem is obtained.
2 Mumford curves and their moduli spaces
2.1 Mumford curves
Let K be a non-archimedean local field. The reader may think of K as a finite extension of the
p-adic number field Qp. Properties of these can be found in [5].
A Mumford curve is a projective algebraic curve X defined over K such that
X = Ω/Γ
where Γ ⊂ PGL2(K) is a finitely generated free subgroup acting on the (non-empty) complement
Ω ⊂ P1(K) of its limit points. Such a group is called a Schottky group. It is a fact that the
number g of generators of Γ coincides with the genus of the curve X [4].
A large part of the lecture notes [4] is devoted to proving the following result by Mumford
[10] with analytic methods:
Theorem 2.1 (Mumford). There is a one-to-one correspondence between
1. conjugacy classes of Schottky groups in PGL2(K)
2. isomorphism classes of Mumford curves over K
If the local field K is large enough, then a Mumford curve has split degenerate reduction,
i.e. the reduction consists of genus zero curves and has only nodes as singularities. The corre-
sponding reduction graph is then a finite graph whose first Betti number is g. The lecture notes
[4] contain more information on the reduction of algebraic curves over non-archimedean fields.
What is relevant for us is the fact that Γ acts on an infinite subtree T of the Bruhat-Tits tree
TK associated with the local field K, and that
G = T˜ /Γ
is a stable finite graph, i.e. a connected graph in which each node is the boundary of at least
three edges (a loop-edge counts as two edges in this consideration). The first Betti number of
G equals g. An introduction to the Bruhat-Tits tree TK can be found in [12].
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Figure 1: The three possible stable reduction graphs for Mumford curves of genus g = 2.
The possible stable reduction graphs for the case of Mumford curves of genus g = 2 are
depicted in Figure 1. Notice that the graph (b) can be obtained from either (a) or (c) by
contracting an edge. In general, the number of stable reduction graphs is known to be finite.
This follows e.g. from the dimension
3g − 3− δ
of the locus of stable curves with δ nodes in the moduli space of stable curves [6, Ch. 2.C].
This bounds the number of nodes. As a node corresponds to an edge in the reduction graph, it
follows that the number of edges in a stable graph is bounded. Hence, the number of possible
stable reduction graphs is finite.
2.2 Moduli spaces of Mumford curves
The moduli space Mg of non-singular projective algebraic curves of genus g ≥ 2 is a well-
studied mathematical object. Its points correspond to isomorphism classes of genus g curves.
Let Mg(K) be the space of K-rational points in Mg. These correspond to curves defined over
K. The locus Mg(K) of Mumford curves in Mg(K) is well-known to be an open subspace, and
an object of independent interest. In p-adic mathematical physiscs, Mg was used in the context
of string theory [2].
The space Mg is the disjoint union of finitely many parts Mg(G) with fixed stable reduction
graph G. For example, in the case of genus g = 2, there are three such parts, each belonging to
a graph depicted in Figure 1.
In order to ensure that each part Mg(G) is non-empty, the non-archimedean field K must
be sufficiently large. The reason is that the tree T˜ in the universal covering
T˜ → G = T˜ /Γ (1)
needs to be embedded into the Bruhat-Tits tree TK in order to obtain a universal covering
Ω→ X = Ω/Γ
with X a Mumford curve having stable reduction graph G. The map (1) is obtained with the
help of a spanning tree T of G as a fundamental domain for the action of the free group Γ.
Now, if K is not large enough, then T can have more branching than the TK : we remind that
the number of edges attached to a vertex in TK is
q + 1 = pf + 1
where f is the ramification index of the field extension K/Qp [12]. In that case, T cannot be
embedded into TK , and so the space Mg(G) is empty.
We will restrict to unramified extensions of Qp, i.e. to field extensions K/Qp whose degree
equals the ramification index f . In this case, the prime p is also a uniformiser for K [11, Ch.
II]. This means that every element x ∈ K is of the form
x =
∞∑
ν=−m
xνp
ν
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with xν ∈ R for some choice of p-adic digits in DK , where
DK = {z ∈ K : |z|K ≤ 1}
is the unit disk.
2.3 Teichmu¨ller spaces for Mumford curves
The Gerritzen-Herrlich Teichmu¨ller space is defined as
Tg(K) =
{
Fg
repr.
−→ PGL2(K) : faithful discrete
}
/PGL2(K)
where g ≥ 2, and repr. stands for “representation”. The image of a representation in Tg(K) is
a Schottky group. Hence, it consists of hyperbolic Mo¨bius transformations.
It is known that Tg(K) ⊂ K
3g−3 is an open analytic polyhedron [3]. Herrlich considered
spaces of projective-linear representations of more general groups [7].
There is an action of the outer automorphism group Out(Fg) of the free group Fg in g
generators on Tg(K) given by bi-analytic maps. The quotient space
Mg(K) = Tg(K)/Out(Fg)
is the moduli space of Mumford curves of genus g [3].
Theorem 2.2 (Gerritzen). There is a fundamental domain F ⊂ D3g−3K which is the disjoint
union of pieces F(G) with stable reduction graph G such that
Mg =
⋃
G
F(G)/Aut(G)
Proof. Cf. [3, Satz 1].
For the proof of Theorem 2.2, Gerritzen constructs F from a spanning tree T of G. Each
of the g edges in G outside T are part of a basis of the fundamental group of G (lasso loops)
which corresponds to g generators of a Schottky group inside PGL2(K). The fixed points and
multipliers of these generators are the coordinates of the embedding F(G) into D3g−3K after
bringing them into the form
x = (0, 1, t1;∞, y2, t2;x3, y3, t3, . . . , xg, yg, tg)
with
0 < |ti|K < 1, y2, xi, yg ∈ DK , i = 3, . . . , g
with the help of a suitable Mo¨bius transformation.
We will also write
D˙−K = {x ∈ K : 0 < |x|K < 1}
for the maximal punctured disk of radius less than 1.
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3 A general setting
Let X ⊂ DNK be an open compact set, and G a finite group acting on X via bi-analytic maps.
We will extend σ ∈ G to all of KN in three steps.
The norm on KN will be denoted as
‖x‖K = max {|x1|K , . . . , |xN |K}
where x = (x1, . . . , xN ) ∈ K
N .
In the case of the Gerritzen-Herrlich Teichmu¨ller space, we have
N = 3g − 3
Also, in this case, first extend σ ∈ AutG to ∂F(G) in the natural way. Then we can set
X = clKN F(G)
G = Aut(G)
After this, extend σ ∈ G to KN \ clKN F(G) in the three steps to follow.
1. Let σ = id on DNK \X.
2. Let ρ >> 0. Define
Bρ(0) =
{
x ∈ KN : ‖x‖K ≤ p
ρ
}
and let
sρ : Bρ(0)→ D
N
K , x 7→ p
ρx
be a rescaling operator. Then let on Bρ(0) \D
N
K
σ : x 7→ s−1ρ σsρ(x)
be the extension.
3. Let σ = id on KN \Bρ(0).
Notice that we have used the symbol σ for the original map on X as well as for its extension
to KN . This should not be a cause for confusion, as in the following we will use only the
extension.
3.1 Twisted heat kernel
Let G be a finite group acting on KN (e.g. whose action is obtained as in the previous section)
and let σ ∈ G.
Definition 3.1. A function f : KN → R is called σ-radial, if
‖σx‖K = ‖σy‖K ⇒ f(x) = f(y)
Observe that an id-radial function is the same as a radial function.
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Definition 3.2. Let f : KN → R be σ-radial. f is called σ-increasing, if
‖σx‖K ≤ ‖σy‖K ⇒ f(x) ≤ f(y)
Observe that an id-increasing function is the same as an increasing (or non-decreasing)
function.
Let f : KN → R, and σ ∈ G. Then we can define a new function
fσ : K
N → R, x 7→ f(σx)
Lemma 3.3. The following holds true:
1. If f is radial, then fσ is σ-radial.
2. If f is also increasing, then fσ is σ-increasing.
Proof. This is immediate.
Now, let f : KN → R be a function satisfying the following conditions:
1. f is radial
2. f(x) = λ for x ∈ DNK
3. f is increasing
4. There are A1, A2, γ1, γ2 > 0 s.t.
A1 ‖x‖
γ1
K ≤ f(x) ≤ A2 ‖x‖
γ2
K (‖x‖K >> 1)
We will write dx for the Haar measure on KN which is normalised such that the measure
of the unit ball is 1. The function χ : K → C× will denote the standard additive character on
KN . And S(KN ) means the space of test functions. These consist of complex-valued functions
on KN which are locally constant with compact support.
Let
F : S(KN )→ S(KN ), f 7→ Ff
with
f(y) =
∫
KN
χ(y · x)f(x) dx (y ∈ KN )
be the Fourier transform. We will sometimes write
Fx→y
instead of F in order to make clear the variables on both sides of the transformation map.
Definition 3.4. Let σ ∈ G. The expression
Zσ(x, t) = F
−1e−t(fσ(·)−λ)(x)
with x ∈ KN is a twisted heat kernel.
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We are interested in the following properties of a function
Z : KN ×R≥0 → C
Namely,
1. supp(Z(·, t)) ⊂ DNK for t > 0
2. Z(x, t) ∈ C(KN ,R) ∩ L1(K
N ) ∩ L2(K
N ) for t > 0.
3.
∫
KN
Z(x, t) dx = 1 for t > 0
4. lim
t→0+
Z(x, t) ∗ ψ(x) = ψ(x), ψ ∈ S(KN )
5. Z(x, t+ t′) = Zσ(x, t) ∗ Zσ(x, t
′) for t, t′ > 0
Remark 3.5. If one also adds the following property:
6. Z(x, t) ≥ 0 for t > 0
then one can associate to Z a sochastic process. However, as in this article we are not interested
in stochastic processes, but more in characterising parts of the moduli space via the spectrum
of an associated self-adjoint operator, we will not require the last property, i.e. positivity of the
kernel Z.
Lemma 3.6. Let σ ∈ G. Then Zσ(x, t) has the properties 1. to 5. If σ = id, then also property
6. holds true.
Proof. We follow the outline of the proof in [1], where the properties were proven for Zid(x, t)
in the case of K = Qp.
1. We have
Zσ(x, t) =
∫
‖ξ‖
K
≤1
χ(−x · ξ) dξ + eλt
∫
‖ξ‖
K
>1
χ(−x · ξ)e−tfσ(ξ) dξ
The first integral is the Fourier transform of the indicator function of the unit ball, which again
is the same indicator function. For the second integral, note that if ‖x‖K > 1, then∫
‖ξ‖
K
=pν
χ(−x · ξ) dξ = 0
for ν > 0. Hence,
Zσ(x, t) = 0
for ‖x‖K > 1.
2. As for ρ ≥ 1 and fixed t > 0, we have
e−tfσ ∈ Lρ(K
N )
(the proof of [1, Lemma 3.2] carries over), this assertion follows immediately.
3. This follows from 2. by the inversion formula for the Fourier transform.
4. From 3. it follows that∫
KN
Zσ(x− ξ)φ(ξ) dξ − φ(ξ) =
∫
KN
Zσ(x− ξ)(φ(ξ) − φ(x)) dξ
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The proof of [1, Lemma 3.6 (iii)] now carries over to this case.
5. By 2. this property is equivalent to
FZσ(x, t) · FZσ(x, t
′) = FZσ(x, t+ t
′)
As
FZσ(·, τ) = e
−τ(fσ−λ)
the property follows.
6. If σ = id, then Zσ coincides with Z from [1] for K = Qp. The proof of property 6. carries
over to the case of our more general K.
We now define the following linear operators:
Jσψ(x) = F
−1
ξ→x(fσ(ξ)Fy→ξψ(y))
Hσψ = Jσψ − λψ
Lemma 3.7. It holds true that
1. Jσ : S(K
N )→ S(KN ) is a homeomorphism.
2. Hσ : S(K
N )→ S(KN ) is continuous and self-adjoint.
Proof. 1. The linear operator Jσ is a composition of homeomorphisms S(K
N ) → S(KN ).
Hence, it also is a homeomorphism.
2. Continuity. This is an immediate consequence of 1.
Self-adjointness. Hσ is obtained by conjugating a real-valued function with the Fourier
transform. This shows that it is self-adjoint.
Remark 3.8. Observe that Jid and Hid are the operators J and H from [1].
Theorem 3.9. Let σ ∈ G. Then the Cauchy problem
∂uσ(x, t)
∂t
+Hσuσ(x, t) = 0
uσ(x, 0) = ψ(x) ∈ S(K
N ), x ∈ KN , t > 0
is solved by
uσ(x, t) = Zσ(x, t) ∗ ψ(x)
This function is continuously differentiable in time for t ≥ 0 (pointwise).
Proof. As in [1, Claim 3.13 (i)], one proves first that
∂
∂t
e−t(fσ−λ) = −(fσ − λ)e
−t(fσ−λ)
and for t, t0 ∈ [0, T ] that∣∣∣∣∣
e−t(fσ−λ) − e−t0(fσ−λ)
t− t0
+ (fσ − λ)e
−t0(fσ−λ)
∣∣∣∣∣ ≤ C(t) ‖·‖γ2K,σ (2)
The Dominated Convergence Theorem then shows that uσ is continuously differentiable in t ≥ 0.
The Parseval-Steklov Theorem now shows that uσ solves the Cauchy problem.
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3.2 Invariant heat kernel
In the previous section, we defined twisted heat kernels Zσ(x, t) for each σ ∈ G, where G is a
group acting on KN . Now we put these together to define a heat kernel for all of G.
Definition 3.10.
ZG(x, t) =
1
|G|
⋆σ∈GZσ(x, t)
is the invariant heat kernel for the action of G on X.
Let
HG =
1
|G|
∑
σ∈G
Hσ
Lemma 3.11. The invariant heat kernel ZG satisfies the properties 1. to 5. If G is the trivial
group, then also property 6. holds true.
Proof. 1. This follows from the fact that the convolution of functions supported inside the unit
ball is also supported inside the unit ball.
2. This holds true, as ZG is the convolution of functions with that property.
3. This follows in the same way as for Zσ with σ ∈ G (cf. Lemma 3.6).
4. This follows by successive application of property 4. for each individual Zσ.
5. This follows by the same method as used for property 4.
6. If G is trivial, then ZZ coincides with Z from [1], if K = Qp. The proof of property 6. carries
over to our more general field K.
Theorem 3.12. The Cauchy problem
∂u(x, t)
∂t
+HGu(x, t) = 0
u(x, 0) = ψ(x) ∈ S(KN ), x ∈ KN , t > 0
is solved by
u(x, t) = ZG(x, t) ∗ ψ(x)
This function is continuously differentiable in time for t ≥ 0 (pointwise).
Proof. The proof is analogous to Theorem 3.9, the case of the individual Hσ with σ ∈ G. Notice
that now there is a product of exponential functions whose time derivative is a factor times that
product. The inequality corresponding to (2) is
∣∣∣∣∣∣∣∣∣
exp
(
−t
(∑
σ∈G
fσ − λ
))
− exp
(
−t0
(∑
σ∈G
fσ − λ
))
t− t0
∣∣∣∣∣∣∣∣∣
≤ C(t)
∑
σ∈G
‖·‖γ2K,σ (3)
So, again the Dominated Convergence Theorem yields the continously differentiability of u, and
the Parseval-Steklov Theorem yields that u is a solution of the Cauchy problem.
Lemma 3.13. The Hσ with σ ∈ G commute, i.e.
HσHτ = HτHσ
for σ, τ ∈ G.
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Proof. It holds true that
HσHτ =
(
F−1fσF − λ id
) (
F−1fτF − λ id
)
= F−1fσfτF − λF
−1 (fσ + fτ ) + λ
2 id
= F−1fτfσF − λF
−1 (fτ + fσ) + λ
2 id
= HτHσ
This proves the assertion.
Corollary 3.14. The Hσ with σ ∈ G are simultaneously diagonalisable. Each eigenvalue of HG
is the average of the eigenvalues corresponding to a fixed eigenfunction of Hσ, where σ varies
over G.
Proof. This is an immediate consequence of Lemma 3.13.
Let γ ≤ 0 be an integer, and let k ∈ RN with R a system of π-adic digits. Further, let
b ∈ (K/OK)
N .
Proposition 3.15. Let σ ∈ G. Then:
1. There is a complete orthonormal basis ωγbk of L
2
0(O
N
K) consisting of eigenfunctions of Jσ.
2. For fixed integer γ ≤ 0 there are only finitely many eigenfunctions ωγbk satisfying
Jσ ωγbk = λγσbk ωγbk
where
λγσbk = f˜(p
1−γσ), γσ ∈ Z
where
γid = γ
and f˜ is the function on pZ induced by the radial function f .
Proof. The proofs of Lemma 12.3, Remark 12.4 in [8] carry over to this situation. Notice that
fσ(p
γ(−p−1k + η) = f˜σ
(∥∥pγ(p−1k + η)∥∥
K
)
= f˜
(∥∥σ (pγ(p−1k + η))∥∥
K
)
= f˜(p1−γσ)
where f˜σ is the function on p
Z induced by fσ, η ∈ O
N
K , and k ∈ R
N , where R is a system of
p-adic digits for K.
4 Generalised diffusion on Mg(G)
Let G be a stable graph of genus g ≥ 2. A geometric basis W = {w1, . . . , wg} of the free group
Fg corresponds to a set of lasso loops starting in a fixed vertex P of G. An element σ ∈ G
maps this to another geometric basis which corresponds to a set of lasso loops also starting in
the vertex P . Define
w−i = w
−1
i
for wi ∈W .
Theorem 4.1 (Gerritzen). It holds true that
σ(wi) = wt1 · · ·wtswj1 · · ·wjrw
−1
ts
· · ·w−1t1
with ti, jk ∈ {±1, . . . ,±g} of pairwise distinct (Archimedean) absolute value.
Proof. Cf. the proof of [3, Satz 4].
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4.1 Generalised diffusion on the parts of M2
The moduli space M2 consists of three parts: M2(Ga), M2(Gb) and M2(Gc) which correspond
to the three graphs of Figure 1 with Gi corresponding to graph (i) in the figure for i ∈ {a, b, c}.
We will now study the three parts of M2 individually.
(a) We have
AutGa ∼= Z/2Z = 〈σ〉
where σ interchanges the two loop-edges. Hence,
AutG2 ·W
± =W±
whereW is the geometric basis of F2 consisting of the two lasso loops starting in a fixed vertex.
By Proposition 4.3 below, it follows that
SpecHGa ⊂ p
Z − λ
in this case.
(b) The graph Gb has the same automorphism group as Ga, and the action is the same. Hence,
SpecHGb ⊂ p
Z − λ
also in this case.
(c) An automorphism of the graph Gc can permute the edges or interchange the two vertices.
Hence,
AutGc ∼= S3 ×Z/2Z
Let W = {w1, w2} be the following geometric basis of F2:
w1 = •
$$•oo w2 = • ::•oo
We consider the following automorphism σ ∈ AutGc whose effect on W
± is given as follows:
w1 7→ w1
w2 7→ •
$$•dd = w−12 w1 /∈W
±
The task is now to find explicit points in x ∈ F(Gc) with
‖σx‖K < ‖x‖K
such that we arrive at two different eigenvalues λid, λσ corresponding to the same eigenfunction
of Hid (or Hσ, which does not matter). This then shows that
SpecHG2 6⊂ p
Z − λ
in this case.
We will write the coordinate vectors of F(G2) as
x = (0, 1, t1;∞, y2, t2)
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with
0 < |ti|K < 1 (i = 1, 2), |y2| ≤ 1
So, after obtaining the action on such a tuple, we need to bring the result back to this form
with the help of a suitable Mo¨bius transformation.
Matrices corresponding to the hyperbolic transformations w1 and w2 are given as
w1 ↔
(
−t1 0
1− t1 −1
)
and w2 ↔
(
1 (t2 − 1)y2
0 t2
)
and we have
w = w−12 w1 ↔
(
y2(1− t1)(1− t2)− t1t2 y2(t2 − 1)
1− t1 −1
)
We will pick y2 = −1, which specialises the latter matrix to
w ↔
(
t1 + t2 − 1 t2 − 1
1− t1 −1
)
This leads to the following identity:
σ(0, 1, t1;∞,−1, t2) = (0, 1, t1;∞, η, t)
with
t = t1t2
We have
‖(t1,−1, t2)‖k = 1
and would like to have
‖(t1, η, t)‖K < 1
This is the case, if we find t1, t2 such that
|η|K < 1
Given a Mo¨bius transformation
z 7→
az + b
cz + d
with c 6= 0, a point z ∈ K is a fixed point, if and only if
z2 +
d− a
c
z −
b
c
= 0 (4)
In the case of the Mo¨bius transformation w given by y2 = −1, it follows that its fixed points
z1, z2 must satisfy
z1z2 =
b
c
=
1− t2
1− t1
(5)
z1 + z2 =
d− a
c
=
t1 + t2
t1 − 1
(6)
This is equivalent to the system of linear equations in t1, t2:
z1z2t1 − t2 = z1z2 − 1 (7)
(z1 + z2 − 1)t1 − t2 = z1 + z2
12
which has a unique solution unless
z1z2 = z1 + z2 − 1 (8)
in which case there are infinitely many solutions.
Now, we want to map between the tuples
(z1, z2, 1, 0)→ (0,∞, 1, η)
via a suitable Mo¨bius transformation. The first three elements of each tuple uniquely determine
a Mo¨bius transformation. This can be done with the transformation
β(z) =
(z2 − 1)z + z1(1− z2)
(z1 − 1)z + z2(1− z1)
(9)
Applying this Mo¨bius transformation β to 0 yields
η =
z1(z2 − 1)
z2(z1 − 1)
We have
|η|K < 1
if and only if ∣∣∣∣z1z2
∣∣∣∣
K
<
∣∣∣∣z1 − 1z2 − 1
∣∣∣∣
K
(10)
Hence, it is possible to find t1, t2 such that |η|K < 1. The question is, whether there exist
such t1, t2 for which
0 < |ti|K < 1
with i = 1, 2.
Lemma 4.2 (Case y2 = −1). There exists a 1-parameter family
Fǫ : D
−
K →
(
D˙−K
)3
, ǫ 7→ {(t1, t2, η) : t1 = t1(ǫ), t2 = t2(ǫ), η = η(ǫ)}
such that
σ(t1,−1, t2) = (t1, η, t1t2)
for generic ǫ ∈ D−K .
Proof. In the case of (8), the system (7) reduces to its first equation. As z1z2 6= 0, we can write
the solution as (
t1
t2
)
=
(
z1z2−1
z1z2
0
)
+ s
( 1
z1z2
1
)
with s ∈ K. In order to have (t1, t2) ∈
(
D˙−K
)2
, it has to hold true that
|z1 + z2|K < 1 and s ∈ D˙
−
K
Intersecting this with the curve given by (8), this means that we have the equations
z1 + z2 = ǫ
z1z2 = 1 + ǫ
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with |ǫ|K < 1. These equations are equivalent to the quadratic equation
z21 − ǫz1 + (1 + ǫ) = 0 (11)
parametrised by ǫ. For generic ǫ ∈ D−, there are two distinct solutions of (11). This proves the
assertion.
The eigenvalues of the operator Jτ with τ ∈ AutGc for a fixed eigenfunction are given as
λτ = ‖p
ρτ(t1,−1, t2)‖K
for ρ >> 0 [8, Proof of Lemma 12.3] (cf. also Proposition 3.15). In our case, we have
λσ = ‖p
ρσ(t1 − 1, t2)‖K = ‖p
ρ(t1, η, t1t2)‖K < ‖p
ρ(t1,−1, t2)‖K = λid
From this, it follows that
SpecHGc 6⊂ p
Z − λ
for this particular reduction graph Gc.
4.2 The case of genus g ≥ 3
Our main result concerns the case where the finite group G is the automorphism group AutG
of a stable graph G. Remember that the action of AutG has been extended to all of KN as
outlined in Section 3.
First, we state the following observation which is valid also for g = 2:
Proposition 4.3. Let G be a stable graph of genus g ≥ 2. If
AutG ·W± =W±
then
SpecHG ⊂ p
Z − λ
Proof. If AutG ·W± =W±, then the eigenvalues of Hσ corresponding to a fixed eigenfunction
are equal for all σ ∈ AutG. By our choice of f , it holds true that
SpecHσ ⊂ q
Z − λ
Hence, the assertion follows by averaging.
In order to find necessary conditions for the spectrum of JG being prime powers, we need
to make some definitions.
Let H be a finite graph, and let T be a spanning tree of H. The tree T ∗ obtained by
replacing each edge e of H not in T by two half-edges attached to the endpoints of e, is called
the ∗-tree of T in H.
Let v be a vertex in H, and I a subgraph of H. The set of edges of I is denoted by E(I).
Then we define
degI(v) := |{e ∈ E(I) : e is attached to v}|
If K is sufficiently large, and G is a stable graph, then one can embed T ∗ into the Bruhat-Tits
tree for K, if T is a spanning tree of G. The half-lines of T ∗ then correspond to some elements
of P1(K).
The following example shows that the converse of Proposition 4.3 does not hold true:
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• ❴❴❴❴❴❲ ❴ ❣
❣ ❴ ❲
•
Figure 2: A mouth-shaped graph. The broken lines depict paths of equal length.
Example 4.4. The following graph G satisfies AutG ·W± 6=W±, but
SpecHG ⊂ p
Z − λ
Namely,
• •
The reason is that it contains a ∗-tree T ∗ of the following shape:
•
❃❃❃❃
  
  
    
❃❃
❃❃ •
❃❃❃❃
  
  
    
❃❃
❃❃
and any embedding of T ∗ into the Bruhat-Tits tree such that the half-lines correspond to 0, 1,∞
or points in the unit disk, will necessarily lead to to a half-line corresponding to a point of K
having absolute value 1. The reason is that the absolute value of a point x ∈ K depends on
the distance between the vertex v(0,∞, x) in TK determined by the three points 0,∞, x, and
the vertex v(0, 1,∞). Namely, first assume that 0 and ∞ are attached to the same vertex. In
this case, all other half-lines correspond to points x with v(0,∞, x) = v(0, 1,∞). Hence the
absolute value of x equals to one. In the other case, 1 and either 0 or ∞ are connected to
the same vertex v. The remaining half-line x connected v then has absolute value, as again
v(0,∞, x) = v(0, 1,∞).
Hence, it is not possible to find an automorphism σ ∈ AutG such that
‖σx‖K < ‖σx‖
This proves that the eigenvalues of Hσ corresponding to the same eigenfunction are all equal.
This proves the assertion.
Definition 4.5. Let H be a finite graph. A mouth is a subgraph which looks like in Figure 2
such that the three paths between the two highlighted vertices have equal positive length. These
two vertices are called the corners of the mouth.
Corollary 4.6. If the graph G has no mouth, then
SpecHG ⊂ p
Z − λ
Proof. As the mouth condition is equivalent to the fact that any geometric basis W satisfies
AutG ·W± =W±
the assertion follows immediately from Proposition 4.3.
Remark 4.7. The mouth-shaped graph of Figure 2, in which the horiontal paths are all edges,
has an automorphism which does not permute a given basis of its fundamental group. For
example, if we choose the two inner loops as such a basis W , then a graph automorphism σ can
be defined which maps the upper inner loop to the outer loop and the lower inner loop to itself.
This σ clearly satisfies σW± 6=W±.
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We now can state our main result:
Theorem 4.8. Let G be a stable graph of genus g ≥ 3, and let T be a spanning tree. Then G
has a mouth with a corner v being a tip of T with
degG(v)− degT (v) ≤ 2
if and only if
SpecHG 6⊂ p
Z − λ
Proof. ⇒. Assume that G has a mouth satisfying the degree condition. First observe that the
two points z1, z2 from Section 4.1 (the genus 2 case), which are the solutions of equation (4),
satisfy
|z1 + z2|K < 1 and |z1z2|K = 1
as can be seen from (5). This implies
|z1|K = |z2|K (12)
Further, we have
|z1 − 1|K > |z2 − 1|K (13)
from (10). Again, we choose y2 = −1. By the mouth condition, T
∗ contains the following
subtrees:
∞
❆❆
❆❆
❆❆
❆❆
1
④④
④④
④④
④④
④④
v
ei,fi❴❴❴ •
0
⑦⑦⑦⑦⑦⑦⑦⑦
xi, yi
❈❈❈❈❈❈❈❈❈❈
with all paths ei, fi having a common initial edge e for i = 3, . . . , g. We now may choose xi, yi
such that the configuration within T ∗ looks like this:
∞
❅❅
❅❅
❅❅
❅❅
z1 z2 1
④④
④④
④④
④④
④④
v ❴❴❴❴❴❴❴❴❴❴❴ • • •
0
⑦⑦⑦⑦⑦⑦⑦⑦
xi, yi
❈❈❈❈❈❈❈❈❈❈
We now compute that
|β(ξ)|K < 1
for ξ = xi or ξ = yi, i = 3, . . . , g. Namely,
|β(ξ)|K =
∣∣∣∣(z2 − 1)ξ + z1(1− z2)(z1 − 1)ξ + z2(1− z1)
∣∣∣∣
K
=
∣∣∣∣z1z2
∣∣∣∣
K
∣∣∣∣1− z21− z1
∣∣∣∣
K
< 1
where the second equality can be read off the tree above, and the inequality follows from (12)
and (13).
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We have now shown that there exist x ∈ F(G) such that
‖σx‖K < ‖x‖K
Hence, there are differing eigenvalues λid, λσ of Hid, Hσ, respectively, corresponding to the
same eigenfunction. This implies that their average is not of the form pm−λ with m ∈ Z. This
proves the assertion.
⇐. Now, assume that G does not have a mouth satisfying the degree condition. If G does not
have any mouth, then it holds true that
AutG ·W± =W±
for any geometric basis W of Fg. Hence, by Proposition 4.3, it follows that
SpecHG ⊂ p
Z − λ
If G does have a mouth, this corresponds to a subtree of T ∗ which contains a ∗-tree like in
Example 4.4, and we conclude like in that example that
SpecHG ⊂ p
Z − λ
This proves the assertion.
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