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The analysis of complex physical systems hinges on the ability to extract the relevant degrees of
freedom from among the many others. Though much hope is placed in machine learning, it also brings
challenges, chief of which is interpretability. It is often unclear what relation, if any, the architecture- and
training-dependent learned “relevant” features bear to standard objects of physical theory. Here we report
on theoretical results which may help to systematically address this issue: we establish equivalence
between the field-theoretic relevance of the renormalization group, and an information-theoretic notion
of relevance we define using the information bottleneck (IB) formalism of compression theory. We show
analytically that for statistical physical systems described by a field theory the relevant degrees of
freedom found using IB compression indeed correspond to operators with the lowest scaling dimensions.
We confirm our field theoretic predictions numerically. We study dependence of the IB solutions on the
physical symmetries of the data. Our findings provide a dictionary connecting two distinct theoretical
toolboxes, and an example of constructively incorporating physical interpretability in applications of
deep learning in physics.
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The study of theoretical models is an essential part of
physics. For sufficiently complex systems, however, estab-
lishing what the correct degrees of freedom are, and
building a model in their terms, is a challenge in itself.
The process is driven by experimental or numerical
observations, but in practice physical intuition and prior
knowledge are crucial to constructing a sufficiently simple
model capturing the “essence” of the phenomenon, rather
than an abundance of raw data [1]. Still, data itself should
contain sufficient information for this task, and a tantalizing
prospect is to perform it in an unbiased, automatic fashion
using modern computational methods, particularly deep
learning (DL) [2–4]. A fundamental obstacle to this is the
mismatch between the concepts of physics, largely for-
mulated in the language of field theory, and the theory and
engineering practice of DL, all but ensuring questions of
interpretability [5]. To bridge this divide a framework is
required capable of expressing, and allowing for practical
computation, of quantities on both sides. Information
theory, deeply connected to physics and computer science
[6–8], is a natural candidate.
In its classical formulation information theory was
intentionally agnostic to the contents of the information,
focusing on its efficient transmission [9]. Though often
only part of the information is pertinent to the problem,
defining a formal notion of “relevance” in sufficient
generality has proven difficult [10]. This was addressed
in the seminal information bottleneck (IB) paper Ref. [11]:
relevant information in a random variable was defined by
correlations, or sharing information, with an auxiliary
relevance variable, providing an implicit filter indicating
what to keep and what to discard. An example of such a
relevance variable for the task of compressing a recorded
speech is its written transcript. Compressing data to
preserve the implicitly defined relevant part most efficiently
was cast as a Lagrangian optimization problem, for which
DL methods have recently been introduced [12].
In physics, however, there already exists a fundamental
and a priori independent notion of relevance, based on the
properties of the operators under scale transformations
embodied in the celebrated renormalization group (RG)
flow [13–15]. RG relevance is the most precise definition
we possess of what it means for an observable to determine
macroscopic physical properties of the system; it directly
connects to the powerful formalism of conformal field
theories (CFTs) [16–19], which revolutionized the under-
standing of critical phenomena [20–22].
Here we show that these two notions, belonging to
entirely different theoretical frameworks, are in fact
equivalent in physical systems, i.e., the information about
long-range properties relevant in the information-theoretic
sense is formally determined by the most relevant oper-
ators in the sense of the RG. Information loss in the
context of the RG has been attracting interest since the
observation of irreversibility of its flow [23–31]; we
introduce a formal connection to compression theory
which is constructive, quantitative, and computable.
This allows us to verify our predictions numerically.
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We prove that within the IB approach the most relevant
operators can be extracted from the data, along with
information about physical symmetries, based on intrinsic
information-theoretic quantities characterizing the distri-
bution, i.e., without invoking field-theoretic objects. This
result is thus not only of theoretical, but also of practical
importance. It provides a route towards automating
theoretical tasks, e.g., deriving Ginzburg-Landau effective
descriptions, and detecting symmetries hidden or emer-
gent in a controlled and by construction interpretable way,
by using the toolbox of statistics and deep learning on
complex data.
To wit, while we focus on theoretical foundations, in a
parallel work these results and recent DL advances [32,33]
are leveraged to construct an efficient algorithm, the real-
space mutual information neural estimator (RSMI-NE)
[34,35], extracting the physically most relevant operators
from much larger inputs, and characterizing spatial corre-
lations, phase transitions, and order parameters. We show
that RSMI is a limit of the IB problem, providing a
theoretical underpinning for this promising numerical
method.
Below we briefly review IB theory and its relation
to the RSMI approach to the real-space RG in the
context of statistical mechanical systems described by a
CFT. We then present the main result: an analytical
solution to the IB equations at strong compression
which provides an explicit dictionary between IB rel-
evancy, RG relevancy, and eigenvectors of the transfer
matrix in any dimension. We compare these predictions
with numerics, obtaining agreement to high precision. In
addition we show how symmetries are manifested in the
compressed and coarse-grained degrees of freedom. The
Supplemental Material gives technical details and back-
ground information.
Relevant features of any data, physical or not, are only
meaningfully defined relative to the task at hand, and their
identification is complicated by multiple “irrelevant” (for
the question asked) structures or regularities which
may simultaneously exist in the data. The information
bottleneck provides a rigorous framework for unsuper-
vised learning of such most relevant features. With
joint probability distribution of “data” V and an auxi-
liary “relevance” variable E as inputs, the IB finds the
optimal (lossy) compression H of V preserving informa-
tion about E (see Fig. 1). The correlations with E thus
define what is relevant in V, rather than arbitrary mea-






IðV;HÞ − βIIðH;EÞ; ð1Þ
where the optimization is over conditional probability
distributions PðHjVÞ describing the encoding of V intoH.
The mutual information terms I in LIB quantify total
retained information (i.e., compression rate), and the
relevant information thus preserved, respectively, with
parameter βI ≥ 0 controlling the tradeoff between them.
The optimal encoder is found either by iteratively
solving a set of coupled “IB equations” obtained from
the δLIB=δPðHjVÞ ¼ 0 variation (see [38] for numerical
algorithms), or more practically, applying ML variational
inference techniques [12]. For the formal analysis here the
IB equations are used. Strikingly, the optimal encoders
undergo a sequence of sharp “IB” transitions as βI is varied
(see Fig. 1), which are bifurcations of the minima of LIB.
Particularly, the encoder is trivial (retaining zero informa-
tion) until a finite value of βIc;1 at which the first IB
transition occurs, when the gain due to retaining some
(most) relevant aspect of data outweighs the penalty for
keeping any information at all. At each subsequent tran-
sition the encoder begins to track another distinct feature of
data. This discontinuous behavior, both for discrete [39,40]
and continuous variables [41], is crucial, allowing us to
identify such well-defined features.
While the IB may be applied to any data, it is of
fundamental interest to confront the notion of relevance it
gives rise to, and the features it extracts, with the physical
relevance, as defined by the RG. The former being entirely
determined by the relevance variable, we need to define E
ensuring the IB retains precisely the RG-relevant infor-
mation, and prove this is indeed the case. An appropriate
definition for the real-space RG was postulated in the









FIG. 1. Left: The general outline of the IB scheme, and in the
physical setup of the RSMI RG [36,37]: an optimal encoder
extracting information about relevance variable E contained in V
is constructed. Right: IB curves depicting relevant information
IðH;EÞ retained by solutions to the IB equations (encoders), as a
function of the tradeoff βI [see Eq. (1)]. At critical values of βI IB
transitions occur: new solutions, with compressed variable H of
increased cardinality (i.e., tracking additional features) appear,
while the old ones become unstable minima of LIB.
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representing the marginal distribution of degrees of free-
dom in an area to be coarse-grained the variable E (the
“environment”), is the remainder of the system beyond a
shell of nonzero thickness around V (the “buffer,” see
Fig. 2). The thickness of the excluded buffer, formally
taken to infinity, sets the length scale separating short-
range correlations to be discarded, from information about
long-range properties of the system. Despite conceptual
appeal (the system itself defines relevance), and
partial numerical [36] and theoretical evidence [37], the
validity and the relation of this approach to field theory
were unclear. There are also subtle differences between
the IB and RSMI approaches. We now can resolve these
issues.
To this end consider a statistical mechanical system on a
cylinder; the subsystem to be coarse-grained V, the buffer
of size LB, and the relevance variable E are its subsections
as per Fig. 2. We assume the system is governed by short-
range interactions, and use the classic transfer-matrix
(TM) method [42–44]: the partition function can be
written as Z ¼ hBCjT L∞ jBCi, where is L∞ the system
length, and the entries of T are matrix elements of the
exponentiated Hamiltonian between configurations of
degrees of freedom on elementary slices of the cylinder
(on a lattice; in continuum they are taken between slices of
the states in the discretized path integral). We use bra-ket
notation for such configurations, in particular jBCi are
boundary conditions at the cylinder ends. The unique
advantage of the TM approach is that, on the one hand, all
distributions entering the IB equations can be cast as
matrix elements and partial traces of powers of T , and on
the other hand the eigenvalues λi and eigenvectors jii of T
have a direct relation to the operator content of the CFT
describing the system [45–47]. Specifically, λi=λ0 ¼
e−ð2π=LÞΔi in the limit of large cylinder circumference L,
where Δi are the total scaling dimensions of the CFT
primaries (which determine the RG scaling dimensions,
and so the critical exponents) in ascending order. The TM
thus serves as a theoretical dictionary helping to esta-
blish a quantitative map between the field-theoretic and
information-theoretic objects.
Consider then the IB equations for the optimal encoder










where e, h, v are configurations of E, H, and V.
Equations (2) are highly nonlinear and coupled.
Remarkably though, after rewriting them in the basis of
eigenvectors of T , the only interdependence of the condi-
tional probabilities in the limit of large buffer LB can be








i.e., the matrix elements of the CFT primary fields ϕΔi of
lowest scaling dimensions Δi, where ϕΔ1 j0i is the sublead-
ing TM eigenvector. In particular, we prove
PðhjvÞ ¼ PðhjrvÞ ∝ PðhÞe
βIϵ2rvhrvih ; ð4Þ
with ϵ ¼ ðλ1=λ0Þ
LB given by the lowest TMeigenvalues, and
hrvih the expectation value of rv given h.
Equation (4) is one of our key results: the optimal IB
encoder depends on V only via rv, i.e., the matrix element
of the most relevant operator in the sense of the RG (in
hrvih v dependence is averaged over). The solution changes
from one system (CFT) to another through the values of rv
and hrvih. This is the mathematical statement of the
equivalence in the title, between the RG notion of relevance
in terms of operators and scaling dimensions, and one
expressed entirely information-theoretically by IB supple-
mented with the geometric RSMI definition of the envi-
ronment variable. Consequently, the “features” rv that the
IB, and thus the RSMI, extract are not arbitrary, but
correspond to physically most relevant operators, yielding,
e.g., magnetization for the Ising model (see below), the
vertex operator for the free boson, or electric charge
operators in the interacting dimer model [34].
Though Eq. (4) is implicit, as hrvih depends on PðhjvÞ,
it can be analytically solved around the first IB transition,
i.e., for βI ¼ βIc;1 þ t. Below β
I
c;1 no information is
retained: the encoder is independent of V and trivial:
PðhjrvÞ ¼ 1=jHj, with jHj the cardinality of the coarse-
grained variable. Equiprobability of h reflects a structural
symmetry of the encoder under permutations of h labels.
Any nontrivial encoder must break it, introducing depend-
ence of some h on V to preserve information: βIc;1 marks
the first such breaking (in fact all IB transitions reflect
successive breaking of permutation symmetry). Above
βIc;1, following [39,40], the encoder can be perturba-







FIG. 2. The transfer matrix (TM) setup used. For a system on a
cylinder the IB equations can be solved in terms of TM
eigenvectors, which are related to the CFT data in the limit of
large circumference L.
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Supplemental Material). In particular, comparing to the
expansion of Eq. (4) in t yields
ðβIc;1Þ
−1 ¼ ϵ2 þ oðϵ2Þ →
L→∞
e−4πΔ1ðLB=LÞ þ oðϵ2Þ: ð5Þ
Here oðϵ2Þ reflects the contribution of operators with
subleading relevance, containing powers of ϵ greater than
two. Since ϵ decays exponentially in LB=L maintaining
LB ≫ L keeps those corrections exponentially small.
Equation (5) is an analytical prediction for the first
IB transition, signaling emergence of nontrivial solu-
tions to the IB equations (see Fig. 1 above and Fig. 1
in the Supplemental Material), in terms of field-theoretic
data characterizing the physical system underlying the
probability distribution. In the Supplemental Material, we
derive this nontrivial solution explicitly (see also Fig. 3).
The prediction is generic and verifiable: we can input the
probability distribution of the physical system to the IB
equations, and find the solutions for changing βI numeri-
cally, as in a compression problem [38]. On the other hand
we can use the CFT description and either compute rv,
hrvih, and ϵ analytically, or by a numerical TM diagonal-
ization, and compare. In Fig. 3(c) numerical IB solutions
are plotted as a function of βI in the case of the critical 2D
Ising model. The value βI at which nontrivial encoders
appear matches the predicted βIc;1 to five digits’ accuracy.
The feature the IB extracts is the most relevant local
operator, i.e., the magnetization in this case (see the
Supplemental Material). Note that thus far analytical
solutions to the IB problem were limited to the Gaussian
variable case [41].
The validity of this picture is not limited to lattice
models. In fact, for the continuum Gaussian field theory
the entire IB curve can be computed analytically, including
all the IB transitions [59], using Gaussian information
bottleneck results [41] and Green’s functions.
As mentioned, the RSMI algorithm [36,37] is closely
related to the IB. Specifically, it also maximizes the
relevant information IðH;EÞ, however contains no trade-
off βI , but instead a fixed cardinality jHj. Intuitively, the
IB extracts as many features as βI allows, adding them as
βI grows, while the RSMI from the outset optimizes
exactly jHj best features. RSMI is thus a βI → ∞ limit
of the IB under the constraint of fixed jHj. In practice jHj
is also bounded in IB, but this affects solutions only
at βI large enough for jHj features to have already
been used.
The quantitative connection between compression-
and field-theoretic formalisms thus established opens
the exciting possibility of applying distinct theoretical
and numerical methods of either area to its counterpart.
We discuss such avenues in the conclusions, here,
however, we immediately demonstrate one interesting
example.
Symmetries are crucial in analytical understanding of
physical systems, and in the RG in particular [60]. They
have a direct relation to order parameters, and often
effectively determine the long range properties. One thus
expects the IB and RSMI to reflect the relevant symmetries
of the model. Let s be an element of such symmetry group
S acting on configurations of V and E as a permutation,
denoted by multiplication, leaving the system invariant:
Pðe; vÞ ¼ Pðse; svÞ. We expect the optimal encoder
PβðhjvÞ to maintain it:
Pðe; vÞ ¼ Pðse; svÞ ⇒ PβðhjvÞ ¼ PβðϕshjsvÞ; ð6Þ
so that the coarse-grained system is invariant under a
representation ϕs of S, potentially trivial. We show this
indeed holds true in the IB, as long as jHj is large enough to
support a representation of an appropriate dimension. The
argument is constructive: below βIc;1 the encoder is trivially
invariant under all symmetries. For βI ¼ βIc;1 þ t a solution
can be built by an explicit symmetrization procedure, using
the knowledge of the perturbative structure of the encoder
around the first IB transition [40]. In the Supplemental
Material we show this solution to be optimal. The sym-
metry of the encoder holds for all βI < βIc;2 by continuity;
numerical experiments support validity of this picture more
generally.
Note that the symmetry S may not be obvious in the





FIG. 3. Comparison of theory with numerics. The analytical
prediction (solid red) for the optimal IB compression PβðhjvÞ
(see Eq. (4), and Eq. C6 in the Supplemental Material) in terms of
CFT and transfer matrix data is confronted with encoders
obtained by numerically solving IB Eqs. (2) on the probability
distribution of the system (blue dots), here the critical 2D Ising
model. For clarity we use a cylinder of three sites’ circumference,
V and E as in Fig. 2. The variable H is a spin, whose probability
to take value ↑ we plot as a function of the tradeoff βI [see
Eq. (1)]. The encoder is entirely random and independent of V
below βIc matching the prediction Eq. (5), and above is deter-
mined by the physically relevant magnetization on the edge, in
excellent agreement with the theory.
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experimental data, or may even be emergent [62].
Equation (6) can then be used as a constructive tool,
potentially allowing us to systematically learn S from the
symmetries of the entries of the numerically obtained
PβðhjvÞ (see the Supplemental Material and also [63]).
Moreover, the structure of the IB in the presence of physical
symmetries or symmetries of the data shines light on the
question of constructing RG transformations compatible
with the symmetries of the system.
The presented results have clear theoretical and practical
consequences: physical relevance in the sense of the RG
can be defined, and thus probed, entirely in terms of
information-theoretic quantities, without any explicit refer-
ence to “operators,” “scaling dimensions,” “field theories,”
etc. These mathematical objects are generically not avail-
able to us on the information theory side—we may have
access to samples of probability distributions but without
knowing which physical system generated them, what its
relevant operators are, how they are expressed in terms of
microscopic degrees of freedom, or which correlation
functions we should be computing. By formalizing and
proving the equivalence of the information-theoretic notion
of physical relevance we gave it a concrete meaning, and
developed the necessary technology to make it quantitative
and computable analytically and numerically. This offers a
path to discover the answer to the above questions, when
faced with complex data.
Consequently, numerous directions are now open. On a
theoretical front, application of IB analysis to extract
relevant quantities in the challenging case of disordered
and nonequilibrium systems is extremely promising,
given its nonreliance on the notion of a Hamiltonian.
This may require deeper understanding of the properties
of the IB equations, and their constrained version in the
RSMI-NE algorithm. Numerically, given the relation to
the transfer matrix, the possibility of using the IB or RSMI
where TM computations are difficult (e.g., in 3D) is an
exciting prospect, as is applying approximate numerical
IB or RSMI to experimental data. Finally, we hope that the
methodology of using information-theoretical formula-
tions of physical quantities combined with the ability of
deep learning to optimize them in a controlled
fashion [34,35,64], can provide a blueprint for more
theoretically interpretable applications of deep learning
in physics.
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