The Dirac Equation in Kerr-Newman-AdS Black Hole Background by Belgiorno, Francesco & Cacciatori, Sergio L.
ar
X
iv
:0
80
3.
24
96
v3
  [
ma
th-
ph
]  
27
 Ju
l 2
00
8
THE DIRAC EQUATION IN KERR-NEWMAN-ADS BLACK HOLE BACKGROUND
FRANCESCO BELGIORNO AND SERGIO L. CACCIATORI
Abstract. We consider the Dirac equation on the Kerr-Newman-AdS black hole background. We first perform
the variable separation for the Dirac equation and define the Hamiltonian operator Hˆ. Then we show that for
a massive Dirac field with mass µ ≥ 1
2l
essential selfadjointness of Hˆ on C∞0 ((r+,∞)×S
2)4 is obtained even in
presence of the boundary-like behavior of infinity in an asymptotically AdS black hole background. Furthermore
qualitative spectral properties of the Hamiltonian are taken into account and in agreement with the existing
results concerning the case of stationary axi-symmetric asymptotically flat black holes we infer the absence of
time-periodic and normalizable solutions of the Dirac equation around the black hole in the non-extremal case.
1. Introduction
Black holes play a very important role in many aspects of theoretical physics, starting from the fact that
they provide nontrivial exact solutions of Einstein equations, going through their thermodynamical properties
and ending up with their role of “hydrogen atoms of quantum gravity” [1]. Their relevance is fundamental also
beyond the theoretical aspects. The uniqueness and the no hair theorems ([2]) give strong restrictions on the
possible signatures one could look for in astrophysical observations. For real situations one needs to take account
the fact that black holes are not simply vacuum solutions. Accretion disks in active galactic nuclei constitute
one of the most studied questions about “real” black hole physics. Another interesting problem which concerns
rotating charged black holes is their electrical shielding by a charged dust; its solution could give rise to new
astrophysics.1 Moreover, other signatures could arise from quantum effects like black hole discharge (see for
example [3, 4, 5]) or angular momentum loss.
Among the theoretical models which can provide a deeper understanding of the mathematical properties of
the field equations for the matter fields living on the given black hole background and also of thermodynamical
contributions of the matter fields to black hole thermodynamics the asymptotically AdS case is interesting under
many respects, both for the well-known relevance of the AdS backgrounds in the AdS-CFT conjecture and in
supergravity, and for the peculiar thermodynamical properties of AdS black holes, for which the canonical
ensemble is well-defined [6]. In order to avoid the presence of closed time-like curves, one has to take into
account the universal covering of such an AdS black hole background, which is not globally hyperbolic [6].
Notwithstanding, physics can still be uniquely defined if essential selfadjointness properties are obtained at least
for suitable sets of the field parameters like e.g. the mass (cf. [7]). Herein, we limit ourselves to consider the
specific problem of a spin 12 massive charged Dirac field on the background of an Anti-de Sitter charged rotating
black hole. Our aim is twofold: on one hand, we pursue the variable separation following [8] and the analysis
of the Hamiltonian description in the given background, generalizing the known results for the asymptotically
flat Kerr-Newman solution [9]; on the other hand, we consider the problem of essential selfadjointness of the
Hamiltonian Hˆ on C∞0 ((r+,∞) × S2)4 for the Dirac field on a Kerr-Newman-AdS black hole background in
presence also of a magnetic charge. This second task is nontrivial, requiring many technical steps in order to be
settled. The main difficulty arises from the fact that even if for the Hamiltonian version of the Dirac equation
a Chandrasekhar-like ansatz for variable separation is available, one cannot obtain a full reduction of the
Hamiltonian into an orthogonal sum of partial wave operators involving only the radial variable, and this has to
be attributed to the black hole rotation which allows only axial symmetry. Nevertheless, essential selfadjointness
of Hˆ on C∞0 ((r+,∞)×S2)4 is shown to be equivalent to the essential selfadjointness of another Hamiltonian Hˆ0
on C∞0 ((r+,∞)× S2)4 which is defined in a different (but unitarily equivalent) Hilbert space, and a complete
reduction into an orthogonal sum of partial wave operators involving only the radial variable for Hˆ0 is shown to
1This problem was pointed out to us by Aldo Treves.
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be available. This turns out to be useful also for the analysis of qualitative spectral properties of Hˆ. It is worth
mentioning that the aforementioned problem associated with variable separation in Chandrasekhar ansatz and
the occurrence of two Hilbert spaces in the analysis of the Dirac equation have been already pointed out in
[9] for the case of the Dirac equation on a black hole background of the Kerr-Newman family, which has been
considered in several studies [10, 11, 12, 13, 14, 15] (see also [16]); the above part of our analysis can be of
interest also for that case. Moreover, our analysis points out some relevant differences to be related to the AdS
background considered herein, and also introduces some interesting analysis to be associated with a magnetically
charged black hole: we find the Dirac charge quantization as a condition ensuring essential selfadjointness for
the Hamiltonian operator Hˆ on C∞0 ((r+,∞) × S2)4. Furthermore, as a corollary of our qualitative spectral
analysis, we can also conclude that in the non-extremal case there is no normalizable time-periodic solution of
the Dirac equation, in agreement with the result for the Kerr-Newman case [11].
The plan of the paper is the following. In section 2 we describe the background geometry. In section 3 we
consider the equation for the Dirac field. Section 4 is devoted to the study of the Hamiltonian formulation. In
section 5 the essential selfadjointness of the Hamiltonian is analyzed, and in section 6 some spectral properties
are deduced. In particular, we can conclude that in the non-extremal case the point spectrum is empty. Three
appendices complete our analysis.
2. The Kerr-Newman-AdS solution.
We will give a short description of the background geometry underlying our problem. It arises as follows. One
first solves the Einstein-Maxwell equations with a cosmological constant, and next adds a Dirac field minimally
coupled to the electromagnetic field. The Einstein-Maxwell action is
S[gµν , Aρ] = − 1
16π
∫
(R− 2Λ)
√
− det gd4x− 1
16π
∫
1
4
FµνF
µν
√
− det gd4x , (2.1)
where Λ = − 3
l2
is the cosmological constant, R the scalar curvature and Fµν the field strength associated to the
potential 1–form A:
F = dA , Fµν = ∂µAν − ∂νAµ ; (2.2)
R = gµνRµν , Rµν = ∂ρΓ
ρ
µν − ∂νΓρµρ + ΓσµνΓρσρ − ΓσµρΓρσν , (2.3)
Γµνρ =
1
2
gµσ(∂νgσρ + ∂ρgσν − ∂σgνρ) . (2.4)
The equations of motion are
Rµν − 1
2
(R − 2Λ)gµν = −2
(
F ρµ Fνρ −
1
4
gµνFρσF
ρσ
)
, (2.5)
∂µ(
√
− det gFµν) = 0 . (2.6)
With respect to a set of vierbein one forms
ei = eiµdx
µ , i = 0, 1, 2, 3 , (2.7)
we have
ds2 = g = ηije
i ⊗ ej , gµν = ηijeiµejν , (2.8)
where η = diag(−1, 1, 1, 1) is the usual flat Minkowski metric, so that, as usual, we define the so(1, 3) valued
spin connection one forms ωij such that
dei + ωij ∧ ej = 0 . (2.9)
We will consider the following background solution.
The metric is
ds2 = −∆r
ρ2
[
dt− a sin
2 θ
Ξ
dφ
]2
+
ρ2
∆r
dr2 +
ρ2
∆θ
dθ2 +∆θ
sin2 θ
ρ2
[
adt− r
2 + a2
Ξ
dφ
]2
, (2.10)
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where
ρ2 = r2 + a2 cos2 θ , Ξ = 1− a
2
l2
, ∆r = (r
2 + a2)
(
1 +
r2
l2
)
− 2mr + z2 , (2.11)
∆θ = 1− a
2
l2
cos2 θ , z2 = q2e + q
2
m , (2.12)
and the electromagnetic potential and field strength are
A = − qer
ρ
√
∆r
e0 − qm cos θ
ρ
√
∆θ sin θ
e1 , (2.13)
F = − 1
ρ4
[qe(r
2 − a2 cos2 θ) + 2qmra cos θ]e0 ∧ e2
+
1
ρ4
[qm(r
2 − a2 cos2 θ)− 2qera cos θ]e3 ∧ e1 , (2.14)
where we introduced the vierbein
e0 =
√
∆r
ρ
(
dt− a sin
2 θ
Ξ
dφ
)
, (2.15)
e1 =
√
∆θ sin θ
ρ
(
adt− r
2 + a2
Ξ
dφ
)
, (2.16)
e2 =
ρ√
∆r
dr , (2.17)
e3 =
ρ√
∆θ
dθ . (2.18)
The parameters m, a, qe, qt are related to the mass, angular momentum, electric and magnetic charge by the
Komar integrals (see [17])
M =
m
Ξ2
, J =
am
Ξ2
, Qe =
qe
Ξ
, Qm =
qm
Ξ
. (2.19)
We are interested in the case when an event horizon (corresponding to ∆θ = 0) appears, that is for m ≥ mext,
mext =
l
3
√
6


√(
1 +
a2
l2
)2
+
12
l2
(a2 + z2) + 2
a2
l2
+ 2


×


√(
1 +
a2
l2
)2
+
12
l2
(a2 + z2)− a
2
l2
− 1


1
2
. (2.20)
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3. The Dirac equation.
The Dirac equation for a charged massive particle of mass µ and electric charge e is
(iγµDµ − µ)ψ = 0 , (3.1)
where D is the Koszul connection on the bundle S⊗U(1), S being the spin bundle over the AdS-Kerr-Newman
manifold, that is
Dµ = ∂µ +
1
4
ω ijµ ΓiΓj + ieAµ . (3.2)
Here ωij = ωikη
kj are the spin connection one forms associated to a vierbein vi, such that ds2 = ηijv
i ⊗ vj , η
being the usual Minkowski metric. γµ are the local Dirac matrices, related to the point independent Minkowskian
Dirac matrices Γi by the relations γµ = v
i
µΓi.
Here we use the representation
Γ0 =
(
O −I
−I O
)
, ~Γ =
(
O −~σ
~σ O
)
, (3.3)
where
O =
(
0 0
0 0
)
, I =
(
1 0
0 1
)
, (3.4)
and ~σ are the usual Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (3.5)
Thus
γµγν + γνγµ = −2gµν . (3.6)
We can now separate variables following the general results of [8]. Let us introduce the null Newman-Penrose
(symmetric) frame
θ1 =
1√
2
|Z(r, θ)| 12
[
W (r)
Z(r, θ)
(
dt+
a sin2 θ
Ξ
dφ
)
+
dr
W (r)
]
, (3.7)
θ2 =
1√
2
|Z(r, θ)| 12
[
W (r)
Z(r, θ)
(
dt+
a sin2 θ
Ξ
dφ
)
− dr
W (r)
]
, (3.8)
θ3 =
1√
2
|Z(r, θ)| 12
[
X(θ)
Z(r, θ)
(
adt− r
2 + a2
Ξ
dφ
)
+ i
sin θdθ
X(θ)
]
, (3.9)
θ4 = θ¯3 , (3.10)
where
Z(r, θ) =
r2 + a2 cos2 θ
Ξ
, W (r) =
√
∆r
Ξ
1
2
, X(θ) =
√
∆θ sin θ
Ξ
1
2
, (3.11)
so that
ds2 = −2(θ1θ2 − θ3θ4) , (3.12)
and
A = − 1√
2|Z(r, θ)|
[
H(r)
W (r)
(θ1 + θ2) +
G(θ)
X(θ)
(θ3 + θ4)
]
, (3.13)
with
H(r) = Qer , G(θ) = Qm cos θ . (3.14)
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Note that
e0 =
1√
2
(θ1 + θ2) , e1 =
1√
2
(θ3 + θ4) , (3.15)
e3 =
1√
2
(θ1 − θ2) , e4 = 1√
2 i
(θ3 − θ4) . (3.16)
The Petrov type D condition ensures the existence of a phase function B(r, θ) such that
dB = 1
4Z(r, θ)
(
−2acos θ
Ξ
dr − 2ar sin θ
Ξ
dθ
)
, (3.17)
which indeed gives
B(r, θ) = i
4
log
r − ia cos θ
r + ia cos θ
. (3.18)
Now let us write the Dirac equation as
HDψ = 0 . (3.19)
Under a transformation ψ 7→ S−1ψ, with
S = Z−
1
4 diag(eiB, eiB, e−iB, e−iB) , (3.20)
it changes as
S−1HDS(S−1ψ) = 0 . (3.21)
If we multiply this equation times
U = iZ
1
2diag(e2iB,−e2iB,−e−2iB, e−2iB) , (3.22)
and introduce the new wave function
ψ˜ = (∆θ∆r)
1
4S−1ψ , (3.23)
then the Dirac equation takes the form
(R(r) +A(θ))ψ˜ = 0 , (3.24)
where
R =


iµr 0 −√∆rD+ 0
0 −iµr 0 −√∆rD−
−√∆rD− 0 −iµr 0
0 −√∆rD+ 0 iµr

 , (3.25)
A =


−aµ cos θ 0 0 −i√∆θL−
0 aµ cos θ −i√∆θL+ 0
0 −i√∆θL− −aµ cos θ 0
−i√∆θL+ 0 0 aµ cos θ

 , (3.26)
and
D± = ∂r ± 1
∆r
(
(r2 + a2)∂t − aΞ∂φ + ieqer
)
, (3.27)
L± = ∂θ + 1
2
cot θ ± i
∆θ sin θ
(
Ξ∂φ − a sin2 θ∂t + ieqm cos θ
)
. (3.28)
Separation of variables can then be obtained searching for solutions of the form
ψ˜(t, φ, r, θ) = e−iωte−ikφ


R1(r)S2(θ)
R2(r)S1(θ)
R2(r)S2(θ)
R1(r)S1(θ)

 , k ∈ Z+ 12 . (3.29)
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4. Hamiltonian formulation.
The Hamiltonian for the Dirac equation can be read from (3.24) rewriting it in the form [9]
i∂tψ˜ = Hψ˜ . (4.1)
Indeed we find
H =
[(
1− ∆r
∆θ
a2 sin2 θ
(r2 + a2)2
)−1(
I4 −
√
∆r√
∆θ
a sin θ
r2 + a2
BC
)]
(R˜+ A˜) , (4.2)
where I4 is the 4× 4 identity matrix,
R˜ = −µr
√
∆r
r2 + a2


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

+


E− 0 0 0
0 −E+ 0 0
0 0 −E+ 0
0 0 0 E−

 , (4.3)
A˜ = aµ cos θ
√
∆r
r2 + a2


0 0 i 0
0 0 0 i
−i 0 0 0
0 −i 0 0

+


0 −M− 0 0
M+ 0 0 0
0 0 0 M−
0 0 −M+ 0

 , (4.4)
E± = i ∆r
a2 + r2
[
∂r ∓ aΞ
∆r
∂φ ± i eqer
∆r
]
, (4.5)
M± =
√
∆r
√
∆θ
r2 + a2
[
∂θ +
1
2
cot θ ± iΞ
∆θ sin θ
∂φ ∓ eqm cot θ
∆θ
]
, (4.6)
and
B =


0 0 −i 0
0 0 0 i
i 0 0 0
0 −i 0 0

 , C =


0 0 0 i
0 0 −i 0
0 i 0 0
−i 0 0 0

 (4.7)
satisfy [B,C] = 0, B2 = C2 = I4. Cf. also [9] for the Kerr-Newman case. We need now to specify the Hilbert
space. We do it as follows.
If we foliate spacetime in t = constant slices St, the metric on any slice (considering the shift vectors) is
dγ2 = γαβdx
αdxβ , (4.8)
where α = 1, 2, 3 and
γαβ = gαβ − g0αg0β
g00
, (4.9)
and local measure
dµ3 =
√
det γ drdθdφ =
sin θ
Ξ
ρ3√
∆r − a2∆θ sin2 θ
drdθdφ . (4.10)
In particular the four dimensional measure factors as
dµ4 =
√−g00dµ3dt . (4.11)
The action for a massless uncharged Dirac particle is then
S =
∫
R
dt
∫
St
√−g00 tψ∗Γ0γµDµψdµ3 , (4.12)
where the star indicates complex conjugation. Here with St we mean the range of coordinates parameterizing
the region external to the event horizon: r > r+, that is St := S = (r+,∞)× (0, π)× (0, 2π). Then, the scalar
product between wave functions should be
〈ψ|χ〉 =
∫
S
√−g00 tψ∗Γ0γtχdµ3 . (4.13)
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We can now use (4.10), (3.23) and the relation
γ2 = et0Γ
0 + et1Γ
1 , (4.14)
to express the product in the space of reduced wave functions (i.e. (3.23)):
〈ψ˜|χ˜〉 =
∫ ∞
r+
dr
∫ pi
0
dθ
∫ 2pi
0
dφ
r2 + a2
∆r
sin θ√
∆θ
tψ˜∗
(
I4 +
√
∆r√
∆θ
a sin θ
r2 + a2
BC
)
χ˜ , (4.15)
where we have dropped a factor Ξ−
1
2 . Note that the matrix in the parenthesis is the inverse of the one in the
square brackets in (4.2), and coincides with the one introduced in [9] (improved to the AdS case).
We show that the above scalar product is positive definite. With this aim, being ±1 the eigenvalues of BC, we
need to prove that
η := sup
r∈(r+,∞),θ∈(0,pi)
α(r, θ) < 1 , (4.16)
where
α(r, θ) =
√
∆r√
∆θ
a sin θ
r2 + a2
. (4.17)
We can write α(r, θ) = β(r)γ(θ), with
γ(θ) =
sin θ√
∆θ
. (4.18)
Then
γ′(θ) =
cos θ
∆θ
3
2
(
1− a
2
l2
)
(4.19)
so that γ reaches its maximum at θ = π/2 and
γ(π/2) = 1 , (4.20)
which implies
α(r, θ) ≤ β(r). (4.21)
Next, from
0 = ∆r(r+) (4.22)
we have
z2 − 2mr+ = −(r2+ + a2)(r2+ + l2)/l2 < 0 , (4.23)
and then, for r ≥ r+ we have z2 − 2mr < 0. Thus
β2(r) =
a2∆r
(r2 + a2)2
=
a2
l2
r2 + l2
r2 + a2
+ a2
z2 − 2mr
(r2 + a2)2
≤ a
2
l2
r2 + l2
r2 + a2
= h(r) . (4.24)
Now, the last function is a decreasing function of r, so that for r ≥ r+ > 0 we have h(r) ≤ h(r+) < h(0), so
that
β2(r) ≤ h(r+) = a
2
l2
r2+ + l
2
r2+ + a
2
< h(0) = 1 , (4.25)
and
η ≤
√
h(r+) < 1 . (4.26)
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5. Essential selfadjointness of Hˆ.
Let us introduce the space of functions L2 := (L2((r+,∞)× S2; dµ))4 with measure
dµ =
r2 + a2
∆r
sin θ√
∆θ
drdθdφ. (5.1)
and define H<> as the Hilbert space L2 with the scalar product (4.15). We will also consider a second Hilbert
space H(), which is obtained from L2 with the scalar product
(ψ|χ) =
∫ ∞
r+
dr
∫ pi
0
dθ
∫ 2pi
0
dφ
r2 + a2
∆r
sin θ√
∆θ
tψ∗χ =
∫
dµtψ∗χ . (5.2)
It is straightforward to show that || · ||<> and || · ||() are equivalent norms. It is also useful to introduce
Ωˆ2 : L2 → L2 as the multiplication operator by Ω2(r, θ):
Ω2(r, θ) := I4 + α(r, θ) BC . (5.3)
Then we have
〈ψ|χ〉 =
∫
dµtψ∗Ω2χ = (ψ|Ωˆ2χ) . (5.4)
We introduce also Ωˆ−2 : L2 → L2 as the multiplication operator by Ω−2:
Ω−2(r, θ) :=
1
1− α2(r, θ) (I4 − α(r, θ) BC) , (5.5)
and analogously Ωˆ, Ωˆ−1 are defined as operators from L2 to L2 which multiply by Ω(r, θ), Ω−1(r, θ) respectively,
where Ω and Ω−1 are defined as the principal square root of Ω2 and Ω−2 respectively. The following properties
are useful for our subsequent analysis. As matrix-valued functions, both Ω2 and Ω−2 are trivially bounded, and
this holds true also for Ω and Ω−1. Ωˆ2, Ωˆ, Ωˆ−2, Ωˆ−1 are injective and surjective; moreover, as operators from H()
to H(), they are positive, bounded and selfadjoint. Injectivity of Ωˆ2, Ωˆ−2 can be proven by direct inspection.
Being Ωˆ2 injective, also Ωˆ is injective. Surjectivity is also easily deduced. Indeed, being Ωˆ−2 defined everywhere,
Ωˆ2 is also surjective and then Ωˆ is surjective too. The same properties hold true for Ωˆ−2 and Ωˆ−1. Positiv-
ity is easily proven by carrying the matrices Ω2,Ω,Ω−2,Ω−1 into the diagonal form and then by taking into
account that supr,θ α < 1 for a
2 < l2. Analogously also boundedness is proven. Positivity implies selfadjointness.
Let us set H0 := R˜+ A˜, which is formally selfadjoint on H(), and define the operator Hˆ0 on L2 with
D(Hˆ0) = C
∞
0 ((r+,∞)× S2)4 =: D
Hˆ0χ = H0χ, χ ∈ D. (5.6)
Notice that D is dense in H(). Let us point out that for the formal differential expression H in (4.2), which
is formally selfadjoint on H<>, one can write H = Ω−2H0, Then we define on L2 the differential operator
Hˆ = Ωˆ−2Hˆ0, with
D(Hˆ) = D
Hˆχ = Hχ, χ ∈ D. (5.7)
As to the symmetry of Hˆ on D ⊂ H<>, we note that for all f, g ∈ D it holds 〈f |Hˆg〉 = (f |Hˆ0g) and 〈Hˆf |g〉 =
(Hˆf |Ωˆ2g) = (Ωˆ2Hˆf |g) = (Hˆ0f |g), and then Hˆ is symmetric iff Hˆ0 is symmetric on D ⊂ H(). Symmetry of
Hˆ0 is proven by direct inspection: The only problem could be the integration by parts in θ and r. The r
derivatives arise in the scalar product from the terms involving the differential operators E±, and they appear
in the following form: ∫
sin θ√
∆θ
tψ˜∗diag(i∂r,−i∂r,−i∂r, i∂r)χ˜drdθdφ ,
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where diag(i∂r,−i∂r,−i∂r, i∂r) stays for the diagonal matrix whose non vanishing entries are explicitly given.
The θ derivatives come out from L± and appear in the form∫
sin θ
1√
∆r
tψ˜∗E
1√
sin θ
∂θ(
√
sin θχ˜)drdθdφ ,
where
E =


0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0

 .
From these expressions the symmetry of the operator Hˆ0 is easily checked.
We prove that there exists an unitary isomorphism between H<> and H(). We follow a line of thought which
is strictly analogous to the one allowing to prove the unitary equivalence between the Hilbert space L2(a, b, q)
and L2(a, b), where the former space has measure q(x)dx and q : (a, b)→ R is a measurable, almost everywhere
positive and locally integrable function. Cf. [18], pp. 247-248.
Lemma 1. The map VΩ : H<> 7→ H() defined by
(VΩψ)(r, θ, φ) = Ω(r, θ)ψ(r, θ, φ) (5.8)
is an unitary isomorphism of Hilbert spaces.
Proof. One has
(VΩψ|VΩχ) = (Ωˆψ|Ωˆχ) = (ψ|Ωˆ2χ) = 〈ψ|χ〉. (5.9)
Then, due to the aforementioned properties of Ωˆ and Ωˆ−1, VΩ is an (unitary) isomorphism of Hilbert spaces
[18]. Note also that V ∗Ω : H() 7→ H<> and that V ∗Ω acts as a multiplication operator by Ω−1(r, θ). 
It is useful to introduce VΩHˆV
−1
Ω which is defined on the domain VΩD ⊂ H() and which is unitarily equivalent
to the operator Hˆ defined on D ⊂ H<>. Then the problem of the essential selfadjointness of Hˆ in D ⊂ H<>
is equivalent to the problem of essential selfadjointness of VΩHˆV
−1
Ω on VΩD ⊂ H(). By taking into account
Hˆ = Ωˆ−2Hˆ0 the aforementioned problem amounts to the essential selfadjointness of Ωˆ−1Hˆ0Ωˆ−1 in VΩD ⊂ H().
Now we can prove the following result.
Theorem 1. Hˆ is essentially selfadjoint if and only if Hˆ0 is essentially selfadjoint.
Proof. The following results are useful:
a) let Aˆ be a densely defined operator from H1 to H2 and let Bˆ be a bounded operator from H2 to H3. Then
(BˆAˆ)∗ = Aˆ∗Bˆ∗.
b) Let Cˆ, Dˆ be densely defined operators defined from H1 to H2 and from H2 to H3 respectively. Assume
that DˆCˆ is densely defined from H1 to H3, and assume that Cˆ is injective with Cˆ−1 ∈ B(H2,H1). Then
(DˆCˆ)∗ = Cˆ∗Dˆ∗ (cf. ex. 4.18, p.74 of [18]).
In our case, in order to apply (a) one identifies Bˆ with Ωˆ−1 and Aˆ with the product Hˆ0Ωˆ−1; moreover, in
order to apply (b) one identifies Cˆ with Ωˆ−1 and Dˆ with Hˆ0. As a consequence, one finds that the es-
sential selfadjointness condition, which amounts to (Ωˆ−1Hˆ0Ωˆ−1)∗ = (Ωˆ−1Hˆ0Ωˆ−1)∗∗, is implemented if and
only if Hˆ∗0 = Hˆ
∗∗
0 , i.e. if and only if Hˆ0 is essentially selfadjoint on D ⊂ H(). (Indeed, from (a) we know
that (Ωˆ−1Hˆ0Ωˆ−1)∗ = (Hˆ0Ωˆ−1)∗Ωˆ−1, and from (b) one finds (Hˆ0Ωˆ−1)∗Ωˆ−1 = Ωˆ−1Hˆ∗0 Ωˆ
−1. Analogously,
(Ωˆ−1Hˆ0Ωˆ−1)∗∗ = [(Ωˆ−1Hˆ0Ωˆ−1)∗]∗ = [Ωˆ−1Hˆ∗0 Ωˆ
−1]∗ = (Hˆ∗0 Ωˆ
−1)∗Ωˆ−1 = Ωˆ−1Hˆ∗∗0 Ωˆ
−1.) 
To sum up, we have shown that the essential selfadjointness of Hˆ on D ⊂ H<> is equivalent to the essential
selfadjointness of Hˆ0 on D ⊂ H(). Furthermore, if TˆH0 is a selfadjoint realization of H0, to be defined on
D(TˆH0) := D ⊂ H(), we introduce TˆH := Ωˆ−2TˆH0 on H<>. One can show analogously that TˆH is a selfadjoint
realization of H on D ⊂ H<>.
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(Proof: by the above unitary isomorphism (cf. Lemma 1) let us define
˜ˆ
TH = ΩˆTˆHΩˆ
−1 = Ωˆ−1TˆH0Ωˆ
−1 on ΩD.
One finds easily (cf. Theorem 1)
˜ˆ
T ∗H = Ωˆ
−1Tˆ ∗H0Ωˆ
−1 = Ωˆ−1TˆH0Ωˆ
−1 = ˜ˆTH , and then
˜ˆ
TH is selfadjoint. As a
consequence TˆH = Ωˆ
−2TˆH0 on D ⊂ H<> is selfadjoint too, and Ωˆ−2TˆH0f = Hf , f ∈ D).
5.1. Essential selfadjointness of Hˆ0 on D = C
∞
0 ((r+,∞) × S
2)4 ⊂ H(). It is useful to recall that
H() ≃ L2((r+,∞), r
2+a2
∆r
dr)2 ⊗ L2((0, π), sin(θ)√
∆θ
dθ)2 ⊗ L2(0, 2π), where the scalar product is the “usual” one
((f, g) :=
∫
dµf∗g; for short, the measure is indicated by dµ and f, g are scalar or vector functions depending
on the case). We introduce the following unitary operator (cf. [19]) V : H() → H():
V =
1√
2


0 −i 0 i
i 0 −i 0
0 −1 0 −1
−1 0 −1 0

 , (5.10)
and then we consider the operator V Hˆ0V
∗ on VD. The latter operator is particularly suitable for the study of
essential selfadjointness by means of variable separation. One finds:
V R˜V ∗ =


1
2 (E− − E+) + µ(r) 0 − 12 i(E+ + E−) 0
0 12 (E− − E+) + µ(r) 0 − 12 i(E+ + E−)
1
2 i(E+ + E−) 0 12 (E− − E+)− µ(r) 0
0 12 i(E+ + E−) 0 12 (E− − E+)− µ(r)

 , (5.11)
where µ(r) := µ r
√
∆r
r2+a2 ; moreover, it holds
V A˜V ∗ =


0 0 −µa cos(θ)
√
∆r
r2+a2 iM+
0 0 iM− µa cos(θ)
√
∆r
r2+a2
−µa cos(θ)
√
∆r
r2+a2 iM+ 0 0
iM− µa cos(θ)
√
∆r
r2+a2 0 0

 . (5.12)
Then, from the explicit expressions of E± and of M± one obtains
V R˜V ∗ =
( 1
r2+a2 (iaΞ∂φ + eqer + µr
√
∆r)I
∆r
r2+a2 ∂rI
− ∆r
r2+a2 ∂rI
1
r2+a2 (iaΞ∂φ + eqer − µr
√
∆r)I
)
(5.13)
and
V A˜V ∗ =
√
∆r
r2 + a2
(
O U
U O
)
, (5.14)
where U is the 2× 2 matrix formal differential expression
U =
( −µa cos(θ) i√∆θ(∂θ + 12 cot(θ) + g)
i
√
∆θ(∂θ +
1
2 cot(θ)− g)) µa cos(θ)
)
, (5.15)
with g := i 1∆θ sin(θ)Ξ∂φ − 1∆θ qme cot(θ). We define also Uˆ to be a differential operator in the Hilbert space
L2((0, π), sin(θ)√
∆θ
dθ)2 ⊗ L2(0, 2π), with domain D(Uˆ) = L{C∞0 (0, π)2 × C∞0 (0, 2π)} (L{·} stays for the linear
hull), and UˆS = US for S ∈ D(Uˆ).
As a consequence of the above manipulations, we obtain V Hˆ0V
∗ on VD, with V Hˆ0V ∗χ = V H0V ∗χ, χ ∈ D,
where the formal differential expression V H0V
∗ is:
V H0V
∗ =
(
1
r2+a2 (iaΞ∂φ + eqer + µr
√
∆r)I
∆r
r2+a2 ∂rI+
√
∆r
r2+a2U
− ∆r
r2+a2 ∂rI+
√
∆r
r2+a2U
1
r2+a2 (iaΞ∂φ + eqer − µr
√
∆r)I
)
. (5.16)
THE DIRAC EQUATION IN KERR-NEWMAN-ADS BLACK HOLE BACKGROUND 11
We consider the subset D˜ of D which contains finite linear combinations of functions of the following form:
χ(r, θ, φ) = ε(φ)


R1(r)S2(θ)
R2(r)S1(θ)
R2(r)S2(θ)
R1(r)S1(θ)

 , (5.17)
where ε(φ) ∈ C∞0 (0, 2π), R(r) :=
(
R1(r)
R2(r)
)
∈ C∞0 (r+,∞)2 and S(θ) :=
(
S1(θ)
S2(θ)
)
∈ C∞0 (0, π)2. Then one
obtains
V χ(r, θ, φ) = ε(φ)
1√
2


−i(R2(r) −R1(r))S1(θ)
−i(R2(r) −R1(r))S2(θ)
−(R2(r) +R1(r))S1(θ)
−(R2(r) +R1(r))S2(θ)

 . (5.18)
The subspace Lk spanned by the eigenfunctions e
−ikφ, k ∈ Z+ 12 of the the selfadjoint operator i∂φ with anti-
periodic boundary conditions at 0 and at 2π is such that L2((r+,∞), r2+a2∆r dr)2 ⊗L2((0, π),
sin(θ)√
∆θ
dθ)2 ⊗Lk is a
reducing subspace for V Hˆ0V
∗. Moreover i∂φ and Uˆ trivially commute. Let Uˆk⊗ Ik be the operator obtained by
restricting Uˆ to C∞0 (0, π)
2⊗Lk (Ik is the identity operator on Lk); one finds that Uˆk, whose formal differential
expression is
Uk =
( −µa cos(θ) i√∆θ(∂θ + 12 cot(θ) + bk(θ))
i
√
∆θ(∂θ +
1
2 cot(θ) − bk(θ))) µa cos(θ)
)
, (5.19)
where bk(θ) :=
1
∆θ sin(θ)
Ξk− 1∆θ qme cot(θ), is essentially selfadjoint on C∞0 (0, π)2 for any k ∈ Z+ 12 for
qme
Ξ ∈ Z
(see sect. 5.1.1 for details). Note also that Uˆ = ⊕kUˆk ⊗ Ik. If one considers the selfadjoint extension ¯ˆUk of Uˆk,
one can show that
¯ˆ
Uk has purely discrete spectrum which is simple (see section 6.1 and see also Appendix B).
Let us introduce the (normalized) eigenfunctions Sk;j(θ) :=
(
S1 k;j(θ)
S2 k;j(θ)
)
of the operator
¯ˆ
Uk:
¯ˆ
Uk
(
S1 k;j(θ)
S2 k;j(θ)
)
= λk;j
(
S1 k;j(θ)
S2 k;j(θ)
)
, (5.20)
then Hk,j := L2((r+,∞), r2+a2∆r dr)2 ⊗Mk,j , where Mk,j := {Fk;j(θ, φ)}, with Fk;j(θ, φ) := Sk;j(θ) e
−ikφ√
2pi
, is a
reducing subspace for V Hˆ0V
∗. Let us define Dk,j := D˜ ∩ Hk,j . Then V Hˆ0V ∗|Dk,j is such that V Hˆ0V ∗(V χ) =
ω(V χ) becomes(
1
r2+a2 (aΞk + eqer + µr
√
∆r)I
∆r
r2+a2 ∂rI+
√
∆r
r2+a2λk;jI
− ∆r
r2+a2 ∂rI+
√
∆r
r2+a2λk;jI
1
r2+a2 (aΞk + eqer − µr
√
∆r)I
)
V χ = ωV χ, (5.21)
which is equivalent to the following 2× 2 Dirac system for the radial part:(
1
r2+a2 (aΞk + eqer + µr
√
∆r)
∆r
r2+a2 ∂r +
√
∆r
r2+a2λk;j
− ∆r
r2+a2 ∂r +
√
∆r
r2+a2λk;j
1
r2+a2 (aΞk + eqer − µr
√
∆r)
)(
X1(r)
X2(r)
)
= ω
(
X1(r)
X2(r)
)
, (5.22)
where (
X1(r)
X2(r)
)
:=
1√
2
( −i(R2(r)−R1(r))
−(R2(r) +R1(r))
)
. (5.23)
Then we obtain H() = ⊕k,jHk,j , and we also obtain the following orthogonal decomposition [20] (also called
partial wave decomposition) of the operator V Hˆ0V
∗:
V Hˆ0V
∗ =
⊕
k,j
hˆk,j ⊗ Ik,j , (5.24)
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where Ik,j stays for the identity operator on Mk,j and hˆk,j , which is defined on Dk,j := C∞0 (r+,∞)2, has the
following formal expression:
hk,j :=
(
1
r2+a2 (aΞk + eqer + µr
√
∆r)
∆r
r2+a2 ∂r +
√
∆r
r2+a2λk;j
− ∆r
r2+a2 ∂r +
√
∆r
r2+a2 λk;j
1
r2+a2 (aΞk + eqer − µr
√
∆r)
)
(5.25)
In the following subsections, we study essential selfadjointness conditions both for the angular momentum
operator U and for the reduced Hamiltonian hˆk,j . Note that if hˆk,j is essentially selfadjoint on Dk,j , then
V Hˆ0V
∗ is essentially selfadjoint on the linear hull L{Dk,j ⊗Mk,j ; k, j} [18].
5.1.1. Essential selfadjointness of Uˆk. The operator Uk is formally selfadjoint in L
2((0, π), sin(θ)√
∆θ
dθ)2 whose
elements are indicated by S(θ) :=
(
S1(θ)
S2(θ)
)
. The conditions for the essential selfadjointness of Uˆk on C
∞
0 (0, π)
2
are determined in the following.
By means of the unitary transformation
W :=
(
0 −i
1 0
)
(5.26)
the operator Uˆk has a formal differential expression which is carried into the following form which corresponds
to a Dirac system [21]:
WUkW
∗ =
(
µa cos(θ)
√
∆θ(∂θ +
1
2 cot(θ)− bk(θ))√
∆θ(−∂θ − 12 cot(θ)− bk(θ)) −µa cos(θ)
)
. (5.27)
A further Liouville unitary transformation R : L2((0, π), sin(θ)√
∆θ
dθ)2 → L2((0, π), 1√
∆θ
dθ)2,
(RS)(θ) := (sin(θ))
1
2S(θ) =: Θ(θ) (5.28)
(cf. [19] for the Kerr-Newman case) allows us to determine for λ ∈ C if the limit point case or the limit circle case
is implemented according to Weyl’s alternative [21] by studying the differential system RWUkW
∗R∗Θ = λΘ,
i.e. (
µa cos(θ)
√
∆θ(∂θ − Ξk∆θ sin(θ) + 1∆θ qme cot(θ))√
∆θ(−∂θ − Ξk∆θ sin(θ) + 1∆θ qme cot(θ)) −µa cos(θ)
)
Θ = λΘ. (5.29)
We shall determine for λ ∈ C if the limit point case or the limit circle case is implemented according to Weyl’s
alternative [21]. The above equation amounts to a first order differential system which displays a first kind
singularity both at θ = 0 and at θ = π [22, 23]. In the former case, one can write
θ∂θΘ = NΘ, (5.30)
where the smooth matrix N is regular as θ → 0+ and
N0 := lim
θ→0+
N =
( −k + qmeΞ 0
0 k − qmeΞ
)
. (5.31)
Then the eigenvalues of N0 are ±ν with ν = k − qmeΞ . One can find two linearly independent solutions Θ1,Θ2
near θ = 0 such that
Θ1 = θ
νh1(θ) (5.32)
and
Θ2 = θ
−ν(h2(θ) + log(θ)h3(θ)) (5.33)
where hi(θ) :=
(
h1;i(θ)
h2;i(θ)
)
are analytic near θ = 0 for i = 1, 2, 3 and h3 6= 0 only for 2 qmeΞ integer [23]. We
recall that k = n+ 12 . It is easy to conclude that the limit point case [21] occurs at θ = 0 only for
n ≤ qme
Ξ
− 1 , and n ≥ qme
Ξ
. (5.34)
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The study at θ = π is analogous. Let us define α = π − θ. Then it is straightforward to show that also for
α = 0 there is a first kind singularity by studying
α∂αΘ =MΘ, (5.35)
where the smooth matrix M is regular as α→ 0+ and
M0 := lim
α→0+
M =
(
k + qmeΞ 0
0 −k − qmeΞ
)
. (5.36)
Then the eigenvalues of M0 are ±ρ0, with ρ0 = k + qmeΞ . One can find two linearly independent solutions near
α = 0 as above. Then the limit point case occurs at θ = π only for
n ≥ −qme
Ξ
, and n ≤ −qme
Ξ
− 1 . (5.37)
From (5.34) and (5.37) we see that if qmeΞ ∈ Z then the essential selfadjointness in C∞0 (0, π)2 is obtained for
any n ∈ Z. See also Appendix A for a further discussion.
Note that if qmeΞ /∈ Z then the essential selfadjointness of Uk is obtained for
n ∈ Z− {[−1− |qme
Ξ
|], [|qme
Ξ
|]} , (5.38)
where with [z] we mean the integer part of z. Then there would be some k = n+ 12 , with n ∈ {[−1−| qmeΞ |], [| qmeΞ |]},
such that essential selfadjointness does not occur on C∞0 (0, π)
2. We limit ourselves to impose herein for the
product qmeΞ to be integer: this has a nice interpretation, because it can be related to the Dirac quantization
condition (we recall that qmΞ = Qm is the magnetic charge of the black hole); see also Appendix A.
As a consequence, we have shown that the following result holds:
Theorem 2. Uˆk is essentially self adjoint on C
∞
0 (0, π)
2 for any k = n+ 12 , n ∈ Z iff qmeΞ ∈ Z.
Note that, for qm = 0 one recovers the same condition as for the standard Kerr-Newman case discussed in
Refs. [19, 12].
5.1.2. Essential selfadjointness of hˆk,j. The differential expression hk,j is formally selfadjoint in the Hilber space
L2((r+,∞), r2+a2∆r dr)2. In order to study the essential selfadjointness of the reduced Hamiltonian in C∞0 (r+,∞)2
one has to check if the limit point case occurs both at the event horizon r = r+ and at r = ∞. In the former
case, it is useful introducing the following reparameterization of the metric in the non-extremal case:
∆r =
1
l2
(r − r+)(r − r−)(r2 + (r+ + r−)r + r2+ + r2− + r+r− + a2 + l2), (5.39)
where the parameters m, z2, a, l are replaced by r+, r−, a, l. One easily finds:
m =
1
2l2
(r+ + r−)(r2+ + r
2
− + a
2 + l2)
z2 =
1
2l2
r+r−(r2+ + r
2
− + r+r− + a
2 + l2)− a2.
This is a good reparameterization, indeed the Jacobian J of the transformation is
J =
1
2l4
(3r2+ + r
2
− + 2r+r− + a
2 + l2)(r2+ + 3r
2
− + 2r+r− + a
2 + l2)(r+ − r−)
which is strictly positive for non extremal black holes.
It is also evident that in the extremal case, where r− = r+ a reparameterization analogous to (5.39) is available:
∆extrr =
1
l2
(r − r+)2(r2 + 2r+r + 3r2+ + a2 + l2),
by taking into account that in the extremal case the parameters m, z2, a, l are no more independent (cf. e.g.
(2.20)).
We show that the following result holds:
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Theorem 3. hˆk,j is essentially selfadjoint on C
∞
0 (r+,∞)2 iff µl ≥ 12 .
Proof. We choose the tortoise coordinate y defined by
dy = −r
2 + a2
∆r
dr (5.40)
and choose a free integration constant in such a way that y ∈ (0,∞). It holds y →∞⇔ r → r++. Then we get
hk,j =
(
0 −∂y
∂y 0
)
+ V (r(y)), (5.41)
and the corollary to thm. 6.8 p.99 in [21] ensures that the limit point case holds for hk,j at y =∞.
It is also useful to point out that it holds
lim
y→∞
V (r(y)) =
(
1
r2
+
+a2
(akΞ + eqer+) 0
0 1
r2
+
+a2
(akΞ + eqer+)
)
:=
(
ϕ+ 0
0 ϕ+
)
. (5.42)
The only problem can be found at r = ∞. The differential equation hk,jX = ωX amounts to the following
differential system:
∂rX =
(
λk;j√
∆r
−ω(r2+a2)∆r −
µr√
∆r
+ P (r)∆r
ω(r2+a2)
∆r
− µr√
∆r
− P (r)∆r −
λk;j√
∆r
)
X (5.43)
where X(r) :=
(
X1(r)
X2(r)
)
and P (r) = akΞ+ eqer. In order to study the behavior of this differential system at
r =∞ it is useful to introduce momentarily x = 1
r
. Then one obtains
x∂xX = G(x)X, (5.44)
where the smooth matrix G(x) is regular as x→ 0+ and
lim
x→0+
G(x) =
(
0 µl
µl 0
)
. (5.45)
A singularity of the first kind is found, with eigenvalues w± = ±µl. As in the previous subsection, we can
conclude that the limit point case occurs at r =∞ iff∫ ∞
c
dr
r2
r±2µl =∞. (5.46)
For µ > 0 as in the physical interesting case, the limit point case occurs for µl ≥ 12 , which is also the required
essential selfadjointness condition for the reduced Hamiltonian. 
If µl < 12 , there is a 1-parameter family of selfadjoint extensions tˆk,j of hˆk,j [21].
6. The eigenvalue equation.
We limit our considerations to the case µl ≥ 12 , for which we know that Hˆ is essentially selfadjoint on
D = C∞0 ((r+,∞) × S2)4 ⊂ H<>, and then there exists a unique selfadjoint extension ¯ˆH on D. See also the
conclusions. The following relation holds between the eigenvalue equation for
¯ˆ
H and the differential system one
finds by separating the variables as in the Chandrasekhar-like trick. We have that
¯ˆ
H = Ωˆ−2 ¯ˆH0. From
¯ˆ
Hψ = ωψ (6.1)
one obtains (cf. (5.10))
V Ωˆ−2V ∗V ¯ˆH0V ∗χ = ωχ, (6.2)
where χ ∈ VD. Defining the bounded invertible multiplication operator Dˆ−2 := V Ωˆ−2V ∗ and multiplying on
the left by Dˆ2 both the members of the equation, one finds
V
¯ˆ
H0V
∗χ = Dˆ2ωχ. (6.3)
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Being D2 = I4 + T , where
T =


0 0 0 iα(r, θ)
0 0 −iα(r, θ) 0
0 iα(r, θ) 0 0
−iα(r, θ) 0 0 0

 (6.4)
is associated with the multiplication operator Tˆ which is bounded and selfadjoint in H(), it follows
(V
¯ˆ
H0V
∗ − Tˆ ω)χ = ωχ, (6.5)
which is just in the form suitable for variable separation by means of the standard trick. One then obtains
the standard form for the separated equations, and formally (compare with equations (5.16), (5.20), (5.21)
and (5.22)) the original eigenvalue problem is transformed into the (pseudo-)eigenvalue problem (6.5), in which
both the radial part and the angular part are coupled because the angular momentum operator one obtains by
variable separation depends on ω:
¯ˆ
Uk ω :=
¯ˆ
Uk + Vˆω, (6.6)
where Vˆω is a bounded selfadjoint operator in L
2((0, π), sin(θ)√
∆θ
dθ)2 and is a multiplication operator by
Vω =
(
0 − iωa sin(θ)√
∆θ
iωa sin(θ)√
∆θ
0
)
=: ω V; (6.7)
then also the eigenvalues λk;j(ω) of
¯ˆ
Uk ω depend on ω. As a consequence, also the radial eigenvalue equation
depends on ω through its dependence on λk;j . See e.g. [19, 24, 12, 13, 14] for the Kerr-Newman case. The
following system of coupled eigenvalue equations have to be satisfied simultaneously in L2((0, π), sin(θ)√
∆θ
dθ)2 and
in L2((r+,∞), r2+a2∆r dr)2 respectively:
¯ˆ
Uk ωS = λS, (6.8)
and
¯ˆ
hk,jX = ωX. (6.9)
We stress again that, the Dirac equation (3.24) in the Chandrasekhar-like variable separation ansatz (3.29)
reduces to the couple of equations (6.8) and (6.9) and is equivalent, due to the nature of the operator Dˆ2, to
the Hamiltonian eigenvalue equation under the same ansatz.
In order to focus on the relation between the spectral analysis of the Hamiltonian
¯ˆ
H and the spectra of the
operators hˆk,j which are obtained by variable separation of the pseudo-eigenvalue equation (6.5), we could also
heuristically introduce the following trick. Let us consider the 1-parameter family of selfadjoint operators
{Hˆ(z)0 := V ¯ˆH0V ∗ − zTˆ }z∈R, (6.10)
to be defined on a dense domain D(Hˆ
(z)
0 ) ⊂ H(), which is easily understood to be independent from z. Indeed,
zTˆ is a bounded perturbation of V ¯ˆH0V ∗ and is infinitesimally small with respect to V ¯ˆH0V ∗ [25] and then,
on the domain VD = D(V
¯ˆ
H0V
∗) =: D(Hˆ(z)0 ), Hˆ
(z)
0 is selfadjoint and defines an analytical family of type (A)
according to Kato’s definition [26, 27].
Each operator in this family admits an orthogonal decomposition (note that
¯ˆ
Uk z =
¯ˆ
Uk+zVˆ; cf. (6.7); moreover,
the eigenvalues λk;j(z) of
¯ˆ
Uk z depend on z):
Hˆ
(z)
0 =
⊕
k,j
¯ˆ
h
(z)
k,j ⊗ Ik,j , (6.11)
and we get
σ(Hˆ
(z)
0 ) =
⋃
k,j
σ(
¯ˆ
h
(z)
k,j), (6.12)
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and in particular
σp(Hˆ
(z)
0 ) =
⋃
k,j
σp(
¯ˆ
h
(z)
k,j) (6.13)
(see e.g. Lemma 7 in [28]).
In order to get a relation between the spectra of this 1-parameter family and the solutions of (6.5), we impose
the constraint to include only those ω such that ω ∈ σ(Hˆ(ω)0 ), which implement (6.5).
Note also that, for a non rotating black hole, a = 0 implies that T = 0 and Ω2 = I4. Of course, there is no need
to introduce the above 1-parameter family of operators for the study of the spectrum, and
¯ˆ
H =
¯ˆ
H0.
In the following we show that the spectrum of the angular momentum operator
¯ˆ
Uk ω is discrete for any ω ∈ R.
Moreover, we show that in the non-extremal case the radial Hamiltonian
¯ˆ
hk,j for any λk;j has a spectrum is
absolutely continuous and coincides with R, and then in the latter case we infer that no eigenvalue of
¯ˆ
H exists.
6.1. Spectrum of the operator
¯ˆ
Uk ω. We consider the equation Uk ωS − λS = 0. As in [21, 29], we look for
real solutions for real λ and (cf. [21], p. 242) we introduce an analogue to Pru¨fer transformation in the case of
Dirac system. We implement the unitary transformations (5.26) and (5.28) and obtain RW
¯ˆ
Uk ωW
∗R∗. Let us
define the unitary matrix (cf. [19] for the Kerr-Newman case without magnetic charge)
U :=
1√
2
(
1 1
−1 1
)
(6.14)
and also let us define, thanks to the formal differential expression RWUk ωW
∗R∗ (see eq. (6.17) below), the
following couple of selfadjoint operators:
D(U0) = {Θ ∈ L2((0, c), dθ√
∆θ
)2; Θ is locally absolutely continuous;B(Θ) = 0;U0Θ ∈ L2((0, c), dθ√
∆θ
)2}
U0Θ = RWUk ωW ∗R∗ Θ, Θ ∈ D(U0);
D(Upi) = {Θ ∈ L2((c, π), dθ√
∆θ
)2; Θ is locally absolutely continuous;B(Θ) = 0;UpiΘ ∈ L2((c, π), dθ√
∆θ
)2},
UpiΘ = RWUk ωW ∗R∗ Θ, Θ ∈ D(Upi). (6.15)
0 < c < π is an arbitrary (regular) point at which the boundary condition B(Θ) = sin(β)Θ1(c)+cos(β)Θ2(c) = 0,
with β ∈ [0, π) and with Θ(θ) :=
(
Θ1(θ)
Θ2(θ)
)
, is imposed.
One has
URWUk ωW
∗R∗U∗ =
(
0
√
∆θ∂θ
−√∆θ∂θ 0
)
+M(θ), (6.16)
with
M(θ) =
(
Ξσ(θ)√
∆θ
1
sin(θ) +
aω sin(θ)√
∆θ
−µa cos(θ)
−µa cos(θ) −Ξσ(θ)√
∆θ
1
sin(θ) +
aω sin(θ)√
∆θ
)
, (6.17)
where (being d := qmeΞ ∈ Z)
σ(θ) := d cos(θ)− (n+ 1
2
), d, n ∈ Z. (6.18)
We can rewrite URWUk ωW
∗R∗U∗ in the following form:
R
−1(θ)
[(
0 ∂θ
−∂θ 0
)
+R(θ)
(
Ξσ(θ)√
∆θ
1
sin(θ) +
aω sin(θ)√
∆θ
−µa cos(θ)
−µa cos(θ) −Ξσ(θ)√
∆θ
1
sin(θ) +
aω sin(θ)√
∆θ
)]
, (6.19)
where
R
−1(θ) =
( √
∆θ 0
0
√
∆θ
)
. (6.20)
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As in [21, 29], we can define
G(θ, λ) = λR(θ)−M(θ), (6.21)
and
Θ(θ) = ρ¯(θ)
(
cos η(θ)
sin η(θ)
)
(6.22)
where
ρ¯(θ) =
√
Θ21(θ) + Θ
2
2(θ) (6.23)
and
η(θ) =
{
arctan Θ2(θ)Θ1(θ) for Θ1(θ) 6= 0
arccot Θ1(θ)Θ2(θ) for Θ2(θ) 6= 0
(6.24)
are defined for real solutions of the eigenvalue equation and are absolutely continuous [29]. Then following
[21, 29] one obtains the following differential equation for η(θ):
d
dθ
η(θ, λ) = H(θ, η(θ), λ), (6.25)
where
H(θ, η(θ), λ) :=
(
G(θ, λ)
(
cos η(θ)
sin η(θ)
) ∣∣∣∣
(
cos η(θ)
sin η(θ)
))
, (6.26)
and with (·|·) here we mean the usual Euclidean product in C2. One then finds
H(θ, η(θ), λ) =
λ√
∆θ
+ (2aµ cos(θ)) sin(η(θ)) cos(η(θ))
+
[
Ξσ(θ)√
∆θ
1
sin(θ)
+
aω sin(θ)√
∆θ
]
(sin2(η(θ)) − cos2(η(θ))). (6.27)
Note that the function H(θ, t, λ) is smooth for any (θ, t, λ) ∈ (0, π) × R × R. We consider first the case of the
operator Upi. Let us define as in [21]
n+(λ1, λ2) = lim inf
θ→pi−
1
π
(η(θ, λ2)− η(θ, λ1))
n−(λ1, λ2) = lim sup
θ→pi−
1
π
(η(θ, λ2)− η(θ, λ1))
M(λ1, λ2) = dim (E(λ2)− E(λ1)) , (6.28)
where E(λ) is the spectral resolution of Upi. It holds n−(λ1, λ2)−2 ≤M(λ1, λ2) ≤ n+(λ1, λ2)+2. In particular,
λ belongs to the essential spectrum iff for every ǫ > 0 it holds
n+(λ− ǫ, λ+ ǫ) =∞ (6.29)
(cf. [21], p. 248). We now prove the following result.
Theorem 4. The essential spectrum of
¯ˆ
Uk ω is empty.
Proof. We start by considering Upi. Our aim is to show that the function η(θ, λ) is a bounded function for
any finite λ. As a consequence, the essential spectrum of Upi is empty. With this aim, we assume that η is
unbounded. We show that this assumption leads to a contradiction both if η has no upper bound as θ → π−
and if η has no lower bound as θ → π−.
We first note that the function
ζ(θ) :=
σ(θ)√
∆θ
1
sin(θ)
(6.30)
in a suitable left neighborhood of π is either increasing or decreasing according to the sign of σ(θ) at π (its
derivative leading term is − cos(θ) σ(θ)√
∆θ
1
sin2(θ) in such a neighborhood). Let us assume that σ(π) > 0. Then, for
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θ0 < θ < π the function σ(θ) is positive and for θ1 < θ < π, where θ0 ≤ θ1, the function ζ is increasing without
upper bound. Then we can choose a θ2 > θ1 such that for any θ2 < θ < π it holds
Ξσ(θ)√
∆θ
1
sin(θ)
+
aω sin(θ)√
∆θ
> | λ√
Ξ
|+ 2|aµ|. (6.31)
If η has no upper bound, then there exists a θ3 > θ2 such that
η(θ3, λ) = pπ for p ∈ Z (6.32)
and
η(θ, λ) > η(θ3, λ) (6.33)
for θ3 < θ < θ4 < π, i.e. in a suitable right neighborhood of θ3 the function η(θ, λ) has to be increasing; if η
has no lower bound, then there exists a θ5 > θ2 such that
η(θ5) = (p+
1
2
)π for p ∈ Z (6.34)
and
η(θ, λ) < η(θ5, λ) (6.35)
for θ5 < θ < θ6 < π. In both cases a contradiction is achieved, indeed the function H(θ, η(θ), λ) is negative in
a suitable neighborhood of θ3 in the former case because of (6.31):
H(θ3, η(θ3), λ) =
λ√
∆θ3
−
[
Ξ
σ(θ3)√
∆θ3
1
sin(θ3)
+
aω sin(θ3)√
∆θ3
]
< 0. (6.36)
Then η cannot be unbounded from above (cf. (6.25)).
In the latter case one finds H(θ5, η(θ5), λ) > 0 and then η cannot be unbounded from below. In the case
σ(π) < 0, one gets the same contradiction in an analogous way.
Analogously, one can conclude that σe(U0) = ∅. The decomposition method [21] ensures that σe(URW ¯ˆUk ωW ∗R∗U∗) =
σe(U0) ∪ σe(Upi), and then we can conclude that the spectrum of U¯k ω is discrete. On the grounds of theorem
10.8 in [21], we can also conclude that the spectrum is simple. 
See also Appendix B for an alternative proof. Note that for ω = 0 Theorem 4 implies that the spectrum of
U¯k is discrete.
6.2. Spectrum of the operator
¯ˆ
hk,j. In order to study the spectral properties of
¯ˆ
hk,j , we introduce, as in
the previous subsection, two auxiliary selfadjoint operators hˆhor and hˆ∞:
D(hˆhor) = {X ∈ L2(r+,r0), X is locally absolutely continuous;B(X) = 0; hˆhorX ∈ L2(r+,r0)},
hˆhorX = hk,jX ;
D(hˆ∞) = {X ∈ L2(r0,∞), X is locally absolutely continuous;B(X) = 0; hˆ∞X ∈ L2(r0,∞)}
hˆ∞X = hk,jX. (6.37)
r0 is an arbitrary point with r+ < r0 < ∞, at which the boundary condition B(X) := sin(β)X1(r0) +
cos(β)X2(r0) = 0, with X(r) :=
(
X1(r)
X2(r)
)
and with β ∈ [0, π) is imposed. We also have defined L2(r+,r0) :=
L2((r+, r0),
r2+a2
∆r
dr)2 and L2(r0,∞) := L
2((r0,∞), r2+a2∆r dr)2. Note that we omit the indices k, j for these oper-
ators.
We first show that hˆ∞ has discrete spectrum and that in the non-extremal case hˆhor has absolutely continuous
spectrum, and then we deduce qualitative spectral properties for
¯ˆ
hk,j .
On the grounds of the analysis in [30, 31], we can conclude that the spectrum of
¯ˆ
hk,j is absolutely continuous in
the non-extremal case. As to the extremal manifold, we limit ourselves to point out that σe(
¯ˆ
h∞) = ∅ holds true,
too; a weaker conclusion can instead be stated about the spectrum of hˆhor: it is absolutely continuous in R−ϕ+.
THE DIRAC EQUATION IN KERR-NEWMAN-ADS BLACK HOLE BACKGROUND 19
We introduce the tortoise coordinate
dx
dr
=
r2 + a2
∆r
(6.38)
and choose the integration constant in such a way that r ∈ (r+,∞) iff x ∈ (−∞, 0). We also point out that, for
r →∞, i.e. for x→ 0− one finds r ∼ − l2
x
. We get
hˆk,j =
(
0 ∂x
−∂x 0
)
+ V (r(x)). (6.39)
We consider hˆ∞ = hˆk,j |[x(r0),0). We introduce the Pru¨fer-like transformation as in the case of the angular
momentum operator
ρ¯(x) =
√
X21 (x) +X
2
2 (x) (6.40)
and
η(x) =
{
arctan X2(x)
X1(x)
for X1(x) 6= 0
arccot X1(x)
X2(x)
for X2(x) 6= 0.
(6.41)
We can also define
G(x, ω) := ωI− V (r(x)), (6.42)
and obtain the differential equation
d
dx
η(x, ω) = H(x, η(x), ω), (6.43)
where
H(x, η(x), ω) :=
(
G(x, ω)
(
cos η(x)
sin η(x)
) ∣∣∣∣
(
cos η(x)
sin η(x)
))
. (6.44)
One then finds (the dependence of r on x is left implicit)
H(x, η(x), ω) = ω − aΞk + eqer
r2 + a2
− 2λk;j
√
∆r
r2 + a2
sin(η(x, ω)) cos(η(x, ω))
+
µr
√
∆r
r2 + a2
(
sin2(η(x, ω)) − cos2(η(x, ω)) . (6.45)
Note that the function H(x, s, ω) is smooth for (x, s, ω) ∈ (−∞, 0)× R× R.
Lemma 2. σe(hˆ∞) = ∅.
Proof. The leading term in the potential is proportional to the mass µ and is monotonically increasing in a
suitable left neighborhood x0 < x < 0 of x = 0. We can also find an x1 ∈ [x0, 0) such that for x1 < x < 0 one
gets
µ
r
√
∆r
r2 + a2
> |ω|+ |aΞk + eqer|
r2 + a2
+ 2|λk;j |
√
∆r
r2 + a2
. (6.46)
If η is not bounded from above, we can find an x2 ∈ (x1, 0) such that η(x2, ω) = pπ, with p ∈ Z, and
η(x, ω) > η(x2, ω) for x2 < x < x3 < 0. If η is not bounded from below, we can find an x4 ∈ (x1, 0) such that
η(x4, ω) = (q +
1
2 )π, with q ∈ Z, and η(x, ω) < η(x4, ω) for x4 < x < x5 < 0. But due to (6.46) H(x, η(x), ω)
would be negative in a neighbourhood of x2 and it would be positive in a neighbourhood of x4, against the
assumption of an unbounded η. As a consequence, η has to be bounded, and then the essential spectrum of hˆ∞
is empty. 
See also Appendix C for an alternative proof. Note that, in the case µl < 12 , any selfadjoint extension of hˆ∞
obtained by imposing separated boundary conditions at r0 and at r =∞ still has discrete spectrum [21]. It is
also remarkable that σe(hˆ∞) = ∅ is not verified in the standard Kerr-Newman case.
As to the spectral properties of hˆhor, a suitable change of coordinates consists in introducing a tortoise-like
coordinate defined by eqn. (5.40). It is then easy to show that the following result holds.
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Lemma 3. σac(hˆhor) = R in the non-extremal case.
Proof. The hypotheses of theorem 1 p. 185 of [30] are verified. Equivalently in our case we can appeal to
theorem 16.7 of [21], and we find that the spectrum of hˆhor is absolutely continuous in R− {ϕ+}. This can be
proved as follows. Let us write the potential V (r(y)) in (5.41)
V (r(y)) =
(
ϕ+ 0
0 ϕ+
)
+ P2(r(y)), (6.47)
which implicitly defines P2(r(y)). The first term on the left of 6.47 is of course of bounded variation; on the
other hand, |P2(r(y))| ∈ L1(c,∞), with c ∈ (0,∞). As a consequence, the hypotheses of theorem 16.7 in [21]
are trivially satisfied, and one finds that the spectrum of hˆhor is absolutely continuous in R− {ϕ+}.
We have only to exclude that ϕ+ is not an eigenvalue of hˆhor (and of the radial Hamiltonian). As in the
Kerr-Newman case (cf. e.g. [12]), one needs simply to replace ω with ϕ+ and study the asymptotic behavior of
the solutions of the linear system
X ′ =
(
−λk;j
√
∆r
r2+a2 ϕ+ − 1r2+a2 (aΞk + eqer − µr
√
∆r)
1
r2+a2 (aΞk + eqer + µr
√
∆r)− ϕ+ λk;j
√
∆r
r2+a2
)
X =: R¯(r(y))X, (6.48)
where r = r(y) and where the prime indicates the derivative with respect to y. One easily realizes that in the
non-extremal case ∫ ∞
c
dy|R¯(r(y))| <∞, (6.49)
and then according to the Levinson theorem (see e.g. [32], Theorem 1.3.1 p.8) one can find two linearly
independent asymptotic solutions as y →∞ whose leading order is given by XI =
(
1
0
)
and XII =
(
0
1
)
. As
a consequence no normalizable solution of the equation 6.48 can exists, and then ϕ+ cannot be an eigenvalue. 
Note that in the non-extremal case, theorem 16.7 in [21] applies also to
¯ˆ
hk,j . The following result holds:
Theorem 5. σac(
¯ˆ
hk,j) = R in the non-extremal case. Moreover, the spectrum is simple.
Proof. As a consequence of Lemma 2 and Lemma 3 (cf. also remark (2), pp. 211-212 of [30]), we can conclude
that the spectrum of hˆk,j is absolutely continuous and coincides with R. On the grounds of theorem 10.8 in
[21], we can also conclude that the spectrum is simple. 
As to the extremal case, we limit ourselves to state the following result.
Lemma 4. The spectrum of
¯ˆ
hk,j is absolutely continuous in R− {ϕ+} in the extremal case.
Proof. We refer to theorem 1 p. 185 in [30]. By using the tortoise coordinate (5.40) we rewrite the radial
eigenvalue equation (6.9) in the form
X ′ =
(
p(r(y)) ω + p2(r(y))
−ω − p1(r(y)) −p(r(y))
)
X, (6.50)
where the prime stays for the derivative with respect to y, p(r) := −λk;j
√
∆r
r2+a2 , p1(r) := − 1r2+a2 (aΞk + eqer +
µr
√
∆r) and p2(r) := − 1r2+a2 (aΞk + eqer − µr
√
∆r).
Following the notation in [30], we define p(r(y)) := ∆1, p11(r(y)) := p1(r(y)) and p21(r(y)) := p2(r(y)).
One has p11(r(y)) → −ϕ+ and p21(r(y)) → −ϕ+ as y → ∞; moreover, ∆1(r(y)) → 0 as y → ∞ and
p′11, p
′
21,∆
′
1 ∈ L1[r0,∞), with r+ < r0 < ∞. Then the hypotheses of theorem 1 p. 185 in [30] are satisfied,
and then the spectrum of hˆk,j is absolutely continuous in R− {ϕ+}. Cf. also Remark (1) p. 211 in [30]. 
The analysis of the point {ϕ+} is more involved than in the non-extremal case and is deferred to further
studies.
The above result allow us to conclude also that the following result holds for the essential spectrum of the radial
Hamiltonian:
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Corollary 1. σe(
¯ˆ
hk,j) = R both for the non-extremal case and for the extremal one.
Proof. In the non-extremal case, the result follows from Theorem 5. In the extremal one, is a consequence of
Lemma 4. 
Both these results can also be achieved by using Theorem 16.6 in [21]. Indeed, let us consider the Hamiltonian
(5.41) and, in order to match Weidmann’s conditions, let us introduce the unitary operator Z :=
(
0 1
1 0
)
.
Then let us consider ZhˆhorZ
∗, whose formal expression is
ZhhorZ
∗ =
(
0 ∂y
−∂y 0
)
+ P¯ (y), (6.51)
and define P¯0 := limy→∞ P¯ (y) =
(
ϕ+ 0
0 ϕ+
)
. According to Theorem 16.6 in [21], if
lim
y→∞
1
y
∫ y
c
dt|P¯ (t)− P¯0| = 0, (6.52)
where | · | stays for any norm for matrices in C2×2, then R− {ϕ+} ⊂ σe(hˆhor), which implies σe(hˆhor) = R. By
using e.g. the Euclidean norm, it is easy to show that in the non-extremal case it holds | ∫∞
c
dt|P¯ (t)− P¯0|| <∞,
and then (6.52) is implemented. In the extremal case, the integral is divergent as y → ∞ but De l’Hospital’s
rule allows still to conclude that (6.52) is implemented. Cf. also [4] for the standard Kerr-Newman case and [5]
for the Reissner-Nordstro¨m-AdS case.
6.3. Absence of time-periodic normalizable solutions. For the non extremal case, the spectral analysis
carried out in the previous subsections allows to conclude that on the given black hole background the Dirac
equation does not admit any normalizable time-periodic solution. Cf. [11] and [12] for the Kerr-Newman case.
Both the hypothesis and the proof of such a theorem are completely analogous to the ones relative to the non-
extremal Kerr-Newman black hole case appearing in [12], theorem IV.5, with simple and obvious replacements.
We can limit ourselves to observe that, given the Dirac equation in its Hamiltonian form (4.1), it is possible
to obtain solutions which are both normalizable and time-periodic if and only if the point spectrum of the
Hamiltonian
¯ˆ
H is non-empty. For the sake of completeness we show that the aforementioned remark holds true.
We are indebted to Franco Gallone (Universita` di Milano) for providing us a rigorous proof of it.
Remark 1. Let Gˆ be a selfadjoint operator in a Hilbert space H and let P the projection valued measure of Gˆ;
let Uˆ be the 1-parameter strongly continuous group generated by Gˆ. There exist T ∈ R− {0} and ψ ∈ H − {0}
such that Uˆt+Tψ = Uˆtψ for each t ∈ R iff the point spectrum of Gˆ is non-empty.
Proof. For T ∈ R− {0} and ψ ∈ H, Uˆt+Tψ = Uˆtψ is equivalent to UˆTψ = ψ, which amounts to the condition∫
R
|eiλT − 1|2dµ(P )ψ (λ) = 0, (6.53)
(where for eachE contained in the Borel σ-algebra B in R, the measure µ(P )ψ is defined by µ(P )ψ (E) := ||P (E)ψ||2).
The above condition is implemented iff eiλT = 1 µψ-a.e., which amounts to µ
(P )
ψ ({ 2pinT }n∈Z) = ||ψ||2, i.e.
P ({ 2pin
T
}n∈Z)ψ = ψ. Then there exists a ψ 6= 0 such that Uˆt+Tψ = Uˆtψ for every t ∈ R iff P ({ 2pinT }n∈Z) 6= 0,
and the latter condition holds iff there exists n0 ∈ Z such that P ({ 2pin0T }) 6= 0, i.e. such that 2pin0T ∈ σp(Gˆ). 
In the case at hand, Gˆ is the Hamiltonian operator
¯ˆ
H and t is the time. For a non-extremal Kerr-Newman-
AdS black hole, we have that the point spectrum of
¯ˆ
H is empty (cf. also Lemma 5.3 in [14] and Proposition 7.1
in [15] for then Kerr-Newman case) and then no time-periodic and normalizable solution of the Dirac equation
is allowed. From a physical point of view, this fact means that no quantum mechanical solution equivalent to
a classical closed orbit exists. Cf. [10, 11].
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7. Conclusions
We have considered the Dirac equation on the universal covering of a Kerr-Newman-AdS black hole back-
ground. The presence of a magnetic charge has been allowed, and the Hamiltonian form of the Dirac equation
has been obtained. Then, we have shown that Theorem 1 holds true, and then we have studied essential selfad-
jointness properties of the Hamiltonian Hˆ on C∞0 ((r+,∞)×S2)4 through the equivalent analysis on Hˆ0. Variable
separation has been performed and we have shown that in presence of a magnetic charge the Dirac quantization
condition qmeΞ ∈ Z is necessary and sufficient for ensuring essential selfadjointness of Uk on C∞0 (0, π)2 for any
k ∈ Z + 12 . Moreover, µl ≥ 12 has to be implemented in order to obtain essential selfadjointness of the radial
Hamiltonian hˆk,j on C
∞
0 (r+,∞)2. This is also the condition one finds on an Anti-de Sitter background.
Furthermore, we have taken into account some spectral properties of the Hamiltonian for µl ≥ 12 . Qualitative
spectral analysis has allowed us to conclude that σe(hˆ∞) = ∅, in contrast to what happens in the (asymptoti-
cally flat) Kerr-Newman case, and also that no time-periodic and normalizable solution of the Dirac equation
is allowed on the given non-extremal black hole background. The latter conclusion is in agreement with the
analogous result for black hole of the Kerr-Newman family and more in general for axi-symmetric black holes
which are asymptotically flat [11, 12]. Moreover, in the case µl < 12 this holds true also for selfadjoint extensions
TˆH obtained by imposing local boundary conditions at infinity. Cf. the comment following Lemma 2.
The implementation of a second-quantization formalism and the analysis of the mechanism allowing both the
discharge and the loss of angular momentum by the black hole by means of quantum effects [3, 4] deserve future
investigations.
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Appendix A. Essential selfadjointness of Uˆ
For the sake of completeness, we discuss in detail the essential selfadjointness conditions for the angular
momentum operator U. Let us introduce d := qmeΞ and also the sets
I0 := (−1 + d, d), (A.1)
which is such that for n ∈ I0 the limit circle case [21] is implemented at θ = 0, and
Ipi := (−1− d,−d), (A.2)
which is such that for n ∈ Ipi the limit circle case is implemented at θ = π. Essential selfadjointness for a generic
n ∈ R is implemented for
n ∈ R− (I0 ∪ Ipi). (A.3)
Condition (A.3) for |d| ≤ 12 amounts to
n ∈ (−∞,−1− |d|] ∪ [|d|,∞). (A.4)
If |d| > 12 , condition (A.3) amounts to
n ∈ (−∞,−1− |d|] ∪ [−|d|,−1 + |d|] ∪ [|d|,∞). (A.5)
Now we make use of the fact that n ∈ Z in our case. For d ∈ Z, essential selfadjointness is implemented
without restrictions. If |d| := [|d|] + ζ, where ζ ∈ (0, 1), then essential selfadjointness is implemented for
n ∈ Z − {−1 − [|d|], [|d|]}, which requires further analysis. We can note that choosing d ∈ Z amounts to the
Dirac quantization condition in the stronger form which was considered as mandatory by Schwinger in his model
for a relativistic quantum field theory for fermionic matter in presence of a magnetic charge [33] and in which
only integer values are allowed instead of semi-integer values. See also [34]. This quantization rule is confirmed
also by a construction a` la Wu and Yang [35]. See e.g. [36] (formula (11) therein and its consequences for a = 0
on the charge quantization, which corresponds to our case).
For the sake of completeness, we point out that semi-integer values for d would introduce the necessity of
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implementing suitable boundary conditions at θ = 0 or at θ = π for Uk for special values of k, which are such
that the defect indices of Uk are (1, 1). Let us put |d| = l + 12 , with l ∈ N. Then we find that n = −l − 1 and
n = l do not satisfy the essential selfadjointness conditions indicated above. Being I0 ∩ Ipi = ∅ for |d| = l + 12 ,
which means that the limit circle case occurs only at one of the extremes of (0, π), one finds that the partial
wave operators U−l− 1
2
and Ul+ 1
2
have defect indices (1, 1). This would introduce an “asymmetric” treatment
for a couple of partial waves labeled by k with respect to all the other ones which do not require boundary
conditions. This “asymmetry” would not be justified by any physical argument, being the singular behavior at
θ = 0 or at θ = π only due to a bad behavior of the chart one is forced to introduce if a single-chart description
of the 1-form connection A is adopted, as in our case; then the following choice is taken into account: a core
for the extension is identified with C∞0 (0, π)
2 +L{w+} [21], where w+ is such that near the point θ0 (θ0 = 0 or
θ0 = π) at which the limit circle case occurs one has w+ ∼ us (us ∼ (θ − θ0)s being the fundamental solution
of the equation Uku − λu = 0 near θ0 with s = max(±ν) if θ0 = 0, cf. (5.31), or s = max(±ρ0) if θ0 = π, cf.
(5.36)), and w+ ∼ 0 at the other extreme. This is the only choice ensuring, together with the condition µl ≥ 12 ,
that Hˆ0 is essentially selfadjoint on C
∞
0 ((r+,∞)× S2)4 (lack of smoothness at θ0 occurs for any other choice).
It must be pointed out that another choice of the gauge would be possible and that it would lead to different
conditions. At least almost everywhere, gauge equivalence of the given A with
A+ b
(
qm
ρ
√
∆θ sin θ
e1 − qma
ρ
√
∆r
e0
)
(A.6)
can be shown for any value of the real constant b. Then the replacements qm cos θ 7→ qm(cos θ − b) and
qer 7→ qer + bqma occur. Essential selfadjointness properties of hˆk,j remain unaltered for any b. Instead, if
for example one chooses b = 1, essential selfadjointness properties of Uk are affected in an evident manner:
this choice, which corresponds to the usual choice introduced since the seminal paper by Dirac, is such that
all problems are shifted to θ = π and conditions (A.4) and (A.5) are replaced by the essential selfadjointness
condition
n ∈ (−∞,−1− 2d] ∪ [−2d,∞) (A.7)
Then, semi-integer values of the magnetic charge ensure essential selfadjointness too, in agreement with the
general form of the Dirac quantization condition. We are not aware of a solution of the dichotomy between
the physical situation represented by the Dirac string and the Schwinger one but for the explanation given in
[37]: in fact for a fixed magnetic field the infinite singularity line embodied by the choice of the Schwinger
potential is associated with a monopole of double strength with respect to the one which is associated with the
Dirac semi-infinite singularity line (a double flux is generated by the former with respect to the latter). Hence
a factor 2 appears. In other terms, the relation qSchwingerm = 2q
Dirac
m should occur. Then it should be also
true that the validity of the aforementioned gauge equivalence is only almost everywhere (smooth part) and
that the singular part cannot be gauge-equivalent due to the different behavior of a semi-infinite string with
respect to an infinite one. This interpretation would be also corroborated by the fact that, as it is evident, the
corresponding transformation of the Hamiltonian cannot be implemented by means of a unitary transformation
(a unitary transformation would preserve the essential self-adjointness properties).
Appendix B. Spectrum of the operator
¯ˆ
Uk ω. Alternative proof.
For simplicity, we take into account only the case of vanishing magnetic charge qm = 0. We mean to make
use of theorem 3 in [38]. The multiplication operator by
RWVωW
∗R∗ = aω
sin(θ)√
∆θ
(
0 1
1 0
)
(B.1)
is a bounded perturbation of the operator RW
¯ˆ
UkW
∗R∗. Then we consider first the spectrum of the latter
operator. In order to apply the theory described in [38] it is useful to rewrite the (unperturbed) differential
system RWUkW
∗R∗Θ = λΘ as follows:
Θ′ = − kΞ
∆θ sin(θ)
(
1 1
kΞ [(µa cos(θ) + λ)
√
∆θ sin(θ)]
1
kΞ [(µa cos(θ)− λ)
√
∆θ sin(θ)] −1
)
Θ⇔ Θ′ =: UΘ, (B.2)
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where the prime stays for the derivative with respect to θ. (Notice that, by comparing (1.4) of [38] with our
operator, we have to shift λ 7→ −λ in (1.1) of [38]). According to the theory in [38], we are in the diagonally
dominant case. Moreover, in order to face with our problem, which displays two singular endpoints, we refer to
Remark (3), pp. 119-120, of [38], according to which if discrete spectrum criteria are satisfied at both endpoints,
then the spectrum is discrete. Let us introduce two auxiliary selfadjoint operators:
D(Uˆ0) = {Θ ∈ L2((0, c), dθ√
∆θ
)2; Θ is locally absolutely continuous;B(Θ) = 0; Uˆ0Θ ∈ L2((0, c), dθ√
∆θ
)2},
Uˆ0 Θ = RWUkW
∗R∗ Θ, Θ ∈ D(Uˆ0);
D(Uˆpi) = {Θ ∈ L2((c, π), dθ√
∆θ
)2; Θ is locally absolutely continuous;B(Θ) = 0; UˆpiΘ ∈ L2((c, π), dθ√
∆θ
)2},
Uˆpi Θ = RWUkW
∗R∗ Θ, Θ ∈ D(Uˆpi). (B.3)
0 < c < π is an arbitrary (regular) point at which the boundary condition B(Θ) = sin(β)Θ1(c)+cos(β)Θ2(c) = 0,
with β ∈ [0, π), is imposed for both.
According to the notation in [38], we have p(θ) = − kΞ∆θ sin(θ) , p1(θ) = p2(θ) = −µa
cos(θ)√
∆θ
∈ L1(0, π), and moreover
α1(θ) = α2(θ) =
1√
∆θ
∈ L1(0, π). Then αk(θ)
p(θ) = −
√
∆θ sin(θ)
1
kΞ := αk3, with k = 1, 2; furthermore, a1 = 0 = a2
and then qk(θ) = pk(θ), and
qk(θ)
p(θ) = qk3(θ). According to the definitions in [38] (p.102), α1(θ) = α2(θ) and
pk(θ) are short range. As a consequence, we get Γ1 = Γ2 = 0 and qk1 = 0 = qk2 (cf. [38] p. 112). Then in the
notation of [38], p. 112, we obtain
D1(θ) =
(
1 0
0 −1
)
, (B.4)
and
D3(θ) =
(
0 q23 − λα23
−q13 + λα13 0
)
, (B.5)
whereas the matrix D2(θ) in our case is zero. Moreover we obtain
µ0(θ, λ) = 1 (B.6)
and, as a consequence, the matrix S defined in [38], p. 113, is the identity matrix in our case. One also obtains
E(θ, λ) = exp
(∫ θ
c
dtp(t)
)
= exp
[
−k
2
(
a
l
log
l + a cos(t)
l − a cos(t) − log
1 + cos(t)
1− cos(t)
)] ∣∣∣∣
θ
c
, (B.7)
and can define the matrix
Ω(θ, λ) =
(
E(θ, λ) 0
0 1
E(θ,λ)
)
. (B.8)
The matrix B(θ) defined in [38], p. 113, is zero. The matrix C(θ) in our case coincides with p(θ)D3(θ) and
is absolutely integrable. The matrix G defined at p. 113 of [38] is identically zero in our case. It is then easy
to show that the hypotheses of theorem 3, p.113, of [38] are satisfied. The limit point case criterion given in
theorem 3 of [38] is easily verified both at θ = 0 and at θ = π due to (B.7), confirming the analysis carried
out in the previous sections. Moreover, the criteria
∫ 0
c
dt|p(t)| =∞ and ∫ pi
c
dt|p(t)| =∞ are both satisfied, and
then both Uˆ0 and Uˆpi have discrete spectra. As a consequence,
¯ˆ
Uk has discrete spectrum. As a consequence of
theorem 10.8 in [21], we can also conclude that the spectrum is simple.
The bounded perturbationWVωW
∗ affects the previous analysis in the following sense: the discrete eigenvalues
λ get an analytic dependence on ω. Indeed, WVωW
∗ is infinitesimally small with respect to W ¯ˆUkW ∗ [25] and
then WUk ωW
∗ defines an analytical family of type (A) according to Kato’s definition [26, 27]. See in particular
[27], p.16.
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Appendix C. Discrete spectrum of hˆ∞. Alternative proof
We refer to the results contained in [38]. It is useful to rewrite (6.9) in the following form:
X ′ =
(
p(r) −ωα(r) + p2(r)
ωα(r)− p1(r) −p(r)
)
X, (C.1)
where p(r) :=
λk;j√
∆r
, α(r) := r
2+a2
∆r
, p1(r) :=
1
∆r
(aΞk + eqer + µr
√
∆r) and p2(r) :=
1
∆r
(aΞk + eqer − µr
√
∆r).
We study the spectral properties of hˆ∞. In order to apply the theory exposed in [38], theorem 1, pp. 102-103,
we put p11(r) := µr
1√
∆r
, which is positive as far as µ > 0 in the physical case, and p21(r) := −µr 1√∆r . As a
consequence, being by assumption p1(r) = p11(r) + p12(r) and analogously p2(r) = p21(r) + p22(r), one finds
p12(r) =
1
∆r
(aΞk + eqer) and p22(r) =
1
∆r
(aΞk + eqer); furthermore, one obtains Q(r) :=
√−p11(r)p21(r) =
p11(r). Moreover, one gets α1(r) = α2(r) = α(r), and then
−αk(r)
pk1(r)
= rk3(r), with k = 1, 2, where Q(r)rk3(r) ∈
L1[r0,∞) (note that there is a misprint in [38], p. 102, regarding this condition: −αk(r)pk2(r) is indicated in place
of −αk(r)
pk1(r)
). The latter property means that Q(r)rk3(r) is short range (cf. [38], p. 102) (note that Q(r) ∼ µlr
and −αk(r)
pk1(r)
∼ (−)k l
µ
1
r
as r → ∞). As to the ratio −pk2(r)
pk1(r)
, we find that both the terms are short range, and
then we can put −pk2(r)
pk1(r)
= sk3(r). In our case we get rk1(r) = 0 = rk2(r) and sk1(r) = 0 = sk2(r). The
function ∆¯ := (p−111 (r)p
′
11(r) − p−121 (r)p′21(r) − p(r)) 1Q(r) (cf. [38], p. 103) is such that ∆¯ = −λk;jµr = ∆¯3, where
∆¯3Q(r) ∈ L1[r0,∞) and then is short range.
The function µ0(r, ω) in our case is 1 and then the function E(r, ω) defined at p. 103 of [38] is
E(r, ω) = exp
(∫ r
r0
dtQ(t)
)
(C.2)
The condition (1.5) at p. 103 of of [38], which is necessary and sufficient in order to get the limit point case at
infinity, in our case becomes: ∫ ∞
r0
dt(E2(r, 0) + E−2(r, 0))(2α(r)) =∞; (C.3)
being E±2(r, 0) ∼ r±2µl and α(r) ∼ l2
r2
for r → ∞, one obtains the same conditions we found in our study of
the essential selfadjointness of the radial Hamiltonian. Moreover, when the limit point case is implemented, the
condition ∫ ∞
r0
dtQ(t) =∞ (C.4)
is sufficient in order to get a discrete spectrum, and this condition is easily verified in our case. Then the
spectrum of hˆ∞ is discrete. Note that, if the limit circle case occurs at infinity, the spectrum is still discrete (cf.
theorem 7.11 in [21]).
Note added
After this work was completed, we were made aware of Ref. [39]. Therein a result about essential selfad-
jointness of Hˆ which is analogous to theorem 1 is stated for the Kerr-Newman case (cf. theorem 2.1 therein).
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