Abstract. We show that the minimal number of equations necessary to define a Diophantine monoid S is equal to the rank of the divisor class group of S. Our work yields an analysis of the essential states of the monoid S, a characterization of when such a monoid is factorial, and a complete description of the class group of S.
Introduction
Because of their applications in commutative algebra, algebraic geometry, combinatorics, number theory and computational algebra, the study of commutative cancellative monoids has recently increased in popularity (see for example [15] ). In [1] , the current authors studied a special class of such monoids. To be precise, if Z, Z + , and N represent the integers, the nonnegative integers, and the positive integers respectively and f (x) = a 1 x 1 + · · · + a n x n (where x ∈ Z n ) is a Diophantine equation with integer coefficients, then let M(a 1 , . . . , a n ) = {y = (y 1 , . . . , y n ) | y i ∈ Z + for all i and f (y) = 0}.
In [1] , we referred to M(a 1 , . . . , a n ) as a monoid determined by a homogenous linear Diophantine equation. These monoids turn out to be Krull monoids and in [1, Theorem 1.3] we determined that their divisor class groups are cyclic (see also Proposition 4.2 in our present work). In this paper, we expand our investigation to a larger class of monoids. For m < n in N and A ∈ Z m×n , set
We will refer to M A as a Diophantine monoid (DM) and to A as a matrix which determines M A . Hence, the results of [1] relate to DMs which can be determined by a 1 × n integer matrix.
It is natural to consider the question of whether a monoid M A can be described (up to isomorphy) by one linear equation. This is certainly not the case in general, as can be seen by simple examples (for instance Example 4.4 in Section 4). More generally, it is of interest to know if a Diophantine monoid given by a matrix A ∈ Z m×n can be described by another matrix with less rows or less columns. For a Diophantine monoid S let d r (S) and d c (S) denote the minimal number of rows and columns, respectively of a matrix determining S. Of course, this definition does not apply if S is isomorphic to some Z + k for which case we set d r (S) = d c (S) = 0. In this paper, we prove (see Theorem 3.8) that d r (S) = rank Cl(S) and d c (S) = rank Cl(S) + rank Q(S) where Cl(S) is the divisor class group of S and Q(S) the quotient group of S. Furthermore, this theorem also shows there exists an A ∈ Z m×n with m = d r (S) and n = d c (S) such that S ∼ = M A .
More precisely, we divide our work into three additional sections. After a brief review of Krull monoids, Lemma 2.2 and Proposition 2.3 in Section 2 characterize the essential projections of M A . In addition to Theorem 3.8 mentioned above, several other results of interest are obtained in Section 3. Theorem 3.1 describes the divisor class group of S and shows that a reduced Krull monoid S with finitely many essential states is actually a Diophantine monoid. We obtain in Corollary 3.3 a characterization of DMs as reduced Krull monoids with finitely generated divisor class groups and finitely many prime divisors (see also [8, Proposition 2] for a similar result). Lemma 3.5 yields a description of the class group of S purely in terms of linear algebra. In Section 4, we present some examples to illustrate the results of Sections 2 and 3 and also obtain in Proposition 4.1 a characterization of when M A is factorial. We close by presenting an algorithm, which when teamed with known algorithms for computing the set of minimal nonnegative solutions to M A , will compute the class group of M A and determine if it is half-factorial.
Although the literature concerning the algebraic structure of the monoids M A is not extensive, we take interest in this topic partly because of the rich mathematical history behind the study of Diophantine equations. It is easy to determine the solution set of a system of linear Diophantine equations over the integers, but this is not the case for determining the set of solutions over the nonnegative integers. While a modern treatment of the combinatorial aspects of this subject can be found in the works of Stanley (see [14] and [13] for example), attempts to determine the set of "irreducible solutions" of M A can be traced back almost 100 years to a paper of Elliott [2] , where the author produces generating functions to determine these solutions. Another early attempt at producing this set of minimal solutions can be found in [5] . The development of modern algorithms connected with these solutions has become a popular topic of research in computational algebra (see [4] and [15] ). There has been some recent progress in the study of the algebraic properties of the monoids M A , and the interested reader is directed to our recent paper [1] as well as recent papers of Lettl [12] and Kainrath and Lettl [8] .
Definitions and Essential Projections
Let S be a commutative cancellative monoid and let Q(S)= {x − y | x, y ∈ S} represent the quotient group of S. Denote by S × the group of units of S and by S red the reduction of S (i.e., S red = S/σ where σ is the congruence on S defined by x ∼ y if and only if x and y are associates). The monoid S red has a unique unit element and if S ∼ = S red , then S is called reduced. The monoid M A of (1) is clearly reduced. Let ≦ be the divisibility relation (or quasi-ordering) on S induced by the following: x ≦ y in Q(S) if and only if x + z = y for some z ∈ S. A group homomorphism of Q(S) into Z is called a state on S. Let F be a nonempty family of states on S such that for each x ∈ Q(S) the set
is finite. If the family F can be chosen such that it defines the monoid S in the sense that
then S is a Krull monoid. A state f on S is essential if f = 0 and if for any x, y ∈ Q(S) with f (x) ≥ f (y) there exists z ∈ Q(S) with f (z) = f (x), z − x ∈ S, z − y ∈ S. Let I denote the set of essential states f which are normalized (i.e., f (Q(S)) = Z). There are essential states on S if and only if Q(S) is not a torsion group. In that case let Z (I) + be the direct sum of |I| copies of Z + and Z (I) the quotient group of this monoid. Note that Z (I) is a free abelian group. Consider the monoid morphism
extended to a group morphism
with kernel the torsion group of Q(S). The morphism ϕ is called a divisor theory for S, and the group Cl(S) := Z (I) /ϕ(Q(S)) is called the divisor class group of S. The factor monoid Z (I) + /ϕ(S) turns out to be a group isomorphic to Cl(S). The essential states of a Krull monoid S = {0} and the map ϕ yield a divisor theory for S. If S is a Krull monoid, then S ∼ = S × × S red [3, Theorem 3.4] . Moreover, for such an S, Cl(S) ∼ = Cl(S red ). The interested reader is referred to [6] or [9] for more information on Krull monoids.
Let S be a monoid whose operation we write additively. A nonunit x ∈ S is irreducible if whenever x = y + z for y and z in S, then either y or z is a unit of S. S is called atomic if every nonunit element of S can be written as a sum of irreducible elements. Let I(S) be the set of irreducible elements of S. Recall that S is a factorial monoid if it is atomic and whenever x 1 + · · · + x n = y 1 · · · + y m for each x i and y j in I(S), then (1) n = m, and (2) there exists a permutation σ of {1, . . . , n} such that x i and y σ(i) are associates. We note here that by [10, Proposition 1], a monoid S is a factorial monoid if and only if it is a Krull monoid with trivial divisor class group. Reduced factorial monoids can be considered as a special class of Diophantine monoids in the following sense. If S is a reduced factorial monoid, then S ∼ = Z k + for some k ∈ N. An atomic monoid S which satisfies only condition (1) above is called a half-factorial monoid. The half-factorial property in monoids of form M A , where A is a 1 × m integer matrix, is studied in detail in [1] , and we will consider this property again in Section 4. Now suppose that S ∼ = M A is a DM determined by the m × n matrix A.
c i the weight of the monoid M A . If n ≥ 2 and c i = 0, then M A is canonically isomorphic to the monoid MÃ ∈ N n−1 , wherẽ A ∈ Z m×(n−1) is given by canceling the i-th column of A. Therefore it suffices to study the situation w(M A ) = 0. Note that the following statements are equivalent: i) w(M A ) = 0.
ii) There exists x = (x 1 , . . . , x n ) t ∈ M A with x i > 0 for 1 ≤ i ≤ n. The proof of the following lemma is left to the reader. Lemma 2.1. Let M A be a Diophantine monoid and c 1 , . . . , c n be defined as above.
(i) If w(M A ) = 0, then Q(M A ) = {x ∈ Z n |Ax = 0} and there exists a linear independent system of vectors v 1 , v 2 , . . . v n−r ∈ N n ∩ M A , where r =rank A.
(ii) Let D = diag(c 1 , . . . , c n ) ∈ Z (n,n) . The map M AD → M A defined by y → Dy is an isomorphism of monoids and w(M AD ) = 1.
Hereafter we always assume that w(M A ) = 0. Lemma 2.2. For every matrix A ∈ Z m×n and every i ∈ N n := {k ∈ N| k ≤ n} the following statements are equivalent:
Proof. That iii) and iv) are equivalent is obvious. We begin by showing that i) ⇒ ii).
and the contradiction
For ii) ⇒ iii), we know from ii) that
Let r be the rank of A. Since π j = 0 for all j ∈ J 0 we can find a linearly independent system of vectors (v ν ) ν∈N n−r in M A with π j (v 1 ) ∈ N and π j (v ν )|π j (v 1 ) for all j ∈ J 0 and 2 ≤ ν ≤ n − r. Define
and therefore
For iii) ⇒ i), assume that x, y ∈ Q(M A ) are given with π i (x) ≥ π i (y). As above define
For j ∈ J 1 we have
Let ∅ = I ⊂ N n and define
Proposition 2.3. For every ∅ = I ⊂ N n the following statements are equivalent:
i) Every essential canonical projection π of Q(M A ) has the form π = α · π i for some α ∈ Q, α > 0, and for some i ∈ I. If w(A) = 1, then the set
Proof. We fix an element x ∈ M A with x ν := π ν (x) > 0 for all ν ∈ N n . To show that i)⇒ ii), assume that y ∈ Q(M A ) with y i = π i (y) ≥ 0 for every i ∈ I. Define
If J = ∅ we are finished. Otherwise there exists j 0 ∈ J with
for every ν ∈ N n . Moreover z i = π i (z) > 0 for every i ∈ I, and therefore
This contradicts ii) of Lemma 2.2, and it follows that J = ∅.
For ii) ⇒ i), let j ∈ N n and π j be an essential canonical projection of Q(M A ). Define L := {ν ∈ N n | π j ∈ Q · π ν }. By iv) of Lemma 2.2 there exists y ∈ M A with y j = π j (y) = 0 and
Then for z := 2x ν 0 y − y ν 0 x ∈ Q(M A ) we have
From ii) it follows that I ⊂ L. For the last assertion, set Y = ϕ I (Q(M A )). We argue that ϕ I is bijective. To see this, let x ∈ Q(M A ) with ϕ I (x) = 0 = ϕ I (−x). From ii) it follows that x ∈ M A and −x ∈ M A . Hence, x = 0 and ϕ I is bijective. Since every submodule of Z n is free, the proof is complete.
The Representation of Krull Monoids by Matrices
We first show that any Krull monoid S with a finite number e of essential states must be isomorphic to a Diophantine monoid. Furthermore, we describe in principle how to compute the matrix for S, as well as the divisor class group of S. For the class group Cl(S) defined in the previous section, we have the short exact sequence
where ρ denotes the canonical epimorphism. Since imϕ = ker ρ, the divisor theory ϕ yields an isomorphism of S onto Z e + ∩ ker ρ which can be viewed as giving a description of S in terms of equations. To obtain the desired description of S by a matrix, we will introduce a particular basis for the Z-module Z e . For an arbitrary finitely generated Z-module M , let rank M denote the minimal number of generators of M and free rank M the maximal length of a free family in M . Of course, if M is a free module, then the rank and the free rank of M coincide and are equal to the number of elements of a Z-basis of M (since M = {0} is generated by the empty set, one has rank {0} = free rank {0} = 0). Theorem 3.1. Let S = {0} be a reduced Krull monoid with a finite number e of essential states. Let k be the rank of the torsion group of Cl(S), m := rank Cl(S) and n := k + e.
i) Either k = 0 or there exist natural numbers α 1 , . . . , α k ≥ 2 with α i+1 |α i for 1 ≤ i ≤ k − 1 and
ii) S is isomorphic to a Diophantine monoid M A with A ∈ Z m×n .
Proof. i) If k = 0, then Cl(S) ≃ Z m and the exact sequence ( * ) splits, in particular e = rank Q(S) + m. Now we assume that k ≥ 1. The first statement of i) follows from the elementary divisor theorem (see [11] ): There exist a basis (b 1 , . . . , b e ) of the Z-module Z e and uniquely determined natural numbers α 1 , . . . , α r ∈ N, r := rank Q(S), such that α i+1 |α i , 1 ≤ i ≤ r − 1, and (α 1 b 1 , . . . , α r b r ) is a basis of ϕ(Q(S)). Then Cl(S) ≃ Z α 1 ⊕ · · · ⊕ Z αr ⊕ Z e−r , and from the definition of k it follows that k = max{i ∈ N r |α i ≤ 2}; in particular m = k + e − r. Since ϕ is a divisor theory we must have r − 1 ≤ k.
ii) Let (b 1 , . . . , b e ) and α 1 , . . . , α k ≤ 2 be given as in i), but for technical reasons we assume that (α 1 b 1 , . . . , α k b k , b m+1 , . . . , b e ) is a basis of ϕ(Q(S)). For the standard basis (u 1 , . . . , u e ) of Z e let
Then C = (c ij ) ∈ GL(e, Z) and from the first m rows of the matrix C we define a matrix A ′ = (a ij ) ∈ Z m×e by a ij ∈ {0, . . . , α i − 1} with c ij ≡ a ij mod α i for 1 ≤ i ≤ k and
For the matrix A := [A ′ . . . A ′′ ] ∈ Z m×n we claim that S ≃ M A = {y ∈ Z n + |Ay = 0}. For x ∈ Q(S) we have
Zb i .
In particular
Since c ij ≡ a ij mod x i for 1 ≤ i ≤ k, we also have
We define
where (ũ 1 , . . . ,ũ k ) denotes the standard basis of Z k , andφ : Q(S) → Z e+k byφ(x) := (ϕ(x), ψ(x)) t . Since ϕ is injective,φ is injective too. From the definition of A it follows that Aφ(x) = 0 for all x ∈ Q(S). For x ∈ S we have ϕ(x) ∈ Z e + and ψ(x) ∈ Z k + since a ij ∈ Z + . In particularφ(S) ⊂ M A and it only remains to show that M A ⊂φ(S).
Let z = (y ′ , y ′′ ) t ∈ M A with y ′ = (y ′ 1 , . . . , y ′ e ) ∈ Z e + and y ′′ = (y ′′ 1 , . . . ,
a ij c ij y
It follows that
Zb i = ϕ(Q(S)).
Since ϕ is a divisor theory, there exists already x ∈ S with ϕ(x) = y ′ . Then
Remarks 3.2.
1. Note that Theorem 3.1 also applies to reduced factorial monoids S. In this case, the proof shows that k = m = 0 and rank Cl(S) = 0 (i.e., Cl(S) = 0). where A 11 , A 21 are given by the matrix C and the entries in the i-th row of A 11 are taken from {0, 1, . . . , α i − 1}. A 12 is the diagonal matrix made up of the −α i 's and A 22 is a zero matrix. For algorithms related to these computations, see [15] . For the Diophantine monoid M A , the first k equations are of type 1 and the remaining equations are of type 2 in the sense of [1, Theorem 1.3].
From Theorem 3.1 we obtain the following characterization of Diophantine monoids.
Corollary 3.3. For an arbitrary reduced monoid S the following statements are equivalent: (i) S is a Krull monoid with finitely many essential states.
(ii) S is isomorphic to a Diophantine monoid.
(iii) S is root-closed and finitely generated.
Proof. The proof of (i) ⇒ (ii) follows directly from Theorem 3.1. For (ii) ⇒ (iii), obviously, S is root-closed (i.e., nz ∈ S for some n ∈ N and z ∈ Q(S) implies z ∈ S) and S is finitely generated by Gordan's Lemma (cf. [15] , [14] ). For (iii) ⇒ (ii), by a well-known theorem [7, Theorem 5] (see also the main result of [12] ), a root-closed and finitely generated monoid is a Krull monoid which can be described by finitely many states. 2
Remarks 3.4.
1. If S is a reduced Krull monoid with an infinite set J of essential states but finitely generated class group, it can be shown (essentially in the same way as for Theorem 3.1) that S is isomorphic to a Diophantine monoid M A where the number of rows of A is rank Cl(S) and the "number" of columns of A is given by the cardinality of J (plus a finite set). This is the case if S = R red , where R is the multiplicative monoid of the ring of integers in a finite extension of the rationals. 2. In [12, Corollary 1] a description of the class group is given by employing terminology and methods from convex analysis. Using results from [12] , in [8, Proposition 2] it is shown that a monoid S satisfying Q(S) = Z s is isomorphic to a Diophantine monoid if and only if S is a Krull monoid (or root-closed) and finitely generated. The method to prove Theorem 3.1 is direct and does not invoke convex analysis. It yields, moreover, more detailed results about the class group and the matrix which represents S.
By Theorem 3.1 part (ii), we know how to describe an arbitrary reduced Krull monoid S having a finite number of essential states by a particular matrix adapted to S. The following Lemma addresses, conversely, a Krull monoid given by an arbitrary matrix. For a matrix A, let imA denote the image of the mapping induced by A. 
(iv) rank Cl(S) ≤ m and rank Cl(S) + rank Q(S) ≤ n.
Proof. It can be assumed that S = M A .
(i) Consider f : imA ′ −→ Cl(S) defined by A ′ x −→ x+ ϕ Q(S) for x ∈ Z e . The mapping f is well-defined, for, if A ′ x = 0 then y = x 0 ∈ Q(S) by Lemma 2.1 and, hence, x = ϕ(y) ∈ ϕ Q(S) . Obviously, f is surjective. Furthermore, if A ′ x ∈ ker f then x ∈ ϕ Q(S) and A ′ x + A ′′ y = 0 for some y ∈ Z n−e ; this shows ker f ⊆ imA ′ ∩ imA ′′ . Conversely, if A ′ x ∈ imA ′′ , then A ′ x + A ′′ y = 0 for some y ∈ Z n−e and, by Lemma 2.1, x = ϕ x y ∈ ϕ Q(S) ; this shows imA ′ ∩ imA ′′ ⊆ ker f . Thus, ker f = imA ′ ∩ imA ′′ and we have the short exact sequence
where i denotes an embedding. Therefore, Cl(S) ∼ = imA ′ /(imA ′ ∩ imA ′′ ). (ii) Obviously, n = rank A + rank ker A. Since ker A = Q(S) by Lemma 2.1, it follows that n = rank A + rank Q(S). Also, n − e = rank A ′′ + rank ker A ′′ . We show that ker A ′′ = 0 which proves (ii). If z ∈ ker A ′′ then y, −y ∈ ker A for y = 0 z . It follows that y and −y ∈ Q(M A ) and π i (−y) = π i (y) ∈ Z + for every i ∈ I = {1, 2, . . . , e}.
From Proposition 2.3 we obtain that y, −y ∈ M A . Because of M A ⊆ Z n + we must have that y = 0 and, hence, z = 0. (iii) Follows from (i). (iv) From (iii) we have that rank Cl(S) ≤ rank A ′ ≤ min{m, rank A}, and using (ii) we obtain rank Cl(S) + rank Q(S) ≤ rank A + rank Q(S) = n.
2
Concerning the representation of a monoid by a matrix A, it is a natural question to ask for such an A with a minimal number of rows and columns, respectively. Definition 3.6. For a reduced monoid S the row degree of S is defined by
and the column degree of S is defined by
If there is no matrix
Remark 3.7. According to the Introduction, a reduced monoid S is factorial if and only if S ∼ = M A for an A ∈ Z 0×n and, hence, S is factorial if and only if d r (S) = 0.
From Theorem 3.1 together with Lemma 3.5, we obtain the theorem mentioned in the Introduction.
Theorem 3.8. For a reduced monoid S which is root-closed and finitely generated the following holds:
(i) Row degree and column degree of S are finite and
(ii) There exists a matrix A ∈ Z m×n with m = d r (S) and n = d c (S) such that S is isomorphic to the Diophantine monoid M A .
Proof. By Corollary 3.3, S is a Krull monoid with finitely many essential states.
According to Section 2, we may assume S ∼ = M AD with w(M AD ) = 1. From Lemma 3.5 (iv) we obtain rank Cl(S) ≤ m and rank Cl(S) + rank Q(S) ≤ n. This proves (i). (ii) The proof follows immediately from (i) and Theorem 3.1.
Some consequences and examples
The results of the previous section can be used to check if a Diophantine monoid is factorial or half-factorial. Therefore, imA ′′ = {0} and imA ′ = Z because gcd(a 1 , . . . , a n ) = 1. Lemma 3.5 (i) yields Cl(M A ) ∼ = Z/{0} = Z.
2
The following example illustrates the concept of row degree and column degree, respectively and the statements made in Theorem 3.8. Indeed, one can reduce the given system of two equations to just one equation as follows. Eliminating
That is x 1 + 2x 2 − x 3 − 2x 4 = 0. One has to make sure, however, that for any solution in Z + of the latter equation, it automatically holds that
By Theorem 3.8, one can easily check if a given Diophantine monoid can be described by a smaller matrix without actually carrying out the elimination procedure as in the above example. This process might be quite difficult in general.
The following example also illustrates Theorem 3.8, and essentially covers all class group possibilities of rank 2. In contrast to Example 4.3, here there is no possible smaller description of the given monoids.
Example 4.4. Let G be a finitely generated abelian group of rank 2. We show how to construct a Diophantine monoid S defined by 2 equations such that Cl(S) ∼ = G. There are three cases to consider.
(a) Suppose G ∼ = Z n ⊕ Z kn for positive integers n > 1 and k ≥ 1. Let
. It is easy to check using Lemma 2.2 part iv) that the projections π 1 , π 2 , π 3 are essential and normalized and that 
. It follows that imA ′ = Z ⊕ Z and imA ′′ = nZ ⊕ knZ. Therefore, by
Since rank Q(S) = 3, by Theorem 3.8 we have that d r (S) = 2 and d c (M ) = 2 + 3 = 5. Therefore, the Diophantine monoid S can neither be described by one equation alone, nor by less than five variables.
(b) Suppose G ∼ = Z ⊕ Z n for some positive integer n > 1. Let (c) Suppose To close Section 4, we present an algorithm which reflects the techniques developed in Sections 2 and 3. The method is based on having the complete set of minimal solutions over the nonnegative integers of the system Ax = 0. An algorithm for that computation, by García-Sánchez and Rosales, can be found in [15, Section 3, p.80] . Before proceeding, we will require one additional result. Let M be a finitely generated submonoid of (N n , +) and u 1 , . . . , u t the irreducible elements of M . Let V and W be the Q-vector spaces generated by u 1 , . . . , u t and u 2 − u 1 , . . . , u t − u 1 respectively. Then dim V − dimW ≤ 1 and V = W if and only if u 1 ∈ W . Lemma 4.5. Let M , V and W be as above. The following statements are equivalent: i) M is half factorial ii) dim V = 1+ dim W .
Clearly, S = M
Proof. For i) ⇒ ii), assume that u 1 = be the matrix with column vectors u τ and row vectors v i := (u iτ ) ∈ N (1,t) , 1 ≤ i ≤ n. Let C 1 := (u iτ − u i1 ) ∈ Z (n,t) . By Lemma 4.5, M A is not half factorial if and only if Im Z C = Im Z C 1 . The calculation of the class group proceeds as follows.
I) Reduction of the system. Let v i := (u iτ ) ∈ N (1,t) , 1 ≤ i ≤ n, be the i-th row vector of the matrix C.
Step 1): For all i ∈ N n , if v i = 0, then cancel the i-th row of C.
Step 2): For all i, j ∈ N n with i < j, if v i = v j , then cancel the j-th row of C.
After these canceling steps, we denote the new matrix again with C. Then C ∈ Z (ñ,t) for someñ ≤ n.
Step 3): For all j ∈ Nñ, calculate c j := gcd(u jτ |1 ≤ τ ≤ t) ∈ N and replace the row vector v j of C by 1 c j v j .
II) Determining the essential states
Step 4): For every i ∈ Nñ, define J i := {τ ∈ N t |u iτ = 0}. If J i = ∅, calculate the sums 
III) The final calculation
Step 5): LetC ∈ N (e,t) be the matrix with the row vectors v i , i ∈ I. TransformC into a form in which all elements are zero except some elements in the diagonal in the left upper corner (we call such a form the diagonal form) by using only the following operations: a) Adding a rational multiple of a row (resp. column) to another row (resp. column), or b) Interchanging two rows (resp. columns).
Step 6): Calculate k :=RankC. Denote by C k the (k, k)-submatrix in the left upper corner of the diagonal form.
Step 7): Calculate β k+1−κ := gcd((κ, κ) − subdeterminants of C k ) ∈ N for 1 ≤ κ ≤ k.
Step 8): If {κ ∈ N k |β κ = 1} = ∅, then Cl(M ) = Z e−k .
Step 9): If {κ ∈ N k |β κ = 1} = ∅, then calculate r:= max{κ ∈ N k |β κ = 1}.
Step 10): Define α r := β r and, if r ≥ 2, then define α ρ := βρ β ρ+1 , 2 ≤ ρ ≤ r − 1. We now have Cl(M ) = Z e−k ⊕ Z/α 1 Z ⊕ ... ⊕ Z/α r Z.
