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The field of Spatial Humanities has advanced substantially in the past years. The identi-
fication and extraction of toponyms and spatial information mentioned in historical text 
collections has allowed its use in innovative ways, making possible the application of spa-
tial analysis and the mapping of these places with geographic information systems. For 
instance, automated place name identification is possible with Named Entity Recognition 
(NER) systems. Statistical NER methods based on supervised learning, in particular, 
are highly successful with modern datasets. However, there are still major challenges 
to address when dealing with historical corpora. These challenges include language 
changes over time, spelling variations, transliterations, OCR errors, and sources written 
in multiple languages among others. In this article, considering a task of place name 
recognition over two collections of historical correspondence, we report an evaluation 
of five NER systems and an approach that combines these through a voting system. 
We found that although individual performance of each NER system was corpus depen-
dent, the ensemble combination was able to achieve consistent measures of precision 
and recall, outperforming the individual NER systems. In addition, the results showed 
that these NER systems are not strongly dependent on preprocessing and translation to 
Modern English.
Keywords: spatial humanities, Digital humanities, natural language processing, historical corpora, toponym 
recognition, early-Modern english, republic of letters
inTrODUcTiOn
The exploration of place in texts within the field of Spatial Humanities has advanced substantially 
in the past years. The combination of geographic information systems (GIS), natural language 
processing (NLP), and Corpus Linguistics has enabled new ways of identifying and analyzing 
the mention of place names in literary and historical corpora (Dross, 2006; Bailey and Schick, 
2009; Hyun, 2009; Grover et al., 2010; Gregory and Hardie, 2011; Piotrowski, 2012; Silveira, 2014; 
Gregory et al., 2015; Murrieta-Flores and Gregory, 2015; Murrieta-Flores et al., 2015; Porter et al., 
2015; Cooper et al., 2016). Although successful so far, the majority of the geographical research car-
ried out in Digital Humanities has mainly relied on relatively simple techniques: the identification 
and annotation of place names either by hand or through customized Named Entity Recognition 
(NER) techniques for geoparsing, where places in the text can be automatically identified and 
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then disambiguated by matching them to a particular gazetteer, 
normally relying on rules or preexisting statistical NER models. 
The problems derived from the adequate identification of place 
names are well known in the field of geographic information 
retrieval (GIR) (Purves and Jones, 2011; Santos et al., 2015a,b; 
Melo and Martins, 2016). However, it has been only recently 
that the field of Spatial Humanities has started to address 
these problems in a more systematic way (see, for instance, the 
DH2016 workshop dedicated to historical gazetteers1). In the 
case of historical documents, the challenges in the identification 
of places in documents for their later analysis are the same as 
in other domains considered in GIR, and these can be mainly 
divided in issues of (a) place reference identification and (b) 
place reference disambiguation. Issue (a) can involve challenges 
related to language changes over time, spelling variations, OCR 
errors, sources written in multiple languages, and general 
ambiguity in language use (e.g., words that, depending on the 
context, can refer either to places or to other types of concepts), 
among others. On the other hand, issue (b) refers to the correct 
association of geospatial information (e.g., gazetteer entries) or 
coordinates to a particular place (Santos et  al., 2015a,b), also 
involving challenges related to ambiguity in language use (e.g., 
places sharing the same name), or related to changes in admin-
istrative geography (e.g., boundary changes over time, places 
that change names, etc.). At the moment, the identification 
of geographical places written in historical documents is not 
carried out in a uniform fashion across the Spatial Humanities 
and, as said before, it usually relies on manual annotation or the 
use of one customized NER tool and one main gazetteer. The 
reasons for this are varied, and they might be related to the fact 
that the Spatial Humanities is still a young field of research that 
remains highly experimental, and that the challenges involved 
in creating fully automated processes are not easy to tackle 
(Gregory et al., 2015; Purves and Derungs, 2015; Wing, 2015). 
These might range from the necessary creation of tailored rules 
and/or applications for the case of languages other than English, 
to various problems derived from the fact that NER systems 
were created with modern contents in mind, in most cases rely-
ing on statistical learning from annotated datasets of modern 
news articles (Grover et al., 2008, 2010; Rupp et al., 2013, 2014; 
Batjargal et  al., 2014; Cneudecker, 2014). A necessary step to 
move toward a possible standardization in the methodologies 
we employ in the Spatial Humanities, to automatically resolve 
place names in corpora, is the assessment of the performance of 
different NER systems when used in historical sources.
The work that we present in this article derives from a Short 
Term Scientific Mission carried out in the context of the EU 
COST Action IS1310 “Reassembling the Republic of Letters” 
project.2 The so called Respublica literaria makes reference to an 
extraordinary network of letters that enabled men and women 
to share and exchange all sorts of information and knowledge 
between 1500 and 1800, supported by the revolution in postal 
communications at the time. This exchange knitted together 
civil circles and allowed not only intellectual breakthroughs but 
1 http://aplace4places.github.io/program.html.
2 http://www.republicofletters.net/.
also the discussion of economic, political, religious, and cultural 
ideas among others, which would see the emergence of many of 
the modern European values and institutions (Goodman, 1996; 
Feingold, 2003; Hamilton et  al., 2005; Shelford, 2007; Berbara 
and Enenkel, 2011). The extent of this network is enormous, 
and the materials and documentation available related to it are, 
not only scattered around the world but also in many cases dif-
ficult to access (Ostrander, 1999; Dalton, 2004; Furey, 2006). The 
“Reassembling the Republic of Letters” project envisions a highly 
interdisciplinary approach combining transnational digital 
infrastructures, as well as historiographical and computational 
methods aiming to collect, standardize, analyze, and visualize 
unprecedented quantities of this epistolary data. In this context, 
diverse groups within the Action have been working on different 
aspects of this aim. Working Group 1: Space and Time is looking 
to analyze the spatial and temporal dimensions of these very 
large and disparate historical epistolary datasets, finding the most 
optimal ways of resolving place names for their later integration 
and analysis with GIS.
The research related to the scientific mission we present in 
this article had its main objective in exploring and evaluating 
modern tools that could be used to automate the identification 
and retrieval of geographic information from historical texts, 
particularly from the Republic of Letters (RofL) datasets. This 
study also aimed to bring new insights giving shape to the 
future research agenda of this project, looking to address the 
multiple problems involved in place reference identification 
and disambiguation in historical datasets. As part of this work, 
we carried out an evaluation of a selection of NER systems 
freely available and commonly used in historical datasets, 
and we implemented a voting system that combines all the 
considered NER systems, aiming to improve results. For our 
particular case study, we used two letter collections: the Mary 
Hamilton Papers and the Samuel Hartlib Papers. These sets 
enabled us to test the systems in different scenarios, including 
their performance with Early and Modern English as well as 
diverse levels of data cleanliness.
The rest of the article is organized as follows: Section “NER 
in Historical Documents” presents an overview on previous 
work related to NER over historical documents, providing a 
context to our approach. In “The Datasets” Section the historical 
background regarding both letter collections is described as an 
introduction, and then we explain the current format of these 
sources, and specify the parts of the collections that were used. 
The “Methodology” Section reports the tasks that were carried 
out regarding the preprocessing of the collections and details 
the experimental methodology including the rationale and the 
approaches that were taken for the use and assessment of the NER 
systems. The “Results” Section explains the results, providing also 
an in-depth discussion. The “Conclusions and Future Work” are 
considered in the final section.
ner in hisTOrical DOcUMenTs
Named Entity Recognition is a subtask of NLP aiming to identify 
real-world entities in texts, such as names of persons, organiza-
tions, and locations, among others (Nadeau and Sekine, 2007). 
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In the past few years and with the advent of massive digitization 
of textual sources [see, for instance, the report by Gerhard and 
van den Heuvel (2015)], NER has become of increasing inter-
est in Digital Humanities due to its potential for information 
extraction and analysis at large scale from historical and literary 
documents. Although NER technologies can achieve impressive 
results with modern corpora, historical documents pose multiple 
challenges. In comparison with the NER bibliography produced 
in the NLP field each year, the number of examples dealing with 
datasets of historical character is still small. Despite this, it can 
be said that research in this area seems to be growing, and there 
are several examples of Digital Humanities projects using NER 
systems over historical datasets (Crane and Jones, 2006; Borin 
et al., 2007; Byrne, 2007; Grover et al., 2008; Brooke et al., 2015; 
Mac Kim and Cassidy, 2015; van Hooland et al., 2015; Ehrmann 
et al., 2016; Sprugnoli et al., 2017). In general, these works have 
not only experimented with NER applied to historical materials 
such as newspapers and other text collections but also many 
of them have addressed some of the most pressing challenges 
involved in the use of current state-of-the-art NER systems with 
historical materials. This is the case of research using NER for 
materials with disparate qualities of digitization and OCR, non-
European or classical languages, or collections featuring spelling 
variations (Alex et  al., 2012; Batjargal et  al., 2014; Neudecker 
et al., 2014; Nagai et al., 2015; Erdmann et al., 2016; Kettunen 
et al., 2016). Previous research within Digital Humanities has 
also tackled the related problem of text geoparsing, leveraging 
NER methods for recognizing place references in text, often 
together with other heuristics for the complete resolution of 
place references into gazetteer entries and/or geographical 
coordinates (Rayson et al., 2006; Baron and Rayson, 2008; Pilz 
et al., 2008; Grover et al., 2010; Freire et al., 2011; Gregory and 
Hardie, 2011; Brown et al., 2012; Alex et al., 2015; Gregory et al., 
2015; Murrieta-Flores et al., 2015; Santos et al., 2015a,b; Wing, 
2015; Clifford et al., 2016).
Although the increase in this kind of research is greatly 
encouraging, for research related to historical collections a NER 
system should ideally be able to work with historical languages, 
and geoparsing techniques should be able to work with historical 
gazetteers (Goodchild and Hill, 2008; Manguinhas et al., 2008; 
Berman et al., 2016). Nevertheless, these are still early days in 
the Spatial Humanities and although such systems are not yet 
widely available, approaches integrating historical or tailored 
gazetteers with NER and Open Linked Data technologies are 
gradually emerging (Gregory et al., 2015; see, for instance, Alex 
et al., 2015; Simon et al., 2015). In the meantime, it can be said 
that the majority of these approaches make use of only one NER 
system. In the case of place names and if geographic disambigua-
tion is also of interest, modern gazetteers are usually used. In 
addition, the wide variation of historical material available and 
differences in terms of languages and quality of capture (e.g., 
different OCR qualities, OCR versus transcription, etc.) means 
that comparisons between NER in different corpora might be 
very difficult if not impossible. To date, there have been only 
few attempts to evaluate different NER systems within Digital 
Humanities research, primarily with modern historical material 
(i.e., nineteenth- and twentieth-century newspapers) (Ehrmann 
et al., 2016). Therefore, an evaluation of available NER systems 
and a possible comparison between Early-Modern and Modern 
English were considered invaluable to understand not only the 
performance of these technologies with earlier datasets but 
also to identify and consider the most efficient direction that 
research related to these technologies in the context of the Spatial 
Humanities should take in the next few years.
The DaTaseTs
The datasets chosen to carry out our assessments were the Mary 
Hamilton Papers and the Samuel Hartlib collection. These were 
selected because (a) they are considered datasets of historical 
significance and (b) they present different issues and challenges. 
While the Samuel Hartlib Papers were written in Early-Modern 
English (EME), the Mary Hamilton Papers were written in 
Modern English (ME). This difference allowed us to test the per-
formance of NER in both versions, and check, in the case of the 
Hartlib Papers, whether transforming EME into a ME version 
would make a difference in the NER systems’ performance. In 
addition, the Hamilton Papers were annotated in TEI, including 
manual annotations for person and place names, allowing us 
to use this dataset further to evaluate the final results. In the 
case of the Hartlib Papers, the available annotations correspond 
exclusively to the editorial process and they do not include any 
annotated named entities. Therefore, for the evaluation of final 
results in this case, 50 letters were selected, and place names were 
first manually annotated for this set.
The Mary hamilton Papers
Mary Hamilton (1756–1816) was courtier and governess of 
the daughters of George III. Although she is not considered 
a particularly prominent figure, she stood at the center of the 
intellectual, aristocratic, literary, and artistic circles of London 
during the late eighteenth-century (Prendergast, 2015). As such, 
she had direct contact with many members of the royal family, as 
well as many significant figures of the time. The collection now 
called the “Mary Hamilton Papers” includes a vast set of corre-
spondence between Hamilton and her husband John Dickenson, 
the royal family including the queen and princesses, her friends 
at the court, and multiple members of the Bluestocking circle 
such as Elizabeth Montagu, Frances Burney, and Mary Delany, 
among others. Written in ME, in addition to 2,474 letters, the 
collection also contains 16 diaries and 6 manuscript volumes, 
all of which are part of the University of Manchester Library’s 
Special Collection.3 This set is regarded as an important resource 
not only for the study of the social circles of Britain but also the 
intellectual elites, as well as the political, economic, and cultural 
environments at the time. Although most of this collection is 
already digitized, the vast majority is not transcribed, and 
currently, as part of the “Image to Text: Mary Hamilton Papers 
(c.1750–c.1820) Project” directed by David Denison and Nuria 
Yáñez-Bouza, only 161 letters dated between 1764 and 1819 have 
been transliterated (Denison and Yáñez-Bouza, 2016). Our work 
3 http://archiveshub.jisc.ac.uk/features/maryhamilton/.
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used this section of the collection (161 letters), which contains 
over 70,000 words of text and is available for research in plain text 
format, as well as annotated in TEI.
The samuel hartlib Papers
Samuel Hartlib (1600–1662) has been regarded as one of 
the greatest intelligencers of the seventeenth century. From 
a mercantile family and grandson of the head of the English 
trading company in Elbing, Hartlib settled during the late 1620s 
in England after fleeing from the war taking place in Central 
Europe and would become an accomplished scholar as well as 
one of the most active reformers and connected intellectuals 
at the time (Webster, 1970). His archive is considered one of 
the richest in Europe due to the insight it provides in terms of 
the intellectual advancements provoked by the dissemination 
of ideas, gathering of information, technical discoveries, and 
theological discussions taking place in the network he was part 
of, and fueled by the displacements resulting from the turbulent 
period he lived in. Written mainly in EME, but also German, 
French, Dutch, and Latin, and reaching all Europe, as well as 
Great Britain, Ireland, and New England, his surviving archive is 
not only extant, running over 25,000 folios but it is also consid-
ered highly complex in terms of its geographic, chronologic and 
prosopographical span (Greengrass et al., 2002, 2013). The first 
initiative to digitize this material was the Hartlib Papers Project, 
which finalized in 1996 and created a complete electronic edition 
with full-text transcriptions and facsimile images of these texts. 
Later projects such as Cultures of Knowledge4 and Early-Modern 
Letters Online (EMLO)5 have contributed to the enhancement 
of this collection. Today, an enlarged edition with additional 
material is available in an HTML annotated format through 
the Digital Humanities Institute (previously the Humanities 
Research Institute) at the University of Sheffield,6 and a selec-
tion of 4,718 records is available through EMLO. Although the 
material from the collection made available by the DHI is large, 
consisting of around 3,165 letters, the Hartlib corpus, unlike 
the Hamilton Papers, does not contain annotations that might 
allow the evaluation of the NER systems with the full corpus. 
For this reason, we have selected a set of 54 letters and manually 
annotated, within the documents, all mentioned locations. This 
set was used to measure the performance of each NER system in 




Although both datasets are digitized, preprocessing them was 
required to optimally perform the NER tasks with the tools that 
were available for us to evaluate. This process consisted mainly 
in cleaning the datasets, i.e., translating the original markup into 
textual contents that can be taken as input by the NER tools, 




hyphenation. As said before, the Mary Hamilton set contains a 
total of 161 letters in XML files annotated in TEI. The annota-
tions contain metadata such as authorship, date, information 
about the transliteration project, context of the letter according 
to previous research, corrections and suggestions made by the 
transliterator, and particular words and/or phrases annotated 
within the body text, including place names (Figure 1). In this 
case, the preprocessing consisted in the extraction of the body 
texts from the XML code, followed by a tokenization and tagging 
process, where each word, digit, and punctuation symbol was 
labeled with the tags “LOC” for location, and “O” for other. The 
TEI XML annotations were used for the labeling process of loca-
tions, and we also used them to address issues such as expanding 
abbreviations or removing word hyphenations.
In the case of the Hartlib corpus, it is coded in a set of HTML 
files that show a faithful representation of the original letters 
(i.e., they present the original text, together with a series of 
comments related to the editorial process and written by the 
transcribers) (Figure 2).
While there are words being suggested within angle brackets 
to clarify the meaning behind some phrases, all the comments are 
written within square brackets. These comments can consist in 
simple notes that should not be part of the main text, or sugges-
tions from the transcribers about, for instance, words that cannot 
longer be read in the original manuscript. In this latter case, we 
considered that the suggestion should be included in the main 
text. See, for instance, the next two examples:
 1. [<i> word/s deleted </i>]
 2. [<i> another hand?: </i> Mr Williamsons]
The first case is a note stating that there was a deleted word in 
the original manuscript, while the second example is referring 
to a case where the manuscript has the name “Mr Williamsons” 
written in the text, although written by a different hand. For 
the present work, the cleaning process had to consider that the 
closest form of a meaningful text is needed, without the notes 
from the transcriber but with the suggestions of what should be 
incorporated in the final text. For the equivalent cases to the first 
example, a simple deletion from the original HTML file can be 
performed because it constitutes the transcriber comment and 
not part of the original text. However, in the case of the second 
example, “Mr Williamsons” should be kept. Usually, this type of 
preprocessing and cleaning can be implemented in an automated 
fashion, by following the definition of the patterns of annotation 
that were followed. However, we were not able to find a universal 
pattern for all the comments that would allow the implementa-
tion of an automatic cleaning process. Therefore, to study how 
the performance of NER tools depended on these comments, 
two cleaning processes were defined: full and fast clean. We have 
studied the impact of each cleaning process in the same set of 54 
annotated letters mentioned earlier.
In the full clean process, we manually identified common pat-
terns and exceptions to the rule in the transcriber’s notes within 
the 54 letters. Based on these findings, all square brackets were 
then correctly removed and replaced by the appropriate text. 
This cleaning process creates the closest text form to the original. 
FigUre 1 | TEI XML sample taken from the Hamilton Letters.
FigUre 2 | Rendered HTML sample taken from the Hartlib Papers. [Copyright: Greengrass et al. (2013). The Hartlib Papers. Published by HRI Online Publications, 
Sheffield. Available at: http://www.hrionline.ac.uk/hartlib.]
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However, as discussed, its creation was not done automatically. 
In the case of the fast clean method, all square brackets and its 
content were automatically removed. Therefore, in this version, 
the final texts have missing words, in particular the suggestions 
written from the transcriber. The advantage of this preprocessing 
is that it can be automated and applied to the full set. We have 
additionally applied standard cleaning operations to both sets: 
HTML code, page breaks, and non-alphanumeric characters, 
except punctuation, were removed. Equivalently to the Mary 
Hamilton set of letters, tokenization and tagging with “LOC” and 
“O” tags was also applied.
In addition to the cleaning process, the performance of NER 
tools is also language dependent. Therefore, to study the potential 
impact of language stage difference, in the case of the Hartlib 
Collection we have translated documents from the original EME 
to ME, afterward considering both language stages for comparing 
NER results.
All scripts used to preprocess and parse the analyzed texts were 
written in Python 2.7, making use of the NLTK package (NLTK, 
2017). The translation from EME to ME was performed using 
two tools: MorphAdorner (Burns, 2013) and VARD (Baron and 
Rayson, 2008; Archer et al., 2015). To test possible translation tool 
bias, we used each tool for performing the translation separately. 
Comparative results are shown in Section “Results.”
ensemble ner
Using the annotated epistolary corpora described earlier, we 
evaluated the performance of readily available NER tools in the 
recognition of place references. To ensure the independence of 
each prediction in the ensemble system, we considered multiple 
NER systems that (a) have been used (e.g., Edinburgh Geoparser, 
Stanford NER, etc.) or could be used with historical corpora, (b) 
are representative of the different approaches that are commonly 
used (e.g., rule-based systems and systems based on supervised 
machine learning, either considering linear sequence predic-
tion models leveraging extensive feature engineering or models 
leveraging word embeddings and neural network architectures), 
and (c) are simple in terms of user interface and achieve a good 
performance on standard corpora of modern newswire text 
(e.g., the corpus used on the CoNLL-2003 evaluation on NER 
methods) (Tjong Kim Sang and De Meulder, 2003).
Most of the NER tools that were considered for our study are 
based on supervised machine learning, but we nonetheless did 
not experiment with using the epistolary corpora for training 
new models, instead focusing on evaluating the performance of 
the models that are directly distributed with these tools and that 
were trained and optimized for processing ME. Existing NER 
methods based on machine learning achieve remarkable results 
over modern newswire text [e.g., the system described in Lample 
et al. (2016) reports on an F1 score of 90.94 when recognizing 
names for persons, locations, and organizations, over the CoNLL 
corpus] but, given that the English language has changed signifi-
cantly over time, even since the start of the early-modern period, 
it should be expected that the performance of these tools degrades 
significantly when processing historical contents. For instance, 
the modern practice of restricting capitalization to names, 
name-like entities, and certain emphatic uses, is only about two 
centuries old. In earlier English, nouns were freely capitalized, 
and capitalization is thus not a reliable way of picking out proper 
nouns. Although proper nouns have usually been capitalized in 
all forms of written English since about 1550, before that names 
could appear in lowercase. In an attempt to handle these issues, 
and as stated in the previous section, some of our experiments 
leveraged existing tools for mapping variant spellings to their 
standard modern forms, namely, MorphAdorner (Burns, 2013) 
and VARD (Baron and Rayson, 2008; Archer et al., 2015). These 
two tools leverage rules, word lists, and extended search tech-
niques (e.g., spelling correction methods and other heuristics) for 
standardizing and modernizing spelling.
In the case of NER tools leveraging supervised machine learn-
ing, the recognition of the named entities is typically modeled 
as a sequence prediction task, where the objective is to assign 
a specific tag to each word in an input sentence of text (e.g., tag 
“LOC” for location and “O” for other). From these word tags, it is 
then possible to retrieve the spans of text that correspond to the 
named entities.
The following five different NER systems have been used in 
our tests: Stanford NER, NER-Tagger, the Edinburgh Geoparser, 
spaCy, and Polyglot-NER.
The Stanford NER software package7 provides a general 
implementation of an entity recognition method based on 
supervised machine learning (Finkel et  al., 2005), specifically 
leveraging sequence models based on the formalism of linear 
chain conditional random fields (CRFs). In brief, linear chain 
CRFs are discriminative probabilistic graphical models that work 
by estimating the conditional probability of a tag sequence given 
a sequence of words. The input sequence of words is modeled 
through features that are restricted to depend locally on the output 
tags (e.g., in first-order chain CRFs, features may only depend on 
pairs of output tags, although they can also consider the words in 
the entire input sequence), but the probabilities that are assigned 
to specific tagging decisions are normalized over the entire input 
sequence. After inferring the parameters (i.e., the weights of the 
different features) of a CRF model with supervised learning, an 
efficient search algorithm can be used to efficiently compute the 
best tagging (i.e., the most probable sequence of tags) for new 
input sequences of words. The software is distributed with a model 
for recognizing named entities (i.e., persons, locations, organiza-
tions, and other miscellaneous entities) in English text, trained 
with a mixture of data from previous NER competitions focusing 
on modern newswire documents (i.e., the CoNLL-03, MUC, and 
ACE named entity corpora). The project website mentions that 
the model that is directly provided with the tool is similar to the 
baseline local + Viterbi model described in Finkel et al. (2005), 
although adding new features based on distributional similar-
ity on top of the standard features described in the paper (i.e., 
features based on word identity, capitalization, word suffixes and 
prefixes, lexicons of common nouns, etc.), which make the model 
more robust and domain independent.
The NER-Tagger software package8 implements another 
approach based on supervised machine learning, in this case 
7 http://nlp.stanford.edu/software/CRF-NER.shtml.
8 http://github.com/glample/tagger.
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corresponding to one of the deep neural network architectures 
[i.e., the long short-term memory network (LSTM)-CRF 
approach] described by Lample et  al. (2016). Specifically, this 
state-of-the-art tool leverages a type of recurrent neural network 
architecture known in the literature as LSTMs, in combination 
with the idea of modeling tagging decisions globally, as in the 
aforementioned CRFs. Instead of leveraging extensive feature 
engineering, this approach uses pretrained representations for 
the words (i.e., word embeddings) as the sole input features, 
building the embeddings through a procedure that considers 
co-occurrences in large corpora as well as word order, together 
also with the characters that compose the individual words (Ling 
et al., 2015) (i.e., even in the case of words that were not present 
in the corpus that was used for model training, this procedure 
can generate word embeddings with basis on the individual 
characters). A LSTM-CRF English model for assigning NER tags 
to words in English sentences, trained with data from the CoNLL 
competition (Tjong Kim Sang and De Meulder, 2003), is made 
available with this tool.
The Edinburgh Geoparser9 is a ruled-based system that auto-
matically recognizes place names and person names in text and 
that also disambiguates place names with respect to a gazetteer 
(Grover et al., 2010; Alex et al., 2015). The NER component is 
made up of a number of subcomponents that perform lexical 
lookups (i.e., words or sequences of words are looked up in 
various lexicons, for instance, listing common English words, 
person forenames, or geographic locations), or that apply 
rules that leverage linguistic context (e.g., matching titles for 
persons or words denoting place types). The disambiguation 
stage performs a gazetteer lookup for retrieving candidate 
disambiguations, and it then applies heuristics to rank the 
candidates (e.g., prefer bigger places, or prefer populated places 
to facilities). The original version of the Edinburgh Geoparser 
was a demonstrator configured for modern text but, since then, 
the system has been applied in numerous projects, and it has 
been adapted to georeference historical text collections, as well 
as modern-day newspaper text.
The spaCy10 software package offers a fast statistical NER 
approach, based on a pastiche of well-known methods that is 
not currently described in any single publication. The default 
English model that comes with this tool identifies various 
named and numeric entities, including companies, locations, 
organizations, and products. In the website, the authors men-
tion that their NER model corresponds to a greedy transition-
based parser where the transition system is equivalent to the 
NER tagging scheme [i.e., an approach similar to the second 
model that is described in the paper by Lample et al. (2016)] 
guided by a linear model whose weights are learned using the 
averaged perceptron loss, via the dynamic oracle imitation 
learning strategy.
The Polyglot software package11 implements the language-
independent technique described by Al-Rfou et al. (2015), lever-




which encode semantic and syntactic features, pretrained from 
co-occurrence information on large amounts of text according 
to the procedure described by Al-Rfou et al. (2013)] as the sole 
features within a word-level classifier based on a simple neural 
network (i.e., a model with a single hidden layer that assigns 
NER tags for each word, taking as features the embeddings for 
the words in a window of text centered around each word that is 
to be classified). Polyglot recognizes three categories of entities 
(i.e., persons, locations, and organizations) and it currently sup-
ports 39 major languages besides English, with models trained on 
datasets extracted automatically from Wikipedia. When build-
ing the training datasets, the authors processed sentences from 
Wikipedia articles in multiple languages, looking also at the cor-
responding hyperlink structure. If a link in a Wikipedia sentence 
pointed to an article identified by Freebase as an entity, then the 
anchor text was considered as a positive training example for a 
particular entity type. Moreover, because not all entity mentions 
are linked in Wikipedia due to style guidelines, the authors also 
used oversampling and surface word matching to further improve 
model training.
Besides experimenting with the aforementioned five NER 
systems, we also made tests with an ensemble method based 
on voting that combines the results from the different systems. 
An ensemble of models can, in principle, perform better than 
any individual model, because the various errors of the models 
will average out. Also, we included in this process, the gazetteer 
built by EMLO to take advantage this set of information already 
available and collected from multiple letters from the Republic of 
Letters. The implemented voting system works as follow:
 1. Each NER system that tags a span of text as a location counts 
as a vote for that span of text (e.g., if the word “London,” in 
a given position, is tagged as a location by the Edinburgh 
Geoparser and Spacy, but not by any other NER tool, then 
this particular span of text receives two votes). Note that only 
the spans of text that have been recognized as locations by any 
of the NER systems are considered as candidates.
 2. After all votes from the NER tools are assigned, a query is 
made for each candidate span of text in the EMLO gazetteer. 
If there is an entry for that location name in the gazetteer, then 
an additional vote is given to the corresponding span of text.
 3. Each candidate span of text is tagged as a true location if it 
collected a minimum number of votes.
The performance of the NER systems is usually evaluated in 
terms of the precision, recall, and F1 measures. Precision is the 
percentage of correct entities in respect to all entities tagged as 
a location by the NER system. Therefore, if only one entity is 
tagged, and if that entity is in fact a true location, we would have 
a precision of 100%. Recall, on the other hand, is the percentage 
of correctly tagged entities in respect to the total absolute true 
number of entities. If 10 entities are correctly identified as a loca-
tion but in fact there are 100 true locations mentioned in the texts, 
then we would have a recall of 10%. Finally, the F1 measure is a 
combination of these two parameters, equally balancing between 
precision and recall. The F1 measure is computed as the harmonic 
mean of precision and recall.
Table 2 | Precision, recall, and F-measure for the 50 selected letters of the Samuel Hartlib corpus, with full clean preprocessing and translated from the original to 
Modern English using VARD.
Table 1 | Precision, recall, and F-measure for the 50 selected letters of the Samuel Hartlib corpus, with full clean preprocessing and translated from the original to 
Modern English using MorphAdorner.
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Notice that the aforementioned three metrics are computed 
with basis on the individual entity references (i.e., the spans 
of text that are recognized as locations) in the text. Therefore, 
if the island of “Great Britain” is mentioned several times in a 
document, the NER system should identify all these citations as 
locations, tagging both words as part of a location and recovering 
the correct spans of text. The different mentions of “Great Britain” 
would all be accounted for, in the computation of precision, recall, 
and F1.
resUlTs
Tables 1–5 show the results obtained from each individual NER 
system, as well as their combination with the voting approach 
explained in the previous section. We considered five different 
voting thresholds (i.e., the minimum number of votes that a 
span of text should receive, to be considered a location), rang-
ing from two to five votes. Tables 1 and 2 show the evaluation 
carried out with the letters preprocessed with the full clean 
preprocessing rules followed by a translation from the origi-
nal text to ME using the MorphAdorner and VARD systems, 
respectively. Table 3 shows the equivalent results for the letters 
that have been fully cleaned, but considering the original EME 
text. Table 4 shows the results with the fast clean preprocess-
ing, again with EME text. Finally, Table  5 shows the results 
for the Mary Hamilton letters. In all tables, we have signaled 
(in bold and different color) the results corresponding to the 
best F1 score.
From the results, we can see that the combination of multiple 
systems through voting, with a minimum of two to three votes, 
was able to consistently outperform the individual NER systems. 
In addition, all experiments resulted in a best minimum F1 score 
of approximately 70, which gives consistency to the analysis.
The best F1 score was obtained for the Hartlib Letters set 
with fast clean preprocessing and without translation to ME 
(Table 4). In connection to this outcome, we did not observe 
a significant difference either between full and fast cleaning 
or between EME and ME, where the gain in terms of the 
F1 measure between fast clean preprocessing and full clean 
preprocessing, together with EME to ME translation (with 
MorphAdorner), is only from 72.8 to 73.3. These results lead 
us to consider that when dealing with letters from the Samuel 
Hartlib corpus, carrying out the fast cleaning process might be 
enough as preprocessing, and the translation to ME does not 
seem to bring any considerable benefit. In fact, the lowest F1 
score was obtained with full clean preprocessing and transla-
tions to ME using the VARD system, corresponding to an F1 
score of 69.1 (Table 3).
Another observation is that the F1 scores for the Hartlib set 
of letters are higher for all scenarios (Tables 1–4) in comparison 
Table 5 | Precision, recall, and F-measure over the collection of Mary Hamilton letters.
Table 4 | Precision, recall, and F-measure for the 50 selected letters of the Samuel Hartlib corpus, with fast clean preprocessing.
Table 3 | Precision, recall, and F-measure for the 50 selected letters of the Samuel Hartlib corpus with full clean preprocessing.
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with the Hamilton letters, except when the VARD system 
was used. This result was surprising, because the original 
files from the Hamilton set of letters are cleaner and written 
in ME.
In respect to the individual NER systems, while Polyglot 
gave the best F1 score in the case of the Hamilton papers, 
for all Hartlib scenarios it was the Stanford NER system that 
gave the best results. A somewhat surprising result was the 
fact that Stanford NER clearly outperformed the Edinburgh 
Geoparser, i.e., a rule-based system specifically considering his-
torical documents, or the NER-Tagger software package, which 
leverages a more advanced statistical model that also considers 
character-based embeddings for addressing the problem of out-
of-vocabulary words. In the particular case of the Hartlib Papers, 
the performance of Stanford NER in terms of the F1 score was 
also constantly close to the one obtained by the voting system. 
However, simply combining Stanford NER with the EMLO 
gazetteer (i.e., requiring for the places recognized by Stanford 
NER to also be present in the EMLO gazetteer), as shown in 
the last row of Table 4, would produce worse results than those 
achieved by the voting system. In the case of the experiments 
with the Hartlib Papers, the recall scores that are obtained with 
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the voting system, when considering a minimum of two votes, 
are always significantly higher than those obtained with the 
individual NER methods.
cOnclUsiOn anD FUTUre WOrK
Although the Spatial Humanities has advanced very quickly 
in terms of the analysis of place names mentioned in corpora, 
as the field grows and scholars look for expedite techniques 
to support the exploration of large digital datasets, more 
research is needed to solve particular problems related to the 
correct identification of place names in historical datasets. 
While one pathway might be to look for specialized techniques 
that perform the identification and resolution of place names 
in historical documents, another possibility is to refine and 
fine tune NER systems/models that are already available. 
With this experiment, we aimed to shed light on the perfor-
mance of commonly used NER technologies over historical 
documents.
The development of this particular experiment allowed us 
to (1) test individual NER systems that are readily available 
with datasets from the seventeenth and eighteenth centuries; 
(2) identify whether steps of preprocessing in terms of cleaning 
and translation to ME affect substantially the results of NER in 
a given corpus; and (3) to test the performance of an ensemble 
system based on voting with historical data. While it was 
observed that from all the individual systems Stanford NER 
was the one that outperformed all the others in all tests with 
the Hartlib Papers, the lower result obtained with the Hamilton 
letters makes clear that further experimentation with different 
corpora is needed, and that there are still many challenges to 
overcome. For instance, the low scores obtained in comparison 
with other studies performed with modern datasets might be 
in part due to the long recognized issue in historical corpora 
with spelling variations (e.g., Sueden, Sweden; Canterburie, 
Canterburry, Canterbury), which many of the NER systems 
do not recognize. We are currently already working on pos-
sible solutions toward these problems (Santos et al., 2017a,b), 
and one of the systems that was considered in our tests [i.e., 
the NER-Tagger software package implementing the ideas 
described by Lample et al. (2016)] uses character-based word 
embeddings to avoid problems with out-of-vocabulary words. 
Datasets such as the EMLO gazetteer, which record the varia-
tions in place name spelling as they occur in the period covered 
by the letters, might prove useful for the disambiguation of 
place names and for the creation, tailoring, and testing of NER 
systems for historical datasets. Another important issue, still to 
fully address in the case of these corpora, is the successful iden-
tification of complex entity types such as addresses. Another 
important matter to focus in future work is the fact that many 
of these letters can have combinations of different languages, 
or be written majorly in one language although referring to 
entities in a different language (e.g., Latin and English; German 
and Latin; etc.).
A significant find in the experiments reported on this article 
was that substantial preprocessing and translation to ME, for 
the Hartlib corpus and possibly other seventeenth-century 
datasets, might not be needed. This is of great interest due to 
the fact that, to simply get to the point where the extraction of 
this kind of information can be of use in terms of analysis (e.g., 
when creating visualizations and maps from this information), 
much of the time spent by the scholars is usually cleaning or 
trying to standardize the datasets. Our study shows that the 
differences observed in terms of performance with the so-
called full clean and fast clean preprocessing strategies is not as 
sharp as it would be expected and, therefore, a fast cleaning of 
the dataset might be enough. Equally, the differences between 
Early and Modern English are minimal even between each of 
the individual NER systems and, therefore, the original ver-
sions can be used for these tasks. We additionally suggest that 
if a clean and human annotated corpus is needed, the CoNLL-
2003 corpus size (946 news articles) could be considered as a 
good measure regarding the performance expectations versus 
annotated corpus sizes, since it is a traditional corpus used to 
train NER tools.
Finally, it must be noted that although this research accom-
plished the evaluation of the performance of these NER tools, 
further research is needed to deeply understand how the 
underlying models work with historical corpora and how they 
differ. We will devote part of our forthcoming efforts to this. 
In the meantime, we consider that the ensemble method pro-
posed here not only provides better results than to simply use 
one tool on its own, but also a more stable and therefore reliable 
performance.
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