Results and Discussion
Let X 1 , X 2 , … be independent random variables with distribution
where µ ≥ 1 is a fixed real-valued parameter, and introduce the random variable and so E N l ( ) = 1 / l in the particular case µ = 1, for every l ∈ N. The aim of this note is to determine the distribution of N l for all l ∈ N.
The problem of computing the distribution of N = N 1 was originally posed for the case µ = 1 to the secondnamed author by Y. S. Chow. When the solution was obtained by the method of generating functions, which states that if µ = 1, then N is a Poisson random variable with mean 1, P. Diaconis [1] kindly informed him that the result was known: Diaconis' own proof for this result was included in unpublished notes of Michel Emery in Strasbourg and in an unpublished dissertation by Lars-Ola Hahlin in Uppsala, and it also follows as the special case λ = 1 for the first coordinate of an infinite-dimensional convergence theorem in Sec. 3 of the paper by Arratia, Barbour, and Tavare [2] . Considering the distributions
for some constant λ > 0 instead of (1), the method in [2] is purely combinatorial, it identifies the Poisson distribution of N with mean λ as the limiting distribution of the number of cycles of size 1 in a random permutation under the Ewens sampling formula. This method does not appear to produce the distribution of N l for l > 1, even for λ = 1. Our direct proof here does this for all l ∈ N and all µ ≥ 1 for the distributions in (1), and, in this case, it is of independent interest even for N = N 1 when µ = 1. Throughout, all empty sums are understood as zero and all empty products are understood as one.
Theorem 1. Let X 1 , X 2 , … be independent random variables with the distributions in (1) for some µ ≥ 1.
Then, for any l, n ∈ N such that n ≥ 1,
and, hence, for all l ∈ N, 
Note that the first statement in (3) and formula (6) in the proof below also give the exact distribution of any section X X l l+1 + … + X X n n+1 of the series defining N . In the special case µ = 1, formulas (3), (4), and (5) take the form
for every nonnegative integer k and
for all s ∈ [ 0, 1]. For l = 1, it follows from ( 41) in this particular case that is given by (4) with l = 1, for some µ = 1, then E ( X n ) = 1 / ( µ + n -1) for the same µ, for each n ∈ N. As a special case for µ = 1, this would give a joint characterization of the standard (mean 1) Poisson and the Bernoulli distributions in (1) with µ = 1. The following result confirms the conjecture under the extra condition that an extended "scaled" version of the full conclusion of Theorem 1 holds: Theorem 2. Let X 1 , X 2 , … be independent random variables with distribution given by P X n = { } is Poisson with mean λ > 0, then E ( X n ) = λ / ( λ + n -1) for each n ∈ N . To prove the corresponding weaker version, an analog of Theorem 2, would require the presently unavailable knowledge of the generating functions of N l for all l ∈ N under the distributions in (2), i.e., the corresponding version of Theorem 1. A remark on this and related problems is placed after the proof of Theorem I below.
Finally, we mention another problem that naturally arises and is open even for our present sequence of independent variables X 1 , X 2 , … satisfying (1) From the first of these two equations
, ,
by which the second becomes 
The crux of the argument is to come up with a reasonable conjecture from the recursion in (7) for the form of 
by the formula for the right-hand sides, and one can check similarly that the expressions for for all l ∈ N. Finally, confronting this with the first set of equations, we get λ 2 = ( µ + l -1) ( µ + l ) p p l l+1 = λ .
Hence, λ = 1 necessarily, and so p l = 1 / ( µ + l -1) for all l ∈ N.
