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Abstract 
 
     The Cluster-Weighted Modeling (CWM) is 
emerging as a versatile tool for modeling dynamical 
systems. It is a mixture density estimator around 
local models. To be specific, the input regions 
together with output regions are treated to be 
Gaussian serving as local models. These models are 
linked by a linear or non-linear function involving 
the mixture of densities of local models. The 
present work shows a connection between the 
CWM and Generalized Fuzzy Model (GFM) thus 
paving the way for utilizing the concepts of 
probability theory in fuzzy domain that has already 
emerged as a versatile tool for solving problems in 
uncertain dynamic systems. 
 
1. Introduction 
 
     Cluster-Weighted Modeling, introduced by 
Gershenfeld et al. [1] is a versatile approach for 
deriving functional relationship between input data 
and output data by using a mixture of expert 
clusters. Each cluster is localized to a Gaussian 
input region having its own local trainable model. 
The CWM algorithm uses expectation-
maximization (EM) to find the optimal location of 
the clusters in the input space and to solve for the 
parameters of the local model [2].  
     CWM can be used as a modeling tool that 
allows one to characterize and predict systems of 
arbitrary dynamic character [3]. The framework 
employed in CWM is concerned with density 
estimation around Gaussian kernels containing 
simple local models that describe the system 
dynamics of a data subspace. In the simplest case, 
where we require only one kernel, the framework 
boils down to a simple model that is linear in the 
coefficients. In the complex case, we may need 
non-Gaussian, discontinuous, high-dimensional and 
chaotic models.  In between CWM covers a wide 
range of models, each of which is characterized by 
a different local model. We can also create globally 
non-linear models with transparent local structures 
through the embedding of past practice and mature 
techniques in the general non-linear framework. 
     Fuzzy modeling has evolved over the years for 
dealing with problems of dynamic systems. 
Recently, Generalized Fuzzy Model is proposed in 
[7], which generalizes the existing fuzzy models, 
viz., Compositional Rule of Inference (CRI) model 
and Takagi-Sugeno (TS) model. In this paper, we 
will show a strong connection between CWM and 
GFM. So far, GFM lacks a sound mathematical 
footing. But now, with this connection, GFM can 
gain a strong foothold and can be used to assimilate 
the strong points of probabilistic framework.  
     The organization of the paper is as follows. 
Section 2 gives the concept of CWM, the use of 
EM in estimating density functions and the model 
estimation. Section 3 briefly reviews the fuzzy 
models. Section 4 establishes the equivalence 
between the CWM and GFM.  Finally, conclusions 
are drawn in Section 5. 
 
2. Cluster-Weighted Modeling 
 
    It is hard to capture the local behavior with 
global beliefs. For example, if a smooth curve has 
some discontinuities then trying to fit the 
discontinuity we may miss the smoothness. Here, 
comes the need for a proper choice of a function to 
fit in so that the transition from low dimensional 
space to high dimension is easily achieved. 
     The above considerations suggest that for 
capturing the local behavior we need to estimate 
density using local rather than global functions. 
Kernel density estimation adopts this approach by 
placing a Gaussian at each data point. This requires 
retention of every point in the model. The better 
approach is to find important points to fit in a 
smaller number of local functions that can model 
larger neighborhoods. Mixture models preferably 
involving Gaussians can achieve this. These models 
lead to splitting of a dataset into a set of clusters.  
An example is the unsupervised learning algorithm, 
which must learn itself where to fit in the local 
functions.  
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     A Gaussian Mixture Model (GMM) in D-
dimensions can be expressed by factoring the 
density over multi-variate Gaussians. It can be thus 
represented by the following expression, 
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where M is the number of clusters and 
( | )mp cx refers to m
th Gaussian with mean mµ  
and covariance mc ,which can be calculated from:  
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where, mN  is the number of data in the m
th cluster. 
Therefore, 
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The posteriori probability ( , )mp c x is defined by,  
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Fig. 1: Cluster-Weighted Modeling  
 
The next problem is to fit a mixture of Gaussians 
on random data uniformly distributed over the 
interval [0, 1]. This fitting requires a proper overlap 
of multiple Gaussians. What we need is the 
expansion of density around models that can locally 
describe more complex behavior. The goal is to 
capture the functional dependence as part of density 
estimate for a system. Assuming N observations, 
we have{ }
1
,
N
i i i=
y x , where ix  is the input and iy  
is the measured output.  In this,   Dε ℜx is a 
D − dimensional vector and 1  ε ℜy is a scalar. 
For example, the input could be a vector of past 
logged values of a signal and y  could be a 
predicted value of the signal, if the system 
considered is a predictor. We partition the input-
output data into M clusters ( , )m mx y ; 
1...m M= by using some clustering algorithm. 
     Let ( , )p y x be the joint density for the system 
such that ( | )p y x could yield the quantity of 
interest. We will expand this density in terms of 
clusters described by a weight, a domain of 
influence in the input space ( | )mp cx and a 
functional dependence in the output 
space ( | , )mp cy x . The local models are shown by 
solid lines in Fig.1 whereas the functional 
dependence is shown by bold lines. Now, 
( , )p y x is defined by, 
 
1
( , ) ( , , )
M
m
m
p p c
=
=∑y x y x          
1
( , | ) ( )
M
m m
m
p c p c
=
= ⋅∑ y x  
1
( | , ) ( | ) ( )
M
m m m
m
p c p c p c
=
= ⋅ ⋅∑ y x x                (6)    
Proceedings of the International Conference on Information Technology: Computers and Communications (ITCC03) 
0-7695-1916-4/03 $17.00 © 2003 IEEE 
where, ( )mp c is a number that measures the 
fraction of the dataset described by the cluster. If 
the input term is taken as D-dimensional then it is 
expressed by separable Gaussians,  
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Or using the full covariance matrix as in (1) 
 
1
1 2
1
/ 2
1
( | ) exp ( ) ( )
(2 ) 2
m T
m m m mD
C
p C Cµ µ
π
−
−
 
= ⋅ − − ⋅ − 
 
x x x
           (8) 
 
Note that the covariance matrix lets one cluster 
capture a linear relationship that would require 
many separate clusters to describe. The output term 
is also taken be Gaussian but incorporating its 
dependence with the input. 
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The mean of the Guassian is a function f that 
depends on x and a set of parameters mα . So, the 
conditional expected value of y  is: 
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     We observe that the expected y  is a super-
position of all the local functionals ( , )mf αx , 
where the weight of each contribution depends on 
the posterior probability that input was generated 
by a particular cluster. The denominator assumes 
that the sum of weights of all contributions equals 
unity. 
     In the expected output (10), the Gaussians 
control the interpolation among the local functions, 
instead of serving directly as the basis for 
functional approximation. This means that the 
function f can be chosen to reflect the local 
relationship between x and y , which could be 
linear and even one cluster could model its 
behavior. We now calculate the posteriors using the 
forward probabilities. 
      
2.1. Expectation-Maximization (EM) 
 
     The Expectation-Maximization algorithm [8] is 
used to estimate the probability density of a set of 
given data. In order to model the probability density 
of the data, Gaussian Mixture Model is used. The 
probability density of the data is modeled as the 
weighted sum of a number of Gaussian 
distributions. In other words, EM is typically used 
to compute maximum likelihood estimates given 
incomplete samples.  
     Since, we fit the local model parameters mα of 
the function ( , )mf αx  in CWM and then find the 
remaining cluster parameters in charge of the global 
weighting; we can use a variant of the EM 
algorithm [8]. It is an iterative search that 
maximizes the model likelihood given a data set 
and initial conditions. We start with a set of initial 
values for the cluster parameters and then enter the 
iterations in the Expectation step. 
  
E-step: In the E-step, we proceed with the current 
cluster parameters assuming them to be current in 
order to evaluate the posterior probabilities that 
relate each cluster to each data point. These 
posteriors can be interpreted as the probability that 
a particular data was generated by a particular 
cluster or as the normalized responsibility of a 
cluster for a point. 
 
( , , ) ( )
( | , )
( , )
m m
m
p c p c
p c
p
⋅
=
y x
y x
y x
 
 
1
( | , ) ( | ) ( )
( , , )
m m m
M
m
m
p c p c p c
p c
=
⋅ ⋅
=
∑
y x x
y x
 
 
Proceedings of the International Conference on Information Technology: Computers and Communications (ITCC03) 
0-7695-1916-4/03 $17.00 © 2003 IEEE 
1( | , ) ( | ) ( )
( | , ) ( | ) ( )
m m m
M
m m m
m
p c p c p c
p c p c p c
=
⋅ ⋅
=
⋅ ⋅∑
y x x
y x x
       (11) 
 
where, the sum over densities in the denominator 
causes clusters to interact, fight over points and 
specialize in data, they best explain. 
 
M-Step: In the M-step, we proceed with the current 
data distribution assuming it to be correct in order 
to find the cluster parameters that maximize the 
likelihood of data. The new estimate for the 
unconditional cluster probabilities is  
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where ( , )n nx y is the input-output data set in the 
mth cluster  
 
Here, the idea is that an integral over a density can 
be approximated by an average over variables 
drawn from the density. Next, we compute the 
expected input mean of each cluster, which is the 
estimate of the new cluster means. These are used 
to update the cluster weights. 
 
The new means are obtained as,  
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Further using (12), 
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which is the cluster weighted expectation value for 
the mth cluster. In the above, we have used the 
sampling trick to evaluate the integrals and guide 
the cluster updates. This permits clusters to respond 
to both where the data are in the input space and 
their models in the output space. A cluster won’t 
move to describe nearby data if they are better 
described by another cluster’s model. If the two 
clusters’ models work equally well then they will 
separate to better describe where the data are.  
     The cluster-weighted expectations are also used 
to update the variances.  
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or covariances,  
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2.2. Model Estimation  
 
The model parameters are chosen to maximize the 
cluster-weighted log-likelihood as follows: 
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But we know that, 
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So, we have from [5], 
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Linear Function Fitting 
 
For linear output models, we assume the output 
function relative to the input centre as follows: 
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where ,m dα is the d
th element of mα . This form was 
first conjectured in [4]. The actual form is shown in 
the Appendix by adapting a result from [10]. 
 
The optimal parameters α of the cluster can be 
obtained by equating J ′ to zero. That is, 
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In matrix form, the above equations appear as, 
 
[ ] [ ]
[ ] [ ]
1,1 1, ,11
,,1 ,
yx xx xx D m
m Dxx xxD D Dyx D
c c c
c cc
α
α
    ⋅ ⋅        
⋅⋅  ⋅ ⋅   
=     ⋅⋅ ⋅ ⋅     
 
⋅ ⋅       
 
 
yx xx mC C α= ⋅
1
m xx yxC Cα
−
⇒ =                   (27)
  
The mean of the output clusters are updated using 
the new means, 
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and the output variances by, 
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If the input vector elements are independent then  
[ ] , 0   xx l dc l d= ∀ ≠ in (26).  
 
Hence, we have, [ ] 2 ,,xx m dd dc σ= .  Therefore, (27) 
is simplified to, 
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Non-linear Function Fitting 
 
In this, we use non-linear models with linear 
coefficients mα  but non-linear basis functions 
( )f x as against linear functions in (24). 
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Equating (32) to zero will yield the same equations 
as (25). So, we can determine mα  from (27). After 
estimating the functional ( , )mf αx and 
( | )mp c y,x and ( )mp c for each cluster, we 
substitute in (10) to get the expected output.  
 
3. Fuzzy Models 
 
Before showing the connection between the CWM 
and the recently proposed Generalized Fuzzy 
Model (GFM), a brief discussion of the fuzzy 
models is presented here. 
 
3.1. The Compositional Rule of Inference  
       (CRI) Model 
 
     Each rule of a fuzzy system based on the CRI-
model maps the fuzzy subsets in the input space 
DR⊂kA to a fuzzy subset in the output 
space R⊂kB , and has the form 
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with k = 1, 2, …, K, K being the number of rules.  
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where, ( )x kµ x is the membership function of fuzzy 
set kA  and kb is the centroid.  
 
Let ( )k yφ be the membership function of 
kB R⊂ in the output space. ( )k yφ can be of any 
shape of convex function with area kv and centroid 
kb such that 
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y
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     In (35) we can see that kv  is a weight to the 
firing strength of a rule before its normalization and 
hence kv  is defined as the index of fuzziness of the 
consequent membership function kB . 
 
3.2. The Takagi-Sugeno (TS) Model 
 
 Rules of TS-model are of the following form: 
 
: IF  is  k k kR x A  
       THEN  is ( )k ky f x            (37) 
 
A linear form of ( )k kf x  is as follows: 
0 1 1( ) ...
k k
k k kD Df b b b= + + +x x x    (38.a) 
 
A non-linear form of ( )k kf x is as follows: 
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This form defines a locally valid model on the 
support of the Cartesian product of fuzzy sets 
constituting the premise parts. The overall output of 
the TS-model is defined as 
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3.3. The Generalized Fuzzy Model (GFM) 
 
     The CRI-model inhibits the property of 
fuzziness around the fixed centroid of the 
consequent part while the TS-model gives a varying 
singleton for the consequent part in each fuzzy rule. 
To combine both of these properties, Azeem et al. 
[1] introduced a rule of the form 
 
: IF  is  k k kR x A
THEN  is ( ( ), )k k k ky f vB x                     (40) 
 
( ( ), )k k k kf vB x are the linguistic labels to the 
local linear (or nonlinear) regression of inputs, 
( )k kf x ,with index of fuzziness kv  describing the 
qualitative state of the output variable y. The 
defuzzified output for the GFM is given by 
 
1
1
( ).
( )
( ).
k kK
o k kk
K
j jk
j
j
v
y f
v
µ
µ=
=
=∑
∑
x
x
x
      (41) 
 
4. Equivalence of CWM and GFM 
 
     Comparing equation (10) with (41), we observe 
that both the forms are similar. This means that 
defuzzified output is the conditional output in 
statistical terms. Assuming that the input clusters 
have been determined along with the associated 
output, we will have the estimate of the prior 
probabilities or weights, local models, input 
variances and input-output variances. Using these 
we can estimate the parameters of the function. In 
GFM clusters ( )M correspond to rules (K), local 
models correspond to membership functions of 
inputs and weights kv correspond to strength of 
rules or index of fuzziness. If the functions (24) and 
(27) are assumed to be the same, we need to bring 
them to the same form. Equation (38.a) can be 
written as  
0
1
( )
D
k k
k kd d
d
f b b
=
= +∑x x                  (42.a) 
 
Equation (38.b) where ( )k kf x is non-linear can be 
rewritten as, 
 
0
1
( ) ( )
D
k k
k kd d d
d
f b b f
=
= +∑x x    (42.b) 
We will now bring (24) to the form of (42.a) by the 
following:  
 
, , , ,
1 1
( , )
D D
m m y m d m d m d d
d d
f α µ α µ α
= =
 
= − + 
 
∑ ∑x x
         (43)
   
On comparing (41) and (42), we get two conditions: 
 
0 , , ,
1
D
k m y m d m d
d
b µ α µ
=
 
= − 
 
∑       (44) 
 
,kd m db α=         (45) 
 
Rewriting (32) to the form (42.b), we have,  
 
, , , ,
1 1
( , ) ( ) ( )
D D
m m y m d d m d m d d d
d d
f f fα µ α µ α
= =
 
= − ⋅ + ⋅ 
 
∑ ∑x x
         (46) 
 
In the above equations, we have assumed that it is 
possible to separate the function ,( )d d m df µ−x  
into ( )d df x and ,( )d m df µ . If this is not the case, 
we have a direct correspondence. 
 
4.1. Conditions for equivalence 
 
The conditional output |y x  using CWM bears a 
similarity with the defuzzified output 0y  of GFM 
under the following conditions: 
 
)i   The number of clusters, M  in CWM is equal  
       to the number of rules K , i.e., M K= .             
)ii  The priors or weights ( )mp c are equal to the   
        strengths of the rules kv , i.e., ( )m kp c v=  
)iii The parameters of GFM are obtained from   
        (27), (43) and (44).  
 
 The equivalence of CRI and TS models with GFM 
is as follows: When strengths of all the rules are the 
same as in (41) we get the TS model output (39). 
When the function is constant, i.e., it is not a 
function of x , we get the CRI model output (35). 
Hence it is not a statistically valid model unlike 
GFM and TS models. This study has proved the 
statistical relevance of fuzzy models.  So, we can 
now find new applications for fuzzy models. 
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5. Conclusions 
 
    An overview of the Cluster-Weighted Modeling 
(CWM) is presented. The maximum likelihood 
estimation of parameters of function, linking the 
local models is derived. A linear form is derived for 
this function. The nonlinear form can fit into any 
type of model. The parameters of the local models 
are related to the input variances and input-output 
co variances. 
     The expected output of the CWM is shown to be 
similar to the defuzzified output of Generalized 
Fuzzy model (GFM). The conditions for their 
equivalence are also given.  Because of this 
equivalence, the framework for the fuzzy model is 
established through CWM. As a consequence, it is 
now possible to determine the parameters of a 
fuzzy model by EM algorithm thus making learning 
process much simpler. 
    In this work, we have not touched upon the 
clustering using EM algorithm. Also, applications 
of the present work have not been explored into as 
this work is intended to provide mainly a statistical 
basis for fuzzy modeling. 
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Appendix 
 
Consider the integral for a single input-output pair 
in mth cluster, 
 
1 ,11
1 1 ,1 ,
,
( ) 1
( ) exp
22
m
m m y
m y
µp m
p d µ µ C d
µCπ
+∞ +∞
−
−∞ −∞
 −  
 ⋅ = − − −   
−   
∫ ∫
x
y x ,y y y x y y
y
 
where 
xx xy
yx yy
c c
C
c c
 
=  
  
       (A.1)
  
The above leads to the following as proved in [10],  
 
{ }11 1 ,1 1 ,1 11( ) exp ( ) ( ) ( )
2
m xx m
xx
p d c f
c
µ µ
π
+∞
−
−∞
⋅ = − −∫ y x ,y y x x x
 
where, 11 , 1 ,1( ) ( )m y m xx xyf c cµ µ −= + −x x
[ ]
1
, 1 ,1
1,1
( )
xy
m y m
xx
c
c
µ µ
  
= + −x     (A.2) 
 
Extending the above to multi input and single 
output case leads to         
 
 
, , 2
,
( )
xy d
m y d m d
m d
c
µ µ
σ
  
= + −∑ x        (A.3) 
 
where dx  is the d
th  input, [ ] ddxxdm c ,2 , =σ  and 
dm,µ are the corresponding variance and mean 
respectively. Thus (A.3) verifies the form of (24), 
which we assumed for ( , )mf x α .  The derivation 
of (A.3) is given in [10]. 
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