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 
Abstract—A way to create a 3D reconstruction of a face is 
using a 5 camera setup. In this paper a method is presented for 
finding reliable landmarks in the five 2D images of the face that 
serve as anchor points to improve the 3D reconstruction. The 
method consist of four parts that all aid in finding more correct 
points. The four parts are: 1. Finding candidate points using the 
SURF algorithm, 2. Matching the points based on the global 
location of the point, 3. Rejecting poor-matched points by 
detecting outliers and by using the a multiscale Local Binary 
Pattern (LBP) algorithm, and 4. Combining all points in all five 
images. The best results are found for a number of candidate 
SURF point of 10, and a LBP threshold of D2 and D3: sufficient 
points are found and the points are well-distributed over the face. 
An increase in threshold results in both more correct and wrong 
points. The performance of the method depends also on the 
subject (facial hair, fair faces), the use of glasses and whether the 
subject is right in front of the camera or slightly skew. Further 
improvements on the performance can be achieved by improving 
parts of the method and optimizing other parameters.  
 
I. INTRODUCTION 
D face recognition is the next step in the field of face 
recognition. For the generation of a 3D face several 
methods are used, such as face scanning. A new promising 
method is the use of a 5-camera setup, to generate 5 images of 
a face from different angles [1]. From these images, the depth 
of a point on the face can be found and a 3D point cloud can 
be constructed that represents the 3D surface.  
To improve the quality of the reconstructions, a useful 
extension would be the extraction of some very reliable 3D 
points that are linked to well detectable landmarks on the face. 
These landmarks can then be used as anchors for the 3D 
reconstructed surface.  
 
A. Landmarks  
Detecting and matching accurately landmarks is not an easy 
task though, most landmarks are not stable under facial 
expression and can be covered by hair or occluded by other 
parts of the face. Besides many other problems can occur and 
affect the landmark localization performance such as 
illumination, change in pose or background clutter or many 
others as referred in [2] 
Many different algorithms for improving the results of face 
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reconstruction have been presented in recent years and some 
of them include the detection of accurate landmarks. In [3], a 
sparse set of corresponding 3D points is reconstructed from a 
collection of landmarks located on two input images and used 
to build a course shape estimation. In [1], facial landmarks are 
used to register the facial image into an intrinsic coordinate 
system using geometrical properties of these landmarks. 
In this paper we present a method to find reliable and 
accurate 2D facial landmarks in 5 different gray scale images 
from a 5 camera set up and test it on different subjects  
B. guidelines 
The method is supposed to find around 10 reliable points in 
the whole face. The points should be well distributed over the 
face and have a high accuracy to be useful for 3D 
reconstruction. 
II. BACKGROUND 
The method is based on finding candidate points with the 
SURF algorithm. It also includes the local binary patterns 
method to check the resemblance of the found points. Short 
elaborations on these two algorithms are presented below.  
 
A. SURF 
The SURF algorithm (Speeded Up Robust Features) is a 
local feature detector and descriptor. It detects interest points 
by finding the determinant of the Hessian blob detector. This 
detector stores local changes around a point of interest. If the 
determinant is maximal the points is considered a point of 
interest.  that can be used for tasks such as object 
recognition or 3D reconstruction. Its feature descriptor 
consists of the sums of the Haar wavelet response of the point 
of interest. SURF descriptors can be used for various 
applications, such as tracking objects, 3D reconstruction and 
locating and recognizing objects and people [4]. 
B. Local Binary Patterns  
In texture analysis, the Local Binary Pattern (LBP) 
algorithm is widely used. It compares the N neighboring 
pixels to their center pixel. For every pixel with a value 
greater than the neighbor’s value, it writes “1”, and otherwise 
it writes “0”. This gives an N-digit binary number, which can 
be converted to real decimal. 
This way it is difficult to capture large-scale structures. To 
improve the large-scale performance, the LBP algorithm can 
be extended to multiscale LBP. The field of covering increases 
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by adapting multiple radii R and combining the local binary 
codes. This way information of a local neighborhood can be 
combined with a bigger neighborhood. Each pixel in an image 
gets R different LBP codes, creating a total code unique for 
that pixel. With all different codes for every pixel it is possible 
to compare them and use them as pattern classification [5].  
 
III. METHOD 
 
A schematic overview of the method is presented in figure 
1.  Below the steps are further explained. 
 
Figure 1: Overview of the method. 1: Finding points using SURF, 2: 
Matching points using distance, 3a: Rejecting points using difference in 
distance, 3b: Rejecting points using LBP, 4: Combining matches over all five 
images 
1. Finding candidate points 
In the preprocessing step the faces are extracted from the 
background using the Viola-Jones face detector algorithm. [6] 
An advantage of this approach is that it provides a well-
centered Region Of Interest (ROI) with the eyes, nose and 
mouth in approximately the same position within the ROI for 
all five images. To optimize the distribution of found points 
over the face, the ROI is split in four areas:  top left, top right, 
bottom left and bottom right. This also increases the strength 
of the points found by the SURF algorithm per area and it is 
easier to work with.  
Points located at the sides of the face in the area of the 
cheeks are not suitable for face reconstruction because the 
angle of the cheek with the image plane is too large, causing 
found points to be almost always inaccurate. Therefore a small 
margin at the lateral borders of the image was removed.  
After these preprocessing steps, the SURF algorithm was 
applied to find a predefined amount of candidate points in two 
images. Candidate points were found for each possible pairs of 
images.  
 
2. Matching candidate points 
Because the eyes, nose and mouth are approximately at the 
same position, due to the preprocessing steps mentioned 
previously, and have only small differences in pose, we used 
the distance from the borders of the image to a point to find a 
corresponding point in the other image. From every point the 
Euclidian distance to the origin of the coordinates of the image 
was found. Corresponding points have the smallest difference 
in Euclidian distance.  
To decrease the search area for finding the matching point 
in the second image, the y-coordinates was limited by certain 
range values. This is repeated for all points until they all have 
a match. A possible scenario is that more points have the same 
match. To obtain unique matches the same method as before 
was applied The right match should be the one with smaller 
difference in Euclidean distance to the point in image 1, the 
other point is no longer considered a candidate point. 
 
3. Reject wrong matches 
Despite careful matching it can happen that wrong matches 
were made and these should be excluded. To do this we use 
two methods. The first method is based on the distance 
between points within one image, the second uses the LBP 
algorithm.   
 
a. Distance between points within a image 
If the difference in distance between points within one 
image and the distance between points within the other image 
is higher than the distance-difference rejection (DDR) 
threshold value a point is wrong and therefore excluded.  
 
b. LBP  
The multiscale LBP algorithm provides the last barrier for 
wrong matched points. The LBP algorithm operates on three 
scales. In this context, a difference of one value in the binary 
code can result in a major difference in the LBP real value. 
Therefore, the binary code is used for analyzing the 
differences in neighborhood between points. The threshold for 
the amount of differences between binary codes that is 
allowed will be referred to as ‘D.’ 
 
4. Combine points in all five images  
Landmarks are tracked down in all five images. The more 
images a landmark appears, the stronger this landmark is. 
Landmarks that appear in only two images are not included 
because they are considered too weak and not useful to serve 
as anchor point for 3D reconstruction. 
 
5. MEASUREMENTS 
Several measurements were carried out to test the separate 
parts of the method and to analyze performance of the total 
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algorithm. 
 
A. Dataset 
We used a data set from a 5 camera set up with a central 
image, an image from the left and right side and an image 
from the upper and bottom side. The pictures were taken from 
5 different subjects and they were grayscale images. The 
dataset includes some subjects with glasses. These are treated 
separately to compare the results with non-glasses cases.  
 
B. Validation of parts  
To validate that all parts of the total algorithm contribute to 
finding correct landmarks, every method was tested separately 
on one subject. Then the optimal values for several parameters 
were obtained. These parameters are:  y-restriction, threshold 
for the DDR threshold, the Gaussian width and scale and the 
scale for the multiscale LBP. The performance of the method 
depends on these parameters, but a slight difference in value 
does not influence the outcome very drastically.  
C. Testing performance 
In the actual measurements we try to find the best value for 
the variable D, the maximal amount of differences allowed in 
order to be accepted as a correct match by the LBP algorithm. 
We vary this between 2 and 4. The amount of candidate points 
found by SURF will be 10 or 15. In the last measurement the 
outcome for a subject with glasses is analyzed. From this data 
we will derive the optimal number of points for SURF and the 
optimal LBP threshold D.  
The location and match of the landmarks are evaluated by 
manually counting right and wrong points, the ratio of number 
of wrong points and total amount of points, the number of 
images they appear in, and the number of points in every 
subarea. The ration of the wrong points was calculated by:  
 
      
           
                  
 
 
Through experience we found that differences of less than 4 
pixels are very hard to detect by the human eye. Therefore the 
criterion for a point to be wrong is that it is more than 4 pixels 
off.   
IV. RESULTS 
A. Validation of parts  
To validate and measure the efficiency of our methods we 
started by counting the number of wrong, right and total 
number of points and the wrong points ratio using the formula 
(1) for four different cases. The four cases are: a: SURF 
function and combining over five images, b: SURF, rejection 
of points by LBP and combining over five images, c: SURF, 
rejection of points by difference in distance, combining over 
five images and d: Full method with SURF, rejection of points 
by difference and LBP and combining over five images. This 
was done for subject 6, for # SURF points found in each part 
of the face is equal to 10. The results are shown in table I. 
To find the optimal values for each different parameter we 
did several experiments described in the last section. Slight 
variations of certain parameters didn’t affect the outcome 
significantly. These parameters are the y-restriction value used 
in the match combination function, the DDR threshold used to 
remove wrong points, the Gaussian with and scale, and the 
Local Binary Pattern radius. The optimal values found for 
these parameters are (method number in which it is used 
between brackets):  
 Y-coordinate restriction: 20 pixels (2) 
 DDR threshold: 25 pixels (3a) 
 Gaussian width and scale: 6 and 3 respectively (3b) 
 Multiscale LBP radius: 1-6-10 pixels (3b) 
 
B. Testing performance  
Output examples of subjects can be found in the attachments.  
1. Performance with different # SURF points and D 
value 
The tables IIA-C and IIIA-C show the results for testing the 
performance with a LBP threshold of D2, D3 and D4 for a  
number of SURF points of 10 and 15, with table III as a the 
mean over all data. From these tables the following can be 
derived.   
Looking at table II with # SURF points =10, it is clear that 
the performance per subject varies greatly. The best 
performance considering the amount of wrong points is found 
for D=2, with only one wrong point found (subject 9). 
However, this value for D causes for some subject to have less 
than 10 points found in total. The threshold D=3 seems to gain 
TABLE I 
VALIDATION OF PARTS 
 
 
  Method 
 
  Result 
   1  2/3a 3b 4 Total Correct Wrong Ratio 
a x 
  
x 40 1 39 0,975 
b x 
 
x x 8 5 3 0,375 
c x x 
 
x 30 12 18 0,6 
d x x x x 13 12 1 0,077 
 
Results for different cases. The results are absolute numbers of total or 
wrong points. The ratio is calculated by  
      
           
                  
.  
Meaning of the numbers and letters: 
 
Method as explained in paragraph  ‘Methods’ 
1: Finding Points 
2: Matching Points using distance 
3: Rejecting points using a. difference in distance and b. LBP (D=3) 
4: Combination of points over all five images  
 
Cases: 
a: SURF function and combining over five images, 
b: SURF, rejection of points by LBP and combining over five images,  
c: SURF, rejection of points by difference in distance, combining over five 
images  
d: Full method with SURF, rejection of points by difference and LBP and 
combining over five images 
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TABLE V 
DISTRIBUTION 
 
 
Sub1 
 
Sub3 
 
Sub4 
 
Sub6 
 
Sub9 
 
Mean 
  3 4 5 T 3 4 5 T 3 4 5 T 3 4 5 T 3 4 5 T   
TL 3 1 1 5 1 2 1 4 7 0 0 7 2 1 0 3 3 0 0 3 4,4 
TR 5 2 0 7 2 0 0 2 1 1 0 2 2 0 0 2 3 0 0 3 3,2 
BL 1 1 0 2 2 0 0 2 4 0 0 4 3 1 0 4 2 0 0 2 2,8 
BR 4 1 1 6 1 1 1 3 2 2 0 4 2 2 0 4 1 2 0 3 4,0 
Total 13 5 2 20 6 3 2 11 14 3 0 17 9 4 0 13 9 2 0 11 14,4 
                      
      
Images 3 4 5 
          
      
Mean 10 3  1 
           
Distribution of points in all subjects for # SURF points =10 and D=3 over the 
areas (vertical) and over the five images (horizontal). The results are absolute 
numbers of points. Two means are: mean number of points per area and mean 
number of images in which a point is found. Abbreviations: TL= Top Left, TR = 
Top Right, BL = Bottom Left, BR = Bottom Right. 
 
a sufficient amount of points (>10 correct points) but the 
amount of wrong points is increased in three subjects by one.  
For D=4 the total amount of points is increased slightly, but 
because more wrong points are found, the ratio wrong/total 
points becomes significantly higher.  
 
For the number of SURF points =15 in table III, similar 
results are found, however for D = 3 the amount of wrong 
points increases stronger than for the # SURF points = 10. 
Also not for every subject more than 10 points are found for 
one of the D values (after excluding wrong points).  
 
For 15 SURF points, both the total amount of points found 
as the number of wrong points found increases. Also the 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
higher the LBP D value, the more wrong points and more 
points in total were found.  
 
2. Distribution 
In table V the distribution of points over the face is shown. 
For all subjects one case is analyzed: number of SURF points 
= 10, D threshold = 3 because this threshold provides more 
points. On average the most points are found in the Top Left 
area (mean 4.4), the least points are found in the Bottom Left 
area (mean 2.8). Most points are found in only three images, 
points found in five images do exist but this is a rare case.  
 
TABLE IIA-C 
RESULTS FOR # SURF POINTS = 10 
 
  
A. Total 
   D  \  Subject 1 3 4 6 9 Mean 
D2 16 9 14 10 5 10,8 
D3 19 11 16 13 12 14,2 
D4 20 16 18 13 13 16 
       
  
B. Wrong 
   D  \  Subject 1 3 4 6 9 Mean 
D2 0 0 0 0 1 0,2 
D3 0 1 0 1 2 0,8 
D4 1 4 0 1 2 1,6 
       
  
C. Ratio 
   D  \  Subject 1 3 4 6 9 Mean 
D2 0 0 0 0 0,2 0,04 
D3 0 0,09 0 0,077 0,17 0,0674 
D4 0,05 0,25 0 0,077 0,15 0,1054 
 
 
Tables for the performance of different LBP D threshold values for 
different subjects with # SURF points =10. The results are absolute numbers 
of total or wrong points. The ratio is calculated by  
      
           
                  
.  
 
 
TABLE IIIA-C 
RESULTS FOR # SURF POINTS = 15 
 
  
A. Total 
   D  \  Subject 1 3 4 6 9 Mean 
D2 17 13 14 6 9 11,8 
D3 21 15 18 9 6 13,8 
D4 26 18 22 11 10 17,4 
       
  
B. Wrong 
   D  \  Subject 1 3 4 6 9 Mean 
D2 1 0 0 0 1 0,4 
D3 2 5 0 0 3 2 
D4 4 4 1 1 3 2,6 
       
  
C. Ratio 
   D  \  Subject 1 3 4 6 9 Mean 
D2 0,06 0 0 0 0,17 0,046 
D3 0,1 0,36 0 0 0,33 0,158 
D4 0,15 0,22 0,05 0,09 0,3 0,162 
 
 
Tables for the performance of different LBP D threshold values for 
different subjects with # SURF points =20.. The results are absolute numbers 
of total or wrong points. The ratio is calculated by  
      
           
                  
.  
 
 
TABLE IV 
SUMMARY OF DATA TABLES II AND III 
 
   
Mean  
   D  \ Total Wrong Ratio 
 # SURF points 10 15 10 15 10 15 
D2 10,8 11,8 0,2 0,4 0,04 0,046 
D3 14,2 13,8 0,8 2 0,067 0,158 
D4 16 17,4 1,6 2,6 0,105 0,162 
 
 
Mean of data from tables I and II for different LBP D threshold values, 
subjects, and number of SURF points. The results are absolute numbers of 
total or wrong points. The ratio is calculated by  
     
           
                  
.  
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3. Glasses 
In the attachment the results for a subject with glasses can 
be found. The SURF algorithm does find points in the eye-
area, but because of the change in reflection due to the change 
in angle of the five cameras they are removed by the LBP. As 
a consequence hardly any points, wrong or correct, are found 
in the area of the eyes of two subjects, and in one subject more 
wrong points were found.  
 
V. DISCUSSION 
 
The difference between 10 and 15 SURF points is quite 
clear. For more SURF points, the total amount of points in the 
end increases. However, the amount of wrong points increases 
in such a way that the ratio wrong/total points becomes worse 
than the ratio for 10 points. This is possibly due to the fact that 
for 15 points, more weak points are included as possible 
candidates and this worsens the outcome.  
It is more difficult to say which threshold value D is best. 
For # SURF points=10, for some subjects D3 is fine, while for 
others it gets wrong points. When looking at the ratio values 
for this number of SURF points it seems that D=4 is not strict 
enough with a ratio of wrong points doubled compared to the 
ratio value of D=3. For the 3D reconstruction the number of 
wrong points must be as small as possible. In that case, D=2 is 
the safe threshold. The consequence is that also the number of 
correct points decreases. This decrease of correct points when 
the D threshold becomes stricter is a clear indication that the 
value for the LBP multiscale radius is not optimal, or that (one 
of) the algorithms need(s) improvement.  For # SURF points = 
15, the optimal D threshold is D=2, because for D=3 the 
amount of wrong points strongly increases.  
The distribution is quite well over the face, mainly because 
of the separation of the face in four areas at the beginning. 
This forces the SURF algorithm to find strong points in four 
appointed areas, avoiding accumulation in one area. 
 
The subject influences the outcome (amount of correct 
points) very much. More reliable points are found in subjects 
with a beard (like subject 1). Also better results are gained 
when the subject sits right in front of the camera. This effect 
can be seen in subject 6, who is not right in front of the center 
camera. For fair faces fewer points are found (subject 9).  For 
subjects with glasses, different points are found and because 
of the changing reflection spots, points are rejected in most 
subjects, causing the points to be less distributed over the face. 
In this research, we assumed a good point to be correct 
when hardly any difference can be seen by the human eye. For 
suspects, zooming in usually was sufficient to categorize the 
point, but sometimes it was still not possible to declare a point 
right or wrong. This is usually the case when the point is 
located in a relatively low contrast area, like the cheeks. 
Because a difference of a millimeter between points can 
greatly influence the 3D reconstruction negatively, this is a 
problem for these points. For most points however, it was 
possible to declare them correct or wrong for certain.  
VI. CONCLUSION 
 
With the method we presented in this paper we showed that 
sufficient number of points with a wide distribution can be 
found in the five images for several subjects. All parts of the 
method contribute to finding more correct landmarks, with the 
full method providing the best results.  
However, during this research we observed that some great 
improvements can be achieved in a follow up session in 
several ways.  
A way of increasing the amount of points is by adapting the 
way the matching by distance algorithm deals with doubled 
points (points that have a minimum distance to the same other 
points). At the moment the point that has a larger distance is 
simply rejected, but perhaps it is better practice to let both 
points be candidates and let the LBP algorithm decide. This 
makes the method more robust.  
The LBP algorithm can be greatly improved by taking 
interpolation into account such that the neighborhood is 
modeled to binary code more accurately. 
A very important improvement is performing an 
optimization for the parameters of the y-restriction, LBP 
radius, LBP-Gaussian width and scale, and the DDR 
threshold. 
Apart from the possible improvements, it will remain very 
hard to find accurate landmarks since it is very difficult to 
detect if a point is a correct one due to limitations in the 
validation of correct points.  
An interesting next question would be: are all landmarks 
suitable for 3D reconstruction? Some landmarks might be 
accurate, but not suitable to serve as an anchor point, like 
points on eyes through glasses or points referring to hair.  This 
is the next step in finding suitable landmarks as anchor points 
for 3D reconstruction.  
APPENDIX 
Five example images of subject 4, # SURF points = 10, 
D=2 
 
University of Twente Students Journal Of Computer Vision and Pattern Recognition 2014
PERFORMED AS PART OF THE COURSE ADVANCED COMPUTER VISION AND PATTERN RECOGNITION 
 
 
6 
 
REFERENCES 
[1]. Spreeuwers, L.J. (2011) Fast and Accurate 3D Face 
Recognition Using Registration to an Intrinsic Coordinate 
System and Fusion of Multiple Region classifiers. 
International Journal of Computer Vision, 93 (3). pp. 389-414. 
ISSN 0920-5691 
 
    [2]. OYA ÇELIKTUTAN, SEZER ULUKAYA AND BÜLENT 
SANKUR. A comparative study of face landmarking techniques. 
EURASIP Journal on Image and Video 
Processing 2013, 2013:13  
 
 
[3]. VUONG LE ; HAO TANG ; LIANGLIANG CAO ; HUANG, 
T.S (2010) Accurate and efficient reconstruction of 3D faces 
from stereo images. Image Processing (ICIP), 2010 17th IEEE 
International Conference on, pp. 4265 - 4268. ISSN 1522-
4880 
 
[4]. HERBERT BAY, ANDREAS ESS, TINNE TUYTELAARS, 
LUC VAN GOOL, "SURF: Speeded Up Robust Features", 
Computer Vision and Image Understanding (CVIU), Vol. 110, 
No. 3, pp. 346--359, 2008 
 
[5]. MATTI PIETIKÄINEN, ABDENOUR HADID, GUOYING 
ZHAO, TIMO AHONEN . Computer Vision Using Local Binary 
Patterns. Computational Imaging and Vision Volume 40, 
2011, pp 13-47 
 
[6]. P. VIOLA. M. JONES, Rapid object detection using a 
boasted cascade of simple features, IEEE CVPR, pp. 51 I-
SIX, 2001 
 
 
University of Twente Students Journal Of Computer Vision and Pattern Recognition 2014
