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Nonsingular limit distributions arc determined for sequences of affirm transfor- 
mations of random vectors whose distributions are multivariate binomial. Each 
of these limit distributions is that of an afftne transformation of a random vector 
having a multivariate normal distribution or a multivariate Possion distribution 
or a joint distribution of two independent random vectors, one normal and the 
other Poisson. 1 I 1986 Academic Press, Inc 
1. SUMMARY 
In the multivariate central limit theorem, a case that warrants special 
attention is that of the multivariate binomial distribution. A k-dimensional 
random vector X is said to have a multivariate binomial distribution if it 
has the distribution of the sum of n independent, identically distributed 
Bernoulli random vectors, a Bernoulli random vector being one that takes 
all its values in the set of vertices of the unit cube in Rk. If the only vertices 
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that the Bernoulli random vector takes as its values are those that lie on 
the axes of I@, then the multivariate binomial distribution becomes the 
multinomial distribution. The results obtained here determine the limiting 
distributions of sequences of afline transformations of random vectors 
whose distributions are multivariate binomial. Some of these results were 
obtained in a special case by Marek Fisz in [3, 5, 61. His special case was 
for diagonal affine transformations of random vectors whose distributions 
were multinomial. It should be noted parenthetically here that Fisz was one 
of the earlier mathematicians to prove a multivariate convergence-of-types 
theorem [4], a result which is a very useful tool in obtaining the kinds of 
results presented here. 
Let us consider a game which has among the outcomes of one play k 
not necessarily disjoint events A, ,..., A,. If we let Xi denote the number of 
times the event Ai occurs in n trials, then the random vector X whose ith 
coordinate is Xi is said to have the multivariate binomial distribution, 
denoted by B,(n, p), where p denotes the set {P(A, n ... n A,n 
C){Af: j$ ii,,..., i,)), 1 <r<k, 1 <i, < ... < i, < k} of 2k - 1 probabilities. 
The vector p, will denote this set of 2k - 1 probabilities if the game is to be 
played n times; i.e., we allow the value of p to depend on the number of 
plays. In Section 2 we show that if {X,} is a sequence of random vectors 
where X, is B,(n, p,), and if the distribution of X, converges, then the limit 
distribution is multivariate Poisson, i.e., an infinitely divisible distribution 
all of whose univariate marginals are Poisson. 
In Section 3 we again take X, as B,(n, p,) and assume there are sequen- 
ces of k x k diagonal matrices {D,} and constant vectors (d,} such that 
{ D,X, + d,) converges to a full limit law, i.e., to one that does not lie in a 
hyperplane, i.e., a translate of a (k - I)-dimensional linear subspace, with 
probability one. Then it is shown that this iimit law is that of a diagonal 
affine transformation of a Poisson-Gaussian random vector, i.e., a random 
vector composed of two independent random vectors (one possibly being 
zero-dimensional), one of them being multivariate Poisson and the other 
being multivariate Gaussian. 
In Section 4, {X,!} is again as in Section 3. Here we assume there are a 
sequence of k x k matrices {A,} and a sequence of k-dimensional vectors 
(a,} such that {A,X, +an} converges in law to a random vector with a 
full distribution. It is also assumed that the sequence {X,) is non-collap- 
sible; i.e., it is such that if s.d. X,; denotes the standard deviation of the ith 
coordinate of X,, then every converging subsequence of 
((diag(s.d. X,, ,..., s.d. x,k)))‘(X, - EX,)} has a full limit law. Then the 
limit law of { A,X, + a,} is shown to be that of an affine transformation of 
a k-dimensional Poisson-Gaussian random vector. It is also shown that 
without the hypothesis of non-collapsibility, the conclusion of this result is 
not necessarily true. In a special case the hypothesis of non-collapsibility 
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can be omitted, this being when the sequence {np,,} is bounded, and the 
conclusion of Theorem 3 continues to be true; this is shown in Theorem 4. 
As we pointed out earlier, Marek Fisz obtained Theorems 1 and 2 in the 
special case when {X,) are k-variate multinomial, a very special case of our 
multivariate binomial distribution. His definition of a Poisson-normal dis- 
tribution was that of independent univariate Poisson variables and a mul- 
tivariate normal random vector. For this reason, we refer to the joint dis- 
tribution of two independent random vectors, one multivariate Poisson 
and the other multivariate normal, as Poisson-Gaussian. 
2. THE MULTIVARIATE POISSON DISTRIBUTION 
In this section we develop a multivariate law of small numbers and the 
multivariate Poisson distribution. The definition of multivariate Poisson 
distribution given here is that due to H. Teicher [8], who extended the 
definition of the bivariate Poisson distribution given by M. Loeve in 1950 
in [7]. (It might be added here that Loeve states in a footnote that 
J. Neyman used this definition of bivariate Poisson distribution in an 
unpublished lecture delivered in 1945 at the Stanford meeting of the 
American Mathematical Society.) In brief, a random vector (X, Y) is said 
to have a bivariate Poisson distribution if its distribution is that of 
(U + W, I/+ W), where U, V’, and W are independent random variables, 
each with a Poisson distribution. M. S. Ahmed developed a test for 
independence of X and Y in [ 11 based on a sample on (X, Y); this might 
be the first published work on statistical inference related to the mul- 
tivariate Poisson distribution. 
Before presenting rigorous definitions, let us consider in more earthy 
terms the model for a multivariate binomial distribution. Suppose there is a 
game such that, when it is played, at least one of the events E, ,..., Ek might 
occur. It should be noted that this means that the k events are not 
necessarily disjoint, and the probability of their union might be less than 
one. Now suppose that the game is played independently n times, and let 
Xi denote the number of times the event E, occurs in the n plays. Then the 
random vector X = (X, . . X,)’ is said to have the multivariate binomial 
distribution. As a special case, if the events are disjoint, then X has the mul- 
tinomial distribution. Within this framework the following definitions and 
notations receive immediate interpretations. 
Throughout this paper, all vectors are vertical, and the standard 
notation will be 
and x,= 
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DEFINITION. 4 k-dimensional random vector X is called a Bernoulli ran- 
dom vector if each of its coordinates takes value 0 or 1 only. 
If X is a k-dimensional Bernoulli random vector, its density is deter- 
mined by 2k - 1 probabilities whose sum is equal to or less than 1. These 
are the probabilities of all the values of X other than 0. We denote this 
collection of probabilities by p, and we say that X is a Bernoulli (p) ran- 
dom vector. 
DEFINITION. A k-dimensional random vector X is said to have a (k- 
dimensional) binomial distribution if its distribution is that of the sum of n 
independent identically distributed Bernoulli (p) random vectors, in which 
case we say that X is Bk(n, p). If k = 1, we then say that X is B(n, p). 
DEFINITION. A k-dimensional random vector X is said to have a 
(multivariate) Poisson distribution if it is infinitely divisible and if each 
univariate marginal has a Poisson distribution. 
Let Is, ,..., e2k~, } be the 2k - 1 vectors in Rk whose coordinates are O’s 
or l’s but never all O’s; i.e., it is the set of all vertices of the unit cube other 
than the origin. Let n(sj) 20 for 1 6 i6 2k - 1, and denote 
h= @(El) ,..., i(E&,)j. 
If X is multivariate Poisson according to the above definition, it is easy to 
deduce that its characteristic function is of the form 
f(u) = exp 1 l(sj)(ei+ - 1 ), 
j= 1 
and we say that X is Poisson (h) or Poisson k(k) or pk(h). If k = 1, we say 
that X is S(i) or g,(n). It is easy to show that the coordinates of X are 
independent if and only if j,(E;) = 0 for all those i for which E; contains at 
least two 1’s. 
Some further notation should be straightened out. The notation 
X, -+Y X means that the distribution function of X, converges to that of X 
at continuity points of the latter. The ordering of (sl ,..., ~~1. , ) should be 
that of increasing numbers whose dyadic representations they constitute. 
Also, the same ordering holds for the 2k - 1 coordinates of p in the k- 
variate binomial; i.e., if X,,, is Bernoulli (p), then 
Ps, = p[x,,, = Et], I di<2k- 1. 
In 1954, H. Teicher [S] proved: if X, is Bk(n, p,), and if np, -+ 3, (finite) 
as n + CC_I, then X, -+lp X, where X is pk(k). This is actually the definition 
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that Teicher gave for the multivariate Poisson distribution. and from this 
he derived the formula for the characteristic function. Dwass and Teicher in 
[2] showed that the definition we have given above in equivalent to 
Teicher’s definition given in [S]. They also showed that X is &(I) if and 
only if X has the same distribution as does AY, where A is a k x (2” - 1) 
matrix composed of O’s and l’s and Y is a (2” - 1 )-dimensional random 
vector whose coordinates are independent Poisson variables. In this section 
we prove a converse to Teicher’s 1954 result, namely, if X,, is B,(n, p,?), 
n = 1, 2 ,..., and if X,, -+ ((’ X, then X is yk(h) and np, 4 h as II + ~CG. We shall 
need the following lemma to obtain this result. 
LEMMA 2.1. If Y,, is B(n, p,,), and {f Y,, + y’ Y, then np,, + i for scwne 
3, > 0, and Y is :?(A). 
Proof: See Theorem 9.4 on page 189 of Breiman [ 111. 
THEOREM I. [f X,, is B,(n, p,), and [f X,, -+y’ X, then X is 9$(A), and 
np, -+ 1. 
Proqf We may write X, = Xll, + ... +X,,,, where X,, ,..., X,,, are 
independent Bernoulli (p,) random vectors. Let us denote 
and p,,, = P[X,,,(j) = 11. Since by hypothesis 
then each marginal converges in law, i.e., X,,(j) +y’ X(j), 1 <j 6 k. But 
x,(j) is B(n, pnj), and hence by Lemma 2.1, npnj -+ ii 2 0 as n -+ ~0, which 
implies that pnj + 0 as n + co for 1 <j < k. Hence, for 1 < r < k and 
arbitrary E > 0, 
PCIXA 2 61 6 P (,J [IIX,,(i)l >~/J/i;l 
,=I 
d i PCIX,,(i)l >&/&I 
,=, 
d i pnj+o as n-m. 
i= I 
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This implies that ( {X,, ,..., X,,} } is an infinitesimal system. Hence X is 
infinitely divisible, and since each marginal is Poisson, it is (by [8]) mul- 
tivariate Poisson. Q.E.D. 
3. DIAGONAL AFFINE TRANSFORMATIONS 
The result of the previous section is extended now to diagonal afine 
transformations of multivariate bindmial random vectors. As before, let X, 
be B&I, PA let cnlr.,., c,~ be non-zero constants, and let b, E R“ be such 
that 
diag(c,, ,..., c,~) X, + b, 2 X, 
where X has a full distribution. We shall show here that X has the dis- 
tribution of a diagonal aftine transformation of a random vector with a 
Poisson-Gaussian distribution. 
If A, = (a&n)) and A = (a,) are p x q matrices, we shall write A, --+ A as 
n-roe ifa,(n)+a,-asn-+a for i<i<p, l<j<q. 
LEMMA 3.1. If X, and X are k-dimensional random vectors, if X, + Y X, 
if A,, and A are p x k matrices such that A, + A as n --* co, and if a, and a 
are vectors in Rp sati.$ving a, -+ a as n + co, then A,X,, + a, +y’ AX + a. 
LEMMA 3.2. If0 < p, < 1 for II = 1, 2 ,..., then np,( 1 - p,) -+ CC as n + CC 
ifandonlyifnp,-+co andn(l-p,)-+oo asn-+a. 
The proof of Lemma 3.2 is a simple consequence of the following 
inequalities: min(np,, n(1 -p,,)) >np,,(l - pn)>fmin{np,, n( 1 -p,!)}. 
LEMMA 3.3. For n = 1, 2 ,..., let X, he B(n, p,) and 
L=jz? 
where O<p,<l. Then T,,-+” T, where T has a continuous, strictly in- 
creasing distribution function if and only np, -+ co and n( 1 - p,) -+ GO as 
n + co, in which case T is .N(O, 1). 
Proof: We first prove the “if” part. Assume np, -+ co and n( 1 - P,~) -+ CC 
as n + co. For each n let X,,, ,..., X,, be n independent Bernoulli (p,) ran- 
dom variables. Then T,, has the same distribution as does 
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By Lemma 3.2, np,( 1 - p,) + cc as n --+ co, and thus 
{ ix,l/J;lp,cl-p,,~...~ xnnlJ~i~ 
is an infinitesimal system. Since for every E > 0, 
for sufficiently large values of n, since E( T,,) = 0 and Var( T,) = 1, it 
follows from the general form of the central limit theorem that T,, -+y T, 
where T is M(0, 1). In order to prove the “only if” part, we observe 
that if lim inf, _ ,T np, = 0, then lim sup, _ ~- P[X, = 0] = 1, and if 
lim inf, _ ~ np, E (0, co), then a subsequence of {X,} has a Poisson limit 
distribution. In either case, lim sup,, _ ~ [sup{ P[ T,, = r]: Y E IR’ )] > 0, and 
hence T,, cannot have a continuous limit distribution. Thus np, -+ CC as 
n + no. A similar argument proves that n( 1 - p,) + IX, as n + co. Q.E.D. 
THEOREM 2. If X, is B,(n, p,), and if there exist constants c,, ,..., c,,~ and 
vectors d, E Rk such that diag(c,, ,..., c&)X,, + d, -+ Y X, where X hus a full 
distribution, then X has the distribution qf a diagonal affine transformation of 
a Poisson-Gaussian random vector. 
Proof. We keep the same notation as used in Theorem 1. We need only 
prove the theorem for a suitably selected subsequence. Without loss of 
generality we may assume that if one of the two sequences {np,;) and 
(41 -Pni)I . b IS ounded, then it is (np,,}. Our first claim is that if, for some 
i, a subsequence of { np,,) converges to A, >/ 0, then i., > 0. If it were not so, 
then, if j, P,,~ + 0, we have 
log P[X,; = O] = log( 1 - pj,,)‘n 
= j,( - p,,; + jp$ - . ) 
= -j,p,Jl +o(l))+O as n-cc. 
Hence P[X,,, = 0] -+ 1, or 
pC~,~rX,~i + dini = dj”il --* 1 as n-lx; 
i.e., the limit distribution of (ci,;Xjni + d,;} is not full, which contradicts the 
hypothesis. This proves our first claim. By taking subsequences of sub- 
sequences a finite number of times, one can find a subsequence {m,} of the 
positive integers and a decomposition of ( l,..., k} into two disjoint subsets 
$ and 9, defined by 9, = (i:m p n m,i+Ai>O as n+a3} and CV;= 
i i :m, Pmni( 1 - Pm,;) --f cc as n + cc }. Without loss of generality we may 
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assume 9, = ( l,..., r} and Y; = {r + l,..., k}, where either Y; or z.could be 
empty. Our second claim is that if q # 0, then 
where 
is full and multivariate Poisson, each ci # 0. Indeed, by the definition of x, 
our first claim, and Lemma 2.1, Xmni +lr Ui for 1 6 i < r, where 17; is $!?‘(A,), 







is tight. As noted in the proof of Theorem 1, (Y,“} is a sequence of sums 
from an infinitesimal system. Hence every convergent subsequence con- 
verges to an infinitely divisible distribution, all of whose univariate 
marginals are Poisson, i.e., to a multivariate Poisson distribution. Let 
(Y,} be such a subsequence, and let U denote the r-dimensional mul- 
tivariate Poisson vector to which it converges in law. By the univariate 
convergence of types theorem it follows that for 1 6 id r, c,~~~ -+ ci # 0 and 
dsni -+ di as n + co, and our second claim is proved. Next assume that r < k. 
By Lemma 3.3 for every i E CU;, 
1 xm,;- mnPm.rz v, 
4 Pm,i( 1 - Pm,i) J l - Pm,i 
where V is X(0, 1). But, by hypothesis, c~,;X~,~ + dmn; -+y X,, where Xi 
has a full distribution. Hence by the univariate convergence of types 
theorem, 
ci 
c m.i - 
m, Pm,i( 1 - Pm,i) 
for some c, # 0, and 
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is a convergent sequence of real numbers. Hence 
diag( c m,,r+,r...rcm,k, 
converges in law to {c, + , U,, , + d,, , ,..., ck U, + d,}, where U,, , ,..., Uk 
each have an yl/c(O, 1) distribution. Since this limit law is the limit of sums 
from an infinitesimal system and thus is infinitely divisible, and since each 
univariate marginal is normal, it is (multivariate) normal. Since 
{diag(cmn, ,..., c,“k 1 X,,,” + dmn) is a sequence of centered sums of an 
infinitesimal system which converges in law to X, then X has an infinitely 
divisible distribution which is that of 
U 
diag(c, ,..., (.k) v +d, 
0 
where (by Lemma 2 in [lo]) U, V are independent, U is Yk(3L), and V is 
(n - r)-variate normal; i.e., the limit law is that of a diagonal afftne trans- 
formation of a Poisson-Gaussian vector. Q.E.D. 
4. LIMIT LAWS OF GENERAL AFFINE TRANSFORMATIONS 
We now extend the result given in Theorem 2 by replacing the sequence 
of non-singular diagonal matrices by a general sequence of non-singular 
matrices. We shall obtain the same conclusion under the additional 
hypothesis that the sequence of multivariate binomial vectors is non-collap- 
sible. 
DEFINITION. A sequence of k-dimensional random vectors {X,,) whose 
coordinates have finite second moments is said to be non-collapsible if all 
convergent subsequences of 
have full limit laws. 
LEMMA 4.1. If X, X,, X, ,... are k-dimensinal random vectors, IY 
X, +Y X, if X is full, and if A? denotes the set of ail (k - 1 )-dimensional 
hyprplanes in Rk, then 
lim sup[ sup P[X, E H]] < 1. 
nec.2 HE.% 
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Proof: If the conclusion were not true, then it is easily shown that there 
exist a subsequence (k,} of {n}, a sequence of unit vectors {c,“}, and a 
sequence of numbers {a,“} such that e,+ + c, where //c/I = 1, ak. + a, where 
a is finite, and P[cL,Xkm + a,“=01 > 1 - l/n. By Lemma 3.1, this implies 
that P[c’X +a =0] = 1, which contradicts the hypothesis that X is full. 
Q.E.D. 
A consequence of Lemma 4.1 is that if X, -+Y X, and if X is full, then X, 
is full for all but a finite number of values of n. 
THEOREM 3. Let (X,} be a non-collapsible sequence of k-dimensional 
random vectors where X, is B,(n, p,) for n = 1, 2,..., and assume that there 
exist a sequence of k x k matrices {A,,} and a sequence of constant vectors 
{a,} in Rk such that A,X, + a, -F~ Z, where Z is full. Then the distribution 
of Z is that of an invertible affine transformation of a k-dimensional 
Poisson-Gaussian random vector. 
Proof: We need only prove that a properly selected subsequence con- 
verges to the limit specified. As in the proof of Theorem 2 we may assume 
without loss of generality that if one of the two sequences {np,,) and 
(n( 1 - pm,)} is bounded, it is (np,,}. Since Z is assumed to be full, then by 
Lemma 4.1, almost all terms in the sequence { A,X, + a,} are full. This 
implies that A,, is non-singular for all sufficiently large values of n. Without 
loss of generality we may assume A, is non-singular for all n. It is our claim 
that, for 1 < id k, no subsequence of (np,,) converges to 0. To prove this, 
suppose to the contrary that there exist a subsequence { pk,,} and an i such 
that k,pk,, -0 as II -+ cc. From the easily verified inequality, 
P[xkn;> 11 <k,pk,i, we obtain lim,,, ,. P[X&i=O]>lim,,,,( 1 -pkOi)= 1, 
i.e., Xkni -+ 0 is probability or law, which contradicts the hypothesis that X 
is full, thus proving our claim. We now set 
There exists a subsequence {r,} of the positive integers such that, for 
1 < i < k, r, pr,, + li as n + 00, where 0 < Ai< + co. Thus, for each i, and 
recalling our convention at the beginning of this proof, it follows from 
Lemmas 3.3 and 2.1 that each of the univariate marginals of C,,(X, - kX,J 
converges to a limit law. Hence (C,“(X,” - E(X,J)) is tight, and since by 
hypothesis it is non-collapsible, there is a convergent subsequence which 
converges to a full limit law, i.e., 
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where Y is full. But by Theorem 2, Y is an affine transformation of a 
Poisson-Gaussian law. By hypothesis, A,“X,” + ay, +9 Z, where Z is full, 
and A,Jqn+ aq. = 4,,Fq;‘K’JXqa - EXJ) + (aqn + A,JE(X,J BY the 
multivariate convergence-of-types theorem due to Fisz [4], it follows that 
Z = AY + a, where A is non-singular. Hence Z is an invertible afline trans- 
formation of a Poisson-Gaussian distribution. Q.E.D. 
The following example shows that the conclusion of Theorem 3 does not 
necessarily hold if the hypothesis of non-collapsibility is omitted. Consider 
a game with two events A and B. If there are to be n trials, let us suppose 
the probabilities of outcomes at each trial to be: P(M) = p > 0, P(A\B) = 
P(B\A) = l/n (for n sufficiently large). Let X, denote the joint observation 
of the number of times A occurs and the number of times B occurs when 
there are n trials. One shows easily that 
diag (J&, J&, (X, -E(X,)) S Z, 
where Z has the bivariate normal distribution with covariance matrix 
1 1 ( j 11’ 




where Z, and Z, are independent random variables, Z, has the same dis- 
tribution as U - V where U and V are independent and both are 9( 1 ), and 
Zz is &“(O, 1). Thus Z is full. However, it is easily proved that Z is not an 
affine transformation of a k-dimensional Poisson-Gaussian law. 
By tightening our hypothesis on the sequences (np,, j in Theorem 3, we 
are able to transport the non-collapsibility condition from the hypothesis 
to the conclusion. 
THEOREM 4. Let X, be B,(n,p,), and assume {np,,) is bounded for 
l<i<k.If{A,} is a sequence of k x k matrices and {a,, > a sequence of con- 
stant vectors in Rk such that A,X, + a, +9 Z, where Z is fill, then {X,} is 
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non-collapsible, and Z is an affine transformation of a k-dimensional 
Poisson-Gaussian law. 
Proof: Because of Theorem 3, we need only prove that {X,} is non- 
collapsible. Let us assume that (X,> is not non-sollapsible; then there is a 
subsequence (Xkn} of {X,} such that the sequence 
converges to some limit law, say, of a random vector W which is not full. 
Since by hypothesis (np,,} is bounded, and since, by the claim in the proof 
of Theorem 3, (np,,} is bounded away from 0, the subsequence {k,} of (n} 
can be selected so that both 
and 
lim k,pkni= lim E(X,,) 
n+‘x n-a 
lim k, pk,;( 1 - pkni) = lim Var(Xkni) 
n-m n - ICC 
exist and are positive and finite. Thus, applying Lemma 3.1 to the sub- 
sequence of random vectors above we obtain Xk. +F X, where X is a ran- 
dom vector which is not full. Our first claim is that if H is any (k - l)- 
dimensional hyperplane in Rk such that P[X E H] = 1, then OE H; i.e., H is 
a linear subspace of [Wk. In order to prove this, for n = 1, 2 ,..., let V,, ,..., V,, 
be n independent Bernoulli (p,) random vectors such that the distribution 
of v,, + .** + V,, is the same as that of X,. The hypothesis of this theorem 
and the claim in the proof of Theorem 3 imply that the sequence 
{nP[V,, # 0] } is bounded above and away from 0. Hence {k,} can be 
selected so that k,PIVkml # 0] -+ A and n + co, where 0 -C 1~ cc. Thus, if 
we define Z, = c/“:, ZCvk~j+O,, then Z, +9 T, where T is 9’(A). Since 
[Xkn =0] = [Zbn = 01, it follows that P[Xkn =0] + e-’ as n + 00. Thus 
P[X=O] =epA > 0, implying 0 E H, which proves the first claim. We next 
strengthen the conclusion of the first claim by proving the second claim 
which is: if H is as in the first claim, then P[X,“E H] -+ 1 as n -+ co. 
Indeed, since in claim 1, P[X,” =0] -+ e-‘> 0 as n + cc, and since 
[Xkn = 0] = (-$‘= IIVk,- = 0], We obtain (P[ vk,l = O])kn + e-’ > 0 as n + 00. 
Let H satisfy the hypothesis, and let z be any vertex of the unit cube such 
that z 4 H. By our first claim, z # 0, and 
P[x,“=z]> 2 P [Vk,“=Z] ij [V,,=O] 
r=l ( j=l > 
j#r 
= k,PIVknl = Z](P[vknl = O])kn-’ > 0. 
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Since z 4 H, then P[Xkn = z] + 0 as n -+ co, and since (P[Vkn, = 01)‘” t 2 
(P[Vkn, = O])kn --) e ’ > 0 as n -+ cc, we obtain knP[Vk,, = z] -+ 0 as 
n + cc. This implies that k,P[Vkn, $ H] --t 0 as tl -+ a. By our first claim, 
fi.p=, [V,,E H] c [Xkn E H], from which it follows that 
as n -+ co, i.e., P[Xkne H] + 1 as n -+ CG, thus proving our second claim. 
Thus, for H as above and 2 denoting the set of all (k - 1 )-dimensional 
hyperplanes in Rk, we have 
which implies 
lim sup[ sup P[A,,X, + a, l ET]] = 1. 
,1 - r~ If’ t .x 
Hence, by Lemma 4.1, 2 is not full, contradicting the hypothesis. Thus 
K> is non-collapsible, and by Theorem 3 the rest of the conclusion 
follows. Q.E.D. 
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