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1CHAPTER 1. General introduction
1.1 Introduction
With a long history in statistical literature, the topic of multiple testing has gen-
erated reviving interest in recent years. The wide availability of large and complex
modern datasets, e.g., datasets from genomics, medical imaging, and astronomy among
others, is the driving force behind the surging research of multiple testing issues.
Nowadays, scientists routinely test thousands of hypotheses simultaneously, and how
to make sound and ecient inferences for these hypotheses has never been more im-
portant. This chapter briey overviews the main components of this dissertation,
including multiple testing, the false discovery rate (FDR), the adaptive FDR methods
and gene categories/sets testing.
1.2 Multiple Testing
A bit more than a decade ago, a multiple testing problem would mean to test at
most dozens of hypotheses simultaneously, e.g., the classical problem in linear models
for testing which means are dierent from each other after rejecting the grand null
hypothesis that all means are equal. With the advent of many modern scientic
measurement tools, we are facing a ood of data and questions behind them. A
poster child of modern multiple testing problem is the analysis of microarray data.
2Microarrays measure thousands of gene expressions simultaneously to discover genes
that are dierentially expressed (DE) across dierent treatment conditions. As a more
concrete example, suppose we are using microarrays to measure m = 20; 000 gene
expressions for each of a group of n1 healthy people and a group of n2 sick people. If
we are interested in nding the genes that are dierentially expressed between the two
groups, we can test the null hypotheses H
(i)
0 : 
(i)
1 = 
(i)
2 for i = 1; : : : ;m, where 
(i)
1 is
the mean expression level of gene i for the healthy people and 
(i)
2 for the sick people. A
certain test, e.g., a two-sample t-test, can be used to test each of theH
(i)
0 s and produces
a test statistic (a t-statistic or a p-value) for each H
(i)
0 . Then decisions can be made
based on the corresponding test statistics (typically the p-values). Given a threshold
for signicance c, hypotheses with p-values no larger than c are declared signicant.
This raises the issue of how to adjust the threshold c to the multiplicity of simultaneous
hypotheses testing. Historically, many researchers have simply ignored the issue and
made no adjustment, and some even advocated this practice. Under modern large-scale
simultaneous hypotheses testing situations, no adjustment to multiplicity is clearly not
a good practice. Continue with the microarray example and suppose that 1,100 out
of the total 20,000 p-values are no larger than 0.05, the commonly used threshold
for hypothesis testing if no correction is made for multiple testing. If we choose c to
be 0.05, the corresponding 1,100 genes would be declared signicant. However, if all
20,000 genes are independent and equivalently expressed, the p-values will each follow
the uniform(0,1) distribution, and we would expect 20; 000  0:05 = 1; 000 p-values to
be no larger than 0.05. Thus, the 1,100 \signicant" genes could simply happen by
chance. Furthermore, if there are 1,100 genes that are truly dierentially expressed,
we would still expect the number of true null p-values that are no larger than 0.05 to
be (20; 000   1; 100)  0:05 = 945, i.e., the majority of the 1,100 \signicant" genes.
3Dierent methods to control the number of unwanted false discoveries are introduced
in the following section.
1.3 False Discover Rate
One long-standing alternative to the no multiple testing correction is to control
the familywise error rate (FWER). To formally introduce the FWER, let us look at
a possible result from a multiple testing procedure. Consider the problem of testing
simultaneously m null hypotheses, of which m0 are true nulls. Suppose the p-values
associated with the m null hypotheses are p1; : : : ; pm, respectively; and let p(1) 
: : :  p(m) denote these p-values in ascending order. According to some threshold
for signicance c, we reject R hypotheses whose p-values are no larger than c. The
result of the multiple testing can be summarized in Table 1.1. Also note that V is the
number of type I errors (false positive results) among the total R rejections, and T is
the number of type II errors (false negative results).
Table 1.1: An outcome of a multiple-testing procedure.
Accept null hypothesis Reject null hypothesis Total
Null true U V m0
Alternative true T S m1
W R m
Then the FWER is dened as
FWER = Pr(V  1):
Commonly used methods to control the FWER in a multiple testing scenario are
Bonferroni's method and Holm's method (Holm, 1979). If we want to control FWER
at level , Bonferroni's method will suggest a threshold of =m, which could be a severe
4penalty whenm is large. Holm's method oers a slightly more powerful procedure than
Bonferroni's method while controlling the FWER at the same level. With p(0)  0, the
threshold of Holm's method is p(k), where k = maxfj : p(l)  =(m   l + 1) 8l  jg.
Note that Holm's method is a so-called step-down procedure because it scans the p-
values in an ascending order and stops just before the rst time a certain condition is
not met. However, when m is large, the control of FWER becomes a very conservative
practice because the penalty is roughly linear in m. Furthermore, the FWER is the
probability of making at least one type I error, and thus, it is not a desired quantity
to control for large-scale exploratory scientic endeavors. For example, in microarray
experiments, scientists will be content to endure the existence of some type I errors
so long as the proportion of the type I errors among total rejections remains small.
In a ground-breaking work, Benjamini and Hochberg (1995) (BH) introduced the
concept of the false discovery rate (FDR). The FDR is dened as
FDR = E

V
R _ 1

:
BH also proposed a linear step-up procedure (the BH procedure) to determine a re-
jection region that can guarantee the FDR to be below a certain threshold  under
certain independence conditions. With p(0)  0, the threshold of the BH procedure
is p(k), where k = maxfj : p(j)  j=mg. The BH procedure is a so-called step-up
procedure because it can be viewed as scanning the p-values in a descending order and
stopping when the rst time a certain condition is met. The BH procedure is a conser-
vative method if m0 < m because it controls FDR at level 0, where 0 = m0=m. In
a later work, Benjamini and Yekutieli (2001) showed the BH procedure also controls
the FDR at level 0 under certain positive dependence conditions. Intuitively, if we
use the BH procedure at the =0 level then the FDR will be controlled at level .
This suggests the development of adaptive methods that adapt to the value of 0.
51.4 Adaptive FDR Methods
Knowledge of 0, or equivalently m0, is very important for improving the perfor-
mance of FDR controlling procedures. If 0 or m0 were given to us by an \oracle", the
BH step-up procedure with target level setting at =0 will control the FDR at level
 under certain independence or positive dependence conditions. Storey (2002) and
Storey et al. (2004) introduced the rst adaptive procedure that is theoretically proven
to control FDR under certain independence conditions. Their proposed estimator for
0 is
^0() =
#fpi > g+ 1
(1  )m =
m R() + 1
(1  )m ;
where  2 [0; 1) is a parameter to be specied and R() is the #fpi  g. It can
be easily shown that ^0() is a conservative estimator for 0. Naturally, the next
question is how to choose an appropriate or an optimal . It is easy to see that the
larger the , the smaller the conservative bias of ^0() but the bigger the variance.
This is a classical bias versus variance situation. Storey (2002) and Storey et al.
(2004) proposed a  estimation procedure based on a bootstrap method. However,
the procedure has been shown to be anti-conservative in subsequent simulation studies
(Black, 2004; Nettleton et al., 2008).
Since the original paper of Benjamini and Hochberg (1995), many adaptive proce-
dures have been proposed from dierent perspectives and using dierent methodolo-
gies. As it turns out, many of the procedures that have been theoretically proven to
control FDR can be formulated as special cases of the Storey's  procedure with their
 chosen individually. We call this group of procedures the xed adaptive procedures.
For this group of procedures, the s are pre-specied before the data are seen. Com-
mon choices for s are some constants (e.g., 0.5) or some functions of , the target
6FDR level.
More interestingly, there is a group of procedures can be viewed as special cases
of the Storey's  procedure with their  dynamically selected, i.e., the s are deter-
mined through some data-dependent procedures. We call this group of procedures
the dynamic adaptive procedures. Examples include Benjamini and Hochberg (2000)
method, Storey's bootstrap method, and Nettleton et al. (2006) method among oth-
ers. However, no theoretical result is available for the dynamic adaptive procedures.
In Chapter 2, we show that a class of these dynamic adaptive methods provides con-
servative point estimation of 0 and FDR.
1.5 Gene Set Testing
An important challenge facing researchers is how to interpret and report the results
from high throughput transcriptome experiments, for example, microarray and RNA-
seq experiments. A routine analysis, e.g., a two sample t-test for each gene on a
microarray, can produce a list of genes that are declared to be dierentially expressed
across conditions. The length of the DE gene list can run up to a few thousand,
and this makes the interpretation and reporting of the results a challenging task. To
interpret the results of such an analysis, researchers study the characteristics of the
genes on the DE list as known from past research. Known characteristics of genes
may include the molecular function of a gene, the biological process in which the gene
operates, or the component of the cell in which the gene product is known to be
found. Such information is formalized in the ontologies developed as part of the Gene
Ontology (GO) project (Ashburner et al., 2000).
Rather than testing individual genes for dierential expression, it has become a
common practice for scientists to test whether some predened gene categories/sets
7are dierentially expressed. Many statistical methods have been proposed for this
purpose. Among them, many of the early developed ones are based on test statistics
derived from individual genes. These methods have subsequently been reviewed and
criticized on statistical grounds by many authors. The criticism can be summarized
as follows: First, the majority of these methods assume the unrealistic assumption
of gene independence, e.g., the methods using Fisher's exact test or its variants for
testing independence between the memberships to the DE gene list and to a certain
gene set; Second, most of these methods are based on the competition between genes
within and outside a gene set, which may not be the main interest of biological re-
search; Third, tests based on single gene statistics do not process power to detect gene
set multivariate distributional dierences across conditions that are beyond marginal
dierences. In recent years, a viable alternative has been rapidly developed. Many
authors have proposed methods to test multivariate gene set dierences. The multi-
variate tests avoid the unrealistic assumption of gene independence and are potentially
more powerful than the individual gene tests combined.
1.6 Multiple Gene Sets Testing
Unless a researcher tests only one pre-specied gene set, the multiplicity arising
from testing multiple gene sets should be accounted for. Many microarray and RNA-
seq experiments are exploratory in nature, and thus, a systematic way of testing
multiple gene sets is needed. Furthermore, testing gene sets derived from Gene Ontol-
ogy is equivalent to testing hundreds of null hypotheses that correspond to nodes in a
directed acyclic graph. The logical relationships among the nodes in the graph imply
that only some congurations of true and false null hypotheses are possible. We show
in Chapter 3 and 4 how to take advantage of these logical restrictions and improve
8inferences. In a sense, we are adapting to the underlying dependence structure of null
hypotheses.
1.7 Organization
The core idea of the adaptive multiple testing strategies are seen throughout this
thesis. The second chapter develops a series of theoretical results for the adaptive
FDR control methods through an empirical processes point of view. In particular, we
study the nite sample and asymptotic properties of the methods that adapt to the
proportion of true null hypotheses.
The third chapter introduces a hidden Markov model on the underlying null hy-
potheses when testing multiple gene sets from Gene Ontology. We develop a Markov
chain Monte Carlo scheme to estimate the posterior probability of each null hypothe-
ses being false and show in simulation that our method is superior to other existing
methods.
The fourth chapter explores more ecient implementation based on the framework
introduced in Chapter 3. Through the use of a hidden Markov tree model and the
deterministic annealing EM algorithm, we develop a more inferentially powerful and
computationally ecient method. The thesis concludes with Chapter 5, which also
gives an overview of future work.
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for False Discovery Rate Control and Estimation
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Abstract
Storey (2002) advocated the approach of conservative point estimation of false discov-
ery rate (FDR) and showed that it is closely related to the classical Benjamini and
Hochberg (1995) procedure that controls FDR. Storey et al. (2004) further proved
that a related procedure strongly controls FDR through the elegant use of empirical
processes. Since then, many FDR control procedures have been developed. In light of
these new developments, we continue Storey's work on the conservative point estima-
tion of FDR. We rst give a corrected version of the nite sample proof for conservative
point estimation of FDR. Then we survey existing theoretically proven FDR control
procedures and show that some of these procedures can be cast as plug-in procedures
with their estimators of the proportion of true null hypotheses (0) more conservative
12
than that of Storey et al. (2004). Thus, their FDR control properties can be easily
proved under conditions weaker than those previously considered. More importantly,
we established a condition under which a dynamic adaptive procedure will lead to
conservative 0 and FDR estimators. This result covers some important procedures
and will guide the future development of adaptive procedures. Finally, we extend the
asymptotic results of Storey et al. (2004) to a larger class of procedures.
Key words: Empirical processes; Martingales; Multiple testing; Optional Stopping
Theorem; Simultaneous inference; Stopping time.
2.1 Introduction
Multiple testing has generated a surging interest in recent years due to the wide
availability of large and complex modern data sets. The traditional familywise error
rate (FWER) is often considered to be conservative, especially when investigations
are exploratory. Benjamini and Hochberg (1995) (BH) introduced the concept of false
discovery rate (FDR), which has since spurred much research in statistics.
Consider the problem of testing simultaneously m null hypotheses, of which m0 are
true nulls. Suppose the p-values associated with the m null hypotheses are p1; : : : ; pm,
respectively; and let p(1)  : : :  p(m) denote these p-values in ascending order. Ac-
cording to a certain threshold for signicance c, suppose we reject R hypotheses whose
p-values are no larger than c. The result of the multiple testing is summarized in Table
1.1.
FDR can be roughly understood as the expected proportion of false discoveries
(type I errors) among all the discoveries (rejected null hypotheses). BH formally
dened FDR as E [V=(R _ 1)] and proposed a linear step-up procedure (the BH pro-
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Table 2.1: An outcome of a multiple-testing procedure.
Accept null hypothesis Reject null hypothesis Total
Null true m0   V V m0
Alternative true m1   S S m1
m R R m
cedure) to determine a rejection region that can guarantee the FDR to be below a
certain threshold . With p(0)  0, the linear step-up procedure sets the threshold for
signicance c at p(k), where k = maxfi : p(i)  i=mg.
Rather than searching for a p-value threshold that can guarantee FDR control at
a specied level , Storey (2002) proposed estimating the FDR for a xed rejection
region and provided a family of conservative point estimators. Using the tools of
empirical processes, Storey et al. (2004) showed that the estimation approach can be
used to control FDR when m is xed and nite and is more powerful than the original
step-up procedure of BH. The power gain behind Storey's estimation approach lies
in its ability to adapt to the proportion of the true null hypotheses, which we dene
as 0 = m0=m. BH showed that their procedure controls FDR at level 0 under an
independence condition. In a later work, Benjamini and Yekutieli (2001) showed that
the BH procedure controls FDR under a special positive dependence condition, again,
at level 0. Thus, the BH procedure is conservative when 0 < 1, and it is easy to
see that if the BH procedure is used at level =0 then the FDR will be controlled at
level  under various conditions. This suggests the use of an adaptive procedure that
depends on an estimate of 0.
Denition 1. (Adaptive linear step-up procedure)
Step 1. Compute ^0.
Step 2. If ^0 = 0 reject all hypotheses; otherwise, test the hypotheses using the BH
14
linear step-up procedure at level =^0.
Notice that the original BH procedure is a special case of this procedure in which
^0 is set to 1 all the time. The estimation of 0, or equivalently m0, can also be used
in adaptive FWER control (Hochberg and Benjamini, 1990) and is useful in many
other applications. For more discussion of the importance of 0 estimation, readers
can refer to Section 2.2 of Benjamini et al. (2006).
The 0 and FDR estimators of Storey (2002) and Storey et al. (2004) can be
described as follows. Using the notation in Table 2.1, we dene, for t 2 [0; 1], the
following empirical processes:
V (t) = #fnull pi : pi  tg;
S(t) = #falternative pi : pi  tg;
R(t) = V (t) + S(t):
Also dene FDR(t), the FDR when rejecting all null hypotheses with p-values  t as
FDR(t) = E

V (t)
R(t) _ 1

:
Storey (2002) proposed
^0() =
#fpi > g
(1  )m =
m R()
(1  )m
as an estimator for 0, where  is a tuning parameter in [0; 1) to be specied. The
numerator of ^0() is the number of p-values larger than , and the denominator is
the expected number of p-values larger than  when all hypotheses are true nulls. It is
easy to show that ^0() is a conservative estimator for 0. The corresponding plug-in
estimator for FDR(t) is dened as
[FDR(t) =
m^0()t
R(t) _ 1 ;
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which was proved to be a conservative estimator for FDR(t) under various indepen-
dence conditions (Storey 2002 and Storey et al. 2004). To use the ^0() in the adaptive
linear step-up procedure, it is a good practice to bound it away from zero. Storey et al.
(2004) proposed a slightly altered estimator of 0,
^0() =
m R() + 1
(1  )m ;
and also limited the signicance threshold to be   to obtain
[FDR

(t) =
8><>:
m^0()t
R(t)_1 t  
1 t > 
as an estimate of FDR(t). For any function F dened on [0; 1], dene the step-up
thresholding function as
t[F ] = supf0  t  1 : F (t)  g:
Storey et al. (2004) showed that thresholding at t
h
[FDR


i
can control FDR at level
. We will refer to this procedure as Storey's  procedure. Storey's  procedure is the
rst adaptive procedure theoretically proven to strongly control the FDR, i.e., control
FDR for any 0 2 [0; 1]. Storey et al. (2004) also showed that the procedure based on
t
h
[FDR
i
is equivalent to the BH procedure with  replaced by =^0(). Thus, the
FDR control approach of BH and the FDR estimation approach are closely related.
The above results hold for any xed  2 [0; 1), and thus, Storey (2002) and Storey
et al. (2004) have proposed a family of conservative estimators of 0 and FDR(t)
and FDR control procedures indexed by the tuning parameter . Small values of 
typically yield high bias and low variance estimators, while large values of  produce
estimators with lower bias but higher variance. Arbitrary xed  values have been
used; for example, a popular choice is to let  = 1=2. Other choices of xed  can be
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functions of , the target FDR level. We will refer to the class of adaptive procedures
that use predetermined tuning parameters as the xed adaptive procedures. That is,
the xed adaptive procedures specify their tuning parameters without the use of data.
A dierent strategy is to use the data to select the tuning parameter value. If a
histogram of p-values is examined, a decreasing trend in the density is often observed.
Intuitively, it makes sense to select a value of  so that the observed distribution of
p-values greater than  is roughly uniform on the interval (; 1). Thus, it is natural
to use the data to select , and many data-dependent methods have been proposed.
For example, Storey (2002) and Storey et al. (2004) recommended using a bootstrap
method to select  from a nite candidate set. Other data dependent methods for
choosing  include Benjamini and Hochberg (2000), Storey and Tibshirani (2003) and
Nettleton et al. (2006) among many others. We refer to this class of procedures that
use data to dynamically choose tuning parameters as the dynamic adaptive procedures.
However, no theoretical result is available for the dynamic adaptive procedures, and
the choice of  remains non-trivial.
Many new adaptive procedures have been proposed and theoretically shown to
control FDR since the work of Storey et al. (2004). For some recent examples, see
Benjamini et al. (2006), Blanchard and Roquain (2009) and Gavrilov et al. (2009).
Through simulation, these authors all found that some versions of Storey's  procedure
are still the most powerful procedures within the class of procedures that have been
theoretically proven to control FDR. Furthermore, through simulation, Blanchard and
Roquain (2009) also found that a certain Storey's  procedure ( = ) performed the
best overall among proven FDR control procedures under independence and depen-
dence conditions.
However, upon close inspection, we found the nite sample proof of conservative
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point estimation in Storey et al. (2004) to be technically awed (for details see the
beginning of the Appendix). Thus, in Section 2.2 we give a correct proof in Theorem
1 and 2. Though all of the aforementioned FDR control procedures have been proven
to hold the FDR level individually, we show that some of them can be formulated
as adaptive linear step-up procedures with 0 estimators in the form of { but more
conservative than { ^0(). We show in Corollary 2 of Section 2.2.1 that these more
conservative procedures control the FDR under more relaxed conditions than the
conditions under which they were previously proven.
More importantly, we consider a class of procedures that can be thought of as
dynamically selecting the  for their plug-in estimators ^0(). Examples include
Benjamini and Hochberg (2000), Storey et al. (2004), Nettleton et al. (2006) and
Gavrilov et al. (2009). In Theorem 5 of Section 2.2.2, we are able to show for the rst
time that some of these procedures or their slight modications lead to conservative
point estimation of FDR(t). During the process, we also shed light on what constitutes
a good procedure for selecting .
In Section 2.3, we also extend the asymptotic results of Storey et al. (2004) to a
larger class of dynamic adaptive procedures in Theorem 6. The paper concludes with
a discussion in Section 2.4. All technical proofs are in the Appendix.
2.2 Finite Sample Results
Most of the multiple testing procedures assume all the test statistics are indepen-
dent; we call this condition the total independence condition. Storey et al. (2004)
only assumes the test statistics corresponding to the true null hypotheses are inde-
pendent; more specically, true null statistics are independent among themselves and
with alternative statistics. We call this condition the null independence condition. The
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procedures of Benjamini and Hochberg (1995) and Storey et al. (2004) are the only
two procedures that have been proven to control FDR under the null independence
condition. In general, we always assume the null independence condition and that the
p-values from tests of true null hypotheses each follows the Uniform(0; 1) distribution.
Our strategy for proving that[FDR(t) is a conservative point estimator of FDR(t)
is a two step approach. We rst show that an oracle FDR estimator is a conservative
point estimator of FDR(t), then we show[FDR(t) is more conservative than the oracle
FDR estimator. Under the unrealistic condition that 0 is known, we dene the oracle
FDR estimator as
[FDROR(t) =
m0t
R(t) _ 1 :
Theorem 1. Suppose that the null independence condition holds and that each p-value
from a test of a true null hypothesis is uniformly distributed on (0,1), then
E[FDROR(t)] > FDR(t):
Theorem 2. Under the conditions of Theorem 1,
E[FDR(t)] > E[FDROR(t)]
for all t 2 [0; 1] and a xed  2 [0; 1).
Because the oracle FDR estimator is a conservative estimator for FDR(t) by Theo-
rem 1, a sucient condition for an estimator to be a conservative estimator of FDR(t)
is that it be more conservative than the oracle FDR estimator. By Theorem 2,[FDR(t)
is one such estimator. Thus, we have the following corollary.
Corollary 1. For any xed  2 [0; 1),[FDR(t) is a conservative estimator of FDR(t)
under the condition of Theorem 1.
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It is trivial to show that the augmented estimator[FDR

(t) is also a conservative
estimator of FDR(t).
Now we restate the theorem that guarantees FDR control for Storey's  procedure.
Theorem 3. Under the conditions of Theorem 1,
FDR

t
h
[FDR

(t)
i
 
Proof. See the proof of Theorem 3 in Storey et al. (2004).
With the exception of Storey's  procedure, all the adaptive procedures that have
been proven to control FDR have been proved only under the total independence
condition. However, it is straightforward to prove FDR control for many adaptive
procedures under the weaker null independence condition through the use of the fol-
lowing corollary.
Corollary 2. Suppose that an adaptive FDR estimator is
[FDR
0
(t) =
8><>:
m^00t
R(t)_1 t  
1 t > 
with ^00  ^0() for some  2 [0; 1). Then
FDR

t
h
[FDR
0

i
 
under the conditions of Theorem 1.
A heuristic proof is as follows. It is reasonable to assume FDR(t) is non-decreasing
in t. Storey (2003) showed that under a mixture model, FDR(t) = 0t
G(t)
, where G(t)
is the marginal distribution for p-values. It is straightforward to show that FDR(t)
is increasing in t if G is a concave function. Then because ^00  ^0(),[FDR
0
(t) 
[FDR

(t) for any t 2 [0; 1], and t
h
[FDR
0

i
 t
h
[FDR


i
. Thus,
FDR

t
h
[FDR
0

i
 FDR

t
h
[FDR


i
 :
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A more technical proof which does not require that FDR(t) is non-decreasing is pre-
sented in the Appendix.
For the completeness of results and to illustrate the connection between the FDR
control approach and the FDR estimation approach, we restate the following lemma,
which appeared as Lemma 2 in Storey et al. (2004).
Lemma 1. In general, the p-value step-up method t([FDR) with plug-in estimator
^0() is equivalent to the BH procedure with  replaced by =^0().
Storey et al. (2004) remarked that t([FDR

) is essentially equivalent to t([FDR)
in practice. Thus, Storey's  procedure is essentially an adaptive linear step-up pro-
cedure. Surprisingly, many of the procedures that have been proved to control FDR
can be cast in the form of Storey's  procedure, and some can be shown to be more
conservative than Storey's  procedure, for some  2 [0; 1). Thus, the FDR control
properties of such procedures can be guaranteed by our results as we demonstrate in
the next subsection.
2.2.1 More Conservative Estimators
Many so-called two-stage procedures perform rejections according to some algo-
rithms at a rst stage, then the results of the rst stage are used to obtain estimates
of 0 to plug in the nal linear step-up procedure. These two-stage procedures can be
formulated as variations of Storey's  procedure, and their FDR controlling proper-
ties can be guaranteed by our results under conditions weaker than those previously
considered.
The rst example is proposed by Benjamini et al. (2006) as a two-stage procedure.
Blanchard and Roquain (2009) pointed out that the procedure is equivalent to an
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adaptive linear step-up procedure with 0 estimator dened as
^BKY0 () =
m RBH() + 1
(1  )m ;
where RBH() is the number of rejections using the standard BH procedure at level
 = =(1 + ). This is a modied version of Benjamini et al. (2006) with the numer-
ator increased by one, but the dierence is minor. RBH()  R() because the BH
procedure nds k = maxfi : p(i)  i=mg and uses p(k) (which is guaranteed to be
  by the denition of k) as the signicance threshold. Thus, ^BKY0 ()  ^0().
The second example estimator is proposed by Blanchard and Roquain (2009) to
improve upon the Benjamini et al. (2006) procedure. Their procedure is equivalent to
an adaptive linear step-up procedure with 0 estimator dened as
^BR0 () =
m R0() + 1
(1  )m ;
where R0() is the number of rejections that result from using an adaptive one-stage
step-up procedure at level  2 (0; 1); the authors' recommended value for  is . In
their rst stage, instead of using the linear step-up threshold i=m, they reject all null
hypotheses for which pi  p(k), where k = maxfi : p(i)  min[(1   ) im i+1 ; ]g. The
authors showed that ^BR0 () is less conservative than ^
BKY
0 (). It is straightforward
to see that in their rst stage, no p-value >  will be rejected. Thus, R0()  R(),
and ^BR0 () is more conservative than ^

0().
By corollary 2, the above two procedures can control the FDR at any specied
level under the null independence condition. Note that the above two procedures have
been proven previously to control FDR only under the total independence condition.
The results of this section show that with the same , Storey's  procedure dom-
inates the FDR control procedures based on ^BKY0 () and ^
BR
0 (). Under the null
independence condition, these procedures are inadmissible with respect to power for
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any FDR level  2 (0; 1). This partly explains why Storey's  procedure has been
found repeatedly through simulation to be the most powerful among the theoretically
proven procedures. Yet, criteria for selecting an appropriate  remain unsettled.
2.2.2 Dynamically Choosing 
As the examples of Section 2.2.1 illustrate, many 0 estimators can be cast in the
form of ^0() and be shown to be more conservative than ^

0() with the same .
The challenge remains to nd an appropriate , and further, an optimal . There
are many proposed procedures that can be formulated as Storey's  procedure with 
dynamically selected. We will rst give the theoretical results, then go through a list
of proposed procedures to show that either they or their slight modications provide
conservative point estimation for FDR(t) for all meaningful values of t.
We prove the theoretical results in this subsection using a martingale method.
We observe the crucial fact that if the random variable  is a stopping time with
respect to a certain ltration, then the Optional Stopping Theorem can be used to
prove the conservativeness of some dynamic adaptive procedures. Recall the empirical
processes V (t); S(t) and R(t) as dened in Section 2.1. The FDR control proof in
Storey et al. (2004) utilized a related martingale, where the \time" (i.e., the threshold
t) ran backwards (in the direction of from 1 to 0). Here we view the time as running
forward, and note that
n
m0 V (t)
1 t : t 2 [0; 1)
o
is a martingale. This elementary fact
is presented in the following lemma. The lemma is easy to verify, and the proof is
omitted. Interested readers can refer to Karlin and Taylor (1975) for more discussion
of martingales.
Lemma 2. Under the conditions of Theorem 1,
n
m0 V (s)
1 s : s 2 [0; 1)
o
is a martingale
with time running forward with respect to the ltration Fs = (1fpiug; 0  u  s; i =
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1; : : : ;m), i.e., for s  u < 1, E
h
m0 V (u)
1 u jFs
i
= m0 V (s)
1 s .
Lemma 3. If
n
m0 V (s)
1 s : s 2 [0; 1)
o
is a martingale and  a stopping time with respect
to fFs : s 2 [0; 1)g and  is bounded away from 1, i.e.,    < 1 with probability 1
for some constant  2 (0; 1), then E
h
m0 V ()
1 
i
= m0 V (0)
1 0 = m0.
Lemma 3 is adapted from Theorem 8.1 (continuous time optional stopping theo-
rem) of Karlin and Taylor (1975) on page 320. The stopping time  must be bounded
away from 1 to satisfy the uniform integrability condition of Karlin and Taylor's The-
orem 8.1. For a stopping time  with respect to fFs : s 2 [0; 1)g and some constant
 2 (0; 1), we can let  =  ^  . Then  is also a stopping time with respect to
fFs : s 2 [0; 1)g, and  is bounded away from 1. If we choose  to be close to 1, the
 is essentially  and makes little or no dierence in practice. The following lemma
is a generalization of the Theorem 8.1, where the stopping time  is guaranteed to be
no less than a certain threshold .
Lemma 4. If
n
m0 V (s)
1 s : s 2 [0; 1)
o
is a martingale and  a stopping time with respect
to fFs : s 2 [0; 1)g and  is bounded away from 0 and 1, i.e., 0 <      <
1 with probability 1 for some constants  and  2 (0; 1), then for any t 2 [0; ],
E
h
m0 V ()
1 
Fti = m0 V (t)1 t .
First, we can use Lemma 3 to show that if  is an appropriate stopping time, ^0()
provides a conservative estimator of 0.
Theorem 4. Under the conditions of Theorem 1, if  is a stopping time with respect
to fFs : s 2 [0; 1)g and is bounded away from 1, then
E[^0()] > 0:
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Second, we use Lemma 4 to show that if  is an appropriate stopping time,[FDR(t)
provides a conservative estimator for FDR(t).
Theorem 5. Under the conditions of Theorem 1, if  is a stopping time with respect
to fFs : s 2 [0; 1)g and is bounded away from 0 and 1, i.e., 0 <      < 1 with
probability 1 for some constant  and  2 (0; 1), then for all t 2 [0; ],
E[FDR(t)] > FDR(t):
Plainly speaking, the condition that  is a stopping time with respect to fFs :
s 2 [0; 1)g means that, for any s 2 [0; 1), it must be possible to determine whether
or not   s, given all the p-values that are  s. In some sense, Theorem 5 is a
generalization of Corollary 1 under the null independence condition. This is because
a xed  2 [; 1) is a stopping time that satises the conditions of Theorem 5. On
the other hand, Corollary 1 applies to all t 2 (0; 1) while Theorem 5 only proves the
conservativeness of[FDR(t) for all t  . However, the condition that 0 <   
for some constant  2 (0; 1) is a sucient condition not a necessary condition for
[FDR(t) to be conservative. Theorem 4 shows that ^0() is conservative, and thus,
[FDR(t) with ^0() plugged in is expected to be conservative for the whole range of t.
Furthermore, carefully chosen s can be used to modify any existing stopping time 
to a stopping time that satises the conditions of Theorem 5 and cover all meaningful
values of t. For example, we can set  = , the pre-specied FDR level, and let
 =  _ . Then  is also a stopping time with respect to fFs : s 2 [0; 1)g, and
[FDR(t) is conservative for all t 2 [0; ]. Benjamini and Hochberg (1995) motivated
the FDR as a middle ground between no multiple testing adjustment (thresholding
at ) and severe penalty of FWER (thresholding around =m), so it is sensible to
only look at those p-values that are   for the purpose of FDR control at level .
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Thus, Theorem 5 can be used to give conservative point estimation of FDR(t) for all
meaningful values of p-values.
Now we go through a list of procedures that dynamically search for . The rst
estimator is an interesting one and the earliest proposed dynamic adaptive procedure.
Benjamini and Hochberg (2000) proposed a 0 estimator as
^BH0 (k) =
m  k + 1
(1  p(k))m;
where the search for the nal k starts from 2 and stops when the rst time ^BH0 (k) >
^BH0 (k   1). We call this procedure the BH00 procedure and the nal k chosen
as k. The estimator has a nice graphical interpretation as described by Schweder
and Spjtvoll (1982). This estimator was only shown through simulation to provide
FDR control in Benjamini and Hochberg (2000). Benjamini et al. (2006) proved that
an adaptive linear step-up procedure with ^BH0 (k) as its 0 estimator provides FDR
control for any xed k 2 f1; : : : ;mg and recommended choosing k = bm
2
c so that p(k) is
approximately the median of the p-values. In general, ^BH0 (k) = ^

0(), where  = p(k).
Thus, ^BH0 (k) is of the form ^

0() where  only takes on existing p-values and thus
can be thought of as a quantile version of the ^0(). It is easy to verify that p(k) for k
xed and p(k) are stopping times, and thus, both 0 estimators are conservative and
their corresponding FDR(t) estimators will provide conservative point estimation for
FDR(t). This is the rst theoretical result for the original Benjamini and Hochberg
(2000) version of dynamic adaptive procedure.
Mosig et al. (2001) proposed an iterative algorithm for estimating the proportion
of true null hypotheses from a histogram of p-values. Nettleton et al. (2006) derived
the limit of the algorithm when the histogram is evenly spaced and showed that
the estimator can be characterized as a version of Storey's  estimator with the 
dynamically chosen. The commonly used histogram-based method searches for a value
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of  on a nite equal-distance grid between 0 and 1, which is the set up used in the
examples of Mosig et al. (2001) and the derivation of Nettleton et al. (2006). Suppose
the interval (0; 1] is partitioned into B equal-length bins numbered from 1 to B. Let
i =
i 1
B
for i 2 f1; : : : ; B + 1g so that the ith bin is (i; i+1] for i 2 f1; : : : ; Bg.
Dene the bin count for bin i, ni, as the number of p-values falling into the ith bin,
i.e., ni = #fpj : pj 2 (i; i+1]g. With the notation of R(t) as dened in Section 2.1,
denote the tail average of the bin count from ith bin to Bth bin as ni:B =
m R(i)
B i+1 .
Then Storey's  estimator for 0 at i is ^0(i) = Bni:B=m. Nettleton et al. (2006)
showed that the iterative estimator of Mosig et al. (2001) converges to ^0(I) where
I = minfi : ni  ni:Bg, i.e., with  chosen as the left boundary of the rst bin whose
bin count is less than or equal to the tail average.
However, I is not a stopping time because the random variable ni is not measurable
with respect to Fi for any i 2 f1; : : : ; Bg; in other words, ni being the number of
p-values in (i; i+1] is not determinable from the p-values no larger than i. However,
it is easy to see that I = I+1 is a stopping time with respect to fFs : s 2 [0; 1)g.
Thus, to apply Theorem 4 and 5 to the histogram-based estimator, we should move
one step further to the right and chose the i that is the right boundary of the rst
bin whose bin count is less than or equal to the tail average. It also can be shown
that I is the rst i where ^0(i)  ^0(i 1). In the case when no such i exists, we
use the largest i < 1, i.e., we choose  = 1  1=B. We will call this modied version
the right-boundary procedure. The procedure is similar in spirit to the Benjamini and
Hochberg (2000) dynamic adaptive procedure based on ^BH0 (k). The major dierence
between the methods is the choice of the candidate  set. However, we will show that
the BH00 procedure and a histogram-based procedure are essentially the same when
we allow histogram bins to adapt to the p-values in Section 2.4. As an interesting
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comparison for now, we look at the case when p-values are discrete and reside on a
uniformly distributed grid between 0 and 1. For example, p-values can be computed
by permutation tests and rest on a equal-distance grid between 0 and 1. Suppose we
set up the right-boundary procedure with bins that coincide with the grid. It can be
shown the BH00 procedure will stop no later than the right-boundary procedure and
could lead to over-conservativeness. Benjamini and Hochberg (2000) also remarked
on the potential conservativeness of their method when p-values are discrete.
The condition that  is a stopping time with respect to fFs : s 2 [0; 1)g is a very
generous condition. Any procedure that searches for a value of  in the direction from
0 to 1 can be a candidate. For example, step-down FDR methods that sequentially
assess the signicance of p-value in the direction from 0 to 1 may naturally produce
stopping times with respect to fFs : s 2 [0; 1)g. Consider the multi-stage step-down
procedure rst proposed in Benjamini et al. (2006). This procedure was subsequently
studied by Gavrilov et al. (2009), who were able to prove its FDR control property.
The proposed step-down procedure computes[FDR
GBS
 (t) with
^GBS0 (t) =
m RBH(t) + 1
(1  t)m ;
i.e., instead of xing a  beforehand it sets  = t at each t. The procedure uses p(k)
as a p-value threshold for signicance, where
k = maxfi :[FDRGBS (p(j))  ; j = 1; : : : ; ig:
We refer to this procedure as the GBS procedure. The procedure can be viewed as
trying to choose  and a threshold for FDR control simultaneously. Note that p(k) is not
a stopping time, but   p(k) is, where k = k+1 = minfi :[FDR
GBS
 (p(i)) > g. We
call this procedure the one-step GBS procedure. Following the results of Theorem 4
and 5, ^() and[FDR

(t) are conservative estimators of 0 and FDR(t), respectively.
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However, being forced to nd the threshold for FDR control and  simultaneously, the
procedure may not allow the search for  to fully adapt to the data. Thus, it is expected
the procedure is more conservative than the BH00 procedure and the right-boundary
procedure. Furthermore, a level  FDR controlling threshold c is usually much less
than  when m is large. Finally, the GBS procedure is a step-down procedure, which
is more conservative than a step-up procedure with the same thresholding values. So
in practice, the GBS procedure is likely to be the most conservative procedure among
the adaptive FDR control methods we have considered in this paper.
In general, a dynamic  procedure will adapt to the data and provide less con-
servative 0 and FDR(t) estimators than a xed  procedure with a small . For
a xed  procedure with a large , the variances of corresponding 0 and FDR(t)
estimators are expected to be large. In contrast, dynamic adaptive procedures may
be able to avoid both high bias and high variance. As an intuitive illustration, the
right-boundary procedure is most likely to stop when the histogram starts to atten
out, a good indication that the most of p-values from the right hand side are coming
from the true null uniform(0,1) distribution. Thus, a dynamic  procedure is likely to
be a good solution to the trade o of bias versus variance when choosing .
2.3 Asymptotic Results
Though all the above theories before Section 2.2.2 hold for arbitrary xed  2 [0; 1),
a  must be chosen. Storey (2002) and Storey et al. (2004) recommended using a
bootstrap method to select the . The procedure can be summarized as follows: For
a candidate set, say  = f0; 0:05; 0:10; : : : ; 0:95g, which are the left boundaries of bins
when B = 20, calculate ^0() for each  2 . Then the mean squared error of each
^0() is approximated as[MSE() = 1J
PJ
j=1
 
^j0 ()  ^0
2
, where ^0 = min2[^0()]
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and ^j0 () represents the jth of the J with-replacement bootstrap replications of ^0().
Then,  is chosen as ^ = argmin2
h
[MSE()
i
. The authors justied the use of the
minimum of all the estimators, ^0, as a plug-in estimator of 0 from the fact that each
of the ^0()s is positively biased.
There are other procedures that dynamically search for . For example, the Mosig
et al. (2001) method can be viewed as searching for  over a predened grid between
[0; 1]. On the other hand, the BH00 procedure searches over all the pis. Storey et al.
(2004) stated without proof that the asymptotic results should hold for the bootstrap
selected ^. Next we show that the asymptotic results hold for a much broader class
of 0 estimators.
Continue with the set-up of B bins on (0; 1] with ni being the number of p-values
in the ith bin. Let ^0i = niB=m, the 0 estimator assuming the p-values in the ith bin
all come from tests of true null hypotheses. For all j 2 f1; : : : ; Bg;minifnig  nj:B, so
that minif^0ig  ^0(j). Let ^0 = minif^0ig, the most liberal 0 estimator based on
the B bins set-up. Denote the corresponding most liberal FDR(t) estimator,
m^0 t
R(t)_1 ,
by[FDR

(t).
We will assume roughly the same set of assumptions as in Storey et al. (2004)
(7)-(9) for our asymptotic results:
lim
m!1
V (t)
m0
= G0(t) a:s: and lim
m!1
S(t)
m1
= G1(t) a:s: for each t 2 (0; 1]; (2.1)
where G0 and G1 are continuous functions.
G0(t) = t for each t 2 (0; 1]: (2.2)
lim
m!1
m0=m  0 exists. (2.3)
The only dierence between Storey et al. (2004) (7)-(9) and our set of assumptions is
our condition (2.2) which is a special case of their condition that assumes 0 < G0(t) 
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t for each t 2 (0; 1]. Under these conditions, we can show that even the most liberal
estimator[FDR

(t) is simultaneously conservatively consistent for FDR(t), provided
the bin number B is nite.
Theorem 6. Suppose (2.1), (2.2) and (2.3) hold and that the number of bins, B, is
nite. Then for each  > 0,
lim
m!1
inf
t
h
[FDR

(t)  FDR(t)
i
 0 and lim
m!1
inf
t

[FDR

(t)  V (t)
R(t) _ 1

 0
Corollary 3. Any[FDR(t) estimator with  chosen from a nite set of candidates
in [0; 1) is simultaneously conservatively consistent for FDR(t).
With the above results, it is straightforward to prove that the equivalent of Storey
et al. (2004) Theorem 4 also holds for[FDR(t), where  is arbitrarily chosen from
, a nite set. We will list the theorem here without proof. Dene the pointwise limit
of[FDR(t) under the assumptions of equations (2.1), (2.2) and (2.3) as
[FDR
1
 (t) 
n
1 G0()
1  0 +
1 G1()
1  1
o
G0(t)
0G0(t) + 1G1(t)
:
Then t[FDR(t)] asymptotically provides strong control of FDR under the set of
assumptions.
Theorem 7. Suppose that (2.1), (2.2) and (2.3) hold. If there exists a t 2 (0; 1] such
that[FDR
1
(t) < , then
lim sup
m!1
FDR

t
h
[FDR
i
 :
Thus, Storey's bootstrap method and the histogram-based method each provide
strong control of FDR in the limit and are simultaneously conservatively consistent.
Benjamini and Hochberg (2000) method searches over all the pi's, which is equivalent
31
to setting B = m+1, and cannot be shown here to have the asymptotic properties of
this section.
These asymptotic results, however, need to be taken with caution because asymp-
totic conservative FDR control does not guarantee that a procedure will perform well
for nite m. Black (2004) showed through simulation that the Storey (2002) boot-
strap  selection procedure produces a negative bias for 0 estimation. Nettleton et al.
(2006) also showed that the Storey (2002) bootstrap  selection procedure exhibited
the greatest degree of negative bias among all methods considered. A possible reason
is the use of ^0 in the place of 0. Though each of the ^0()s,  2 , is positively
biased, the minimum of a number of ^0()s is not guaranteed to remain positively
biased. Thus, the selection of  is not a trivial matter, in spite of the asymptotic
results. The results in Section 2.2.2 that guarantee the conservative point estimation
of FDR(t) for the case of nite m are more useful.
2.4 Discussion
Storey (2002) introduced a family of procedures, indexed by  2 [0; 1), that provide
conservatively biased point estimations of FDR(t). Various versions of Storey's 
procedure have been shown through many studies to be the most powerful among the
class of the procedures that have been proved to control FDR. But the choice of 
remained unsettled until now.
For any xed , some upward bias in estimating 0 is expected. The closer 
is to 1, the smaller the bias but the bigger the variance. A better approach is to
dynamically search for , to let the data speak for themselves. We have identied a
sucient condition of a  selection method to provide conservative point estimation for
FDR(t). The methods with clear motivations for estimating 0 are the preferable ones,
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for example, the BH00 and the right-boundary procedures. Our sucient condition is
general and easy to check, though which method satisfying the condition is the best
awaits further investigation.
On the other hand, smaller  will yield a more positively biased 0 estimator thus
increasing the procedure's ability to tolerate dependence among statistics. Benjamini
et al. (2006) and Gavrilov et al. (2009) showed through simulation that Storey's 
procedure with  = 0:5 is the most powerful procedure under independence, and they
went on to show that their procedures have better FDR control property under a
positive dependence situation. However, their procedures are much more conservative
adaptive methods compared to Storey's  procedure with  = 0:5. For example, the
Benjamini et al. (2006) procedure is shown in Section 2.2.1 to be more conservative
than Storey's  procedure where  is set to be =(1 + ). Gavrilov et al. (2009)'s
procedure is expected to be even more conservative than the Benjamini et al. (2006)
procedure. It is an open question whether the ability to tolerate dependence is a
property of a procedure or the consequence of its conservativeness. In another study,
Blanchard and Roquain (2009) conrmed through simulation that a version of Storey's
 procedure ( = 1=2) is the most powerful procedure under independence. Further-
more, they also showed that a certain Storey's  procedure ( = ) is the overall
best in term of balance of power and tolerance to positive dependence. Usually  is
small, and the common choices are 0.05 or 0.10. Thus, setting  =  gives a relatively
conservative estimator for 0, but this conservativeness pays o in the dependence
situation.
Now we show that the BH00 procedure and a version of histogram-based procedure
are essentially equivalent, and we propose a new procedure that is a generalization
of the both procedures. If we allow exible histogram bin setup, i.e., the lengths of
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bins are not necessarily all equal, the right-boundary procedure can be modied to
allow for variable-width bins, and the BH00 and the right-boundary procedures are
special cases. Suppose the interval (0; 1] is partitioned into B bins numbered from 1
to B. Consider bin boundaries 0 = 0 < 1 < : : : < B 1 < B = 1 such that bin i is
(i 1; i] for i = 1; : : : ; B. Dene the 0 estimator for the ith bin as
^0(i) = ^

0(i) =
m R(i) + 1
(1  i)m
for i 2 f1; : : : ; B   1g. Then the generalized stopping time according to the BH00
procedure is k where
k = minf2  i  B   1 : ^0(i) > ^0(i  1)g (2.4)
if such an i exists and B   1 otherwise. Let ni denote the number of p-values falling
into the ith bin, i.e., ni = #fpj : pj 2 (i 1; i]g. Now we extend the stopping time
for the right-boundary procedure to the situation where bin lengths are arbitrary. The
stopping time for the exible histogram is k where
k = min

1  i  B   1 : ni
i   i 1 
m R(i) + 1
1  i

(2.5)
if such an i exists and B 1 otherwise. This stopping time has the interpretation of the
rst time the p-value density in ith bin is smaller or equal to the tail p-value density,
i.e., the p-value density to the right of i. When setting up the histogram bins, we
would want to avoid the situation where there is no p-value in any particular bin, i.e.,
ni = 0, for any i 2 f1; : : : ; B   1g. This is because the search for  will automatically
stop at such a bin if it is ever reached, and the dynamic adaptive procedure degenerates
into a xed adaptive procedure. If all the p-values are continuous and no two are equal
such that 0 < p(1) < : : : < p(m) < 1, we can let the exible histogram adapt to the
natural ordered p-values, i.e., let B = m+1 and i = p(i) for i = 1; : : : ;m. Now ni = 1
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and R(i) = i for i = 1; : : : ;m. Then it is straightforward to show that the stopping
condition in (2.4), i.e., ^0(i) > ^0(i  1), is equivalent to
1
p(i)   p(i 1) <
m  i+ 1
1  p(i) ; (2.6)
which is the stopping condition in (2.5) with \" replaced by \<". When p-values are
continuous, the probability that the left hand side in (2.6) equals the right hand side
is zero. Thus, the BH00 procedure and the histogram-based procedure are essentially
the same.
We propose an adaptive histogram-based procedure that sets the histogram bins
at distinct p-values. Let 0 < p(1) < : : : < p(B 1) < 1 be B 1 ordered distinct p-values
of p1; : : : ; pm. Let i = p(i) for i = 1; : : : ; B   1 such that 0 = 0 < 1 < : : : < B 1 <
B = 1. We set up a histogram with B bins whose ith bin is (i 1; i] for i = 1; : : : ; B.
The stopping time is k where
k = min

1  i  B   1 : ni
i   i 1 <
m R(i) + 1
1  i

:
This adaptive histogram-based procedure essentially becomes the BH00 procedure
when p-values are continuous, but avoids the unnecessary conservativeness of BH00
procedure when handling discrete p-values. Furthermore, this procedure naturally ap-
plies to the case in which p-values are discrete but non-uniformly distributed between
0 and 1, a situation which naturally arises in sequential permutation testing. By The-
orems 4 and 5, ^(k) and[FDR

k
(t) are conservative estimators of 0 and FDR(t),
respectively.
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2.5 Appendix
Flaw of Theorem 1 in Storey et al. (2004):
At the end of proof, the authors claimed that
E

m0t  V (t)
R(t) _ 1

 E

E
fm0t  V (t)g=(1  t)
S(t) + V (t)
1fV (t)1g
S(t) (2.7)
 0
because the conditional expectation E
h
fm0t V (t)g=(1 t)
S(t)+V (t)
1fV (t)1g
S(t)i  0 for any S(t)
by use of Jensen's inequality. However, for any xed S(t), fm0t V (t)g=(1 t)
S(t)+V (t)
1fV (t)1g is
not convex function of V (t) and Jensen's inequality can not be used. Furthermore,
as an easy counter example, consider when m0t < 1, [m0t   V (t)]1fV (t)1g = 0 when
V (t) = 0 and < 0 when V (t)  1. Thus, the conditional expectation is negative for
all S(t), and (2.7) has to be negative as well.
Proof of Theorem 1:
The true null p-values are independently uniform r.v., so E(V (t)) = m0t. Then
E[m0t  V (t)] = 0;
and that is
mX
j=0
(m0t  j) Pr(V (t) = j) = 0:
Dene b(j)  (m0t  j) Pr(V (t) = j), then
Pm
j=0 b(j) = 0. Let ! = bm0tc, the largest
integer that is smaller or equal to m0t. We have b(j) > 0 for j 6 !, and b(j) < 0 for
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j > !.
E[FDROR(t)  FDR(t)]
= E

m0t  V (t)
R(t) _ 1

= E

E

m0t  V (t)
[S(t) + V (t)] _ 1
S(t) :
Now, for any S(t)
E

m0t  V (t)
[S(t) + V (t)] _ 1
S(t)
=
mX
j=0
b(j)
[S(t) + j] _ 1
=
!X
j=0
b(j)
[S(t) + j] _ 1 +
mX
j=!+1
b(j)
[S(t) + j] _ 1
> 1
[S(t) + !] _ 1
!X
j=0
b(j) +
1
S(t) + ! + 1
mX
j=!+1
b(j)
> 1
S(t) + ! + 1
mX
j=0
b(j)
= 0:
Thus, E[FDROR(t)]  FDR(t)  0.
Proof of Theorem 2:
E[FDR(t)]  E[FDROR(t)]
= E

m^0()t m0t
R(t) _ 1

= E
"
mm R()
(1 )m t m0t
R(t) _ 1
#
 E
" m0 V ()
(1 ) t m0t
R(t) _ 1
#
= E
"
E
 m0 V ()
(1 ) t m0t
R(t) _ 1
V (t); S(t)
!#
: (2.8)
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When t < , E[m0   V ()jV (t)] = [m0   V (t)]1 1 t because m0   V ()jV (t) 
Binomial(m0   V (t); 1 1 t ), then the above equals to
E
"
t
1 t [m0t  V (t)]
R(t) _ 1
#
:
Next, if t   then E[V ()jV (t)] = V (t)
t
, and (2.8) = E


1  [m0t V (t)]
R(t)_1

. Then it is
enough to show E
h
m0t V (t)
R(t)_1
i
 0, which follows from the proof of Theorem 1.
The following two Lemmas appeared in Storey et al. (2004) as Lemma 3 and 4.
They are needed in the proof of Corollary 2.
Lemma 5. If the p-values of the m0 true null hypotheses are independent, then V (t)=t
for 0  t < 1 is a martingale with time running backwards with respect to the ltration
F 0t = (1fpisg; t  s  1; i = 1; : : : ;m), i.e., for 0 < s  t, E[V (s)=sjF 0t] = V (t)=t.
Lemma 6. For  > 0; t([FDR) is a stopping time with respect to F 0t  F 0t^, with
time running backwards.
Proof of Corollary 2. This proof loosely follows the proof of Theorem 3 in Storey
et al. (2004). Abbreviate t([FDR
0
) by t

. Notice that when t is running from 1 to
0, the process mt=R(t) starts from 1 and has only upward jumps. If R(t) = 0, the
FDR is zero by denition, and the theorem holds trivially. From now on, we assume
R(t)  1. If[FDR
0
()  , then R(t) = tm^00=. And V (t)=t stopped at t is
bounded by m=. Thus,
E

V (t)
R(t)
[FDR0()    E  ^00mV (t

)
t
[FDR0()  
= E


^00m
E

V (t)
t
F [FDR0()  
= E


^00m
V ()

[FDR0()   :
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When[FDR
0
() < , then t

 = , R(t

) > t

m^
0
0= and V (t)=t stopped at t

 is
bounded by m=. It follows that
E

V (t)
R(t)
[FDR0() <  < E  ^00mV ()
[FDR0() <  :
Then,
FDR(t) = E

V (t)
R(t)
[FDR0() < Pr[FDR0() < +
E

V (t)
R(t)
[FDR0()  Pr[FDR0()  
 E


m^00
V ()


 E


m^0()
V ()


 :
The last step was shown in the proof of Storey et al. (2004) Theorem 3.
Proof of Theorem 4.
E[^0()] =
1
m
E

m R()
(1  )

 1
m
E

m0   V ()
(1  )

= m0=m = 0
by Lemma 3.
Proof of Theorem 5.
By the result of Theorem 1, it is enough to show E[FDR(t)]  E[FDROR(t)]. Also
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by the derivations in the proof of Theorem 2,
E[FDR(t)]  E[FDROR(t)]
 E
" m0 V ()
(1 ) t m0t
R(t) _ 1
#
= E
(
E
" m0 V ()
(1 ) t m0t
R(t) _ 1
Ft
#)
= E
"
t
1 t [m0t  V (t)]
R(t) _ 1
#
 0:
The second to the last step follows from Lemma 4 through the use of the Optional
Stopping Theorem. The last step is by the proof of Theorem 1.
Proof of Theorem 6. Let G1i = G1(
i
B
) G1( i 1B )  0, then by conditions (2.1),
(2.2) and (2.3), 8i 2 f1; : : : ; Bg,
lim
m!1
ni
m
a:s: ! 0
B
+ (1  0)G1i
) lim
m!1
ni
m
a:s: 0
B
) lim
m!1
min
1iB
ni
m
a:s: 0
B
) lim
m!1
^0
a:s: 0:
From equation (2.2), G0(t) = t. Then for any  > 0; limm!1 inft[^0t 0G0(t)]
a:s: 0.
Thus,
lim
m!1
inf
t

m^0t
R(t) _ 1  
m0G0(t)
R(t) _ 1

a:s: 0:
Storey et al. (2004) Theorem 6 proved that
lim
m!1
sup
t

V (t)
R(t) _ 1  
m0G0(t)
R(t) _ 1

a:s:
= 0
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and
lim
m!1
sup
t

V (t)
R(t) _ 1   FDR(t)

a:s:
= 0
under weaker set of assumptions. By combining the last three results, the proof is
complete.
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Abstract
Gene category testing problems involve testing hundreds of null hypotheses that corre-
spond to nodes in a directed acyclic graph. The logical relationships among the nodes
in the graph imply that only some congurations of true and false null hypotheses
are possible and that a test for a given node should depend on data from neighboring
nodes. We developed a method based on a hidden Markov model that takes the whole
graph into account and provides coherent decisions in this structured multiple hypoth-
esis testing problem. The method is illustrated by testing Gene Ontology terms for
evidence of dierential expression.
Key words: Bayesian data analysis; Dierential expression; Directed acyclic graph;
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False discovery rate; Gene set enrichment analysis; Microarray; Multiple testing; Si-
multaneous inference.
3.1 Introduction
The initial analysis of many microarray experiments includes testing a null hypoth-
esis of equivalent expression across conditions for each of thousands of genes. A single
statistic, often a p-value, is calculated for each gene. These statistics are then com-
pared to a threshold for signicance to identify a list of genes that are declared to be
dierentially expressed (DE). To interpret the results of such an analysis, researchers
study the characteristics of the genes on the DE list as known from past research.
Known characteristics of genes may include the molecular function of a gene, the bi-
ological process in which the gene operates, or the component of the cell in which the
gene product is known to be found. Such information is formalized in the ontologies
developed as part of the Gene Ontology (GO) project (Ashburner et al., 2000).
GO provides a controlled vocabulary of terms that describe characteristics of genes.
Each gene on a microarray may be associated with zero or more GO terms depending
on how well each gene has been characterized in past research. The subset of genes
on a microarray associated with any one GO term is known as a gene set or a gene
category. Because some GO terms have very specic meanings while others are quite
general, many gene sets are proper subsets of other gene sets. For example, the set of
genes associated with the GO term primary metabolic process is a subset of the genes
associated with the GO term metabolic process because a primary metabolic process is
a special case of a metabolic process. We can visualize GO as a directed acyclic graph
(DAG). Each node in the graph represents a GO term. Each directed edge connects
a parent node to a child node, where the genes associated with the child node are a
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subset of the genes corresponding to its parent node.
Rather than conducting a test for each gene, this paper focuses on conducting a test
for each gene set dened by a GO term. Suppose for treatment conditions t = 1; : : : ; T
and experimental units u = 1; : : : ; nt;X tu is a vector of expression measurements with
one element for each of P genes on a microarray. For i = 1; : : : ; N ; suppose Gi is a
indicator matrix whose rows are a subset of the P  P identity matrix such that
GiX tu is the subvector of expression values for the genes in the ith gene set and
the uth experimental unit of the tth treatment group. Furthermore, suppose that
GiX tu  F (i)t for all i = 1; : : : ; N ; t = 1; : : : ; T ; and u = 1; : : : ; nt. We consider the
problem of testing
H
(i)
0 : F
(i)
1 =    = F (i)T (3.1)
for i = 1; : : : ; N . The goal is to identify gene sets (or, equivalently, nodes in the GO
DAG) for which H
(i)
0 is false (DE nodes). Such sets are of scientic interest because
these are gene sets whose multivariate expression distribution changes with treatment.
This is a challenging multiple hypothesis testing problem for several reasons. First,
note that the number of genes in a gene set ranges from a few genes to thousands of
genes. Thus, the dimension of the multivariate distribution of interest varies from
test to test. Second, the number of experimental units (n1+   +nT ) in a microarray
experiment is often quite small relative to the dimension of many gene sets. Third, the
correlation structure among genes is unknown and expected to be nontrivial. Fourth,
many genes are in multiple gene sets so that the tests would be dependent even if
genes were independent. Finally, because many gene sets are subsets of others, there
are logical relationships among the N null hypotheses that should be accounted for in
inference. In particular, if node i is a parent of node j, then the truth of H
(i)
0 implies
the truth of H
(j)
0 because the expression vector for gene set j is a subvector of the
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expression vector for gene set i. Furthermore, the truth of H
(i)
0 implies the truth of
the null hypotheses for all descendants of node i in the GO graph. On the other hand,
if H
(j)
0 is false, H
(i)
0 must also be false along with the null hypotheses for all ancestors
of node i in the GO graph. Accounting for this structure implied by the GO graph is
the chief focus of this paper.
In Section 2, we describe past research related to gene set testing. Our proposed
approach is presented in Section 3 and evaluated through data-driven simulation in
Section 4. The paper concludes with an example application and discussion in Section
5.
3.2 Past Research on Gene Set Testing
Initial methods for identifying gene sets of interest have focused on testing whether
gene sets are \over-represented" or \enriched" among a list of individual genes declared
to be dierentially expressed (DE). Reference to many of these methods can be found
in review articles by Khatri and Draghici (2005) and Allison, Cui, Page, and Sabripour
(2006). Though popular among many scientists, these methods have been criticized on
statistical grounds because they rely on the assumption of independence among genes
(see, for example, Subramanian et al. 2005, Barry, Nobel, and Wright 2005, Allison et
al. 2006, Goeman and Buhlmann 2007, Nettleton, Recknor, and Reecy 2008 among
others). Variations on tests of enrichment that do not require identifying a list of DE
genes have been proposed by Subramanian et al. (2005), Barry et al. (2005), Newton,
Quintana, den Boon, Sengupta, and Ahlquist (2007), and Efron and Tibshirani (2007).
While some of these methods recognize and attempt to account for correlation among
genes in inference, they are all based on values of statistics computed separately for
each gene.
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A very dierent yet natural way to assess the relevance of a gene set would be to test
for dierences in the multivariate expression distribution across treatment conditions
as in (3.1). The multivariate test is potentially more powerful than combining single
gene tests as discussed and demonstrated by Nettleton et al. (2008). The multivariate
gene set test methods currently available include Goeman's Global Test (Goeman, van
de Geer, de Kort, and van Houwelingen 2004), Mansmann's Global Ancova (Mans-
mann and Meister, 2005), the Multiple Response Permutation Procedure (MRPP)
developed by Mielke and Berry (2001) and utilized in gene set testing by Nettleton
et al. (2008), Pathway Level Analysis of Gene Expression (Tomfohr, Lu, and Kepler
2005), and Domain-Enhanced Analysis (Liu, Hughes-Oliver, and Menius 2007) among
others. As discussed in Section 3, the method that we propose can be used with any
multivariate testing method that produces valid p-values.
There has been relatively little work on testing gene sets while accounting for
the structure of the Gene Ontology (GO) graph. We are interested in methods that
recognize that the truth of a parental null hypothesis implies the truth of the null
hypotheses of its children. There are two general testing approaches that can produce
inferences consistent with the logical constraints imposed by the GO graph. The
rst is the bottom-up approach which conducts tests at the bottom of the graph
at the leaf nodes (the nodes without any children). First, all leaf nodes are tested
using a procedure that controls familywise error rate (FWER) for the family of tests
corresponding to only the leaf nodes. The FWER can be controlled by the Bonferroni
method or Holm's (1979) method, for example. Next, the null hypothesis for any
non-leaf node in the graph is rejected if and only if the node is an ancestor of one
or more rejected leaf nodes. It is easy to verify that FWER for the entire graph is
bounded above by  by noting that a type I error cannot be made anywhere in the
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graph unless a type I error is made during leaf node testing.
A second strategy is known as the top-down approach. Testing starts at the root
of the graph (a node with no parents). If the root node null is rejected, each child
of the root is tested. Any subsequent node is tested as long as all of its parental null
hypotheses have been rejected. If a null for a node is accepted, the nulls for all of its
descendents (children, children of children, etc.) are automatically accepted. The sig-
nicance thresholds for each test must be selected carefully in order to control FWER.
Marcus, Eric, and Gabriel (1976) proposed a top-down closed testing procedure that
can control FWER on a GO DAG G. First, G must be expanded to a bigger graph
~G such that the nodes of ~G are closed under union and directed edges are included
to connect any node corresponding of a union of nodes to the individual nodes in the
union. For example, if A and B are two gene sets in ~G, then A[B is also in ~G by the
closure of union, and there is a directed edge from A[B to each of A and B. If each
null hypothesis is tested at level  in ~G in the top-down fashion, then a FWER of 
on the original graph G can be guaranteed. FWER control follows because the node
that is the union of all true null nodes has to be tested and rejected (which happens
with probability no larger than ) before any true null node in G can be rejected. The
problem with the approach is that the requirement of closure under union generates an
exponential number of new nodes from the original GO nodes and makes this method
computationally infeasible.
There have been rapid developments in the top-down camp recently. Goeman and
Mansmann (2008) proposed a focus level method based on Marcus' method to control
FWER on a DAG. The method has the avor of the bottom-up approach but is more
of a variant of the top-down approach. To circumvent the computational burden of
closure under union, the test starts from the so-called focus level nodes that are in the
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middle of the graph instead of at the top. If any focus level node is rejected, then all
its ancestor nodes are rejected. Then Marcus' method is applied to each sub-graph
that starts with each focus node as root, equally dividing a target FWER level among
sub-graphs. The author suggested that the focus level should be near to the GO
terms that are of most interest to the researcher to enhance detection power for gene
sets of interest. Nevertheless the choice of focus level nodes is somewhat arbitrary.
Furthermore, the burden of closure under union is alleviated but not avoided. The
level of any focus node is still subject to computational constraints that dictate that
each union-completed sub-graph with a focus node as root be smaller than a certain
size. This eectively forces the focus level nodes to be on low levels of the DAG.
Two other top-down methods apply specically to trees rather than more generally
to DAGs. Meinshausen (2008) proposed a FWER controlling method by penalizing
each node by the inverse of its cardinality. More specically, for FWER level  and a
node A, the p-value is compared with jAj
m
, where jAj is the number of genes in A and
m is the total number of genes in the tree. Though GO was mentioned as a candidate
application, the method further requires that nodes sharing a parent be disjoint, which
is not the case in the GO graph. Yekutieli (2008) attempted to determine the overall
false discovery rate (FDR) that results when FDR is controlled at a specied level for
the tests conducted at each level of the tree. He was able to derive an upper bound
for overall FDR under the condition of independent statistics.
In the top-down approach, a node is tested only after all the null hypotheses of
its ancestors have been rejected. If the null for any one ancestor fails to be rejected,
neither a child node nor its descendents will be tested. This is true whether one
attempts to control FWER or FDR using a top-down strategy. Decisions made for
the nodes at upper levels of the DAG are more important in the sense that further
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tests depend on them. On the other hand, in the bottom-up approach, the penalty
for a Bonferroni-type correction could be severe if a graph fans out steadily and has a
large number of leaf nodes. Furthermore, the results of a bottom-up analysis depend
heavily on whether leaf nodes are DE. All the leaf-node descendants of a DE node
could be equivalent expressed. Such a DE node cannot be detected with a bottom-up
approach unless type I errors are made in the leaf analysis.
Generally speaking, the bigger the graph, the more bottom-up, top-down, or focus-
level analyses depend on their starting nodes. These approaches are forced to reject
or accept null hypotheses at a local area of the graph, and decisions made using local
information may have bad consequences for other areas of the graph. In the next
section, we try to avoid this \near-sightedness" by proposing a method that takes the
whole graph into account while making logically coherent decisions on the DAG.
3.3 The Proposed Approach
Our proposed approach can be outlined as follows. First, we transform the GO
DAG into a tree. Then, a single p-value for testing the null hypothesis in (3.1) is
computed separately for each node in the GO tree. We then model the joint distri-
bution of these p-values using a hidden Markov model (HMM). We treat the state of
each null hypothesis as a random variable and propose a Markov model for the joint
distribution of states. This Markov model places probability zero on any conguration
of states that is not consistent with the logical constraints imposed by the structure of
the GO tree. We then use a Markov chain Monte Carlo (MCMC) strategy to sample
the joint distribution of state congurations for the tree conditional on the observed
p-values. Each of the state congurations of nodes in the tree is translated back into
a set of state congurations for the nodes in the original GO DAG. These sets of
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state congurations for the nodes in the original GO DAG each necessarily satisfy the
logical constraints imposed by the structure of the GO DAG and are used to make
inferences about the state of each GO DAG node's null hypothesis.
The benet of our tree transformation procedure, which is described in Section 3.1,
is twofold. First, working with the tree rather than a DAG enables fast computation.
Chapter 9 of Darwiche (2009) shows that the computational cost of exact inference on a
graph increases exponentially with its treewidth, which is a graph-theoretic parameter
that measures the resemblance of the graph to tree structure. In the GO DAG, the
treewidth is easily greater than 20. This makes inference for a GO DAG millions of
times more costly than inference for a tree of the same size. Second, the process we
use to create a tree results in a set of nodes that have considerably less overlap in
terms of shared genes than the nodes in the original GO DAG. The hidden Markov
model that we describe in Section 3.2 assumes that the node p-values are conditionally
independent given node states. Although this assumption is clearly false, reduced gene
sharing among nodes makes the model a better approximation to reality.
The downside of transforming the GO DAG to a tree is a potential loss of power.
It is straightforward to construct examples where the joint expression distribution
for genes in a set A is identical across treatment conditions, the joint expression
distribution for genes in a set B is identical across treatment conditions, but the
joint expression distribution for genes in A [ B varies across treatment conditions.
(Nettleton et al. (2008) presents such an example where A and B are each single-gene
sets.) Thus, splitting a larger gene set into two smaller gene sets can make some
changes in the joint expression distribution dicult or impossible to detect. However,
our procedure still takes far better advantage of the multivariate nature of gene set
expression than single-gene approaches, and as we will demonstrate in Section 4, our
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procedure can be far more powerful than other existing multivariate approaches.
3.3.1 Converting a DAG to a Tree
We want to transform the GO DAG to a tree structure while preserving as much
of the original DAG structure as possible. The process is illustrated in a small ex-
ample shown in Figure 3.1. Fortunately the graph structure in GO indicates subset
relationships. If we can remove all but one incoming edges for each node that has
multiple parents, the graph becomes a tree. This is equivalent to removing the genes
in the child node from all but one of its parent nodes. The action will detach the child
from extra parents, but strictly the child node will remain a subset of the grandparent
or grandparents. The subset relationships can be updated by drawing directed edges
from the original grandparents to the child (see the edge from node 2 to 6 in Figure
3.1b). By repeating this process, some of the new directed edges will eventually con-
nect an ancestor of an existing parent to the child node (see the edge from node 1
to 6 in Figure 3.1c). Such edges are redundant and can be eliminated. We continue
the process until all but one parent are eliminated for each node in the GO DAG (see
Figure 3.1d).
Any one of a node's multiple parents could be arbitrarily selected for retention.
However, to remain close to the original DAG structure, we choose to retain the
parent that minimizes the number of parental relationships that need to be broken.
We refer to this number as the structural change cost. When two parents have the
same structural change cost, the parent with the fewest genes is kept.
After the procedure, every node except the root node will have one and only one
parent, and thus, the DAG will be transformed into a tree. Each of the original
DAG nodes will be a union of one or more tree nodes. For example, DAG node 2 in
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Figure 3.1: DAG to Tree: (a) Original DAG; (b) After remove genes in node 6 from
node 4; (c) After remove genes in node 6 from node 2; (d) Tree after remove redundant
edge from node 1 to node 6.
Figure 3.1a is a union of tree nodes 2n6 and 6 in Figure 3.1d. Although our MCMC
algorithm (described in Section 3.3.3) samples tree nodes, we convert each draw of
the complete tree into a draw of the original DAG. Specically, any DAG node whose
corresponding tree nodes are all in state 0 is set to state 0. All other DAG nodes are
set to state 1 because if the null hypothesis associated with the genes in a tree node is
false, the null must also be false for any DAG node which contains that set of genes.
It is straightforward to show that this conversion process will always yield a logically
consistent conguration of states for the original GO DAG.
3.3.2 A Hidden Markov Model for p-values on the GO Tree
For a tree node indexed by i, let Gi denote the set of indices of the genes in node
i. Let P i denote the index of the parent node of node i; i.e.,
P i = fj : Gi  Gj and 6 9 k such that Gi  Gk  Gjg:
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Let pi be the p-value associated with genes in the node i that is computed by testing
(3.1) using any test that produces a valid p-value. Let Si be the state of node i where
Si = 0 if the ith node is equivalent expressed and Si = 1 if the ith node is DE. By the
logical structure of the GO tree, a node must be in state 0 if its parental node is in
state 0. On the other hand, we assume that a node whose parent is in state 1 can be
in state 1 with some unknown transition probability !. Hence, the transition portion
of our hidden Markov model is given by
Pr(Si = 0jSP i = 0) = 1 and Pr(Si = 1jSP i = 1) = !:
Furthermore, we assume the root node of the tree (node with no parents) is in state
1 with probability !. This establishes a simple model for the hidden node states. To
model the observed p-values given the hidden states, we consider the model
pi  uniform[0; 1] if Si = 0 and pi  beta(; ) if Si = 1 (3.2)
with p-values assumed to be conditionally independent of one another given the states.
The parameters  and  are restricted to be in (0; 1] and (1;1), respectively, so that
a strictly decreasing p-value density is guaranteed for p-values from DE nodes. This
model for the conditional distribution of the p-values is borrowed from Allison et al.
(2002), who proposed a nite mixture of beta distributions as a model for p-values
from gene-specic tests for dierential expression.
In essence, this is a hidden Markov process on the GO tree structure. It is hidden
because the state of each node is unknown, and the Markov property follows as given
its parent's states, a node's state is independent of the states of other ancestors.
To complete our model and facilitate estimation, we propose priors on our model
parameters. The transition probability ! is assumed to follow the Jereys' prior of
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beta(0:5; 0:5). The parameters  and  are given diuse priors of uniform(0; 1] and
uniform(1; 2000), respectively.
We do not claim that our proposed model for the states is the true data-generating
model. In particular, the assumption that p-values are conditionally independent given
the states is clearly false because some genes belong to multiple nodes. This implies
that the data for such genes will be involved in determining multiple p-values. The
true model is undoubtedly more complex than we can aord to consider with datasets
of practical size. However, despite the relative simplicity of our proposed working
model, it leads to results that are quite useful in practice as we will demonstrate in
subsequent sections of this paper.
3.3.3 Estimation
We are primarily interested in estimating the posterior probability of dieren-
tial expression (PPDE) for each node in the original GO DAG. For any particular
DAG node, this is the probability, given the observed p-values for all tree nodes,
that one or more of the tree nodes that comprise the DAG node is DE. We utilize
Metropolis-Hastings-in-Gibbs, a common MCMC strategy, to draw samples from the
joint posterior distribution of tree nodes to estimate a PPDE for each DAG node.
We begin by examining the full conditional distributions. Given the data (p-
values), all other parameters and states, ! depends only on the states and is the
success probability of Bernoulli distributions for tree nodes whose parent nodes all are
in state 1. With the conjugate beta prior, we can count the number of successes (ns)
and failures (nf ) to obtain beta(ns+0:5, nf +0:5) as the full conditional distribution
of !.
Given the states, we know which p-values come from DE nodes. With uniform
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priors, the full conditional distribution of  and  is proportional to the conditional
likelihood of the p-values,
Qn
1 [b(pij; )]Si , where b(pij; ) is the value of beta density
with parameter  and  at pi. We sample  and  numerically using a Metropolis
random-walk algorithm (Metropolis, Rosenbluth, Rosenbluth, Teller, and Teller 1953).
Sampling state congurations from the full conditional distribution of states, given
the data and the parameters (,  and !), is the most challenging aspect of our MCMC
procedure. One possibility is to sample one state at a time conditional on all other
states and parameters. This method is, in general, slow in mixing (Scott, 2002) and
is especially so in our case due to the logical constraints forced on the GO tree. Chib
(1996) showed that it is possible to sample the hidden states as a whole on a hidden
Markov chain. We have devised a simple, direct, and computationally ecient method
for sampling from the full conditional distribution of states in a binary state hidden
Markov tree model. Our implementation, which is a special case of the so called
dynamic programming algorithms that have been popular in computer science for
many years, is derived below.
Assuming a tree structure, i.e., no node has more than one parent, let Pi1 denote
the event that the parent node of node i is in state 1, i.e.,
Pi1 = fSP i = 1g:
Let Ci denote the indices of the child nodes of node i, i.e.,
Ci = fj : Gj  Gi and 6 9 k such that Gj  Gk  Gig:
Let Ci0 denote the event that all the child nodes of node i are in state 0, i.e.,
Ci0 = fSj = 0 8 j 2 Cig:
Dene the conditional probability of the ith node being DE as
ci = Pr(Si = 1jPi1;p;);
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where p is the vector of p-values and  is f; ; !g. As it turns out, the ci probabilities
are the key quantities for sampling the states, and we now show how to compute them
recursively.
Let (j) denote a generic conditional density whose denition is to be inferred
from its arguments. Let
Ak0 = Pr(Si = k; Ci0jp; Pi1;)
for k = 0; 1 where the dependence on i is suppressed for notational simplicity.
By Bayes rule, we have
Ak0 =
(pjSi = k; Ci0; Pi1;) Pr(Si = k; Ci0jPi1;)
(pjPi1;) (3.3)
for k = 0; 1. But also, by the denition of ci, we haveY
j2Ci
(1  cj)

ci = Pr(Ci0jSi = 1;p;) Pr(Si = 1jPi1;p;)
= Pr(Ci0jSi = 1; Pi1;p;) Pr(Si = 1jPi1;p;)
= Pr(Ci0; Si = 1jPi1;p;) = A10 (3.4)
and
1  ci = Pr(Si = 0jPi1;p;) = Pr(Si = 0; Ci0jp; Pi1;) = A00: (3.5)
By equating A10=A00 as given by (3.3) with A10=A00 as given by (3.4) and (3.5) and
then solving for ci, we obtain the following expression for a node with at least one
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child.
ci =

1 +
(pjSi = 0; Ci0; Pi1;) Pr(Si = 0; Ci0jPi1;)
(pjSi = 1; Ci0; Pi1;) Pr(Si = 1; Ci0jPi1;)
Y
j2Ci
(1  cj)
 1
=

1 +
(pijSi = 0;) Pr(Si = 0; Ci0jPi1;)
(pijSi = 1;) Pr(Si = 1; Ci0jPi1;)
Y
j2Ci
(1  cj)
 1
=

1 +
(pijSi = 0;)(1  !)
(pijSi = 1;)!(1  !)ni
Y
j2Ci
(1  cj)
 1
(where ni = cardinality of Ci)
=

1 +
1
b(pij; )!(1  !)ni 1
Y
j2Ci
(1  cj)
 1
=
b(pij; )!(1  !)ni 1
b(pij; )!(1  !)ni 1 +
Q
j2Ci(1  cj)
: (3.6)
Now for a node i with no children,
ci = Pr(Si = 1jPi1;p;) = Pr(Si = 1jPi1; pi;)
=
(pijSi = 1;) Pr(Si = 1jPi1;)
(pijPi1;)
=
(pijSi = 1;) Pr(Si = 1jPi1;)
(pijSi = 1;) Pr(Si = 1jPi1;) + (pijSi = 0;) Pr(Si = 0jPi1;)
=
b(pij; )!
b(pij; )! + 1  ! : (3.7)
Now using (3.6) and (3.7) together, we can compute ci as a function of p and  for
any node i in a bottom-up fashion. Given the values of ci for all i, we can generate an
observation from the conditional distribution of S given p and  by starting at the root
of the tree and working down to the leaf nodes. Specically, we begin by generating
the state of the root node (i = 1) from a Bernoulli distribution with success probability
c1. If the draw is 1, all its children become eligible for the drawing. This drawing
process is then repeated for all eligible nodes, each with its own success probability
ci, until there is no eligible node left. All the nodes that do not participate in the
drawing are set to state 0.
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A proof that the state congurations generated by this conditional probability
scheme are draws from the full conditional distribution of S given p and  is provided
in the Appendix.
3.3.4 Extensions
Though the above model ts well in most of cases, we also considered a couple
of extensions to make our model more realistic and robust. Let us rst consider the
transition portion of our Markov model for the states. In the initial model, we assumed
the same transition probability for all transitions from a parent in state 1 to a child
also in state 1. We realize that this is not a realistic assumption. For example, imagine
that a DE parent node has 1000 genes while its child has 999 genes of these 1000. It is
natural to expect the child to be DE with probability near 1. Indeed, the proportion of
genes in a child node among those in its parent node contains information that hasn't
been utilized. One simple mechanism for using this information would be to set the
transition probability equal to the proportion jGij=jGP ij. However, using only the
proportion would automatically lead to small transition probabilities for child nodes
that are small relative to their parents. Hence, we propose a transition probability
that incorporates the proportion without punishing small child nodes. In particular,
we assume
P (Si = 1jSj = 1 8j 2 P i) = !i;
where !i = max(!; jGij=jGP ij). That is, for a child node whose genes make up a large
proportion of its parent's genes, we use the proportion as the transition probability
and ! otherwise. In the computation of conditional probabilities in (3.6) and (3.7),
! will be replaced by !i. With this modication to our model, the full conditional
distribution of ! is no longer beta. Thus, we use the Metropolis-Hastings algorithm
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when updating ! in our MCMC procedure. While the adjustment to our transition
probability portion of the model is not necessary for achieving reasonable results in
most cases, it does prevent overestimation of ! that can occur if many transitions
from state 1 are nearly guaranteed by child nodes that are nearly identical to their
parents.
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Figure 3.2: Histograms of true null p-values from two datasets simulated in Section
3.4.
For a second variation on our modeling strategy, consider the distribution of p-
values from true null tree nodes. Provided that we have a continuously distributed
test statistic with a known null distribution, the distribution of a p-value from a test
with a true null hypothesis should follow a uniform[0,1] distribution. Furthermore,
our hidden Markov model implies that the p-values are independent given the states.
Thus, if our model were correct, we would expect the collection of p-values with true
null hypotheses to behave like an iid sample from a uniform distribution. However,
in our case the nodes share genes so their p-values are not actually independent, even
after conditioning on the states. In Section 3.4, we describe a data-based simulation
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strategy that allows us to examine the joint distribution of null p-values under real-
istic correlation structures. Although marginally each null p-value is approximately
distributed as uniform[0, 1], the joint distribution of null p-values will sometimes de-
part substantially from the product uniform distribution. Figure 3.2 includes the
histograms of p-values of true null nodes for two simulated datasets. Notice that the
null p-values of dataset 11 are skewed to the left while those from dateset 16 are skewed
to the right.
If we insist on treating the null distribution as uniform, our method tends to
overestimate the proportion of nodes that are null in simulated dataset 11 which
leads to an overly conservative analysis. On the other hand, simulated dataset 16
will yield a liberal analysis because the excessive number of small null p-values will
be mistaken as evidence for many DE nodes. Based on our observation of a large
number of simulations, the distribution of p-values from equivalent expressed nodes
usually has only one major peak due to positive correlations among nodes. Thus,
we propose a mixture of a uniform and a unimodal beta distribution to approximate
the distribution of p-values that come from the true null gene sets. The true null
distribution of p-values in (3.2) changes to
pi  + (1  )beta(0; 0) if Si = 0; (3.8)
where 0 and 0 are each restricted to be bigger than 1 so that a unimodal p-value
density is guaranteed. It is easy to see that a uniform model or a unimodal beta
model are degenerated cases of (3.8). Bayes factor could be used to choose between
the mixture model and the simpler uniform model or unimodal beta model. In prac-
tice, one can run the mixture model and simply look at the posterior diagnostics to
tell which model provides a better t. For the majority of the simulated cases that
we examined, a simple uniform distribution was sucient. However, for cases like
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simulated dataset 16, the mixture model is needed to avoid a large number of false
positive results. Note that our alteration of the uniform null p-value model is similar
in spirit to the approach of Efron (2004) who recommends using data to estimate an
\empirical" null distribution.
3.3.5 Rejection Region
After the MCMC chains converge, a posterior sample of size B can be obtained.
Then the PPDE for DAG node i is estimated as PPDEi =
1
B
PB
k=1 S
(k)
i , where S
(k)
i is
the kth posterior sample of the state of the ith DAG node (which is the maximum of
the states of the tree nodes that comprise the DAG node). By denition, 1 PPDEi =
Pr(Si = 0jp), which is similar to the local index of signicance dened by Sun and Cai
(2009) in their work on testing HMM-dependent hypotheses. For any rejection index
set R, a natural estimate for the FDR is
1  1jRj
X
i2R
PPDEi; (3.9)
i.e., 1   the average of the PPDE estimates for nodes in the rejection set. While
the rejection set could in principle be any subset of nodes, we recommend selecting a
subset of nodes with the highest estimated PPDE values. This guarantees the logical
consistency of the rejection set and is in accordance with the strategy recommended
by Sun and Cai (2009).
The number of nodes in the rejection set could be chosen to be the maximum
number of nodes such that (3.9) is no larger than some user-specied FDR level.
However, as noted by Goeman and Mansmann (2008), FDR may not be an appropriate
quantity to control in a structured hypothesis testing problem. Furthermore, FDR by
denition is the expected proportion of type I errors among rejected null hypotheses.
Although this can be a useful error rate to examine when PPDE is unavailable, FDR
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carries little information about how error prone each individual rejection is. It could
happen that a list of rejections achieves a small estimated FDR by combining many
nodes with PPDE near 1 together with a few low-PPDE nodes whose null hypotheses
should not be rejected. Such a situation can arise in our case. Due to the logical
constraints imposed by the GO graph structure, the higher-level ancestor nodes nearest
the root have larger PPDE than the lower descendant nodes. Often the DE nodes at
the highest levels have PPDE very close to 1, and this can give room for an FDR
control method to admit some non-sensible low PPDE nodes from the lower levels of
the DAG. Thus, rather than considering FDR, we suggest using a threshold on PPDE
to choose the rejection set.
3.4 A Data-Based Simulation Study
We used a data-based simulation procedure proposed by Nettleton et al. (2008)
to simulate a dataset that is as close to real data as possible. The B- and T-cell
Acute Lymphocytic Leukemia dataset (Chiaretti et al., 2004) was used as a base to
simulate data. The dataset is publicly available in the Bioconductor ALL package
at www.bioconductor.org. The data consists of 12625-dimensional expression pro-
les from the Aymetrix HGU95aV2 GeneChip for each of 128 patients. Of the 128
patients, 95 have B-cell while 33 have T-cell acute lymphocytic leukemia. Using ver-
sion 2.0.1 of the hug95av2 Bioconductor package, we were able to map 8192 of the
Aymetrix probe sets (henceforth referred to as genes) to at least one Gene Ontology
(GO) term from the biological process ontology. Note that we ltered out annotations
that are inferred by electronic annotation instead of human curators because such
annotations may be unreliable. This left 2353 unique GO terms for testing.
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Liu et al. (2007) analyzed the same dataset to identify the most signicant dif-
ferentially expressed (DE) categories in the biological processes ontology for their
Domain-Enhanced Analysis with Partial Least Squares method and the Fisher's exact
test approach. We combined their result of the top ten categories for each method
and got 14 unique categories. These 14 categories involve 845 of the 12625 genes in
the Acute Lymphocytic Leukemia dataset. We will refer to this set of 845 genes as
the swap set.
The following procedure was used to generate each of 20 simulated datasets. First
n subjects were drawn randomly without replacement from T-cell patients and only
the genes in the swap set were kept. 2n subjects were drawn randomly without
replacement from B-cell patients. The rst n of these subjects were left intact, and
the swap sets of the second n subjects were replaced with the swap sets from the n
T-cell subjects sampled in the rst step. The n was chosen to be 9 in our simulations.
This simulation scheme allows us to simulate a dataset that mimics all the aspects
of a real dataset. Not only does it preserve the marginal distributions of genes, but also
it maintains the correlation structure among most genes. The only correlations the
simulation scheme cannot maintain are the correlations between the swapped genes
and others genes in the second half of the B-cell patients.
There are 1103 categories that don't share any gene with the swap set, and by
construction their corresponding null hypotheses are true nulls. The other 1250 GO
categories sharing some genes with the swap set are dierentially expressed by con-
struction. Using a similar simulation strategy, Nettleton et al. (2008) claimed that
not all categories sharing some genes with the swap set were necessarily dierentially
expressed. However, note that genes in the swap set are sampled from two dierent
nite populations of B-cell and T-cell patients. These nite populations have dierent
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mean vectors, dierent gene-specic variances, dierent between gene correlations, etc.
Thus, categories sharing genes with the swap set are indeed dierentially expressed.
Although technically DE by construction, many of these nodes contain only a few
genes from the swap set or only genes with small eects. Thus, we expect low power
to detect dierential expression for many nodes.
The p-values were calculated for the tree nodes using the nonparametric method
discussed in Mielke and Berry (2001) and Nettleton et al. (2008). This is essentially a
subject-sampling permutation test which is free of distributional assumptions. More
specically, for any gene set, the treatment labels of subjects are permuted, and the
sum of the within-group inter-subject Euclidean distances between gene set expression
vectors is computed and compared with the sums computed for all other permutations.
Then the p-value is the standardized rank of the original sum of within-group distances
(scaled to be between 0 and 1). The total number of permutations which maintain
two groups of size 9 is
 
18
9

, among which are pairs of symmetric permutations formed
by ipping all treatment labels. Each permutation in a given symmetric pair will yield
the same test statistic. Thus, it is necessary to consider only
 
18
9

=2 = 24310 of the
permutations. Other multivariate testing methods mentioned in Section 3.1 could be
used to compute p-values as well.
We compared our method with the bottom-up method described in Section 3.2
and the one-step min-p method proposed by Westfall and Young (1993) applied on
the original GO DAG at FWER 0.05. For the min-p method, we compute p-values for
each gene set for all 24310 permutations of the treatment labels as described in the
previous paragraph. All the p-values are arranged in a 2353 by 24310 matrix. Then the
minimum p-value across all gene sets for each permutation is obtained. These 24310
minimum p-values provide a reference distribution for the smallest p-value under the
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null hypothesis of no treatment dierence. We can declare signicant any p-value that
is no larger than the 0.05 quantile of the reference distribution. We then enforce logical
consistency in accordance with the DAG by adjusting results using the bottom-up
strategy so that all ancestors of signicant nodes will also be declared signicant. We
also considered the potentially more powerful step-down min-p method but obtained
results identical to the one-step approach in all 20 simulated datasets; for detail of the
step-down version of the min-p method, see Westfall and Young (1993).
We considered a variety of other methods in our simulation study, but all other
approaches were ultimately excluded. For example, a variant of the bottom-up method
is to apply Holm's method to all the nodes and reject the ancestors of rejected nodes.
This variant does not tend to work well when the number of nodes is large, as in
the case of a GO DAG. Because the threshold for signicance controlling FWER
at 0.05 level is smaller than the smallest p-value, this would lead to no rejections
for all the simulated samples. This variant can have better performance than the
bottom-up method when the graph size is small, but it is useless in our situation.
It is not computationally feasible to use the top-down approach because Marcus'
method requires an exponential expansion of the already-large GO DAG (as discussed
in Section 3.2). While it would be conceivable to try Goeman's focus level method,
the performance would depend heavily on the choice of the focus level nodes that
we have no basis for choosing. Because we transformed the GO DAG to a tree for
computational reasons, the tree-based methods discussed in Section 3.2 seem viable.
However, Meinshausen's method requires disjoint sets, and the nodes of our tree are
not disjoint. While transforming the GO DAG into a disjoint tree seems feasible, it
would result in a tree with the number of nodes close to the number of genes, and
the graph structure of the GO DAG and the potential power gain from multivariate
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testing would be largely lost. Yekutieli's estimate of FDR is not justied because
the p-values of our tree nodes are not independent, and the dependence will be quite
strong in many cases due to substantial sharing of genes among nodes. Furthermore,
it is not clear how to calculate the FDR for the original GO DAG after controlling for
a certain FDR level on the corresponding tree structure.
Table 3.1: Number of rejections and false positives across 20 simulated datasets for
the proposed HMM method, the bottom-up method, and the min-p method.
HMM bottom-up min-p
Simulated Number of Number of Number of Number of Number of Number of
Dataset Rejections False Positives Rejections False Positives Rejections False Positives
1 495 0 135 0 189 0
2 428 1 161 0 195 0
3 343 0 180 0 212 0
4 436 3 167 0 188 0
5 397 0 161 0 166 0
6 361 10 148 0 204 0
7 340 4 148 0 176 0
8 360 9 148 0 159 0
9 466 11 182 0 218 0
10 585 24 161 0 185 0
11 336 2 127 0 130 0
12 498 32 182 0 192 0
13 260 0 148 0 170 0
14 403 0 179 0 200 0
15 384 6 182 0 197 0
16 562 31 171 0 190 0
17 364 6 187 0 207 0
18 478 16 133 0 169 0
19 274 0 182 0 196 0
20 346 3 158 0 191 0
We chose the PPDE cuto for our method to be 0.95. For the two FWER-
controlling methods, we chose to control FWER at 0.05. We recognize that these
two error control strategies are not directly comparable. However, methods for con-
trolling error rates other than FWER are not available for the bottom-up and min-p
approach. The results are shown in Table 3.1.
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Both FWER-controlling methods exhibited excellent performance with regard to
type I error control. No type I errors were made by either of the FWER-controlling
methods across all 20 simulated datasets. The min-p approach was superior to the
bottom-up approach with respect to power for all 20 simulated datasets. The HMM
method exhibited far more power than either of the FWER-controlling methods, often
identifying more than twice as many true positive results at the cost of very few
additional false positives. Even for simulated dataset 12 where the HMM procedure
arguably performed worst, we believe that many scientists would prefer the HMM
results to those obtained using the procedures that control FWER. For this case,
the HMM approach found more than 2.4 times the number of truly dierentially
expressed categories that were identied by the better of the competing approaches
(498  32 = 466 versus 192). The cost for the additional 274 discoveries in this worst
case was 32 type I errors. In all cases, our HMM method included all the discoveries
that were made by the two FWER-controlling methods except one made by the min-p
method in 6th dataset.
To further illustrate the advantage of our HMM method, we drew the receiver
operating characteristic (ROC) curves in Figure 3.3 to compare the HMM method
with the min-p method, the bottom-up method and a method based only on p-values.
This latter method rejects the nodes in the order of their p-values, from the smallest
to the largest, without using any structural information in the GO DAG. The bottom-
up method is superior to the method based on p-values alone because it uses some
part of the GO DAG structural information (leaves and their parents). The min-p
method is superior to the bottom-up method because it is not conned to leaf nodes.
The HMM method is superior to the min-p method because it further utilizes the GO
DAG structural information by modeling the whole graph. Thus, the power advantage
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Figure 3.3: ROC curve for the HMM, min-p, bottom-up and p-values only methods.
exhibited in our Table 3.1 simulation result was not simply a consequence of diering
error control criteria. Our HMM approach was better able to distinguish DE gene sets
from equivalent expressed gene sets for all relevant signicance thresholds.
3.5 Application and Discussion
We applied our method to a well-known dataset collected by Golub et al. (1999).
The dataset contains 7129 probe sets from the Aymetrix HuGeneFL Genome Array
on 47 acute lymphocytic leukemia patients and 25 acute myeloid leukemia patients.
Using version 2.0.1 of the hu6800 Bioconductor package, we were able to identify
1577 unique non-empty Gene Ontology (GO) terms from the molecular function on-
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tology. The p-values were computed using Goeman's Global Test method (Goeman
et al., 2004). Five MCMC chains were simulated from dierent starting parameter
values. After a burn-in of 50k iterations, the chains converged. The convergence was
partially judged by their Brooks-Gelman-Rubin statistic proposed by Brooks and Gel-
man (1998). The BGR was 1.00046, and BGR close to 1 indicates good convergence.
We also looked at a trace plot for each parameter across chains, and they also showed
good convergence behavior. After convergence, the medians of the posterior samples
of parameters ; ; !; 0; 0 and  were 0.18, 124.21, 0.47, 1.00, 10.86 and 0.62.
PPDE 0.95 was chosen as the cut o value and 547 GO terms were declared DE.
The estimated FDR was 0.005. In comparison, the bottom-up method rejected 72
leaf nodes and 293 nodes overall when controlling FWER at 0.05. Applying Holm's
method to all the nodes and rejecting the ancestors of rejected nodes yielded 353 total
rejections at FWER level 0.05. Out of these 353 rejections, only one is not in the 547
rejections made by our HMM method.
Figure 3.4a shows the DAG for all the rejections. Figure 3.4b illustrates why our
HMM method is more powerful than sequential FWER controlling methods. On the
left branch, the leaf node has a p-value of 0.27, and it is the only node in this subgraph
whose PPDE is below 0.95. This leaf node is the only leaf descendant for the node
with a p-value 1.1e-10, and the bottom-up method will fail to reject any node in this
branch. On the right branch, notice that one node in the middle has a p-value of 0.056.
No top-down method controlling FWER at 0.05 level will go through this node. Thus
the leaf node with a small p-value will be missed. In contrast, the HMM approach can
overcome high p-values at leaf nodes as well as high p-values at nodes higher in the
graph by making decisions at each node that account for p-values at all nodes in the
graph.
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Figure 3.4: (a) DAG of all rejection in Section 3.5; (b) A subgraph of GO DAG with
p-values annotated.
We are able to use both the information from data (p-values) and the structural
information in the GO DAG to borrow the information across the nodes. For a node
high in the GO graph hierarchy that contains a small portion of DE genes, the dif-
ference in high-dimensional multivariate distributions may be hard to detect because
the dierence exists for only a small subvector of the entire data vector. However,
the HMM approach allows us to borrow information from descendants so that if a
descendant consisting mostly of genes in the DE subvector is recognized as DE, we
can correctly assign a high PPDE to the ancestor despite its unimpressive p-value.
Our method is primarily designed to distinguish between DE nodes and equivalent
expressed nodes. For weak control of the FWER, i.e., control of FWER when all
the null hypotheses are true, we suggest practitioners rst use one of the FWER
controlling methods as a gate keeper before applying our method. If the selected
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FWER controlling procedure declares at least one gene set to be non-null, then our
method can be used with no additional adjustment. If, however, the FWER controlling
procedure declares no set to be non-null, then no further testing is done. Such a
strategy will guarantee weak control of the FWER. None of the results reported in
our paper would change with this modication because at least one rejection was
obtained using FWER control in all simulation runs and in the data analysis.
3.6 Appendix
Let T be the original tree and D be the set of non-leaf nodes with state 1 within
a tree, i.e.,
D(T ) = fi : i 2 T ; Si = 1 and Ci 6= g
Theorem 1. The full conditional probability of any state conguration is
Pr(Sjp;) = cS11 (1  c1)1 S1
Y
i2D(T )
 Y
j2Ci
c
Sj
j (1  cj)1 Sj
!
(3.10)
Proof. Note P1 =  and Pr(P11) = 1. Thus (3.10) is equivalent to
Pr(SjP11;p;) = cS11 (1  c1)1 S1
Y
i2D(T )
 Y
j2Ci
c
Sj
j (1  cj)1 Sj
!
; (3.11)
which we will prove by induction. For a tree with a single node,
Pr(S1 = 1jP11;p;) = c1 and Pr(S1 = 0jP11;p;) = 1  c1
directly by the denition of conditional probability.
For a tree eT whose root node is indexed by r and has n child nodes, let eT ci(i =
1; : : : ; n) represent the ith child tree of eT , i.e., the sub-tree whose root is the ith child
of r. Suppose eT c1; : : : ; eT cn satisfy (3.11). Let ri be the root of the eT ci . Let Si be the
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state conguration of eT ci . Let S0 be a generic state conguration in which every node
has state 0; its exact content depends on the tree in context.
Pr(S = S0jPr1;p;)
= Pr(Si = S0; i = 1; : : : ; njSr = 0;p;) Pr(Sr = 0jPr1;p;)
= Pr(Sr = 0jPr1;p;)
= 1  cr
Pr(Sr = 1;S1; : : : ;SnjPr1;p;)
= Pr(Sr = 1jPr1;p;) Pr(S1; : : : ;SnjSr = 1; Pr1;p;)
= cr
nY
i=1
Pr(SijSr = 1;p;) (Sr = 1 implies Pr1)
= cr
nY
i=1
Pr(SijPri1;p;) (node r is the only parent of nodes r1; : : : ; rn)
= cr
nY
i=1
"
c
Sri
ri (1  cri)1 Sri
Y
j2D(fT ci )
 Y
k2Cj
cSkk (1  ck)1 Sk
!#
= cr
Y
i2D(fT )
 Y
j2Ci
c
Sj
j (1  cj)1 Sj
!
This establishes that (3.11) holds for a tree eT as long as (3.11) holds for all the child
trees of eT . Because (3.11) holds for a single node, it then holds for a two-level tree.
By induction, the result follows.
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CHAPTER 4. A Hidden Markov Tree Model for Multiple
Hypotheses Testing of Gene Ontology Gene Sets
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Abstract
Testing predened gene categories has become a common practice for scientists analyz-
ing high throughput transcriptome data. A systematic way of testing gene categories
leads to testing hundreds of null hypotheses that correspond to nodes in a directed
acyclic graph. The relationships among gene categories induce logical restrictions
among the corresponding null hypotheses. Liang and Nettleton (2010) proposed a
fully Bayesian method that incorporates the dependence information among the null
hypotheses by using a hidden Markov model. The method was shown to have better
performance than other existing methods, but it is computationally intensive. Under
a hidden Markov tree model, we develop a more computationally ecient method.
Our method also provides more powerful results than existing methods that honor
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the logical restrictions. The method is illustrated by testing Gene Ontology terms for
evidence of dierential expression in an expression quantitative trait loci study.
Key words: Deterministic annealing; Dierential expression; Directed acyclic graph;
Expectation maximization; Expression quantitative trait loci; False discovery rate;
Gene set enrichment analysis; Microarray; Multiple testing; RNA-seq; Simultaneous
inference.
4.1 Introduction
An important challenge facing scientists is how to interpret and report the results
from high throughput transcriptome experiments, for example, microarray and RNA-
seq experiments. Thousands of genes are measured simultaneously from subjects under
dierent treatment conditions. A routine analysis, e.g., a two sample t-test for each
gene on a microarray, produces a list of genes that are declared to be dierential
expressed (DE) across conditions. The length of the DE gene list can run up to a few
thousand, and this makes the interpretation and reporting of the results a challenging
task. However, genes are known to work collaboratively to regulate or participate in
biological processes, to perform molecular functions and to produce gene products that
form cell components. Thus, it is intuitive and useful to interpret and report results
in terms of meaningful gene sets instead of individual genes (Allison et al., 2006). It
has become a common practice for scientists to test whether some predened gene
categories/sets are dierential expressed. Gene Ontology (GO) (Ashburner et al.,
2000) is one of the most popular sources of gene set denitions. GO provides a
controlled vocabulary of terms that form a directed acyclic graph (DAG) with directed
edges drawn from general terms to more specic terms. The genes that share a GO
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term comprise a well dened gene set. Each GO term and its gene set correspond
to a node in the GO DAG. The genes annotated to a specic term are automatically
annotated to the more general terms linked by directed edges. Thus, the directed
edges also indicate gene set subset relationships. Testing these predened gene sets
on the GO DAG yields meaningful results that are relatively easy to interpret.
Suppose for treatment conditions t = 1; : : : ; T and experimental units u = 1; : : : ; nt;
X tu is a vector of expression measurements with one element for each of P genes on
a microarray. For i = 1; : : : ; NG; suppose Gi is a indicator matrix whose rows are a
subset of the P  P identity matrix such that GiX tu is the subvector of expression
values for the genes in the ith GO gene set and the uth experimental unit of the tth
treatment group. Furthermore, suppose that GiX tu  F (i)t for all i = 1; : : : ; NG;
t = 1; : : : ; T ; and u = 1; : : : ; nt. We consider the problem of testing
H
(i)
0 : F
(i)
1 =    = F (i)T (4.1)
for i = 1; : : : ; NG. An important goal of biological research is to identify gene sets (or,
equivalently, nodes in the GO DAG) for which H
(i)
0 is false (DE nodes) because these
are the gene sets whose multivariate expression distribution changes with treatment.
Testing the gene sets on the GO DAG is a very challenging task. First, the size
of a gene set ranges from a few to thousands, often larger than the sample size (n1 +
  +nT ). Second, the correlation structure among genes is unknown and expected to
be non-trivial. Third, many of the gene sets share genes with others so they can't be
assumed to be independent even if genes were independent. Finally, there are logical
relationships among the NG null hypotheses due to the subset relationships among the
gene sets that should be accounted for in inference. In particular, if node i is a parent
of node j, then the truth of H
(i)
0 implies the truth of H
(j)
0 because the expression vector
for gene set j is a subvector of the expression vector for gene set i. Furthermore, the
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truth of H
(i)
0 implies the truth of the null hypotheses for all descendants of node i
in the GO graph. These structural restrictions implied by the GO graph make the
inference complicated. On the other hand, we should explore ways that exploit these
structural dependences to make better inferences.
Sequential testing methods used to be the only procedures available to honor these
logical restrictions, but such methods cannot fully utilize all available information
and suer from loss of power in large-scale applications. Liang and Nettleton (2010)
proposed a method that circumvent the drawback of the sequential methods by taking
the whole graph into account. Their method is fully Bayesian and was shown to have
better receiver operating characteristic than other existing methods. In short, by
incorporating the structural dependence information among the null hypotheses into
the model, Liang and Nettleton (2010) turned the structural restrictions on the GO
DAG into information and were able to gain a power advantage over existing methods.
However, the implementation of Liang and Nettleton (2010) relies on Markov chain
Monte Carlo (MCMC) sampling, which can be computationally intensive. There are
many circumstances in which a faster approach is needed.
A prime example involves a generalization of expression quantitative trait loci
(eQTL) studies. In eQTL studies, a goal is to determine whether variation in DNA
at a particular genomic location is associated with variation in the expression of one
or more genes. Tens, hundreds, or thousands of genomic locations may be scanned
for association with thousands of genes. A natural generalization of eQTL mapping
involves testing genomic locations for association with gene sets rather than individ-
ual genes. In principle, the approach of Liang and Nettleton (2010) could be used
for each of many genetic markers to identify associations between markers and traits.
However, as the number of markers grows, this strategy quickly becomes computation-
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ally intractable. Thus, we develop an alternative and more computationally ecient
implementation in this paper.
We review background for the problem at hand in Section 4.2. In Section 4.3,
we present a hidden Markov tree model (HMT) approach to testing multiple gene
sets on a tree-transformed GO DAG. Then we evaluate its performance through data-
driven simulation in Section 4.4. The paper concludes with an example application
and discussion in Section 4.5.
4.2 Background
To address the challenges of gene set testing, many statistical methods have been
proposed. Among them, many of the early approaches are based on test statistics
derived from individual genes. These methods have subsequently been reviewed and
criticized on statistical grounds in Khatri and Draghici (2005), Allison et al. (2006),
Goeman and Buhlmann (2007) and Nettleton et al. (2008). The criticism can be
summarized as follows. First, the majority of these methods unrealistically assume
gene independence, and their resulting p-values can be wildly anti-conservative. Sec-
ond, most of these methods are based on the competition between genes within and
outside a gene set, which may not be the main interest of biological research. Third,
many methods are based on single gene statistics that cannot detect many types of
multivariate expression change. We will use the Fisher's exact test, which is the most
widely used method, as an example to illustrate these points.
The Fisher's exact test is conceptually simple and easy to understand yet suers
all three aforementioned drawbacks. Fisher's exact test is used to test whether a
certain gene set is \enriched" or \over-represented" on a list of genes declared to be
DE. Each gene on a microarray can be classied as belonging to a certain gene set or
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not and cross-classied as being on the DE gene list or not. Thus, all the genes can
be arranged in a 2 2 table according to their classications to these two criteria as
shown in Table 4.1.
Table 4.1: A 2 2 table of gene classication for a certain gene set.
DE gene Non-DE gene Total
In gene set mSD mSDc mS
Not in gene set mScD mScDc mSc
mD mDc m
Assuming genes are independent and the margins of the table are xed, the proba-
bility of a particular table conguration can be computed. More specically, if we ran-
domly sample without-replacement mS genes out of a total of m genes, the probability
that mSD of the mS genes are on a DE gene list of length mD follows a hypergeometric
distribution. However, the validity of the Fisher's exact test relies on the assumption
of gene independence, which is clearly false from the biological point of view. Further-
more, the test is not testing whether the genes in a certain gene set are dierentially
expressed across conditions. Rather, Fisher's exact test is actually testing whether
the gene set contains a signicantly dierent proportion of DE genes than the rest of
the genes outside of the gene set. Finally, Fisher's exact test only uses gene-specic
statistics (whether genes are on the DE gene list or not), and thus, it has no power
to detect multivariate distributional dierences that are beyond marginal dierences.
An example of such power loss is illustrated in Nettleton et al. (2008) where the joint
expression distribution for genes in a set A is identical across treatment conditions,
the joint expression distribution for genes in a set B is identical across treatment con-
ditions, but the joint expression distribution for genes in A[B varies across treatment
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conditions.
In recent years, a viable alternative has been developed. Many authors have pro-
posed methods to test multivariate gene set dierences as in (4.1). This class of
methods include Goeman's Global Test (Goeman et al., 2004), Mansmann's Global
Ancova (Mansmann and Meister, 2005), the Multiple Response Permutation Proce-
dure (MRPP, Mielke and Berry, 2001), Pathway Level Analysis of Gene Expression
(Tomfohr et al., 2005), and Domain-Enhanced Analysis (Liu et al., 2007) among oth-
ers. The multivariate tests avoid the unrealistic assumption of gene independence and
are potentially more powerful than the individual gene tests combined. Thus, the
multivariate gene set tests will be our methods of choice in this study.
As a consequence of testing for equality of multivariate distributions within each
node of the hierarchical GO DAG, only some congurations of true and false null
hypotheses are possible. More specically, if the null hypothesis holds for a gene set
A then it should hold for all subsets of A, which include all the descendants of A in a
GO DAG. Most of the methods honoring this logical consistency that are applicable
to a GO DAG are sequential methods, each of which can be generally classied as a
top-down or a bottom-up procedure (Goeman and Mansmann, 2008). Both procedures
are designed to control family-wise error rate (FWER). The top-down procedure is
based on the closed testing procedure of Marcus et al. (1976), but it is computational
prohibitive for large graphs like a GO DAG. The bottom-up procedure only tests
the leaf nodes of a graph (the nodes without children) and declares signicance of
some leaf nodes according to a certain FWER control procedure. Then a higher level
GO node can be declared signicant whenever it has any signicant leaf descendant.
Goeman and Mansmann (2008) proposed a focus-level method which can be viewed
as a combination or compromise between top-down and bottom-up procedures. All
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sequential methods are subject to power loss due to the fact that a rejection decision
has to be made at each step with no regard to the information beyond the current
step. For example, if FWER is controlled at the 0.05 level, then a node with a p-value
of 0.051 will be an impasse for the top-down procedure even if the p-value associated
with one of its descendant nodes is very small (this could happen when the descendant
node has a high concentration of DE genes while the ancestor is \diluted" by many
equivalently expressed genes). On the other hand, a DE node's leaf descendants could
all be null nodes, which would render the power for detecting such a DE node to be
negligible for a bottom-up procedure.
Liang and Nettleton (2010) proposed the rst method that incorporates nearly all
the information in the GO DAG to provide a coherent hypotheses testing solution.
The method rst transforms a GO DAG into a GO tree and then models the p-values
of the gene sets on the GO tree using a hidden Markov model (HMM). Using a fully
Bayesian framework, the method estimates the posterior probabilities of dierential
expression (PPDE) for each GO gene set through MCMC sampling. It was shown that
the method has better receiver operating characteristic than other existing methods.
However, the MCMC sampling process can be computationally demanding, so we
develop a more ecient alternative solution in the following sections.
4.3 The Proposed Approach
The logical constraints among the null hypotheses on a GO DAG induce a natu-
ral Markov model on the states of the null hypotheses, but exact computation on a
complex graph like the GO DAG is computationally prohibitive (Liang and Nettleton,
2010). Thus, following Liang and Nettleton (2010), we transform a GO DAG into a
GO tree to facilitate the computation. Then, a single p-value for testing the null hy-
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pothesis in (4.1) is computed separately for each node in the GO tree. We then model
the joint distribution of these tree node p-values using a hidden Markov tree model.
We treat the state of each null hypothesis as a random variable and propose a Markov
model for the joint distribution of states. This Markov model places zero probabil-
ity on any conguration of states that is not consistent with the logical constraints
imposed by the structure of the GO tree.
We summarize the tree transformation and hidden Markov model in Liang and
Nettleton (2010) in Sections 4.3.1 and 4.3.2. Then we use a hidden Markov tree model
to obtain the maximum likelihood estimates of the parameters. Furthermore, instead
of sampling state congurations given the parameters, we deterministically compute
the probabilities of the original DAG nodes being DE. Thus, the new implementation
dramatically reduces the computational expense of the estimation process.
4.3.1 Tree Transformation of a GO DAG
Transforming a GO DAG into a tree structure can make computation feasible on
one hand and greatly reduce the sharing of genes and dependences among gene sets on
the other hand. The tree transformation process is illustrated using a tiny example in
Figure 4.1. Interested readers can refer to Section 3.1 of Liang and Nettleton (2010) for
a more detailed description of the process. The basic idea of the tree transformation
is as follows. If we remove all but one incoming edges for each node that has multiple
parents, the graph becomes a tree. This is equivalent to removing the genes in the
child node from all but one of its parent nodes. For example, see the removal of the
edge from node 2 to 4 in Figure 4.1a.
After the procedure, every node except the root node will have one and only one
parent, and thus, the DAG will be transformed into a tree. Each of the original
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Figure 4.1: DAG to Tree: (a) Original DAG; (b) After remove genes in node 4 from
node 2; (c) Tree after remove redundant edge from node 1 to node 4; (d) Tree nodes
renumbered with bold and italic numbers.
DAG nodes will be a union of one or more tree nodes. For example, DAG node
2 in Figure 4.1a is a union of tree nodes 2 and 4 in Figure 4.1d. More formally,
for j = 1; : : : ; NG; let Gj be the gene set corresponding to GO DAG node j. For
i = 1; : : : ; NT ; let T i be the set of genes that are in GO tree node i. Let GT j denote
the set of tree nodes/indices whose corresponding gene sets are subsets of Gj, i.e.,
GT j = fk = 1; : : : ; NT : T k  Gjg. The tree transformation process guarantees
that the original DAG node can be reconstructed from its comprising tree nodes, i.e.,
Gj =
S
k2GT j T k. Let the state of ith GO tree node be Si. Let Si = 0 if H
(i)
0 is true
and let Si = 1 if H
(i)
0 is false. For the jth GO DAG node, dene
Sj = maxfSk : k 2 GT jg: (4.2)
Note that Sj = 1 implies that the state of GO DAG node j is 1 because a vector
of genes corresponding to a gene set must have dierent multivariate distributions
across conditions if any subvector does. It is straightforward to show this conversion
guarantees the logical consistency of states fSj : j = 1; : : : ; NGg for the original GO
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DAG. In Section 4.3.5, we will show how to estimate, for j = 1; : : : ; NG, the probability
that Sj = 1 using the results derived from a HMT on the corresponding GO tree.
4.3.2 A Hidden Markov Tree Model for p-values on the GO Tree
By the nature of the null hypothesis of multivariate distribution equivalence in
(4.1) and the subset relationship among GO tree gene sets, a node must be in state 0
if its parent node is in state 0. On the other hand, a node whose parent is in state 1 can
be in state 1 with some unknown probability. This conditional dependence scenario
clearly demonstrates the Markov property.
Thus, the hidden Markov tree model (HMT) is proposed as follows. Let Si be
as dened in Section 4.3.1, and let pi be the p-value associated with GO tree node i
(gene set i) that is computed by testing (4.1) using any method that produces a valid
p-value. Then the HMT is composed of an observed random tree p = fp1; : : : ; pNT g
and an unobserved random tree S = fS1; : : : ; SNT g. Both trees have the same index
structure. Let (i) denote the index of the parent node of node i. The transition
portion of our HMT is
P(Si = 0jS(i) = 0) = 1 and P(Si = 1jS(i) = 1) = !; (4.3)
for some ! 2 (0; 1). To streamline the expressions of recursion in Section 4.3.3,
we express (4.3) in an equivalent way through the generic denition of transition
probabilities. Let qjk = P(Si = kjS(i) = j) be the transition probability from a
parent node in state j to a child node in state k, and thus, q00 = 1; q01 = 0; q10 = 1 !
and q11 = !. Furthermore, we assume the root node of the tree (the node with no
parent) is in state 1 with some probability  2 (0; 1). To model the observed p-values
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given the hidden states, we consider the model8><>: pi  f0(; 0; 0) = + (1  )beta(0; 0) if Si = 0pi  f1(; ) = beta(; ) if Si = 1 (4.4)
with p-values assumed to be conditionally independent of one another given the states.
The parameters  and  for the p-value density of false nulls are restricted to be in (0; 1]
and (1;1), respectively, so that a strictly decreasing p-value density is guaranteed
for DE gene sets. The p-value density of true nulls is assumed to be a mixture of
uniform and unimodal beta, where  denotes the mixing proportion. The parameters
0 and 0 are restricted to be bigger than 1 so that a unimodal p-value density is
guaranteed. Notice that a uniform model or a unimodal beta model is a degenerated
case of this mixture model. In most cases, a simple uniform model will work well.
However, the null mixture model is designed to adapt to the possible deviation from
the uniform distribution caused by positive correlations among the null gene sets due to
the sharing of genes and correlations among genes. This alteration of the commonly
used uniform null p-value distribution is similar in spirit to the approach of Efron
(2004) who recommends using data to estimate an \empirical" null distribution.
Let  = f; !; ; ; ; 0; 0g, the collection of all HMT parameters. Liang and
Nettleton (2010) used a Bayesian approach that assumes  to be random with diuse
priors. To speed up the estimation, we assume in this paper that  is a vector of
xed unknown parameters to be estimated. These two approaches are expected to
give similar results.
4.3.3 Upward-downward Algorithm for HMT
The forward-backward algorithm is widely used in hidden Markov chain applica-
tions; its parallel in hidden Markov tree models is the upward-downward algorithm
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developed by Ronen et al. (1995) and Crouse et al. (1998). Durand et al. (2004) refor-
mulated the algorithm to make the algorithm numerically stable. Given the parameter
vector , the upward-downward algorithm leads to ecient computation of the like-
lihood, L(jp). Furthermore, the results from the upward-downward algorithm are
useful in obtaining the maximum likelihood estimates of parameters (Section 4.3.4)
and computing probabilities of dierential expression of the nodes on the original GO
DAG (Section 4.3.5). We formulate our HMT on the GO tree in the framework of
Durand et al. (2004) as follows.
Without loss of generality, let the root node of the GO tree be indexed by 1. Let
i = 1; : : : ; NT be any GO tree node index and k = 0 or 1 be a possible state of a
node. Let C(i) denote the set of indices of node i's children nodes. Let T(i) denote
the subtree whose root is node i. Let pi be a vector of p-values corresponding to the
subtree rooted at node i, i.e., pi is a vector whose elements are fpl : l 2 T(i)g. Denote
pinj as a vector of p-values corresponding to the nodes in subtree T(i) but not in T(j),
i.e., pinj is a vector whose elements are fpl : l 2 T(i); l =2 T(j)g. Let f() and f(j)
denote a generic density and conditional density, respectively, whose precise denition
are easily inferred from function arguments. Assuming  is known, we dene three
quantities that can be computed eciently by recursion:
i(k) = P(Si = kjpi);
(i);i(k) =
f(pijS(i) = k)
f(pi)
;
i(k) =
f(p1nijSi = k)
f(p1nijpi)
:
First we compute the marginal state probabilities P(Si = k) for i = 1; : : : ; NT and
k = 0 or 1 in a downward recursion, i.e., P(S1 = k) = k(1  )1 k and P(Si = k) =P
j qjkP(S(i) = j) for i > 1. Then the i(k) quantities can be computed recursively
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in an upward fashion. For any leaf node i, i(k) is initialized as
i(k) =
f(pijSi = k)P(Si = k)
Ni
;
where Ni =
P
k f(pijSi = k)P(Si = k) is a normalizing factor for the leaf node i such
that
P
k i(k) = 1. An upward computation for a non-leaf node is
i(k) =
f(pijSi = k)P(Si = k)
Q
2C(i) i;(k)
Ni
;
where the normalizing factor Ni is again a summation of the numerators over all pos-
sible ks, i.e., Ni =
P
k
h
f(pijSi = k)P(Si = k)
Q
2C(i) i;(k)
i
for the non-leaf node.
The (i);i(k) quantities can be derived from the i(k)s as follows:
(i);i(k) =
X
j
i(j)qkj
P(Si = j) :
Note that the upward recursion process requires us to compute i(k)s for the leaf nodes
rst, then (i);i(k)s for the leaf nodes, then i(k)s for the parents of the leaf nodes,
and so forth.
The i(k) quantities are computed in a downward fashion. After we initialize
1(0) = 1(1) = 1, the downward recursion is
i(k) =
1
P (Si = k)
X
j
qjk(i)(j)(i)(j)
(i);i(j)
:
It can be shown that the log-likelihood l(jp) = Pi logNi, which is useful for moni-
toring the convergence of the expectation maximization (EM) algorithm in the next
subsection.
4.3.4 Deterministic Annealing EM Algorithm
The EM algorithm (Dempster et al., 1977) is commonly used for estimating the
parameters of a hidden Markov model. For example, the widely used Baum-Welch
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algorithm (Baum et al., 1970) is a special case of the EM algorithm. We will show how
to nd ^ = argmax

l(jp), the maximum likelihood estimate of , through EM. In this
subsection we rst use the results from the upward-downward algorithm to apply the
EM algorithm. Then we will use a modied version of the EM algorithm, deterministic
annealing EM (DAEM), to make the procedure robust to the initial parameter values.
For the E step of the EM algorithm,
Q(j(t)) = E
Sjp;(t) [logL(jp;S)]
= E
Sjp;(t)
h
S1 log  + (1  S1) log(1  ) +
NTX
i=2
I(S(i) = 1; Si = 1) log! +
NTX
i=2
I(S(i) = 1; Si = 0) log(1  !) +
NTX
i=1
Si log f1(pij; ) +
NTX
i=1
(1  Si) log f0(pij; 0; 0)
i
:
In the Q(j(t)) expression, the conditional expectations for the terms associated
with Sis can be derived separately as follows:
E

Sijp;(t)

= P

Si = 1jp;(t)

= 
(t)
i (1)
(t)
i (1);
E
h
I(S(i) = 1; Si = 1)jp;(t)
i
=

(t)
i (1)!
(t)E(S(i)jp;(t))
P(Si = 1) (t)(i);i(1)
;
E
h
I(S(i) = 1; Si = 0)jp;(t)
i
=

(t)
i (0)(1  !(t))E(S(i)jp;(t))
P(Si = 0) (t)(i);i(1)
:
In the M step, we obtain (t+1) = argmax

Q(j(t)). Let P1k =
PNT
i=2E
h
I(S(i) = 1; Si = k)jp;(t)
i
,
k = 0 or 1. By solving score functions, we have
(t+1) = E

S1jp;(t)

;
and !(t+1) =
P11
P11 + P10 :
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The parameters  and  can be estimated by numerically maximizing a sum of
weighted log-likelihoods given by
PNT
i=1wi log f1(pij; ), where wi = E

Sijp;(t)

for i = 1; : : : ; NT . The parameters ; 0 and 0 can be estimated similarly.
However, the EM result can highly depend on its initial parameter values especially
in a multivariate context like ours. A commonly used ad hoc procedure is to perform
EM from many dierent starting values, but the result is far from satisfactory. Ueda
and Nakano (1998) proposed a deterministic annealing EM (DAEM) algorithm to
alleviate EM's dependency on starting values. Through the principle of the maximum
entropy, they derived a posterior that is parameterized by a \temperature" parameter,
which is used to control an \annealing process."
Adapting the DAEM framework to our HMT problem, the posterior of the unob-
served/missing data S is
f(Sjp;) = f
(p;Sj)R
f(p;Sj) dS ;
where 1= corresponds to the \temperature." Note that if  = 1 then the posterior
is exactly the same as a regular posterior. On the other hand, when  is close to 0
(temperature is high), f(p;Sj) is close to 1 and is insensitive to the values of p
and . So if we start with a high temperature, the impact of initial parameter values
will be minimized. The DAEM operates according to a deterministic schedule of
temperatures, in which the temperature drops from high to low ( changes from near
zero to 1). At each temperature/, an EM algorithm is used to estimate  assuming
the conditional distribution of S given p and  follows f(Sjp;). The DAEM starts
from a vector of random initial parameter values and uses the parameter estimates
from the previous step/temperature as the starting values at each subsequent step.
Running the DAEM leads to running an EM at each temperature, and thus, the
DAEM is slower than a single run of EM. So the DAEM can be thought of as trading
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time for the procedure's robustness to starting parameter values.
To implement the DAEM in our HMT problem, notice that f(p;Sj) can be
expressed as a product of probabilities and densities raised to the power of indicators
of the hidden states, and thus, f(p;Sj) has the eect of making all the probabilities
and densities raised to the power , i.e.,
f(p;Sj) = S1(1  )(1 S1)
NTY
i=2
!I(S(i)=1;Si=1)
NTY
i=2
(1  !)I(S(i)=1;Si=0)
NTY
i=1
fSi1 (pij; )f(1 Si)0 (pij; 0; 0):
That is, in the E step where we calculate the conditional expectation of Si and I(S(i) =
1; Si = k) under the conditional distribution f(Sjp;), if we use ; (1  ); !; (1 
!); f1 (pij; ) and f0 (pij; 0; 0) in the places of ; 1  ; !; (1 !); f1(pij; ) and
f0(pij; 0; 0), we are eectively calculating the expectation under f(Sjp;(t)). A
similar adaptation of the DAEM has been used in Granat and Donnellan (2002), where
the deterministic annealing method was applied to a hidden Markov chain.
4.3.5 Compute Probabilities for the Original GO DAG Nodes
At the end, the results on the GO tree need to be converted back to the state
probabilities on the original GO DAG. We design an ecient algorithm to do so
through the use of conditional transition probabilities on the GO tree. Dene cjk(i)
as the probability of GO tree node i being state k condition on all the observed data
(p) and its parent being in state j. Given  and for i = 2; : : : ; NT , cjk(i)s can be
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computed from the upward probabilities as follows:
cjk(i)  P(Si = kjp; S(i) = j)
= P(Si = kjpi; S(i) = j)
=
f(Si = k;pijS(i) = j)
f(pijS(i) = j)
=
f(pijSi = k)P(Si = kjS(i) = j)
f(pijS(i) = j)
=
qjkP(Si = kjpi)f(pi)=P(Si = k)
f(pijS(i) = j)
=
qjki(k)
(i);i(j)P(Si = k) : (4.5)
To simplify the notation for our two-state GO tree, dene ci  c11(i). This is because
by logical restriction, c00(i) = 1, and c01(i) = 0. Furthermore, c10(i) = 1   c11(i), so
ci is sucient for computation of all four conditional transition probabilities. Thus,
from (4.5) and for i = 2; : : : ; NT ,
ci =
!i(1)
(i);i(1)P(Si = 1) : (4.6)
Finally, it is straightforward to show that c1 = 1(1). This derivation has not been
shown in literature before, but the result is very useful in applications.
Recall that the state of jth GO DAG node Sj = maxfSk : Sk 2 GT jg, i.e., the
maximum of its comprising tree node states. Given , dene PDEj = P(Sj = 1jp),
the conditional probability that the jth GO DAG node is in state 1 (or, equivalently,
that gene set Gj is DE) given all p-values corresponding to nodes of the HMT on
the GO tree dened in Section 4.3.2. It is straightforward to use cis to compute the
PDEjs by using the GO tree structure and conditional independence of the states in
the HMT. For example, in the toy example in Figure 4.1, original GO DAG node 2 is
the union of tree nodes 2 and 4. Then the probability that DAG node 2 is in state 1
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is the probability that either tree node 2 or 4 is in state 1. Note that S2 and S4 are
independent given S1 and p. Furthermore, cis are computed as in (4.6) and annotated
in Figure 4.1d. Then the computation can be carried out as follows:
PDE2 = P(S2 = 1jHMT)
= P(S2 = 1 or S4 = 1jp)
= P(S1 = 1jp)P(S2 = 1 or S4 = 1jS1 = 1;p)
= P(S1 = 1jp)[1  P(S2 = 0; S4 = 0jS1 = 1;p)]
= P(S1 = 1jp)[1  P(S2 = 0jS1 = 1;p)P(S4 = 0jS1 = 1;p)]
= c1[1  (1  c2)(1  c3c4)]:
The second from the last step is due to the fact that S2 and S4 are independent given
S1 and p. The PDEs of each GO DAG node can be carried out in similar way with
tedious technical computations. We estimate  as ^ as in Section 4.3.4, then compute
the plug-in estimates of c^is and[PDEjs using ^.
4.3.6 Rejection Region
By denition, 1 PDEi = P(Sj = 0jp), which is closely related to the local index
of signicance dened by Sun and Cai (2009) in their work on testing HMM-dependent
hypotheses. For any rejection index set R, a natural estimate for the FDR is
1  1jRj
X
i2R
[PDEi; (4.7)
i.e., 1   the average of the PDE estimates for nodes in the rejection set. However, as
noted by Goeman and Mansmann (2008) and Liang and Nettleton (2010), FDR may
not be an appropriate quantity to control in a structured hypothesis testing problem
like the GO DAG. Thus, we recommend selecting a subset of nodes with the highest
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estimated PDE values with suggested threshold for signicance of 0.95 or 0.99, for
example.
4.4 A Data-Based Simulation Study
To simulate data that mimics nearly all aspects of real data , we used the sim-
ulation procedure proposed by Nettleton et al. (2008). This procedure not only
preserves the marginal distribution of genes, but also keeps the correlations among
genes largely intact. The dataset of B- and T-cell Acute Lymphocytic Leukemia
(ALL) (Chiaretti et al., 2004, publicly available through Bioconductor ALL package
at www.bioconductor.org) was used in the simulation as a population. The ALL
dataset consists of gene expressions of 95 B-cell and 33 T-cell ALL patients measured
by Aymetrix HGU95aV2 GeneChips. 8192 genes out of the total 12625 genes mea-
sured were mapped to one or more GO terms using the hug95av2 package version 2.0.1
from Bioconductor, and there were totally 2353 non-empty unique biological process
GO terms to be investigated. Note that the electronic annotations (the annotations
without the conrmations of human curators) were excluded to increase annotation
reliability.
A list of DE genes was derived from the study of Liu et al. (2007), who compared
their Domain-Enhanced Analysis method using Partial Least Squares with the Fisher's
exact test method on the same ALL dataset and reported a list of the top ten DE
gene sets between B- and T-cell patients for each method. We merged the two lists
to form a list of 14 unique gene sets. The union of these 14 gene sets consisted of 845
genes out of the 8192 genes on the GeneChip that were mapped to GO terms. This
set of 845 genes was used to simulate dierential expression and will be referred to as
the DE gene list.
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Each of 20 simulated datasets was generated as follows: rst, 2n and n patients
were drawn randomly without-replacement from B- and T-cell populations, respec-
tively; second, data from the 845 genes on the DE list of the latter half of the 2n
B-cell patients were replaced with data from these 845 genes from the n T-cell pa-
tients. The rst n of the B-cell patients were left intact. Then only the 2n B-cell
patients were kept as our simulated data (n intact multivariate observations and n
modied multivariate observations). The sample of intact observations was then com-
pared to the sample of modied observations. A total of 1250 gene sets each contained
at least some of the 845 genes on the DE list. These 1250 gene sets were DE by con-
struction because the 845 DE-list genes of the rst n B-cell patients came from the
nite population of 95 B-cell patients, and the DE-list genes of the latter n B-cell
patients came from the nite population of 33 T-cell patients. These two nite popu-
lations have dierent mean vectors, dierent gene-specic variances, dierent between
gene correlations, etc. The rest of 1103 gene sets consist of genes from the same B-cell
population, and thus their corresponding null hypotheses are true nulls. The sample
size n was chosen to be 9 in our simulation study.
The p-values of the gene sets could be computed using any of the multivariate gene
set testing methods mentioned in Section 4.1. We used the MRPP method of Mielke
and Berry (2001) , which is a permutation test and free of distributional assumptions.
The MRPP method permutes the treatment labels among the subjects and computes
the sum of within-group inter-subject distances between gene set expression vectors
for each permutation. Then the p-value is the standardized rank (scaled between 0
and 1) of the original sum of distances among all permutation sums. In our simulation,
n modied B-cell subjects were compared to n intact B-cell subjects, and ipping the
treatment label for each subject would result in a symmetric grouping that has the
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same sum of within-group distances. Thus, it is necessary to consider only
 
18
9

=2 =
24310 of the permutations.
We compared our HMT method with the HMM method in Liang and Nettleton
(2010), the one-step min-p procedure proposed by Westfall and Young (1993) and the
bottom-up procedure, which is described in Section 4.1. The rst two methods were
applied to the tree-transformed GO DAG with a PDE or PPDE signicance threshold
of 0.95. The latter two methods were applied to the original GO DAG to control
FWER at the 0.05 level. We recognize that these two error control strategies are not
directly comparable. However, methods for controlling error rates other than FWER
are not available for the min-p and bottom-up procedures.
For the min-p procedure, we computed p-values for each gene set for all 24310
permutations of the treatment labels as described in the previous paragraph. All the
p-values were arranged in a 2353 by 24310 matrix. Then the minimum p-value across
all gene sets for each permutation was obtained. These 24310 minimum p-values
provide a reference distribution for the smallest p-value under the null hypothesis of
no treatment dierence. We can declare signicant any p-value that is no larger than
the 0.05 quantile of the reference distribution. We then enforce logical consistency in
accordance with the DAG by adjusting results using the bottom-up strategy so that all
ancestors of signicant nodes will also be declared signicant. We also considered the
potentially more powerful step-down min-p method but obtained results identical to
the one-step approach in all 20 simulated datasets; for detail of the step-down version
of the min-p method, see Westfall and Young (1993).
We also considered other potentially useful methods in our simulation study, but
all other methods were ultimately excluded. For example, a variant of the bottom-
up procedure is to apply Holm's method to all the nodes and reject the ancestors of
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rejected nodes. We call this procedure the global-up procedure. This variant does not
tend to work well when the number of nodes is large, as in the case of a GO DAG.
Because the threshold for signicance controlling FWER at 0.05 level is smaller than
the smallest p-value, this would lead to no rejections for all the simulated samples.
The global-up procedure can have better performance than the bottom-up procedure
when the graph size is small, but it is useless in our simulations. Another example is
the top-down procedure, which is too computationally prohibitive to use for a large
graph. Another option is Goeman's focus level method, but this approach depends
heavily on the choice of a focus level that we have no basis for choosing.
As shown in Table 4.2, both FWER-controlling methods exhibited excellent per-
formance with regard to type I error control. No type I error was made by either of
the FWER-controlling methods across all 20 simulated datasets. The min-p procedure
was superior to the bottom-up procedure with respect to power for all 20 simulated
datasets. The HMT and HMM method exhibited far more power than either of the
FWER-controlling methods, often identifying more than twice as many true positive
results at the cost of very few additional false positives. Even for simulated dataset 12
where the HMT procedure arguably performed worst, we believe that many scientists
would prefer the HMT results to those obtained using the procedures that control
FWER. For this case, the HMT method found more than 2.8 times the number of
truly dierentially expressed categories that were identied by the better of the com-
peting FWER procedures (603   54 = 549 versus 192). The cost for the additional
357 discoveries in this worst case was 54 type I errors. In all cases, our HMT method
included all the discoveries that were made by the two FWER-controlling methods
except one made by the min-p method in the 6th dataset and 25 by the min-p and
bottom-up procedures in the 14th dataset.
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Table 4.2: Number of rejections and false positives across 20 simulated datasets for
the proposed HMT method, HMM method, bottom-up method and min-p method.
R denotes # of rejections; V denotes # of false positives.
HMT HMM bottom-up min-p
Dataset R V R V R V R V
1 543 4 495 0 135 0 189 0
2 509 5 428 1 161 0 195 0
3 467 5 343 0 180 0 212 0
4 573 7 436 3 167 0 188 0
5 516 0 397 0 161 0 166 0
6 459 18 361 10 148 0 204 0
7 358 3 340 4 148 0 176 0
8 358 8 360 9 148 0 159 0
9 567 25 466 11 182 0 218 0
10 661 32 585 24 161 0 185 0
11 318 1 336 2 127 0 130 0
12 603 54 498 32 182 0 192 0
13 260 0 260 0 148 0 170 0
14 338 0 403 0 179 0 200 0
15 462 26 384 6 182 0 197 0
16 684 55 562 31 171 0 190 0
17 381 6 364 6 187 0 207 0
18 611 30 478 16 133 0 169 0
19 377 0 274 0 182 0 196 0
20 395 18 346 3 158 0 191 0
Because dierent methods use dierent error rates, it is important to examine the
trade-o between sensitivity and specicity in each case. To allow a fair comparison
and further illustrate the advantage of the newly developed HMT method, we used
receiver operating characteristic (ROC) curves in Figure 4.2 to compare the HMT
method with the other three methods and a method based only on p-values. The
latter method rejects the GO DAG nodes by their p-value in an ascending order
without regard to graph structure.
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To draw the ROC curves, we arranged the GO DAG nodes in the order they would
be rejected according to each procedure and then plotted the true positive rate versus
false positive rate as the number of rejections increased. Assume that the GO DAG
nodes are numbered in such way that an ancestor node always has a smaller index
than any of its descendant nodes. For the min-p procedure, the rejections happen in
the following order. We nd the GO DAG node with the smallest p-value among the
nodes that have not been rejected, and then this node and all its ancestor nodes are
rejected in an increasing order of their indexes such that an ancestor node is always
rejected before any of its descendant nodes is rejected. The above step is repeated until
all the nodes are rejected. Rejecting an ancestor node before any of its descendant
nodes is a sensible thing to do in the context of testing the null hypotheses in (4.1) on
a GO DAG because a necessary condition for a descendant node to be DE is that all
its ancestor nodes are DE. This ancestor-rst rejection strategy is a good way to use
the structural information of the GO DAG, and all methods except the p-values only
procedure use this strategy. Note that the HMT and HMM methods use this strategy
implicitly because an ancestor's PDE or PPDE is guaranteed to be larger than that of
any of its descendants by the Markov model and the conversion processes in (4.2). It
is easy to see that the global-up procedure will have exactly the same rejection order
as the min-p procedure, and arguably this rejection order is the best one that can be
achieved based solely on the p-values and structural relationship information of the
original GO DAG.
It is clear from Figure 4.2 that the bottom-up procedure is better than the p-values
only method because the p-values only method doesn't use GO DAG structural infor-
mation at all. The min-p procedure is superior to the bottom-up procedure because it
is not conned to testing only leaf nodes. The performance of HMT and HMM meth-
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ods are close to each other with HMT slightly better. They both are superior to the
min-p procedure because they more fully utilize the GO DAG structural information
by modeling the whole GO DAG. Thus, the power advantage exhibited in our Table
4.2 simulation result was not simply a consequence of diering error control criteria.
In related work under a hidden Markov model, Sun and Cai (2009) proposed a statis-
tic, the local index of signicance (LIS), that incorporates the underlying dependence
relationship among null hypotheses, and showed that the procedure using the LIS is
more powerful than the FDR control procedure that is based only on the p-values.
The denition of PDE is closely related to the LIS, and thus, it is not surprising that
the HMT method is superior to the p-values only method. It is somewhat remarkable
that our method outperformed the min-p procedure, whose rejection order is opti-
mal among all the procedures that use only p-values and structural information of
the original DO DAG. Thus, by modeling the structural dependence among the null
hypotheses, the HMT and HMM methods turn the restrictions on the GO DAG into
information and are superior to methods that simply ignore the information or meth-
ods that passively obey the restrictions. In summary, our HMT method was better
able to distinguish DE gene sets from equivalent expressed gene sets for all relevant
signicance thresholds.
4.5 Application and Discussion
Our HMT method was applied to a large-scale expression quantitative trait loci
(eQTL) dataset collected by West et al. (2007). The dataset contains 211 recombi-
nant inbred lines (RIL) of Arabidopsis thaliana, a model organism in plant genetics.
Each RIL was measured on two biological replicates, and a total of 422 Aymetrix
ATH1 GeneChips were used. Each GeneChip measures 22,810 genes of Arabidopsis
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Figure 4.2: ROC curves for the HMT, HMM, min-p, bottom-up and p-values only
methods.
thaliana. The microarray dataset can be obtained at http://elp.ucdavis.edu. Mi-
croarray measurements were normalized using the robust multichip average (RMA)
method (Bolstad et al., 2003). The measurements of the two biological replicates were
averaged to give a single transcript measurement per gene and RIL.
These 211 RILs are part of a population of 420 RILs that were genotyped by
Loudet et al. (2002). The 420 RILs were the result of crossing between two ge-
netically distant ecotypes, Bay-0 and Shahdara. A set of 38 physically anchored
microsatellite markers was measured for each RIL; the genotype at each marker ei-
ther comes from Bay-0 or Shahdara. The marker genotype data can be found at
http://dbsgap.versailles.inra.fr/vnat/Documentation/33/DOC.html.
Using version 2.2.13 of the ath1121501.db Bioconductor package, 2031 unique non-
empty GO terms from the biological process ontology were identied. The p-values
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Figure 4.3: PDEs of GO term \GO:0006549" across markers.
for the gene sets corresponding to the GO tree nodes were computed using Goeman's
Global Test method (Goeman et al., 2004). For each of the 38 markers, the HMT
method was carried out to calculate the PDEs for the GO terms.
The results associated with Figure 4.3 illustrates why our HMT method is more
powerful than the sequential FWER controlling top-down procedure. PDEs of GO
term \GO:0006549", isoleucine metabolic process, were plotted against markers. It
is evident that there is a eQTL for the gene set near marker 17 and 18. The larger
p-value for the GO term at the two markers is 2.2e-11, which is remarkably small. On
the other hand, one of its ancestor GO terms, \GO:0009082", has p-values of 0.30 and
0.12 at the two markers. If the top-down procedure were used, the highly signicant
GO term \GO:0006549" would never be tested even at FWER level 0.1.
Our HMT method has been shown to be superior in classifying DE and EE nodes
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to other existing methods. We also suggest practitioners to use any FWER control
method as a rst step. If the FWER method declares that no gene set is DE, then
we stop and reject nothing. Otherwise, our HMT method can be applied. This added
step will provide weak control of FWER, i.e., control of FWER when all the null
hypotheses are true. Note that none of the results in our paper would change with
this modication.
In summary, our HMT method provides a more powerful and sensible solution to
testing gene sets on the GO DAG over the existing sequential methods. The improved
power comes from the method's ability to borrow information throughout the GO
DAG structure. The HMT method is also more computationally ecient than the
HMM method proposed by Liang and Nettleton (2010). Thus, the HMT method is
both powerful in inference and ecient in computation and is well-suited for computa-
tionally intensive applications and practitioners with limited computation resources.
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CHAPTER 5. Summary
5.1 Conclusion
This dissertation explored important issues of adaptive multiple testing problems.
In Chapter 2, we showed that a class of dynamic adaptive procedures provides con-
servative point estimations for the proportion of true null hypotheses (0) and FDR.
These procedures are truly adaptive procedures because of their ability to adapt to the
data when estimating 0. Thus, the dynamic adaptive procedures oer a solution to
the problem of choosing the tuning parameters for adaptive procedures. In Chapter 3,
we discussed important issues of gene set testing, which are commonly used in biolog-
ical research, and the related multiple testing problems. We developed new methodol-
ogy based on a hidden Markov model to test multiple gene sets of the Gene Ontology.
Our method not only honors the logical relationships among the null hypotheses but
also uses them to achieve more powerful results than other existing methods. In a
sense, our method is able to adapt to dependences among null hypotheses to make
better inference. In Chapter 4, we developed a more computationally ecient method
to implement our hidden Markov methodology.
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5.2 Future work
5.2.1 Dynamic Adaptive FDR Control Procedure
In Chapter 2 we showed that a class of dynamic adaptive procedures provides
conservative point estimation for FDR. Although it has been shown in the literature
that conservative FDR estimation is closely related to FDR control, our result does
not directly translate to the control of FDR. Thus, we should try to prove that at least
some subset of this class of procedures control FDR. Furthermore, the right-boundary
procedure enjoys both nite sample and asymptotic properties, but the selection of
optimal number of histogram bins is still unsettled.
5.2.2 Direct Inference on the GO DAG
The hidden Markov model was originally proposed on the GO DAG. We trans-
formed the GO DAG into a GO tree in Chapters 3 and 4 mainly for computational
reasons. As commented by one reviewer to our paper, it is somehow wasteful to not
use the original GO DAG structure. The exact inference on the GO DAG is not
computationally feasible, but some approximation may be attempted without the tree
transformation. Furthermore, even the hidden Markov model on the original GO
DAG has its drawback. In particular, we assumes the conditional independence of
the p-values given their states. However, p-values of the gene sets that share genes
are correlated even after conditioning on their corresponding states. That is, to more
realistically model the p-values or some other statistics corresponding to the gene sets,
we could drop the conditional independence assumption. It is always a challenge to
strike a balance between the model complexity (accurate approximation to reality)
and our ability to compute/estimate a model.
