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Chapter 1
Introdution
Muere lentamente quien no voltea la mesa
uando está infeliz en el trabajo,
quien no arriesga lo ierto por lo inierto
para ir detrás de un sueño,
quien no se permite por lo menos una vez en la vida,
huir de los onsejos sensatos.
Pablo Neruda
The understanding of the appearane of lassial behavior in quantum mehanis is an
issue of fundamental relevane. In partiular, in the beginning of the 80's, many questions
arose about fundamental quantum-mehanial arguments onerning the reoniliation be-
tween the mirosopi level desription of nature and the marosopially observed phe-
nomena [1, 2, 3℄. It has beome lear that dissipation plays an important role on quantum
phenomena, whih ould be seen in observables desribing marosopi states like maro-
sopi quantum tunneling and quantum oherene.
Dissipation is the onsequene of an interation between the system upon analysis and
an environment whih an be thought of as onsisting of innitely many degrees of freedom.
In a wide sense, the oupling to an environment an be thought as a ontinuous measuring
proess leading to a destrution of phase orrelations. Dissipation proesses are to be
understood rst, in order to provide, if required, further deoherene ontrol shemes. An
important footstep to allow experimental investigation of deoherene mehanisms was the
realization of mirometer-sized objets like the radio-frequeny superonduting quantum
interferene devie (rf-SQUID) [4℄. Reently, due to their salability and to the ease to
experimentally ontrol their parameters, other superonduting devies as the ux-qubit [5℄
or the Cooper-pair box [6, 7℄ have beome attrative systems to explore quantum oherene
on a fundamental basis and as possible basi unit (quantum-bit or qubit), for future quantum
omputers [8℄. A short overview about quantum omputation is addressed in the following
Setion, where the fundamental issues of this new promising researh eld are reviewed.
A widely used model to desribe environmental eets is the so-alled Ullersma-Zwanzig-
Caldeira-Leggett model [2, 9, 10℄, whih treats the reservoir as omposed by harmoni osil-
lators. An ubiquitous system where to explore the eets of the environment on tunneling
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onsists of a partile in a double-well potential with an energy barrier whih separates two
energetially degenerate minima. In an idealized system, the barrier an be oherently tra-
versed by the quantum mehanial partile (oherent tunneling). The situation is however
dierent in the real ase, where the system experienes the inuene of the external thermal
bath, whih auses deoherene and dissipation in the quantum system.
In this work we onsider a bilinear oupling between the bistable system of interest and
the bath, modeled as an ensemble of harmoni osillators. Then the bath degrees of freedom
an be exatly traed out by making use of the real-time path integral tehnique whih uses
the Feynman-Vernon formulation as a starting basis [11℄. In the so obtained redued density
matrix (RDM) the environmental inuene enters through non-loal in time orrelations
among tunneling transitions between two wells or vibrational relaxation proesses within
one well. This proedure is illustrated in Chapter 2 of this work.
The spetrum of a symmetri double-well potential onsists, for energies below the bar-
rier, of a ladder of tunneling doublets. The doublets are well separated by large interdoublet
energy gaps with magnitude of the order of the harateristi lassial osillation frequeny
in a well, typial of a vibrational relaxation proess, and usually muh larger than the
tunneling splittings.
In order to investigate the inuene of an environment on quantum oherene, a om-
monly used approximation is to onsider low enough temperatures, suh that the spatially
ontinuous bistable potential an be restrited to the lowest energy doublet, i.e. to a simple
two-state system. This is the situation onsidered in the Chapters 3 and 4 of this work,
where the bistable potential is approximated as a two-level system (TLS) interating with
a harmoni reservoir, resulting in the so-alled spin-boson problem [1, 12℄. Common ap-
proximations to desribe the spin-boson dynamis are either perturbative in the tunneling
splitting or in the oupling to the bath. Suh shemes are known as Non-Interating Blip
Approximation (NIBA) [12, 13℄ and Weak-Coupling Approximation (WCA) [14, 15, 16℄,
respetively. The limit of validity of these approximation shemes, however, is not learly
dened. In Chapter 3, we develop a novel interpolating sheme whih we all Weakly-
Interating Blip Approximation (WIBA), being able to desribe the spin-boson dynamis
over the whole range of parameters for a wide lass of spetral densities. In partiular, a
good agreement between the WIBA preditions and those of the ab-initio Quasi-Adiabati
Path-Integral Propagator method (QUAPI) [17℄ is found for an Ohmi environment.
In Chapter 4, we onsider the ase of bosoni environments with internal resonanes.
This turns out to be neessary to predit the dynamis of a realisti ux-qubit, where a
TLS is read-out by a d-SQUID used for detetion whih itself experienes a harmoni
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bath [5, 18, 19, 20, 21℄. By performing a weak-damping approximation (WDA) on the
NIBA kernels for a symmetri two-state system, we obtain an analytial solution for the
populations dierene being able to desribe the eets of the entanglement between the
qubit and its detetor.
When inreasing the temperature, however, approximating the bistable potential as a
two-state system is invalid sine higher lying energy levels an beome thermally populated
[22, 23, 24, 25, 26, 27, 28, 29℄, and therefore in the regimes of temperatures and oupling
strengths where their population is not negligible [22, 23, 24, 30, 31, 32℄ a leakage (i.e. loss
of population) ours in the two lowest-lying states.
In Chapter 5 we generalize the results of Refs. [28, 29℄, where the so-alled generalized
Non Interating Cluster Approximation (gNICA) was performed, being able to reprodue
the fully inoherent dynamis for large enough damping and/or temperatures. However,
where the typial vibrational relaxation frequeny, i.e. the transition between the doublets,
is larger than the temperature, gNICA fails and a new theory is needed. In the mentioned
Chapter, we develop an analytial analysis for the dynamis in a bistable potential in the
presene of a stati external bias interating with a thermal dissipative environment. In
the regime where the temperature is still larger than the typial tunneling frequeny, the
bath indued orrelations among tunneling path elements an still be treated within the
gNICA, whereas we retain bath-indued orrelation among vibrational relaxation events.
We nally obtain a generalized master equation for the diagonal elements of the redued
density matrix, where the dynamis intra-well is separated by the inter -well transitions.
In the remaining of this Chapter, we present some overview of quantum omputing,
followed by a short review of experimental works on dissipative bistable systems whih
onstitute the motivation for this work.
1.1 Overview on quantum omputation
Quantum omputers oer the wonderful promise of solving ertain problems whih are
beyond the reah of any lassial mahine. However, the experimental realization of a
quantum omputer represents a big hallenge, beause it requires the ability to initialize,
oherently manipulate and measure individual quantum systems.
In lassial omputers, information is stored and proessed in the proessors, usually
realized with silion, whih work on binary ode in order to reah high-speed performanes.
Information is stored in bit sequenes, whih are onstituted by 0's and 1's. As a onse-
quene, any physial system with two possible states an be used to represent a bit. For
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example, we an enode information into the spin of an eletron (up/down), the polarization
of a photon (horizontal/vertial), two energy levels of an atom (ground/exited state), and
so on.
If these two-level systems behave quantum-mehanially, information an also be stored
in a "superposition" of the two basis states,
|Ψ〉 = cos θ|0〉+ eiϕ sin θ|1〉 , (1.1)
yielding additional omputation hannels. In some sense, this means that suh a quantum
bit or qubit an assume the values 0 and 1 at the same time. Therefore, we annot desribe
the state of n qubits via n omplex numbers only, but we need to speify 2n − 1 of them.
This means that the desription of quantum systems beomes exponentially omplex in the
number of partiles.
A speial feature of quantum omputers arises from the superposition property. In fat,
applying a logi gate to the state vetor desribing a olletion of n qubits amounts to
apply in one single proess the gate to eah qubit simultaneously. In other terms, if the
gate ats on the j-th qubit as g(|j〉), the result of the appliation of the gate to a generi
superposition of n states
|Ψ〉 =
∑
ik={|0〉,|1〉}
αi1,...,ik,...,in |i1, . . . , ik, . . . , in〉 (1.2)
is g(|Ψ〉), namely
g(|Ψ〉) =
∑
ik={|0〉,|1〉}
αi1,...,ik,...,ing (|i1, . . . , ik, . . . , in〉) . (1.3)
Thus, in the end a n-qubit omputer an perform 2n omputations at the same time (quan-
tum parallelism). This suggests that the omputational apability of a quantum omputer
inreases exponentially with its size, as David Deutsh already stated in 1985, unlike a
lassial omputer whih sales only linearly.
However, one the qubits states are measured, the results will always be either 0 or 1 for
eah qubit, even if it was a superposition of 0 and 1 before the measurement. Thus, although
2n parallel omputations are performed, only one of the orresponding output values will be
in fat measured. Moreover, most measurement proesses are destrutive, whih means that
the state of the qubits, one projeted onto one of the possible eigenvalues and therefore read
out, is lost. A further measurement would require the qubit to be again initialized. This
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aets of ourse the eieny of the quantum omputer. There are, however, measurement
proesses whih are made in a nondestrutive way (non-demolition measurements).
Although after the measurements only one result is obtained, speial quantum algo-
rithms are able to solve relevant problems in exponentially fewer steps than is possible las-
sially. The best-known quantum algorithm is Peter Shor's 1994 algorithm for eiently
nding the prime fators of large integer numbers. The time needed on a lassial omputer
to deompose a large number into its prime fators is thought to inrease exponentially with
the length of the number. This statement underlies atual ryptographi odes. On a quan-
tum omputer, in ontrast, the time needed for fatoring inreases only polynomially. An
algorithm, invented by Lov Grover in 1996, oers a quadrati speed-up for unsorted searh
problems. Another basi appliation is eient simulation of quantum system, whih an
only be performed on another quantum system like for instane a quantum omputer.
Quantum superpositions survive only for a short time (from µs of optial devies to
ms/s for moleular NMR systems) after they have been prepared: due to interations with
the environment, a qubit in the state (|0〉+|1〉)/√2 will quikly degrade into either |0〉 or |1〉.
Quantum oherene is in fat a fundamental requirement for a usable quantum omputer.
Fortunately, Andrew Steane and Peter Shor in 1996 disovered that it is possible to orret
even the truly random errors aused by deoherene and restore the previous qubit state
by using quantum error orretion. Of ourse, error orretion involves some overhead in
the number of operations and the number of qubits, and this overhead also introdues more
errors. It has been shown that we an orret the errors present in the omputation if the
probability of error per operation is below some threshold, urrently estimated at roughly
1 over 10000. There are so-alled proteted subspaes, i.e. deoherene-free subspaes of the
total Hilbert spae where omputations an be performed without dissipation-aused losses
[33, 34, 35, 36, 37, 38℄. However, for realizing a performant quantum omputer it remains
ruial to understand and ontrol deoherene proesses. Thus, minimizing deoherene
eets is an aspet whih has to be fully implemented in order to avoid using a redundant
amount of qubits and to improve the eieny of a quantum omputer. This is the goal of
the present PhD thesis.
In order to x a universal presription for the realization of a working quantum om-
puter, several statements have been proposed by DiVinenzo [39℄, see Tab. 1.1. Satisfying
these riteria represents a formidable hallenge, as it requires to reonile two oniting re-
quirements: On the one hand, we need aess to the qubits in order to initialize, manipulate
and read out their state, but on the other hand the qubits must be highly isolated from the
environment, suh that they remain oherent for a long time. Hene, understanding and
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1. Salability of physial systems with well-haraterized qubits;
2. Initialization of the qubits to a well-known state;
3. A universal set of quantum logi gates;
4. Read-out of the qubits;
5. Coherene times long ompared to the typial gate duration.
Table 1.1: DiVinenzo riteria for realization of a working quantum omputer.
ontrol of dissipation in realisti qubit systems, been objet of this work, is of outermost
importane.
In the beginning of the following Setion, qubits realizations will be presented in an of
ourse non-exhaustive list, due to the always inreasing number of experiments. There, a
major emphasis is put on the ux-qubits whih an be desribed as bistable systems and
are promising andidates for beoming the future building-bloks of quantum omputing
due to their great salability. In the last part of the Setion, we will also review some of
the reent developments and experiments on multilevel systems whih, together with the
two-state systems, onstitute the basi motivation for my PhD.
1.2 Challenges and reent ahievements for two- and multi-
level systems
1.2.1 Qubits experimental realizations
The dierent systems used to realize the quantum units may have dierent advantages
or tehnial problems. The possible experimental qubits realizations an be lassied in two
main ategories : Those whih involve atomi systems, e.g. atoms in ion traps, atoms in
optial latties, ensemble of nulear spins in liquids, and those based on solid-state systems.
In the latter ase, qubits are e.g. spins of eletrons in semiondutor quantum dots, nulear
spins of donor atoms in a semiondutor, or the persistent urrents in superonduting loops
ontaining Josephson juntions. NMR tehniques have also been widely used to address,
manipulate and ontrol the moleular angular momentum or the nulear spins of moleules,
although suh systems are not very well salable. To mention another important lass
of experiments among others, optial manipulation of photons has also performed several
important footsteps in quantum omputing.
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We intend here not to present a omprehensive review of qubits realizations, but to list
some beautiful experiments with dierent kinds of oneived qubits, in order to obtain a
nal piture of the state-of-the-art of the modern tehniques. A more informative olletions
of proposals and experimental realizations an be found in [40℄.
In partiular, we fous our attention on solid-state systems, whih are supposed to be
salable like onventional solid-state integrated iruits. In ontrast, atomi systems suer
the problem of salability, though oherent on longer times. The existing and proposed
solid-state qubits an be roughly grouped into two ategories, being distinguishable in their
mirosopi or marosopi nature [41℄. The mirosopi ategory entails qubits based on
quantum objets of atomi sale, like eletron-spin based qubits in semiondutor quantum
dots. The marosopi lass inludes all those systems whose state an be haraterized by
the measurement of a marosopi observable, suh as the superurrent arried by Cooper
pairs in ux qubits or harge states in a Cooper pair box, see Fig. 1.1.
Speially, in the following we restrit our attention to the ux qubits, being mesosopi
systems (of typial size 1µm) with superonduting islands onneted via some tunnel
juntions. The harge on eah island and the urrent owing through the juntions exhibit
a quantum mehanial behavior when the sample is ooled at a suiently low temperature
(about 30 mK). The harge and the magneti ux threading the iruit, the latter being
related to the urrents through the juntions, are onjugate variables [42℄. Inoherent
Figure 1.1: The single-Coooper-pair-box used for demonstrating the oherent superposition
of two harge states [6℄.
tunneling of the ux variable through an energy barrier was also observed [43℄. Mirowave
spetrosopy experiments performed on suh strutures show quantized energy levels [43℄.
We notie that big interest in these systems arose already after Leggett's early pro-
posal in 1984 [1℄. There, the hallenge was posed on the experimental demonstration of
a superposition of marosopi quantum states (marosopi quantum oherene). From
the experimental point of view, suitable andidates to explore the marosopi quantum
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oherene, for their salability and ontrol, are the superonduting quantum interferene
devies, i.e. SQUIDs [44, 45, 46, 47, 48, 49, 50, 51, 52℄. The ux Φ threading the SQUID (or
the phase dierene aross the Josephson juntions in the SQUID) desribes the olletive
motion of a marosopi number of quasipartiles and hene exhibits quantum behavior
at aessible temperatures. The equations of motion for the ux dynamis map onto that
of a partile moving (dissipatively) in a bistable potential, the lowest energy states orre-
sponding to the two uxoid states of the SQUID. Transitions between them our only via
tunneling through the potential barrier, when the temperature is low enough. Inoherent
tunneling in a marosopi two-state system [45℄ between two quasi degenerate energy states
loalized in dierent uxoid wells have been demonstrated. In 1999 Mooji and oworkers
Figure 1.2: The ux qubit used for deteting the superposition of marosopi quantum
states [51, 52℄.
[51, 52℄ realized a iruit made of one superonduting loop ontaining three juntions,
the "persistent-urrent ux qubit", in order to minimize the eets of environment. The
small size of the iruit, i.e. of the order 1 µm × 1 µm, allow the qubit to be insensitive
to bakground harges in the substrate and eetively deoupled from their eletrostati
environment. The deoherene time, estimated for this qubit to be more than 1 ms [51℄,
an be made substantially longer than the minimum deoherene time for an individual
juntion iruit. When biased at a ux Φ around Φ0/2 (half a ux quantum, being dened
as Φ0 ≡ h/2e), the qubit's two lowest energy levels orrespond to two lassial states of
opposite irulating d-urrent. If the external ux is far from Φ0/2, the two energy eigen-
states arry a mesosopi superurrent (typially 300 nA) whih ows either lokwise or
antilokwise. If on the other hand Φ = Φ0/2, the energy eigenstates are oherent super-
positions of the two urrent-arrying states and mirowave transitions between those two
levels an be indued, the qubit's state being nally deteted by an indutively oupled
d-SQUID. Further proof that a oherent superposition of urrent states was ahieved was
performed one year later by means of spetrosopi measurements on the system [52℄.
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In another beautiful experiment, the oherent dynamis of a persistent-urrent qubit
has been observed [5℄. In this sample, the three-juntion loop and the detetion SQUID
Figure 1.3: The three-juntion loop and the detetion SQUID share a ommon branh. By
means of mirowave pulses, the quantum state of the qubit an be easily manipulated [5℄.
share a ommon branh as it an be seen in Fig. 1.3. In the experiment, mirowave pulses of
variable length and amplitude were used to oherently manipulate the quantum state of the
loop. The readout by the SQUID was also pulsed and revealed quantum-state osillations
with high delity. Under strong mirowave driving, it was possible to indue hundreds of
oherent osillations. Relaxation times of 900 ns and a free-indution dephasing time of 20
ns were measured.
Friedman et al. [50℄ analogously reported on the realization of a quantum superposition
of marosopi states in an rf-SQUID.
Finally, we wish to reall some ahievements in the experimental fulllement of the
third DiVinenzo riterium, i.e. the requirement of a universal set of quantum logi gates.
A quantum logis an be built using single-qubit operations ('rotations') and two-qubit
Figure 1.4: Two three-juntion superonduting loops are magnetially oupled. A resonant
mirowave pulse indues a quantum NOT gate [56℄.
NOT gates, sine any omputation an be deomposed into a sequene of these basi
gate operations [53℄. This goal has been realized in many physial systems as, among
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others, trapped-ions with individual addressing [54℄, photons by using linear optis [55℄ and
superonduting ux qubits [56℄. In the latter ase, two superonduting loops ontaining
three Josephson juntions are magnetially oupled. By operating the qubits far from their
degeneray points, resonanes between the two qubits are indued that hange the state of
either the rst or seond qubit. The ontrol and the target qubits an be freely hosen,
due to the iruital simmetry. A resonant mirowave pulse indues rotations on the qubits
states and realizes a quantum NOT gate.
1.2.2 Multilevel experimental ahievements
There have been several experiments on dierent dissipative multilevel systems.
As already notied, the ux dynamis in the SQUIDs an be mapped onto that of a
partile dissipatively moving in a bistable potential. When the temperature is high enough,
higher levels annot be negleted and therefore an M -level system is to be taken into a-
ount. Marosopi quantum tunneling of the ux between quantized energy levels in dier-
Figure 1.5: Here the experimental setup (left) and the orresponding SQUID potential
(right) for demonstrating the evidene of marosopi quantum tunneling are shown [46, 50℄.
ent uxoid states of a SQUID has been demonstrated [46℄. These states are marosopially
distint, diering in mean loop urrent by about 6 µA. Five years later, by using the same
experimental setup of Ref. [46℄, Friedman and oworkers [50℄ were able to experimentally
demonstrate a quantum superposition of truly marosopially distint states, namely the
two uxoid states of the SQUID. They produed mirowave photon-assisted tunneling from
the lowest state in the left well (see Fig. 1.5) to one resonant exited state and subsequently
to a right well uxoid state, the transition between the wells being deteted as a hange in
ux by an external magnometer.
Quantum tunneling of magnetization in nanomagnets has also been demonstrated [57℄.
A marosopi sample of moleular magnets onsists of a large number (104 − 1011) of
hemially idential magneti lusters, regularly arranged on a rystal lattie. The single
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moleules have generally a large spin, typially S ≈ 10. Experimentally deteted anisotropy
of suh systems produes a double-well potential with doubly degenerate exited states [58℄.
If the temperature is low enough, the spins an tunnel through the anisotropy barrier. Two
kinds of materials have been investigated by dierent groups: Mn12-aetate [22℄ and Fe8
[23, 24℄. The iron sample has the advantage that the barrier is about three times smaller than
in the manganese, and this enhanes the observed eets of resonant quantum tunneling of
magnetization.
Chapter 2
Real-time path-integral approah for
dissipative bistable systems
Why should we be in suh desperate haste to sueed,
and in suh desperate enterprises?
If a man does not keep pae with his ompanions,
perhaps it is beause he hears a dierent drummer.
Let him step to the musi whih he hears,
however measured or far away. . .
Henry David Thoreau
In this Chapter, we present the model and we introdue the so-alled DV R basis, being
the eigenbasis of the disrete position operator. Then, we are able to get an exat as well as
untratable analytial expression for the redued density matrix, being the starting point
for the approximations we will develop in the ourse of the next Chapters of this PhD thesis.
The system under analysis is suh that the observed variable (i.e. ux through a su-
peronduting ring) an be desribed by a Hamiltonian whih an be mapped onto the one
of a quantum partile with mass M, position operator q and momentum operator p in a
one-dimensional double-well potential V0(q). An external driving bias auses an asymmetry
ε. The orresponding Hamiltonian reads
H0 =
p2
2M
+ V0(q), (2.1)
with
V0(q) =
M2ω40
64∆U
q4 − Mω
2
0
4
q2 − q ε (2.2)
being the asymmetri double-well potential. In the absene of asymmetry (ε = 0), ∆U
denotes the barrier height and ω0 the angular frequeny of lassial osillations around eah
well minimum, loated at q0/2 = ±
√
8∆U/Mω20/2.
The energy spetrum is obtained by solving the time-independent Shrödinger equation
H0|n〉 = En|n〉, n = 1, 2, . . . ,∞.
In the ase of a symmetri potential (ε = 0), the energy spetrum below the barrier
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onsists of a ladder of pairs of energy eigenstates (doublets). The energy gaps within eah
doublet, ∆Ei 's, are usually some orders of magnitude smaller than the inter-doublet energy
gaps and are responsible for the tunneling dynamis between the two wells. The large energy
gaps are of the order of ~ω0, where ω0 is the harmoni osillation frequeny around the well
minima. Any transition whih ours among those largely separated energy eigenstates is
alled vibrational relaxation. In the presene of a stati tilt smaller or omparable with the
doublets' splittings (ε ∼ ∆Ei ), the situation of well separated doublets still applies.
We hoose to model the environment as an ensemble of harmoni osillators [3, 11, 12,
59, 60℄ whih linearly ouple to the system position oordinate q, ending up with a bath
Hamiltonian HB of the form (inluding also the interation between bath and system)
HB =
N∑
j=1
1
2
[ p2j
mj
+mjω
2
j
(
xj − cj
mjω2j
q
)2]
. (2.3)
The whole system is thus desribed by the Hamiltonian H = H0 + HB. In the ase of a
thermal equilibrium bath, its inuene on the system is fully haraterized by the spetral
density [12℄
J(ω) =
π
2
N∑
j=1
c2j
mjωj
δ(ω − ωj), (2.4)
whih redues to a ontinuous spetral density one the number N of harmoni osillators
approahes innity. Throughout this work, we hoose dierent spetral densities whih,
ase by ase, are able to better model the system under analysis.
In order to desribe the system's dynamis, we fous on the time evolution of the redued
density matrix (RDM) ρ(t) = trB W(t), whih we obtain after traing out all bath degrees
of freedom from the total density matrix W(t). The RDM reads in position representation:
ρσf ,σ′f (t) = 〈σf |ρ(t)|σ
′
f 〉
= trB〈σf |Ut,0 W(0)U−1t,0 |σ′f 〉 (2.5)
=
∫
dxf 〈σfxf |Ut,0 W(0)U−1t,0 |σ′fxf 〉, (2.6)
with Ut,0 = T exp
[
− i
~
∫ t
0 dt
′ H(t′)
]
the time evolution operator and T the time ordering
operator; W(0) is the full density operator at the initial time t = 0 and trB indiates the
partial trae over the harmoni bath oordinates xj (here we use the shorthand notation
x ≡ {xj}). The diagonal elements of the RDM are alled populations, whereas the o-
diagonal terms oherenes. We hoose a fatorizing initial ondition, namely at time t = 0
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the full density operator W(0) is expressed as a produt of the initial system density
operator ρ(S)(0) and the anonial bath density operator at temperature T .
The dynamial quantity of interest is then the probability
PR(t) =
∫ ∞
0
dqf ρqf qf (t) (2.7)
of nding the system in the right well at time t if it was prepared in some state loalized in
the right well at time t = 0 as well (with PL we denote the analogue quantity for the left
well).
The regime of high temperatures (~∆Ei < kBT . ~ω0) and strong damping (∆
E
i ≪ γ <
ω0) has been already disussed in [28, 29℄. The rst ondition is onsistent with a multilevel
approah, sine the higher states populations annot be negleted; the seond one aounts
for the fat that the fritional level broadening due to the bath must not exeed the bare
interdoublet spaing, otherwise a quantum treatment is no more required. In this range of
parameters one annot observe quantum oherent osillations in the oupation probability
of the right well, sine the damping is suiently strong to suppress them.
We are here mainly interested in the intermediate temperatures regime ~∆Ei . kBT
where one learly sees the presene of damped osillations at short times in the population
behavior. We will disuss further the limits of validity of this theory later on.
2.1 The redued density matrix in the Disrete Variable Rep-
resentation (DV R)
2.1.1 The DV R-basis
Given a partile in a double-well potential, a quantum-mehanial desription would be
inappropriate if the temperature is very large with respet to the energy sale of the system
(kBT ≫ ~ω0). Here, we onsider the opposite regime kBT . ~ω0 and ~∆Ei . kBT where
energy doublets an still be resolved and the lowest M -lying energy eigenstates are largely
populated.
Then, it appears onvenient to trunate the Hilbert spae to the spae spanned by
the M lowest-lying energy eigenstates {|m〉} of the potential. The problem of a spatially
ontinuous double-well potential is then redued to a problem of a nite M -dimensional
system. In this minor Hilbert spae, also the position operator, being the oordinate that
ouples the bare system to the thermal bath, is disretized. Due to the bilinear oupling
between system's and osillators' oordinates (see Eq. (2.3)), it is useful to introdue a
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basis termed DV R (Disrete Variable Representation) [61℄, whih is dened as the basis
whih diagonalizes the system position operator:
〈qµ|q|qν〉 = qµδµν , µ, ν = 1, . . . ,M . (2.8)
Starting from the energy eigenbasis {|m〉}, the DV R states follow from the identity I =∑M
m=1 |m〉〈m| as |qµ〉 =
∑M
m=1〈m|qµ〉|m〉.
We notie that with M = 2 the well-known spin-boson model is reovered. There, the
DVR-basis oinides with the loalized basis {|L〉, |R〉}, whih an be expressed in terms of
the energy eigenstates |m = 1〉 ≡ |g〉 and |m = 2〉 ≡ |e〉 as follows:
 |L〉 = +cos
θ
2 |e〉+ sin θ2 |g〉 ,
|R〉 = +cos θ2 |g〉 − sin θ2 |e〉 ,
(2.9)
where tan θ = ∆ε , and ~∆ being the energy separation of the two levels at zero bias (ε = 0).
For M > 2 we introdue analogously the transition amplitudes (qµ 6= qν)
∆µν ≡ 2
~
〈qµ|H0|qν〉 (2.10)
and the on-site energies
Eµ ≡ 1
~
〈qµ|H0|qµ〉. (2.11)
The frequenies ∆µν 's an take very dierent values, depending on whether they onnet
DVR-states whih lie in dierent wells or within the same well. For example, we all ∆intra
the harateristi frequeny sale assoiated to vibrational relaxation proesses, i.e. to
transitions ourring between DV R-states lying in the same well. ∆intra is related to the
lassial osillation frequeny around the minima, ω0, and is proportional to the separation
between the doublets under the potential barrier.
On the other side, a generi DVR-tunneling event takes plae at a rate ∆inter whih
an be expressed as a linear ombination of the splittings between energy states within
the doublets, i.e. the tunneling splittings. This frequeny aounts in fat for tunneling
transitions whih onnet any DV R-state of one well with another lying in the other well.
In general, the tunneling frequenies are muh smaller than the vibrational relaxation
ones, sine the events of tunneling are quantum proesses, whih are muh less frequent
than the intra-well transitions.
For the spin-boson problem (M = 2), it is ommon to evaluate the dynamis of the
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expetation value of the position operator 〈q(t)〉 whih is related to the quantity
P (t) := PR(t)− PL(t), (2.12)
namely the dierene of populations in the redued density matrix in the DVR-basis, sine
this is the quantity of interest in the experiments. In analogy, for a generi M -level system,
we investigate the deay of the whole population of one well of the bistable potential, for
example the right well. Hene, we dene the quantity of interest to be the sum of the
populations of those DVR-states |qµ〉 whih belong to the positive position eigenvalues qµ,
i.e., those whih are loated at the right hand-side with respet to the origin, where we
assume the potential is 0. In other terms, the integral in Eq. (2.7) is replaed by a sum over
the diagonal elements of the RDM (populations) orresponding to the DV R-states lying in
the right well:
PR(t) =
∑
{µ∈R}
ρµµ(t) . (2.13)
In the ase of a symmetri potential, i.e. ε = 0 in the potential Eq. (2.2), the energy
eigenfuntions our in pairs of symmetri and antisymmetri wave funtions. This means
that the number of states in the system is even and hene half of the position eigenvalues
lies on the left side and the other half on the right side of the origin. As a onsequene,
only M/2 DV R-states are relevant for the population PR(t) of the right well. However, in
the ase of a nite stati asymmetry, nothing general an be said.
2.1.2 Formally exat expression for the redued density matrix
Our assumption of a fatorizing initial ondition and the hoie of the DV R basis allows
us to perform the partial trae over the bath oordinates exatly, see also [29℄. In the end,
we an reast the redued density operator aording to Feynman and Vernon [11℄ as
ρqf ,q′f (t) =
∑
qi
∑
q′i
ρ
(S)
qi,q′i
(t0)
∫ q(t)=qf
q(t0)=qi
Dq
∫ q′(t)=q′f
q′(t0)=q′i
Dq′A[q]A∗[q′]FFV[q, q′] , (2.14)
where the forward (bakward) path integral is over pieewise onstant trajetories q(t)(q′(t))
in whih the system is in the DVR state |qµj 〉 (|q′νj 〉) at time tj . A sketh of these paths is
shown in Fig. 2.1 for a M = 6 level system. In Eq. (2.14), FFV[q, q
′] = exp(−φFV[q, q′]/~)
is the Feynman-Vernon inuene funtional. Unlike the two-level system, for a generi
ontinuous bistable potential the bare system amplitude A[q] an no longer be expressed
in terms of the lassial ation funtional of the system variable q. For our purpose, it is
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Figure 2.1: (Left panel) Shemati representation of the RDM for a M = 6 level system in
the DVR-basis. The two dot-dashed lines delimit the right- and the left-lying DV R-states
in the double well as it would be the ase e.g. for ε = 0. In red a generi path is shown, the
bolded dot denoting the visited states in the RDM spae. (Right panel) The same path is
skethed by means of theta-funtions, the jumps happening at subsequent times t1, . . . , t7.
It is haraterized by three sojourns (time-intervals spent in diagonal states of the RDM),
and two lusters (time-intervals spent between two suessive visits to diagonal states of
the RDM). A luster is denoted blip when the path returns to a diagonal state only after
two VR- or tunneling-transitions.
onvenient to write the inuene phase φFV[q, q
′] in terms of relative oordinates ξ(t′) =
q(t′)− q′(t′) and enter of mass oordinates χ(t′) = q(t′) + q′(t′), yielding
φFV[ξ, χ] =
∫ t
t0
dt′
∫ t′
t0
dt′′{ξ˙(t′)S(t′ − t′′)ξ˙(t′′) + iξ˙(t′)R(t′ − t′′)χ˙(t′′)}
+ ξ(t)
∫ t
t0
dt′{ξ˙(t′)S(t− t′) + iχ˙(t′)R(t− t′)}
+ ξ(t0){ξ(t)S(t− t0)−
∫ t
t0
dt′ξ˙(t′)S(t′ − t0)}
+ iχ(t0){ξ(t)R(t− t0)−
∫ t
t0
dt′ξ˙(t′)R(t′ − t0)} . (2.15)
As one noties, the inuene of the environment is in the funtions S(t) and R(t), whih
denote the real and imaginary part, respetively, of the bath orrelation funtion Q(t), i.e.
[12℄
Q(t) = S(t) + iR(t) =
1
π~
∫ ∞
0
dω
J(ω)
ω2
{
coth
~ωβ
2
(1− cosωt) + i sinωt
}
. (2.16)
In our trunated Hilbert spae, the position eigenvalues are disrete values qµj on the
q-axis and generate a grid of states among whih the system performs quantum jumps at
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subsequent times tj .
We need to introdue some symbols and notations. The oordinate (µ, ν) from now on
indiates a generi matrix element orresponding to a generi hoie of q and q′, respetively
(µ holds for the rows and ν for the olumns). The oordinate sequene for a disrete path
is given by a olletion of indexes {µj , νj}, where for example for a horizontal transition in
the RDM the rst index remains onstant, i.e. µjνj → µjνj+1, and for a vertial one it is
the opposite, i.e. µjνj → µj+1νj . The orresponding amplitudes are proportional to the
frequenies ∆j , whih are dened as
∆j = ∆νj+1νj ≡
2
~
〈qνj+1 |H0|qνj 〉 (2.17)
for a horizontal transition, and as
∆j = ∆µj+1µj ≡
2
~
〈qµj+1 |H0|qµj 〉 (2.18)
for a vertial jump. The fator 2 has been extrated in order to have the same onvention
as in the spin-boson problem [12℄. The amplitude to stay in the j-th o-diagonal state from
the time tj to tj+1 reads e
−iǫµjνj (tj+1−tj)
, where
ǫµjνj ≡ Eµj − Eνj , Eµj ≡
1
~
〈qµj |H0|qµj 〉, (2.19)
are the on-site energies in the DV R representation (also alled bias fators).
Upon taking the derivatives of the paths with respet to the time variable, the relative
and enter of mass oordinates read
ξ˙(t′) =
N∑
j=1
ξjδ(t
′ − tj) , (2.20a)
χ˙(t′) =
N∑
j=1
χjδ(t
′ − tj) , (2.20b)
where we introdued paths weights ξj ≡ ξµjνj − ξµj−1νj−1 and χj ≡ χµjνj − χµj−1νj−1 , with
ξµjνj ≡ qµj − q′νj and χµjνj ≡ qµj + q′νj , j = 1, ..., N . For j = 0, we dene ξ0 ≡ ξµ0ν0 and
χ0 ≡ χµ0ν0 .
The time intervals spent by the system in a diagonal state of the redued density matrix
are alled sojourns. They are haraterized by ξ(t) = 0 and χ(t) 6= 0. On the other side, the
time intervals when the system is in an o-diagonal state are termed lusters and are suh
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that in general ξ(t) 6= 0 and χ(t) 6= 0. This is a main dierene from the spin-boson problem
[3, 12, 62℄ where the o-diagonal states (blips) are in general haraterized by ξ(t′) 6= 0 and
χ(t′) = 0. By inserting Eq. (2.20) in Eq. (2.15), the inuene phase beomes
φFV[ξ, χ] = −
N∑
l=1
l−1∑
j=0
ξlS(tl − tj)ξj − i
N∑
l=1
l−1∑
j=0
ξlR(tl − tj)χj . (2.21)
After introduing enter of mass and relative oordinates, the double path integral in
Eq.(2.14) transforms into a disrete summation over all possible path ongurations {µj , νj}
in the DV R-basis and an integration over all intermediate times {tj}. Formally,∫
Dq
∫
Dq′ =⇒
∫
Dξ
∫
Dχ =⇒
∫
D{tj}
∑
{µjνj}
, (2.22)
where we have introdued a ompat notation aording to
∫ t
t0
D{tj} ≡
∫ t
t0
dtN
∫ tN
t0
dtN−1 . . .
∫ t3
t0
dt2
∫ t2
t0
dt1 (2.23)
for the time ordered integration over the N transition times tj in the hosen paths.
Thus, olleting all terms we an obtain the dissipative real-time path integral expression
for the diagonal elements of the RDM of an M -level system in the DV R-basis (for t > t0)
ρµNµN (t) = 〈qµN |ρ(t)|qµN 〉 (2.24)
=
M∑
µ0=1
ρµ0µ0

δµNµ0 + ∞∑
N=1
∫ t
t0
D{tj}
∑
{µjνj}
e−i
Pn
j=1 ǫµ2j−1ν2j−1τj
iN
N−1∏
j=0
(−1)δj ∆j
2
exp


N∑
l=1
l−1∑
j=0
ξlS(tl − tj)ξj + i
N∑
l=1
l−1∑
j=0
ξlR(tl − tj)χj



 ,
(2.25)
where we dene τj ≡ t2j − t2j−1 and indiate with µ0 and µN the initial (whih we assume
diagonal) and the nal RDM state, respetively. Moreover, it holds δj = 0(1) for a horizontal
(vertial) jump [29℄ (we an easily dene its ontribution as (−1)δj ≡ δµj+1,µj − δνj+1,νj ).
The path integral in Eq. (2.25) is given in its most general form and is formally exat .
It onstitutes the expression from whih to start in order to derive the generalized master
equation and hene the full dynamis as well as the deay rates.
In the ase of a two-level system (M = 2), Eq. (2.25) redues to the well-known ex-
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pression for the (driven) spin-boson problem [3, 12, 62℄. There, the problem simplies sine
the path weights during the time evolution an only assume two values, orresponding to
the two states loalized in the left and in the right well of the potential. This means that
the path ips between a sojourn and a blip at eah jump, and hene the spin-boson path
integral assumes the form of a power series in the tunneling splitting ∆ ≡ E2 − E1 of the
two lowest levels. This is not neessarily the ase for a generi M -level system where a path
an visit many o-diagonal states before ending in a diagonal state. Suh a path beomes
however less likely the longer it remains o-diagonal as a onsequene of damping.
In the following two Chapters, we will restrit our analysis to a two-level system inter-
ating with an unstrutured and a strutured bath, respetively. In Chapter 5, the M -level
dynamis is nally onsidered. Though exat, the expression (2.25) is too intriate to allow
for a losed form solution. Hene, approximation shemes are developed in order to get
rid of negligible interations upon spei regimes of parameters, whih an allow us to
analytially desribe the dynamis.
Chapter 3
Spin-boson dynamis: An
interpolating approah for weak to
strong dissipation
Do not follow where the path may lead.
Go instead where there is no path
and leave a trail.
Ralph Waldo Emerson
Many physial and hemial two-level systems (TLSs) suer the inuene of external
environments whih ause deoherene eets [12, 13, 63℄. Eletron and proton transfer
reation in ondensed phases [64, 65℄, tunneling phenomena in ondensed matter physis
[4, 66℄, or two-level atoms in an optial avity [67℄ are some very well known situations
suseptible to lak of oherene.
The spin-boson model, where the TLS is bilinearly oupled to a bath of harmoni osil-
lators, is ommonly used to quantitatively desribe some aspets of the dissipative dynamis
of the above mentioned systems.
To date, the spin-boson model has been mostly desribed within two main approxima-
tion shemes, eah desribing dierent regimes of temperature and oupling strength to the
thermal bath. One main road of approximation is based on an expansion to leading order
in the tunneling frequeny ∆ (see (3.2) below), yielding the so-alled noninterating-blip
approximation (NIBA) [12, 13, 68℄. Equations of motion for the dynamial quantity P (t)
dened in Eq. (2.12) equivalent to the NIBA were also obtained using projetion operator
tehniques [69, 70, 71℄. The NIBA equations are easily solved numerially and yield ana-
lytial solutions in speial ases [12, 13, 63℄. However, for a biased TLS they an be only
used in the regime of high temperatures and/or strong frition. An improvement to the
NIBA has been performed for a super-Ohmi bath, in the regime of strong oupling [72℄.
A more rened model, whih yields nononvolutive dynamial equations, is the so-alled
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interating-blip hain approximation IBCA [73℄, whih retains the nearest-neighbour blip-
blip and blip-sojourn orrelations. This model is known to give better results than NIBA
in the moderate-to-strong damping regime.
In the range of weak oupling and low-temperature, however, the above mentioned
shemes fail to properly desribe the dynamis of a biased TLS, e.g. a symmetry breaking
at zero temperature even for vanishing asymmetries is predited. In this regime, path-
integral methods [14, 15, 74℄ as well as the Bloh-Redeld formalism [16℄ are used, where an
expansion to lowest order in the oupling strength between system and bath is performed.
Both methods have been shown to yield the same dynamis for weak Ohmi damping [75℄.
Reently, the spin-boson dynamis at low temperatures and very weak oupling for
Ohmi damping within the lowest-order Born approximation and its next-order orretions
has been explored [39℄.
To date, only numerial theories [17, 76, 77, 78, 79℄ an provide a desription of the
TLS dynamis, being apable to smoothly math between the high and the weak-oupling
regimes. However, ab-initio alulations an beome ostly if the regime of low temperatures
or the long time dynamis are investigated.
In this Chapter we propose a novel approximation sheme, whih we all weakly-interating
blip approximation (WIBA), apable to bridge between the weak-oupling and strong-
oupling theories. It is based on the observation that bath-indued orrelations among
blips and between blips and sojourns are intrinsially weak. Thus, in the WIBA, those
orrelations are inluded up to rst order only. As in the NIBA, the time evolution of the
population dierene P (t) is given by the general master equation (GME) (t ≥ 0)
P˙ (t) = −
∫ t
0
dt′[Ka(t− t′)−W (t− t′) +Ks(t− t′)P (t′)] , (3.1)
where the irreduible WIBA kernels Ks and Ka are, respetively, symmetri and antisym-
metri with respet to an external bias ε. The kernelW aounts for the initial preparation.
As disussed below, suh kernels are neither perturbative in the tunneling matrix ∆ nor in
the TLS-bath oupling, see Eqs. (3.66), (3.64) and (3.67).
Sine the inter-blip and blip-sojourn orrelations beome negligible at high temperatures
or large system-bath oupling, the WIBA well mathes the NIBA preditions in this regime.
On the other hand, at low temperatures and ouplings suh orrelations, negleted in the
NIBA, beome essential to properly desribe the dynamis. In this limit, WIBA perfetly
agrees with the preditions of the weak-oupling theories. Finally, in the intermediate
oupling and temperature regime where the perturbative approahes fail, the WIBA yields
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a good agreement with preditions of ab-initio alulations.
The Chapter is organized as follows: In Se. 3.1 we introdue the well-known spin-
boson model. Then, in Se. 3.2, starting from the path-integral expression for the RDM
derived in Chapter 2, we disuss an exat series expression for the expetation value of
the system oordinate P (t). Sine the exat expression is very nontrivial, the following
Setions are dediated to some approximation shemes. In Se. 3.3, an extended version
of the familiar non-interating blip approximation (extended -NIBA) is presented. There we
derive a presription to alulate the kernels entering an equation of the form (3.1). Se. 3.4
nally ontains a major ndings of this Chapter. There we introdue the WIBA, whih is
able to bridge between the weak and strong oupling regimes within the same theory. The
WIBA kernels entering (3.1) are found in analytial form. A omparison with preditions
of ab-initio Quasi-Adiabati Path-Integral (QUAPI) alulations [17℄ shows that the WIBA
overs a wide spetrum of parameters and onstitutes an interpolation between the NIBA
and weak-oupling approximation shemes.
3.1 The spin-boson model
In this Setion, the spin-boson model is shortly reviewed, and the dynamial variables
of interest are dened. To start, we onsider the pseudo-spin Hamiltonian in the "loalized
basis" {|L〉, |R〉},
Hˆ0 =
~
2
[εσˆz −∆σˆx] , (3.2)
with σˆz and σˆx the Pauli matries and ~∆ the energy separation of the two levels at
zero bias (ε = 0) whih aounts for the tunneling dynamis. Thus, we an interpret σˆz
as a "position" operator suh that 〈L|σz|L〉 = −1 and 〈R|σz|R〉 = +1. The loalized
representation {|L〉, |R〉} and the energy representation {|g〉, |e〉}, with |g〉, |e〉 ground and
exited states, respetively, are related by Eq. (2.9).
We hoose to model the environment as an ensemble of harmoni osillators [13, 12,
3℄ whih linearly ouple to the system "position oordinate" σz, ending up with a bath
Hamiltonian HB of the form, inluding also the interation between bath and system, given
in Eq. (2.3). The whole system is thus desribed by the well known spin-boson Hamiltonian
H = H0 + HB. In the ase of a thermal equilibrium bath, its inuene on the system is
fully haraterized by the spetral density, whih beomes a ontinuous funtion one the
number N of harmoni osillators approahes innity. Throughout this Chapter, we hoose
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spetral densities with power-law behavior at low frequenies, i.e. (s > 0)
G(ω) = 2δsω
1−s
ph ω
se−|ω|/ωc , (3.3)
with δs being a dimensionless oupling parameter, ωph a harateristi phonon frequeny,
and ωc the bath ut-o frequeny whih is taken to be the largest frequeny in the model.
Thus, this lass enompasses the ommonly onsidered Ohmi spetrum with exponential
uto G(ω) = 2αωe−|ω|/ωc , with α = δ1 being the so alled Kondo parameter of the TLS.
The spin-boson spetral density G(ω) dened here is related to the spetral density of
the ontinuous model J(ω) dened in Eq. (5.1) through the relation
G(ω) =
q20
π~
J(ω) , (3.4)
and has dimension frequeny now.
As already seen in the Chapter 2, in order to desribe the system's dynamis, we fous on
the time evolution of the redued density matrix ρ(t) = trB W(t). The initial preparation
requires some attention [12℄. One ould distinguish two dierent preparations, aording
to the time when the oupling between system and bath is swithed on, whih we assume
to happen at a time t0 ≤ 0. In the rst one, whih we refer as lass A, the bath is in
anonial equilibrium and the system is being prepared at time t0 = 0 in a ertain state, e.g.
orresponding to σz = +1. Then, the system evolves out of the state before the environment
has relaxed to the shifted equilibrium distribution. This initial preparation is the typial
situation in eletron transfer reations when a spei eletroni donor is suddenly prepared
by photoinjetion [80℄. The other situation, lass B, is when the system has been held for
a long time in a ertain state, e.g. σz = +1, so that the bath had time enough to thermalize
with the system. It orresponds to hoose t0 → −∞. Then, at time t = 0, the onstraint is
released and the system evolves with the spin-boson Hamiltonian. This initial preparation
is performed, e.g. in rf-SQUID devies by a suitable hoie of an external magneti eld.
We shall refer ourselves to the latter initial preparation throughout the work.
In the spin-boson model, the sum over the populations in Eq. (2.13) just redues to the
simple expression
PR(t) = ρσf=1,σ′f=1(t) ≡ ρRR(t) . (3.5)
Hene, the dynamial quantity of interest measured in the experiments, i.e. the expetation
value of the pseudo-spin operator 〈σz(t)〉, beomes P (t) = ρRR(t)− ρLL(t).
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3.2 Real-time path-integral approah to the dynamis
In this Setion we reall the main steps yielding an exat series expression for P (t),
obtained within the path-integral approah.
3.2.1 Inuene funtional and bath orrelation funtion
As we already antiipated, we assume a fatorized initial ondition at time t = 0. For
suh initial ondition, the exat formal solution for the RDM an be expressed in terms
of a real time double path integral over pieewise onstant forward σ(τ) and bakward
σ′(τ) spin paths [12, 13, 63℄ with values ±1, in analogy to Eq. (2.14). Notie that for the
two-state system q = (q0/2)σˆz, the distane between the minima of the two wells being
reabsorbed in the oupling onstant, whih is therefore dimensionless. The eets of the
environment are in an inuene funtional induing non-loal in time orrelations between
dierent path segments. Upon introduing the linear ombinations χ(τ) = [σ(τ)+σ′(τ)]/2,
and ξ(τ) = [σ(τ)− σ′(τ)]/2, the population dierene reads
P (t) =
∫
DξDχA[ξ, χ] exp {Φ[ξ, χ]} , (3.6)
where A is the path weight in the absene of oupling with the bath. A generi double path
η0 = +1
t1 t2 t3 t4 t5 t60 t
blips
sojourns
Figure 3.1: Generi path with 2n = 6 transitions at ip times t1, t2, . . . , t2n. The system is
in an o-diagonal state (blip) of the redued density matrix (RDM) in the time intervals
t2j − t2j−1 (blue online) and in a diagonal state (sojourn) during the intervals t2j+1 − t2j .
Due to the initial preparation, the initial sojourn obeys the onstraint χ0 = +1.
an now be visualized as a single path over the four-states of the redued density matrix,
i.e. the sojourns (χ(τ) = ±1 , ξ(τ) = 0) and the blips (χ(τ) = 0 , ξ(τ) = ±1) [13℄, see
Fig. (3.1). Due to the initial ondition, the path sum runs over all paths with boundary
onditions ξ(0) = ξ(t) = 0 and χ(0) = 1, χ(t) = ±1. Environmental eets are inluded in
the inuene funtional (2.15), with the bath orrelation funtion Q = S + iR being
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Q(t) =
∫ ∞
0
dω
G(ω)
ω2
[
coth
(
~ω
2kBT
)
(1− cosωt) + i sinωt
]
(3.7)
and Qj,k := Q(tj − tk). For the lass of spetral densities onsidered in Eq. (3.3), the
funtions S and R read [74℄
S(t) = 2δsΓ(s− 1)
{(
ωc
ωph
)s−1 [
1− (1 + (ωct)2) 1−s2
× cos [(s− 1) arctan (ωct)]
]
+ (~βωph)
1−s
[
2ζ(s− 1, 1 + κ)
− ζ
(
s− 1, 1 + κ+ i t
~β
)
− ζ
(
s− 1, 1 + κ− i t
~β
)]}
,
(3.8)
and
R(t) = 2δsΓ(s− 1)
(
ωc
ωph
)s−1
× (1 + (ωct)2) 1−s2 sin [(s− 1) arctan (ωct)],
(3.9)
where Γ(z) is the Euler's gamma funtion and ζ(q, z) is the Riemann's generalized zeta
funtion [81℄. Moreover, κ = 1/~βωc beomes important as the ratio kBT/~ωc beomes
large.
Λj,k
Yj,j−1
Xj,k
0 tt1 t2 t3 t4 t5
S2j,2j−1, R2j,2j−1
t6
1
Figure 3.2: Bath-indued non-loal in time orrelations among tunneling transitions. The
interations S2j,2j−1, R2j,2j−1 and Yj,j−1 (intra-dipole and blip-preeeding-sojourn intera-
tions) whih appear in the inuene phase Φintra,bps, f. Eq. (3.10), are symbolized by
the wiggled lines (blue and magenta online, respetively). The double-dashed lines denote
the inter-dipole interations Λj,k, while the bold-dotted lines are the remaining blip-sojourn
interations Xj,k ontained in the inuene phase Φinter, f. Eq. (3.14).
For a generi path with 2n transitions at times tj , j = 1, 2, ..., 2n, one nds ξ˙(τ) =∑2n
j=1 ξjδ(τ − tj) and χ˙(τ) =
∑2n
j=0 χjδ(t− tj). Here is χ0 = 1 due to the initial preparation
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and ξj = ±1, χj = ±1 for j > 0. Beause ξ2j = −ξ2j−1, the inuene funtion in (2.15)
beomes Φ(n) = Φ
(n)
intra,bps+Φ
(n)
inter (Fig. 3.2). The funtion Φ
(n)
intra,bps desribes intra-blip and
blip-preeeding sojourn orrelations, and reads
Φ
(n)
intra,bps = −
n∑
j=1
[
S2j,2j−1 − iξjχj−1Xj,j−1
]
= Φ
(n)
intra +Φ
(n)
bps ,
(3.10)
Φ
(n)
intra = −
n∑
j=1
[
S2j,2j−1 − iξjχj−1R2j,2j−1
]
, (3.11)
Φ
(n)
bps = i
n∑
j=1
ξjχj−1Yj,j−1 , (3.12)
where we split Xj,j−1 = R2j,2j−1 + Yj,j−1, with
Yj,j−1 = R2j−1,2j−2 −R2j,2j−2 . (3.13)
Moreover, the funtional Φ
(n)
inter aounts for inter-blip and blip-sojourns interations
[13, 12℄
Φ
(n)
inter = −
n∑
j=2
j−1∑
k=1
ξjξkΛj,k + i
n∑
j=2
j−2∑
k=0
ξjχkXj,k . (3.14)
The funtion Λj,k ontains the blip-blip interations between the ip pairs {j, k}, while
the blip-sojourn interation Xj,k yields a phase fator. To be denite, for k > 0,
Λj,k= S2j,2k−1 + S2j−1,2k − S2j,2k − S2j−1,2k−1, (3.15a)
Xj,k= R2j,2k+1 +R2j−1,2k −R2j,2k −R2j−1,2k+1, (3.15b)
The orrelations Xj,0 depend on the initial preparation, being of lass A or B [12℄.
3.2.2 Exat series expression for P (t)
The summation over the path histories redues to an expansion in the number of tun-
neling transitions yielding a formally exat series expression for the population dierene
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P (t) [12, 13℄. It reads (here we identify χ2n with χf )
P (t) =
∑
χf=±1
χfJ(χf , t;χ0 = 1, 0) , (3.16)
with the onditional propagating funtion being
J(χf , t;χ0 = 1, 0) = δχf ,χ0 +
∞∑
n=1
∫ t
0
D{tj}
(
−∆
2
22
)n
×
∑
{ξj=±1}
Bn
∑
{χj=±1}′
exp {Φ(n)}
]
,
(3.17)
with Bn ≡ exp
{
−iε∑nj=1 ξjτj}, and where we dened τj ≡ t2j − t2j−1. In (3.17), n ounts
the number of blips and the prime in {χj = ±1}′ means that the sum does not run over
the initial and nal sojourns, sine they are xed. Moreover,
∫ t
0
D{tj} ≡
∫ t
0
dt2n
∫ t2n
0
dt2n−1 . . .
∫ t2
0
dt1 . (3.18)
Performing the summation over the intermediate sojourns, one gets for the population
dierene [12, 13℄:
P (t) = 1 +
∞∑
n=1
∫ t
0
D{tj}
(
−∆
2
2
)n
×
∑
{ξj=±1}
(
F (+)n B
(s)
n + F
(−)
n B
(a)
n
)
,
(3.19)
where B
(s)
n ≡ cos
(
ε
∑n
j=1 ξjτj
)
, B
(a)
n ≡ sin
(
ε
∑n
j=1 ξjτj
)
and
F (+)n ≡ Gn
n−1∏
k=0
cos (φk,n), (3.20a)
F (−)n ≡ Gn sin (φ0,n)
n−1∏
k=1
cos (φk,n) , (3.20b)
with φk,n ≡
∑n
j=k+1 ξjXj,k and
Gn ≡ exp
{
Re
[
Φ(n)
]}
(3.21)
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= exp

−
n∑
j=1
S2j,2j−1 −
n∑
j=2
j−1∑
k=1
ξjξkΛj,k

 . (3.22)
The expression (3.19) is still pratially untratable. Thus, it is neessary to perform
some approximations to desribe the TLS dynamis. Two novel approximation shemes are
disussed in the oming Setions 3.3 and 3.4.
3.3 The extended Non-Interating Blip Approximation
In this setion we want to disuss an improvement to the familiar non-interating blip
approximation (NIBA) [12, 13℄, whih better treats the blip-preeeding sojourns intera-
tions. We all our more rened approximation sheme extended-NIBA (see Fig. 3.3). As
we shall see, as the NIBA, the extended -NIBA enables to reast the series expression for
P (t) into a generalized master equation (GME) of the form (3.1) with kernels of seond
order in the level splitting ∆.
The advantage of the NIBA relies on its extreme simpliity and on its non-perturbative
in the oupling to the bath harater. Hene, the non-interating blip approximation is
a popular approximation sheme. Nevertheless, although it works in the whole regime of
oupling strength and temperatures for a symmetri system, it has some intrinsi weaknesses
in the asymmetri ase (i.e. ε 6= 0) for low temperature and weak oupling. For example,
NIBA predits the unphysial asymptoti limit σ∞z,N = − tanh(~βε2 ), implying a loalization
of the TLS (σ∞z,N = −1) at zero temperature even for vanishing asymmetries.
The limits of validity of the theory are still dim, this approximation holding whenever
the average time spent in a diagonal state (sojourn) 〈s〉 is very large ompared to the
average time spent in an o-diagonal state (blip) 〈τ〉. Within the NIBA, the full inter-
blip orrelations Λj,k and the blip-sojourn interations Xj,k with j 6= k + 1 are negleted
(Φ
(n)
inter ≈ 0). The blip-preeeding-sojourn interations Yj,j−1 in Eq. (3.13) are negleted as
well (see Fig. 3.3a). Hene, Gn ≈ exp
{
Re
[
Φ
(n)
intra
]}
. The expliit form of the NIBA kernel
is given in App. A.
In the following Se. 3.4, we shall introdue a novel approximation sheme, the weakly-
interating blip approximation (WIBA), apable to overome these drawbaks. Before doing
this, however, we need to introdue the extended -NIBA where, as in NIBA, is Φ
(n)
inter ≈ 0, but
the blip-preeeding-sojourn orrelations Yj,j−1 are retained, despite in approximate form.
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Figure 3.3: Generi path and bath-indued orrelations retained in the NIBA (a) and in the
extended -NIBA (b). In both approximations the inter-blip and blip-sojourns orrelations
Λj,k and Xj,k, respetively, whih appear in the inuene phase Φinter (see Eq. (3.10)),
are negleted. Within the extended -NIBA the blip-preeeding-sojourn interation Yj,j−1
(magenta online), whih ontributes to the inuene phase Φbps (see Eq. (3.12)) and is
being negleted in the NIBA, is retained. The rst sojourn is treated dierently, aording
to the initial preparation (here we hoose the preparation of lass B).
3.3.1 Series expression within the extended-NIBA
After performing the sum over the blip indies ξj = ±1 in Eq. (3.19), the extended -NIBA
presription Φ
(n)
inter = 0 yields for the probability dierene PeN(t):
PeN(t) = 1 +
∞∑
n=1
(−1)n
∫ t
0
D{tj}[g(τ1, s0)
+h(τ1, s0)]
n∏
j=2
g(τj , sj−1) ,
(3.23)
where τj := t2j − t2j−1 and sj := t2j+1 − t2j denote the blip and the sojourn lengths,
respetively. The extended -NIBA kernels are dened as
g(τj , sj−1) = ∆2e−S(τj) cos(ετj) cos[Xj,j−1] ,
h(τj , sj−1) = ∆2e−S(τj) sin(ετj) sin[Xj,j−1] .
(3.24)
Remember that Xj,j−1 = R(τj) − R(τj + sj−1) + R(sj−1). The funtions g(τ1, s0) and
h(τ1, s0) expliitly depend on the length s0 of the initial sojourn, and assume a dierent
form for preparation lass A and B.
In the following, we hoose a fatorized initial ondition at time t = 0 with the partile
being held at the site |R〉 (σz = +1) from time t0 = −∞ till t = 0 (lass B), whih amounts
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to onsider s0 →∞. Hene, Eq. (3.24) for j = 1 reads
g(τ1, s0 →∞) = ∆2e−S(τ1) cos(ετ1) cos[R(τ1)] ≡ gN(τ1) ,
h(τ1, s0 →∞) = ∆2e−S(τ1) sin(ετ1) sin[R(τ1)] ≡ hN(τ1) ,
(3.25)
being independent of s0. Notie that gN(τ1) and hN(τ1) oinide with the symmetri and
antisymmetri NIBA kernels, respetively (f. Eq. (A.1)).
Due to the onvolutive struture of Eq. (3.23), it is easier to evaluate the probability dif-
ferene upon Laplae transformation. By exhanging the integration order and performing
some hange of variables, one gets
PˆeN(λ) =
1
λ
+
∞∑
n=1
(−1)n
∫ ∞
0
D∞{τj , sj−1}
× [g(τ1, s0) + h(τ1, s0)]
n∏
j=2
g(τj , sj−1) ,
(3.26)
where Pˆ (λ) ≡ ∫∞0 dt exp [−λt]P (t) = Lt{P (t)} and∫ ∞
0
D∞{τj , sj−1} ≡
∫ ∞
0
dsn
∫ ∞
0
dτn
∫ ∞
0
dsn−1
× . . .
∫ ∞
0
ds1
∫ ∞
0
dτ1
∫ ∞
0
ds0 e
−λ(Pnj=1(τj+sj−1)+sn)
=
∫ ∞
0
dsne
−λsn
×
∫ ∞
0
dξne
−λξn
∫ ξn
0
dτn . . .
∫ ∞
0
dξ1e
−λξ1
∫ ξ1
0
dτ1 ,
(3.27)
with ξj ≡ τj + sj−1 the length of eah blip plus its preeeding sojourn. Let us introdue
the funtions
F (ξj) ≡
∫ ξj
0
dτj g(τj , ξj − τj) , j > 1, (3.28a)
F0(ξ1) ≡
∫ ξ1
0
dτ1 gN(τ1) , (3.28b)
A0(ξ1) ≡
∫ ξ1
0
dτ1 hN(τ1) , (3.28)
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notiing that Xj,j−1 = R(τj)−R(ξj) +R(ξj − τj). Then Pˆ (λ) assumes the form
PˆeN(λ) =
1
λ
+
1
λ
∞∑
n=1
n∏
j=2
[−LξjF (ξj)] (λ)
× {−Lξ1 [F0(ξ1) +A0(ξ1)]} (λ),
(3.29)
where the 1/λ omes from the free last sojourn sn, or equivalently
PˆeN(λ) =
1
λ
− 1
λ
∞∑
n=1
[−Fˆ (λ)]n−1[Fˆ0(λ) + Aˆ0(λ)] (3.30)
=
1
λ
− 1
λ
Fˆ0(λ) + Aˆ0(λ)
1 + Fˆ (λ)
. (3.31)
It is onvenient to introdue the funtions KˆaeN(λ) ≡ λAˆ0(λ), KˆseN(λ) ≡ λFˆ (λ) and
WˆeN(λ) ≡ λ
[
Fˆ (λ)− Fˆ0(λ)
]
. Then Eq. (3.31) beomes
PˆeN(λ) =
1− Kˆ
a
eN(λ)− WˆeN(λ)
λ
λ+ KˆseN(λ)
. (3.32)
3.3.2 Generalized master equation (GME) for the extended-NIBA
Eq. (3.32) an be easily transformed bak to the time domain. We nd
P˙eN(t) = −
∫ t
0
dt′[KaeN(t− t′)−WeN(t− t′) +KseN(t− t′)PeN(t′)] , (3.33)
with extended -NIBA kernels dened as
KseN(t) ≡
d
dt
F (t) := F˙ (t), (3.34a)
KaeN(t) ≡
d
dt
A0(t) := A˙0(t), (3.34b)
Ks0,eN(t) ≡
d
dt
F0(t) := F˙0(t), (3.34)
WeN(t) ≡ KseN(t)−Ks0,eN(t) . (3.34d)
Although the time derivatives (3.34) an be straightforwardly alulated from Eqs.
(3.28), the expliit dependene of the funtion g(τj , ξj − τj) on ξj still implies an inte-
gral form for the funtion F˙ (ξj). An approximate form of F˙ (ξj) an be obtained if we
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observe that the blip length 〈τ〉 is suppressed by the intra-blip interation exp [−S(τ)] in
the integrands of Eq. (3.28) and that the imaginary part of the bath orrelation funtion
R(τ), Eq. (3.9), slightly deviates from a onstant. Hene, we approximate
−R(ξj) +R(ξj − τj) ≈ −τjR˙(ξj) +O[τ2j R¨(ξj)] . (3.35)
Corretions proportional to the seond derivative of R(t) have been negleted. The funtions
g(τj , sj) and h(τj , sj) dened in Eq. (3.24) beome (j > 1)
g(τj , ξj − τj) ≈ g˜(τj , ξj)
:= ∆2e−S(τj) cos(ετj) cos[R(τj)− τjR˙(ξj)] ,
h(τj , ξj − τj) ≈ h˜(τj , ξj)
:= ∆2e−S(τj) sin(ετj) sin[R(τj)− τjR˙(ξj)] ,
(3.36)
the orretions being of order O[τ2j R¨(ξj)]. In partiular, we dene geN(ξj) and heN(ξj) as
geN(ξj) ≡ g˜(ξj , ξj) = ∆2e−S(ξj) cos(εξj) cos[R˜(ξj)] ,
heN(ξj) ≡ h˜(ξj , ξj) = ∆2e−S(ξj) sin(εξj) sin[R˜(ξj)] ,
(3.37)
where R˜(t) ≡ R(t) − tR˙(t). The extended-NIBA kernels, obtained as presribed by Eqs.
(3.34) and (3.35), then read
KseN(t) := geN(t) , (3.38a)
KaeN(t) := heN(t) , (3.38b)
Ks0,eN(t) := gN(t) , (3.38)
WeN(t) := geN(t)− gN(t) . (3.38d)
The irreduible kernel KseN(t) entering the extended -NIBA master equation (3.33) is
shown in Fig. 3.4b. The irreduible NIBA kernel KsN(t), Eq. (A.1a), is depited in Fig.
(a) (b)
1
Figure 3.4: Irreduible kernel K(s)(t) in the NIBA (a) and in the extended -NIBA (blue
online) (b). The extended -NIBA kernel is obtained from the NIBA one by replaing the
funtion R(t) with R˜(t) ≡ R(t)− tR˙(t). Hene, the blip beomes dressed.
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3.4a. As disussed in App. A, within the NIBA an analogous GME as in (3.33) is obtained
where, due to the approximation Φ
(n)
bps = 0, is WN(t) = 0.
The extended-NIBA kernels KseN and K
a
eN dier from the onventional NIBA ones, K
s
N
and KaN, by the replaing of the imaginary part of the bath orrelation funtion R(t) with
the dressed one R˜(t) ≡ R(t) − tR˙(t) (see Fig. 3.4b). At small oupling strength, the
NIBA is reovered, sine blip-preeeding-sojourn orrelations beome negligible. Despite
its simpliity, however, the extended -NIBA already yields an improvement to the NIBA in
the intermediate oupling regime (see Fig. 3.5).
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1
P(
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ext. NIBA
40 60 80
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Figure 3.5: A omparison between the standard NIBA and the extended -NIBA for an Ohmi
bath (s = 1) is shown. The parameters are: α = 0.1 (dimensionless), T = 0.1, ε = 1 (in
units of the tunneling frequeny ∆). One an see that in the hosen intermediate parameter
regime the extended -NIBA oinides with the onventional one at short times. However, it
predits a dierent asymptote from the NIBA one (see inset). Hene, at moderate damping
and temperatures, the blip-preeeding-sojourn orrelations retained in the extended -NIBA
beome important.
3.4 The Weakly-Interating Blip Approximation (WIBA)
To bridge between the strong damping situation desribed by the NIBA and the ex-
tremely underdamped ase we observe that, for spetral densities of the form (3.3), the
blip-blip interation terms Λj,k as well as the blip-sojourn terms Xj,k (k 6= j − 1) are
intrinsially small. Therefore, we propose a novel approximation sheme, whih we all
weakly-interating blip approximation (WIBA). Within the WIBA, the full Φ
(n)
intra,bps is re-
tained as in the extended -NIBA and one expands the inuene funtional exp {Φ(n)inter} up
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to linear order in the blip-blip and blip-preeeding sojourns interations Λj,k and Xj,k (see
Fig. 3.6). Hene,
exp {Φ(n)} ≈ exp {Φ(n)intra,bps}
(
1 + Φ
(n)
inter
)
. (3.39)
In other terms, all ontributions whih involve φk,n (f. Eq. (3.20)) must be expanded up
to rst order in Xj,k, j > k + 2, and Gn ≈ exp
{
Re
[
Φ
(n)
intra,bps
]}(
1 + Re
[
Φ
(n)
inter
])
(f. Eq.
(3.21)). All terms of the order ΛX or higher are negleted. As usual, the rst sojourn and
blip must be treated dierently from the others, aording to the initial preparation.
The inter-blip and blip-sojourns orrelations Λj,k and Xj,k are known to beome essen-
tial to properly desribe the dynamis of a biased TLS at low temperatures [74, 14, 15℄.
Speially, in [15℄ a systemati weak-oupling approximation (WCA) was developed where
all bath-indued orrelations were linearized: exp {Φ(n)} ≈ 1 + Φ(n). It was shown in [75℄
that the WCA exatly mathes results obtained within the lowest-order Born approximation
for weak-oupling to an Ohmi bath.
Λ4,2
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S2j,2j−1, R2j,2j−1
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Figure 3.6: Generi paths and bath-indued orrelations retained in the WIBA. The lin-
earized inuene funtional Φ
(n)
inter yields one single blip-blip orrelation (a) or blip-sojourns
interation (b) for eah path.
Hene, the WIBA onstitutes an improvement of the extended -NIBA on one side and
of the WCA on the other. At high temperatures, where the dipole-dipole interations are
negligible, the WIBA kernels redue to the extended -NIBA ones. By expanding the WIBA
kernels to rst order in δs, the weak damping kernels in [14, 15℄ are reovered.
In ontrast to the extended -NIBA or the weak-oupling approximation, the WIBA has
no small parameter in a strit sense, and it is based on the onsideration that the orrelations
Φ
(n)
inter are intrinsially weak over the whole parameter regime. As we show below, the WIBA
indeed well desribes the TLS dynamis over a wide parameter range.
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3.4.1 Series expression within the WIBA
Let us again start from Eq. (3.19) and apply the WIBA presription. After performing
the sum over the indies ξj = ±1 we then nd
PWIBA(t) = 1 +
∫ t
0
dt2
∫ t2
0
dt1[−(g1 + h1)]
+
∞∑
n=2
(−1)n
∫ t
0
D{tj}
{
(g1 + h1)

 n∏
j=2
gj


+
n∑
l=2

 n∏
j=l+1
gj



−h¯l

l−1∏
j=2
gj

 (g¯1 − h¯1)Λl,1
+ h¯l

l−1∏
j=2
gj

 (g1 + h1)Xl,0


+
n∑
l=3
l−1∑
k=2

 n∏
j=l+1
gj



h¯l

 l−1∏
j=k+1
gj

 h¯kΛl,k
+ h¯l

 l−1∏
j=k+1
gj

hkXl,k−1



k−1∏
j=2
gj

 (g1 + h1)
}
,
(3.40)
=PeN(t) + Pinter(t) , (3.41)
where PeN(t) is the extended -NIBA expression (3.23), while Pinter(t) ontains the ontribu-
tions oming from the linearized inuene funtional exp {Φ(n)inter}, f. (3.39). In (3.40), gj
and hj are the funtions already ourring in (3.23):
gj ≡ g(τj , sj−1) = ∆2e−S(τj) cos(ετj) cos[Xj,j−1] ,
hj ≡ h(τj , sj−1) = ∆2e−S(τj) sin(ετj) sin[Xj,j−1] .
(3.42)
The funtions g¯j and h¯j are analogously dened as
g¯j ≡ ∆2e−S(τj) cos(ετj) sin[Xj,j−1] ,
h¯j ≡ ∆2e−S(τj) sin(ετj) cos[Xj,j−1] .
(3.43)
Notie that gj and g¯j are symmetri in the bias, while hj and h¯j are antisymmetri. In
partiular,
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g1 ≡ g(τ1, s0 →∞) = gN(τ1) , (3.44)
h1 ≡ h(τ1, s0 →∞) = hN(τ1) , (3.45)
f. Eq. (3.25), and analogously for g¯1 and h¯1. To proeed, let us onsider the funtion (for
k > 1)
Σ(l−k+1)s (t2l − t2k−2) ≡
∫ t2l
t2k−2
dt2l−1 . . .
∫ t2k
t2k−2
dt2k−1 h¯l

 l−1∏
j=k+1
gj

[h¯kΛl,k + hkXl,k−1]
(3.46)
entering (3.40), where 2(l − k + 1) denotes the number of tunneling transitions. Upon
introduing the variables ξ ≡ t2l − t2k−2 and ξj ≡ τj + sj−1, Eq. (3.46) assumes the form
Σ(l−k+1)s (ξ) =
∫ ξ
0
dξk
∫ ξ−ξk
0
dξlγh¯l(ξl)f(ξ − ξk − ξl)
× [γhk(ξk)Xl,k−1 + γh¯k(ξk)Λl,k] ,
(3.47)
where γhj/h¯j (ξj) is an operator whih ats on a generi funtion w(τj) as (e.g. let us onsider
the operator γhj (ξj))
γhj (ξj)w :=
∫ ξj
0
dτj h (τj , ξj − τj)w(τj) . (3.48)
In (3.47), the funtion f(s) is given by the expression
f(t2l−2 − t2k) = δ(t2l−2 − t2k)
+
∫ t2l−2
t2k
dt2l−3 . . .
∫ t2k+2
t2k
dt2k+1

 l−1∏
j=k+1
−gj

 . (3.49)
Upon introduing s ≡ t2l−2 − t2k and ξj ≡ τj + sj−1 as in Eq. (3.47), we nd
f(s) = δ(s)
+
∫ s
0
dξk+1
∫ ξk+1
0
dτk+1 [−g(τk+1, ξk+1 − τk+1)]
× . . .
∫ s−Pl−3j=k+1 ξj
0
dξl−2
∫ ξl−2
0
dτl−2 [−g(τl−2, ξl−2 − τl−2)]
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×
∫ s−Pl−2j=k+1 ξj
0
dτl−1

−g

τl−1, s− l−2∑
j=k+1
ξj − τl−1




(3.50)
= δ(s) + p˙
(l−k−1)
eN (s) , (3.51)
where the rst derivative of the onditional probability peN has been introdued. It satises
the symmetri master equation for the extended -NIBA:
p˙eN(t) = −
∫ t
0
dt′KseN(t− t′)peN(t′) . (3.52)
Analogously we an treat the ontributions to Pinter(t) whih depend on the initial
preparation. Speially, we introdue for the ase k = 1 (here ξ ≡ t2l − 0)
Σ
(l)
0,a(ξ) ≡
∫ ξ
0
dξ1
∫ ξ−ξ1
0
dξlγh¯l(ξl)f(ξ − ξ1 − ξl)
× [γg1(ξ1)Xl,0 − γg¯1(ξ1)Λl,1] ,
(3.53)
Σ
(l)
0,s(ξ) ≡
∫ ξ
0
dξ1
∫ ξ−ξ1
0
dξlγh¯l(ξl)f(ξ − ξ1 − ξl)
× [γh1(ξ1)Xl,0 + γh¯1(ξ1)Λl,1] ,
(3.54)
where the operators γgj/g¯j (ξj) at analogously as in (3.48), and f(s) = δ(s) + p˙
(l−2)
eN (s).
As disussed in the Se. 3.3.2, we hoose a fatorized initial ondition at time t = 0,
whih orresponds to set s0 → ∞. This means that in Eqs. (3.53) and (3.54), Xl,0 =
R(t2l − t1) − R(t2l−1 − t1) = R(ξ − ξ1 + τ1) − R(ξ − ξ1 + τ1 − τl). Moreover, Λl,1 =
S(ξ − ξ1 + τ1) + S(ξ − ξ1 − τl)− S(ξ − ξ1)− S(ξ − ξ1 + τ1 − τl).
As done before for the (extended)-NIBA ase, it is more onvenient to work now in the
Laplae spae, where many terms fatorize. In fat, one an identify (see e.g. Fig. 3.6)
produts of one or several irreduible extended -NIBA kernels (Fˆ (λ), Aˆ0(λ) and Fˆ0(λ)) with
one of the irreduible kernels ontaining inter-blip and blip-sojourns interations (Σˆ
(n)
s (λ),
Σˆ
(n)
0,a(λ) and Σˆ
(n)
0,s (λ)). After exhanging the integration order as done in Eq. (3.27), the
probability dierene reads in the Laplae spae
PˆWIBA(λ) = PˆeN(λ)
+
1
λ
∞∑
n=2
{
n∑
l=2

 n∏
j=l+1
−Fˆ (λ)

[Σˆ0,a + Σˆ0,s](l)
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+
n∑
l=3
l−1∑
k=2

 n∏
j=l+1
−Fˆ (λ)

[Σˆs](l−k+1)
×

k−1∏
j=2
−Fˆ (λ)

[−(Fˆ0(λ) + Aˆ0(λ))]
}
. (3.55)
After some hanges of variables, Eq. (3.55) an be reast in the form
PˆWIBA(λ) = PˆeN(λ)
+
1
λ
∞∑
m=0
m∑
γ=0
{[
Σˆ0,a + Σˆ0,s
](γ+2) [
−Fˆ (λ)
]m−γ
+
[
Σˆs
](γ+2) [
−Fˆ (λ)
]m−γ
(m− γ + 1)
×
[
−
(
Fˆ0(λ) + Aˆ0(λ)
)]}
,
(3.56)
whih beomes, after notiing that
∑∞
m=0
∑m
γ=0 =
∑∞
γ=0
∑∞
m=γ :
PˆWIBA(λ) = PˆeN(λ)
+
1
λ
∞∑
m=0
{[
Σˆ0,a + Σˆ0,s
](m+2) ∞∑
p=0
[
−Fˆ (λ)
]p
+
[
Σˆs
](m+2) ∞∑
p=0
[
−Fˆ (λ)
]p
(p+ 1)
[
−
(
Fˆ0(λ) + Aˆ0(λ)
)]}
.
(3.57)
It is onvenient to introdue the irreduible kernels Σs ≡
∑∞
m=0Σ
(m+2)
s and Σ0,a/s ≡∑∞
m=0Σ
(m+2)
0,a/s obtained upon summing over the number of tunneling transitions. Thus,
realling the extended -NIBA expression (3.26), we nd
PˆWIBA(λ) =
1
λ
+
1
λ
[
−
(
Fˆ0(λ) + Aˆ0(λ)
)]
×
∞∑
m=0
[
−Fˆ (λ)
]m−1[
−Fˆ (λ) +mΣˆs(λ)
]
+
1
λ
[
Σˆ0,a(λ) + Σˆ0,s(λ)
] ∞∑
m=0
[
−Fˆ (λ)
]m
.
(3.58)
Keeping in mind that we should always retain the interations Λ and X up to the rst
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order, Eq. (3.58) an be rearranged in a more ompat form as
PˆWIBA(λ) ≈ 1
λ
+
1
λ
[
−
(
Fˆ0(λ) + Aˆ0(λ)
)
+ Σˆ0,a(λ) + Σˆ0,s(λ)
] ∞∑
m=0
[
−Fˆ (λ) + Σˆs(λ)
]m
,
(3.59)
yielding
PˆWIBA(λ)
=
1
λ
[
1 +
−
(
Fˆ0(λ) + Aˆ0(λ)
)
+ Σˆ0,a(λ) + Σˆ0,s(λ)
1 + Fˆ (λ)− Σˆs(λ)
]
(3.60)
=
1 + WˆWIBA/λ− KˆaWIBA/λ
λ+ KˆsWIBA
, (3.61)
where we introdued the funtions
KˆsWIBA(λ) = λ
[
Fˆ (λ)− Σˆs(λ)
]
, (3.62a)
KˆaWIBA(λ) = λ
[
Aˆ0(λ)− Σˆ0,a(λ)
]
, (3.62b)
Kˆs0,WIBA(λ) = λ
[
Fˆ0(λ)− Σˆ0,s(λ)
]
, (3.62)
WˆWIBA(λ) = Kˆ
s
WIBA(λ)− Kˆs0,WIBA(λ) . (3.62d)
3.4.2 Generalized master equation (GME) for the WIBA
After multiplying both sides of Eq. (3.61) by λ+ KˆsWIBA, one an reognize the Laplae
transform of the generalized master equation Eq. (3.1), where from Eq. (3.62) the WIBA
kernels in the time domain are
KsWIBA(t) ≡ F˙ (t)− Σ˙s(t) ,
Ks0,WIBA(t) ≡ F˙0(t)− Σ˙0,s(t) ,
KaWIBA(t) ≡ A˙0(t)− Σ˙0,a(t) ,
WWIBA(t) ≡ KsWIBA(t)−Ks0,WIBA(t) .
(3.63)
The presription (3.63) allows the expliit evaluation of the irreduible kernels. This
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+
Λf,1
peN
1
Figure 3.7: Irreduible symmetri WIBA kernel. Notie that the lowest order reprodues the
extended -NIBA ase, see Fig. 3.4b. The inner bubble represents the ontribution oming
from the sum of all orders in ∆2 whih oinides with the symmetri part of the solution
of the master equation for P (t) in the extended -NIBA ase.
proedure is illustrated in App. B. Expliitly, the antisymmetri WIBA kernel reads
KaWIBA(ξ) = K
a
eN(ξ)
−
∫ ξ
0
dξ1
∫ ξ−ξ1
0
dξf h¯eN(ξf ) peN(ξ − ξ1 − ξf )
× [gN(ξ1)Xf,0 − g¯N(ξ1)Λf,1] ,
(3.64)
where, as in the extended -NIBA ase, f. (3.35), orretions of order R¨(ξf )ξ
2
f have been ne-
gleted. The funtions geN, heN have been dened in (3.37). Analogously, we also introdued
here the funtions
g¯eN(ξj) = ∆
2e−S(ξj) cos(εξj) sin[R˜(ξj)] ,
h¯eN(ξj) = ∆
2e−S(ξj) sin(εξj) cos[R˜(ξj)] ,
(3.65)
with R˜(t) ≡ R(t)− tR˙(t). The symmetri WIBA kernel beomes
KsWIBA(ξ) = K
s
eN(ξ)
−
∫ ξ
0
dξ1
∫ ξ−ξ1
0
dξf h¯eN(ξf ) peN(ξ − ξ1 − ξf )
× [h¯eN(ξ1)Λf,1] .
(3.66)
The irreduible symmetri kernel is shown in Fig. 3.7. Moreover, the funtion WWIBA is
now given by
WWIBA(ξ) ≡ KsWIBA(ξ)−Ks0,WIBA(ξ) , (3.67)
where
Ks0,WIBA(ξ) = K
s
0,eN(ξ)
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−
∫ ξ
0
dξ1
∫ ξ−ξ1
0
dξf h¯eN(ξf ) peN(ξ − ξ1 − ξf )
× [hN(ξ1)Xf,0 + h¯N(ξ1)Λf,1] . (3.68)
In the Eqs. (3.64) and (3.68), is Xf,0 = R(ξ)− R(ξ − ξf ), and for all the three kernels
Λf,1 = S(ξ)− S(ξ − ξ1) + S(ξ − ξ1 − ξf )− S(ξ − ξf ).
3.4.3 Dynamis within the WIBA
Let us now ome to the WIBA preditions. In this Setion we will be showing the
omparison of all the theories previously disussed, namely the NIBA, its extended version,
the weak-oupling approximation (WCA) and our WIBA, for dierent hoies of the pa-
rameters. In the following subsetions we examine the behavior of the dynamial quantity
P (t), being the expetation value of σz at time t, in the ase of Ohmi bath (s = 1 in the
spetral density (3.3)), with uto frequeny ωc = 50∆, and of super-Ohmi dissipative
environment (we hoose s = 3), for dierent hoies of the frequenies ωc and ωph.
Ohmi ase (s = 1)
0 20 40 60
t
-1
-0,5
0
0,5
1
P(
t)
WIBA
ext.NIBA
NIBA
WCA
Figure 3.8: Time evolution of P (t) for an Ohmi symmetri two-state system. The WIBA
(full lines) oinides with the NIBA (dashed lines) and the extended -NIBA (dotted lines)
over the whole range of parameters. Here α = 0.1, T = 0.1 (expressed in units of ∆) have
been hosen. For suh a hoie, the WCA (dot-dashed lines) slightly deviates from all other
preditions.
We expet WIBA to work partiularly well in the Ohmi ase due to S(t) ∼ t at long
times. This has the simultaneous eet of suppressing the blip lengths and to yield a
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vanishing interblip interation at large blip separation.
We rst present (Fig. 3.8) the results for an Ohmi symmetri two-state system (ε = 0)
for a generi hoie of the parameters. For the symmetri ase, the NIBA is expeted to
predit the orret time evolution over the whole range of oupling strengths and temper-
atures. One sees a omplete agreement of the WIBA with the (extended -) NIBA. For the
hosen parameters, also WCA well agrees with the WIBA preditions.
The situation beomes more intriate for the ase of nite bias (ε 6= 0), sine on the one
hand NIBA is expeted to fail at low temperatures and damping, while the WCA beomes
inappropriate at large temperatures and/or damping. In the following, we x the external
bias as ε = ∆.
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Figure 3.9: Time evolution of P (t) for Ohmi damping and nite bias. The hosen param-
eters are α = 0.01, T = 0.1 and ε = 1 (in units of ∆). The WIBA (full lines) oinides
with the WCA (dot-dashed lines) for low temperatures and small oupling, while the NIBA
(dashed lines) and the extended -NIBA (dotted lines) predit an unphysial asymptote, for
an asymmetri system.
Fig. 3.9 shows a ase of low temperature kBT ≤ E =
√
ε2 +∆2 (with respet to
the tunneling matrix element ∆) and small damping α, namely α = 0.01, T = 0.1 (in
units of ∆). One an see that the agreement between WIBA e WCA is striking, whereas
both NIBA and extended -NIBA fail to reah the orret asymptoti value, prediting an
unphysial symmetry breaking.
In Figs. 3.10, 3.11 and 3.12, a omparison between WIBA and a numerial ab-initio
path-integral approah (QUAPI [17℄) is made, in order to proof the validity of our theory
in an intermediate-to-high regime of temperatures and oupling strength. As the oupling
strength is raised, α = 0.1 (Fig. 3.10), while keeping the temperature onstant, one sees
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Figure 3.10: Time evolution of P (t) for α = 0.1, T = 0.1 and nite bias ε = 1 (in units of
∆). The WIBA (full lines) exhibits more oherene than the QUAPI (lines with bullets),
being however its preditions loser to the QUAPI than the WCA (dot-dashed lines). The
extended -NIBA (dotted lines) is also getting loser to the QUAPI preditions, the NIBA
(dashed lines) still prediting a strong loalization in the left well.
that the asymptote of the extended -NIBA is slowly moving from the NIBA one towards the
QUAPI one. At the same time, the WCA also disagrees with the WIBA preditions, the
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Figure 3.11: Time evolution of P (t) for α = 0.25, T = 0.01 and nite bias ε = 1 (in units
of ∆). The WCA (dot-dashed lines) ompletely fails in desribing the short-time dynamis
and also predits a wrong asymptote. The WIBA (full lines) as well as the extended -
NIBA (dotted lines) very well agree with the QUAPI preditions (lines with bullets), despite
some spurious osillations, still ontained in the theory. The disagreement with the NIBA
is striking, already at this intermediate-to-high regime of parameters, although the NIBA
orretly desribes the short-time dynamis.
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former starting to be invalid for higher oupling strength. The WIBA, however, shows the
presene of some unphysial beatings at the onset of the long-time dynamis, whose origin
is not yet well understood. Hene, some more investigations seem to be required, in order
to improve the theory in this regime of parameters.
By raising the oupling strength (α = 0.25) (Fig. 3.11) while lowering the temperature
(T = 0.01), one an observe that the WCA ompletely fails in prediting the right asymptote
or the intermediate dynamis. The NIBA also predits a wrong asymptoti value, while
orretly desribing the short-time dynamis. For suh a hoie of parameters, the extended -
NIBA very well agrees with QUAPI, although some osillations are still present. The WIBA
also smoothly osillates lose to the QUAPI preditions.
0 20 40 60 80
t
-1
-0,5
0
0,5
1
P(
t)
WIBA
ext.NIBA
NIBA
WCA
QUAPI
Figure 3.12: Time evolution of P (t) for α = 0.25, T = 0.1 and nite bias ε = 1 (in units of
∆). In this regime the extended -NIBA (dotted lines) as well as the WIBA (full lines) are
almost indistinguishable from QUAPI (lines with bullets), whereas both WCA (dot-dashed
lines) and NIBA (dashed lines) fail in desribing the dynamis, the latter being, however,
able to reprodue the short-time dynamis.
Finally, Fig. 3.12 shows that, for the parameters α = 0.25, T = 0.1, the WIBA and the
extended -NIBA are almost indistinguishable from the QUAPI preditions. The WCA and
the NIBA fail to desribe the dynamis, even though the NIBA orretly reprodues the
short-time dynamis.
By looking at Figs. 3.10, 3.11 and 3.12, it is interesting to notie that the WIBA predits
more oherene than QUAPI. The overall agreement with QUAPI though remains very
good.
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Super-Ohmi ase (s = 3)
Let us now onsider the preditions of the WIBA in the presene of a super-Ohmi bath.
We hoose to show here a very ommon situation (we set s = 3). Sine S(t ∼ ∆−1) diers
only little from its asymptoti value S(t→∞), the interblip interations are weak and the
WCA is expeted to be a good approximation in a wide regime of parameters. This also
implies that S(t) is not eetive in suppressing long-blip lenghts and the NIBA as well as
even the WIBA might not be justied. Notie that we expet WIBA to work in all the
situations suh that 1 < s < 2.
In the following gures, we keep temperature, external bias and oupling onstant xed
(T = 0.1, ε = 1 in units of ∆, δ3 = 0.01), while keeping the ratio ωc/ωph onstant (ωc/ωph =
8). This hoie is reasonable and agrees with some experiments [82℄. The ratio ωc/ωph
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Figure 3.13: Time evolution of P (t) for δs = 0.01, ωc = 200 (T = 0.1, ε = 1). Here one
sees no dierene between WCA (dot-dashed lines) and WIBA (full lines), showing that the
hosen parameters lie in an eetive weak-oupling regime.
ats as an eetive orretion fator to the real oupling strength, see Eqs. (3.8) and
(3.9). Moreover, sine we x the temperature, in the bath orrelation funtion orretions
proportional to the temperature (κ = 1/~βωc) beome important as the uto frequeny is
dereased.
In Fig. 3.13 the uto frequeny ωc = 200 is assumed to be very large ompared to the
system frequeny sales. There, one sees that the WIBA well mathes the WCA preditions,
as expeted in the regime of weak damping.
On the other hand, Fig. 3.14 shows the WIBA preditions for P (t) when the uto
frequeny ωc is of the order of the tunneling frequeny ∆, namely when the bath beomes
slow, a ase where the WCA and the NIBA are expeted to fail. This ase is the most
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diult one, sine the bath is very oherent and memory eets are to be taken into a-
ount, whih requires to perform a very good desription of the full bath dynamis. One
sees that the NIBA ompletely fails to reprodue the dynamis, even reahing unphysial
values below -1. The extended -NIBA works better, approahing loser the QUAPI predi-
tions. Nevertheless, too few orrelations are taken into aount, and it osillates still too
muh with respet to the numerial plot of QUAPI. The WIBA shows disrepanies from
the QUAPI as well, being still too oherent, even though its preditions are more au-
rate than the extended -NIBA ones. The WCA, despite better than WIBA in this regime,
also lie apart from the numerial predition of QUAPI. In this range of parameters, the
temperature-dependent orretions in the bath orrelation funtion Q beome relevant and
the perturbative weak-oupling approah begins to fail. Thus, some more analysis of the
ompliated super-Ohmi ase is to be done, in order to better understand the dierent dy-
namial situations whih take plae by varying the oupling strength δs, the uto frequeny
ωc and the phonon frequeny ωph.
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Figure 3.14: Time evolution of P (t) for δs = 0.01, ωc = 1 (T = 0.1, ε = 1). Here
we notie disrepanies between WIBA (full lines) and QUAPI (full lines with bullets),
sine the extended -NIBA preditions (dotted lines) also aount for too many osillations.
Nevertheless, it gives muh better results than NIBA (dashed lines), prediting unphysial
values for P (t). Finally, the WCA (dot-dashed lines) is so far the best model in this regime,
although it lies apart as well from the QUAPI preditions, sine the perturbative approah
for suh parameters begins to fail.
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3.5 Conlusions
To onlude, we presented here a novel analytial sheme dubbed WIBA (Weakly-
Interating Blip Approximation) whih is able to math between diverse approximation
shemes for dierent parameters hoies. In partiular, the WIBA is valid over a large
regime of temperatures and oupling strength for a wide lass of spetral densities (3.3).
For Ohmi damping the WIBA reprodues very well weak-oupling approximation shemes
for small damping and temperature and the well-known NIBA in the opposite regime of
strong damping and high temperature. It yields a good, though not perfet agreement, with
ab-initio QUAPI alulation in the regime of intermediate temperatures and damping. For
super-Ohmi damping, the WIBA predits a orret dynamial behaviour in the regime of
small damping, whereas for a higher eetive damping the disagreement of the NIBA with
ab-initio numerial theories for s ≥ 2 even aets the performanes of the extended -NIBA
and onsequently of the WIBA.
The sub-Ohmi environment, i.e. suh that 0 < s < 1, suppresses the tunneling transi-
tions between the left and the right states, whih are therefore almost loalized. A realization
of sub-Omhi environment for eletron tunneling an be e.g. a long RC line orresponding
to s = 1/2. In suh a regime, NIBA works for all values of bias and temperatures and WIBA
agrees with it.
Hene, the WIBA overomes the dim validity of the perturbative approahes disussed in
the previous Setions whih, up to now, was only possible via numerial ab-initio shemes. It
also serves as benhmark to limiting simple analytial shemes, in order to proof their range
of appliability over the various regimes, and ombine weak-oupling and strong-damping
approahes in one single, unied model.
Our approah is based on the onsideration that bath-indued blip-blip and blip-sojourn
interations are weak in the whole regime of parameters for the spetral densities (3.3). It is
expeially needed in several ontexts, and we mention here few of them: i) The WIBA ould
be very useful when experimentally the bath temperature or the external bias are varied
over a wide range: In fat, WCA and NIBA are unreliable at high temperatures and low-to-
intermediate driving, respetively. ii) It should be used to investigate the situation of several
TLS's interating with a ommon heat bath [83℄, as in glasses [72℄, at low temperature being
haraterized by a broad distribution of tunneling parameters and asymmetries.
We must, however, notie, that in the ase of slow environments with ut-o frequeny
of the order of the tunneling frequeny, still our approximation has to be improved, sine
neither the WIBA nor other analytial approximation shemes are able to reprodue the
orret onset of deoherene whih in fat takes plae. This situation ours e.g. in non-
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adiabati eletron transfer [64℄ or for harge qubits interating with piezo-eletri phonons
[82℄.
Chapter 4
Dynamis of a qubit oupled to a
broadened harmoni mode at nite
detuning
May I beome at all times,
both now and for ever,
a protetor for the helpless,
a guide for the lost ones,
a ship for those to ross oeans,
and a bridge to ross rivers,
a santuary for those in danger,
a lamp for those in darkness,
a refuge for those who need shelter,
a servant to all in need.
the XIV Dalai Lama
A prominent physial model to study dissipative and deoherene eets in quantum
mehanis is the spin-boson model [12, 13, 84℄. Currently, we witness its revival sine it
allows a quantitative desription of solid-state quantum bits (qubits) [8℄. A more realisti
desription requires the inlusion of external ontrol elds as well as of a detetor. In the
spin-boson model, the environment is haraterized by a spetral density G(ω), already
introdued in Eq. (3.3). If the environment is formed by a quantum detetor whih itself is
damped by Ohmi utuations, the form of the spetral density an beome non-trivial, as
it reets also internal resonanes of the detetor.
An example is provided by a ux-qubit read out by a d-SQUID [5, 18, 19℄ whose
plasma resonane at Ω gives rise to an eetive spetral density Geff(ω) for the qubit with
a peak at Ω [20, 21℄, f. Eq. (4.2) below. Reently, the oherent oupling of a single photon
mode and a superonduting harge qubit has also been studied [85℄. Until now, the eets
of suh a strutured spetral density on the deoherene properties of a qubit have been
studied in [86, 87℄ within a perturbative approah in Geff . It was shown in [88, 89℄ that
suh a perturbative sheme breaks down for strong qubit-detetor oupling, and when the
qubit and detetor frequenies are omparable. Hene, in [88, 90, 91℄ the dynamis was
investigated by mapping the spin-boson problem onto the equivalent situation of a two-
level system (TLS) oupled to a harmoni osillator (HO), the latter oupled to an Ohmi
bath with spetrum GOhm. By onsidering the TLS and HO as the relevant system, analyti
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solutions perturbative in GOhm were obtained.
In this Chapter we show how to investigate the dynamis of a spin-boson system with
a strutured environment, in the ase of a strong oupling between qubit and detetor. We
evaluate the dynamis upon starting from the (nonperturbative in Geff) Non-Interating
Blip Approximation (NIBA) [12, 13℄. Analytial results, valid also at nite detuning, are
obtained by approximating the NIBA kernels up to rst order in the detetor-bath oupling
strength. The Chapter is organized as follows: In the next Setion we will introdue the
model. Then, in Se. 4.2 we disuss the well-known and widely used Non-Interating Blip
Approximation and its preditions. Analytial results for the dynamis are derived in Se.
4.3.
4.1 The model
We onsider in this Chapter the spin-boson Hamiltonian desribing the interation of
a symmetri TLS with a strutured environment. This means that we set ε = 0 in the
already introdued Hamiltonian (3.2). By writing the bath plus interation Hamiltonian
(2.3) in seond quantization, the system-bath Hamiltonian reads [13, 12℄
HSB = −~∆
2
σˆx +
1
2
σˆz~
∑
k
λ˜k(b˜
†
k + b˜k) +
∑
k
~ω˜k b˜
†
k b˜k , (4.1)
where σˆi are Pauli matries and ~∆ is the tunnel splitting. Moreover, b˜k is the annihilation
operator of the k−th bath mode with frequeny ω˜k. In the spin-boson model the inuene
of the environment is fully haraterized by the spetral funtion, whih we assume to be
of the form
Geff(ω) =
2αωΩ4
(Ω2 − ω2)2 + (Γω)2 . (4.2)
It has a Lorentzian peak of width Γ at the harateristi frequeny Ω, and behaves Ohmially
at low frequenies with the dimensionless oupling strength
α = limω→0Geff(ω)/2ω. As shown in [64℄, suh spin-boson Hamiltonian an be exatly
mapped onto that of a TLS oupled to a single harmoni osillator mode of frequeny Ω
with oupling strength g. The HO iteslf interats with a set of harmoni osillators with
spetral density of the ontinuous bath modes being GOhm(ω) = κω. The mapping between
the two models is ompleted with Γ = 2πκΩ and α = 8κg2/Ω2. Notie that the osillator
an e.g. represent a d-SQUID with plasma frequeny Ω whih ouples indutively to a
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superonduting ux qubit [20, 21℄. The damping of the d-SQUID is due to its oupling
to an eletromagneti environment.
If the damping of the harmoni osillator is small (κ ≪ 1), as in typial experiments
where the d-SQUIDs are typially underdamped, then it would seem more onvenient to use
the mapping, and onsider the qubit oupled to the d-SQUID as unique quantum system.
However, sine suh a system has an innite Hilbert spae, the inlusion of dissipation is
typially done [88, 91℄ upon trunation of the system's Hilbert spae to a few relevant levels
(whih is the ase e.g. if ~Ω , ~∆≫ kBT ). This led in [88℄ to nd analytial results for the
resonant ase ∆ = Ω within a three-level approximation. In the present work analytial
results valid at nite detuning ∆ 6= Ω are obtained by fousing on the spin-boson model
(4.1). The advantage of this approah is that the redued density matrix has rank 2. The
peuliar feature of the peaked spetrum (4.2) is reeted in the form of the bath orrelation
funtions, f. (4.4) and (4.4b) below.
Speially, in the spin-boson model the environmental eets are aptured in the so-
alled bath orrelation funtion
Q(τ) ≡ S(τ) + iR(τ) =
∫ ∞
0
dω
Geff(ω)
ω2
[
coth
(
~ωβ
2
)
(1− cosωt) + i sinωt
]
, (4.3)
whih for the eetive spetral density (4.2) reads
S(τ) = Xτ + L
(
e−
Γ
2
τ cos Ω¯τ − 1
)
+ Ze−
Γ
2
τ sin Ω¯τ + SMats(τ), (4.4a)
R(τ) = πα− e−Γ2 τπα (N sin Ω¯τ + cos Ω¯τ) , (4.4b)
being Ω¯ =
√
Ω2 − Γ24 and
X =
2πα
~β
, (4.5)
L =
πα
ΓΩ¯
1
cosh (βΩ¯)− cos (β Γ2 )
[(
Γ2
4 − Ω¯2
)
sinh (βΩ¯) + ΓΩ¯ sin
(
β Γ2
)]
, (4.6)
Z =
πα
ΓΩ¯
1
cosh (βΩ¯)− cos (β Γ2 )
[
−ΓΩ¯ sinh (βΩ¯) +
(
Γ2
4 − Ω¯2
)
sin
(
β Γ2
)]
, (4.7)
N =
1
ΓΩ¯
(
Γ2
4 − Ω¯2
)
. (4.8)
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SMats(τ) is a funtion of Matsubara frequenies and has the form
SMats(τ) = −4παΩ
4
~β
+∞∑
n=1
1
(Ω2 + ν2n)
2 − Γ2ν2n
[
e−νnτ − 1
νn
]
, (4.9)
with the Matsubara frequenies dened as νn ≡ 2π
~β
n. For temperatures high enough
(kBT ≫ ~Γ2π ), ontributions oming from the Matsubara term an be negleted, as done in
the rest of this Chapter.
The qubit dynamis is desribed by the redued density operator ρ(t) obtained by traing
out all environmental degrees of freedom. Again, we investigate the population dierene
〈σz(t)〉 ≡ P (t), see Eq. (2.12). Suh a dynamial quantity P (t) obeys the exat generalized
master equation (GME) already introdued in Eq. (3.1), whih with ε = 0 and onsequently
Ka = 0 and W = 0 beomes
P˙ (t) = −
∫ t
0
dt′Ks(t− t′)P (t′), t > 0. (4.10)
with the kernels Ks(t) being a series expression in the number of tunneling transitions.
Sine Eq. (4.10) involves only onvolutions, it an be solved by using Laplae Transforms.
Hene, the GME transforms as
P (λ) =
1
λ+Ks(λ)
, (4.11)
where the same symbols P (λ) and K(λ) for the Laplae transform of P (t) and K(τ) have
been used, respetively. From Eq. (4.11), it follows that in order to obtain P (t) it an be
enough to solve the pole equation
λ+Ks(λ) = 0 (4.12)
and then antitrasform bak to the time spae.
Due to the intriate form of the exat kernel Ks(t) (or Ks(λ)), Eqs. (4.10) (or (4.11))
annot be solved neither numerially nor analytially. We must therefore invoke the Non-
Interating Blip Approximation (NIBA) whih orretly desribes a symmetri system in
the whole regime of oupling strength and temperatures, as already mentioned in Setion
3.3.
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4.2 The Non-Interating Blip Approximation
Within the NIBA [12, 13℄, of the exat series expression for Ks(λ) only the rst term of
seond order in the tunneling frequeny ∆ is retained. In the undriven ase, the model is
justied for weak damping sine the negleted orrelations are of seond order in the oupling
α, whereas for high temperature and/or large damping extra orrelations are exponentially
suppressed. In the Setion 3.3 and more speially in App. A, the limits of validity of the
NIBA are disussed and the kernels are given therein. For a symmetri system (i.e. ε = 0),
the NIBA kernel reads
Ks(t) = ∆2e−S(t) cos (R (t)), (4.13)
or in the Laplae spae
Ks(λ) = ∆2
∫ ∞
0
dτ e−λτe−S(τ) cos (R (τ)), (4.14)
where the bath orrelation funtions S(τ) and R(τ) have been introdued in Eq. (4.4).
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Figure 4.1: Time evolution of the population dierene P (t) of a symmetri TLS in the
resonant ase Ω = ∆. The parameters are: α = 410−3, (g = 0.18) and Γ = 0.097, T = 0.1
(expressed in units of ∆). In this range of parameters, one learly sees that the dynamis
is dominated by two frequenies. Inset: Fourier Transform of P (t). One learly sees the
appearane of two peaks, entered symmetrially around Ω± g ≈ 1± 0.18.
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Figure 4.2: Time evolution of the population dierene P (t) of a symmetri TLS in the ase
of a nite detuning Ω = 1.5∆. The parameters are: α = 510−3, (g = 0.3) and Γ = 0.145,
T = 0.1 (in units of ∆). For a TLS being o-resonane with the HO, one noties that the
relative magnitude of the two peaks beome larger and larger, the higher the detuning is
(see the Fourier Transform in the inset).
Typial results for P (t) obtained from the numerial integration of the NIBA master
equation for the resonant ase Ω = ∆ and at nite detuning Ω = 1.5∆ are shown in Figs.
4.1 and 4.2, respetively. In the resonant ase P (t) exhibits a very pronouned beating
pattern. The analysis of the orresponding spetrum
S(ω) ≡ 2
∫ ∞
0
dt cos (ωt)P (t) (4.15)
for the parameters hoie of Fig. 4.1 (resonant ase) learly reveals the presene of two
frequenies, whih lie around Ω± ≈ Ω±g, where g is the oupling strength in the TLS+HO
model, as disussed above. This is in agreement with preditions of a three-level system
Bloh-Redeld analysis (with seond-order perturbation theory in g) as well as with exat
results obtained within the numerial real-time path-integral approah QUAPI [88℄. The
Fourier spetrum for the detuned ase in Fig. 4.2 shows a more pronouned osillation
frequeny, the relative magnitude of the two peaks beoming larger and larger, the higher the
detuning is. As one raises the oupling strength α between TLS and eetive environment,
multiple resonanes appear, due to the fat that higher orders in Bessel funtions ontribute
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to the dynamis (see disussion in the next Setion). This beating pattern learly originates
from the peaked nature of the environmental spetrum and it is thus absent for the more
frequently investigated ases of unstrutured environments [12, 13℄, i.e. G(ω) ∝ ωse−ω/ωc ,
s > 0, see Eq. (3.3). Starting point is Eq. (4.11) and its related pole equation (4.12). The
nature of the beatings as well as an analytial approximation to P (t) are disussed in the
following Setion.
4.3 Weak-Damping Approximation (WDA) for a symmetri
TLS
For a symmetri TLS, NIBA is expeted to be justied in the whole regime of parameters.
In partiular we have seen, f. Fig. 4.1, that in the regime of resonane, i.e. Ω = ∆, and
strong oupling, i.e. g ≫ Γ, it predits the two osillation frequenies already found in Ref.
[88℄ within a three-level approximation. However, the analysis in Ref. [88℄ was restrited
to the ase ∆ = Ω ≫ kBT . In the following, we shall derive an analytial expression for
P (t) valid for arbitrary detuning |∆ − Ω| 6= 0 and low-to-moderate temperatures kBT .
~Ω. The key idea is that, sine we are looking to a sharply peaked spetral density, i.e.
κ = Γ/2πΩ ≪ 1, an expansion of the NIBA symmetri kernel (4.14) up to rst order in κ
is justied.
Sine the bath-orrelation funtions S and R (Eq. (4.4b)) depend in a nontrivial way
on κ, this requires some attention. In the end we obtain
S(τ) =
S0(τ)︷ ︸︸ ︷
Y (cosΩτ − 1)+
S1(τ)︷ ︸︸ ︷
Aτ cosΩτ +Bτ + C sinΩτ +O[κ2] , (4.16a)
R(τ) = W sinΩτ︸ ︷︷ ︸
R0(τ)
+V
(
1− cosΩτ − Ω
2
τ sinΩτ
)
︸ ︷︷ ︸
R1(τ)
+O[κ2], (4.16b)
with the zero-order terms
Y = −4g
2
Ω2
sinhβΩ
coshβΩ− 1 , W =
4g2
Ω2
, (4.17)
and rst-order terms
A = −ΓY
2
, (4.18)
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B = Γ
8g2
Ω3~β
, (4.19)
C = −Γ2g
2
Ω3
βΩ+ 2 sinhβΩ
coshβΩ− 1 , (4.20)
V = Γ
4g2
Ω3
. (4.21)
Notie that the ontribution oming from the Matsubara frequenies (4.9) has been
negleted, aeting only the short-time dynamis. We will here disuss rst the simpler
undamped ase (κ = 0) and later perform the weak-damping approximation on the NIBA
kernels.
4.3.1 Undamped ase (κ = 0)
In this Subsetion we disuss the ase of a TLS oupled with an undamped HO initially
prepared in a thermal equilibrium state. The pole equation reads now
λp +K
s
0(λp) = 0 , (4.22)
with
Ks0(λ) = ∆
2
∫ ∞
0
dτe−λτ e−S0(τ) cos (R0(τ)), (4.23)
where we denoted with λp the solution of the undamped pole equation. Notie that
Ks0(λ) has the same expression as in Eq. (4.14), if one replaes S and R with S0 and
R0, respetively. In order to evaluate Eq. (4.23) analytially, we replae cos (R0 (τ)) with
Re{exp (iR0 (τ))} and we perform the Jaobi-Anger expansion [81℄
eiz cos y ≡ J0(z) + 2
+∞∑
n=1
inJn(z) cos (ny) , (4.24)
where Jn(z) are Bessel funtions of a omplex argument. These expansions are valid only if
z is independent of y, whih is the ase here. We also make use of Graf's Addition Theorem
∞∑
k=−∞
Jn+k(u)Jk(v)
cos
sin (kα) = Jn(w)
cos
sin (nχ), (4.25)
where
w =
√
u2 + v2 − 2u v cosα (4.26)
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and {
u− v cosα = w cosχ, (4.27a)
v sinα = w sinχ. (4.27b)
We nally obtain
Ks0(λ) = ∆
2eY
∫ ∞
0
dτe−λτRe
[
J0(u0) + 2
+∞∑
n=1
inJn(u0) cos [n(Ωt− x)]
]
(4.28)
where (see App. C)
u0 =
iY
cosx
= i
√
Y 2 −W 2 = i4g
2
Ω2
1
sinh
(
βΩ
2
) , (4.29a)
x = π + i
βΩ
2
(
tanx = −iW
Y
)
. (4.29b)
After expanding the osine whih appears in the Eq. (4.28) and after notiing that J0(u0)
and inJn(u0) are always real, the espression for the symmetri kernel in the undamped ase
nally reads
Ks0(λ) = ∆
2eY
∫ ∞
0
dτe−λτ
[
J0(u0) + 2
+∞∑
n=1
(−i)nJn(u0) cos (nΩτ) cosh
(
n
βΩ
2
)]
. (4.30)
It is useful to introdue here some amplitudes, in order to enhane the readability of
the kernel. We therefore dene
∆n(c) ≡ ∆eY/2
√
(2− δn,0) (−i)nJn(u0) cosh
(
n
βΩ
2
)
, (4.31a)
suh that we an rewrite Eq. (4.30) in the very ompat form
Ks0(λ) =
+∞∑
n=0
∆2n(c)
∫ ∞
0
dτe−λτ cos (nΩτ). (4.32)
The population dierene P0(λ) in the undamped ase beomes
P0(λ) =
1
λ+Ks0(λ)
(4.33)
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=
1
λ
[
1 +
∑+∞
n=0∆
2
n(c)
1
λ2 + n2Ω2
]
(4.34)
=
λ2
∏∞
n=1(λ
2 + n2Ω2)
λ
[∏∞
n=0(λ
2 + n2Ω2) +
∑+∞
m=0∆
2
m(c)
∏+∞
n=0
n6=m
(λ2 + n2Ω2)
] , (4.35)
and it is lear that the pole in λ = 0 is not a physial one, sine P0(λ = 0) vanishes. This
means that the dissipation-free (κ = 0) pole equation reads
λp +K
s
0(λp) = 0 →
∞∏
n=0
(λ2p + n
2Ω2) +
+∞∑
m=0
∆2m(c)
+∞∏
n=0
n6=m
(λ2p + n
2Ω2) = 0. (4.36)
4.3.2 The weak-damping population dierene PWDA(t)
The weak-damping kernel KsWDA(λ) is obtained from Eq. (4.14) by retaining only terms
up to rst order in the linearized in κ bath orrelation funtions S1 and R1. It reads
KsWDA(λ) = ∆
2
∫ ∞
0
dτe−λτ e−S0(τ) {cos (R0(τ)) [1− S1(τ)]− sin (R0(τ))R1(τ)}. (4.37)
The WDA kernel will be used in Eq. (4.12) to solve the pole equation and nally obtain
PWDA(t). Consistent with the previous presription κ≪ 1, we an expand the solutions λ∗
of the pole equation around the solutions λp of the non-interating pole equation up to rst
order in κ In other terms
λ∗ = λp − κγp + iκϕ, (4.38)
where λp satises the undamped pole equation (4.36). By inserting Eq. (4.16) and (4.38)
in Eq. (4.37), one nds the following expressions for the kernels (to rst order in κ) at the
poles:
KsWDA(λ
∗) = ∆2
∫ ∞
0
dτe−λpτ e−S0(τ)
× {cos (R0(τ)) [1 + κγpτ − iκϕτ − S1(τ)]− sin (R0(τ))R1(τ)}+ O[κ2].
(4.39)
Aording to Eq. (4.39), the pole equation (4.12) now reads
−κγp + iκϕ+∆2
∫ ∞
0
dτe−λpτ e−S0(τ)
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× {cos (R0(τ)) [κγpτ − iκϕτ − S1(τ)]− sin (R0(τ))R1(τ)} = 0 , (4.40)
where we used the pole equation for the undamped ase (4.22). After isolating the real and
the imaginary terms from the above equation
1
, we nd
−κγp
[
1−∆2
∫ ∞
0
dτe−λpτ e−S0(τ) cos (R0(τ)) τ
]
= ∆2
∫ ∞
0
dτe−λpτ e−S0(τ) [cos (R0(τ)) S1(τ) + sin (R0(τ))R1(τ)] ,
(4.41a)
iκϕ
[
1−∆2
∫ ∞
0
dτe−λpτ e−S0(τ) cos (R0(τ)) τ
]
= 0. (4.41b)
If the term between brakets is dierent from zero, one easily gets ϕ = 0 and
γp = −∆
κ
2
∫∞
0 dτe
−λpτ e−S0(τ) [cos (R0(τ)) S1(τ) + sin (R0(τ))R1(τ)]
1−∆2 ∫∞0 dτe−λpτ e−S0(τ) cos (R0(τ)) τ , (4.42)
whih we an also rewrite as
γp = −∆
κ
2
∫∞
0 dτe
−λpτ e−S0(τ) [cos (R0(τ)) S1(τ) + sin (R0(τ))R1(τ)][
1 +
∂
∂λ
Ks0(λ)
]∣∣
λ=λp
. (4.43)
One we have obtained the expression for the deay rates γp orresponding to eah pole
λp, we have all ingredients to get the population dierene P (t) with the help of the Residue
Theorem. In fat, it holds
P (t) ≡
∑
Res
eλtP (λ) (4.44)
=
∑
λp
eλpte−κγp(λp)t lim
λ=λ0−κγ→λp−κγp
[λ− (λp − κγp)] 1
λ+KsWDA(λ)
,
(4.45)
as follows from Eq. (4.39). Notie that here we split the damping-dependent and the
damping-indipendent ontributions as λ = λ0 − κγ. The limit lim
λ=λ0−κγ→λp−κγp
an also
be rewritten as lim
λ0→λp
lim
γ→γp(λ0)
. Hene, performing rst the limit over the deay rate γ, we
1
Note that the Laplae Transform of an odd funtion of τ is even in λ and vie versa. In this ase, the
integrand is odd in τ , thus the orresponding Laplae Transform is even in λ: For pure-imaginary values of
λ, the result of the integral is real.
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nd
P (t) =
∑
λp
eλpte−κγpt lim
λ0→λp
(λ0 − λp)
[
λ0 +∆
2
∫ ∞
0
dτe−λ0τ e−S0(τ) cos (R0(τ))
−κ
(
1−∆2
∫ ∞
0
dτe−λ0τ e−S0(τ) cos (R0(τ))τ
)
(γp(λ0)− γp(λp))
]−1 (4.46)
and performing the limit over λ0, P (t) nally reads
P (t) =
∑
λp
eλpte−κγpt lim
λ0→λp
(λ0 − λp)P0(λ0) , (4.47)
as it follows from Eq. (4.33). We stress that the dynamis in the (weakly) damped ase is
essentially determined by the orreponding undamped dynamis, the damping being only
responsible for pole-dependent exponentially deaying fators.
4.3.3 Series expression for the weakly-damped symmetri kernel and de-
ay rate
Now we want to nd a ompat analytial form for the kernel KsWDA(λ) and the deay
rate γp (4.37) and (4.43), respetively. To this extent, let us start from the kernel K
s
WDA(λ),
the generalization to the deay rate being straightforward.
As in the undamped ase, in Eq. (4.37) we replae cos (R0 (τ)) with Re{exp (iR0 (τ))}
and sin (R0 (τ)) with Im{exp (iR0 (τ))}, then we use the Jaobi-Anger expansion (4.24) and
obtain
KsWDA(λ) =∆
2eY
∫ ∞
0
dτe−λτ
{
Re
[
J0(u0) + 2
+∞∑
n=1
inJn(u0) cos [n(Ωt− x)]
]
× [1− S1(τ)]− Im
[
J0(u0) + 2
+∞∑
n=1
inJn(u0) cos [n(Ωt− x)]
]
R1(τ)
} (4.48)
where u0 and x are given by Eq. (4.29a) and Eq. (4.29b). As done before, by notiing that
J0(u0) and i
nJn(u0) are always real, the WDA kernel an be nally rewritten as
KsWDA(λ) =
+∞∑
n=0
∫ ∞
0
dτe−λτ
{
∆2n(c) cos (nΩτ) [1− S1(τ)] + ∆2n(s) sin (nΩτ)R1(τ)
}
, (4.49)
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where ∆n(c) have been already dened in Eq. (4.31a) and
∆n(s) ≡ ∆eY/2
√
(2− δn,0) (−i)nJn(u0) sinh
(
n
βΩ
2
)
. (4.50)
The expression for P (λ) follows from (4.49) (see the disussion in the Setion 4.3.5 below).
Along similar lines, the deay rate γp, f. Eq. (4.43), may also be written as
γp =
1
κ
∑+∞
n=0
∫∞
0 dτe
−λpτ
[
∆2n(c) cos (nΩτ) S1(τ) + ∆
2
n(s)
sin (nΩτ)R1(τ)
]
∑+∞
n=0∆
2
n(c)
2λ2p
(λ2p + n
2Ω2)2
. (4.51)
4.3.4 The ase n = 0, n = 1
In order to obtain a more useful analytial expression for P (t), we notie that the lowest
orders in n give the largest ontribution to the sum in Eq. (4.49), beause the amplitudes
∆2n depend on Bessel funtions Jn(x), whih roughly behave as x
n
as soon as the argument
beomes small. Sine we investigate a regime of temperatures generally smaller than Ω, i.e.
β~Ω/2 & 1, and of oupling suh that in general g . Ω, then the quantity u0 is smaller
than one. Hene, we just restrit our analysis to the orders n = 0, n = 1 in Eqs. (4.49)
and (4.51). The undamped pole equation Eq. (4.36) therefore beomes (we identify here ∆0
with ∆0(c) for the sake of larity)
(λ2p +Ω
2)(λ2p +∆
2
0) + λ
2
p∆
2
1(c)
= 0 , (4.52)
yielding
λ2p = −
∆20 +∆
2
1(c)
+Ω2
2
±
√√√√(∆20 − Ω2
2
)2
+
∆21(c)
2
(
∆20 +
∆21(c)
2
+ Ω2
)
≡ λ2± . (4.53)
We notie that only terms quadrati in λp appear in the formal expression of the deay rate
(f. Eq. (D.1)). Hene, it is enough to express the poles as in Eq. (4.53).
Given the poles in the undamped ase, we an substitute eah of them in the Eq. (4.51)
for γp with sum restrited to n = 0, n = 1. We will refer to them as γ± = γ(λ±), the expliit
form of the deay rate being given in App. D.
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4.3.5 Analytial expression for P (t)
In order to obtain the analytial expression for P (t) in the symmetri ase, let us start
again from Eq. (4.47). By summing up all residues ontributions, we end up with
P (t) = e−κγ−t
λ2− +Ω2
λ2− + λ2+
cosΩ−t+ e−κγ+t
λ2+ +Ω
2
λ2+ + λ
2−
cosΩ+t
− e−κγ−t κγ−
Ω−
λ2− +Ω2
λ2− − λ2+
sinΩ−t− e−κγ+t κγ+
Ω+
λ2+ +Ω
2
λ2+ − λ2−
sinΩ+t,
(4.54)
where Ω± ≡ −iλ±, as follows from Eq. (4.53).
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Figure 4.3: Time evolution of P (t) within the NIBA as well as the analytial WDA. The
parameters are as in Fig. 4.1, namely α = 410−3, (g = 0.18), Ω = ∆ and Γ = 0.097,
T = 0.1 (in units of ∆). Notie the perfet agreement between the numerial NIBA and the
analytial WDA. A perturbative approah in Geff(ω), denoted here as onventional WCA
(see (4.55)), ompletely fails beause it does not even aount for the two main osillation
frequenies. In the inset the short-time dynamis is showed in detail.
Notie that the expression for P (t) is invariant upon exhanging the frequenies Ω− →
Ω+.
The analytial formula Eq. (4.54) for P (t) is ompared in Fig. 4.3 with the exat nu-
merial NIBA and the onventional weak-oupling approximation (WCA), obtained by a
linear expansion of the bath orrelation funtion for the oupling strength α [12℄. There,
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Figure 4.4: Spetral funtion of P (t), orresponding to the same regime as in the previuos
ase. One learly sees that the Fourier Transforms of NIBA and WDA exhibit a double
peak struture. In ontrast, the WCA predits a single broadened osillation peak.
the analytial form for the probability dierene reads in the symmetri ase
P (t) =
{
cos∆t+
γϕ
∆
sin∆t
}
e−γϕt,
(4.55)
where γφ =
π
4S(∆) is the dephasing rate. Moreover, S(ω) ≡ Geff(ω) coth
(
~ω
2kBT
)
is a
spetral ontribution whih represents emission and absorption of a single photon. The
hoie of parameters in Figs. 4.3 and 4.4 is the same as in Fig. 4.1 and as Ref. [88℄, under the
resonane ondition Ω = ∆. One an notie a very good agreement between NIBA and the
analytial WDA, whereas Eq. (4.55) ompletely fails in desribing the osillatory behaviour
of P (t). In Fig. 4.4 the orresponding Fourier Transform of the probability dierene is
showed. There, one an see the missing osillation frequeny of the onventional WCA
given by Eq. (4.55) and the exellent agreement between the numerial NIBA and our
analytial solution WDA.
Finally, in Fig. 4.5 we show a omparison among the WDA and the NIBA in presene of
nite detuning |∆−Ω| = 0.5 for a higher oupling strength between qubit and HO (g = 0.3),
keeping the oupling between detetor and environment onstant. Also in this ase, the
weak-damping approximation fully agrees with the numerial solution of the NIBA. In the
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Figure 4.5: Time evolution of P (t) at nite detuning within the NIBA and the analytial
WDA. The parameters are as in Fig. 4.2, namely α = 510−3, (g = 0.3), Ω = 1.5∆ and
Γ = 0.145, T = 0.1 (in units of ∆). Again, the agreement between the numerial NIBA and
the analytial WDA is striking. The onventional WCA (4.55), see inset, also in this ase
fails in desribing the orret dynamis, as expeted.
inset one an also notie the disagreement of both models with the onventional WCA,
haraterized by a single osillation frequeny at ω = ∆, see in partiular Fig. 4.6 whih
shows the Fourier Transform of P (t).
4.4 Conlusions
In onlusion, we disussed the dynamis of a symmetri TLS interating with an ef-
fetive strutured environment, modelling a qubit interating with a readout dissipative
detetor. This ase has not been so far deeply investigated within an analytial approah
out of resonane, i.e. if the tunneling frequeny ∆ diers from the detetion frequeny Ω.
We approximated an exat generalized master equation (GME) within a novel weak-damping
approximation (WDA) whih, in ontrast to onventional weak-oupling approahes [12℄,
is able to orretly reprodue the dynamis, haraterized by multiple osillation frequen-
ies. The WDA approah is based on a rst approximation of the kernel of the GME up
to seond order in the tunneling frequeny, i.e. the Non-Interating Blip Approximation
(NIBA), whih for a symmetri spin-boson model is valid over the whole range of param-
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Figure 4.6: Spetral funtion of P (t) for the NIBA and the analytial WDA (same param-
eters as in the previous Fig. 4.5). The osillation frequenies of WDA and NIBA oinide,
whereas in the inset one an at rst glane see the appearane of a single peak onerning
the Fourier Transform of the onventional WCA.
eters. Then, in order to obtain an analytial form for the dynamial population dierene
P (t), for small enough temperatures (i.e. kBT . ~Ω) and small oupling strength between
detetor and environment, we approximated the NIBA kernels within a weak-damping ap-
proah, whose details are explained in Se. 4.3. The agreement of our analytial solution
for P (t) valid at arbitrary detuning |∆ − Ω| 6= 0 with the numerial NIBA is striking.
The former one is able to reprodue the two osillation frequenies whih are related to
the tunneling and the detetion frequeny, respetively, as predited by ab-initio numerial
shemes like QUAPI [88℄. Our results are of interest for the understanding of dephasing in
qubits strongly oupled to a broadened harmoni mode as e.g. ux qubits [5, 19℄ or avity
QED qubits [85℄.
Chapter 5
Coherene and tunneling in a
dissipative bistable potential
I oer you peae.
I oer you love.
I oer you friendship.
I see your beauty.
I hear your need.
I feel your feelings.
My wisdom ows from the Highest Soure.
I salute that Soure in you.
Let us work together for unity and love.
Mohandas Karamhand Mahatma Gandhi
In this Chapter, we wish to release the onstraint of reduing the Hilbert spae to the
lowest two levels and take into aount in the dynamis higher-lying energy eigenstates
whih ould be eventually populated. In many experimental situations, the temperature is
not low enough and the spaing between the energy levels is so small that higher energy
levels are in fat populated [22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32℄. We generalize in
this Chapter the results of Refs. [28, 29℄, where an approximated treatment of the partile
dynamis was provided, being valid for large enough damping and/or temperatures of the
order of the lassial osillation frequeny in a well. In this regime, the partile dynamis is
fully inoherent and well desribed within the so-alled generalized Non Interating Cluster
Approximation (gNICA), an approximation analogous to the NIBA for a generi M -level
system. In the regime where the typial vibrational relaxation frequeny, i.e. the transition
between the doublets, is larger than the temperature, gNICA fails. Therefore, in the fol-
lowing we investigate the nontrivial parameter regime ~∆Ei . kBT < ~ω0, where the bath
indued orrelations among tunneling path elements an still be treated within the gNICA,
but bath-indued orrelation among vibrational relaxation events must be fully retained.
By starting from the general formulation of Chapter 2 in terms of path-integrals, we
derive an approximation for desribing the more omplex dynamis in a generi dissipative
bistable potential in the presene of a stati external bias. The assumption of a stati
external driving an be easily released to inlude a time dependene, see e.g. [62℄. We
also observe that the formalism developed in this Chapter for a bistable potential an
be soon generalized to the ase of a dissipative multilevel system. The steps followed to
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develop our approximation are explained in detail in Se. 5.1. We obtain in Se. 5.1.2 a
generalized master equation for the diagonal elements of the redued density matrix, where
the dynamis intra-well is separated by the inter -well transitions. Finally, in Se. 5.2 we
derive the so-alled Weakly Interating VR-Blip Approximation whih onstitutes our main
nding of the present Chapter.
Throughout this Chapter, we hoose an Ohmi spetral density with an exponential
ut-o, i.e.
J(ω) = η ω e−|ω|/ωc , (5.1)
where η = Mγ, with the visosity oeient γ being the oupling strength to the bath, and
the ut-o frequeny ωc ≫ (ω0,∆Ei , γ) is taken to be the largest frequeny in the model.
In partiular, for the Ohmi spetral funtion given in Eq. (5.1), the bath orrelation
funtion (2.16) takes the form
S(t) =
η
π~

− ln
∣∣∣∣∣Γ(1 +
1
~βωc
+ it
~β )
Γ(1 + 1
~βωc
)
∣∣∣∣∣
2
+
1
2
ln(1 + ω2c t
2)

 , (5.2a)
R(t) =
η
π~
arctan(ωct) . (5.2b)
In the following we assume that the ondition ~ωcβ ≫ 1 is veried. Hene, by notiing that
Γ(1 + iy)Γ(1− iy) = πy/ sinh(πy), the real part S(t) of the bath orrelation funtion Q(t)
an also be rewritten as follows:
S(t) =
η
π~
{
− ln
[
πt
~β sinh(πt/~β)
]
+
1
2
ln(1 + ω2c t
2)
}
. (5.3)
In the so-alled saling limit, namely at long times ωct→∞ the funtion S(t) behaves
like
Ss.l.(t)
ωct→∞−→ η
π~
ln
(
~βωc
π
sinh
πt
~β
)
(5.4)
≈ η
π
{
πt
~β
+ ln
(
~βωc
2π
)}
, ωct≫ ~ωcβ , (5.5)
whih shows a linear behavior. This illustrates that the orrelations between the paths are
damped out exponentially at long times for a low temperature Ohmi bath. For long times
ωct→∞, the arctan-funtion in the imaginary part R(t) approahes 1 or -1, depending on
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the sign of the argument, i.e.,
R(t)
ωct→∞−→ η
2~
sign(t) , (5.6)
so that the imaginary part R(t) beomes a onstant funtion for all times t.
5.1 Separation of time sales and dynamis
In this setion we want to introdue some approximations to (2.25) whih are justied
in the regime of moderate to high temperatures and/or moderate to strong damping. They
exploit the separation of time sales between tunneling events among DVR-states loated
in dierent wells and vibrational relaxation (VR) transitions.
5.1.1 Whih simpliations are allowed due to the separation of time
sales?
Simplifiation (1). The rst approximation we do is to onsider only paths in the
summation (2.25) whih return to a diagonal state after a V R or tunneling transition.
Namely, every seond time interval is a sojourn. This assumption relies on the fat that
these paths give the major ontribution to the summation, sine the more a path travels
o-diagonal, the more damped every out-of-diagonal exursion is. Hene, the expression for
the oupation probabilities beomes (t > t0)
ρµNµN (t) = 〈qµN |ρ(t)|qµN 〉 =
M∑
µ0=1
ρµ0µ0
[
δµNµ0 (5.7)
+
∞∑
n=1
∫ t
t0
D{tj}
∑
{µjνj}
Bn (−1)n
n−1∏
j=0
(−1)ς2j ∆
2
2j+1
22
Fn Gn H˜n
]
, (5.8)
where
Bn ≡ exp

−i
n∑
j=1
ǫµ2j−1ν2j−1τj

 , (5.9)
Fn ≡ exp
{
−
n∑
l=1
ξ22l−1S2l,2l−1
}
, (5.10)
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Gn ≡ exp

−
n∑
l=2
l−1∑
j=1
ξ2l−1Λl,jξ2j−1

 , (5.11)
H˜n ≡ exp

−i
n∑
l=1
l−1∑
j=0
ξ2l−1 X l,j

 (5.12)
and n = N/2 (whih ounts the number of blips). Moreover, ς2j ≡ δ2j + δ2j+1, Sj,k ≡
S(tj − tk) and analogously for R. The funtions Λj,k, Xj,k and X l,j are dened as
Λj,k = −S2j,2k + S2j,2k−1 − S2j−1,2k−1 + S2j−1,2k , (5.13)
Xj,k = +R2j,k −R2j−1,k , (5.14)
X j,k = Xj,2kχ2k +Xj,2k+1χ2k+1 , (5.15)
suh that Λj,k desribes blip-blip orrelations, while X j,k aounts for blip-sojourn inter-
ations. In partiular, when t0 → −∞, the term X j,0 redues to Xj,1χ1 only and H˜n
beomes:
Hn ≡ lim
t0→−∞
H˜n = In exp
{
−i
n∑
l=2
ξ2l−1Xl,1χ1
}
exp

−i
n∑
l=2
2(l−1)∑
j=2
ξ2l−1Xl,jχj

, (5.16)
where
In ≡ exp
{
−i
n∑
l=1
ξ2l−1R2l,2l−1χ2l−1
}
(5.17)
aounts for the interation of a blip with its preeeding sojourn.
In the ase M = 2, it holds χ2k+1 = −χ2k and this allows some simpliations: The
funtion X j,k simplies as +X˜j,kχ2k, with X˜j,k = Xj,2k − Xj,2k+1, k > 1, (X˜j,0 = −Xj,1)
and there our notation an be mapped into the notation introdued in Se. 3.2 for the
spin-boson problem by identifying ξ2j−1 = ξ
[Sec.3.2]
j and χ2j = χ
[Sec.3.2]
j .
Simplifiation (2). This approximation onsists in negleting interations among
the so-alled tunneling-blips (T -blips) as well as among tunneling and VR events. This
is justied by the fat that tunneling events are rare on the sale of VR, and hene bath-
indued orrelations are exponentially suppressed. Consistently, we also neglet interations
between two VR events interrupted by a tunneling event. These assumptions allow us then
to ompletely separate the intra-well dynamis i.e. among states lying in the same well
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from the inter-well dynamis.
Notie that orrelations between VR events in the same well, ourring between two
suessive tunneling transitions, are retained in our approximation.
ρ11 ρ22 ρ44
ρ12
ρ24
t0 tt1 t2 t3 t4︸ ︷︷ ︸
VR− blip
︸︷︷︸
T− blip
1
(a) Allowed path from simpliation (1)
〈T 〉 〈smix〉 〈W 〉 〈sintra〉 〈T 〉
︸ ︷︷ ︸
〈sinter〉
1
(b) Allowed inter-blip interations
Figure 5.1: [Panel (a)℄ Generi path in an M -level system aording to approximation (1):
Only paths whih return to diagonal states after two V R- or T -transitions are retained.
Hene, suh paths an be viewed as a sequene of sojourns interrupted by V R-blips and
T -blips. [Panel (b)℄ Retained bath-indued orrelations aording to approximation (2).
Wiggled lines denote intra-blip interations and dashed lines inter-V R-interations. Blip-
sojourn interations are omitted for the sake of larity. Due to the time-sale separation
between tunneling and vibrational relaxation events, tunneling-blips (blue) are rare with
respet to V R-blips (magenta). We indiated here with 〈T 〉 and 〈W 〉 the average T -blip
and V R-blip time intervals, respetively.
In Fig. 5.1(a) a generi path is depited, as allowed by simpliation (1), where the
system is bak to a diagonal state of the RDM after two steps (see in ontrast Fig. 2.1(b)).
In Fig. 5.1(b) the blip-blip orrelations among V R-blips, as kept in simpliation (2), are
shown. The dierent heights mean that the path travels out of diagonal reahing further (T -
blips) or loser (V R-blips) out-of-diagonal RDM states. We isolate with a box all transitions
taking plae within the same well (magenta) from those onneting one well to the other
(blue).The inuene of the bath is to ouple eah blip with all preeeding sojourns and
blips, as well as to indue intra-blip interations.
In Fig. 5.1(b), we also indiate the dierent time sales assoiated to the various tunnel-
ing and V R-proesses. In partiular, we all 〈T 〉 the average time interval spent in a T -blip
(blue) and 〈W 〉 the average time spent in a VR-blip (magenta). The typial length of a
sojourn in the box is 〈sintra〉 ∝ ∆−1intra ∼ ω−10 and that of a "tunneling-sojourn" (whih is of
the order of the time interval between two tunneling events) is 〈sinter〉 ∝ ∆−1inter. Finally, we
denote with 〈smix〉 the average time spent between the last V R-transition and a tunneling
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event.
The bath interations within a blip of length τ whih onnets the sojourns (ν, ν) with
(µ, µ) are proportional to exp [−ξ2µνS(τ)], whih beomes for long times
exp [− η
~2
(qµ − qν)2kBTτ ], as follows from Eq. (5.5). For a T -blip it holds qµ − qν ≈ q0,
suh that we an dene (in analogy with the spin-boson ase) the dimensionless parameter
α ≡ η q20/2π~  the so-alled Kondo parameter  and say that a typial T -blip length
is 〈T 〉 ∼ ~/αkBT . Following this analogy, we ould also dene an "eetive" oupling
onstant as αµνintra = η (qµ − qν)2/2π~ for the blips inside the box and orrespondingly
we obtain 〈W 〉 ∼ ~/αµνintrakBT , whih in general will be muh larger than 〈T 〉, sine the
DV R-states inside a well are loser to eah other than two generi states lying in dierent
wells.
We ould here then reformulate the limit of validity of the approximation given in [29℄,
where all inter-blip orrelations are negleted. This is justied at high temperature and/or
large damping where 〈W 〉 ≪ 〈sintra〉, or equivalently ~ω0/αintrakBT ≪ 1.
In order to extend the analysis in [29℄ to lower temperatures, we onsider now the
parameter regime, see Fig. 5.1(b), where interations among T -blips as well as between
the adjaent T -blips and the V R-blips are negleted. However, intra-T -blip interations
are retained, as well as among V R-blips whih are not interrupted by a T -blip. For this to
happen, the ondition to be satised is:
〈sinter〉 ≥ 〈smix〉 ≫ 〈T 〉 , (5.18)
i.e. the distane 〈smix〉 between two generi adjaent T - and VR-blips should be large
enough to be able to neglet the interation among them. This results in the possibility to
also neglet the T -blips interations, sine 〈sinter〉 is always larger than or omparable to
〈smix〉. The reason for ondition (5.18) is that the interation between a V R-blip and an
adjaent T -blip is proportional to
Λmix ≈ −S(〈smix〉+ 〈W 〉) + S(〈T 〉+ 〈smix〉+ 〈W 〉)− S(〈T 〉+ 〈smix〉) + S(〈smix〉).
This means that, when the interval 〈smix〉 is suiently large with respet to the average
T -blip and V R-blip lengths, Eq. (5.5) an be used yielding Λmix ≈ 0. Hene, we an
onsider all T -blips as non-interating.
In other words, when the temperature and the oupling onstant between bath and
system are suh that the ondition of Eq. (5.18) is satised, we an perform a sort of Non-
Interating Blip Approximation (NIBA) [3, 12℄ for the T -blips. However, all interations
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among the paths inside the wells must be retained if at the same time 〈W 〉 ≈ 〈sintra〉. No-
tie that sine in our approah the ratio 〈W 〉/〈sintra〉 is not onstrained, our model also an
desribe the situation in [29℄, as soon as 〈sintra〉 ≫ 〈W 〉. The onveniene of our general-
ization is that we don't suppose neessarily a large damping or high temperature, sine the
inter-T -blips interations an be negleted beause the many inter-well events well separate
the T -blips.
Simplifiation (3). Having separated the tunneling from the vibrational relaxation
dynamis, we have still to solve the quite intriated problem of an ensamble of interating
V R-blips. In the following, we shall assume that the interation among V R-blips is weak
enough that its eets an be treated to the lowest order. Hene, we all this the Weakly-
Interating VR-blip Approximation (VR-WIBA). Its onsequenes are desribed in more
detail below in Se. 5.2.
5.1.2 Generalized master equation (GME)
The approximations (1) and (2) allow us to separate inter- and intra-well dynamis.
Hene, the irreduible kernels for tunneling and vibrational relaxation, Tµν and W˜µν re-
spetively, an be identied and a generalized master equation (GME) for the populations
an be derived. This proedure is explained in detail in App. E. It reads (t ≥ t0)
ρ˙µµ(t) =
∑
ν /∈{µ}
ν=µ
∫ t
t0
dt′Tµν(t− t′)ρνν(t′) +
∑
ν∈{µ}
∫ t
t0
dt′W˜µν(t− t′)ρνν(t′) , (5.19)
where the notation ∑
ν∈{µ}
means (from now on) that the sum runs over all states whih lie in the same well as
µ. Here irreduibility means that the paths assoiated to a given kernel annot be ut
into unorrelated piees at an intermediate sojourn without removing the bath orrelations
aross suh a sojourn [12℄. Due to our assumption that interations between T -blips are
negleted, as well as between T -blips and VR-blips, the irreduible T -kernel Tµν (µ 6= ν)
is of seond order in ∆2µν and reads
Tµν(t− t′) =
∆2µν
2
exp
{−(qµ − qν)2S(t− t′)}
× cos{ǫνµ(t− t′)− (qµ − qν)2R(t− t′)} (1− δν∈{µ}) . (5.20)
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Here, the fator (1− δν∈{µ}) ensures that µ and ν refer to DVR-states in dierent wells.
The onstrution of the irreduible VR-kernels W˜µν is more intriated, sine orrelations
between VR transitions must be retained if one is interested in moderate damping strengths
and/or intermediate temperatures ~∆inter . kBT . ~∆intra. In partiular, one nds that
W˜µν = W
(2)
µν +Σ
′
µν , (5.21)
where we separated the ontribution of the seond-order kernel (with respet to ∆2µν)
W (2)µν (τ) =
∆2µν
2
exp
{−(qµ − qν)2S(τ)} cos{ǫνµτ − (qµ − qν)2R(τ)} δν∈{µ} (5.22)
from the higher order ontribution Σ′µν , of whih we refrain from giving the exat expression
here. Notie that retaining only Eq. (5.22) and disarding higher order terms amounts
preisely to the approximation disussed in [29℄, when only lowest order T - and VR-kernels
were retained.
Rather, in the following Setion we disuss how to perform the approximation (3) on
the irreduible kernel Σ′µν valid for Ohmi damping.
5.2 The Weakly Interating VR-Blip Approximation (VR-
WIBA)
Within the approximation sheme (3), we treat the VR-blips as weakly interating
objets, with blip-blip and blip-sojourn interations desribed by Eqs. (5.13) and (5.14),
respetively (Weakly-Interating VR-Blip Approximation or VR-WIBA). Hene, we expand
Gn and Hn up to linear order in Λj,k and Xj,k, respetively, to nd for the beyond-seond-
order ontribution Σ′µν ≈ ΣV R−WIBAµν ≡ Σµν , with (here ξ ≡ t− t′)
Σµν(ξ) =
∞∑
n=2
∫ t
t′
D{tj}
∑
κ
(2)
j ∈{µ}
Bn δκ(1)0 ,ν
δ
κ
(2)
n−1,µ
δ
κ
(2)
j ,κ
(1)
j+1
(−1)n
n−1∏
j=0
(−1)ς2j
∆2
κ
(2)
j κ
(1)
j
22
Fn
× In

1− n∑
l=2
l−1∑
j=1
ξ2l−1Λl,jξ2j−1 − i
n∑
l=2
ξ2l−1Xl,1χ1 − i
n∑
l=2
2(l−1)∑
j=2
ξ2l−1Xl,jχj


− reduible graphs ,
(5.23)
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where, as shown in E.1, produts of reduible graphs of lower order must be subtrated in
order to obtain the irreduible kernel Σµν . In partiular, κ
(1)
j denotes the oordinate whih
hanges its value into κ
(2)
j during the j-th transition, ∆κ(2)j κ
(1)
j
≡ 0 when κ(2)j = κ(1)j . Let
us larify it with an example: During the transition µν → µ′ν, we mean κ(1) ≡ µ and
κ(2) ≡ µ′. The delta funtions x the initial and the nal states of the paths. Despite its
intriate appearane, Σµν an be reast into the ompat form (see proof in E.1)
Σµν(ξ) = +
∫ ξ
0
dτf−1
∫ ξ−τf−1
0
dτ1
[
K(τf−1) p(s)
(
K(τ1) Λf−1,1 +A(τ1)Xf−1,1
)]∈{µ}
µν
, (5.24)
whih onstitutes together with Eqs. (5.19), (5.20) and (5.22) one main result of this
Chapter. Here, τ1 and τf−1 = tf − tf−1 = t − tf−1 indiate the initial and the nal blip
time intervals, respetively, and s = t− t′ − τ1 − τf−1. The supersript nearby the braket,
∈ {µ}, means that every jump must be performed inside the same well whih qµ belongs
to, as soon as one looks at the matrix elements. The transition matries have the form
Kµν(τ) ≡
∆2µν
2
exp
{−(qµ − qν)2S(τ)} sin [ǫνµτ − (qµ − qν)2R(τ)] (qν − qµ) , (5.25a)
Aµν(τ) ≡
∆2µν
2
exp
{−(qµ − qν)2S(τ)} cos [ǫνµτ − (qµ − qν)2R(τ)] (qν − qµ) , (5.25b)
the orresponding sum-rules being
Kνν(τ) = −
∑
κ∈{ν}
κ6=ν
Kκν(τ) , (5.26a)
Aνν(τ) = −
∑
κ∈{ν}
κ6=ν
Aκν(τ) . (5.26b)
It is worth notiing that in Eq. (5.25a) the fator qν−qµ omes from ξ1 or ξf−1, whereas
in Eq. (5.25b) it omes from χ1.
Finally, the funtion p aounts for all intermediate VR-transitions ourring between
the initial and the nal blip time intervals. To be denite, pµν(t − t′) ≡ ρµµ(t; νν, t′) is
the probability to be in the state (µµ) at time t, being in the diagonal state (νν) at time
t′. Sine the funtions Λf−1,1 and Xf−1,1 indue orrelations between the initial and nal
blips, the internal transitions desribe a gas of non-interating VR-blips where the intra-blip
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orrelations are fully retained. Hene, pµν(t) obeys the dierential equation (t ≥ t0)
p˙µν(t) =
∑
κ∈{µ}
∫ t
t0
dt′W (2)µκ (t− t′)pκν(t′) , (5.27)
with pµν(t0) = δµ,ν .
5.2.1 The four-state system
We wish here to evaluate the beyond-NIBA ontribution Σµν(ξ) in the simplest situation
of a four-level system (see Fig. 5.2). In this ase, let us onsider for example the generi
two DVR-states inside the left well and let us label them 1 and 2. After introduing
pN ≡ p22− p21 = p11− p12 (where pN is the symmetri part of the expetation value for the
left well of σz with pµν obtained by solving Eq. (5.27) with NIBA kernels) and using Eq.
(5.26), one nds for the kernel Σ21:
-8 -6 -4 -2 0 2 4 6 8
-2
-1
0
1
2
E
q
Figure 5.2: Energy vs position oordinate is shown for a four-state system. On the x-axis,
the position of the DV R-eigenstates (red dots) and their orresponding on-site energies
(blue dots) for the parameters ∆U = 1.4, ε = 0 (in units of ω0) are shown. Notie that the
lowest two states are not resolved on this sale.
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Σ21(ξ) =
∫ ξ
0
dτf−1
∫ ξ−τf−1
0
dτ1
[
+K21(τf−1) p12(s)
(
K21(τ1) Λf−1,1 +A21(τ1)Xf−1,1
)
+K21(τf−1) p11(s)
(
K11(τ1) Λf−1,1 +A11(τ1)Xf−1,1
)
+K22(τf−1) p22(s)
(
K21(τ1) Λf−1,1 +A21(τ1)Xf−1,1
)
+K22(τf−1) p21(s)
(
K11(τ1) Λf−1,1 +A11(τ1)Xf−1,1
)]
(5.28)
= −
∫ ξ
0
dτf−1
∫ ξ−τf−1
0
dτ1 [K21(τf−1) +K12(τf−1)]
× pN(s) [K21(τ1) Λf−1,1 +A21(τ1)Xf−1,1] .
(5.29)
An analogue expression is found for the kernel Σ12(ξ).
One we dene the symmetri kernel KsW ≡ W (2)RL +W (2)LR + ΣRL + ΣLR and the anti-
symmetri kernel KaW ≡W (2)RL −W (2)LR +ΣRL −ΣLR, we obtain a similar expression for the
symmetri and antisymmetri WIBA kernels (3.66) and (3.64), respetively, although some
dierenes our due to the approximation Xl,2(l−1) = 0 performed to obtain the VR-WIBA
kernels (see App. E). Moreover, there remains a basi dierene in the interpretation of the
kernels, sine in the pure TLS the irreduible kernels aount for the tunneling through
the potential barrier whereas in the four-state system they relate states whih lie in the
same well, i.e. vibrational relaxation events.
5.3 Conlusions
In onlusion, we disussed a novel approximate treatment (alled Weakly Interating
VR-Blip Approximation) of the dynamis in a driven dissipative bistable potential. It
exploits a separation of time sales between tunneling and vibrational relaxation events in
ertain regimes of temperatures and oupling, i.e. ~∆Ei . kBT < ~ω0 and γ < ω0. We
were able to derive an analytial expression for the kernels whih govern the intra- and
inter -well dynamis. The Weakly Interating VR-Blip Approximation is supposed to work
in the mentioned regime of parameters and to smoothly reprodue the gNICA preditions
in the inoherent regime. However, the limits of validity of this approximation are still to
be tested, sine no lear regime of validity an be analytial predited, due to the intriated
relationships between the diverse eetive oupling onstants. Hene, further improvements
to the theory are needed, adequate numerial simulations laking beause of numerial
diulties.
Chapter 6
Conlusions and perspetives
I are.
Don Milani
In this PhD thesis we have been onerned with dissipative and deoherene proesses
whih take plae speially for quantum systems in a dissipative bistable potential. This
potential desribes a Hamiltonian system whose spetrum is omposed by a ladder of levels,
grouped as doublets under the potential barrier and being almost equally spaed above it.
The system interats with a thermal environment, whih in this work has been hosen to
be omposed by an ensemble of harmoni osillators, whih is a ommon approah in the
literature [12, 13, 84℄. The dynamial quantity we looked at is the so-alled redued density
matrix (RDM), obtained by traing out the full density matrix the environmental degrees
of freedom. The Feynman-Vernon real-time path-integral tehnique [11℄ is illustrated in
Chapter 2, where the matrix elements for the RDM are exatly evaluated. Depending on
whih regime of parameters we are interested in, i.e. temperature and oupling strength
with the reservoir, a few or several energy levels ontribute to the dynamis. In partiular,
in Chapters 3 and 4 a two-level system (TLS) is analyzed. This orresponds to the regime
where only the lowest doublet is energetially aessible. The environment enters the dy-
namis via the bath-orrelation funtion, expressed as an integral over the so-alled bath
spetral density, whih fully haraterizes the bath spetrum.
In Chapter 3, a wide lass of spetral densities is onsidered. In partiular, the ase
of Ohmi and super-Ohmi spetral densities is disussed and analytial results for the
kernels governing the dynamis of the population dierene are obtained. Our theory,
alled Weakly-Interating Blip Approximation (WIBA), is developed by using the real-time
path-integral tehnique illustrated in Chapter 2. Starting from the exat path-integral
solution for the spin-boson redued density matrix, eetive intra-blip orrelations are fully
inluded and inter-blip and blip-sojourn interations are onsidered up to linear order, being
84 6. Conlusions and perspetives
the sojourn the time spent in a diagonal state of the RDM and blip the time spent in an
o-diagonal state. The WIBA is nonperturbative in the oupling strength as well as in
the tunneling frequeny and gives reliable results over a wide range of temperatures and
oupling strength to the thermal environment. In spei regimes, the WIBA fully agrees
with onventional perturbative approximations in the tunneling matrix element, like the so-
alled Non-Interating Blip Approximation (NIBA) [12, 13℄, or in the system-bath oupling
strength [14, 15, 16℄. In an intermediate regime of parameters, a good agreement with
the ab-initio numerial sheme Quasi-Adiabati Path-Integral Propagator (QUAPI) [17℄ is
found.
In Chapter 4, the TLS is assumed to be oupled with an external detetor, like a d-
SQUID, the latter being oupled to an Ohmi environment. This model desribes a more
realisti qubit, as frequently disussed in the literature [5, 18, 19, 20, 21, 85℄. In [64℄, it
has been shown that suh a system an be exatly mapped onto a TLS interating with
a strutured environment. Up to now, the latter model has been used to investigate the
deoherene properties of a qubit within a perturbative approah in the spetral density [86,
87℄. However, when the qubit and detetor frequenies beome omparable or in a regime of
strong oupling between qubit and detetor, suh a perturbative sheme breaks down [88,
89℄. In the mentioned Chapter, we showed how to investigate in a orret way the dynamis
of a spin-boson system with a strutured environment in the ase of strong oupling between
a symmetri TLS and a detetor. The dynamis was evaluated upon starting from the
NIBA and approximating the NIBA kernels up to rst order in the detetor-bath oupling
strength. Analytial results, valid also at nite detuning, were obtained and we showed that
our theory orretly reprodues the onset of multiple osillation frequenies in the dynamis
due to the entanglement between TLS and detetor.
Finally, in Chapter 5 we disussed the more general ase of an M -level system ou-
pled with an Ohmi environment. This situation desribes the ase of a bistable potential
where the temperature is high enough that higher-lying energy levels are being populated
and the system annot be redued to a simple TLS. Many are the experimental situations
[22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32℄ whih an be desribed by our theory. We developed
a novel approximation alled Weakly Interating VR-Blip Approximation (VR-WIBA) for
the dynamis in a driven dissipative bistable potential. In the regimes of low to moder-
ate temperatures and oupling strengths, we exploited a separation of time sales between
tunneling and vibrational relaxation events and we ould derive analytial kernels for the in-
tra- and inter -well dynamis. The VR-WIBA generalizes the theory put forward in [28, 29℄
alled gNICA where the tunneling and VR-dynamis are fully inoherent. Unfortunately,
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we did not have enough time to test our theory on existing approximation shemes, but we
expet the VR-WIBA is able to orretly reprodue the gNICA or weak-oupling approxi-
mations in the appropriate regimes of parameters. We hope this will be done by someone
else soon!
With the present work, we believe to have made important progresses in the proper
understanding of the deoherene proesses whih take plae in two- and multi-level systems.
Control of deoherene is one foremost hallenge for the realization of working quantum
omputers.
May this PhD thesis be preious for important future investigations in the eld of driven
dissipative quantum systems.
Appendix A
Derivation of the NIBA kernels
In the non-interating blip approximation, as already mentioned in the Se. 3.3, one
neglets all blip-blip orrelations and blip-sojourns interations in Eq. (3.14), i.e. Φ
(n)
inter = 0.
The blip-preeeding-sojourn interations are negleted as well (Φ
(n)
bps = 0), i.e. one sets
Xj,j−1 ≈ R2j,2j−1. As a onsequene, the inuene funtion (3.10) fatorizes into individual
inuene fators depending only on the dipole length τj := t2j − t2j−1. Following an
analogous proedure as in Se. 3.3.1, the NIBA series expression an be derived, and the
orresponding GME, of the same form as in Eq. (3.33), is obtained. The kernels nally
read
KsN(t) = ∆
2e−S(t) cos(εt) cos[R(t)] , (A.1a)
KaN(t) = ∆
2e−S(t) sin(εt) sin[R(t)] , (A.1b)
Ks0,N(t) = ∆
2e−S(t) cos(εt) cos[R(t)] , (A.1)
WN(t) ≡ KsN(t)−Ks0,N(t) = 0 . (A.1d)
The kernels are of lowest order in the tunneling matrix ∆ but are non-perturbative in
δs. The NIBA is expeted to be a good approximation whenever the average time spent in
a blip is muh larger than the time spent in a sojourn.
In general, the inter-dipole interation an be safely negleted for all temperatures for
sub-Ohmi damping s < 1, and the TLS is expeted to exhibit inoherent dynamis even
for very small oupling δs. For Ohmi and super-Ohmi damping, NIBA is expeted to be
a good approximation at high enough temperature and/or strong damping. In partiular,
spetral densities of the Ohmi form reah for large temperatures faster the asymptoti be-
havior S(t) ∝ t at long times, implying that the orrelations in Λj,k anel out exatly. The
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NIBA is known to fail, as said, at low temperatures and weak oupling for an asymmetri
TLS beause the dipole-dipole orrelations Λj,k ontribute already to terms whih depend
linearly on the spetral density G(ω).
Appendix B
Evaluation of the WIBA kernels
In this Appendix, the presription (3.63) to evaluate the WIBA kernels in the time
domain is illustrated. Let us onsider, to x the ideas, Σ0,a(ξ) =
∑
l Σ
(l)
0,a(ξ). The kernel
Σ
(l)
0,a, given in Eq. (3.53), is reported here for larity:
Σ
(l)
0,a(ξ) ≡
∫ ξ
0
dξ1
∫ ξ−ξ1
0
dξlγh¯l(ξl)f(ξ − ξ1 − ξl)
× [γg1(ξ1)Xl,0 − γg¯1(ξ1)Λl,1] ,
(B.1)
with Xl,0 = R(ξ − ξ1 + τ1)− R(ξ − ξ1 + τ1 − τl). Notie that the operators γ's depend on
the funtions g/g¯ (h/h¯) dened in Eqs. (3.43) and (3.44).
In the funtion f(s) whih appears in the expression for the kernel (see Eq. (3.49)),
the rst derivative of the onditional probability p˙
(l−2)
eN (s) is present. Then, it ould be
integrated out by parts, obtaining
Σ
(l)
0,a(ξ) =
∫ ξ
0
dξ1
∫ ξ−ξ1
0
dξl γ˙h¯l(ξl)
× p(l−2)eN (ξ − ξ1 − ξl) [γg1(ξ1)Xl,0 − γg¯1(ξ1)Λl,1] .
(B.2)
Here, the rst derivative of the operator γh¯l(ξl) ats on the funtions Xl,0 = R(ξ−ξ1+τ1)−
R(ξ− ξ1+ τ1− τl) and Λl,1 = S(ξ− ξ1+ τ1)+S(ξ− ξ1− τl)−S(ξ− ξ1)−S(ξ− ξ1+ τ1− τl)
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as
γ˙h¯(ξl)Xl,0
= ∂ξl
∫ ξl
0
dτl h¯(τl, ξl − τl)Xl,0
≈ ∂ξl
∫ ξl
0
dτl h¯(τl, ξl)Xl,0
= h¯eN(ξl) [R(ξ − ξ1 + τ1)−R(ξ − ξ1 + τ1 − ξl)] ,
(B.3)
and
γ˙h¯(ξl)Λl,1
= ∂ξl
∫ ξl
0
dτl h¯(τl, ξl − τl)Λl,1
≈ ∂ξl
∫ ξl
0
dτl h¯(τl, ξl)Λl,1
= h¯eN(ξl) [S(ξ − ξ1 + τ1) + S(ξ − ξ1 − ξl)
−S(ξ − ξ1)− S(ξ − ξ1 + τ1 − ξl)] .
(B.4)
As already observed when alulating the extended -NIBA kernels, the expliit depen-
dene of the integrand of Eq. (B.3) on ξl yields an integral form for γ˙h¯(ξl)Xl,0. An approx-
imate form is obtained if we apply the same presription (3.35) as for the extended -NIBA.
Namely, one approximates the bath orrelation dierenes in Yj,j−1 with the rst derivative
of R(t). Hene, for g and h Eq. (3.36) holds, whereas for g¯ and h¯ it follows (l > 1)
g¯(τl, ξl − τl) ≈ g¯(τl, ξl)
= ∆2e−S(τl) cos(ετl) sin[R(τl)− τlR˙(ξl)] ,
h¯(τl, ξl − τl) ≈ h¯(τl, ξl)
= ∆2e−S(τl) sin(ετl) cos[R(τl)− τlR˙(ξl)] ,
(B.5)
the orretions being of order O[τ2l R¨(ξl)]. We dene g¯eN(ξl) ≡ g¯(ξl, ξl) and h¯eN(ξl) ≡
h¯(ξl, ξl).
In order to evaluate the antisymmetri WIBA kernelKaWIBA from the presription (3.63),
one sees that the previous expression must be derived with respet to ξ. After substituting
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u ≡ ξ − ξ1 in the Eq. (B.2), we get
Σ
(l)
0,a(ξ) =
∫ ξ
0
du
∫ u
0
dξl h¯eN(ξl)
× p(l−2)eN (u− ξl) [γg1(ξ − u)Xl,0 − γg¯1(ξ − u)Λl,1] ,
(B.6)
with Xl,0 = R(u+τ1)−R(u+τ1−ξl) and Λl,1 = S(u+τ1)+S(u−ξl)−S(u)−S(u+τ1−ξl).
Then, in order to get the derivative of Σ
(l)
0,a(ξ) with respet to ξ, it is enough to evaluate
∂ξ [γg1(ξ − u)Xl,0 − γg¯1(ξ − u)Λl,1]
= ∂ξ
∫ ξ−u
0
dτ1 [g1(τ1, s0 →∞)Xl,0 − g¯1(τ1, s0 →∞)Λl,1]
= gN(ξ − u)Xl,0 − g¯N(ξ − u)Λl,1 ,
(B.7)
where now Xl,0 = R(ξ)−R(ξ− ξl) and Λl,1 = S(ξ) +S(ξ− ξ1− ξl)−S(ξ− ξ1)−S(ξ− ξl).
Hene, we obtain for the l-th order (after the derivative, we substitute bak ξ1 ≡ ξ− u)
∂ξΣ
(l)
0,a(ξ)
=
∫ ξ
0
dξ1
∫ ξ−ξ1
0
dξl h¯eN(ξl)p
(l−2)
eN (ξ − ξ1 − ξl)
× [gN(ξ1)Xl,0 − g¯N(ξ1)Λl,1] .
(B.8)
In the end, the antisymmetri WIBA kernel reads
KaWIBA(ξ) ≡ KaeN(ξ)−
∞∑
σ=2
KaWIBA
(σ)(ξ)
= KaeN(ξ)
−
∫ ξ
0
dξ1
∫ ξ−ξ1
0
dξf h¯eN(ξf ) peN(ξ − ξ1 − ξf )
× [gN(ξ1)Xf,0 − g¯N(ξ1)Λf,1] ,
(B.9)
where we introdued peN(t) ≡
∑∞
σ=2 p
(σ−2)
eN (t). Following similar lines, we obtain for the
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symmetri WIBA kernels:
Ks0,WIBA(ξ) ≡ Ks0,eN(ξ)−
∞∑
σ=2
Ks0,WIBA
(σ)(ξ)
= Ks0,eN(ξ)
−
∫ ξ
0
dξ1
∫ ξ−ξ1
0
dξf h¯eN(ξf ) peN(ξ − ξ1 − ξf )
× [hN(ξ1)Xf,0 + h¯N(ξ1)Λf,1] ,
(B.10)
and
KsWIBA(ξ) ≡ KseN(ξ)−
∞∑
σ=2
KsWIBA
(σ)(ξ)
= KseN(ξ)
−
∫ ξ
0
dξ1
∫ ξ−ξ1
0
dξf h¯eN(ξf ) peN(ξ − ξ1 − ξf )
× [h¯eN(ξ1)Λf,1] .
(B.11)
We identied in all equations the last time interval with τf and orrespondingly ξf . In this
last equation, we also identied the rst time interval τk with τ1 (therefore ξk with ξ1) and
Λf,k with Λf,1.
In Eqs. (B.9) and (B.10), is Xf,0 = R(ξ) − R(ξ − ξf ), and for all the three kernels
Λf,1 = S(ξ) + S(ξ − ξ1 − ξf )− S(ξ − ξ1)− S(ξ − ξf ). In Eq. (B.11), the term proportional
to Xf,0 is absent beause it vanishes after the integration by parts and the derivative, sine
it does not depend on s0.
Appendix C
Calulation of the parameter x
Here we are interested in nding out the orret value for x whih omes in the formulas
after we make the expansion in Bessel funtions. We refer here to the Eq. (4.37), whih we
rewrite for larity.
Ks(λ) = ∆2
∫ ∞
0
dτe−λτ e−Q
′
0(τ)
{
cos (Q′′0(τ))
[
1−Q′1(τ)
]− sin (Q′′0(τ))Q′′1(τ)} . (C.1)
Let us examine, to x the ideas, the term exp{−Q′0(τ)} cos (Q′′0(τ)):
e−Q
′
0(τ) cos (Q′′0(τ)) ≡ eY Re
{
e−Y cosΩτe+iW sinΩτ
}
(C.2)
= eY Re
{
ei[iY cosΩτ+W sinΩτ ]
}
(C.3)
= eY Re

e
i
√
W 2−Y 2
"
iY√
W 2 − Y 2 cosΩτ+
W√
W 2 − Y 2 sinΩτ
#
 . (C.4)
It ould be now onvenient to interprete

cosx ≡ iY√
W 2 − Y 2 = +
Y√
Y 2 −W 2 (C.5a)
sinx ≡ −W√
W 2 − Y 2 = +
iW√
Y 2 −W 2 , (C.5b)
so that the exponent an be rewritten as
e−Q
′
0(τ) cos (Q′′0(τ)) = e
Y
Re
{
ei
√
W 2−Y 2 cos (Ωτ+x)
}
. (C.6)
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At this point we an use the Jaobi-Anger expansion (4.24) to expand the exponent in
series of Bessel funtions. Then we get
Ks(λ) = ∆2eY
∫ ∞
0
dτe−λτ
{[
J0(u0) + 2
+∞∑
n=1
(−i)nJn(u0) cos (nΩτ) cosh
(
n
βΩ
2
)]
× [1−Q′1(τ)]+ 2 +∞∑
n=1
(−i)nJn(u0) sin (nΩτ) sinh
(
n
βΩ
2
)
Q′′1(τ)
}
,
(C.7)
whih oinides with Eq. (4.49), one we introdue the amplitudes. Here, u0 is given by
u0 ≡
√
W 2 − Y 2 = i
√
Y 2 −W 2 = i4g
2
Ω2
1
sinh
(
βΩ
2
) , (C.8)
sine Y ≡ −W coth (βΩ2 ), hene |Y | ≥ |W | (note that W > 0 and hene Y < 0). One
noties that the argument of the Bessel funtions is small, whenever β~Ω/2 & 1 and g . Ω,
i.e. in the regime we are interested in.
Now we would like to obtain the exat value of x.
From Eq. (C.5), we rewrite the tangent as
tanx =
+iW
Y
= −i tanh (βΩ
2
) = tan (−iβΩ
2
) (C.9)
We assume x to be omplex, therefore we write it as x = a+ ib. In general, it holds
cos (a+ ib) = cos a cosh b− i sin a sinh b (C.10)
sin (a+ ib) = sin a cosh b+ i cos a sinh b . (C.11)
From (C.10), in order to have cos (a+ ib) = +Y/
√
Y 2 −W 2, namely a real number, it
must be
a = nπ . (C.12)
From Eqs. (C.10) and (C.11), we an write the tangent as
tan (a+ ib) =
tan a+ i tanh b
1− i tan a tanh b −−−→a=nπ +i tanh b ≡ +i
W
Y
, (C.13)
as we get by alulating the tangent from Eq. (C.5). Hene,
tanh b =
W
Y
. (C.14)
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We an eventually write x as
x ≡ a+ ib = nπ + i arctanhW
Y
= nπ − iβΩ
2
. (C.15)
In order to deide, whether to assume n = 0 or n = 1, one must look at the osine or
sine:
cosx
Eq.(C.10)−−−−−−→
a=nπ
(−1)n 1√
1− tanh2 b
= (−1)n 1√
1− W
2
Y 2
= (−1)n |Y |√
Y 2 −W 2 (C.16)
≡ +Y√
Y 2 −W 2 < 0 Z=⇒ n = 1 (C.17)
or, equivalently,
sinx
Eq.(C.11)−−−−−−→
a=nπ
i(−1)n tanh b√
1− tanh2 b
= i(−1)n
W
Y√
1− W
2
Y 2
(C.18)
= i(−1)n
W
Y
|Y |
√
Y 2 −W 2 = −i(−1)
n W√
Y 2 −W 2 ≡
+iW√
Y 2 −W 2 Z=⇒ n = 1 . (C.19)
Appendix D
Expliit form for the deay rate γp
In this Appendix we wish to give the analytial result for the deay rate γp(λp) as
funtion of the solution λp of the undamped pole equation Eq. (4.52):
γp(λp) =
1
κ
1
2λ2p
[
(λ2p +Ω
2)2 +∆21(c)Ω
2
][λ2p (p+ q∆21(c)+ t∆21(s)+ u∆21(c)∆21(s)+ r∆41(c))
+Ω2
(
s+ w∆21(c) + t∆
2
1(s)
)
+ λ2p
(
∆21(c)g(λp) + ∆
2
1(s)
h(λp)
)]
,
(D.1)
with
p ≡ (2A−B)Ω2∆20 + (B −D)∆40, (D.2)
q ≡ ∆20(
A
2
+ 2B −D) + Ω2(2B − A
2
), (D.3)
t ≡ −V Ω
4
(Ω2 + 3∆20), (D.4)
u ≡ −3V Ω
4
, (D.5)
r ≡ A
2
+B, (D.6)
s ≡ −Ω2∆20B +∆40(B −D), (D.7)
w ≡ ∆20(
A
2
+B)− Ω2A
2
(D.8)
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and
g(λp) ≡
(λ2p +Ω
2)2
λ2p + 4Ω
2
(
CΩ+
A
2
λ2p − 4Ω2
λ2p + 4Ω
2
)
, (D.9)
h(λp) ≡
(λ2p +Ω
2)2
λ2p + 4Ω
2
V Ω
4
3λ2p + 20Ω
2
λ2p + 4Ω
2
. (D.10)
As already seen, the physial poles are λ2 = −λ21,2 ≡ λ2±. Correspondingly, the deay
rates γ± = γ(λ±) follow aording to Eq. (D.1).
Appendix E
Derivation of the GME within the
VR-WIBA
In order to get the general expression for the GME, one the Eq. (5.18) is veried, let
us onsider the ase M = 4. We shall generalize the results to a generi M -level system.
ρ1 1
ρ2 2
ρ3 3
ρ4 4
Figure E.1: Shemati representation of the RDM for a M = 4 level system. We suppose
ρµµ(t) = ρ4 4 (marked as a red ross).
In the spirit of the NIBA, where also the blip-preeeding sojourn interations Yj,j−1 are
negleted, f. App. A, we approximate the ompliate struture of the funtion Hn dened
in Eq. (5.16) by setting Xl,2(l−1) = 0.
Let us rst fous on the ase ρ4 4 (the red ross in Fig. E.1) and suppose that the initial
ondition is a right-well state, say ρµ0µ0 = ρ3 3 or ρµ0µ0 = ρ4 4. We then lassify a generi
path in terms of the number of tunneling transitions. It is muh more onvenient to work
in the Laplae spae (we neglet for simpliity the hats above all quantities).
Looking at Eq. (5.8) in the Laplae spae, we an make a table of all paths whih
onnet the states ρ3 3 and ρ4 4 to the nal one (see Table E.1).
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ρµ0µ0 ρ33 ρ44
T 0 1λ
W43
λ
1
λ
(
1 + W44λ
)
T 1
1
λ
(
1 + W44λ
)
T44
λ
W43
λ
1
λ
(
1 + W44λ
)
T44
λ
(
1 + W44λ
)
1
λ
W43
λ
T33
λ
(
1 + W33λ
)
1
λ
W43
λ
T33
λ
W33
λ
. . . . . . . . .
Table E.1: Contributions at dierent orders in T of the paths in the RDM to the master
equation for ρ44.
Speially, the zeroth order in T is given by
ρ
(0)
44 =
∑
µ0∈R
1
λ
(
δ4µ0 +
W4µ0
λ
)
e−λt0ρµ0µ0 , (E.1)
where the exponential appears there beause of the ausality. Notie that eah free sojourn
ontributes with a fator 1/λ to (E.1). For a generi nal RDM state (µµ), one nds
ρ(0)µµ =
∑
µ0∈R
1
λ
(
δµµ0 +
Wµµ0
λ
)
e−λt0ρµ0µ0 . (E.2)
In Eqs. (E.1), (E.2) we dened (µ 6= ν, ξ = t− t′)
Wµν =
∞∑
n=1
∫ ∞
0
dξe−λξ
∫ t
t′
D{tj}
∑
κ
(2)
j ∈{µ}
Bn
× δ
κ
(1)
0 ,ν
δ
κ
(2)
n−1,µ
δ
κ
(2)
j ,κ
(1)
j+1
(−1)n
n−1∏
j=0
(−1)ς2j
∆2
κ
(2)
j κ
(1)
j
22
Fn Gn Hn
]
.
(E.3)
This kernel aounts for all transitions within two states (νν) and (µµ) lying in the same
well. For Wµµ it holds the sum-rule
Wνν = −
∑
κ∈{ν}
κ6=ν
Wκν . (E.4)
To rst order in T we an identify two possibilities, eah depending on the initial state
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µ0µ0 (see Table E.1):
ρ(1)µµ =
∑
µ0∈R
α,β∈R
1
λ
(
δµα +
Wµα
λ
)
Tαβ
λ
(
δβµ0 +
Wβµ0
λ
)
e−λt0ρµ0µ0 . (E.5)
Sine Tαβ an only onnet states in the same well whih are idential, for α ∈ R and β ∈ R,
α 6= β, it holds Tαβ = 0.
We now dene
Γαβ ≡
∑
σ∈{β}
Tασ
λ
(
δσβ +
Wσβ
λ
)
(E.6)
as the element whih aounts for intra-well vibrational relaxations followed by one tunneling
event, whih an either bring the partile to the other well (α /∈ {σ}) or just ome bak to
the well from whih it left (α = σ).
We an hene generalize Eq. (E.5) to higher orders in T and inlude also the possibility
to start from a generi left state. For a RDM diagonal state (µ, µ) lying in one of the two
wells, we an then write in the Laplae spae
ρµµ =
∞∑
n=0
ρ(n)µµ (E.7)
=
∑
µ0
∑
α∈{µ}
1
λ
(
δµα +
Wµα
λ
)[
δαµ0 + Γαµ0 +
∑
γ
ΓαγΓγµ0 + . . .
]
e−λt0ρµ0µ0 (E.8)
=
∑
µ0
∑
α∈{µ}
1
λ
(
δµα +
Wµα
λ
) ∞∑
p=0
(Γp)αµ0 e
−λt0ρµ0µ0 (E.9)
=
∑
µ0
∑
α∈{µ}
1
λ
(
δµα +
Wµα
λ
)[
1
1 − Γ
]
αµ0
e−λt0ρµ0µ0 , (E.10)
whih an also be rewritten in matriial form:
~ρ(λ) =
(
1 +
W
λ
)
1
λ− T (1 + Wλ ) e−λt0~ρ0 . (E.11)
To this onlusion we ame by starting from an analysis order by order in the tun-
neling kernel T . We would have ome to the same result also beginning from a detailed
desription of all ontributions order by order in ∆2 (inluding in this latter ase all possible
ombinations of ∆inter and ∆intra).
It an be proved for eah order in ∆2 (see below) that the series entering Eq. (E.8) an
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be reast in a more onvenient way:
1
λ
(
1 +
W
λ
) ∞∑
p=0
[
T
λ
(
1 +
W
λ
)]p
≡ 1
λ
∞∑
p=0
(
T + W˜
λ
)p
, (E.12)
where W˜ is the sum of all irreduible graphs. Irreduibility means that the graph annot
be ut into two unorrelated piees at an intermediate sojourn without removing the bath
orrelations aross suh a sojourn [12℄. We show here the proof only for the ase ∆6, whih
is the rst non-trivial ase, refraining to give the proof here for the other orders. From the
left-hand side of Eq. (E.12) we isolate all at most sixth-order ontributions:
(
1 +
W (2)
λ
+
W (4)
λ
+
W (6)
λ
)
1 +
T
λ
(
1 +
W (2)
λ
+
W (4)
λ
)
+
T 2
λ2
(
1 +
W (2)
λ
)2
+
T 3
λ3

 ,
(E.13)
whih at the sixth-order read
T 3
λ3
+
W (6)
λ
+ 3
T 2
λ2
W (2)
λ
+ 2
T
λ
W (4)
λ
+
T
λ
W (2)
2
λ
+ O
[
∆8
]
. (E.14)
From the right-hand side we also isolate all at most sixth-order terms
(
T +W (2)
λ
)3
+
(
T +W (2) + W˜ (4)
λ
)2
+
W˜ (6)
λ
(E.15)
and obtain for the sixth-order ontributions
T 3
λ3
+
W (6)
λ
+ 3
T 2
λ2
W (2)
λ
+ 2
T
λ
W (4)
λ
+
T
λ
W (2)
2
λ
+ O
[
∆8
]
, (E.16)
namely the same result as in Eq. (E.14).
Here we used the formal denition of irreduible graphs [12℄, i.e.
W˜ (2n) ≡W (2n) −
n∑
j=2
(−1)j
∑
m1...mj
{mjeven}
W (m1) . . .W (mj)δm1+···+mj ,2n . (E.17)
Notie also that with the symbol W (2n) (W˜ (2n)) we mean the ontribution of W (W˜ ) at
the 2n-th order, n ounting the number of blips.
This allows us to get the nal form for the general master equation. It follows in fat
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from Eq. (E.12)
ρµµ =
∑
µ0
1
λ

 ∞∑
p=0
(
T + W˜
λ
)p
µµ0
e−λt0ρµ0µ0 (E.18)
=
∑
µ0

 1
λ−
(
T + W˜
)


µµ0
e−λt0ρµ0µ0 . (E.19)
By multiplying from the left hand side both sides of Eq. (E.19) by the quantity[
λ−
(
T + W˜
)]
σµ
and summing over µ, one gets
λ
∑
µ
δσµρµµ −
∑
µ
(
T + W˜
)
σµ
ρµµ =
∑
µ0
δσµ0e
−λt0ρµ0µ0 , (E.20)
or
λρσσ −
∑
µ0
δσµ0e
−λt0ρµ0µ0 =
∑
µ
(
T + W˜
)
σµ
ρµµ (E.21)
where one an easily identify on the left-hand side the Laplae Transform of the rst deriva-
tive of ρ with respet of time. By sending σ → µ and µ→ ν and transforming bak to the
time spae, we nally obtain the GME for a generi DV R-state (µ, µ)
˙ρµµ(t)θ(t− t0) =
∑
ν /∈{µ}
ν=µ
∫ t
t0
dt′Tµν(t− t′)ρνν(t′) +
∑
ν∈{µ}
∫ t
t0
dt′W˜µν(t− t′)ρνν(t′) , (E.22)
where the sums run over suh indexes aording to the denitions of T and W˜ .
E.1 Summation to all orders in ∆2 in the intra-well kernel
In this Appendix we would like to disuss how to arrive at Eq. (5.24). The idea is to
isolate all the ontributions that give rise to the p's whih build up between the initial and
the nal blips.
Let us onsider the kernel Σµν relating the initial and nal RDM states (νν) and (µµ),
respetively, with at least two visits to o-diagonal states. Hene, the lowest order in ∆ of
Σµν is the 4-th order term Σ
(4)
µν . To proeed, we must distinguish four ases, depending on
the states the path an reah after the rst and before the last blips (see Fig. E.2).
Let's fous rst on Σ
(4)
µν (ξ), µ 6= ν (remind that ξ = t−t′). In this ase  skethed in Fig.
E.3  there are only three possibilities for the sojourn spanning the time interval t3 − t2.
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νν σσ γγ µµ
(a)
σ 6= ν pγσ γ 6= µ
νσ/σν γµ/µγ
νν σσ γγ µµ
(b)
σ = ν
pγν
γ 6= µ
νρ/ρν γµ/µγ
νν σσ γγ µµ
(c)
σ 6= ν pµσ γ = µ
νσ/σν γξ/ξγ
νν σσ γγ µµ
(d)
σ = ν
pµν
γ = µ
νρ/ρν γξ/ξγ
1
Figure E.2: Generi paths whih ontribute to the beyond-NIBA kernel: We must sum all
these four possible dierent ases. With the bubble we represent the onditional probability
p alulated from Eq. (5.27), i.e. for a gas of non-interating blips. The dashed line denotes
the interation between the rst and the last blip.
Hene (overall here we dene τi ≡ t2i − t2i−1):
Σ(4)µν (ξ) =


(a)
+
∑
σγ ∈{µ}
∑
(µ1ν1)={νσ/σν}
(µ3ν3)={γµ/µγ}
(b)
−
∑
ργ ∈{µ}
∑
(µ1ν1)={νρ/ρν}
(µ3ν3)={γµ/µγ}
(c)
−
∑
σξ ∈{µ}
∑
(µ1ν1)={νσ/σν}
(µ3ν3)={γξ/ξγ}


∫ ξ
0
dτ3
∫ ξ−τ3
0
dτ1
∆21
22
∆23
22
e−iǫµ1ν1τ1e−iǫµ3ν3τ3δσγ
× exp{−ξ21S2,1} exp{−ξ23S4,3} exp {−iξ1R2,1χ1} exp {−iξ3R4,3χ3}
× [1− ξ3Λ2,1ξ1 − iξ3X2,1χ1 − iξ3X2,2χ2]
− reduible graphs
(E.23)
=


(a)
+
∑
σγ ∈{µ}
∑
(µ1ν1)={νσ/σν}
(µ3ν3)={γµ/µγ}
(b)
−
∑
ργ ∈{µ}
∑
(µ1ν1)={νρ/ρν}
(µ3ν3)={γµ/µγ}
(c)
−
∑
σξ ∈{µ}
∑
(µ1ν1)={νσ/σν}
(µ3ν3)={γξ/ξγ}


∫ ξ
0
dτ3
∫ ξ−τ3
0
dτ1
∆21
22
∆23
22
e−iǫµ1ν1τ1e−iǫµ3ν3τ3δσγ
× exp{−ξ21S2,1} exp{−ξ23S4,3} exp {−iξ1R2,1χ1} exp {−iξ3R4,3χ3}
× [−ξ3Λ2,1ξ1 − iξ3X2,1χ1] ,
(E.24)
where the summations between brakets at the beginning mean that we should sum up the
two ontributions, with intermediate states given by those speied in the summations.
Analogously in Fig. E.4 we show a generi path of 6-th order in ∆2. This time the
summations run over the four ases shown in Fig. E.2 and we obtain for the Σ
(6)
µν (ξ):
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νν σσ γγ µµ
t′ ≡ t1 t2
δσγ
t3 t4 ≡ t
µ1ν1 µ3ν3
1
Figure E.3: Generi path whih ontributes to the 4-th order beyond-NIBA intra-well kernel
Σµν . The dashed line denotes the inter-blip interation.
Σ(6)µν (ξ) =
{
(a)
+
∑
σγ ∈{µ}
∑
(µ1ν1)={νσ/σν}
(µ5ν5)={γµ/µγ}
(b)
−
∑
ργ ∈{µ}
∑
(µ1ν1)={νρ/ρν}
(µ5ν5)={γµ/µγ}
(c)
−
∑
σξ ∈{µ}
∑
(µ1ν1)={νσ/σν}
(µ5ν5)={γξ/ξγ}
(d)
+
∑
ρξ ∈{µ}
∑
(µ1ν1)={νρ/ρν}
(µ5ν5)={γξ/ξγ}
} ∑
(µ3ν3) ∈{µ}
(−1)ς2+1
∫ ξ
0
dτ5
∫ ξ−τ5
0
dτ1
∫ ξ−τ5−τ1
0
dτ2
∫ ξ−τ5−τ1−τ2
0
dτ3
∆21
22
∆23
22
∆25
22
e−iǫµ1ν1τ1e−iǫµ3ν3τ3e−iǫµ5ν5τ5
× exp{−ξ21S2,1} exp{−ξ23S4,3} exp{−ξ25S6,5} exp {−iξ1R2,1χ1}
× exp {−iξ3R4,3χ3} exp {−iξ5R6,5χ5} [1− ξ3Λ2,1ξ1 − ξ5Λ3,1ξ1 − ξ5Λ3,2ξ3
− iξ3X2,1χ1 − iξ5X3,1χ1 − iξ3X2,2χ2 − iξ5 (X3,2χ2 +X3,3χ3 +X3,4χ4)]
− reduible graphs
(E.25)
=
{
(a)
+
∑
σγ ∈{µ}
∑
(µ1ν1)={νσ/σν}
(µ5ν5)={γµ/µγ}
(b)
−
∑
ργ ∈{µ}
∑
(µ1ν1)={νρ/ρν}
(µ5ν5)={γµ/µγ}
(c)
−
∑
σξ ∈{µ}
∑
(µ1ν1)={νσ/σν}
(µ5ν5)={γξ/ξγ}
(d)
+
∑
ρξ ∈{µ}
∑
(µ1ν1)={νρ/ρν}
(µ5ν5)={γξ/ξγ}
} ∑
(µ3ν3) ∈{µ}
(−1)ς2+1
∫ ξ
0
dτ5
∫ ξ−τ5
0
dτ1
∫ ξ−τ5−τ1
0
dτ2
∫ ξ−τ5−τ1−τ2
0
dτ3
∆21
22
∆23
22
∆25
22
e−iǫµ1ν1τ1e−iǫµ3ν3τ3e−iǫµ5ν5τ5
× exp{−ξ21S2,1} exp{−ξ23S4,3} exp{−ξ25S6,5} exp {−iξ1R2,1χ1}
× exp {−iξ3R4,3χ3} exp {−iξ5R6,5χ5} [−ξ5Λ3,1ξ1 − iξ5X3,1χ1] ,
(E.26)
where one an notie that only the interations among the rst and the last blips survive,
as emphasized by the Fig. E.4.
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νν σσ γγ µµ
t′ ≡ t1 t2 t3 t4 t5 t6 ≡ t
µ1ν1 µ5ν5µ3ν3
1
Figure E.4: Generi path whih ontributes to the 6-th order beyond-NIBA intra-well kernel.
It is useful to isolate the terms in the kernels whih are not orrelated to the other
integrands, and hene dene
g(0)γσ (ξ − τ1 − τ3) ≡ δσγ (E.27)
for the 4-th order kernel (E.24),
g(1)γσ (ξ − τ1 − τ5)≡
∑
(µ3ν3)∈{µ}
∫ ξ−τ5−τ1
0
dτ2
∫ ξ−τ5−τ1−τ2
0
dτ3 (−1)ς2+1∆
2
3
22
e−iǫµ3ν3τ3 e−ξ
2
3S4,3 e−iξ3R4,3χ3
(E.28)
for the 6-th order (E.26) and analogue for higher orders.
One we substitute the above expressions into the kernels, we an notie that the only
integrals whih survive are those over the initial and the nal blip time intervals (τ1 and
τf−1 = tf − tf−1 = t − tf−1, respetively). The sum over higher order kernels transforms
into a sum over higher orders of g: After summing up all ontributions g(j)(s), it is easy to
proof that (here s ≡ ξ − τ1 − τf−1)
∞∑
j=0
g(j)γσ (s) = pγσ(s) , (E.29)
whih we indiate with p for simpliity.
Thus, the kernel nally reads
Σµν(ξ) =
∞∑
n=1
Σ(2n)µν (ξ) (E.30)
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whih amounts to be
(a)
+
∑
σγ ∈{µ}
∑
(µiνi)={νσ/σν}
(µf νf )={γµ/µγ}
∫ ξ
0
dτf−1
∫ ξ−τf−1
0
dτ1
∆21
22
∆2f−1
22
e−iǫµ1ν1τ1 e−iǫµf−1νf−1τf−1 pγσ(s)
× e−ξ21S2,1 e−ξ2f−1Sf,f−1 e−iξ1R2,1χ1 e−iξf−1Rf,f−1χf−1 [−ξf−1Λf−1,1ξ1 − iξf−1Xf−1,1χ1]
(b)
−
∑
ργ ∈{µ}
∑
(µiνi)={νρ/ρν}
(µf νf )={γµ/µγ}
∫ ξ
0
dτf−1
∫ ξ−τf−1
0
dτ1
∆21
22
∆2f−1
22
e−iǫµ1ν1τ1 e−iǫµf−1νf−1τf−1 pγν(s)
× e−ξ21S2,1 e−ξ2f−1Sf,f−1 e−iξ1R2,1χ1 e−iξf−1Rf,f−1χf−1 [−ξf−1Λf−1,1ξ1 − iξf−1Xf−1,1χ1]
(c)
−
∑
σξ ∈{µ}
∑
(µiνi)={νσ/σν}
(µf νf )={γξ/ξγ}
∫ ξ
0
dτf−1
∫ ξ−τf−1
0
dτ1
∆21
22
∆2f−1
22
e−iǫµ1ν1τ1 e−iǫµf−1νf−1τf−1 pµσ(s)
× e−ξ21S2,1 e−ξ2f−1Sf,f−1 e−iξ1R2,1χ1 e−iξf−1Rf,f−1χf−1 [−ξf−1Λf−1,1ξ1 − iξf−1Xf−1,1χ1]
(d)
+
∑
ρξ ∈{µ}
∑
(µiνi)={νρ/ρν}
(µf νf )={γξ/ξγ}
∫ ξ
0
dτf−1
∫ ξ−τf−1
0
dτ1
∆21
22
∆2f−1
22
e−iǫµ1ν1τ1 e−iǫµf−1νf−1τf−1 pµν(s)
× e−ξ21S2,1 e−ξ2f−1Sf,f−1 e−iξ1R2,1χ1 e−iξf−1Rf,f−1χf−1 [−ξf−1Λf−1,1ξ1 − iξf−1Xf−1,1χ1] ,
(E.31)
where with ξf−1 and χf−1 we mean the blip and the sojourn before the last ones.
After introduing the notations used in Eqs. (5.25a) and (5.25b) with the sum-rules
(5.26), the kernel (E.31) assumes the ompat form
Σµν(ξ) = +
∫ ξ
0
dτf−1
∫ ξ−τf−1
0
dτ1
[
K(τf−1) p(s)
(
K(τ1) Λf−1,1 +A(τ1)Xf−1,1
)]∈{µ}
µν
,
(E.32)
where the supersript nearby the braket means that every jump must be performed inside
the same well whih qµ belongs to.
E.2 Kernels in the Laplae spae
Everything takes a very ompat form in the Laplae spae, where it holds
∫ ∞
0
dξ e−λξ
∫ ξ
0
dτf−1
∫ ξ−τf−1
0
dτ1 =
∫ ∞
0
dτ1 e
−λτ1
∫ ∞
0
ds e−λs
∫ ∞
0
dτf−1 e−λτf−1 . (E.33)
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Sine Σµν depends linearly on Λf−1,1 and Xf−1,1, it is onvenient to remember Eqs. (3.15a)
and (3.15b) and to expliitly write the bath orrelation funtions as integrals over frequeny,
i.e.
S(τ) =
1
π~
∫ ∞
0
dω
J(ω)
ω2
coth
(
~ωβ
2
)
(1− cosωτ) (E.34a)
=
1
2π~
∫ ∞
−∞
dω
J(ω)
ω2
coth
(
~ωβ
2
)(
1− eiωτ) , (E.34b)
R(τ) =
1
π~
∫ ∞
0
dω
J(ω)
ω2
sinωτ = −i 1
2π~
∫ ∞
−∞
dω
J(ω)
ω2
eiωτ , (E.34)
where we used the fat that the bath spetral density J(ω) is odd in ω.
In partiular, Λ and X beome
Λf−1,1 ≡ −S(s+ τf−1) + S(τ1 + s+ τf−1)− S(τ1 + s) + S(s)
= − 1
2π~
∫ ∞
−∞
dω
J(ω)
ω2
coth
(
~ωβ
2
)
eiωs
(
1− eiωτ1) (1− eiωτf−1) , (E.35)
Xf−1,1 ≡ +R(τ1 + s+ τf−1)−R(τ1 + s)
= i
1
2π~
∫ ∞
−∞
dω
J(ω)
ω2
coth
(
~ωβ
2
)
eiωs eiωτ1
(
1− eiωτf−1) , (E.36)
and the Eq. (5.24) reads nally
Σˆµν(λ) =
1
2π~
∫ ∞
−∞
dω
J(ω)
ω2
{
ˆ
K (λ) pˆ(λ− iω)
[
− coth
(
~ωβ
2
)
ˆ
K (λ) + i Aˆ(λ− iω)
]}∈{µ}
µν
,
(E.37)
where
K µν(τ) ≡ Kµν(τ)
(
1− eiωτ) . (E.38)
Clearly, also K µν(τ) follows the sum-rule (5.26a).
Analogously, in the ase of aM = 4 level system, in the limit where the tunneling kernel
Tµν approahes zero, we an proeed as we did so far, speializing our interest to the left
well. The kernel Σ21 in the ase of two unorrelated two-level system reads in the Laplae
spae (as it follows from Eq. (5.29)):
Σˆ21(λ) = − 1
2π~
∫ ∞
−∞
dω
J(ω)
ω2
[
ˆ
K 21 (λ) + ˆK 12 (λ)
]
(E.39)
× pˆN(λ− iω)
[
− coth
(
~ωβ
2
)
ˆ
K 21 (λ) + i Aˆ21(λ− iω)
]
. (E.40)
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One we neglet the tunneling between the two two-level systems, the only seond-order
kernel whih ontribute to the GME is W (2).
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