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Abstract
We present a new model for the image-formation processes in a direct x-ray imaging
system. The imaging system is composed of an x-ray source, a phantom (target)
and a direct digital x-ray imager. Image-formation for this system is defined as
a cascade of nine stages: (1) x-ray source photon generation, (2) photon-phantom
interaction, (3) photon absorption in detector, (4) electron-hole pair generation, (5)
charge collection, (6) charge spreading, (7) pixel creation, (8) addition of electronic
noise, and (9) digitization. The output of the model is a raw x-ray image of the
phantom with statistical properties representative of the properties of an x-ray image
that would have been produced by a real direct x-ray imaging system.
Signal-to-Noise Ratio (SNR) values at different exposure levels for two types of
x-ray sources, a DN9 beam and a DN5 beam, were calculated for two scenarios: (1)
a step wedge target and (2) no target (flat field images). These SNR values were
compared to values calculated from images captured with a real digital x-ray imaging
system employing an amorphous selenium detector. It was found that SNR values
calculated from the model data compared favorably to SNR values calculated from
the real data. For both x-ray beams, the SNR calculated from the model flat field
images was consistently higher than the SNR calculated from the real system images
throughout the exposure levels. The average difference between SNR values was
6.02% and 18.07% for the DN9 and DN5 x-ray sources, respectively. For the wedge
target, the average difference in SNR values was found to be 12.97% for a DN5 x-ray
source.
xiii
In addition, we describe an image evaluation exercise in which synthetic images
produced with the model were utilized to investigate the impact of fill factor and
electronic noise at different pixel sizes on the ability to detect two targets common in
mammography. The first target as an acrylic disc with a 6.25 mm diameter and 1.85
mm thickness. The second target was composed of six calcium discs each with a 0.4
mm diameter and a 0.6 mm thickness.
xiv
Chapter 1
Introduction
Modeling and Simulation (M&S) techniques and tools play an important role in the
design and development of imaging systems. They provide scientists and engineers a
framework for rapidly prototyping and validating system concepts before the expen-
sive undertaking of actual system construction. For imaging systems in particular,
it’s important for M&S tools to produce representative imagery examples of the par-
ticular system configuration under consideration. These image examples could then
be utilized in rapid prototyping, system trade studies and algorithm development
efforts.
In the past decade there has been rapid development of large area, flat-panel digital
x-ray imaging detectors for diagnostic radiology using active matrix technologies.
There are two prevalent modalities in making flat-panel x-ray imagers: indirect and
direct. In the direct approach, an x-ray photoconductor is used to convert incident
x-rays into a charge image. An active matrix is then utilized to readout the charge
image. Researchers have developed a number of techniques to model the performance
of direct x-ray imaging systems. Most models use system parameters like fill factor,
pixel size, and modulation transfer function (MTF), to calculate quantities such as the
Detective Quantum Efficiency (DQE) and the Noise Power Spectrum (NPS). DQE
and NPS describe signal and noise transfer characteristics for x-ray imaging systems
composed of many stages (cascades). Specifically, the DQE describes the ability of
1
an imaging system to make efficient use of incident image quanta. NPS describes the
spectral decomposition of second-moment statistics in terms of spatial frequencies.
Dillon et al. [1] and Rabbani et al. [2] analyzed the influence of stochastic am-
plifying and scattering mechanisms on the transfer of signal and noise (i.e. image
statistics) through multistage imaging systems. Their results are particulary useful
for imaging systems which can be broken into any number of amplifying and scatter-
ing stages arranged in series and describe how NPS is transferred through quantum
gain and quantum scattering stages. They applied the analysis to radiographic screen-
film systems and derived an expression for the NPS. In addition, they derived useful
expressions for the impact of stochastic amplifying and scattering mechanisms on the
DQE. Rabbani and VanMetter [3, 4] further developed these results to include cases
where the amplification or scattering parameters are themselves random variables. In
addition, they used the analysis to describe the physics of the depth dependence of
emission efficiency and light scatter in x-ray intensifying screens.
Cunningham, Westmore and Fenster [5] introduced a spatial-frequency Quan-
tum Accounting Diagram (QAD) for the analysis of cascaded (multistage) imaging
systems. The spatial-frequency QAD extended conventional QAD by including spa-
tial spreading of quanta. In addition, they introduced an expression for a spatial-
frequency dependent DQE. Zhao and Rowlands [6] performed a theoretical analysis
of the spatial-frequency dependent DQE of a self-scanned amorphous selenium direct
x-ray imager using a cascaded linear systems approach. They applied their analy-
sis to systems designed for applications such as mammography, chest radiography
and fluoroscopy. Yao and Cunningham [7], extended the generalized serial cascade
transfer-theory to include more complex image-formation processes such as parallel
cascades of quantum amplification processes (for example, characteristic x-ray reab-
sorption).
Monte Carlo techniques are used extensively by researchers in Medical Physics.
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Han et al. [8]used these techniques to compute the photon spectra of a cobalt-60 x-ray
source. Doi [9] examined the validity of the linearity of double-coated radiographic
film systems. Koblinger and Zarand [10] studied the amount of absorbed x-rays in
chest radiography and image quality of the Snyder phantom (target). Sahyun [11]
developed a Monte Carlo model for an electro-radiographic detector. Chan and
Doi [12, 13, 14] have used Monte Carlo techniques for a number of topics involv-
ing x-rays in the diagnostic energy range, including: simulation of photon scattering
in tissue-equivalent phantoms (targets), simulation of x-ray photon diffusion in a
phosphor layer and determination of the radiation dose absorbed in water phantoms.
Zao, Ji and Rowlands [15] used a Monte Carlo simulation to verify a parallel cascaded
process they developed for describing the impact of K-fluorescence on MTF , NPS
and DQE(f) for an amorphous selenium x-ray detector.
We present a new Monte Carlo model for the image-formation processes in direct
x-ray imaging systems. The model produces a raw x-ray image and allows for the
specification of system parameters such as: x-ray source beam, x-ray exposure level,
target material and depth, detector size and thickness, pixel size, fill factor, character-
istics of electron-hole pair generation, point spread function and electronic noise. Our
intention is for this image simulation model to complement the system performance
models described above to further explore the impact of system parameters to image
quality.
The remainder of this document is organized as follows: Chapter 2 briefly discusses
the Monte Carlo techniques used in this work. Chapter 3 describes the model we are
introducing. Validation of the model is discussed in Chapter 4. An image evaluation
exercise which utilized synthetic images produced by the model is briefly discussed in
Chapter 5. Conclusions and future work are discussed in Chapter 6.
3
Chapter 2
Monte Carlo Techniques
Monte Carlo techniques are popular among scientists and engineers and refer to a class
of mathematical methods used for simulating and creating models of experimental
data. These methods have been used extensively in the area of Medical Physics [8,
9, 10, 11, 12, 13, 14, 15, 16].
In the model we describe here, two specific techniques are used: the transformation
method [17] (sometimes referred to as the inversion method) and the radiation trans-
port model [18]. The essence of both techniques is the generation of random deviates
drawn from specific probability density functions using computer-generated random
numbers uniformly distributed between 0 and 1 (referred to as the unit interval from
herein). We briefly describe both techniques in the sections that follow.
2.1 Transformation Method
Computers generate pseudorandom integers that are uniformly distributed between
0 and some number usually referred to as RAND MAX. These random integers can
be scaled, providing real numbers uniformly distributed in the unit interval. Most
experiments and simulations require random numbers drawn from specific probabil-
ity distributions. We can use the transformation method to produce random deviates
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from required specific probability distributions using random numbers uniformly dis-
tributed in the unit interval.
Consider a real random number u drawn from a distribution fU (u) uniformly
distributed between u = 0 and u = 1 (from here on referred to as the uniform
distribution)
fU (u) =
1, if 0 ≤ u < 10, otherwise (2.1)
The distribution is normalized so that
∫ ∞
−∞
fU (u) du = 1 (2.2)
We now would like to generate random numbers from a normalized probability density
function fX (x), which is defined for x = −∞ to x =∞. Conservation of probability
requires that
|fU (u)| du = |fX (x)| dx (2.3)
and, therefore
∫ u
τ=−∞
fU (τ) dτ =
∫ x
β=−∞
fX (β) dβ
∫ u
0
(1) dτ =
∫ x
β=−∞
fX (β) dβ (2.4)
which gives the general result
u =
∫ x
β=−∞
fX (β) dβ (2.5)
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Thus, to find x, selected randomly from the distribution fX (x), a random number
u is generated from the uniform distribution and the value of the limit x that satisfies
the integral in Equation 2.5 is determined. In general, the solution to Equation 2.5
cannot be obtained analytically, so numerical methods are necessary. In our work,
we use rational quadratic splines [19, 20] to solve this equation and to interpolate
data. Splines is a term that refers to piecewise polynomials used for interpolation. A
rational quadratic spline is made up of piecewise functions that are ratios of quadratic
polynomials. These splines can be used to evaluate functions (map forward), e.g.
y = f (x), and to invert functions (map backwards), e.g. x = f−1 (y).
At first glance, finding a solution to Equation 2.5 appears to be difficult and time
consuming; but this is not the case. The right-hand side integral is equal to the
cumulative distribution function [21], FX (x), of the random variable x. FX (x) is
defined as
FX (x) = Pr{X ≤ x} =
∫ x
−∞
fX (ζ) dζ (2.6)
for every x from −∞ to∞. There are several properties one must have in mind when
treating cumulative distribution functions, one of them being
FX (−∞) = 0 and FX (+∞) = 1
meaning that the values of FX (x) lie in the interval [0, 1]. This is consistent with the
definition of u. Using this property and combining Equations 2.5 and 2.6 results in
x = F−1X (u) (2.7)
The density functions used in our work are defined for intervals different from
(−∞,∞); specifically they are defined in the interval [xmin, xmax]. This makes the
calculation of the integral in Equation 2.6 simpler. By using Equation 2.7, we generate
random deviates in the following way:
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1. Calculate FX (x) in the interval [xmin, xmax] from fX (x) using the cumulative
trapezoidal numerical integration method.
2. Fit a rational quadratic spline to FX (x) in an appropriately defined axis in
[xmin, xmax].
3. Generate a set of random numbers, {ui}, uniformly distributed in the unit
interval.
4. Calculate the set of random deviates {xi} from equation 2.7 by mapping {ui}
backwards (inverting) through the spline created in step 2.
To verify that the set {xi} follows the statistics described by fX(x) a histogram
of {xi} in [xmin, xmax] can be calculated. This histogram must then be normalized to
unit area and the result should be very close to fX(x) (if a large number of x
′
is are
generated).
2.2 Radiation Transport Model
When x-ray photons travel through a homogeneous medium, individual photons are
removed from the primary beam of radiation by different types of interactions. The
relative importance of these interactions varies with the photon energy and the atomic
number, Z, of the medium.
For the photon energy range of interest in our work, [1 keV, 150 keV] (diagnostic
radiology range), the dominant types of interactions are the Photoelectric effect,
Rayleigh scattering, and Compton scattering [22]. In the Photoelectric interaction,
an incident x-ray photon interacts with an electron in the medium. The incident
photon is completely absorbed, and all of its energy is transferred to the ejected
photoelectron. Rayleigh scattering involves the coherent (elastic) scattering of x-ray
photons by atomic electrons. In this interaction ionization does not occur, thus the
energy of the scattered x-ray is identical to that of the incident x-ray (only a change
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in trajectory is experienced). Compton scattering involves the incoherent (inelastic)
scattering of x-ray photons by atomic electrons. The result of this interaction includes
a scattered x-ray photon, an electron and an ionized atom.
Consider a layer of photoconductor material of thickness L. When a photon is
incident upon the layer, the probability that a collision occurs between the distance
l and l + dl along its path is given by
fL (l) dl = µe
−µldl (2.8)
where µ is the total linear absorption coefficient (the probability of interaction per
unit length) of the material. It is equal to the sum of the probabilities for all possible
processes
µ = µPE + µR + µC (2.9)
where µPE, µR, µC are the linear absorption coefficients for the Photoelectric effect,
Rayleigh scattering and Compton scattering, respectively. The cumulative distribu-
tion function, FL (l), is given by
FL (l) =
∫ l
0
µe−µξdl = 1− e−µl (2.10)
Using the transformation method described in Section 2.1, a random number u uni-
formly distributed in the unit interval can be assigned to FL (l) (in this case FL (l)
can be described analytically), yielding
u = FL (l) = 1− e−µl (2.11)
Solving for l results in,
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l = − 1
µ
ln (1− u) (2.12)
Since 1− u is also uniformly distributed in the unit interval it can be replaced by u,
resulting in an expression for the photon mean free path length given by
l = − 1
µ
lnu (2.13)
This procedure simulates the attenuation of a primary monoenergetic beam in
narrow beam geometry and it’s known as the radiation transport model. Since µ
is dependent on photon energy, for a polyenergetic primary beam, µ, is replaced in
Equation 2.13 with µ (E), where E is the photon energy.
Both the transformation method and the radiation transport model are used ex-
tensively in the direct x-ray imaging system model. The radiation transport model
is used every time a photon interacts with a material. The transformation method is
used to generate random deviates from a particular probability density function.
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Chapter 3
Direct x-ray imaging system model
We describe a model for the image-formation processes in a direct x-ray imaging
system composed of an x-ray source, a phantom (target) and a direct x-ray imager
as shown in Figure 3.1.
Figure 3.1: Schematic representation of direct x-ray imaging system model
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X-ray photons generated from an x-ray source are incident upon the phantom. A
portion of the incident photons are are absorbed by the phantom due to the mecha-
nisms described in Section 2.2. Photons making it through the phantom form a spatial
distribution of x-rays representing the phantom being imaged. This x-ray distribution
is incident upon the direct x-ray imager, which converts the incident x-ray photon
flux into a charge image, that is then electronically read out by an active matrix array.
The active matrix is made up of a two-dimensional (2D) array of thin film transistors
(TFT) made of amorphous or polycrystalline semiconductor materials [23].
In order to make the active matrix sensitive to x-rays a photoconductor layer is
evaporated onto the array and a voltage is applied through a top electrode creating an
electric field across the semiconductor material. When x-ray photons are absorbed
in the photoconductor, electrons and holes are released, which drift towards their
respective electrodes under the influence of the applied electric field. Charge reaching
the pixel electrodes is stored and readout by the active matrix, forming the resulting
raw x-ray image.
The image-formation processes associated with the described direct x-ray imaging
system can be broken up into a cascade of nine stages, shown in Figure 3.2. These
stages form the imaging system model described in this thesis. Each stage can be
treated as either a stochastic or a deterministic process. In order for the model to
produce images that closely resemble images from a real system, the mechanisms that
generate signal and noise must be handled accurately. In the sections that follow, the
modeling approach for each stage is discussed and results validating the techniques
used are presented.
3.1 Stage 1: x-ray source photon generation
The most common way of generating x-rays is with an x-ray tube. An x-ray tube
generates bremsstrahlung x-rays and characteristic x-rays by bombarding electrons
11
Figure 3.2: Cascaded stages forming the direct x-ray imaging system model.
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onto a rotating disk called an anode (made out of a low thermal conductor target
material like tungsten) [22]. This stage of the model involves the generation of x-
ray photons in a manner similar to an x-ray tube. Two important quantities are
determined: (1) the random energy levels of the source-emitted photons and (2) their
spatial position in the image area.
3.1.1 X-ray photon energies
Bremsstrahlung x-rays are produced when bombarded energetic electrons incident
on the target material interact with the electric field of the material nuclei. This
interaction causes the electrons to decelerate producing an x-ray with an energy level
equal to the resulting change in kinetic energy.
Characteristic x-rays are produced when bombarding energetic electrons interact
with atomic electrons occupying the electronic shells of the target material. In the
classic Bohr model, electrons occupy electronic shells in a material and are held in
place by a binding energy. An energetic electron can interact with an atomic electron,
ejecting it from it’s position in the shell. This vacancy can be filled by an atomic
electron from another shell. When this transition occurs, an x-ray is generated with
an energy level equal to the difference in binding energies for the particular electronic
shells involved in the transition.
An x-ray beam is composed of both bremsstrahlung and characteristic x-rays and
can be characterized by it’s photon fluence, Φ(E) (units of photons/area). Φ(E) is
a measure related to the amount of photons of a particular energy level emitted by
the x-ray tube for a desired exposure level. The shape of Φ(E) can be modified by
adding sheets of different materials in the beam path. Because of the experimental
complexity involved in measuring Φ(E), spectral models that employ interpolating
polynomials [24, 25] are used to generate the photon fluence data. These models
are empirical in nature and very accurate in estimating almost all beams used in
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diagnostic radiology. We utilize the transformation method described in Section 2.1
to generate random x-ray photon energies from fluence data. The fluence data utilized
in our work for a DN5 beam, a DN9 beam and a mammography beam are presented
in Table D.1.
Given an x-ray source with photon fluence Φs(E), which is the combination of the
radiation beam from an x-ray tube and some added filtration (see Section D.1), the
source’s statistical properties are described by the density function
fs(E) =
Φs(E)∫ Emax
Emin
ΦS(ξ)dξ
(3.1)
where Emin, Emax are the smallest and largest photon energies the source can pro-
duce, respectively. The statistics of the computer-generated photons must follow the
statistics described by fs (E). The number of photons corresponding to a desired ex-
posure level X (in units of mR1) on an image area A (in units ofmm2) are determined
by
Ns = Φˆspectrum ·X · A (3.2)
where Φˆspectrum is the photon fluence per exposure for the entire spectrum of the
source (e.g. 270,000 photons/mm2/mR for a DN5 beam). In our model, source
photon energies, ~Es = {E1, E2, . . . , ENs}, are generated using the transformation
method,
Eis = F
−1
s (ui) i = 1, 2, . . . , Ns (3.3)
where Fs(E) is the source cumulative distribution function calculated from fs(E) and
{ui} are random numbers uniformly distributed in the unit interval. Equation 3.3
1The unit of x-ray exposure is the Ro¨ntgen (R) - 1 mR corresponds to 0.001 R.
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is solved using the procedure described in Section 2.1. Photon noise in inherently
present in the generated photons.
Figure 3.3 shows fs(E) along with the density function computed from ~Es (computer-
generated data) for a DN5 and a DN9 x-ray source at an exposure level of 0.1 mR
incident on a 12.5 mm x 12.5 mm image area. Ns is 4,218,750 photons and 4,296,875
photons respectively. A DN5 source corresponds to an x-ray tube with tungsten as
it’s target material and 70 KVp voltage source with a 21 mm aluminum sheet of
added filtration. DN9 also is produced with an x-ray tube with tungsten, however,
with a 120 KVp voltage source and a 40 mm aluminum sheet of added filtration. As
can be seen, the density functions of the computer generated photon energies closely
follow the empirical density functions. Note the two peaks in the DN9 beam. These
correspond to characteristic x-rays produced by the tube.
3.1.2 X-ray spatial positions
The generated source photons are incident upon a 2D image plane. We assume
that the position ((x, y) coordinate within image plane) of each incident photon is
uniformly distributed in the image plane. The 2D density function of the photon’s
spatial position becomes
fA(x, y) =
 1A for (x,y) ∈ A0 otherwise (3.4)
where A is the area of the image plane in units of mm2. In real systems, the number
of coordinates (points) in A is infinite. This is impossible to model in a computer.
Instead, we use an M x N array we call the super grid to represent the image area
as shown in Figure 3.4. The elements in the super grid are separated by a distance
∆l (in the x direction) and ∆w (in the y direction). These separations must be small
enough (e.g. 2.5 µm) to adequately sample the point spread function of the detector
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Figure 3.3: Plot of the normalized probability density functions calculated from com-
puter generated source photons energies for a DN5 (top) and DN9 (bottom) x-ray
beam. The plot is overlaid on top of the empirical data for each beam.
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(see Section 3.6). Only square or rectangle image areas are considered, so the size of
the super grid is
Figure 3.4: Simplistic schematic diagram of super grid used to model the x-ray image
plane.
M =
⌊
rectangle length
∆l
⌋
(3.5)
N =
⌊
rectangle width
∆w
⌋
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where bac represents the operation of rounding to the nearest integer. The 2D den-
sity function, fA(x, y), now becomes a 2D statistically independent discrete density
function; meaning that it can be expressed as a product of two one-dimensional (1D)
discrete density functions, fM(m) and fN(n). These 1D discrete density functions are
defined as
fM(m) =
 1M for 0 ≤ m < M0 otherwise
(3.6)
fN(n) =
 1N for 0 ≤ n < N0 otherwise
where (m,n) are integers representing the position (index) of a photon in the super
grid2. Using the transformation method, we determine the positions of the generated
source photons in the super grid, ~ms = {m1s,m2s, ...,mNss } and ~ns = {n1s, n2s, ..., nNss }
from
mis = F
−1
M (υi)
(3.7)
nis = F
−1
N (νi)
where i = 1, 2, ..., Ns, FM(m) and FN(n) are distribution functions calculated from
fM(m) and fN(n), and {υi} and {νi} are random numbers uniformly distributed in
the unit interval. Equation 3.7 is solved using the procedure described in Section 2.2.
Figure 3.5 shows fM(m) and fN(n) calculated from photon positions generated from
Equation 3.7 for a super grid with dimensions M=N=1,000. It can be seen that the
photon positions are uniformly distributed. We assume that photons travel straight
down when emitted from the x-ray source.
2The 2D image plane is now defined at discrete points, (x, y) become (x = m∆l, y = n∆w)
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Figure 3.5: Plot of the normalized probability density functions calculated from com-
puter generated source spatial positions.
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3.2 Stage 2: Photon-Phantom interaction
This stage refers to the interaction between source x-ray photons and the phantom.
The random quantity modeled in this stage is the phantom penetration depth, which is
the distance source x-ray photons penetrate into the materials comprising the phan-
tom. In our model, phantoms can be made of different basic shapes (e.g. disks, cubes)
and materials. A number of simple targets were created in our implementation and
are discussed in Appendix A. The penetration depths, ~dp, of the incident source x-ray
photons ~Es are calculated using the radiation transport model (see Section 2.2), thus
djp =
−1
µp(Eis)
ln(uj) (3.8)
where µp(E) is the total linear absorption coefficient of the phantom materials and
{uj} are random numbers uniformly distributed in the unit interval. If the penetration
depth of a photon is less than the phantom thickness, TP , the photon is assumed to
be absorbed in the phantom. Only photons that make it through the phantom are
tracked in this stage. After calculating ~dp, the x-ray distribution passing through the
phantom { ~Ep, ~mp, ~np}, is determined from
Ejp = E
i
s
mjp = m
i
s if d
j
p > TP (3.9)
njp = n
i
s
where j = 1, 2, . . . , Np and Np is the number of photons making it through the
phantom.
It should be pointed out that the Photon-Phantom interaction may result in the
production of additional x-rays. When an x-ray photon is absorbed inside the phan-
tom an electron is ejected from it’s parent atom; leaving a vacancy in one of the
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electron shells of the atom. If the vacancy is filled an x-ray is emitted, similar to how
an x-ray tube produces a characteristic x-ray. However, most of the real life objects a
phantom would represent (e.g. bone and tissue) are composed of materials with low
atomic numbers. The x-rays generated in these materials will not be very energetic
(because of their low binding energies), hence, they will not travel very far in the
phantom before being reabsorbed. The amount of noise this phenomena contributes
is very small and is not considered in our model.
3.3 Stage 3: Photon absorption in detector
Photons passing through the phantom are incident upon the direct digital x-ray detec-
tor. The interaction between these photons and the detector’s layer of homogenous
material is modeled in this stage. Photon absorption in the thin electrode slab is
assumed to be negligible. The random quantities of interest are the photon’s pene-
tration depths in the material. These depths are determined in the same way as in
the previous stage. From the radiation transport model (Section 2.2), the photon’s
penetration depths in the detector, ~dD, are determined from
dkD =
−1
µD(E
j
p)
ln(uk) (3.10)
where µD(E) is the total linear absorption coefficient of the photoconductor mate-
rial and {uk} are random numbers uniformly distributed in the unit interval. Only
photons with penetration depths less than the thickness of the photoconductor layer,
TD, are tracked. The x-ray distribution absorbed by the detector, { ~ED, ~mD, ~nD}, is
determined from
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EkD = E
j
p
mkD = m
j
p if d
k
D < TD (3.11)
nkD = n
j
p
dkD = d
j
D
where k = 1, 2, . . . , ND and ND is the number of photons absorbed in the detector.
We simulated a 50 keV monoenergetic beam incident on a 500 µm thick layer of
amorphous selenium (a-Se) to test the accuracy of the radiation transport model. The
beam was composed of 4,000,000 photons. Only photons absorbed in the material
were tracked. A histogram of the generated absorption depths was calculated with
250 bins equally spaced in the interval [0 µm, 500 µm]. The histogram was normalized
to unit area; yielding an approximated density function, fapprox(l), of the absorption
process in a 500 µm thick layer of a-Se. The theoretical density function describing
the absorption of photons is given by
fl(l) =
µ50 exp(−µ50 · l)
1− exp(−µ50 · TD) (3.12)
where µ50 is the total linear absorption coefficient of a-Se (see Appendix D) at 50
keV and TD = 500 µm. The factor
1
1−exp(−µ50·TD) in Equation 3.12 is a normalization
factor. The top plot in Figure 3.6 shows a plot of the theoretical and computer
generated density functions. In the bottom plot of Figure 3.6, the natural logarithm
of
density function
µ50
is plotted. A linear fit was done to the curve fapprox(l)
µ50
. The slope
of the fit was found to be -1.6580mm−1, which is almost identical to the value of −µ50
= −1.6544mm−1. This demonstrates that the radiation transport model accurately
describes the photon absorption process.
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Figure 3.6: Top plot corresponds to theoretical and computer generated density func-
tions describing absorption depths of photons from a monoenergetic 50 keV beam
incident on a 500 µm thick layer of a-Se. Bottom plot is the natural logarithm of the
density function of the computer generated depths.
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3.4 Stage 4: Electron-Hole pair generation
When x-rays are absorbed in the photoconductor material, electron-hole pairs are
released. These charge carriers are created in two steps [26]. First, an x-ray photon
is absorbed releasing a single primary electron (photoelectron) from a bound state of
an atom in the photoconductor. This photoelectron has a kinetic energy equal to the
difference between the energy of the absorbed photon and the binding energy of the
electron. Second, the energetic primary photoelectron travels some distance until it
loses all of it’s kinetic energy. On it’s path, the primary photoelectron collides with es-
sentially every atom it encounters, releasing one or more secondary electrons. If these
secondary electrons have sufficient energy they can release more electrons. By the
end of the interaction process a cloud of free electrons and holes has been generated.
This charge-generating mechanism is modeled in this stage. The random quantity to
be determined is the number of electron-hole pairs (EHP), NEHP , generated by each
absorbed photon with energy EkD.
It has been found [27, 28] that the charge-generation process can be approximated
by Gaussian statistics. Monoenergetic photons absorbed in a layer of amorphous se-
lenium generate a cloud of EHP whose distribution can be characterized by a mean
(µehp) and a standard deviation (σehp). These statistical parameters have a depen-
dence on the photon energy and the electric field applied across the semiconductor
material, F . We use EHP generation data measured by Blevis [27] and Stone [29] (see
Appendix D). In our model, for each photon energy absorbed in the detector material,
we obtain the corresponding statistics describing the EHP generation, µehp(E
k
D, F )
and σehp(E
k
D, F ). We then sample a Gaussian distribution possessing these statistical
features to generate NkEHP for each absorbed photon
NkEHP = Gaussian
(
µehp(E
k
D, F ), σehp(E
k
D, F )
)
(3.13)
where Gaussian (µ, σ) represents the operation of drawing a random number from a
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Gaussian distribution having a mean µ and standard deviation σ.
We simulated a 60 keV monoenergetic beam incident on a 500 µm thick layer
of amorphous selenium. The electric field was set at 6 V/µm and the beam was
composed of 1,000,000 photons. A histogram of the electron-hole pairs generated by
the absorbed photons is shown in Figure 3.7. The mean and standard deviation of
the simulated data were found to be 1021 ehp and 253 ehp, respectively, compared
to the empirical data of 1022 ehp and 254 ehp.
3.5 Stage 5: Charge Collection
Once EHP have been generated at the absorption site, carriers (electrons and holes)
drift in opposite directions under the influence of the applied electric field. This
charge carrier drift produces the charge signal that is read out by the active matrix
array. Not all the created charge carriers reach the surface of the photoconductor. A
number of them are lost through trapping or by a number of different recombination
processes. This stage models the efficiency of collecting the generated electron-hole
pairs. The random quantity to be determined is the amount of electronic charge
created in response to charge carrier drift.
The product of the charge carrier drift mobility, µE or µH (for electrons and holes,
respectively), deep-trapping lifetime, τ , and applied electric field, F , represents the
average distance a charge carrier travels before being trapped in deep localized states
of the photoconductor material. For each charge cloud generated in response to the
absorption of a photon, we calculate the collection efficiency from the Hecht equation
as
25
Figure 3.7: Histogram of computer generated electron-hole pairs for a 60 keV mo-
noenergetic beam incident on a 500 µm layer of amorphous selenium under a 6 V/µm
electric field.
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CkEff,E =
[
1− exp
( −dkD
µτEF
)]
· µτEF
dkD
(3.14)
CkEff,H =
[
1− exp
( −dkD
µτHF
)]
· µτHF
dkD
(3.15)
where µτE and µτH is the product of the carrier drift mobility and the deep-trapping
lifetime, dkD is the depth where photon absorption occurred within the detector thick-
ness (calculated from Equation 3.10. CkEff,E and C
k
Eff,H represent the probability of
an electron and hole being collected, respectively. We then determine the number of
collected electrons (eC) and holes (hC) by sampling a binomial distribution
ekc = Binomial
(
NkEHP , C
k
Eff,E
)
(3.16)
hkc = Binomial
(
NkEHP , C
k
Eff,H
)
(3.17)
where Binomial (N, p) represents the operation of drawing a random number from
a Binomial distribution with parameters N (number of trials) and p (probability of
successful outcome). We then calculate the total collected charge, qˆk (in units of
charge carriers), from
qˆk = round
(
ekc ·
(
dkD
TD
)
+ hkc ·
(
TD − dkD
TD
))
(3.18)
where round(a) is the rounding operation. The set {~ˆq, ~mD, ~nD} represents the charge
distribution with no spreading created in the photoconductor material in response to
the incident x-ray photon distribution representing the phantom being imaged.
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Figure 3.8: Schematic illustrating photon absorption site. (a) Side View. (b) Top
View illustrating the radial spread distance.
3.6 Stage 6: Charge Spreading
Charge carriers do not drift straight up (or down) to the surface of the photocon-
ductor. In reality, they spread around the absorption site. Carrier spreading can be
characterized by the photoconductor’s two-dimensional point spread function and it
is modeled in this stage. The random quantity to be determined is the spread of each
carrier within the charge image. This spread is represented by a radial distance and
an angle.
From the point spread function, we calculate a probability density function for
the radial distance about the absorption site, fpsf (r) (see Figure 3.8). For each
collected charge carrier, 1, . . . , qˆk (for all k), we calculate a radial spread distance,
rk(l) (l = 1, . . . , qˆk), by sampling fpsf (r) using the transformation method described
in Section 2.1. We also calculate a spread angle, θk(l) (relative to a reference line, see
Figure 3.8.b) by sampling an angular distribution uniformly distributed in the range
[0, 2pi].
We then generate a new super grid, denoted Q(m,n) with identical dimensions to
the super grid in which { ~mD, ~nD} are defined. For each collected charge carrier, we
calculate their position in the new super grid as
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m¨kD(l) =
⌈[(
mkD(l)− 0.5
) ·∆l − rk(l) · sin(θk(l))]
∆l
⌉
(3.19)
n¨kD(l) =
⌈[(
nkD(l)− 0.5
) ·∆w + rk(l) · cos(θk(l))]
∆w
⌉
(3.20)
where dae is the ceiling operation. With these new coordinates, each element in
Q(m,n) gets updated accordingly. Q(m,m) represents the spatial charge distribution
on the image plane created in the photoconductor material in response to the incident
x-ray photon distribution representing the phantom being imaged.
3.7 Stage 7: Pixel Creation
The active matrix will read out the charge distribution created in the photoconductor
by integrating the charge over pixel elements (pixels). For a direct x-ray imager, these
pixels are typically square and are spaced at equal intervals throughout the image
plane. The length of these intervals is referred to as the pixel pitch and we denoted
here as ∆P . In this stage we model this charge integration process and produce the
charge image captured by the active matrix.
We create a grid with spacings equal to ∆P , namely the image grid, and overlay
it on top of the super grid matching the top left corners of both grids(see conceptual
diagram in Figure 3.9). We then determine how many super grid elements (in both
x & y dimensions) fit within one image grid element
MSG =
⌊
∆P
∆l
⌋
(3.21)
NSG =
⌊
∆P
∆w
⌋
(3.22)
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Figure 3.9: Conceptual schematic illustrating overlay of image grid to super grid.
Red grid correspond to the image grid: (a) illustrates case where the number of super
grid elements match the pixel array perfectly, (b) illustrates case where the number
of super grid elements don’t match perfectly to the pixel array.
where bac is the flooring operation. Cases in which the super grid does not completely
cover the image grid (Figure 3.9.b) are treated carefully and only the pixels falling
inside a super grid are considered. The integrated charge within an image grid pixel
is determined as
QIMG(u, v) =
u·MSG∑
m=(u−1)·MSG+1
v·NSG∑
n=(v−1)·NSG+1
Q(m,n)× ηff (3.23)
where ηff is the fill factor pixel. Fill factor is the ratio of the active pixel area to the
total pixel area.
3.8 Stage 8: Addition of electronic noise
In this stage we model the impact of electronic noise to the charge image. Electronic,
or dark, noise is intrinsic in direct x-ray imaging systems. There are several con-
tributors to this noise source. One source is thermal excitation of charge carriers in
the photoconductor material. Another source is electronic noise associated with the
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elements in the active matrix array and supporting electronics. This type of noise
introduces random fluctuations in the image pixel values, degrading the quality and
interpretability of the image.
We model electronic noise as a Gaussian source with zero mean and a standard
deviation σEN in units of electrons (e-). For every pixel in QIMG(u, v) we draw a
random number from a Gaussian distribution and add it to that image pixel
QˆIMG(u, v) = QIMG(u, v) +Gaussian(0, σEN) (3.24)
where Gaussian (0, σEN) represents the operation of drawing a random number from
a Gaussian distribution having zero mean and standard deviation σEN .
3.9 Stage 9: Digitization
The last stage in the model involves the conversion of charge image elements, QˆIMG, to
image pixel values. This process mimics an analog-to-digital converter. The quantity
to be determined is the image pixel code value. We digitize image pixel values to 16
bits.
We define a maximum charge value that can be digitized, Qmax. We then do a
simple linear conversion
IMG(u, v) = Round
(
QˆIMG(u, v)
MAX UNIT16
Qmax
)
(3.25)
where Round(a) corresponds to the rounding operation and MAX UINT16 is the
largest 16 bit unsigned integer, which is 65,535. IMG(u, v) is the raw x-ray image of
the phantom produced by the model.
31
Chapter 4
Model validation
Our implementation of the model was done in the C programming language. We
validated the model by comparing Signal-to-Noise Ratio (SNR) values calculated from
synthetic images generated with the model to SNR values calculated from images
captured with a real direct x-ray imaging system. Two scenarios were considered: a
scenario with a wedge target and a scenario with no target (flat field). This chapter
discusses the validation of the model. An overview of the model implementation is
presented in Appendix A. Parameters used in the simulation and calculated SNR
data are presented in Appendix B.
4.1 Validation with Wedge target
We first compared synthetic data produced with our model to data captured with a
real x-ray imaging system using a wedge target as the phantom. The wedge target
consisted of 16 steps of varying thickness made of aluminum and was imaged using
a Kodak direct x-ray imager and a DN5 x-ray source beam at an exposure level of
0.1 mR. Four images of the wedge target were captured with the system and one of
them is shown in Figure 4.1. In the x-ray image, high pixel values are represented
by dark colors (black corresponding to the highest value) and low image pixel values
are represented with bright colors (white corresponding to the lowest value). A step
number was overwritten on the x-ray image to denote the different contrast areas. As
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Figure 4.1: X-ray image of a wedge target captured by a Kodak direct x-ray imager
at a 0.1 mR exposure level with a DN5 x-ray source beam. Each area of different
contrast corresponds to a step in the wedge target. Each step is made of aluminum
and has a particular thickness (height). High image pixel values are displayed as dark
and low image pixel values are displayed as bright.
can be seen from Figure 4.1, wedge target steps beyond step #9 are hard to discern at
the imaged exposure level. The aluminum thicknesses (heights) of the wedge target
for steps 1–9 are shown in Table B.1 in Appendix B.
In order to simulate a wedge target we defined a synthetic wedge target composed
of 3 aluminum steps contained within a lead surrounding, namely the 3-step wedge
target. We produced 4 simulation data sets, each data set containing 3 synthetic
images of the 3-step wedge target. Each synthetic image was created using different
triplets of thickness values corresponding to different steps of the real wedge target.
These thickness values are shown in Table 4.1. The spatial extent of the 3-step wedge
target for each simulation run was 12.5 mm x 12.5 mm and the exposure level was
0.0948 mR. The parameters used in the simulation closely resembled those of the
Kodak direct x-ray imager and are shown in Table B.2. Figure 4.2 shows the three
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Synthetic image Thicknesses Corresponding steps
(mm) in Wedge target
1 1.487, 3.049, 4.615 1, 2, 3
2 6.160, 7.699, 9.259 4, 5, 6
3 10.814, 12.363, 13.982 7, 8, 9
Table 4.1: Thickness triplet values used for producing the 3 synthetic 3-step wedge
target images of a simulation data set.
synthetic images of one of the 4 synthetic data sets. Figures 4.2-a, 4.2-b and 4.2-c
correspond to Steps 1-3, 4-6 and 7-9 of the 3-step wedge target, respectively.
We defined a rectangular region of interest within a target image area extent cor-
responding to a particular step. For each region of interest, the mean and standard
deviation of the pixel values for both the real and synthetic wedge images were cal-
culated. We defined the Signal-to-Noise Ratio (SNR) as the ratio of the mean and
the standard deviation. The average of the four SNR values calculated for both the
real and synthetic data sets are shown in Table 4.2 and displayed in Figure 4.3. A
tone scale has been applied to the images for display purposes.
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Figure 4.2: Synthetic images of a 3-step wedge target produced with the model at an
exposure value of 0.0948 mR. High image pixel values are displayed as dark and low
image pixel values are displayed as bright.
Step # SNR from SNR from % Difference
real images synthetic images
1 10.8898 12.4528 14.35%
2 9.4909 11.0447 16.37%
3 8.4051 9.8382 17.05%
4 7.7008 8.6761 12.67%
5 6.8827 7.8322 13.79%
6 6.1525 6.9287 12.62%
7 5.3849 6.0182 11.76%
8 4.9421 5.4123 9.51%
9 4.5344 4.9242 8.59%
Table 4.2: SNR values calculated from both real and synthetic wedge images. The
fourth column is the percent difference between the real and synthetic values calcu-
lated as abs(Real Value - Synthetic Value)/(Real Value).
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Figure 4.3: SNR values calculated from both real and synthetic wedge target images.
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Figure 4.4: Flat field images produced with the synthetic model. The image on the
left was produced with a DN5 beam at an exposure level of 0.0233 mR. The image
on the right was produced with a DN9 beam at an exposure level of 0.0229 mR.
4.2 Validation with Flat Field Images
We then compared our synthetic data to data captured with real system using no
phantom. This produced what we refer to as a flat field image. The phantom was
set to air with a density of ρ = 0.001205 g/cm3 and had a spatial extent of 12.5 mm
x 12.5 mm. Two simulation runs were performed, one with a DN5 beam (270,000
photons/mm2/mR) and the other with a DN9 beam (275,000 photons/mm2/mR).
Figure 4.4 shows two examples of flat field images. The image on the left was produced
with the DN5 beam and the one on the right was produced with a DN9 beam.
Six images were generated for both simulation runs at different exposure levels.
These exposure levels and the system parameters used in the simulations are shown
in Table B.7 and B.8, respectively. As with the wedge target simulation, SNR values
were calculated from both the synthetic and real data sets as the ratio of the mean and
standard deviation of the image pixel values. The resulting SNR values are plotted
in Figure 4.5.
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Figure 4.5: SNR values calculated from both real and synthetic flat field images for
a DN5 and a DN9 beam.
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4.3 Discussion
For the wedge target, we found that SNR values calculated from synthetic images
were consistently higher than SNR values calculated from images captured with the
real system. The average percent difference was found to be 12.97%. The shape of
the SNR plot as a function of wedge target step number had similar shape for both
data sets.
For flat field images produced with the DN5 beam, we found that SNR values
calculated from the synthetic data were consistently higher than SNR values calcu-
lated from images captured with the real system. The average percent difference was
18.31%. In the case of the flat field images produced with the DN9 beam, the syn-
thetic and real SNR values were close, having an average percent difference of 6.02%.
For both beams, the shape of the SNR plot as a function of exposure was similar
among the synthetic and real data sets.
Differences in SNR values can be attributed to a number of factors. One of them
is the accuracy of the experimental data utilized to describe different stochastic phe-
nomena, e.g. Electron-Hole pair generation data [27]. Another factor is the properties
of the x-ray source beam. This is particularly true for the flat field data sets. The
DN9 beam has three strong peaks in it’s photon fluence curve, which correspond
to characteristic x-rays (see bottom plot of Figure 3.3). Photon energies generated
from this source primarily consist of these peak energies, resulting in a photon energy
variability less than that of a DN5 beam (which does not have strong peaks). This
reduced photon energy variability produces a charge signal with less variability than
the charge image produced by the DN5 beam.
Overall, we feel the model produces raw x-ray images with statistical properties
representative of raw x-ray images captured with real direct x-ray imaging systems.
39
Chapter 5
Model utility example
We conducted an image evaluation exercise as a demonstration of the model utility.
The goal of of the exercise was to investigate the effect of fill factor and electronic
noise at different pixel sizes on the ability to detect objects present in x-ray images.
X-ray images utilized in the exercise were produced with the model described in
this thesis. Two phantoms (targets) were used. The first phantom was an acrylic
disc with a 6.25 mm diameter and a 1.85 mm height. These dimensions result in
the disc having a 12% contrast. The second phantom was a grouping of six discs
each with a 0.4 mm diameter and a 0.6 mm height that resemble microcalcifications
present in breast tissue. Both phantoms represent objects radiologists look for when
screening for breast cancer in women and are commonly used in evaluating x-ray
imaging systems designed for mammography applications.
5.1 Synthetic x-ray imagery
Images produced for the exercise had a spatial extent of 1” x 1” and a 28 kVp
mammography x-ray source beam was used. This square image area was subdivided
into four quadrants, denoted Q1, Q1, Q3 and Q4. For an individual synthetic image,
a target was placed in one of the four quadrants as shown in Figure 5.1. The selection
of the quadrant was random and noted for analysis purposes.
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Figure 5.1: Spatial image area of synthetic images produced for the image evaluation
exercise. Targets were placed randomly at different quadrant locations within a 1” x
1” image area.
Twelve film sheets were created, each sheet having an image area of 19.5 cm x
24 cm (roughly roughly 7.67” x 9.45”) with 30 1” x 1” images. The 30 images were
organized in an array with 6 rows and 5 columns as shown in Figure 5.2. All film
sheets were printed on a Kodak DryView 8610 Mammography printer using Kodak
Mammography Laser Imaging Film with a 0.21 minimum optical density and a 3.5
maximum optical density. A linear tone-scale was applied to the x-ray images using a
gamma value of 4 and a reference optical density of 1.5. This was done so images would
have a higher perceptual contrast, which is a common technique used in practice.
The main system parameters varied in the generation of synthetic images were the
electronic noise and the fill factor. Each system parameter was varied at different pixel
sizes. The values used in the exercise for generating the synthetic data for the disc and
microcalcifications target are shown in Table 5.1. Fill Factor is defined as the ratio of
the effective area of a pixel (the area that actually collects charge) to the total pixel
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Figure 5.2: Arrangement of 30 1” x 1” images in a film sheet. Each squared number
corresponds to an image position area.
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Parameters Disk target Microcalcifications target
Electronic noise 0 e-, 9000 e- 0 e-, 9000 e-
Fill Factor (%) 10, 15, 20, 25, 35, 40 10, 20, 30, 45, 65, 90
Pixel Size 50 µm, 100 µm, 150 µm 50 µm, 100 µm, 150 µm
Table 5.1: Pixel size, electronic noise and fill factor values used in the generation of
the synthetic images for the image evaluation exercise.
area. The highest fill factor value that can be achieved is 1 (or 100%). DQE(f) is
directly proportional to fill factor. Electronic noise is an additive noise component in
the system that arises from dark current variations (caused by the thermal excitation
of charge carriers in the photoconductor layer) and the noise associated with the
transistors and external charge amplifiers used in the detector. DQE(f) is inversely
proportional to the amount of electronic noise present in a system.
Only the fill factor was varied within a particular film sheet. Electronic noise and
pixel size were varied from film sheet to film sheet. Five images were generated for
each fill factor value. The system parameters used for generating the 30 images of a
film sheet are shown in Table 5.2. Sheets 1,3,5 and 7,9,11 explored the effect of fill
factor (at a respective pixel size) in the detection of the microcalcifications and disc,
respectively. Sheets 2,4,6 and 8,10,12 explore the effect of the fill factor under the
presence of electronic noise.
The remaining system parameters, which were held constant, used in the genera-
tion of the synthetic x-ray imagery are shown in Table 5.3.
5.2 Image evaluation
Participants were shown examples (on film sheets that were created separately from
the 12 film sheets) of the disk target and microcalcifications target. Then they viewed
the 1” x 1” images of a particular film sheet, one film sheet at a time. For each 1”
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Sheet number Target Parameters
Electronic noise: 0 e-
1 Microcalcifications Pixel size: 50 µm x 50 µm
Fill factor: 0.1, 0.2, 0.3, 0.45, 0.65, 0.9
Electronic noise: 9000 e-
2 Microcalcifications Pixel size: 50 µm x 50 µm
Fill factor: 0.1, 0.2, 0.3, 0.45, 0.65, 0.9
Electronic noise: 0 e-
3 Microcalcifications Pixel size: 100 µm x 100 µm
Fill factor: 0.1, 0.2, 0.3, 0.45, 0.65, 0.9
Electronic noise: 9000 e-
4 Microcalcifications Pixel size: 100 µm x 100 µm
Fill factor: 0.1, 0.2, 0.3, 0.45, 0.65, 0.9
Electronic noise: 0 e-
5 Microcalcifications Pixel size: 150 µm x 150 µm
Fill factor: 0.1, 0.2, 0.3, 0.45, 0.65, 0.9
Electronic noise: 90000 e-
6 Microcalcifications Pixel size: 150 µm x 150 µm
Fill factor: 0.1, 0.2, 0.3, 0.45, 0.65, 0.9
Electronic noise: 0 e-
7 Disk Pixel size: 50 µm x 50 µm
Fill factor: 0.1, 0.15, 0.2, 0.25, 0.35, 0.4
Electronic noise: 9000 e-
8 Disk Pixel size: 50 µm x 50 µm
Fill factor: 0.1, 0.15, 0.2, 0.25, 0.35, 0.4
Electronic noise: 0 e-
9 Disk Pixel size: 100 µm x 100 µm
Fill factor: 0.1, 0.15, 0.2, 0.25, 0.35, 0.4
Electronic noise: 9000 e-
10 Disk Pixel size: 100 µm x 100 µm
Fill factor: 0.1, 0.15, 0.2, 0.25, 0.35, 0.4
Electronic noise: 0 e-
11 Disk Pixel size: 150 µm x 150 µm
Fill factor: 0.1, 0.15, 0.2, 0.25, 0.35, 0.4
Electronic noise: 90000 e-
12 Disk Pixel size: 150 µm x 150 µm
Fill factor: 0.1, 0.15, 0.2, 0.25, 0.35, 0.4
Table 5.2: Values used for generating the 30 images in each film sheet. Five x-ray
1” x 1” images were generated for each fill factor value of an individual film sheet
(producing a total of 30 images per sheet).
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Parameter Value
Exposure 1 mR
X-ray source Molybdenum, 28 KVp
45 mm acrylic filtration
Photoconductor thickness 200 µm
Photoconductor material Amorphous Selenium (ρ = 4.27 g/cm3)
Electron (e-) carrier mobility 198 µm2/V
Hole carrier mobility 960 µm2/V
Electron-Hole pair generation data From literature [27]
Modulation transfer function Determined experimentally [30]
Electric field strength 10 V/µm
Conversion gain Disc target: 750 e-/ADC
Microcalcifications target: 500 e-/ADC
Table 5.3: Values of system parameters which were held constant.
x 1” image in a film sheet, participants provided the quadrant number in which they
could see the target under consideration (be it the microcalcifications target or the disc
target). On occasion, the parameters used in the model degraded the images to the
point where the human eye could not see a target. In this case, participants still had
to provide a quadrant number for where he/she thought the target was. There were
only 4 choices in this experiment (‘Forced 4 choice experiment’), namely Q1, Q2, Q3,
or Q4. There was not a ‘I cannot see a target’ choice. Three film sheets were shown at
a time, e.g. a participant first saw sheets 1, 2, 3, then sheets 4, 5, 6, and so forth. The
observer was told which of the two targets he/she was looking for, e.g. in sheets 1, 2, 3
you are looking for the microcalcifications target. We gathered participant’s answers
on a paper sheet specifically prepared for the experiment to minimize the error that
might arise when writing down the responses. Each paper sheet contained 30 squares
in an array of 6 rows and 5 columns similar to the one shown in Figure 5.2. Each
square was broken up into four quadrants and a participant’s response was captured
in the appropriate box.
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Participants with correct identifications
Fill Factor 0 of 5 1 of 5 2 of 5 3 of 5 4 of 5 5 of 5
10% 7 5 5 0 1 0
20% 0 4 3 6 1 4
30% 0 0 0 0 0 18
45% 0 0 0 0 0 18
65% 0 0 0 0 1 17
90% 0 0 0 0 0 18
Table 5.4: Data captured from image evaluation exercise for film sheet number six
(Microcalcifications target). For each fill factor (left column) there were 5 synthetic
images. Each cell in the six right-most columns correspond to the number of partici-
pants that made y of 5 correct target identifications.
5.3 Results
A total of 18 observers participated in the image evaluation exercise. Half of them
had experienced viewing images captured by a radiology system, however, none of
them were certified radiologists. Table 5.4 shows the data captured for film sheet
number six, in which participants were looking for the microcalcifications target and
the parameters which were being evaluated were: Pixel size = 150 µm, Electronic
noise = 9000 e- and the fill factor varied at 10%, 20%, 30%, 45%, 65%, and 90%. The
first column corresponds to the fill factor and the other six columns correspond to
the number of correct target identifications which were achieved by participants. For
example, the upper left cell in Table 5.4 has a value of 7. This means that for the 5
images generated with a fill factor of 10%, 7 out of the 18 participants achieved 0 out
of 5 possible correct target identifications. All data captured in the image evaluation
exercise is presented in Appendix C.
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5.4 Analysis and discussion
There were a number of factors in the image evaluation exercise that impacted the
variability in responses provided by the participants, for example, the large number
of images evaluated. Each film sheet contained 30 1” x 1” images. Participants were
shown three film sheets at a time, that’s a total of 90 images per film sheet trio
and 360 for the complete exercise. Even though breaks were allowed throughout the
exercise, visual exhaustion and the desire to quickly complete the exercise played a
role in response variability.
We devised a rule for assigning target detections to participant responses. If
a participant had four or more target identifications, we classified this as a target
detection. On the other hand, if a participant had three or less identifications, we
classified this as a target non-detection. This rule is based on the probabilistic nature
of the experiment. There were only four possible answers a participant could provide,
namely quadrants Q1, Q2, Q3, or Q4. The probability of correctly guessing the
quadrant in which the target was for a particular 1” x 1” image was Pr{Guess} =
0.25. With this, the probability of guessing correctly one time out of the five possible
instances (there were five images for a particular fill factor value) was Pr{1/5} =
0.0791. Similarly, Pr{2/5} = 0.0264, Pr{3/5} = 0.0088, Pr{4/5} = 0.0029, and
Pr{5/5} = 0.000977. The probability that a participant correctly guessed the target
location four or more times was less than 1%. The rule was applied to the participant-
provided image evaluation exercise data and the results are shown in Tables 5.5 and
5.6.
As can be seen from the data, as pixel size increased so did the detections for both
targets. Fill Factor was not a significant factor in detecting the disc target. Even in
the case of large electronic noise, a fill factor greater than 25% provided 100% disc
target detection. This value is below what would be considered practical for a system
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Number of participants who detected target
Electronic noise = 0 e- Electronic noise = 9000 e-
Fill Factor 50 µm 100 µm 150 µm 50 µm 100 µm 150 µm
10% 13 18 18 1 4 1
20% 18 18 18 0 1 5
30% 18 18 18 1 15 18
45% 18 18 18 0 18 18
65% 18 18 18 4 18 18
90% 18 18 18 8 18 18
Table 5.5: Detections of microcalcifications target.
Number of participants who detected target
Electronic noise = 0 e- Electronic noise = 9000 e-
Fill Factor 50 µm 100 µm 150 µm 50 µm 100 µm 150 µm
10% 1 18 18 0 7 17
15% 11 18 18 1 18 18
20% 18 18 18 11 18 18
25% 18 18 18 16 18 18
35% 18 18 18 18 18 18
40% 18 18 18 18 18 18
Table 5.6: Detections of disc target.
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design. Pixel size played a stronger role than fill factor in detecting the microcalcifi-
cations target. In order to achieve 100% detection of the microcalcifications target,
the pixel size needed to be at least 100 µm, for a practical fill factor value (>60%).
This image evaluation exercise is a good example of how the model can be used
in conjunction with existing methods of calculating mean and noise characteristics in
direct x-ray imaging system. DQE(f) is directly proportional to the fill factor. The
results above indicate that for the task of detecting the disc target (see Table 5.5),
an increase in fill factor (after 40%) at all pixel sizes does not significantly improve a
human’s ability to detect the target. It does, however, improve the DQE(f) metric.
This means that this improvement has no effect on the image interpretability derivable
from products captured with this system if the system were to be made only to detect
large-area low-contrast objects.
On the other hand, in the task of detecting the microcalcifications (see Table 5.6),
an improvement in fill factor keeps improving the response (it does not reach a max-
imum for the 50 µm pixel size case) under the presence of electronic noise. An
improvement in DQE(f) maps directly to an improvement in a human’s ability to
detect targets if the system were made solely to detect microcalcifications. In prac-
tice, however, systems have to be made to satisfy a variety of human interpretation
tasks. This suggests that a new metric or methodology needs to be created to ac-
company the DQE(f) when evaluating digital x-ray imaging systems and this model
could play a role in such development.
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Chapter 6
Conclusions and Future work
6.1 Summary
We have presented a new model for the image-formation processes of a direct x-ray
imaging system. The model allows for the specification of a multitude of parameters
involved in direct x-ray imaging like:
• X-ray source
• A phantom (target)
• Detector configuration including: material type, thickness, electron-hole pair
generation characteristics, applied electric field, charge spreading characteris-
tics, pixel size, fill factor, electronic noise and digitization gain.
The model produces raw x-ray images with representative statistical properties
of images produced with real systems. We validated the synthetic data produced
by the model under two imaging scenarios: (1) a wedge phantom (target) with a
DN5 x-ray source and (2) no phantom with a DN5 and a DN9 x-ray source. For
the first scenario it was found that the Signal-to-Noise Ratio (SNR) calculated from
the synthetic images was consistently higher than images captured by a Kodak direct
x-ray imaging system. The average difference between the values was found to be
12.97%. For the second scenario, it was found that the SNR difference between
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synthetic and real data was 18.7% for the DN5 beam and 6.02% for the DN9 beam.
The main driver for the differences in SNR was the statistical variability in photon
energies produced by the model; DN9 having a smaller variability due to a strong
presence of characteristic x-rays.
X-ray images produced with the model can play a key role in a number of ef-
forts, including: training & education, rapid system prototyping, engineering trade
studies, algorithm development and image quality evaluation. It is our hope that
the community can use this model alongside prevalent system performance metrics
to further understand the impact of different components of the direct x-ray imaging
chain to image quality. We presented an image evaluation exercise as an example of
the model’s role in further understanding of image quality and image interpretability.
6.2 Future Work
A natural next step for this model is to apply ray tracing techniques to reduce the
amount of computational time it takes. This would also open the door for modeling
larger image areas than the ones we considered (1” x 1”). Also, additional validation
efforts for exposures higher than 1 mR would be a necessary step.
In addition, a similar approach to the one presented here can be used to develop
a model for the image formation processes in an in-direct x-ray imaging system.
51
Appendix A
Model Implementation
A.1 Overview
A library named Xray was developed in the C programming language. It consists
of a header file (Xray.h) and a source file (Xray.c). Numerous functions and routines
were created to provide the necessary capabilities to model different aspects of a
direct x-ray imaging system. All the developed functions and routines within the
Xray library can be categorized into six ‘sections’ as shown in Figure A.1 and are
briefly discussed here.
The Data Types section of the library refers to definitions of custom data types
used throughout the C implementation and functions for dynamically creating and
destroying vectors and arrays. In addition, five data structures were created to deal
Figure A.1: The sections within the Xray Library.
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with components of the imaging chain: the phantom structure, the phantomOutput
structure, the detector structure, absorbedQuanta structure and the pixelatedImage
structure. Each data structure has corresponding fields needed to describe their
function. The phantom data structure, in particular, is used to represent a phantom
(target) in the model. It’s meant to represent a shape or structure which could be
composed of one or more materials with different densities, thicknesses, and sizes.
There are a number of fields which can be defined for this structure.
The File Input/Output section refers to functions for writing and reading files
containing data stored in a number of different formats.
The Statistics section refers to functions which perform different statistical calcula-
tions and operations. Things like calculating mean and standard deviation, sampling
a probability density function and generation of random numbers are performed with
functions contained in this section.
The Splines section refers to functions for performing the necessary operations
involved in creating splines and interpolating data forward and backwards.
The Utilities section refers to functions for performing elementary operations.
Operations like calculating the absolute value of a vector, transposing a matrix and
rotating images can be performed with these functions.
The Imaging Physics section refers to functions for performing different operations
involved in modeling a direct x-ray imaging system. Operations such as generating
photons from an x-ray source, using the radiation model to determine photon pene-
tration into a material, modeling charge spread, among other, are can be performed
with these functions.
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Appendix B
Model validation parameters and
data
We studied two scenarios for validating the model: (1) scenario with a wedge target
and (2) scenario with no target (just air). Data derived from both synthetic and real
images are presented here.
B.1 Wedge target
B.1.1 Target details
A wedge target with 16 steps of varying thicknesses (heights) was imaged with a
Kodak direct imaging system. The different thicknesses of the wedge target step are
shown in Table B.1.
B.1.2 Wedge target Simulation parameters
The system parameters used in the generation of the synthetic 3-step wedge target
images are shown in Table B.2. These parameters closely resembled parameters of
the Kodak direct x-ray imager used to image the 16-step wedge target.
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Step number Thickness (height)
1 1.487 mm
2 3.049 mm
3 4.615 mm
4 6.160 mm
5 7.699 mm
6 9.259 mm
7 10.814 mm
8 12.363 mm
9 13.982 mm
Table B.1: Step thicknesses of Wedge target.
Parameter Value
X-ray source
Exposure 0.948 mR
Beam DN5, 70 KVp
21 mm acrylic filtration
Fluence 270,000 photons/mm2/mR
Detector
Material Amorphous Selenium
(ρ = 4.27 g/cm3)
Thickness 500 µm
Electron (e-) carrier mobility 198 µm2/V
Hole carrier mobility 960 µm2/V
Electron-Hole pair generation data From literature [27]
Modulation transfer function Determined experimentally [30]
Electric field strength 6 V/µm
Electronic noise 8955 e- (electrons)
Fill Factor 100%
Conversion gain 2250 e-/ADC
Simulation
Number of photons 4,000,000 photons
Super grid size 5000 x 5000
Super grid spacing 2.5 µm x 2.5 µm
Table B.2: Simulation parameters used to generate synthetic x-ray images for the
wedge targets.
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Step Simulation #1 Simulation #2
number µ σ µ/σ µ σ µ/σ
1 78.31 6.4452 12.15013 77.82 6.4006 12.15824
2 66.48 6.1941 10.73279 66.29 5.9854 11.07528
3 56.97 6.0160 9.46975 56.87 5.7364 9.91388
4 48.84 5.4817 8.90965 48.80 5.8024 8.41031
5 41.96 5.3223 7.88381 42.00 5.0944 8.24435
6 36.11 5.2831 6.83500 36.26 5.2814 6.86560
7 31.20 5.0767 6.14573 31.02 5.1691 6.00104
8 27.10 4.8767 5.55704 27.02 5.1551 5.24141
9 23.36 4.8081 4.85847 23.83 4.7388 5.02870
Table B.3: SNR related data calculated from synthetic wedge target images. Four
simulations were performed. Data for simulations 1 and 2 are shown here.
B.1.3 Wedge target SNR data
Tables B.3 and B.4 contain data relevant to the calculated SNR values for the syn-
thetic images produced for the wedge target. µ and σ correspond to the mean and
standard deviation of the image pixel values in the ‘step’ image area, respectively.
Four images were captured with a Kodak direct x-ray imager. Tables B.5 and B.6
contain the relevant SNR data calculated from these images.
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Step Simulation #3 Simulation #4
number µ σ µ/σ µ σ µ/σ
1 77.94 6.1700 12.63209 78.34 6.0867 12.87069
2 66.92 5.8556 11.42838 66.63 6.0891 10.94250
3 57.04 5.6942 10.01721 57.13 5.7406 9.95192
4 48.98 5.6722 8.63510 48.62 5.5569 8.74948
5 41.82 5.4202 7.71558 41.81 5.5859 7.48492
6 36.17 5.1326 7.04711 36.17 5.1916 6.96702
7 30.93 5.0596 6.11313 31.06 5.3434 5.81278
8 26.84 4.9831 5.38621 26.85 4.9136 5.46442
9 23.19 4.7200 4.91314 23.52 4.8034 4.89653
Table B.4: SNR related data calculated from synthetic wedge target images. Four
simulations were performed. Data for simulations 3 and 4 are shown here.
Step Image #1 Image #2
number µ σ µ/σ µ σ µ/σ
1 62.69 5.7680 10.83477 64.19 5.8470 10.97828
2 53.39 5.5206 9.67105 54.21 5.7283 9.46354
3 46.14 5.4465 8.47140 46.71 5.4752 8.53120
4 40.27 5.2380 7.68805 40.82 5.1738 7.88975
5 35.31 5.0508 6.99097 35.95 5.0337 7.14186
6 31.21 4.9800 6.26707 31.50 4.9700 6.33803
7 27.21 4.9651 5.48025 28.01 5.2319 5.35370
8 24.75 4.8000 5.15625 22.71 4.7668 4.76420
9 21.75 4.6057 4.72241 20.14 4.5416 4.43456
Table B.5: SNR related data calculated from wedge target images captured with a
Kodak direct x-ray imager. The wedge target was imaged 4 times. Data for images
1 and 2 are shown here.
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Step Image #3 Image #4
number µ σ µ/σ µ σ µ/σ
1 61.54 5.7763 10.65388 62.45 5.6300 11.09236
2 51.98 5.6003 9.281646 52.65 5.5145 9.54756
3 44.61 5.5097 8.09663 45.27 5.3128 8.52093
4 38.93 5.1356 7.58042 39.41 5.1551 7.64486
5 34.27 5.1916 6.60105 34.5 5.0758 6.79696
6 30.00 5.1020 5.88005 30.37 4.9585 6.12484
7 26.39 5.0912 5.18345 26.98 4.8858 5.52213
8 23.43 4.7916 4.88981 23.62 4.7637 4.95833
9 20.67 4.5733 4.51971 20.82 4.6671 4.46101
Table B.6: SNR related data calculated from wedge target images captured with a
Kodak direct x-ray imager. The wedge target was imaged 4 times. Data for images
3 and 4 are shown here.
B.2 Flat field target
B.2.1 Target details
A patch of air was imaged at different exposures levels to produce images referred to
as flat field images. The exposure levels are shown in Table B.7
B.2.2 Flat field target Simulation parameters
The system parameters used in the generation of the flat field target are shown in
Table B.8. These parameters closely resembled parameters of the Kodak direct x-
ray imager used to produce the flat field images. The x-ray source beams used in
the simulations were a DN5 beam (270,000 photons/mm2/mR) and a DN9 beam
(275,000 photons/mm2/mR).
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Simulation #1 Simulation #2
Exposure levels Exposure levels
(DN5 beam) (DN9 beam)
0.0229 0.0233
0.0914 0.0931
0.1829 0.1862
0.3429 0.3491
0.5714 0.5818
0.9143 0.931
Table B.7: Exposure levels used in producing the synthetic flat field images.
Parameter Value
Detector
Material Amorphous Selenium
(ρ = 4.27 g/cm3)
Thickness 500 µm
Electron (e-) carrier mobility 198 µm2/V
Hole carrier mobility 960 µm2/V
Electron-Hole pair generation data From literature [27]
Modulation transfer function Determined experimentally [30]
Electric field strength 6 V/µm
Electronic noise 8955 e- (electrons)
Fill Factor 100%
Conversion gain 2250 e-/ADC
Simulation
Super grid size 5000 x 5000
Super grid spacing 2.5 µm x 2.5 µm
Table B.8: Simulation parameters used to generate synthetic x-ray images for flat
field images.
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Synthetic DN5 beam
Exposure (mR) µ σ µ/σ
0.0233 22.76 4.7623 4.779
0.0931 91.07 6.441 14.139
0.1862 182.22 8.1868 22.258
0.3491 341.37 10.4167 32.771
0.5818 568.96 13.1122 43.392
0.931 910.27 16.4632 55.291
Table B.9: SNR related data calculated from synthetic flat field images. Data shown
here corresponds to simulation produced with a DN5 x-ray source beam.
Synthetic DN9 beam
Exposure (mR) µ σ µ/σ
0.0229 17.27 4.8614 3.5525
0.0914 68.69 6.6692 10.2996
0.1829 137.46 8.719 15.7656
0.3429 257.19 11.1994 23.0182
0.5714 429.24 13.8876 30.9081
0.9143 687.12 17.5772 39.0916
Table B.10: SNR related data calculated from synthetic flat field images. Data shown
here corresponds to simulation produced with a DN9 x-ray source beam.
B.2.3 Flat field SNR data
Tables B.9 and B.10 contain data relevant to the calculated SNR values for the flat
field images at different exposure levels. µ and σ correspond to the mean and standard
deviation of the image pixel values, respectively. Flat field images were also captured
with a Kodak direct x-ray imager at different exposure levels. Tables B.11 and B.12
contain the relevant SNR data calculated from these images.
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Real DN5 beam
Exposure (mR) µ σ µ/σ
0.0198 17.267 4.3848 3.9379
0.0476 35.129 4.9051 7.1617
0.107 74.015 5.7719 12.8233
0.173 116.1 6.612 17.5589
0.2359 156.53 7.3348 21.3407
0.3025 200.13 8.0313 24.9188
0.4649 305.26 9.5202 32.06445
0.6247 407.08 10.777 37.77304
0.9133 591.03 12.728 46.43542
1.416 908.7 15.528 58.52009
Table B.11: SNR related data calculated from flat field images captured with a Kodak
direct x-ray imager using a DN5 x-ray source beam.
Real DN9 beam
Exposure (mR) µ σ µ/σ
0.047 31.969 4.4931 7.1151
0.086 56.731 5.5185 10.28015
0.165 106.29 7.1571 14.85099
0.339 213.07 9.8509 21.6295
0.717 442.35 14.078 31.4214
0.89 542.68 15.552 34.8946
1.663 1006.9 21.118 47.6797
Table B.12: SNR related data calculated from flat field images captured with a Kodak
direct x-ray imager using a DN9 x-ray source beam.
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Appendix C
Image evaluation exercise data
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Participants with correct identifications
Fill Factor 0 of 5 1 of 5 2 of 5 3 of 5 4 of 5 5 of 5
10% 0 2 0 3 4 9
20% 0 0 0 0 0 18
30% 0 0 0 0 0 18
45% 0 0 0 0 0 18
65% 0 0 0 0 0 18
90% 0 0 0 0 0 18
Table C.1: Data captured from image evaluation exercise for film sheet number one.
Target = Microcalcifications, Pixel Size = 50 µm and Electronic noise = 0 e-.
Participants with correct identifications
Fill Factor 0 of 5 1 of 5 2 of 5 3 of 5 4 of 5 5 of 5
10% 0 0 0 0 0 18
20% 0 0 0 0 0 18
30% 0 0 0 0 0 18
45% 0 0 0 0 0 18
65% 0 0 0 0 1 17
90% 0 0 0 0 0 18
Table C.2: Data captured from image evaluation exercise for film sheet number two.
Target = Microcalcifications, Pixel Size = 100 µm and Electronic noise = 0 e-.
Participants with correct identifications
Fill Factor 0 of 5 1 of 5 2 of 5 3 of 5 4 of 5 5 of 5
10% 0 0 0 0 0 18
20% 0 0 0 0 0 18
30% 0 0 0 0 0 18
45% 0 0 0 0 1 17
65% 0 0 0 0 0 18
90% 0 0 0 0 0 18
Table C.3: Data captured from image evaluation exercise for film sheet number three.
Target = Microcalcifications, Pixel Size = 150 µm and Electronic noise = 0 e-.
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Participants with correct identifications
Fill Factor 0 of 5 1 of 5 2 of 5 3 of 5 4 of 5 5 of 5
10% 4 8 5 0 1 0
20% 5 9 2 2 0 0
30% 4 5 5 3 1 0
45% 5 8 4 1 0 0
65% 2 6 5 1 3 1
90% 5 3 0 2 3 5
Table C.4: Data captured from image evaluation exercise for film sheet number four.
Target = Microcalcifications, Pixel Size = 50 µm and Electronic noise = 9000 e-.
Participants with correct identifications
Fill Factor 0 of 5 1 of 5 2 of 5 3 of 5 4 of 5 5 of 5
10% 2 2 3 7 4 0
20% 0 9 4 4 0 1
30% 0 1 2 0 2 13
45% 0 0 0 0 2 16
65% 0 0 0 0 0 18
90% 0 0 0 0 1 17
Table C.5: Data captured from image evaluation exercise for film sheet number five.
Target = Microcalcifications, Pixel Size = 100 µm and Electronic noise = 9000 e-.
Participants with correct identifications
Fill Factor 0 of 5 1 of 5 2 of 5 3 of 5 4 of 5 5 of 5
10% 7 5 5 0 1 0
20% 0 4 3 6 1 4
30% 0 0 0 0 0 18
45% 0 0 0 0 0 18
65% 0 0 0 0 1 17
90% 0 0 0 0 0 18
Table C.6: Data captured from image evaluation exercise for film sheet number six.
Target = Microcalcifications, Pixel Size = 150 µm and Electronic noise = 9000 e-.
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Participants with correct identifications
Fill Factor 0 of 5 1 of 5 2 of 5 3 of 5 4 of 5 5 of 5
10% 0 2 9 6 1 0
15% 0 0 1 6 11 0
20% 0 0 0 0 0 18
25% 0 0 0 0 0 18
35% 0 0 0 0 1 17
40% 0 0 0 0 0 18
Table C.7: Data captured from image evaluation exercise for film sheet number seven.
Target = Disc, Pixel Size = 50 µm and Electronic noise = 0 e-.
Participants with correct identifications
Fill Factor 0 of 5 1 of 5 2 of 5 3 of 5 4 of 5 5 of 5
10% 0 0 0 0 0 18
15% 0 0 0 0 0 18
20% 0 0 0 0 0 18
25% 0 0 0 0 0 18
35% 0 0 0 0 0 18
40% 0 0 0 0 0 18
Table C.8: Data captured from image evaluation exercise for film sheet number eight.
Target = Disc, Pixel Size = 100 µm and Electronic noise = 0 e-.
Participants with correct identifications
Fill Factor 0 of 5 1 of 5 2 of 5 3 of 5 4 of 5 5 of 5
10% 0 0 0 0 0 18
15% 0 0 0 0 0 18
20% 0 0 0 0 0 18
25% 0 0 0 0 0 18
35% 0 0 0 0 0 18
40% 0 0 0 0 0 18
Table C.9: Data captured from image evaluation exercise for film sheet number nine.
Target = Disc, Pixel Size = 150 µm and Electronic noise = 0 e-.
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Participants with correct identifications
Fill Factor 0 of 5 1 of 5 2 of 5 3 of 5 4 of 5 5 of 5
10% 7 8 3 0 0 0
15% 7 2 6 2 0 1
20% 0 4 1 2 7 4
25% 0 0 0 2 5 11
35% 0 0 0 0 1 17
40% 0 0 0 0 2 16
Table C.10: Data captured from image evaluation exercise for film sheet number ten.
Target = Disc, Pixel Size = 50 µm and Electronic noise = 9000 e-.
Participants with correct identifications
Fill Factor 0 of 5 1 of 5 2 of 5 3 of 5 4 of 5 5 of 5
10% 0 3 1 7 3 4
15% 0 0 0 0 0 18
20% 0 0 0 0 0 18
25% 0 0 0 0 4 14
35% 0 0 0 0 0 18
40% 0 0 0 0 1 17
Table C.11: Data captured from image evaluation exercise for film sheet number
eleven. Target = Disc, Pixel Size = 100 µm and Electronic noise = 9000 e-.
Participants with correct identifications
Fill Factor 0 of 5 1 of 5 2 of 5 3 of 5 4 of 5 5 of 5
10% 0 0 0 1 1 16
15% 0 0 0 0 0 18
20% 0 0 0 0 0 18
25% 0 0 0 0 1 17
35% 0 0 0 0 1 17
40% 0 0 0 0 1 17
Table C.12: Data captured from image evaluation exercise for film sheet number
twelve. Target = Disc, Pixel Size = 150 µm and Electronic noise = 9000 e-.
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Appendix D
Xray data used by model
This appendix contains data sets for different stages and phenomena used throughout
the model. All the data was stored in a folder named ‘data’. Most data contained in
all references to data files in the source code presented in Appendix A and B can be
found below and will be identified accordingly.
D.1 Sources
In our work, the mostly used x-ray source beams were the DN5 and DN9 beam. A
DN5 uses a 70 KVp voltage source and a 21 mm aluminum sheet of added Filtra-
tion. A DN9 uses a 120 kVp voltage source and a 40 mm aluminum sheet of added
Filtration. A mammography beam generated by a 28 KVp voltage source and a 45
mm acrylic sheet of added filtration was also used. The following table contains the
fluence, Φ(E), for the beams.
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Photon Energy Mammo Beam DN5 beam DN9 beam
(keV)
1 0 0 0
2 0 0 0
3 0 0 0
4 0 0 0
5 0 0 0
6 0 0 0
7 0 0 0
8 0 0 0
9 0 0 0
10 0 0 0
11 0 0 0
12 0 0 0
13 0.0002 5.7763e-34 0
14 0.0009 4.3723e-27 6.7007e-049
15 0.003 3.7307e-22 4.8743e-040
16 0.0074 2.0564e-18 2.9069e-033
17 0.0221 1.6219e-15 4.9605e-028
18 0.0259 3.1474e-13 6.9395e-024
19 0.0327 2.1429e-11 1.4725e-020
20 0.0554 6.552e-10 7.525e-018
21 0.006 1.072e-8 1.2497e-015
22 0.0082 1.0665e-7 8.5349e-014
23 0.0101 7.1797e-7 2.8824e-012
24 0.0116 3.5404e-6 5.5525e-011
25 0.0113 1.3583e-5 6.8083e-010
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26 0.0102 4.2533e-5 5.7785e-009
27 0.0049 0.000112 3.6225e-008
28 0.0013 0.00026 1.7683e-007
29 0 0.000535 7.0005e-007
30 0 0.0009995 2.3259e-006
31 0 0.00171 6.5732e-006
32 0 0.002701 1.6055e-005
33 0 0.0039997 3.4817e-005
34 0 0.0056117 6.8368e-005
35 0 0.0075255 0.00012363
36 0 0.0097191 0.00020859
37 0 0.01216 0.00033199
38 0 0.014788 0.00050251
39 0 0.017571 0.00072888
40 0 0.020452 0.0010185
41 0 0.023359 0.0013758
42 0 0.026193 0.0018008
43 0 0.028925 0.0022923
44 0 0.031481 0.0028482
45 0 0.033834 0.003463
46 0 0.035943 0.0041316
47 0 0.037804 0.0048461
48 0 0.039359 0.005604
49 0 0.040621 0.0063903
50 0 0.041577 0.0072033
51 0 0.042212 0.0080339
52 0 0.042514 0.0088656
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53 0 0.042476 0.0096927
54 0 0.042093 0.010512
55 0 0.041395 0.011309
56 0 0.040388 0.012074
57 0 0.039051 0.012808
58 0 0.037588 0.03913
59 0 0.035826 0.06282
60 0 0.033321 0.014733
61 0 0.030884 0.015271
62 0 0.028233 0.01579
63 0 0.02534 0.016266
64 0 0.022291 0.016694
65 0 0.01902 0.017104
66 0 0.015533 0.01745
67 0 0.011968 0.044134
68 0 0.0080766 0.01806
69 0 0.0041726 0.025924
70 0 0.00032068 0.015863
71 0 0 0.015592
72 0 0 0.01583
73 0 0 0.016038
74 0 0 0.016215
75 0 0 0.016361
76 0 0 0.016452
77 0 0 0.016536
78 0 0 0.016589
79 0 0 0.016587
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80 0 0 0.016579
81 0 0 0.016517
82 0 0 0.016429
83 0 0 0.016343
84 0 0 0.016204
85 0 0 0.016068
86 0 0 0.015879
87 0 0 0.015694
88 0 0 0.015456
89 0 0 0.015225
90 0 0 0.014939
91 0 0 0.014662
92 0 0 0.014331
93 0 0 0.014011
94 0 0 0.01367
95 0 0 0.013309
96 0 0 0.012928
97 0 0 0.012493
98 0 0 0.012074
99 0 0 0.011673
100 0 0 0.011219
101 0 0 0.010749
102 0 0 0.010264
103 0 0 0.0097649
104 0 0 0.00929
105 0 0 0.008763
106 0 0 0.0082616
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107 0 0 0.0077077
108 0 0 0.0071807
109 0 0 0.0066413
110 0 0 0.006049
111 0 0 0.0054853
112 0 0 0.0049099
113 0 0 0.004323
114 0 0 0.0037249
115 0 0 0.0031157
116 0 0 0.0024957
117 0 0 0.0019084
118 0 0 0.0012676
119 0 0 0.00061664
120 0 0 4.4376e-005
Table D.1: X-ray source fluence data for x-ray source
beams used in our work.
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D.2 Mediums
In our work we dealt with a number of material types: amorphous selenium, lead,
acrylic and air. In order to model the photon absorption of characteristics of these
materials we needed to have x-ray mass attenuation coefficients(µ/ρ) data. We ob-
tained this data from the National Institute of Standards and Technology [31]. The
table below the µ/ρ data for the materials used in our work. Energy, E, values are
in units of keV and µ/ρ values are in units of (cm2/g).
a-Se Lead Acrylic Air
E µ/ρ E µ/ρ E µ/ρ E µ/ρ
1.000 2303.35 1.000 5116.32 1.000 2764.60 1.000 988.49
1.433 983.88 1.500 2340.14 2.000 400.70 2.000 149.85
1.434 4477.05 2.000 1270.36 3.000 123.06 3.000 47.36
1.474 3973.67 2.483 793.61 4.000 52.34 3.200 41.93
1.475 5575.34 2.484 2104.67 5.000 26.74 3.210 52.96
1.500 5346.53 2.585 1909.90 6.000 15.37 4.000 26.93
1.651 4316.88 2.586 2773.28 7.000 9.51 5.000 14.31
1.652 4888.91 3.000 1962.22 8.000 6.27 6.000 8.53
2.000 3073.68 3.065 1843.04 9.000 4.39 7.000 5.49
3.000 1105.92 3.066 2133.74 10.000 3.22 8.000 3.78
4.000 524.74 3.553 1488.38 11.000 2.45 9.000 2.75
5.000 289.06 3.554 1578.50 12.000 1.93 10.000 2.08
6.000 173.13 3.850 1302.34 13.000 1.55 11.000 1.65
7.000 113.95 3.851 1360.48 14.000 1.28 12.000 1.34
8.000 79.32 4.000 1241.29 15.000 1.07 13.000 1.13
9.000 57.36 5.000 720.94 16.000 0.91 14.000 0.97
10.000 42.94 6.000 462.21 17.000 0.79 15.000 0.85
11.000 33.27 7.000 313.76 18.000 0.69 16.000 0.76
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12.000 26.51 8.000 224.13 19.000 0.62 17.000 0.68
12.657 23.11 9.000 166.47 20.000 0.56 18.000 0.63
12.658 161.69 10.000 127.62 21.000 0.51 19.000 0.58
13.000 150.62 11.000 100.52 22.000 0.47 20.000 0.54
14.000 123.69 12.000 80.97 23.000 0.43 21.000 0.51
15.000 102.96 13.000 66.42 24.000 0.40 22.000 0.49
16.000 86.75 13.034 65.99 25.000 0.38 23.000 0.47
17.000 73.88 13.035 162.79 26.000 0.36 24.000 0.45
18.000 63.49 14.000 137.10 27.000 0.34 25.000 0.43
19.000 55.00 15.000 110.47 28.000 0.33 26.000 0.42
20.000 47.97 15.199 107.56 29.000 0.31 27.000 0.41
21.000 42.09 15.200 148.84 30.000 0.30 28.000 0.40
22.000 37.12 15.860 134.30 31.000 0.29 29.000 0.39
23.000 32.89 15.861 154.94 32.000 0.28 30.000 0.38
24.000 29.28 16.000 151.49 33.000 0.27 31.000 0.37
25.000 26.18 17.000 129.55 34.000 0.27 32.000 0.37
26.000 23.51 18.000 111.78 35.000 0.26 33.000 0.36
27.000 21.19 19.000 97.23 36.000 0.25 34.000 0.36
28.000 19.17 20.000 85.18 37.000 0.25 35.000 0.35
29.000 17.41 21.000 75.10 38.000 0.24 36.000 0.35
30.000 15.86 22.000 66.61 39.000 0.24 37.000 0.34
31.000 14.50 23.000 59.40 40.000 0.23 38.000 0.34
32.000 13.29 24.000 53.23 41.000 0.23 39.000 0.34
33.000 12.22 25.000 47.91 42.000 0.23 40.000 0.34
34.000 11.26 26.000 43.30 43.000 0.22 41.000 0.33
35.000 10.40 27.000 39.29 44.000 0.22 42.000 0.33
36.000 9.62 28.000 35.77 45.000 0.22 43.000 0.33
37.000 8.93 29.000 32.68 46.000 0.22 44.000 0.32
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38.000 8.29 30.000 29.94 47.000 0.21 45.000 0.32
39.000 7.72 31.000 27.51 48.000 0.21 46.000 0.32
40.000 7.20 32.000 25.34 49.000 0.21 47.000 0.32
41.000 6.72 33.000 23.40 50.000 0.21 48.000 0.32
42.000 6.29 34.000 21.65 51.000 0.20 49.000 0.31
43.000 5.89 35.000 20.08 52.000 0.20 50.000 0.31
44.000 5.53 36.000 18.66 53.000 0.20 51.000 0.31
45.000 5.19 37.000 17.38 54.000 0.20 52.000 0.31
46.000 4.88 38.000 16.21 55.000 0.20 53.000 0.31
47.000 4.60 39.000 15.15 56.000 0.20 54.000 0.31
48.000 4.34 40.000 14.19 57.000 0.20 55.000 0.30
49.000 4.10 41.000 13.30 58.000 0.19 56.000 0.30
50.000 3.87 42.000 12.48 59.000 0.19 57.000 0.30
51.000 3.67 43.000 11.72 60.000 0.19 58.000 0.30
52.000 3.48 44.000 11.03 61.000 0.19 59.000 0.30
53.000 3.30 45.000 10.39 62.000 0.19 60.000 0.30
54.000 3.13 46.000 9.80 63.000 0.19 61.000 0.30
55.000 2.98 47.000 9.26 64.000 0.19 62.000 0.30
56.000 2.83 48.000 8.76 65.000 0.19 63.000 0.29
57.000 2.70 49.000 8.30 66.000 0.19 64.000 0.29
58.000 2.57 50.000 7.88 67.000 0.19 65.000 0.29
59.000 2.45 51.000 7.49 68.000 0.18 66.000 0.29
60.000 2.34 52.000 7.13 69.000 0.18 67.000 0.29
61.000 2.24 53.000 6.79 70.000 0.18 68.000 0.29
62.000 2.14 54.000 6.47 71.000 0.18 69.000 0.29
63.000 2.05 55.000 6.17 72.000 0.18 70.000 0.29
64.000 1.96 56.000 5.90 73.000 0.18 71.000 0.29
65.000 1.88 57.000 5.63 74.000 0.18 72.000 0.29
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66.000 1.81 58.000 5.39 75.000 0.18 73.000 0.28
67.000 1.74 59.000 5.16 76.000 0.18 74.000 0.28
68.000 1.67 60.000 4.94 77.000 0.18 75.000 0.28
69.000 1.61 61.000 4.74 78.000 0.18 76.000 0.28
70.000 1.55 62.000 4.54 79.000 0.18 77.000 0.28
71.000 1.49 63.000 4.36 80.000 0.17 78.000 0.28
72.000 1.44 64.000 4.19 81.000 0.17 79.000 0.28
73.000 1.39 65.000 4.03 82.000 0.17 80.000 0.28
74.000 1.34 66.000 3.87 83.000 0.17 81.000 0.28
75.000 1.29 67.000 3.73 84.000 0.17 82.000 0.28
76.000 1.25 68.000 3.59 85.000 0.17 83.000 0.28
77.000 1.21 69.000 3.46 86.000 0.17 84.000 0.28
78.000 1.17 70.000 3.33 87.000 0.17 85.000 0.27
79.000 1.13 71.000 3.21 88.000 0.17 86.000 0.27
80.000 1.09 72.000 3.10 89.000 0.17 87.000 0.27
81.000 1.06 73.000 2.99 90.000 0.17 88.000 0.27
82.000 1.02 74.000 2.89 91.000 0.17 89.000 0.27
83.000 0.99 75.000 2.79 92.000 0.17 90.000 0.27
84.000 0.96 76.000 2.70 93.000 0.17 91.000 0.27
85.000 0.93 77.000 2.61 94.000 0.17 92.000 0.27
86.000 0.91 78.000 2.53 95.000 0.17 93.000 0.27
87.000 0.88 79.000 2.45 96.000 0.17 94.000 0.27
88.000 0.85 80.000 2.37 97.000 0.17 95.000 0.27
89.000 0.83 81.000 2.30 98.000 0.16 96.000 0.27
90.000 0.81 82.000 2.23 99.000 0.16 97.000 0.27
91.000 0.79 83.000 2.16 100.000 0.16 98.000 0.27
92.000 0.76 84.000 2.10 101.000 0.16 99.000 0.26
93.000 0.74 85.000 2.04 102.000 0.16 100.000 0.26
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94.000 0.73 86.000 1.98 103.000 0.16 101.000 0.26
95.000 0.71 87.000 1.93 104.000 0.16 102.000 0.26
96.000 0.69 88.000 1.88 105.000 0.16 103.000 0.26
97.000 0.67 88.003 1.88 106.000 0.16 104.000 0.26
98.000 0.66 88.004 7.56 107.000 0.16 105.000 0.26
99.000 0.64 89.000 7.35 108.000 0.16 106.000 0.26
100.000 0.62 90.000 7.16 109.000 0.16 107.000 0.26
101.000 0.61 91.000 6.97 110.000 0.16 108.000 0.26
102.000 0.60 92.000 6.78 111.000 0.16 109.000 0.26
103.000 0.58 93.000 6.60 112.000 0.16 110.000 0.26
104.000 0.57 94.000 6.43 113.000 0.16 111.000 0.26
105.000 0.56 95.000 6.27 114.000 0.16 112.000 0.26
106.000 0.55 96.000 6.11 115.000 0.16 113.000 0.26
107.000 0.53 97.000 5.95 116.000 0.16 114.000 0.26
108.000 0.52 98.000 5.81 117.000 0.16 115.000 0.25
109.000 0.51 99.000 5.66 118.000 0.16 116.000 0.25
110.000 0.50 100.000 5.52 119.000 0.16 117.000 0.25
111.000 0.49 101.000 5.39 120.000 0.16 118.000 0.25
112.000 0.48 102.000 5.26 121.000 0.15 119.000 0.25
113.000 0.47 103.000 5.13 122.000 0.15 120.000 0.25
114.000 0.46 104.000 5.01 123.000 0.15 121.000 0.25
115.000 0.45 105.000 4.89 124.000 0.15 122.000 0.25
116.000 0.45 106.000 4.78 125.000 0.15 123.000 0.25
117.000 0.44 107.000 4.67 126.000 0.15 124.000 0.25
118.000 0.43 108.000 4.56 127.000 0.15 125.000 0.25
119.000 0.42 109.000 4.46 128.000 0.15 126.000 0.25
120.000 0.42 110.000 4.36 129.000 0.15 127.000 0.25
121.000 0.41 111.000 4.26 130.000 0.15 128.000 0.25
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122.000 0.40 112.000 4.17 131.000 0.15 129.000 0.25
123.000 0.39 113.000 4.08 132.000 0.15 130.000 0.25
124.000 0.39 114.000 3.99 133.000 0.15 131.000 0.25
125.000 0.38 115.000 3.90 134.000 0.15 132.000 0.25
126.000 0.38 116.000 3.82 135.000 0.15 133.000 0.24
127.000 0.37 117.000 3.74 136.000 0.15 134.000 0.24
128.000 0.36 118.000 3.66 137.000 0.15 135.000 0.24
129.000 0.36 119.000 3.58 138.000 0.15 136.000 0.24
130.000 0.35 120.000 3.51 139.000 0.15 137.000 0.24
131.000 0.35 121.000 3.44 140.000 0.15 138.000 0.24
132.000 0.34 122.000 3.37 141.000 0.15 139.000 0.24
133.000 0.34 123.000 3.30 142.000 0.15 140.000 0.24
134.000 0.33 124.000 3.23 143.000 0.15 141.000 0.24
135.000 0.33 125.000 3.17 144.000 0.15 142.000 0.24
136.000 0.32 126.000 3.11 145.000 0.15 143.000 0.24
137.000 0.32 127.000 3.05 146.000 0.15 144.000 0.24
138.000 0.31 128.000 2.99 147.000 0.15 145.000 0.24
139.000 0.31 129.000 2.93 148.000 0.15 146.000 0.24
140.000 0.30 130.000 2.87 149.000 0.15 147.000 0.24
141.000 0.30 131.000 2.82 150.000 0.15 148.000 0.24
142.000 0.30 132.000 2.77 149.000 0.24
143.000 0.29 133.000 2.71 150.000 0.24
144.000 0.29 134.000 2.66
145.000 0.28 135.000 2.62
146.000 0.28 136.000 2.57
147.000 0.28 137.000 2.52
148.000 0.27 138.000 2.48
149.000 0.27 139.000 2.43
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150.000 0.27 140.000 2.39
141.000 2.35
142.000 2.31
143.000 2.27
144.000 2.23
145.000 2.19
146.000 2.15
147.000 2.12
148.000 2.08
149.000 2.05
150.000 2.01
Table D.2: X-ray mass attenuation coefficients.
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D.3 Electron-Hole pair generation
The electron-hole generation process follows Gaussian statistics. We combined data
presented by Blevis et al. [27] and Stone et al. [29] for the mean and standard deviation
of the number of electron hole pairs as a function of photon energy, E, and applied
electric field, F . The combined data is listed below. E has units of keV and F has
units of V/µm.
MEAN
Photon Energy
Electric Field 16keV 40keV 50keV 60keV 74keV 140keV
4 147 448 601 755 1002 2445
6 180 607 806 1022 1334 3012
8 214 753 1012 1281 1663 3576
10 249 878 1172 1480 1919 4151
12 284 995 1312 1614 2050 4631
14 322 1108 1437 1778 2301 5135
15 343 1164 1520 1884 2423 5375
16 366 1218 1580 1960 2555 5615
18 418 1325 1718 2134 2795 6048
20 477 1429 1850 2302 3039 6445
22 552 1527 1973 2461 3273 6865
24 636 1772 2266 2772 3500 7262
26 719 1912 2429 2959 3719 7623
28 795 2039 2579 3131 3925 8009
30 871 2156 2715 3286 4107 8333
Table D.3: Mean values for Electron-Hole pair generation data in units if electron-hole
pairs.
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STANDARD DEVIATION
Photon Energy
Electric Field 16keV 40keV 50keV 60keV 74keV 140keV
4 32 106 169 238 272 435
6 48 122 185 254 288 451
8 64 138 201 270 304 467
10 80 154 217 286 320 483
12 96 170 233 302 336 499
14 112 186 249 318 352 515
15 120 194 257 326 360 523
16 128 202 265 334 368 531
18 144 218 281 350 384 547
20 160 234 297 366 400 563
22 176 250 313 382 416 579
24 192 266 329 398 432 595
26 208 282 345 414 448 611
28 224 298 361 430 464 627
30 240 314 377 446 480 643
Table D.4: Standard deviation values for Electron-Hole pair generation data in units
if electron-hole pairs.
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