Support vector machines are a type of learning machine related to the maximum margin hyperplane. Until recently, the only bounds on the generalization performance of SV machines (within the PAC framework) were via bounds on the fatshattering dimension of maximum margin hyperplanes. This result took no account of the kernel used. More recently, it has been shown [8] that one can bound the relevant covering numbers using some tools from functional analysis. The resulting bound is quite complex and seemingly difficult to compute. In this paper we show that the bound can be greatly simplified and as a consequence we are able to determine some interesting quantities (such as the effective number of dimensions used). The new bound is quite a simple formula involving the eigenvalues of the integral operator induced by the kernel. We present an explicit calculation of covering numbers for an SV machine using a Gaussian kernel which is significantly better than that implied by the maximum margin fat-shattering result. [4] which make use of an implicit mapping into feature space by using a more general kernel function in place of the standard inner product. Consequently one can apply an analysis for the maximum margin algorithm directly to SV machines. However such a process completely ignores the effect of the kernel. Intuitively one would expect that a "smoother" kernel would somehow reduce the capacity of the learning machine thus leading to better bounds on generalization error if the machine can attain a small training error.
INTRODUCTION
Support vector machines are a type of learning machine related to the maximum margin hyperplane. Until recently, the only bounds on the generalization performance of SV machines (within the PAC framework) were via bounds on the fatshattering dimension of maximum margin hyperplanes. This result took no account of the kernel used. More recently, it has been shown [8] that one can bound the relevant covering numbers using some tools from functional analysis. The resulting bound is quite complex and seemingly difficult to compute. In this paper we show that the bound can be greatly simplified and as a consequence we are able to determine some interesting quantities (such as the effective number of dimensions used). The new bound is quite a simple formula involving the eigenvalues of the integral operator induced by the kernel. We present an explicit calculation of covering numbers for an SV machine using a Gaussian kernel which is significantly better than that implied by the maximum margin fat-shattering result.
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Royal Holloway College, Australian National University University of London Canberra 0200, Australia Egham,TW2OOEX,UK Bob.Williamson@anu.edu.au jst@dcs.rhbnc.ac.uk Support Vector (SV) Machines [5] are learning algorithms based on maximum margin hyperplanes [4] which make use of an implicit mapping into feature space by using a more general kernel function in place of the standard inner product. Consequently one can apply an analysis for the maximum margin algorithm directly to SV machines. However such a process completely ignores the effect of the kernel. Intuitively one would expect that a "smoother" kernel would somehow reduce the capacity of the learning machine thus leading to better bounds on generalization error if the machine can attain a small training error.
In [9, 81 it has been shown that this intuition is justified. The main result there (quoted below) gives a bound on the covering numbers for the class of functions computed with support vector machines. This bound along with statistical results of the form given in [7] result in bounds that do explicitly depend on the kernel used.
In the traditional viewpoint of statistical learning theory, one is given a class of functions 3, and the generalization performance attainable using 3 is determined via the covering numbers N(e, 3) (precise definitions are given below). Many generalization error bounds can be expressed in terms of 3\r(e, 3). The main method of bounding ZN(e, 3) has been to use the Vapnik-Chervonenkis dimension or one of its generalizations (see [l] for an overview).
In [9, 8] an alternative viewpoint is taken where the class 3 is viewed as being generated by an integral operator induced by the kernel. Properties of this operator are used to bound the required covering numbers. The result is in a form that is not particularly easy to use (see (13) below).
The main technical result of this paper is an explicit reformulation of this bound which is amenable to direct calculation. We illustrate the new result by bounding the covering numbers of SV machines which use Gaussian RBF kernels. The result shows the influence of a2 on the covering numbers: the covering numbers will decrease when 0' increases. Here CT~ is the VarianceoftheGaussian functionusedforthe kernel. More generally, the main result makes model order selection possible using any parametrized family of kernel functions: we can describe precisely how the capacity of the class is affected by changes to the kernel.
For d E N, Rd denotes the d-dimensional space of vectorsx = (zr,... , xd). For 0 < p 5 00, define the spaces l?;I := {x E Rd: llxllp4 < 00) P where the p-norms are Il$$ := max Izcjl, forp = oo.
j=l,...,d
For d = 00, we write 1, = lp" and the norms are defined similarly (by formally subsitutmg 00 for d in the above definitions). The e-covering number of 3 with respect to the metric d denoted N (E, 3, d) is the size of the smallest e-cover for 3 using the metric d. Given m points xi, ,, . . ,x, E eg, we use the shorthand Xm = (xl,. . . , x,). Suppose 3 is a class of functions defined on I@. The f& norm with respect to Xm off E 3is defined as I]fllex, := max.i,i,...,m If(x The input space is taken to be X, a compact subset of Rd.
Our main result is a bound for the covering number of SV machines. We only discuss the case when d = 1. (In fact the result does hold for general d; see the discussion in the conclusion).
Let k: X x X + lR be a kernel satisfying the hypotheses of Mercer's theorem (Theorem 2). Given m points xi, . . . , xm E X. Denote by 3~~ the hypothesis class implemented by SV machines on an m-sample with weight vector (in feature space) bounded by R, : 
for j E Z, where K(w) = F[lc(z)](w) is the Fourier transform of Ic(.) (see [9, 81 for further details). For a smooth kernel, the Fourier transform F(jwo) decreases faster. (There are less "high frequency components.") Thus for smooth kernels, Xi decreases to zero rapidly for increasing i.
Theorem 1 (Main Result) Suppose k is a kernel satisfying the hypothesis of Mercer's Theorem. Hypothesis class 3u,, eigenfunctions $J, (e) and eigenvalues (Xi) are de$ned as above. Letxl,...,xm E 3c be m data points. Let
For n E N set f; = 6R,ck with j*=mh{j: Xj+l < (?2+,$i)'}.
Then ck < OCI and
The quantity ei is an upper bound on the entropy number of 3R,, which is the functional inverse of the covering number. In this theorem, the number j* has a natural interpretation: For a given value of n, it can be viewed as the efective dimension of the function class. Clearly, this effective dimension depends on the rate of decay of the eigenvalues. As expected, for smooth kernels (which have rapidly decreasing eigenvalues), the effective dimension is small. It turns out that all kernels satisfying Mercer's conditions are sufficiently smooth for j* to be finite.
The remainder of the paper is organized as follows. We start by introducing'notation and definitions (Section 2). Section 3 contains the main result (the proof is in Appendix A). Section 4 contains an example application of the main result. Section 5 concludes.
DEFINITIONS AND PREVIOUS RESULTS
Let C(E, F) be the set of all bounded linear operators T between the normed spaces (E, ]I .]]E) and (F, II . IIF), i.e. operators such that the image of the (closed) unit ball VE := {x E E: 11211~ < 1) (4) is bounded. The smallest such bound is called the operator norm, IlTll := SUP llT41~. 
Note that ei (T) = IITII, and that en(T) certainly is well defined for all n E N if T is a compact operator, i.e. if T(UE) is compact. In the following, k will always denote a kernel, and d and m will be the input dimensionality and the number of training examples, respectively, so that the training data is a sequence h,Yl),***, (Xm, ym) E Rd x R.
Let log denote the logarithm to base 2. We will map the input data into a feature space 5 via a mapping @. We let % := Q(x), and 3'RX.J := {(w,5k):% E S, llwll 2 R,} C I@.
Given a class of functions 3, the generalization performance In [S] an upper bound on the entropy numbers was given attainable using 3 can be bounded in terms of the covering in terms of the eigenvalues of the kernel used. The result is numbers of 3. More precisely, for some set X, and xi E X in terms of the entropy numbers of a scaling operator A. The fori= l,... , m, define the e-growthfunction of the function notation (a,), E 1, donates the sequence (ai, us, . . *) such class 3 on X as that Cz"=, lasl < 00.
where N(e, 3, -!crn) is the e-covering number of 3 with respect to fJ:-. Many generalization error bounds can be expressed in terms of N" (E, 3). < oo}. We sometimes write L, = Lp(X).
Suppose T: E + E is a linear operator mapping a normed space E into itself. We say that 2 E E is an eigenvector if for some scalar X, TX = XX. Such a X is called the eigenvalue associated with x. When E is a function space (e.g. E = L2W) th e ei g envectors are of course functions, and are usually called eigenfiatctions. Thus & is an eigenfunction of T : Ls(X) + L2(X) if TT+& = X&. In general X is complex, but in this paper all eigenvalues are real (because of the symmetry of the kernels used to induce the operators).
We will make use of Mercer's theorem. The version stated below is a special case of the theorem proven in [6, p. 1451.
A: (Xj)j t) (RAajxj)j with RA := ckll(fi/~j)jll~,a Then (12) This result leads to the following bounds for SV classes.
Theorem 4 (Bounds for SV classes) Let k be a Mercer kernel. Then for all n E Pi,
where A is defined as in Theorem 3.
is a symmetric kernel such that the integral operator Tk : L2(x) + L2 (2) Combining Equations (13) and (14) gives effective bounds on 3\rm(e, 3j3,) since Tkf(.) := J V-1 y)f(y)dy (10) 36 is positive. Let $j E L=J(~) be the eigenfunction of Tk associated with the eigenvalue Xj # 0 and normalized such that ll+jllb = 1 and let 6 denote its complex conjugate.
Suppose $j is continuous for all j E N Then
These results thus give a method to obtain bounds on the entropy numbers for kernel machines. In Inequality (14), we can choose (a,), to optimize the bound. The key technical contribution of this paper is the explicit determination of the best choice of (a,), .
(Xj(T))j E L1.
We assume henceforth that (X,), is fixed and sorted in non-increasing order, and ai > 0 for all i. For j E N, we define the set 2. $j E -L(X) and SuPj IIGj llLm < 00. In other words, Aj is the set of (a,), such that the We will call a kernel satisfying the conditions of this theorem a Mercer kernel. From statement 2 of Mercer's theorem there exists some constant ck E lR+ depending on k(., -) such that This conclusion is the only reason we have added the condition that $,n is continuous; it is not necessary for the theorem as stated, but it is convenient to bundle all of our assumptions into the one place. In any case it is not a very restrictive assumption: if X is compact and k is continuous, then $j is automatically continuous (see e.g. [3] ). Alternatively, if k is translation invariant, then $j are scaled cosine functions and thus continuous.
where for notational simplicity, we write (a,) for (a,),.
THE OPTIMAL CHOICE OF (a,), AND j
Our main aim in this section is to show that the infimum in (14) and the supremum in (13) can be achieved and to give an' explicit recipe for the sequence (a,) and number j* that achieve them. The main technical theorem is as follows.
Theorem 5 Let k: X >: X + IR be a Mercer kernel. Suppose x1,x2,**.
are the eigenvalues of Tk. For any n E IV, the minimum j* =min{j:
Xj+i < (3$)'} (16) always exists, and inf supB((o&n,j) < B((o,*),n,j*), (a.),:(di-/~)~~& jlEN where This choice of (a,) results in a simple form for the bound of (14) in terms of n and (Xi):
Corollary 6 Let k: X x X + lR be a Mercer kernel and let A be given by (12). Then for any n E IV, the entropy numbers satisfy inf (a&:(dx/+ez E,(A: t?, + &) with j* = min j:
xj+l < (+$qi).
This corollary, together with (14), implies Theorem 1.
PROOF OUTLINE The proof of Theorem 5 is quite long and is in Appendix A. It involves the following four steps.
We first prove that for all 12 E N, j=min{j: Xj+i < (9)') (
exists, whenever (Xi) are the eigenvalues of a Mercer kernel.
We then prove that for any n E N inf sup .B((as), n, j) (~.).:(~/a.)~E& jEN The next step is to prove that the choice of (a,) and j described by (16) and (17) Finally we show that (a:) E Aj and (fi/az), E e2 when (a:) is chosen according to (17).
EXAMPLE
We illustrate the results of this paper with an example. Consider the kernel k(z, y) = k(z -y) where k(z) = e-x2/u2. For such kernels (RBF kernels) ]]G(x)]]e, = 1 for all x E X. Thus the class (1) can be written as y&V = {(w,k):% E S,llXllez I 1, Ilwlle, I %I).
One can use the fat-shattering dimension to bound the covering number of the class of functions lf& (see [2] ). 
Combining these results we have the following bound with which we shall compare our new bound.
In order to determine the eigenvalues of Tk, we need to periodize the kernel. This periodization is necessary in order to get a discrete set of eigenvalues since k(z) has infinite support (see [9] for further details). For the purpose of the present paper, we can assume a fixed period 27r/wc for some we > 0. Since the kernel is translation invariant, the eigenfunctions are &(z) = &cos (nwcz) and so Cr, = 4. The & comes from the requirement in Theorem 2 that ]]T+!J~ ](ea = 1. The eigenvalues are xj = JZrr~e-$62j2.
Setting cl = &rcr, c2 = $02, the eigenvalues can be written as Aj = cle-c2j2.
From (16), we know that Xj+i < (w) ' ' implies j* 5 j. But (24) shows that this condition on the eigenvalues is equivalent to cle-c2(j+l)2 < n-f
( 1 4 4e-c2 Ci,, i2 3 ,
which is equivalent to c2(j + 1)" > f inn + ?(j -t 1)(2j -I-1) * 3 %2(j+l)j j+t >21nn, ( > which follows from Hence, j* 5 p&,""j +1.
We can now use (18) to give an upper bound on en. The tail C&++1 Xi in (18) is d ominated by the first term, hence we obtain the following bound.
6: =O ( j*n-" 3 cl exp(-F(j* + 1)(2j* + 1))) .
Substituting (26) We can get several results from Equation (27).
The relationship between E, and n. For fixed CT, (27) shows that log l/e, = R(loga n), which implies log?P(e, F&J = 0 log ( g (k)) > (28) which is considerably better than (23). This can also be seen in Figure 1 . Figure 3: j* versus e for a Gaussian kernel. Since j* can be interpreted as an "effective number of dimensions", this clearly illustrates why the bound on the covering numbers for Gaussian kernels grows so slowly as E .J 0 . Even when c = lo-', j* is only 13.
The relationship between u2 and en. Here, o2 is the variance of the Gaussian functions. When o2 increases, the kernel function will be wider, so the class y&, should be simpler. In Equation (27), we notice that if o decreases, en decreases for fixed n. Similarly, if (T increases, n decreases for fixed en. Since the entropy number (and the covering number) indicates the capacity of the learning machine, the more complicated the machine is, the bigger the covering number for fixed en. Specifically we see from Equation (27) that log l/e, = fl(c&, and that bg3\["(E, TRW) = 0(1/a).
Figures (1) to (3) illustrate our bounds (for o2 = 1).
CONCLUSIONS
We have presented a new formula for bounding the covering numbers of support vector machines in terms of the eigenvalues of an integral operator induced by the kernel. We showed, by way of an example using a Gaussian kernel, that the new bound is easily computed and considerably better than previous results that did not take account of the kernel. We showed explicitly the effect of the choice of width of the kernel in this case. The "effective number of dimensions", j*, can illustrate the characters of the kernel functions clearly. For a smooth kernel, the "effective number of the dimensions" j* is small. The value of j* depends on n which in turn depends on e. Thus j* can be considered analogous to existing "scalesensitive" dimensions, such as the fat-shatterring dimension. A key difference is that we now have bounds for j* that explicitly depend on the kernel.
We have discussed the result for the situation where the input dimension is 1. The main complication arising when d > 1 is that repeated eigenvalues become generic for isotropic translation invariant kernels. This does not break the bounds as stated (as long as one properly counts the multiplicity of eigenvalues). However, it is possible to obtain bounds that can be tighter in some cases, by using a slightly more refined argument [9] . In fact, we can show that the inequality in (31) is in fact an equality. The proof is in appendix B.
It is now easier to calculate the optimal bound of the entropy number using Lemma 11.
PROOF OF THEOREM 1 STEP THREE STEP ONE As indicated above, we will first prove the existence of 3, which is defined in (19).
Lemma 9 Suppose X1 2 X2 1 . + f 2 0 is a non-increasing sequence of non-negative numbers and limj-,, Xj = 0. Then for all n E IY, there exists 3 E N such that (29) Proof Let P; = a.
Observe that (29) can be written as P; < 3, and hence for all n there is a 3 such that (29) is true iff limj-,oo Pj = 0. But pj = x3+1 A;+, 3 x3+1 A;+, x1-x; = x1 i=2 xj 5 x1 IT--I In this step, we will prove that the choice of (a:) and j* given in Theorem 5 are optimal. We will first prove a useful technical result.
Lemma 12 Suppose Aj and (Xi) are dejinedas above, (a,) E Aj,. Then we have Do xj
( 1 c --g (ul*;uj')f --g xj 20.
i=jo+l z kj, +1
Proof Since (a,) E Aj,, the following inequality must be true for /Z E N:
( Ul e e a aj, e e. uj,+k & n )
I ("l.;u+3)~. 
Hence, the left hand side of (33) can be rewritten as 2 $2 -2 Ai i=jo+l 2 i=jo+l = ti2 i=$+l xi (2 -5) .
(37) 2
And if I, is infinite, this inequality is clearly true. We will exploit the inequality of the arithmetic and geometric means 21+22+...+z,~m(sl...~,)~forsi>O.
Now (40) 
From ( 
Now, for all k,, using (39) and (43) 
Proof The main idea is to compare B2((a,), n, jn) with B2((a,*),n,j*) andshowB2((as),n,jd 1 B2((aB),n,j*) for all jn E N and any (a,) E Aj,. From the definition of B((a,), n, j), we know
For convenience, we set Hence, B2((as>, n,j0) -B2((a,*>, n, j*) To prove Es 2 0. In order to prove Es 2 0, let us define function
We will show that g(j) is a non-increasing function of j, for j 5 j*. Set pj = (Al;;Aj)t, pjdl = (Al*;&l)h,
Noticing /$:Xj = /Ii, (52) can be modified to
Since j 5 j*, following (47), we get Aj > (X'."2X,-1)h Vj 5 j*.
so Pj = Making use of the formula
we obtain
Together with fij-r > 0 and (53), we obtain
Hence, 9(j -1) L 9(j). Since jo 5 j*, we get Using the similar method as before. Suppose 3 -1 > 0 for some i E (j* , jc). We separate P2 into several parts. Set ko = j0+1, Lx = min{n < k, : 3-150,
Vi'E {n, . . *,brL -111, k, = min{n < 1,.-i : 3 -1 > 0, . vi E {n, *. . ,1,-l -1)).
(61) Since (Xi) is a non-increasing sequence, from (61) we know
Vi E {k,+l,...,Zm -l},c~ N Ai (9 -1) vi E {Zm,.*.,km -l}, vc E (1,. . . ,i -1). 
with 1 E (1,. . . , Ica -1).
Combining (60) and (64), we have Since Xj*+l 2 Aj*+l, the left hand side of (68) becomes Making use of the formula (55) again, we obtain (69) Observe the numerator and the denominator both have j* x 1 elements represented as @,"a:. But we know a0 > 9, since D+, > Dj* , hence from (69), we obtain so Hence Fl = PI + P2 > 0 is proved for ja = j* + Ic with all L E N. When Ic(z, y) and n are given, (Xi) and j* are determined. SoA =n-+((Xr . . . Xj. ) ?= is a constant. By Mercer's Theorem, (Xi) E er and thus CEj*+1 Xi is finite. So (73) 
Theorem 1 is then established.
