We analyzed the luminosity-temperature (L-T) relation for 2 samples of galaxy clusters which have all been observed by the ASCA satellite. We used 32 high redshift clusters (0.3<z<0.6), 53 low redshift clusters (z<0.3), and also the combination of the low and high redshift datasets. This is one of two surveys to use only ASCA data, and has the largest number of high redshift clusters. We assumed a power law relation between the bolometric luminosity of the galaxy cluster and its integrated temperature (uncorrected for cooling flows) and redshift (L bol,44 =CT α (1+z) A ). We found that for an Ω M =1.0 Ω Λ =0.0 universe, A = 1.134 −0.219 ±0.26 (all errors at 68% confidence for one and two interesting parameters, respectively). We found the dispersion at constant kT in this relation to be ∆logL=0.282 for Ω M =1.0 Ω Λ =0.0, and ∆logL=0.283 for Ω M =0.3 Ω Λ =0.7.
Introduction
Galaxy clusters have three major mass components; the galaxies themselves comprise about 1% of the cluster mass, about 10% of the mass is contained in the hot (∼10 7 K) X-ray emitting gas of the intracluster medium (ICM), and the rest of the mass is contained in dark matter. The dark matter itself probably exhibits self-similar scaling of its properties down to at the least the sizes of groups of galaxies due to its collisionless properties, and has been modeled with precision (e.g. Navarro, Frenk, & White 1997) . The ICM does not have the same scaling properties as the dark matter. Instead it has a core of hot matter which is more extended with respect to self-similar scaling in groups of galaxies and small galaxy clusters than in rich clusters (Ponman et al. 1999 ).
This break in the self-similar scaling between the hot intracluster medium and the dark matter raises questions about the formation of large structures. The leading explanation for the break is the presence of additional non-gravitational energy in the early stages of galaxy cluster formation, proposed by Kaiser (1991) and Evrard & Henry (1991) . This energy produces an initial excess entropy that has a stronger effect on smaller and cooler galaxy clusters than high-mass clusters if the excess entropy is relatively constant for all clusters. There are five reasons to suspect an entropy excess. The first is the difference between the chemical properties and the spatial distribution of the ICM in groups and clusters with ICM temperatures less than about 1keV and those with ICM temperatures greater than 1keV (Renzini 1999) . Second, the observed mass-temperature (M-T) relation is steeper than the relation predicted by self-similar scaling for clusters of ICM temperatures less than about 3keV (Horner, Mushotzky, & Scharf 1999 , Finoguenov et al. 2001 . Third, Ponman et al. (1999) found direct evidence of an entropy floor at low cluster temperature by looking at the entropy of the cluster gas at a fiducial radius as a function of the cluster temperature. Fourth, entropy injection at early epochs is necessary to explain the correlation function and level of the X-ray background (Pen 1999; Wu, Fabian & Nulsen 2000) .
The fifth and final reason to suspect a substantial initial entropy is the relation between the bolometric luminosity of galaxy clusters and their temperature (L-T). If the simple scaling laws were applicable, the luminosity would scale as ∼T 2 (Kaiser 1986 ). The observed L-T relation is actually closer to L∼T 3 (Henry & Arnaud 1991 , David et al. 1993 , Henry 1997 , Arnaud & Evrard 1999 , Borgani et al. 1999 , Riechart et al. 1999 , Fairley et al. 2000 , Henry 2000 . Including an initial entropy in numerical simulations of galaxy cluster formation can produce an L-T relation closer to the observational value (Bialek et al. 2001 , Tozzi & Norman 2001 .
Initial entropy can be introduced into cluster formation scenarios at different times and from different sources such as star formation or active galactic nuclei (AGN). If the entropy is not present when the gas is accreted onto the cluster, a much higher level is required to overcome the effects of cooling of high density gas in the cluster core. Wu, Fabian & Nulsen (2000) concluded that the energies required for the initial entropy may be provided by either supernovae or AGN, however, the conditions for which the supernova energy injection is large enough to produce the observed relations are highly contrived. They found that AGN easily produce sufficient energy although the mechanism for using this energy to heat the hot gas is not known. Fujita (2001) found that blast waves driven by quasars are a possible heating mechanism for the intragroup gas prior to falling into the galaxy clusters.
Not all studies have concluded that additional entropy is required to produce the observed scaling laws of L-T and M-T. Muanwong et al. (2001) simulated galaxy cluster formation including radiative cooling with cool gas dropout and were able to reproduce L∼T 3 without adding any entropy to the gas. Voit & Bryan (2001) and Voit et al. (2002) propose a similar mechanism in which radiative cooling with subsequent supernova heating eliminate low-entropy gas. In these models the self-similar scaling is broken because cooling is more efficient at lower temperatures.
The L-T relation has been well studied at low redshift, however, the situation at higher redshift is less clear. Self-similar scaling laws predict that L∼T 2 (1+z) 1.5 for Ω M =1 (where Ω M is the present matter density in units of the critical density), which would indicate a strong positive evolution, but these simple scaling laws are contra-indicated by current observational evidence. Henry et al. (1994) , using three redshift bins, found that there is moderate to no evolution out to a redshift of 0.33. Mushotzky & Scharf (1997) , using galaxy clusters that had been observed with ASCA, found evidence for no evolution out to a redshift of 0.4. Fairley et al. (2000) found that L∼T 3.15 (1+z) 0.60±0.38 for an Ω M =0.3 universe, which is consistent with no evolution in the L-T relation out to a redshift of 0.8. Sadat et al. (1999) found some evidence for positive evolution, although their analysis estimates Ω M ∼0.85, which is in disagreement with the majority of recent results which indicate an Ω M of 0.2 to 0.4. Arnaud, Aghanim, & Neumann (2001) used ASCA and ROSAT data for 25 hot (kT> 3.5keV) clusters, and found that A is positive for a flat universe with Ω M =0.4.
The L-T relation not only plays an important role in discerning the physics behind the formation of galaxy clusters, as summarized above, but it provides a link between observations of clusters and estimation of cosmological parameters. Cluster number abundance evolution can constrain the shape and amplitude of the mass fluctuation power spectrum as well as the matter density of the universe. When using luminosity to constrain cosmology, it is necessary to modify the mass-luminosity (M-L) relation using the observed L-T relation to incorporate the fact that the luminosities are not given by the self-similar scaling laws. Also, galaxy cluster samples are selected via their X-ray luminosity, but the X-ray temperature is more directly linked to the cluster mass and hence models of cluster abundance. The L-T relation is used to convert the luminosity selection function to the temperature selection function. These topics are beyond the scope of this paper, but for a complete discussion of the methods, see Henry (2000) .
We constructed the L-T relation for a sample of galaxy clusters which have all been observed by ASCA. The sample is comprised of all of the clusters of which we are aware with 0.3<z<0.6 that have been observed with ASCA, in combination with the clusters in the sample in David et al. 1993 for which there are ASCA data available, giving us a total sample of 85 clusters. This sample is not flux limited but is assumed to be representative of galaxy clusters. While data from Chandra or XMM might be better suited for our purposes, ASCA data are the only ones available for a sufficiently large number of clusters to conduct a statistically relevant uniform study. The ASCA satellite has two high-quality spectroscopic instruments covering an energy range similar to the typical temperature range of galaxy clusters (kT∼2−10keV). Many of the previous studies have used ROSAT data alone or in combination with ASCA data. ROSAT is only sensitive to a small range of energies (0.1−2.4keV) which are less than the average cluster temperature. Using only ASCA data gave us a sample which is uniform and allows us to do high precision statistical analysis. The sample most similar to ours is the ASCA Cluster Catalogue, which contains 273 galaxy clusters and groups all observed with ASCA (Horner 2001) . This work used both pointed and serendipitous observations of clusters and explored the L-T, M-T, and optical velocity dispersion (σ)-T relation out to a redshift of about 0.5.
We examined the slope of the L-T relation at low redshift (<0.3, 53 clusters), high redshift (0.3<z<0.6, 32 clusters), and for the dataset as a whole. We investigated whether the L-T relation evolves with redshift for two different cosmologies thereby testing the prediction of little to no evolution out to z∼1 if there was a significant source of non-gravitational energy available durning the early stages of cluster formation (Bialek et al. 2001 , Tozzi & Norman 2001 , Bower et al. 2001 ). We assumed a Hubble constant of 50 km s −1 Mpc −1 throughout.
Data
For the z≥0.3 clusters, we determined the integrated temperature, uncorrected for cooling flows, and luminosity of the high redshift clusters using ftools and XSPEC. Cooling flow corrections are generally not possible with ASCA for clusters at these redshifts because of the spatial resolution of the observations. The ASCA Gas Imaging Spectrometers (GIS) were operated in the normal PH mode and the Solid-State Imaging Spectrometers (SIS) were operated in either FAINT or BRIGHT mode, usually with two CCD chips active. Data were screened and discarded when the X-ray telescopes (XRTs) were less than 10
• from the Earth, the geomagnetic rigidity was smaller than 6 GeV, and the XRT for the SIS-0 and SIS-1 were less that 40
• to 20
• respectively from the sunlit Earth. Background was acquired from the same exposures, usually from annuli surrounding the cluster.
Source counts were accumulated from 6.125' and 2.5' radii regions for the GIS and SIS respectively. The different size regions reflect the different spatial resolutions of the two instruments. The source spectra were grouped until each bin contained at least 20 counts, the background was grouped with the same binning and subtracted, and the net spectra from the four detectors were simultaneously fitted with XSPEC 10. The adjustable parameters were the GIS and SIS normalizations, temperature, abundance, and hydrogen column density for the SIS. The fixed parameters were the redshift and hydrogen column density for the GIS. The total flux and luminosity were determined from the GIS normalization, assuming the clusters are point sources. Our temperature and luminosity measurements were usually in excellent agreement with the values reported by others.
We used two different cosmologies for our analysis: the canonical matter-dominated cosmology with the present ratio of the density of matter in the universe to the critical density required to close the universe, Ω M , equal to one and Ω Λ ≡ Λ 3H 2 0 = 0 where Λ is the cosmological constant and H 0 is the present Hubble constant. The other is a cosmology with Ω M =0.3 and Ω Λ =0.7, which is consistent with the results from high redshift type Ia supernovae (Perlmutter et al. 1999 , Schmidt et al. 1998 ) and many CMB results (e.g. Melchiorri et al. 2000) . We converted the X-Ray band luminosities into bolometric luminosities using bolometric corrections derived with XSPEC. The properties of the high redshift clusters are listed in Table 1 , where we include the luminosities and their errors for both cosmologies. The mean redshift of the high redshift clusters is 0.34.
For the z<0.3 clusters, we used the luminosities as published by White, Jones, & Forman (1997) . White (2000) used ASCA data to determine the integrated non-cooling flow corrected temperatures of the clusters in the low redshift portion of our sample, and we use these values in our analysis. We have listed these clusters and their properties in Table 2 . The published luminosities are for Ω M =1.0 and Ω Λ =0.0, which we converted to luminosities for the Ω M =0.3 Ω Λ =0.7 cosmology by using the ratio of their luminosity distances:
The mean redshift of the low redshift clusters is 0.05; the mean redshift of all the clusters in the dataset is 0.179.
Analysis
We devised a number of tests to examine how galaxy cluster luminosity scales with temperature, and whether or not the L-T relation has any redshift dependence. We assumed that the luminosity goes as a power law in temperature, as well as a power law in (1+z). There is some intrinsic scatter in this relation. Many authors have used the BCES method (Akritas & Bershady,1996) , which includes errors on all variables and allows for intrinsic scatter, to measure the slopes and scatter in the same relations (Markevitch 1998 , & Ikebe et al. 2001 ). Our method from Numerical Recipes seems equivalent as we obtained nearly identical results for the temperature exponent.
We adoped the following form for the L-T relation:
Taking the logarithm of this equation, we found that:
For our analysis of these data, we included the errors on both the luminosity and the temperature, and we assumed that our redshifts do not contribute any error. The discussion in Numerical Recipes (Press et al. 1988 ) describes how χ 2 is related to the errors on each of the quantities, ǫ L = σ(logL)=0.4343σ L /L and ǫ T = σ(logT)=0.4343σ T /T , where σ L and σ T are the measured errors on the luminosity and temperature. The temperature errors were symmeterized by using the average of the plus and minus errors. This discussion lead us to the following expression for χ 2 :
where N is the number of clusters.
By setting the derivative of χ 2 with respect to log(C) equal to zero, the value of log(C) at the minimum χ 2 can be expressed as a function of the other two parameters, A and α:
Substituting equation (6) into equation (5), we obtained an expression for χ 2 in terms of A and α. We performed a grid search of χ 2 to found the minimum with respect to A and α and solved for log(C) for the particular dataset. The results for each dataset are given in Tables  3, 4 , and 5. We found the best fit values for each of the parameters for the two cosmologies for two different scenarios. In one scenario we solved for A, and in the other scenario we set A=0 and fit for only α. In this way we can look at the L-T relation independent of the redshift of the galaxy clusters. Table 3 contains the results of these calculations for the combined sample and Tables 4 and 5 contain the results we obtained with the low and high redshift samples individually. Figures 1-3 show a plot of our data with the best fits overlaid for both the A=0 case and the case where we fit for A. Figures 2 and 3 show the best fits to the low or high redshift data as well as the best fit found using the combined sample for comparison.
Error Analysis

Errors on the Parameters
As there is intrinsic scatter in the data (see section 4.2 below), χ 2 is quite large, so we resorted to numerical methods to estimate the error on each of the parameters. We simulated 10,000 datasets using the bootstrap method. The random datasets were created by randomly drawing N data points from the original dataset. After each random draw, we put that point back into the original dataset so that it could possibly be drawn again. This scenario is likely to produce a dataset which has a few clusters included more than once and others which may be excluded. We then ran our χ 2 minimization routine on each of the random datasets to fit our parameters. To estimate 1-σ errors on the parameters, we found the 16% and 84% confidence levels for each from the corresponding points of the cumulative distributions of each parameter as shown in figures 4-6. These errors are included in Tables 3, 4 and 5 and are for the case of one interesting parameter. In figures 7-9 we plot A vs. α for each of our Montecarlo simulations. The ellipses shown are the smallest area encompassing 68% and 95% of the points, found using a grid search algorithm. They are the errors for the case of two interesting parameters, also listed in Tables 3, 4 (8) where the errors are 68% confidence for one or two interesting parameters respectively.
Characterization of the Intrinsic Scatter in the L-T Relation
To estimate the dispersion in the L-T relation, we compared our luminosity data with the calculated luminosities based on the temperatures of the clusters and equation 7 or 8. We calculated two quantities: the difference between the predicted and measured luminosity in linear space (∆L) and in log space (∆logL). The mean and standard deviation of these differences for ∆L and ∆logL for each of our sets of parameters are listed in Tables 6 and  7 . The distribution of ∆L is non-gaussian, as shown in Figure 10 , while the distribution of ∆logL is approximately gaussian in nature as shown in Figure 11 . Over each of the histograms, we plotted a lognormal distribution:
where x is either ∆L (Figure 10 ) or ∆logL (Figure 11 ), and µ and σ are the corresponding mean and standard deviation. The stepsize is the size of the bins in the histogram. For the latter case, the distribution is lognormal.
The standard deviations in ∆logL are very similar for all cases. For A non-zero, we measured a standard deviation of 0.282 for Ω M =1.0, Ω Λ =0.0, and 0.283 for Ω M =0.3, Ω Λ =0.7. Markevitch (1998) measured a ∆logL=0.181 for a sample of clusters with ASCA and ROSAT data without cooling flow corrections, which is somewhat lower than our measurements. Ikebe et al. (2001) , using a flux limited sample of galaxy clusters with ROSAT and ASCA data and correcting for cooling flows, measured ∆logL=0.24. This ∆logL was measured with their α value of 2.47 (significantly lower than our average value) and including galaxy clusters down to a temperature of 1.4keV.
Conclusions
Previous studies at both low and high redshift have found α ≃3 (see earlier references). We found α=3 within 1.52σ for all of our data, independent of cosmology. Borgani et al. (1999) , using the X-Ray Luminosity Function (XLF) from the Rosat Deep Cluster Survey (Rosati et al. 1998 ) and the Brightest Cluster Survey (Ebeling et al. 1997) , constrained α to be between 3 and 4. Using their XLF and constraints on α, they found 1≤A≤3 for an Ω M =1.0 universe and A=0 implied a low density universe. Mushotzky & Scharf (1997) found A=0. Donahue et al. (1999) found a slightly negative value of A (for Ω M =1.0, A=−1.4 +0.8 −1.6 , and for Ω M =0.3 Ω Λ =0.7, A=−0.8 +0.9 −1.1 , as read from their figure 7), and rule out A=1.5; their results were also consistent with A=0. Reichart, Castander and Nichol (1999) The A parameter is closely related to the duration and heating epoch of the ICM in the nongravitational heating models (Cavaliere et al. 1997) . Bialek et al. (2001) found that a model using nonzero initial entropy yielded an α consistent with observations. A consequence of this model is that A is approximately zero out to a redshift of 0.5. Tozzi & Norman (2001) included cooling and shocks in their model with an initial entropy, and they predicted A to be zero or only slightly positive out to a redshift of one. They found that changing cosmology does not have a strong effect on the value of A. The evolution expected in the cooling/drop out models has not yet been determined. Obviously if the evolution is different from the heating models then we may be able to discriminate between them.
Our results indicate that the value of A for the matter-dominated Ω M =1.0 cosmology is smaller than for the Ω M =0.3 Ω Λ =0.7 case, but that both results are consistent with zero. We conclude that our results are consistent with weak or no evolution of the L-T relation, and agree with the heating models mentioned above.
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