Multicomponent seismic data collected using directional sources are degraded by the wave excitation process due to inaccurate control of the ground motion, unequal activation strengths or ground couplings between differently oriented sources, and misalignment of the pad. These acquisition uncertainties are exacerbated by the complicated near-surface scattering present in most seismic areas. Neither group of effects should be neglected in multicomponent analyses that make use of relative wavefield attributes derived from compressional and shear waves. These effects prevent analysis of the direct and reflected waves using procedures based on standard scalar techniques or a prima facia interpretation of the vector wavefield properties, even for the seemingly straightforward case of a near-offset vertical seismic profile (VSP). Near-surface correction, using a simple matrix operator designed from the shallowest recordings, alleviates many of these interpretational difficulties in near-offset VSP data. Results from application of this technique to direct waves from a nine-component VSP shot at the Conoco test-site facility, Oklahoma, are encouraging. The technique corrects for unexpected compressionalwave energy from shear-wave vibrators and collapses near-surface multiples, thus facilitating further processing for the upgoing wavefield. The method provides a simple and effective processing step for routine application to near-offset VSP analyses.
INTRODUCTION
Combined seismic analysis of compressional-and shearwave (multicomponent) behaviour has become popular in recent years owing to significant advances in acquisition, instrumentation, and seismic processing. There is now a growing confidence in the exploration industry that multicomponent images can be reliably related to dominant groups of heterogeneity, and be of practical value. For example, shear-wave reflectivity can be related to large fractures and help in targetting horizontal wells in fields where natural fracture distributions control the fluid storage and mobility (Mueller 1991) . Another example is the use of the relative compressional-and shear-wave reflection amplitudes for detecting regions of oil or gas saturation (Tatham & McCormack 1991) . Multicomponent near-offset VSPs are of particular value, as the transmission response may be interpreted to give a direct indication of depth-variant fracture alignments and in situ stress properties, which can supplement well-log measurements in land and offshore environments, whilst still fulfilling their more traditional role for depth calibration of surface seismic data using the reflection response. However, multicomponent VSPs are still time-consuming to collect, and the data are difficult to process as most existing schemes are adapted from compressional-wave analyses and often produce misleading results. If multicomponent data are to be accurately correlated with reservoir properties, then they must be processed and interpreted with due regard to the nature of the vector wavefield, and with operators in a specific sequence designed to avoid introducing anomalies into the results.
In field practice, accurate control of the excitation and recording of the vector wavefield is not guaranteed, even when the standards set for consistent recording and processing (Pruett 1989 ) are carefully followed. This presents difficulties when attempting to interpret the relative information content of the multicomponent wavefield for subsurface properties. Some obvious misorientation can be overcome by employing straightforward processing with rotation operators that correct for known source alignment and tool spin, aligning these acquisition components along a 302 C. MaeBeth et al. ' - common coordinate system. In addition, recent numerical modelling investigations have shown that the amplitude imbalance arising from source-ground interaction, geophone coupling, misalignment, or misorientation expected in standard field practice may still permit shear-wave polarization estimates from near-offset VSPs to within 10" (Zeng & MacBeth 1993a) . Time-delays remain relatively insensitive to these effects. However, these results are not generally applicable for all data. and, in many cases, a strong, but unpredictable, near-surface signature leaves a significant imprint on the recorded wavefield. Near-surface correction presents one of the major obstacles in the interpretation of multicomponent seismic data. Interaction of the wavefield with the near-surface carries with it not just the traditional difficulties associated with near-surface multiples, but also the scattering from heterogeneities, which leads to local conversions and distortion of the source function and hence distortion of the multicomponent image.
deconvolution to be an important aid for direct and visual inspection of the VSP, also providing a way of assembling the reflectivity function from the upgoing wavefield . In this study we concentrate solely on the correction operator and make no attempt to offer a fully fledged interpretation of the multicomponent wavefield attributes, which is presented elsewhere.
MULTICOMPONENT CONVOLUTIONAL MODEL
Near-surface complications are particularly acute for reflection surveys where both source and geophone are on the near-surface, and may not be easily removed from a single ray path. VSP surveys have only one near-surface interaction and are recognized to be able to provide a more direct and straightforward route to evaluating this problem (Omnes 1984) . Our objective is to develop a technique, similar in application to existing scalar downgoing deconvolution (Smidt 1989) . The focus in the design of our correction procedure is to make it simple enough for routine application, but accurate and effective so that the subsurface compressional-and shear-wave behaviour is revealed. This method is part of a general initiative to establish a correct and self-consistent processing and interpretation flow for seismic data ). Other strategies have been deployed to tackle this problem, such as the formulation of a propagator matrix between adjacent recording levels, thereby avoiding the necessity of directly involving source effects. Our approach differs, as we consider the downwave Figure 1 shows the plan view of an acquisition system that recorded a nine-component VSP survey at the Conoco test-site facility in Oklahoma. The data are recorded between depths of 900 and 152 m in increments of 15 m in a vertical well. In-line and cross-line horizontal vibrators are activated at near-offsets of 30, 36 and 39 m, and the vertical vibrator at offsets of 41, 46, and 50 m, with a common azimuth of N279"E relative to the well. The various offset positions correspond to different pad positions, which are necessary when it digs into the ground. Additional vertical vibrators are activated at offsets of 213 and 457 m along an azimuth of 155" for the purposes of re-orienting the recording tool. More detailed recording parameters are set out in Table 1 . The cross-correlated near-offset data are presented in Figs 2(a) and (b), in data matrix displays with different types of scaling. The display consists of three-component displacement vectors, from a source polarization i and recorded by the sonde at level i, ti(t) with i = 1 to 3, grouped together to form a matrix D,(t) = {d,'(t) ldf(t)l &f(t)}. The nine-component data form a 3 X 3 matrix of up-and down-going compressional and shear waves. As we shall see, this data matrix is a particularly useful representation for the purposes of processing, as it provides a convenient way to visualize the effect of each successive operation.
A simple mathematical framework is introduced in an attempt to interpret the data in Fig. 2 . This is based upon a relatively straightforward extension of the scalar convolutional model to multicomponent data. In this model, a compact matrix notation is employed for separating source, recording and medium responses: Table 1 ).
D,(t) = G,(t)*M,(t)*S(t) + N;(t).
(1) S(t) and G(t) are matrices representing the far-field source function and geophone responses, respectively, M,(t) is a plane-wave medium response, and N,(t) represents noise which we assume to be uncorrelated and random. Each constituent matrix is defined with reference to a common right-handed orthogonal coordinate frame (X -Y -2 are defined in Fig. 1 ). 2 points downwards, and X and Y are assigned to the cross-line and in-line directions respectively, and the source motions are directed along these axes in the field. For a source in an isotropic or azimuthally isotropic medium, one may simplistically visualize the source matrix, S(t) = {s'(t) ls2(t)l s"(t)}, to be diagonal at near normal incidence, so that vertical and horizontal sources excite only their respective component of motion along these directions. For azimuthal anisotropy, geometric factors may be applied to the source tensor and absorbed into the medium response to maintain the diagonal form. This appealing tensor representation is clearly a limiting assumption, as the source is a finite-size baseplate exciting a free-surface of a heteroin a later section how far this conceptual device can be applied to our data set. geneous half-space, rather than a point-source in a whole
In field data, a common preconditioning step arises due to the space (Muir, Karrenbach & Nichols 1989) . We shall see twisting of the sonde in the borehole during acquisition. As a consequence, the horizontal components can assume an arbitrary orientation in the horizontal plane, although the vertical geophone is usually gimballed so that it is directed along the Z-axis. This can be corrected by direct pre-multiplication of D,(t) with the appropriate horizontal rotation matrix. Although techniques also exist for using shear-wave data (Li, Crampin & MacBeth 1993) , it is usual to use offset compressional-wave data to determine the misorientation angles, this being the purpose of the two vertical sources in the acquisition arrangement of Fig. 1 . The misorientations are estimated by assuming the compressional-wave motion to lie within the sagittal plane. Using this technique, the angular estimates from the two separate sources agree to within-' a few degrees for this data set, verifying that this appears a reasonable assumption here. The data in Fig. 2 have already been corrected for the sonde twisting. It is now usually assumed that the recording instrumentation is ideal, with a flat response, balanced orthogonal receivers, and no cross-coupling (G(t) = g(t)l), as G(t) is not estimated during most routine field acquisitions. In this particular paper, M,(t) represents the normal incidence subset of the far-field Green's function for the medium. This medium response M,(t) could contain details of the reflection, transmission, and phase shifts accompanying the propagation of the seismic waves through the medium. Here we assume a uniform anisotropic medium, so that each layer now propagates a maximum of three discrete body-wave types (qP, qS1 and qS2) in any particular phase direction. The three-mode representation is satisfactory for most anisotropies, except in cases where there may exist strong anisotropic cusps (Slater et al. 1993) . For direct waves, the propagative part of the medium response can be represented by a diagonal matrix of time-shifted Dirac-impulsive functions A;(t):
where the amplitudes al also include geometric spreading and attenuation. The modes are ordered across the diagonal by increasing velocity. With the anisotropy uniform over the recording interval, this definition of A,(t) continues to be appropriate for every level, as there is no modal intermixing upon transmission. The implications of modal intermixing in the reflected wavefield are considered by MacBeth, .
For wave propagation at normal incidence through an anisotropic material with hexagonal or orthorhombic symmetry and a horizontal plane of symmetry, the polarizations of the three waves are strictly orthogonal. For a monoclinic system with the only plane of elastic symmetry chosen as the horizontal plane, the polarizations are in general non-orthogonal. Thus for our work we must make an additional assumption of an orthorhombic symmetry or higher, with a horizontal plane of symmetry. This may not be so restrictive in practice, as orthogonality is also appropriate for a general symmetry system if the degree of anisotropy is weak (1 to 3 per cent), as there is little inherent non-orthogonality as a result of the direction of phase propagation deviating from group-velocity direction. This is especially true if we avoid the disruptive behaviour of the waves at directions close to point singularities. In this case, many of the interpretational complexities are geometrical and the shear-wave polarizations lie somewhere in the normal plane and the compressional-wave polarization is parallel to the ray direction. Here, we can collect the linear polarization states into a 3-D rotation matrix C(e), with 8 being the rotation angle between the horizontal orthogonal wave-coordinate system X'(qS2)-Y'(qSI) and the X-Y axes.
The assumptions above are those which are commonly employed, either intuitively or conceptually in multicomponent analyses. They provide a convenient starting point for initial interpretation of the direct waves in the nine-component VSP, for which eq. (1) now becomes:
D,(t) = g(t)*{C(B)A,(t)CT(8)}*S(Q + N,(r). (3)
It should be recognized that this expression is a simplified form of the multilayered frequency-wavenumber responses detailed by Kennett (1983) and Fryer & Frazier (1984) with only temporal convolutions being considered. In many respects, the basic assumptions are similar to those of ray theory. The ideas underlying eq. (3) have been popularized for reflection data by Alford (1986) who assumed a uniform orientation and symmetry class throughout the subsurface (the relative values of elastic constants c,,~, are depthinvariant). The major advantage of the equation is that the wave propagation is now simplified to an extent where processing and interpretation are possible. This model is attractive in its simplicity, but to what extent is this convolutional sequence valid for our present data set? 3 DATA ANALYSIS
Character of the recorded data matrix
Figures 2(a) and (b) display evidence of an extended wavefield propagating into the subsurface. This long wavetrain confuses deeper strong reflections and obscures interpretation of the transmission behaviour. Reasons for this effect may be multiples in near-surface low-velocity zones, or differences between the true ground motion and measured motion, leading to inaccurate correlation with the vibrator signal. Multiples seem likely, as information from velocity wireline logs and core measurements show that the near-surface geology consists of alternating layers of high-velocity limestone and low-velocity shale, giving strong alternating impedance contrasts. Fig. 3 shows this lithology, together with details of the depth range for wireline measurement and ray tracing through the model. The data also show high-frequency downgoing tube waves reflecting from the bottom of the casing at 500 m (see d,,(t) section). The tube wave will not affect the analysis, as its frequency ' -Near-surface correction 305 content is higher than the bandwidth of interest. The lower frequency shear and compressional waves do not appear to be affected by a thin zone between 3 and 5 m thick which lies directly below the casing and is a result of the washing out of unconsolidated sands. However, the coupling of the recording tool is affected by this zone, and a coupling reduction is evident on some of the traces around this depth. This is responsible for the fact that one of the traces is omitted during acquisition, but it is re-inserted by interpolation. Geophone resonances with a frequency of 25 Hz also appear at depths of 366 and 411 m. There is little evidence of pulse broadening arising from strong attenuation effects.
The assumptions outlined in the previous section suggest that there should be no shear-wave displacement due to the vertical source (d,,(t) = n,,(t) = 0 for all f), or compressional-wave displacement due to the horizontal sources (d,,(t) = dyX(f) = 0). When we attempt to fit the model of eq. (3) to the data in Fig. 2 , there are noticeable discrepancies. There is a large compressional-wave energy from the horizontal sources throughout the off-diagonal components d,,(t) and dyX(f), originating from above the shallowest recording level at 152 m. Possible inferences are that the shear vibrators must be producing compressionalwave energy due to an added vertical shaking motion during activation, or, alternatively, that the cause is shear-tocompressional wave conversion in the near-surface, or the result of source radiation patterns in an anisotropic medium. Field crew indicate that the horizontal vibrators displayed some vertical motion, but do not consider it sufficient to excite this amount of compressional energy. However, this is not an uncommon occurrence (Tatham & McCormack 1991) . In fact, the equivalent effect of shear-wave generation from vertical vibrators has often been used to provide extra information about the reservoir (Fyfe et al. 1993) . It should also be noted that the high V,,/b'$ ratios in the near-surface provide favourable conditions for a strong conversion between shear and compressional waves at near-normal incidence, and also a strong distortion of the radiation patterns. There is also a smaller but still significant energy on the d,,(t) and dzY(f) components. The shallowmost recordings on the d,,(t) component may be explained in part by oblique-incide.nce ray paths and the radiation pattern of the vibrator. However, the energy on this component and d&f) between 800 and 900m. where the ray paths are predominantly vertical, is a departure from our model of the medium.
Another feature of the data is the large off-diagonal energy for the shear components dxv(t) and ti,,y(t) originating from the shallow layers. This can be explained by our anisotropic model as the wave-coordinate system WY= MS1 ) or X)-Y') is differently oriented from the X-Y acquisition coordinate system, so that the source excites both shear modes. It is a simple task to check this explanation and separate the wavefield components using an estimate of the required horizontal rotation, which minimizes the off-diagonals, and changes the coordinate system X-Y-Z into a new one X'-Y'-2 oriented along the qS2, qS2 polarizations and Z-direction respectively. The criteria for this similarity transformation may be calculated algebraically (Li & Crampin 1993; Zeng & MacBeth 1993b) . In this procedure, care must be taken to ensure that the Figure 3 . Lithology for Conoco test well 33-1, together with the best velocity model formed as a composite of log and VSP data from previous studies (Queen et al. 1993) , range of wireline recording, and ray coverage. Depth levels where the source pad was changed, and the depth of the washout zone are also marked.
horizontal sources have imparted identical forces into the ground. If these conditions are not met, the rotation operation on the right-hand-side of the transform does not commute with the source matrix S and the conclusions drawn may be invalid. Although the complications of the horizontal sources highlighted in the last paragraph suggest difficulties with these assumptions, we attempt such an operation to evaluate the overall fit to our model. This procedure is applied to the four-component shear-wave subset at each level, the original and transformed data being shown in Figs 4(a) an'8 (b). Although not shown, this procedure would also affect the other off-diagonal components of the nine-component matrix, as the geophone and source axes are re-oriented into this coordinate system. The resultant polarization azimuth for the qS1 wave is a roughly constant N60"E. The rotation procedure does reduce the off-diagonal energy on a large scale, but the transformation is not optimal since the off-diagonal energy is not completely eliminated, and we cannot claim that our model is adequately fit. The model may also be evaluated by using the symmetry property of the original data matrix in eq. (3). This may be visualized by plotting dXY(t) against &(f) for each time sample, this being shown on the left-hand-side of Fig. 4(c) for the direct arrivals for traces at levels 13 to 18. These motions are not linear and the cross-components are clearly not equal. Although the motion is generally elliptical with the major axis directed along the line d,, = dyx, the components are clearly out of phase by various amounts. Our model assumptions are not entirely justified, and eq. (3) is not satisfactory. How can we improve this model, or condition the data, to provide a closer fit?
Near-surface correction using downwave deconvolution
The origin of the misfit between eq. (3) and the data is in the near-surface, and this must be corrected befor'e interpretation can proceed. The effects of the near-surface may be dealt with by separating the medium response Mi(t) at level i into the downgoing wavefield at reference level k, D&t) (where k could be any VSP level), and an anisotropic propagation matrix Mik(t) between levels i and k, where Mi(t) = Mik(f)*DkS(t). Eq. (3) now becomes
Di(t) = g(t)*{C(e)A,(t>C'(e))*o,,o + Ni(t), (4)
and we again assume that temporal convolution alone is applicable. The implication is that it may be possible to simplify the VSP recordings by correcting for the incoming 
YX
wavefield, which is estimated using a short vertical array formed from receivers at z = tk and directly below. Eq. (4) indicates that this may be implemented by post-multiplying the recorded data matrix, D,(t), by an estimate of the inverse downgoing wavefield, Did(f). The procedure is a form of layer stripping, and, for receivers in the far-field, places an effective plane-wave source of dispiacement discontinuity at receiver level k. The advantage of such a procedure is that all effects due to the source or near-surface mentioned in the previous section, including the multiples, are incorporated into this downgoing wavefield. The general principles behind the correction procedure are shown in Figs 5(a) and (b); an estimate of the downgoing wavefield is obtained from a group of receivers using the procedure outlined in the Appendix. First, the local nine-component transfer matrix ,( ) a between adjacent receiver levels is TIME - estimated, and then this is fed back into the original array equations to obtain the desired inverse. In practice, the operator z(t) is applied in the frequency domain, with a common bandwidth used for all matrix components. The resultant medium response Mlk(t) should now be a band-limited function with a zero-phase input wavelet.
Figure 6(a) shows the best application of this technique to the total wavefield in Fig. 2(a) . This was achieved with a nine-component operator of 2 s in length, designed from the first three shallow recordings. By comparing this plot with Fig. 2(a) , the process appears to work very effectively, especially for the shallowest levels. The original extended waveforms at the shallowest levels are collapsed and the deeper reflections are clearer and simpler. Although not an objective of the process, we find that the undesirable energy on the matrix elements d,,(t) and d,,(t) is considerably reduced. Our processed version of Mik(f) appears closer to our ideal model of eq. (3). It should be noted that we do not, of course, expect the shear-components to be diagonal as they are not yet in the principal coordinate system for the anisotropy. Instead, there is a gradual build-up of the energy on the off-diagonal components. There is energy remaining on d,,(t); this is a result of the oblique ray paths in this shallow portion of the VSP, which make the compressionalwave amplitude untypical of the deeper recordings. The correction operation also appears to break down for traces deeper than 366 m, just below the geophone resonance. Interestingly, this occurs at exactly the depth where the source pad was moved, and therefore appears to be a direct consequence of a change in the multicomponent nearsurface operator over a distance of 3 m. A similar small change in anisotropic measurement was noted by . To compensate for this, it is necessary to apply a different correction operator to the original data, but with the reference level now at 457 m. Fig.  6(b) shows the combined results of this operation and the previous correction. It should be noted that in Fig. 6 (b) the compressional waves on the d,-(t) component must be re-aligned after every deconvolution, as the trace matrix at the reference level is almost a unit diagonal with impulses at t = 0. Consequently, the compressional-wave onsets originate from the same point as the shear waves, but with different moveouts. After this second deeper correction there appears to be another, slightly smaller, disruption in 
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the sections at 640 m, which again exactly coincides with a pad change. Application of another correction operator to the original wavefield based upon a reference level at 640 m helps to complete the final section in Fig. 6(c) . Also note that the off-diagonals show amplitude interruptions caused by application of the correction procedure at the different levels. Although there is not a dramatic difference in clearing up the off-diagonals between Figs 6(b) and (c) these data now look closer to our expected ideal form. Fig:  6 (c) shows an increase in the off-diagonal energy between 800 and 900 m on all components, which coincides with a known zone of intense fracturing. Moreover, this offdiagonal energy is asymmetric, which therefore suggests that a dipping crack set may be present, giving an effective anisotropy with a non-horizontal plane of symmetry. Although further justification of such findings is required it is interesting to note that this agrees with the results from 'an anisotropic inversion of data from the same site (Horne & MacBeth 1994) .
Effect on subsurface shear-wave estimates
The effect of the first correction on the off-diagonal components of the shear-wave subset is shown in the right-hand diagram of Fig. 4(c) . There is now a more convincing linear relationship between the off-diagonals, implying that the data matrix is more symmetric and closer to our idealistic model expectations. Fig. 7 reinforces this result, by comparing shear-wave particle motions for the X and Y sources for the first six geophones. The displacements are aligned along the source directions after near-surface correction. Further analysis can now be performed by again applying a similarity transformation. The original transformed data are compared to the deconvolved then transformed data in Figs 8(a) and (b) for the first 14 traces and demonstrate a significant reduction in the off-diagonal energy and a consequent improvement in the quality of the data. To judge further the correction and its effect on shear-wave measurements, anisotropic analysis techniques are applied for each of the three deconvolutions. Both cumulative and interval estimates are made using the algebraic techniques of Zeng & MacBeth (1993b) , which rely upon the data satisfying eq. (3). Fig. 9(a) gives the qS1 polarization azimuth and qSI-qS2 traveltime delays for the original data and for each deconvolution. The polarization _, azimuth remains quite stable at about N60"E and is in agreement with the findings of Queen & Rizer (1990) where the most common fracture set has a strike azimuth of ENE. For every application of the correction procedure at a particular level, the time-delay is reduced to almost zero. Each profile is similar in shape, and roughly parallel to the others, but with a constant shift. There are two sharp changes in the time-delay gradient at 380 and 700 m; the second increase agrees with an expected region of intense fracturing. It therefore appears that, in spite of the near-surface problems, the techniques used to evaluate the shear waves could still give consistent results, although it should be noted that the same is not true of the method of visual examination. Fig. 9 (b) compares the polarization azimuths with those obtained from interval measurements between adjacent depth levels (Lefeuvre et al. 1992; Zeng & MacBeth 1993b) . The results appear fairly consistent, apart from a sharp change between 302 and 400 m. This change has also been noted by others (Queen et al. 1993) .
With the processing stages in Section 3.2 complete, the data are now in a suitable form for estimating wavefield attributes, and the upgoing wavefield. The extraction and interpretation of this information, together with corroborative evidence from other surveys, are the subject of a separate study. Here, we have concentrated on details that confirm that the near-surface correction is a suitable operation.
DISCUSSION AND CONCLUSIONS
symmetry axis of N60"E roughly coinciding with the common fracture trend of ENE estimated from other studies. Anisotropic estimates before and after correction are encouragingly similar, suggesting that these near-surface effects do not severely bias shear-wave anisotropy results.
There are many recent observations which suggest that the near-surface has a significant influence on recorded multicomponent data. Most of this evidence is from measurements of effective anisotropy in VSPs, where time-delays as large as 20 ms over 100 m are estimated. Given this anisotropy, one natural approach to near-surface The deconvolution is easy to apply as it consists of a straightforward post-multiplication procedure in the frequency domain, with some caution required to ensure that side-scattering and other coherent noise is minimal. It must also be highlighted that the procedure alleviates the necessity of pursuing time-consuming checks for unimplemented. Near-surface correction applied as a downcorrection in four-component shear-wave VSPs is to apply going multicomponent deconvolution based on simple an operator based on uniform anisotropy and near-normal incidence . In data where matrix algebra appears to be the most satisfactory way of agreement has been reached between this anisotropic layer-stripping and local interval techniques (Lefeuvre et al. 1991) , this assumption would appear satisfactory. However, this anisotropic assumption is unlikely to be generally justifiable, as the near-surface contains many unpredictable physical components which may vary laterally, or it may possess large-scale jointing and other heterogeneities. The nature of the excitation of the multicomponent wavefield from a seismic source on the free-surface of this medium is a further difficulty which requires careful consideration. In addition, current layer-stripping methods do not provide a way of processing multicomponent data for the upgoing amplitudes, that are invaluable for creating stacked images to compare with surface-profiling data . What is required is a general technique that will cope with most of these difficulties, and that can be easily avoidable polarity changes, source misalignments, or imbalance between different source types. This is particularly important for obtaining more accurate estimates of the subsurface anisotropy, as non-orthogonal polarizations require more accurately balanced sources, which may otherwise be misinterpreted. This correction approach is particularly beneficial when the primary objective is to examine a specific target zone, irrespective of the overburden properties and interaction anomalies between the source and near-surface layers. However, the correction presented in this work is only valid for normal-incidence propagation and hence near-offset VSPs; applications offset VSPs are currently being pursued.
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example from the Conoco testsite in Oklahoma. An interesting feature of this data is the high energy on the vertical-component recordings of the shear-wave sources, which could not be satisfactorily simulated by a simple anisotropic model of the near-surface. This could, however, be deconvolved from the data, along with the near-surface multiples and converted waves, to provide considerably simplified traces for easy interpretation. The explanation for this energy remains uncertain, and could be vertical motion of the vibrators or strong near-surface anisotropy. The lateral variability of the near-surface is highlighted by the requirement for three different operators to deconvolve different portions of the data excited by sources with pad positions differing by 3 m. These differences manifest themselves as relative amplitude changes between arrivals and an increase in the number of multiples, and can also be clearly seen in the original data, although they are not prominent in the shear-wave sections. There is some evidence that remaining symmetric off-diagonal energy on the corrected sections between 800 and 900 m correlates with a zone of intense fracturing, also marked by a strong increase in the qSI-qS2 traveltime delays. This is suggestive of an anisotropy with a non-horizontal plane of symmetry, and requires further, separate, investigation. After nearsurface correction, most of the subsurface anisotropy has a hexagonal symmetry and is judged to possess at the most 5 per cent shear-wave velocity anisotropy, with the horizontal Our task is to modify the recorded wavefield to provide an easier interpretation of the subsurface. We do not use specifics of the source for this purpose, as not only is the physics of wave generation and propagation from a source interacting with the complicated near-surface far from understood, but there is a more straightforward alternative for the simple geometry and ray paths in this VSP experiment. This approach follows the four-component method of Zeng (1994) , and is an extension to nine-component data. It estimates the incident wavefield at some reference level z = zk, and corrects for this at deeper levels in the VSP. The correction effectively simulates an iInpI.dSiVe plane-Wave source of displacement at z = zk. The incident wavefield is estimated by array processing, a short array being formed by the three-component receivers at and immediately below the reference depth. Multicomponent data help to increase the resolution of this type of processing, as the displacements from different source actions (usually sources vibrating along different directions) can provide useful overlapping information on each arrival. Each three-component displacement from the different sources is combined in the partitioned data matrix Dk(W) defined in Section 2, and we shall refer only to data matrices below.
We treat a mixed wavefield containing polarized waves (not necessarily linear polarization) with different moveouts incident at near-vertical incidence upon a short vertical array with M three-component receivers. The incident wavefield to the array is represented by the data matrix D,,(o). We assume equally spaced levels with a common transfer matrix AM,(o) for the displacement field, which is a general complex function in the frequency domain. It may represent changes in polarization state, amplitudes, and phase shifts due to propagation, but does not need to assume a special form. Two commonly assumed special forms are: (a) isotropy-the transfer matrix is diagonal and there is no intermixing of modes; (b) unitary-no loss of energy during propagation. It must, however, relate to coherent wave propagation across the M depth levels. Each data matrix in the array, Dj(w) j = 1 to M, can now be defined according to D/(+,-,(W) = A~,-'(+&) + N/c+,-,h-J).
(4 Without the noise term Nk+j-,(O), it would be unnecessary to use array processing, as the first receiver level k would give the incident data matrix DkS(W) exactly, and the inverse D,&!(W) is the desired correction operator. With unavoidable noise due to random scattering processes or locally generated interfEnces we must be content with an estimate of the inverse D,&'(O) . This echieved in two parts: first estimate the transfer matrix, AM,(o), between levels in the chosen array; and second use this estimate to obtain an estimate of z(w). 
