Abstract -The QRD IUS algorithm is generally recognized as having good numerical properties under a finite-precision implementation. Furthermore, it is quite suited for VLSI implementation since it can be easily mapped onto a systolic array. However, it is still unclear how to obtain the dynamic range of the algorithm in order a wordlength can be chosen to ensure correct operations of the algorithm. In this paper, we first propose a quasi-steady state model by observing the rotation parameters generated by boundary cells will eventually reach quasi-steady-state regardless of the input data statistics if A is close to one. With this model, we can obtain upper bounds of the dynamic range of processing cells. Thus the wordlength can be obtained from upper bounds of the dynamic range to prevent overflow and to ensure correct operations of the QRD RLS algorithm. Then we reconsider the stability problem under quantization effects with a more general analysis and obtain tighter bounds than given in a previous work 1131. Finally, two fault-tolerant problems, the missing error detection and the false alarm effect, that arise under finite-precision implementation are considered. Detailed analysis on preventing missing error detection with a false alarm free condition is presented.
as suitable for parallel processing implementation in a systolic array [l] , [8] . Gentleman and Kung [61 have proposed a QRD triangular systolic array based on Givens rotation, and McWhirter [21] used the systolic array to implement the QRD RLS algorithm efficiently. Since then, many researchers have considered and proposed various RLS algorithms (either constrained or non-constrained) based on methods such as the Givens rotation, modified Gram-Schmidt, and the Householder transformation for parallel processing architectures [31, [41, [91, [lo] , [14] , [17] , [22] , [291. Applications of the QR-based techniques to the least-square lattice algorithms have also been considered in [23]- [26] . In [15] and [161, Anfinson et al. and Liu and Yao have proposed efficient algorithmbased fault-tolerant schemes that can be easily incorporated with the QRD RLS systolic array. An error resulting from a temporary or permanent faulty cell can be detected in real-time, and the faulty cell can be reconfigurated out of service to prevent future contamination of the array. This makes the systolic implementation of the RLS algorithm more attractive in the practical real-time applications. In the United Kingdom, at STC Technology Ltd. (STL) in collaboration with Royal Signal and Radar Establishment (RSRE), a test bed of the QRD RLS systolic array has been built for radar applications [20] . Furthermore, this class of systolic array architectures can be used to solve SVD and eigenvalue problems [51, [181 that are the heart of many signal processing applications, such as high-resolution spectral estimation, direction-ofarrivals problems, and speech/image processing.
An important problem that needs to be resolved is the dynamic range of the QRD RLS systolic algorithm. Without knowing the dynamic range of an algorithm, we are unable to predict the wordlength (number of bits per word) required to ensure correct operations. Furthermore, the wordlength of an algorithm is one of the most crucial factors in designing hardware and circuits [27] , since the wordlength affects the hardware complexity. Usually, shorter arithmetic wordlength leads to an implementation with smaller and faster hardware [27] . At the same time, we also do not want overflow to happen during the computation. Unfortunately, the dynamic range of the QRD RLS algorithm is still unclear. While some simulations using finite wordlength have been presented in [23] , both systolic array and lattice implementation are considered in this simulation study.
In this paper, we first observe that the cosine parameters generated by boundary cells will eventually reach quasi-steady-state if A is close to one, which is the usual case. We will show that the quasi-steady-state and ensemble values of sine and cosine parameters are the same for all boundary cells. It is independent of the statistics of the input data sequence and the position of the boundary cell that generates the sine and cosine parameters. Simulation results are presented to support this observation. These results yield the tools needed to further investigate many properties of the QRD RLS systolic algorithm. Then, we can obtain upper bounds of the dynamic range of processing cells. Thus lower bounds on the wordlength can be obtained from upper bounds of the dynamic range to prevent overflow and to ensure correct operations of the QRD RLS algorithm.
Although the QRD RLS algorithm is generally recognized as having good numerical properties such as numerical stability under finite-precision implementation [ 11, [13] , there is no mathematical proof of this until a recent paper by Leung and Haykin 1131. With the above results, we reconsider the stability problem under quantization effects with a more general analysis and obtain tighter bounds than given in previous work [13] .
Given a finite wordlength, the computational precision is thus limited. Two important factors of the fault-tolerant capability, the missing error detection and the false alarm effects, resulting from the finite-precision implementation, are also considered in this paper. Basically, this is a trade-off issue. We will find a system that is capable of detecting any given small error size without having a false alarm problem.
The organization of this paper is as follows. First, a brief review of the fault-tolerant QRD RLS systolic array is given in Section 11. Then, quasi-steady-state of the rotation parameters is discussed in Section 111. Dynamic range and lower bound on wordlength are derived in Section IV. Stability and quantization effects are considered in Section V. Finally, the fault-tolerant capability is presented in Section VI and conclusion is given in Section VII.
FAULT-TOLERANT QRD RLS SYSTOLIC ARRAY
Without computing weight vector explicitly, the systolic implementation of the QRD RLS algorithm proposed by McWhirter [21] can obtain the optimal residuals efficiently. The systolic array is shown in Fig. 1 . It consists of two parts: a triangular array for computing QRD and a linear column array (denoted the response array (RA)) for computing the LS residual. One of the major features of the array is that multiple RA's can be added to obtained optimal residuals for multiple desired responses.
In algorithm-based fault-tolerance [2], [ll] . The basic idea is that since the residuals of different desired responses can be computed simultaneously, an artificial desired response can be designed to detect an error produced by a faulty processor. In [15] , it was shown that if the artificial desired response is designed as some proper combinations of the input data, the output residual of the system will be zero if there is no fault. However, any occurring fault in the system will cause the residual to be nonzero and the fault can be detected in real-time. The faulttolerant QRD RLS systolic array is shown in Fig. 2 . As we can see, above the QRD triarray, a horizontal linear array called encoding array, is used to'add up the incoming row (the checksum) to be the artificial desired response. The processing cell of the encoding array is an adder that adds both inputs and passes to the next cell. The artificial desired response then serves as the input to the new RA called error detection array (EDA) at the right side of the QRD triarray. The output of the EDA, e,, now serves as the error detector. If there is no error, e, will always be zero. Whenever there is a faulty cell occurs during the computation, the error generated by the faulty cell will cause e, # 0 and thus the error is detected in real-time [151. In [16], a similar work was proposed independently by Anfinson et al. based on the checksum encoding point of view as considered in [ll] . All of these results are based on the assumption that the computation is infinite precision. Under finite-precision computation, there are two major effects: the missing error detection and false alarm effects, which will be considered in Section VI.
QUASI-STEADY-STATE MODEL
From the updated recursive equation of the boundary cell (see Fig. l ), we have
where 0 < A G 1 is the exponentially forgetting factor [8] .
Assume the input sequence { x ) is zero-mean with variance u 2 ; the expected value of r'(k + 1) is given by
When k is very large, Since \r is a concave function, from Jensen's inequality
and from (1) Generally, it is difficult to quantitatively characterize S(A, x). Simulations will be used to demonstrate the smallness of 6. Here we model the input signal sequence {XI to the systolic array as a second-order AR process described by
where u(n) is a white Gaussian noise process of zero-mean and unit variance. Choice of different AR parameters a, and a2 will give us different stationary and nonstationary realizations of the AR process Table I1 shows the variance of 6 for different input data with different A values. The values of those variances are on the order of to lo-', which implies that 6 is indeed very small. They can be closely approximated by using quadratic polynomials as follows: where 0.98 < A < 1.
While the statistics of the input data are different, the variances can be described by A in similar manners (see Fig. 3 ). This means that when A is close to one and the quasi-steady-state is reached, the size of the variation 6 is mainly governed by A instead of the statistics of the input 
From the definition of the cosine parameter as given in Fig. 1 , we can see that it is always non-negative. For internal cell PE,, (of the first row), we have
From the basic relationship between the geometric mean and the arithmetic mean, we know
. . a,.
If n is large enough, then from the law of large numbers, we know a , + a 2 + * . . + a n
when n is large. We can further simplify the bound for k + m by using this inequality as follows:
From (14) 
The first term on the right-hand side of (18) can be bounded by
k + m and from (17) the second term is bounded by h n a x l
There are two possible cases. From (14) and (171, it is obvious the steady-state dynamic range of the second row is bounded by for the highly fluctuating input, and lim lr2j(k)l < A% (24) k + m for the smooth input. From the above results, the steadystate dynamic range of the mth row is bounded by for the highly fluctuating input and
for the smooth input. For Case 1, the dynamic range is increasing exponentially with a factor of 2A, and for Case 2, decreasing exponentially with a factor of A.
From (25) and (261, we can see that the dynamic range may increase or decrease with each row. Its behavior depends on the characteristics of the input signal. For a given row, its dynamic range may follow (25) for some periods (increasing) and then switch to (26) for some periods (decreasing). Either way, (25) represents the worst case scenario. can see that 8 is a good upper bound for both boundary and internal cells. From (27), we can choose the minimum wordlengths for the AR3 input signal. We found that it needs three bits for the wordlength of the first row, four bits for the second row, and five bits for the third row. As shown in Fig. 5 , the resultant contents are almost identical to those of Fig. 4 , which is the result of a double-precision implementation.
V. STABILITY AND QUANTIZATION EFFECT
In this section, we consider stability under the quantization effect. Here, the stability is defined in the sense of bounded input/bounded output (BIBO) as in [131. From I log2A I which is a monotonically increasing function of A. For A G 0.5, n = 2. That is, for every two rows we can discard one bit for the wordlength. Our simulations verified the above results. Here we provide some examples. The QRD RLS systolic array constitutes a BIBO stable system under unlimited precision implementation. Practically, the wordlength of each processing cell is finite-precision. Leung and Haykin [13] first considered the stability under this effect and showed the QRD RLS algorithm is stable under finite-precision implementation. Here we reconsider this problem and give a more general analysis and a tighter bound.
as the quantization operator and i as the quantized value of x . Since the quantization error for the additions of quantized parameters is much smaller than that of multiplications, to make the analysis simpler, we express the quantization error for additions as 
where KgaX results from quantization error that includes Sk+l. From Section IV, (39), and (401, the quantized steady-state dynamic range of the internal cell is bounded
(34) The output of the mth row is bounded, under the quanti-
The quantization operator Q is a bounded operator such
that lQ(x>l< K l x l for all x and some K [131, (34) can be
bounded by for the highly fluctuating input and
for smooth input.
the residual can be obtained as
From these results, the quantized asymptotic value of (35) where X, , , is the maximum quantized value of sequence limit on both sides, and it becomes 
1-A2'
Therefore, the quantized content is given by
VI. FINITE WORDLENGTH EFFECTS OF FAULT-TOLERANT CAPABILITY
In this section, we discuss the finite-length effects of the fault-tolerant capability. The first problem is that of missing error detection that results from the cumulative multiplications of the cosine value with a small error. Since each Ic(k)l< 1, the error will then be decreasing with time. With a finite-precision implementation, this may result in a failure of error detection. The minimum wordlength to circumvent this problem is then derived.
With the same arguments as in Section 111, we then have
The second problem is called the false alarm. With the if i is close to 1. he quantized steady-state value of quantization effects, the system without fault may produce quantization errors to cause a false alarm. A threshcosine is
and the quantized steady-state value of sine is old device is then introduced to circumvent this problem.
Missing Error Detection
It is shown in Fig. 2 that the input to each column of the triangular QRD array is denoted as g(j>, where j is the corresponding column, and -y is the input to the RA 
1---
and yo is the artificial desired response to the EDA. By missiGg error detection, we mean that a small error generated by a faulty processing cell is not detected due to the finite-precision computation. Assume a fault occurs in an internal cell PE,,, i # j , at a faulty moment. The output of this faulty cell is thus erroneous and can be described by x : ,~ = x , ,~ + 6, where xDut is the fault-free output and 6 is the error generated by the fault. The error propagation path can be described by PE,, + + . . ' From the operations executed by the internal cell, the error is modified to c i + 1 6 by PE(,+l)j and the cumulative modifications of the error before reaching the boundary cell, PEjj, is
where ci is the cosine parameter generated by the boundary cell PE,,. Let c; and s; denote the erroneous c, and si, respectively. The c,! and s,! are then given by
In this case, s,! is no longer proportional to xi", g(j)
will not be zeroed by the jth cell of the EDA [151. From the principle of cancellation that will be considered later, we know that for the artificial desired response, the data coming from the ith column were canceled by the ith cell of the EDA. Therefore, we can only focus on the generated error that will not be cancelled and eventually be propagated to other part of the array. The size of the error generated by the jth cell of the EDA can then be derived as
A r m
where r'= 4 -is the new updated and uncontaminated value of the content of PE,,. When 77, propagates down to the output of the EDA, vi is influenced by the contaminated cosines c' of each following row. The error output at e, due to an error 6 generated at PEij is then given by ( 52)
From (49) and (52) 
( 5 6 ) Therefore, the wordlength should be at least BA > / -2 p log, A -log, A 1 such that the small error size A can be detected. The second term of the right-hand size is obvious since the error size A must be detected; the first term is to account for the effects that the error propagates through the array of LS order p with forgetting factor A. We can verify the above result by the following example. A systolic array with order p = 3, A = 0.999 has an error 6 = 3.10-4 occurring at the internal cell PE,, at time 25. Due to the asymptotic behavior of the cosine parameters, 77, can be approximated as v1 = A-S = 2.997. lop4 and A = q j . From (561, we have BA>12. Fig. 6 shows that the small error size can be detected for BA = 12 at time 30. However, as shown in Fig. 7 for a smaller wordlength of BA = 5, the error size that can be seen at the output becomes very small and is buried in the noise resulting from the quantization effects of small wordlength. The detector not only misses the error, but also causes the false alarm phenomenon that will be considered in the next subsection.
False Alarm
Due to the finite-precision implementation, the residual output of the EDA will not actual be zero even if there is no fault in the system. We call this effect a false alarm. Fig. 8 shows the false alarm problem for the above example with wordlength of 9 bits. Here, we are going to model and quantitatively describe the false alarm effect and introduce a threshold device to overcome this problem.
6.2.1. Cancellation Principle: Suppose now we have a fault-tolerant QRD RLS array of order p = 3. Denote the first and second rows of data input as (xl, x 2 , x 3 , x 1 + x 2 + x , ) and ( x i , x ; , x ; , x ; + x ; + x;), respectively, where the checksums x 1 + x 2 + x 3 and x ; + x ; + x ; are inputs to the EDA. After both data pass through the array, according to the operations of the processing cells, the contents of the cells of the first row are r l l = Jm
where c = x 1 / r l l and s = x ; / r l l are the rotation parameters generated by the boundary cell and rij is the content of PEij. The output of the internal cells are Z12 = cx; -sx2
Since sx;+cx, = J. :
and cx;-sx,=O, we have r14 = rll + rI2 + r13 and z14 = zI2 + z13. That is, both the contents and the outputs of the first row still meet the checksum. The outputs of the first cell of EDA, z14, can be rewritten as
(59) We can see that the data from the first column got cancelled out by the first cell of the EDA. Since the outputs meet the checksum, with, the same principle, the data from the second column will get cancelled out by the second cell of the EDA. Thus this observation can be generalized and stated as below:
Cancellation Principle: With the checksum encoding data inputted to EDA, the data from the ith column was U For a finite-precision implementation, due to the roundoff error, the data from the ith column will not be completely cancelled by the ith cell of the EDA. This effect results in the false alarm problem.
6.2.2. Finite-Precision Floating Point Error Model: A floating point number f can be represented by [7] cancelled by the ith cell of the EDA.
where p is the base, t is the precision, and [ L , U ] is the exponent range. The floating point operator fl can be shown to satisfy [71 Table IV , the estimated threshold bound may be much greater than that of the actual maximum of the residuals. In practice, we may relax the estimated threshold bound from information obtained in previous data to ensure the threshold will not be too high. A higher than necessary threshold may result in a small error size that's not detectable.
6.3, Overall Wordlength Consideration
In order to prevent missing error detection, we want the error size A = min(6,q;) to be as small as possible. While we want to prevent a false alarm, we also want to choose a threshold high enough for a false-alarm-free condition. Both situations cannot be satisfied simultaneously since they are in conflict and some trade-off must be made.
To determine the error size A, from (531, (54), and (55), we need the threshold th<h2,A. Otherwise, the propagated error will be eventually truncated to zero by the threshold device. Accordingly, 
VII. CONCLUSIONS
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