We demonstrate the power of the Ensemble Kalman Filter in specifying ecosystem models ideal for bioeconomic analysis. Bioeconomic analysis requires models to be relatively simple, but models must still capture the nature and dynamics of the system. With the Ensemble Kalman Filter, we are able to capture complex dynamics in multispecies models with models simple enough to allow further bioeconomic analysis. While bioeconomic analysis has had limited influence on management decisions, the advent of new methods and the need for high dimensional ecosystem based management models may make bioeconomic research more relevant in the future.
relatively simple models can capture much of the complexity observed in marine ecosystems. We review the theory of the ensemble Kalman filter and apply it to a three-species model of the Barents Sea ecosystem.
Variants of the Kalman filter has been applied to bioeconomic models earlier. Berck and Johns (1985) considered the extended Kalman filter to fit an aggregated biomass model to the Pacific Halibut fishery. The extended Kalman filter extends the classical filter (Kalman 1960) to nonlinear models by local linearizing of the model. The extended filter has limited applicability as it depends on closure assumptions and costly computations of the Jacobian (Burgers et al. 1998 (Burgers et al. , p. 1719 . While the analysis in Berck and Johns (1985) never saw the light of day in a peer-review publication, it was both original and inventive, among other things estimating the value of information about the Pacific Halibut stock (less than perfect information about the 1973 stock was estimated to 2% of the present value of the fishery, p. 18). They also underlined that their approach to estimating the stock level was 'radically different' than the methods used by the management body (the International Pacific Halibut Commission).
In their words, the Kalman filter 'sacrifice biological detail while gaining statistical method' (Berck and Johns 1985, p. 19) . The extended Kalman filter was later suggested for renewable resource management by Walters (1986) . Marine scientists have on some occasions applied the extended Kalman filter to their models, see for example Schnute (1994) , Peterman et al. (2000 Peterman et al. ( , 2003 , and references therein.
More recently, several different data assimilation methods, usually so-called variational adjoint methods, have been suggested to fit aggregated biomass models to data (see Ussif et al. 2003 , and references therein). On the other hand, Grønnevik and Evensen (2001) applied different ensemble-based data assimila-tion techniques to age-structured fish stock assessment models; among them, the ensemble Kalman filter. An advantage of the ensemble Kalman filter when compared to variational adjoint methods is that it does not rely on direct optimization, and all observations are not processed simultaneously. Instead, variable and parameter estimates are updated sequentially according to the filtering procedure. The ensemble Kalman filter also facilitates so-called flow-dependent noise attribution; flow-dependent (or rather, state-dependent) noise processes, it turns out, are fundamental in capturing the dynamics of marine ecosystems.
If, as in Ussif et al. (2003) , there is a known or easily identified functional relationship between biological variables and the exploitation strategy, the filter can also estimate economic parameters (the exploitation rate). Similarly, the filter applies to a number of related problems, not only in bioeconomics, but in economics more generally.
The ensemble Kalman filter fits, in an efficient manner, nonlinear, aggregated biomass, ecosystem models to data. It also estimate the model error, which can be translated into uncertainty in model predictions. Combined with developments in high-dimensional, stochastic optimization, we believe the filter can make bioeconomic analysis relevant for real-world fisheries management decisions. The main criticism, over-simplified biological models, looses much of its force when the explanatory power of the fitted biomass models matches, and even competes with, that of age-structured models. The potential of the ensemble Kalman filter reaches further. It has the ability to process large amounts of data in high-dimensional systems with large numbers of poorly known parameters (see Evensen 2003 , and references therein) and it should be of interest to any researcher working with large and volatile systems; from macroeconomics to population dynamics and beyond.
Theory
Our theoretical presentation of the ensemble Kalman filter is inspired by Evensen (2003 Evensen ( , 2009 . We depart from the continuous time state-space model:
An incremental change dx in the state variable (or vector) x is the sum of the drift term f (x)dt and the stochastic diffusion term σdB. When x is an aggregated biomass vector, f (x) is the multi-dimensional growth function (f : R n → R n ). The stochastic increments dB are independent, identical, and normal distributed with mean zero and variance dt. The measurement functional M (x)
relates the state vector to the observations d. When the state vector is directly observed, the measurement functional is the identity operator. v is a normal distributed error term with mean zero and covariance R. Equation (1) The integrated ensemble represents a forecast of the probability density and the only approximation is the limited number of ensemble members (Evensen 2009, p. 47) . The Markov Chain Monte Carlo method is the backbone of the ensemble Kalman filter and is equivalent to solving the Fokker-Planck equation
for the time evolution of the probability density; see Evensen (2003, p. 348 ) for further details.
When measurements are available, each ensemble member is updated as a linear weighting between the forecast and the measurements:
The weight K is called the Kalman gain. Assuming M is the identity operator, we see that with K = 0, no weight is put on the observation d; with K = 1, no weight is put on the forecast x f . The Kalman gain is given by:
where we assume that M is a linear operator (a matrix); M T denotes its transpose. It is crucial that observations are treated as uncertain (R > 0), and in the ensemble Kalman filter, the observation probability density is represented by an ensemble; observations are perturbed (Burgers et al. 1998 (Burgers et al. , pp. 1720 (Burgers et al. -1721 . It is convenient to let the number of ensemble members in the state-space ensemble, denoted X, and in the observation ensemble, denoted D be equal.
In the standard Kalman filter, both the forecast and analysis covariance (C f and C a ) are in principle unknown; they are defined in terms of the unknown true state (see Evensen 2003, p. 347) . In the ensemble Kalman filter, they are defined in terms of the ensemble mean (E denotes the mean or expected value):
That is, covariances are represented by the ensemble moments which carry the subscript e. The observation covariance is also represented by the ensemble moment:
The observation ensemble is defined such that it has the true (given) observation as its mean:
The ensemble Kalman gain is defined as
We assume that the ensemble is of sufficient size, such that M C f e M T and R e are nonsingular; see Evensen (2003, p. 349) . The analysis step (3) is carried out element by element:
where the subscript denote ensemble member j. It can be shown that by updating the ensemble with the perturbed observations D, the updated ensemble X a has the correct error statistics (Evensen 2003, p. 349) . The analysis covariance can be written as
which is equivalent to the standard Kalman filter expression. I denotes the identity operator. Please see Evensen (2003) for derivations and further discussion. The initial ensemble should reflect belief about the initial state of the system (Evensen 2003, p. 350) . The filter can be initialized by specifying means and standard deviations which characterize the initial ensemble. In the case of unknown parameters, initialization can be challenging. Our experience is that with large enough standard deviations, such that the initial ensemble cover all eventualities, and enough ensemble members, it is possible to find reasonable traits of the initial ensemble. Often, there is theory and earlier results to rely on.
The size of the ensemble is another concern, mostly computational in nature.
The ensemble should be large enough to sufficiently represent the probability density function. What is sufficient depends on the dimensionality of the problem, but also on the nature of the data; data with little variation could perhaps require more ensemble members. What is a possible ensemble size depends on computational limitations. An ensemble size of one hundred is not uncommon in the oceanographic and meteorological sciences, sciences where the application of the ensemble Kalman filter to high-dimensional systems with large numbers of unknowns has been successful (Evensen 2009 ).
To sum up, the ensemble Kalman filter can be interpreted as a statistical
Monte Carlo method where the ensemble evolves in state-space with the mean as the best estimate and the spreading of the ensemble as the error variance (Burgers et al. 1998 (Burgers et al. , p. 1720 . In many problems, the sequential processing of observations proves to be a better approach than the simultaneous processing which is typical in variational methods (Evensen 2009, p. 101 ).
The Model
The Barents Sea is one of the most productive ocean areas in the world, and is subject to extensive research (Gjøsaeter et al. 2009 , Huse et al. 2004 , O'Brien et al. 2004 , see also further references therein). The commercially most important stocks are cod and capelin; cod is highly valued as human food and capelin is an important part of the cod diet. Capelin is also caught for fish meal and oil production. Juvenile herring enters the Barents Sea when large year-classes arise in the Norwegian Sea. Herring has an important influence on the ecosystem; it is preyed on by cod while it preys on capelin larvae. We limit our model to these three fish stocks, for two main reasons. First, we are able to capture the dynamics of the cod stock to a high degree, and the cod fishery is the most important fishery in the region and of our main interest. Second, if the model is to be relevant for bioeconomic analysis, we have to limit the complexity and dimensionality of the model. We have in mind the type of analysis carried out in Sandal and Steinshamn (2010) ; see also Kugarajh et al. (2006) . To limit complexity, we use simple growth functions and interaction terms common in traditional bioeconomic analysis. While dimensionality is based upon technical limitations, we find comfort in the view promoted by Holling and Meffe (1996, p. 333) , that the driving forces of an ecosystem are confined to a relatively small subset of variables and relationships. While it is highly improbable that our choice of variables and relationships contain all driving forces of the Barents Sea ecosystem, we observe that our model captures much of the variation detected in stock assessments.
The State-Space Model
To begin with notation, the biomass of the three stocks are the state variables;
cod is denoted x 1 , capelin is denoted x 2 , and herring is denoted x 3 . Both cod and capelin are harvested in the Barents Sea; h 1 and h 2 denote fishing mortality on cod and capelin. Herring is not harvested in the Barents Sea, but it flows in from the Norwegian Sea. We denote the herring inflow by i 3 . Finally, we denote parameters c i . The dynamic model for the system is written:
The stochastic increments dB i are independent, with mean zero and variance dt. Correlations in the noise processes are reflected in the scaling term σ i (x).
We use two principal models of the scaling term; white noise (σ i (x) = σ i ) and geometric, white noise ( The signs of the interaction terms thus becomes significant and a matter of modeling; cod benefits from interacting both with capelin and herring (positive sign on interaction terms), and herring benefit from interacting with capelin.
Mirror interaction terms have opposite signs; both species cannot benefit from the interaction. (The interactions are predator-prey interactions, where cod is the top predator, while caplin is preyed upon by both cod and herring. Symbiotic, mutually beneficial interactions between the three species are not likely and not possible in our model. Neither are competitive, mutually destructive interactions.) The multiplicative interaction model is a crude Lotka-Volterra form of predator-prey interaction (May et al. 1979, p. 268) ; it is also referred to as mass-action (Tschirhart 2009 ).
The final parameter c 13 measures the influence of the inflow of herring on the herring stock growth. Most of the time, the amount of herring biomass which enters the Barents Sea is relatively small. After a few years, however, the herring has grown substantially. Thus, we lag the inflow variable two years and multiply it with the scaling parameter c 13 . The idea is that three year old (and older) herring makes out most of the herring biomass in the Barents Sea, and the biomass influx two years earlier better explains the change in the herring stock. (After three or four years in the Barents Sea, the juvenile herring returns to its main habitat in the Norwegian Sea to mature and eventually spawn.)
The adjustment parameters c 3 , c 4 , and c 11 can be interpreted as biomass conversion rates between species. Presumably, regularities exists between the cod-capelin interaction term and the capelin-cod interaction term, and between all other mirror interaction terms. While known or assumed interaction relationships would be helpful in reducing the number of parameters in the system, biologists are sceptical when it comes to the stability of the relationships (Tjelmeland 2011) . Thus, we refrain from prescribing fixed relationships. (The alternative would be, if one assumed that, say, 90% of the biomass was lost between two trophic levels, to specify the corresponding mirror interaction pa-
We treat the stock level estimates as direct measurements of the state variables, and the measurement operator is thus the identity operator. Note that parameters are added to the state vector as described above. The measurement operator must thus be adjusted to be compatible with the state vector. The operator is adjusted by adding zeros; parameters are unobserved. The observation equation becomes
where
where I is a three by three identity matrix and 0 is a three by thirteen zero matrix. d is a three-element vector of observations, and v is the error term which is normal, independent, and identically distributed with mean zero and known or assumed variance R.
Data
The fish stocks in the Barents Sea cannot be observed directly. However, the 
The Initial Ensemble
The initial ensemble is drawn randomly from a normal distribution. For the three state variables, we use the first observations as the mean of the initial ensemble and 30% of the first observation as standard deviation. For the parameter variables, we use a combination of theory, common sense, and existing estimates to characterize the initial ensemble. As parameters enter the model equations as c i = exp(α i ), the parameter variable ensembles are defined in terms of the α i 's, which may be called shadow parameters. Means and variances for the shadow parameter variable ensembles are listed in Table 1. The table also lists the implied parameter mean exp(ᾱ i ). Since it is intuitively much easier to relate to the parameters c i rather than the shadow parameters α i , we refer to the parameters in the discussions that follow.
Initial means for the logistic parameters for cod, c 1 and c 2 , were set to 1 and 5·10 6 . The values were inspired by earlier estimates (Kugarajh et al. 2006, p. 75 , Table 3 ) and, when it comes to the capacity parameter c 2 , the range of observed stock levels. For the pelagic stocks capelin and herring, we used the modified logistic growth function; see equations (12) and (13). The growth parameter in the modified logistic operates on a different scale than the growth parameter in the pure logistic, and initial means for c 5 and c 6 were set at 10 · 10 −6 and 5 · 10 −6 . It is not uncommon with a significantly larger intrinsic growth rate of prey species in many predator-prey relationships (May et al. 1979, p. 269) . As with cod, the initial means of the capacity parameters c 6 and c 10 were inspired by the range of observed levels and set to 2 · 10 7 and 1 · 10 7 .
The initial ensemble for the basic interaction parameters c 7 , c 8 , and c 12 were treated more rigorously. The term c 7 x 1 x 2 in (12) (standard error 3.76·10 −12 , R 2 adj 0.61). As with c 7 , we set the mean of the initial shadow parameter (α 12 ) ensemble to correspond to the estimated coefficient.
The mirror interaction parameters c 3 , c 4 , and c 11 cannot be larger than one as it is assumed that some biomass is lost in the interactions. The biomass loss assumption is not explicitly enforced, but initial implied ensemble means for the three mirror interaction parameters were set to 0.25 for c 3 and 0.1 for c 4 and c 11 . Typically, one assumes that 90% of the biomass is lost between trophic levels, but cod spends less energy catching capelin and thus we specified a higher mirror interaction parameter for the cod-capelin interaction.
Practical Details
Some care must be taken when working with stochastic differential equations.
We have formulated the model in continuous time, but it is necessary to discretize the equations for the numerical analysis, and in particular to produce the forecast. We us Itô algebra and end up with the following forecast equation:
where the superscript is a time index, ∆t is the discrete time increment, and w We have catch or landings data entering our equations as so-called control variables. We have ample reasons to believe that registered landings are not perfect observations of fishing mortality because of discarding at sea and illegal landings. Thus, we treat the landings data as uncertain and represent them with an uniformly distributed ensemble. The actual observation serves as the lower limit as the official landings certainly is a conservative estimate of fishing mortality, while the upper limit is set 20% higher. In the herring equation (13), landings do not enter. Instead, we have inflow data. The inflow data are estimates based upon virtual population models for the herring stock in the Norwegian Sea, which is coupled with an ocean circulation model which predicts the drift of eggs and larvae into the Barents Sea. While the inflow estimates probably are quite uncertain, we have no reason to believe they are neither upward or downward biased. Thus, we represent them with an ensemble which is normal distributed, with mean at the reported inflow and a 5% standard deviation. (Alternatively, it is possible to not use an ensemble for control variables.
The implicit assumption is then that the controls are perfectly observed.) If we look closer at the cod stock estimates (Figure 1 , top panel), there seems to be a pattern in that when the stock level is high or increasing, the estimate is below the observations. When the stock level is low or decreasing, the estimate is typically above the observations. The pattern could suggest that some of the dynamics is lost. The pattern could also be interpreted as a delay;
it takes some time before the system adapts to new information. Some delay is inevitable in multidimensional systems, as the estimate at any given time depends on the forecast (old observations processed through the model equations with adapted parameters), the Kalman gain (covariances of the forecast and the observations; thus not directly depend upon the latest observation), and the latest observation; see equations (8) and (9). When the system is truly stochastic or if the model is imperfect (in our case, both), new observations will always contain some new information which is not reflected in the forecast model. The estimate is a convex combination of the forecast and the observation;
again, see equation (9), and the estimate will always lie somewhere between the forecast and the observation.
The dynamics of the pelagic stocks (capelin: Figure 1 uncertain measurements (a smaller R e ), the gain increases and measurements gains more weight in the estimates (9). For herring, the model fits well to all observations up until the most recent observations. There are a couple of possible explanations for the relative poor fit for late herring observations. One is that fundamental changes in the Barents Sea ecosystem could be under way, and as discussed earlier, the model takes some time to adapt to new information. Another potential explanation is that late measurements are under review;
our measurements results from virtual population models, and recent stock estimates are often reviewed when more raw data are fed to the virtual population models and upon further study of both biology and technology. 
Relative to the diagonal terms, the off-diagonal terms, which measure covariations in the noise structure, are small, but the covariation between cod and herring (-0.09) is probably too large to be ignored. We also estimated the model with pure white noise and obtained qualitatively similar results. Clearly, a geo-metric noise model is better suited to model the covariance behavior. Thus, with the white noise model, it would require a post-analysis to obtain the relevant σ-matrix. lematic in a management model, it explains why much more than half of the observations in Figure 1 lie within the 50 % confidence intervals.
Conclusions
In applying the The listed variations were all tested and lead to only small changes in the model fit and small variations in parameter estimates. A future research topic is how to treat more general noise terms, for example terms including unknown parameters.
Compared to the standard Kalman filter and the extended Kalman filter, the ensemble Kalman filter has no disadvantages, but a number of advantages. The ensemble Kalman filter is suitable for large-scale problems, it requires no linearisation, it is robust, it extends to asyncronous observations, and solves rank problems which may occur with large numbers of observed variables. Compared to variational adjoint methods, the ensemble Kalman filter is simpler (it requires no adjoint operator) and it has flow-dependent covariance, but the ensemble integration can be computationally costly and it is not iterative (iterative filtering is seen as a solution to strongly nonlinear systems, but is still under investigation). A range of related methods exist; see Evensen (2003) . We mention only two; square root filters and the method of ensemble inflation. Square root filters remedy a tendency to underestimate the covariance (a typical problem when working with relatively few ensemble members). Ensemble inflation is a remedy for filter divergence which occurs when the ensemble collapses to a single solution; see Anderson and Anderson (1999) or Hansen and Penland (2007, p. 91 ) for a brief introduction. Hansen and Penland (2007) also provide an alternative take on parameter estimation with the ensemble Kalman filter.
If simple models are to capture complex dynamics, they must rely on adaptive parameters. Estimates of parameters in chaotic systems are not likely to be very precise, and management models should be flexible and adaptive (Holling and Meffe 1996, p. 332) . It is important that management models take the uncertainty of the dynamics into account. Adaptive management models such as feedback models are already well understood in the bioeconomic literature (Sandal and Steinshamn 1997) . The challenge is to solve models of higher dimensionality which must underly ecosystem-based management. We believe the ensemble Kalman filter has an important role to play in both theoretical and operational management research, particularly in light of the recent calls for ecosystem-based management (Commission 2003) .
The model we have estimated is not the final model. Uncertainty is overstated, and the model must be revised upon further observations. New observations are always imminent, and future management regimes must therefore be adaptive, not only in the sense that uncertainty is explicitly modeled, but in the sense that the underlying model, and in turn management decisions, are revised at appropriate times. The management model we envision here is thus not much different than current management regimes in terms of model and decision revisions. In the broader scope of things, we aim to answer calls for 'flexible, adaptive, and experimental' management models (Holling and Meffe 1996, p. 332) , who further write that 'effective natural resource management that promotes long-term system viability must be based on an understanding of the key processes that structure and drive ecosystems, and on acceptance of both the natural ranges of ecosystems variation and the constrains of that variation for long-term success and sustainability' (p. 335). We think, when models are simplified and reduced down to the key driving phenomena, that the ensemble Kalman filter can capture variabilities and stabilities of ecosystems and serve tractable management models.
