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vRÉSUMÉ
La collaboration entre multiple appareils électroniques (e.g. smartphones, ordinateurs, robots,
senseurs et routeurs) est une tendance qui suscite un vif intérêt tant ses applications semblent
prometteuses. Les maisons autonomes ou villes intelligentes figurent parmi la prodigieuse
variété d’exemples.
La communication entre appareils est une des clés du succès de leur coopération. Sans
un bon système de communication, les appareils se retrouvent vite incapables d’échanger
l’information nécessaire à la prise de décision. Pour garantir une bonne communication, il
faut un réseau solide sur lequel elle puisse reposer. Nous pourrions envisager une organisation
centralisée, puisqu’elles sont si répandues. Nos téléphones portables communiquent grâce à
des antennes-relais ; et nous naviguons sur l’internet grâce à des routeurs. Dans un réseau
centralisé, si un nœud principal, tel qu’une antenne ou un routeur, est défaillant, la capacité à
communiquer en est dramatiquement diminuée. Or, certaines collaborations entre appareils
interviennent, parfois, dans des situations où les infrastructures classiques ne sont pas ac-
cessibles. C’est le cas pour les opérations de sauvetages, où les moyens de communications
classiques ont pu être endommagés à la suite d’un sinistre. D’autres organisations sont alors
plus judicieuses. Dans les réseaux ad hoc, par exemple, il n’existe pas de nœud central, car
chaque appareil peut servir au transit de l’information.
Cette dissertation s’intéresse à la mise en place de réseaux ad hoc et mobiles entre smart-
phones et drones. Elle s’inscrit dans le cadre d’un partenariat, entre Humanitas Solutions et
l’École Polytechnique de Montréal, qui vise à établir un moyen de communication basé sur ces
appareils, pour connecter victimes et premiers secours lors d’opérations de sauvetages. Pour
mener à bien ce projet, nous devons permettre aux appareils électroniques de communiquer
sans recourir à quelconque infrastructure. Pour relayer l’information, nous devons également
maintenir les drones connectés au-dessus de la zone sinistrée.
Bien que smartphones et drones soient dotés de nombreux protocoles de communication, il
n’est pas aisé de les utiliser pour créer un réseau ad hoc. La littérature ne propose que des
solutions spécifiques aux appareils Android. Ces solutions requièrent, en outre, des manipu-
lations compliquées de la part de l’utilisateur. Concernant les drones, la littérature abonde en
algorithmes qui les maintiennent en formation connectée. Toutefois, ces algorithmes font in-
tervenir de nombreux paramètres qui sont ajustés empiriquement. Or, leur efficacité dépend
justement de la valeur des paramètres.
Nous proposons alors, premièrement, de valider HEAVEN, un middleware qui permet d’établir
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un réseau ad hoc entre plusieurs appareils, incluant les produits Apple. Deuxièmement, nous
proposons d’automatiser la configuration d’algorithmes de contrôle de drones. Cela nous per-
mettra de paramétrer un algorithme particulièrement prometteur, que nous avons identifié
dans la littérature.
Selon nos tests, HEAVEN peut fournir un débit allant jusqu’à 18kB/s. Cette valeur est bien
plus faible que celles affichées par les solutions pour Android. Toutefois, elle correspond
à une version lente de HEAVEN, où l’information est diffusée à l’ensemble des appareils
accessibles. Cette validation permet à une version ultérieur, en cours de développent, d’établir
des connexions directes bien plus rapides.
Pour l’automatisation des algorithmes, nous développons Optymist, un logiciel d’optimisation.
Celui-ci explore l’espace des paramètres, dans le but de trouver la combinaison la plus per-
formante par rapport à une fonction objective préalablement définie. Les algorithmes sont
évalués grâce à des logiciels de simulation robotique. Comme cas de test, nous définissons
une métrique de performance pour un algorithme distribué qui garantit à la fois connectivité,
évitement d’obstacle et bonne couverture topographique. Nous appliquons alors Optymist
pour trouver les paramètres optimaux de l’algorithme pour cette métrique.
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ABSTRACT
Because of their promising applications, the interest for machine-to-machine interaction has
soared (e.g. between smartphones, laptops, robots, sensors, or routers). Autonomous homes
and smart cities are just two examples among the many.
Without a good communication system, devices are unable to share relevant information and
take effective decisions. Thus, inter-device communication is key for successful cooperations.
To guarantee suitable communication, devices need to rely on a robust network. One might
think of classical centralized network architecture since it is so common – antennae relay our
smartphone communications, and routers provide us with an Internet connection at home.
However, this architecture is not adequate for every application. When a central node (e.g.
an antenna or a router) fails, it can cripple all the network. Moreover, fixed infrastructure is
not always available, which is detrimental for applications like search and rescue operations.
Hence, other network designs can be more suitable, like ad hoc networks, where there is no
central node and every device can route information.
This work aims at establishing mobile ad hoc networks between multiple devices for search
and rescue operations. This thesis is framed by a partnership between Humanitas Solutions
and École Polytechnique de Montréal, whose goal is to relay information between victims and
first responders by the use of smartphones and flying robots (i.e. drones). For this purpose,
we have to enable infrastructureless communications between devices and maintain drones
connected over the disaster area.
Although off-the-shelf smartphones and drones can use numerous communication protocols,
it is often impractical to create a mobile ad hoc network. The current state of the art only
provides solutions dedicated to Android, and most of these require rooted devices. Concerning
the drones, there are many control algorithms to maintain connectivity in literature. However,
these algorithms involve parameters that are set empirically, despite the fact that they greatly
influence the overall performance of the solution.
In this thesis, we first validates HEAVEN, a communication middleware that builds ad hoc
networks between devices, including Apple products. Then we propose a methodology to
automate the parameter selection for mutli-robot control algorithms.
Our tests reveal that HEAVEN provides an effective throughput up to 18kB/s. Despite the
fact that android-based solutions outperform HEAVEN, the latter works in user space and
without rooted devices. A new version, currently under development, will provide consider-
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ably greater throughput.
For the automation of parameter selection, we develop Optymist, an optimization frame-
work. Optymist explores the parameter space to find the optimal parameter combination
according to user-defined metrics. In particular, we use a multi-physics simulation software
to perform design space exploration. As a test case, we define performance metrics a for
a distributed algorithm for connectivity maintenance that also enforces collision avoidance,
and area coverage. We apply Optymist using these metrics to identify the optimal values for
the algorithm’s parameters.
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1CHAPTER 1 INTRODUCTION
1.1 Context and Motivation
The modern success of computing can be associated with the miniaturization of electronics
components [62]. Beyond personal devices – nowadays almost everyone owns a laptop or a
smartphone – multi-agent systems are also blooming. In smart cities, interconnected devices
have the potential to monitor noise or air quality, optimize waste management, and save
precious resources.
Inter-device communication is a key to the successful cooperation of these systems [72, 1].
For instance, self-driving cars exchanging data with their surroundings could offer safer trips
[28]. During disasters, connected robots can help rescuers save more lives [19, 50]. The
impact of communication between devices (e.g. sensors, actuators, and computational units)
has been so significant that researchers proposed new paradigms to frame it. The Internet of
Things (IoT) is one of these paradigms, whose applications include intelligent transportation
and home automation.
One of the major challenges of the IoT – and of multi-agent systems in general – is the design
of the network that supports inter-device communication [73]. A poorly designed network
will fail to carry information and will eventually compromise the overall system mission.
Thus, there is a need for solid and efficient network architectures.
Classic centralized organizations, in which a node (e.g. a router or an antenna) control the
information transit, are not always a suitable architecture. In busy systems, central nodes can
become overloaded, and saturated networks experience delays. In the worst-case scenario, if
the central node fails, it will impair all communication.
Conversely, ad hoc networks are decentralized networks that are not relying on fixed infras-
tructure. Every node can be involved in the dynamic routing of the exchanged data. Ad hoc
networks can survive to the loss of a few nodes: an attribute that makes them apt to support
multi-agent system communication. Although smartphones and robots are equipped with a
panoply of communication protocols (e.g. Bluetooth, WiFi, and cellular network), ad hoc
networks cannot be easily established with off-the-shelf devices.
21.2 Problem Statement
This thesis presents our research work conducted for the development of a solid ad hoc
communication network based on mobile robots and smartphones. This work is framed by a
partnership with Humanitas Solutions and the MIST laboratory of Polytechnique Montréal.
The goal of the project is to provide a communication infrastructure for first responders
in disaster areas, where centralized infrastructure may have been rendered inoperative. To
implement our proposed approach (see Figure 1.1), we answer the following questions:
• How do we build a solid network without fixed infrastructure using off-the-shelf devices?
• How do we control communication-relay robots to spread over an area while maintaining
them connected?
By addressing these challenges, we are able to establish ad hoc networks between victims
and rescuers, where smartphones and robots relay relevant information.
1.3 Objectives
The challenges above can be translated into the following objectives:
• Enable ad hoc communication between devices;
• automate the tuning of multi-robot controllers;
• optimize existing algorithms to improve connectivity among robot formations.
1.4 Novelty and Impact
1.4.1 Validation of a communication middleware
• We automated performance analysis of HEAVEN, a communication middleware that
enables ad hoc communications between devices;
• we designed tests to evaluate the best throughput it provides;
• we measured the throughput delivered, and identified possible bottlenecks;
• we validated its ability to enable ad hoc communication between iOS devices.
3rescue teams
disaster area
UAVs ad hoc network
Victims ad hoc network #1 Victims ad hoc network #2
Figure 1.1 – The suggested approach to restore communication in catastrophic scenario.
Drones spread over the disaster area to relay information between victims and rescue
teams. Ad hoc networks enable communication even where infrastructures are damaged.
4To the best of our knowledge, any existing solution dedicated to smartphones uses rooted
Android devices. This is the first middleware that builds ad hoc networks with multiple
non-rooted off-the-shelf devices, including iOS smartphones.
1.4.2 Development of an optimization framework for multi-robot controllers
• We developed an optimization framework based on multi-physics robotics simulator
that reduces and simplifies the amount of code required to tune controller algorithms;
• we wrapped the framework into a generic Python module and released Optymist to
handle the optimization process and the robotics simulations.
1.4.3 Identification of best parameters for a connectivity maintenance algorithm
• We defined performance metrics for a control algorithm designed by Ghedini et al. in
[29, 30], which improves connectivity of multi-robot systems;
• we applied the framework to this algorithm to identify best parameter values that
maximize the performance.
The core ideas of chapters 3 and 5 were included in two manuscripts. The first, related to the
ad hoc communication between iOS devices, was not yet submitted at the time of writing for
intellectual property protection. The second, about multi-robot systems, is currently under
review in Autonomous Robots journal.
• L. Meyer, A. Aguiar, L. Gianoli, G. Nicolescu, A. Shabah, and G. Beltrame, "A Com-
munication Middleware for Ad Hoc Networking with iOS Devices"
• J. Panerati, M. Minelli, C. Ghedini, L. Meyer, M. Kaufmann, L. Sabattini, and G.
Beltrame "Robust Connectivity Maintenance for Fallible Robots"
1.5 Thesis Layout
The rest of this thesis is organized as follows:
• Chapter 2 presents the state of the art. We examine different approaches to restore
communication in crisis event, focusing on ad hoc networks between smartphones. We
also study multi-robot controllers that enhance network connectivity.
5• We evaluate the performance of HEAVEN, the communication middleware developed
by Humanitas Solutions and the MIST laboratory, in Chapter 3. We verify its capacity
to enable infrastructureless communication between iOS devices.
• In Chapter 4, we present the optimization framework for multi-robot control algorithms.
• We apply this framework to Ghedini’s algorithm, in Chapter 5. We identify the pa-
rameters that improve connectivity among the robot formation.
• Finally, Chapter 6 summarizes our findings and lists potential future work before to
conclude the dissertation.
6CHAPTER 2 LITERATURE REVIEW
This chapter investigates two areas of literature. First, we examine the development of ad
hoc networks, mostly involving smartphones. These networks support the communication
between devices in our project (Figure 1.1). Second, we consider multi-robot control algo-
rithms that aim at maintaining the connectivity of the system, which can be used to manage
the robot fleet over a targeted disaster area. For these two fields of research we give particular
attention to the search and rescue applications.
2.1 Ad Hoc Communication Level
Communication without fixed infrastructure is essential for both search and rescue operations,
with or without robotic support. This section describes attempts to restore communication
after calamities. Then, it focuses on the implementation of general purpose ad hoc networks,
as they prove to be particularly suitable for crisis communication.
2.1.1 Solutions for crisis communication
Disastrous events can take various forms. Earthquakes, tsunamis, floods, or terror attack
constitute a narrow panel of crisis examples. They are hard to predict. When they occur,
infrastructure can be damaged and communication totally disabled. However, it is during
such events that communication demand is the highest. Rescue teams must quickly contact
victims to locate them, as well as coordinate their response.
Satellite communication is a recurrent support for search and rescue operations [40, 34].
However, its applications are limited to individuals facing perilous situations in the wild.
Satellite communication is suitable to save lost sailors or skiers buried by avalanche, but
might not be relevant for larger disasters. The main assumption is that victims carry adequate
equipment to be reachable. Moreover, satellite communication comes at a given price and
requires some time to be fully operational over the disaster area.
For this reason, researchers have designed other solutions to connect victims to remote rescue
teams, aimed at establishing mobile ad hoc networks (MANET) between devices in the
disaster area.
In [38], researchers designed a phone dedicated to communication recovery. They plan to
distribute special phones over the disaster area. The phones emit a sound so that victims can
find them. Then, with the device, the victims are able to report their location and the state
7of other victims. These phones communicate through cellular networks provided by access
points, also spread all over the area by the rescue team. This solution assumes the capacity
to drop the phones, as well as that the victims can move to pick the phones. Another global
solution, the Distressnet, proposes to deploy commercial off-the-shelf sensors and routers to
restore a network. Victims then share their locations and other relevant data through the
network [16].
Rather than deploying new devices over the area, other researchers prefer to count on already
existing material. For instance, while the infrastructure can be impaired by the magnitude
of the disaster, laptops might still be operational. Instead of connecting to standard access
points that are no longer available (e.g. cellular network antennas or routers), the remaining
working devices could generate a multi-hop network. Software can reroute the network,
whereas victims may not have the necessary knowledge. Such software could automatically
spread over the network and install itself in new devices that it discovers [48, 27]. Laptops,
however, are generally not easily accessible after disasters.
Smartphones are pervasive devices. The Ericsson mobility report counted more than 4 bil-
lion smartphones spread over the world for the year 2017 [22]. Because of their constant
use and precious value, people constantly carry their smartphones. Consequently, crisis com-
munication should rely on victims’ smartphones to reach their owners. In addition to the
smartphones, other devices can support the communication at a higher level. For example,
hybrid solutions implement local networks that satellite communication extends to a wider
scale [6, 42, 15].
Researchers have developed smartphone applications to share data without relying on any
infrastructure. We list four of these applications, which establish an ad hoc network prior to
enabling the data sharing.
• Disaster messenger is an energy efficient android application disseminating messages
through WiFi direct, an infrastructureless implementation of WiFi [8].
• TeamPhone is another energy efficient message application that can send emergency
notice with location of the user through cellular, ad hoc, and opportunistic networks.
However, to implement the ad hoc networks, the users need to root their devices [44].
• Alert Dissemination used WiFi direct to spread alert during a crisis event. But it
requires an installation before the occurrence of the event [64].
• The NICER911 app has been tested for its user interface and simplicity. It can
connect smartphones of victims and rescuers through ad hoc networks and home routers
8[46].
The different solutions proposed in literature draw a picture of the requirements for crisis
communication. The following points completes the specifications listed by Gardner-Stephen
et al. [27].
• Be infrastructureless. The solution must establish a reliable network, to recover
communication abilities;
• share messages and location of the victims;
• be user friendly. Users should manipulate the solution effortlessly, while they might
be wounded or shocked;
• be easily deployable. The solution should be easily accessible to the victims;
• provide reasonable throughput. Victims should not wait too long to send and receive
messages;
• be energy sufficient. The solution should not drain too much battery power.
2.1.2 Mobile ad hoc networks involving smartphones
Ad hoc networks are suitable to restore communication after disasters. They are easy to
deploy and they do not suffer the loss of few nodes. Moreover, while smartphones are the most
convenient way to reach the victims, they are also furnished with various communications
protocols. We investigate how researchers manage to build ad hoc networks with these
protocols. These networks then not only serve to relay information between victims, they
also serve drones to carry the information to remote areas from which rescue teams can
operate.
To the best of our knowledge, researchers propose only implementations for Android devices.
The Distressnet solution solely mentions compatibility with iOS devices [16]. This bias could
be explained by three factors.
First, Android provided an application programming interface (API) to build ad hoc networks
two years earlier than Apple. Ad hoc WiFi was already available in Android’s API since
October 20111, whereas Apple’s version called MultipeerConnectivity was only available in
their API in September 20132. Second, Android devices are far more common than Apple
1https://developer.android.com/about/versions/android-4.0-highlights.html
2https://developer.apple.com/documentation/multipeerconnectivity#//apple_ref/doc/uid/
TP40013328-CH1-SW1
9ones3. Third, several phone manufacturers employ Android as default OS, whereas iOS is
only commercialized and supported by Apple products. Competition means Android phones
tend to be cheaper and the lower cost also explains why more Android based solutions are
developed to build ad hoc networks.
Ad hoc networks for Android devices commonly rely on WiFi Direct4. WiFi Direct is a certi-
fication for WiFi Peer-to-Peer (WiFi P2P)– or ad hoc WiFi – which allows devices to connect
directly through WiFi, without intermediate infrastructure like a router. In Android’s im-
plementation of WiFi Direct, devices can discover and connect to other devices that support
WiFi P2P. When devices connect through this protocol, they create a new network with a
client-server topology with a group owner. The owner manages the connections of the other
devices. Usually, a confirmation request is sent to the user to connect to a group, but there
are solutions to force a direct connection without any action from the user. The established
network then serves for messaging and data sharing [21, 63].
Nevertheless, Android’s WiFi Direct still presents some limitations. For example, a device
cannot connect to multiple groups, making it unsuitable to build large ad hoc networks.
Researchers have attempted to overcome these restrictions [25, 41, 3] by successively connect
and disconnect to different groups to propagate information. However, this approach is
dramatically slow and unstable. Other solutions propose to root the phones to modify the
Android core. However, this maneuver requires from user knowledge, time, and materials that
are not always available during crisis events. Instead of modifying the kernel of the device,
Garcia Lopez et al. claim that the solution should remain in the user space to guarantee its
portability [26].
Finally, the best option to overcome Android’s limitations is to combine standard WiFi and
ad hoc WiFi. For instance, in [76], Zhuang et al. implement a middleware that do not
require to root the device. This middleware connects WiFi Direct groups with standard
WiFi. Additionally, Trifunovic et al. implemented an Android-based solution without using
WiFi Direct, that builds opportunistic networks [68]. In their approach, devices can have
different states: they are either idle, a receiver, or an access point. In opportunistic networks,
devices retain information until a relevant node of the network appears in their neighborhood.
Then, they transfer the information that will eventually reach its recipient. Opportunistic
networks experience delays because devices do not systematically broadcast the information.
Thus, these networks are not suitable for emergency communication, where we want to avoid
delays.
3http://gs.statcounter.com/os-market-share/mobile/worldwide
4https://wi-fi.org/discover-wi-fi/wi-fi-direct
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Smartphones eventually appear as the best resource to establish local ad hoc networks within
the disaster areas. Solutions have already been implemented for Android, even though they
face numerous limitations. Given their popularity, one simply cannot ignore iOS devices.
Therefore, we need a solution to implement ad hoc networks for Apple’s products that shall
require no effort from the user (e.g. connection confirmation). Even more, it shall be imper-
ceptible; the user will continue to use messaging applications as if the standard network was
still operating. Ideally, only a lower throughput could betray the change of network.
Once we are able to build an ad hoc network between victims’ smartphones, we can extend
this network and relay the information with drones, as it was tested in [53].
2.2 Robot Control
The communication between devices is the first block of our proposed approach to restore
communication after a disaster. The second block consists of deploying unmanned aerial
vehicles (UAVs) to relay communication. This relay is based on the same ad hoc networks
that will connect victims’ and first responders’ smartphones.
This section examines research related to robot control: we first give an overview on single
and multi-robot control algorithms, followed by an analysis of connectivity maintenance
algorithms. Connectivity is not only important to guarantee the success of robot cooperation,
but also to relay the information between victims and rescuers. We also explore how the
optimization of the control parameters can be automated, and other applications of robots
in search and rescue operations.
2.2.1 From centralized robot controllers to distributed controllers
Robots have numerous applications such as area coverage, target surveillance, and package
delivery.
Depending on their environment and purpose, the control of robot motion must address
different problems: obstacle avoidance, path planning, or target following [32].
Control algorithms involve various parameters. The values of these parameters can widely
affect their overall efficiency. For example, Sujit et al. studied the performance of various
path following algorithms [67]. They showed that the trajectory followed by the UAVs is
dramatically influenced by the values of the algorithm parameters. Thus, it is important to
find the best combination of the parameters that gives the optimal trajectory. Testing all
the possible values is time and energy consuming.
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The matter of control becomes more complex as we deal with multi-agent systems. We must
not only control each robot, but also the group they form.
Swarm robotics, taking inspiration from biological swarms, aims at coordinating numerous
robots to make collective behaviors emerge [4].
Yang et al. listed swarm robotics among the most promising challenges of robotics [70].
Pattern formation and goal search are among the problems that swarm robotics tries to
answer [12]. This paradigm suits the solution we imagine to restore communication in a
catastrophic scenario.
For multi-robot control, we distinguish two kinds of algorithms. On one hand, in centralized
algorithms, each robot has access to all the information of the environment. Otherwise, it
assumes a central node that can manage the entire group. On the other hand, distributed
algorithms assume that robots have a restricted knowledge about their environment. This
knowledge is limited to their surroundings. Robots must cooperate and exchange information
to achieve a common task [13]. Richards et al. show that for different problems, like task
allocation or trajectory planning, both types of algorithm have similar success [57]. Cen-
tralized algorithms require a more computational power and a constantly operational and
well-connected central node. Conversely, distributed approaches require local communication
between robots to compensate the lack of information.
Besides this dichotomy between centralized and distributed multi-robot control algorithms,
we list three major approaches for these algorithms in literature:
• The definition of a potential force that constrains the movement of robots. The robots
move in the direction that minimizes this potential. The farther the robot is from this
equilibrium position, the faster it moves. Masoud et al. defined potentials for obstacle
avoidance and rendezvous [45]. In these cases, potentials are minimal when robots
avoid an obstacle or when they reach their meeting point.
• The creation of master-slave relations. A robot defined as a master plans the trajec-
tory and communicates its decisions to slaves that will follow it [33].
• The creation of virtual leaders. If having a leader can be convenient to manage
a group, it can also have disastrous results when the leader device fails. Thus, it is
interesting to define virtual leaders that are not actual robots. For example, Leonard
et al. use beacons as virtual leaders [39], while Shi et al. consider reference signals [66].
The definition of a potential suits to the distributed philosophy, whereas the presence of a
leader is common in centralized algorithms.
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The two last options – master-slave relation and virtual leaders – are not suitable for search
and rescue applications. In practice, a failing leader impairs the whole group and compromises
its mission. Even if a strategy is planned to substitute the leader, the transition might cause
unexpected behaviors. Furthermore, if virtual leaders are beacons, the strategy requires
advance operations over the disaster area, which might be inaccessible.
Therefore, distributed algorithms that define potential forces appear to be most suitable
solution to control robots during a search and rescue operation.
Control algorithms relying on potential force also involve various parameters. In [5], Bennet
et al. propose a distributed algorithm to control a formation of UAVs. The parameter values
of their algorithm modifies the shape of the formation. The robots can arrange themselves
in cluster, ring or double ring depending on the parameters values. Given a distributed
algorithm relying on a potential, it is interesting to evaluate how its parameters affect the
final behavior of the system.
2.2.2 Decentralized enforcement of the connectivity
Connectivity can be maintained using virtual potentials.
Researchers attempted to preserve local connectivity, to ensure the connectivity of the
whole network [54, 37]. Local connectivity ensures that if two agents are connected, they
remain so. Thus, if robots are deployed connected, the control algorithm preserves this con-
dition while the agents fulfill their goal, like exploring an area. However, this approach might
be restrictive since it doesn’t allow to break ties between robots, even if it doesn’t hinder the
ability to communicate and help to reach later a better connectivity state. Zalvanos et al.
introduced metrics based on graph theory to evaluate and improve the global connectivity
of a multi-agent system [75]. These metrics are detailed in Chapter 4. Connectivity main-
tenance algorithms aim at maximizing these metrics. Nevertheless, these first approaches
require a global knowledge of the network. Further works achieved global connectivity with
decentralized algorithm – i.e. with only local knowledge.
Yang et al. proposed a first distributed method to estimate the connectivity [71]. Sabattini
et al. also estimated connectivity with only local information [59]. They also implemented
a potential force to control the robots and maximize the estimated connectivity [60]. In
[58], Robuffo et al. combined the connectivity maintenance with obstacle avoidance using a
distributed algorithm and a potential force.
A common point of these approaches is the estimation of global properties by decentralized
algorithms, which are then used to define potentials to control robot motion.
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However, those connectivity maintenance algorithms are not sufficient to provide robust
networks. Robots can fail because or run out of batteries. The failures of few robots can
irrevocably impair the network leading to connectivity loss. Robustness is the property of
a network that expresses its tolerance to failures. Besides maintaining connectivity, Ghedini
et al. proposed a promising algorithm to enforce robustness and connectivity [29, 30]
For our search and rescue application, Sabattini and Ghedini’s works are encouraging. Not
only they offer distributed algorithms to maintain connectivity, but they also enforce robust-
ness. Robots are expected to fail over the disaster area where rescuers cannot go.
It is worth noting that the parameters of these algorithms are set empirically, even though
they largely influence the performance of the control. Thus, the optimization of Ghedini’s
algorithm is the main subject of Chapter 4.
Although local estimators and potential fields have been widely used to develop multi-robot
control algorithms, other approaches have been proposed. For example, Couceiro et al.
considered the initial deployment of the robots as essential to maintain connectivity [17].
They use a master-slave algorithm, in which they define ranger and scout roles. The ranger
robots carry the scouts to an area of interest. Then, the scouts spread in a spiral formation
that ensures the connectivity for the group. They finally explore the area under a control
law that maintains local connectivity. Such deployment, however, assumes a pre-existing
knowledge of the disaster area. In [61], Saldana et al. adopt triangular formation patterns
to increase the robustness of the network against node failures, and malicious attacks. This
approach requires a greater number of robots, due to the triangular pattern. It can also reduce
the size of the area covered by the robots because it imposes the robots to be connected to
two neighbors at least.
2.2.3 Controller optimization
We want control algorithms to autonomously spread robots over a given area while main-
taining them connected. Because all the candidate algorithms involve numerous parameters,
whose values affect the performance of the solution, we need to find the best configuration.
It can be tedious to test all the parameter values to identify the best combination.
Simulations help shorten the experimentation time, and dispense the need of physical infras-
tructures.
The parameter values discovered in simulation need to be later verified in realistic conditions.
However, even with simulations the evaluation all the parameter space can take so much time
to be practically unfeasible. To properly set the parameters of the control law algorithms, we
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must consider automatic algorithm configuration based on optimization. This process was
discussed by Hutter et al. [35]. Given an algorithm, a parameter space and a cost metric,
we want to find the parameter combination that minimizes the metric. In the same article,
Hutter et al. improve a basic iterated local search of the parameter space, by comparing
different combinations on several instances. Furthermore, more sophisticated approaches try
to evaluate the performance of a new configuration based on the results of the previously
tested ones. They also use decision tree to determine the best parameters combination [36].
These works focus on solver algorithms for mixed integer linear programming problems, like
the CPLEX, which can be used for various problems.
2.2.4 Other use of robots in search and rescue operations
Because of their price, ease of deployment, and technical potential, robots have been often
considered in search and rescue applications [50, 19, 14].
Task allocation is a classic problem for robots in search and rescue operations. Victims,
meeting point, equipment lifting are tasks that robots can achieve during such operations.
Considering a heterogeneous group of robots with different capabilities and resources, task
allocation tries to maximize the overall efficiency of the group. For this purpose, classic
optimization based on constraint satisfaction allocates tasks to robots [49, 2]. Among the
constraints we count, for example, the urgency of the tasks, the battery life of the robots,
their ability to reach the goal. This approach assumes a perfect knowledge of the disaster
area, and the nature of the tasks to achieve. Other strategies involve auction-based algorithm
to determine the goal of each robot [69, 65].
Nevertheless, to be successful this algorithm supposes an already connected network. Once
again, the free parameters of these algorithms are set empirically.
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CHAPTER 3 VALIDATION OF THE COMMUNICATION MIDDLEWARE
In multi-agent systems, devices often need communication to fulfill their goal. For example,
to arrange robots in a specific formation, we can exchange their relative positions. Good
communication network is essential to such systems’ success [72, 1].
In remote or disaster areas classic communication infrastructures are not always available.
This lack shall not impair communication between agents. Moreover, catastrophes stress the
need for infrastructureless communication networks, because the are more likely to debilitate
fixed infrastructures. During such events the communication demand is high: victims want
to share their situation and rescue teams want to coordinate their operations.
Fortunately, robots and smartphones come equipped with various communication protocols.
These services can serve to build networks independent of any infrastructure.
Humanitas Solutions and the MIST developed jointly the Heterogeneous Embedded Ad Hoc
Virtual Emergency Network (HEAVEN). This middleware builds ad hoc networks between
heterogeneous devices. They can then exchange data through the network. HEAVEN aims
at enabling upper-layer applications, like messaging services, to work normally, as if classic
infrastructures were still available. Thanks to HEAVEN the loss of connection to the Internet
becomes imperceptible to final users.
Our goal is to validate HEAVEN as a middleware for crisis communication.
First, this chapter overviews HEVAN’s design. Then, it presents the performance of the
middleware. We want to ensure that HEAVEN provides sufficient bandwidth. Finally, we
discuss the gap between theoretical and experimental performance.
3.1 HEAVEN : A Middleware for Ad Hoc Networks
3.1.1 Design overview
HEAVEN has been designed to work on various devices (e.g. smartphones, computers, UAVs).
As soon as a device is in the communication range of the other and both have HEAVEN
enabled, they can communicate. In this chapter we focus our interest to iOS devices, for
which HEAVEN can be downloaded as a regular application from the App Store.
To give an overview of HEAVEN’s architecture, we follow the Open Systems Interconnection
model1 (OSI). This model describes communication systems as a combination of different
1https://en.wikipedia.org/wiki/OSI_model
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abstract layers. To understand this representation let’s consider the basic example of an
epistolary correspondence. In OSI we distinguish the following layers. The physical layer
corresponds to the ink used to form the letters. It is the first level of a communication
system, where raw information is exchanged through physical mean. The data link layer
corresponds to the postman, who delivers the information. The network layer corresponds
to the address system. The transport level, finally, corresponds to the whole post service,
which groups letters and check their receptions.
The same way, we can divide HEAVEN’s architecture in distinct layers.
• Physical layer: HEAVEN relies on the underlying operating system of the device on
which it is installed. Considering iOS devices, HEAVEN can use standard WiFi, Blue-
tooth, or Apple Wireless Direct Link interfaces (APWLD). The latter allows to use
WiFi without having a router. APWLD can be seen as the Apple counterpart of the
Android’s implementation of WiFi Direct. It is based on a proprietary Apple technol-
ogy called Bonjour. Bonjour provides service discovery of the surrounding devices. It
also allows direct communication with other devices. Bluetooth and Apple Wireless
Direct Link allow to establish ad hoc networks.
• Link layer: HEAVEN provides two kinds of communication services: broadcast and
node-to-node, also called unicast. With the former, devices advertise all their neighbors.
With the latter, they communicate directly. The broadcast communication service is
supposed to be the slowest.
• Network layer: HEAVEN provides two types of routing protocols – gossiping and multi-
tree routing protocol. Routing protocols determine the path followed by the information
to reach its recipient. The gossiping routing protocol makes all devices forward packets
they receive. However, it limits unwanted retransmission to avoid flooding the network.
The multi-tree routing protocol makes devices share periodically information about the
network. It is then used to optimize the routing of packets.
• Transport layer: HEAVEN relies on two classical transport protocol: the transmis-
sion control protocol (TCP) and the reliable user datagram protocol (RUDP). TCP
verifies that sent packets are effectively received. It retransmits packets that are not
acknowledged by the receiver. The transmission rate is dynamically adapted. On the
other hand, RUDP also guarantees that packets are correctly received. But it fixes the
transmission rate.
HEAVEN offers several options for the different communication layers. This guarantees a
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great adaption of the middleware to various situations. For instance, if we consider the
physical layer, when classic infrastructure is available, it will work over WiFi for better
performance. When required it will use ad hoc networks instead.
We evaluate the performance of HEAVEN’s slowest configuration. The Figure 3.1 and Ta-
ble 3.1 present the settings of the communication layers for such configuration. We assume
that other configurations will provide better performance, because they will use better op-
tions for each layers. Hence, if we can ensure that HEAVEN’s slowest configuration correctly
transmits packets with a sufficient speed, we will ensure its capacity to restore communica-
tion.
We expose HEAVEN’s theoretical throughput. We then compare it to the empirical number
of packets exchanged per seconds using the middleware.
3.1.2 Theoretical performance
In order to evaluate HEAVEN’s theoretical throughput, we must describe further how it
works.
HEAVEN is implemented over the Bonjour software2. Bonjour allows to ping the local net-
work by sending regular advertisements of its services. HEAVEN uses these advertisements
to spread relevant information. Each advertisement carries a payload, of 6 375 kB. The pay-
load is formatted as a dictionary, in which each key-value pair cannot be larger than 255 B.
The pairs are also referred as frames, which HEAVEN transmits through the broadcast layer.
The key is necessarily 5 Bytes large and contains no useful information by itself. Therefore,
only the content of the value, which is fixed to 250 B, hosts the message we want to trans-
mit. The major idea behind HEAVEN is to encapsulate packets in these values, which are
then propagated by the Bonjour service. Each communication layer adds a new header to
the original message. These headers help the corresponding layers to handle the data when
2https://support.apple.com/bonjour
Table 3.1 – Configuration of the different layers for HEAVEN’s low speed version.
Layer Configuration
Physical WiFi/ Apple Wireless Direct Link
Link Broadcast communication service
Network Gossip routing protocol
Transport layer RUDP/ TCP
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Figure 3.1 – Different layers composing HEAVEN’s low speed version.
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another device receives the packets. Figure 3.2 shows the size of each encapsulated header
in the Bonjour advertisement.
The theoretical throughput is computed as the number of packets Bonjour sends, while it is
advertising, divided by its update rate.
Ps be the payload size of the Bonjour advertisement, and p the size of a key value pair, the
number of pairs we send with each advertisement is
k = Ps
p
(3.1)
k also indicates the number of frames in a single Bonjour advertisement. Considering the size
of the headers, each pair can carry a payload of size s = 216 B. To send messages, HEAVEN
has to chunk them into 216 B frames. Therefore, ks is the amount of relevant information
send by each advertisement. Bonjour’s service emits at a fixed rate δ = 5 s. The theoretical
throughput using a single advertisement φ is finally defined by the following equation
φ = ks
δ
(3.2)
With the previous values we would get a theoretical throughput of 1.080 kB/s. It would be
enough to support short emergency messages. However, the fixed advertising update rate
induces consequent delays in multi-hop communications.
Messages are received with the same probability over the time. Let’s t be the time when
a message arrives in the interval [0, δ]. Once received, the message wait for δ − t to be
transmitted to the next hop. The expected waiting time of messages at each hop is computed
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as follows. ∫ δ
0
(δ − t)dt
δ
(3.3)
For an update rate 5 seconds, the induced delay is 52 . Multi-hop communications accumulate
this delay at each transmission; thus the overall throughput is eventually reduced.
δ can not be modified to overcome this weakness. Nonetheless, the HEAVEN development
team exploited a possibility of Bonjour software to increase the throughput. Several adver-
tisement sessions can be active in parallel. By using several sessions, we can virtually reduce
the update rate of the Bonjour advertisement. Let’s consider n Bonjour sessions launched
sequentially with an offset τ .
τ = δ
n
(3.4)
Using these sessions, the throughput becomes
φn =
nλs
δ
(3.5)
It increases the throughput, and divides the delays by n. If we consider 20 Bonjour sessions,
we get a throughput of 21.6 kB/s.
We want to verify that HEAVEN’s implementation provides such throughput.
3.2 Validation Methodology
To evaluate HEAVEN, the development team built an iOS testing application. This applica-
tion aims at replicating conversations between devices. It must be installed on several devices
to enable the mddleware and log the data transfer.
A JSON file helps to configure the tests. It set the parameters of each communication layer.
It also contains all the different messages that are gonna be exchanged. Finally, it explicitly
defines scenario describing which device will send or receive which message. Every edition of
the JSON file requires to recompile the testing application on each device.
For a test, a user has to select a HEAVEN configuration and a scenario. The devices will
then send and receive messages according to the scenario. Once the conversation is over, the
testing application generates a text file. This output contains all the information related to
the data transmission.
First, we ensure HEAVEN correctly support communication. We send image files up to
several MB and verify they are received as identical. Second, we measure the throughput
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provided by HEAVEN. We test the middleware in optimal conditions to assess its best per-
formance, and in multi-hop communications, which corresponds to more realistic situation.
To evaluate the throughput provided, we measure the time taken to transfer an image,
converted as a 166 kB string. Moreover, we automate the analysis of the log files with
Python scripts.
The preparation of the test helped the development team to improve both the middleware
and its testing application.
The following sections detail HEAVEN’s configurations used to evaluate the throughput.
3.2.1 Throughput in optimal conditions
To gauge the best throughput we want to transfer data as fast as possible, while avoiding
any retransmission. Retransmissions maintain the connection active longer; thus they reduce
the measured throughput. We use RUDP protocol; because, compared to TCP, it speeds
data transfer by checking less regularly if packets have been correctly received. We set the
number packets that can be sent without acknowledgment to 1000. Given the size of the
message, this allows to send it entirely without requiring any acknowledgment. We also set
the retransmission timeout to 100 seconds. The sender will wait 100 seconds for sending
another time an unacknowledged packet. It let the time for the receiver to send a reception
acknowledgment of the whole message. In spite of these precautions, we check afterwards
that no packet has been retransmitted. It worth to note that in realistic conditions – in which
packets can be lost – these retransmissions ensure the integrity of the received message.
Table 3.2 shows the parameter we modify to evaluate their impact on the throughput. We
test three different numbers of Bonjour sessions. As suggested by equation 3.5, throughput
should increase with the number of Bonjour sessions. We also compare the results with a
WiFi router and with WiFi ad hoc.
3.2.2 Throughput in multi-hop communications
We later investigate the performance of HEAVEN in more realistic conditions. We evaluate
the throughput in 1-hop (A-B-C), and then 2-hop (A-B-C-D) communications. We dispose
of three or four devices for these communications respectively. They are all placed few
centimeters of each other. However, to enforce a 1-hop communication (e.g. A-B-C), we
ensure that A and C cannot directly communicate. All the devices are iPhones or iPod
Touch. Once again we compare different number of Bonjour sessions.
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Table 3.2 – Configurations used to evaluate HEAVEN best throughput.
Parameter Values
Number of Bonjour sessions 5 10 20
Network configuration Devices
connected to a
router through
standard WiFi
Devices
connected
through WiFi
ad hoc
Devices placed 2
meters apart
and connected
through WiFi
ad hoc
We now rely on TCP to allow retransmissions. After few calibration tests we set the TCP
parameters as showed in Table 3.3.
3.3 Results
First, we consider the test of HEAVEN using RUDP to asses its optimal throughput. Fig-
ure 3.4 shows the global performance of HEAVEN using RUDP. Figure 3.3 illustrates the
transfer of frames during a conversation using this protocol.
We see in the figure that HEAVEN quickly reaches a plateau of 25 frames per advertisement.
This maximum value was predicted by equation 3.1. It comforts us in the idea of using
this protocol to assess the best performance of HEAVEN. Remarkably, in the plot, received
frames precede the ones sent. This might be caused by unequal delays to write information
in the log file.
Regarding the throughput, we notice, in Figure 3.4, that standard WiFi always surpasses
WiFI ad hoc in providing better performance. Moreover, throughput decreases when device
are further to each other.
Table 3.3 – TCP parameters used to evaluate HEAVEN performance in realistic conditions.
Parameter Value
Retransmission timeout 10s
Retransmission max for one packet 10
Packets queue size 400
Number of unacknowledged packets allowed initially 1
Number of unacknowledged packets allowed maximum 200
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Table 3.4 shows the relative gap between the theoretical throughput and the average mea-
surement. Those results slightly change if we consider the median instead of the mean value;
hence the following remarks remain valid. It appears that using 5 Bonjour sessions gives a
better performance than theoretically estimated. On the other hand, for 10 and 20 Bonjour
sessions, the theoretical throughput is always better. The more active Bonjour sessions we
have, the better is the throughput, as equation 3.5 let us foresee.
Table 3.4 – Gap between measured throughput and its theoretical value.
Configuration Theoretical
through-
put
(kB/s)
Average (kB/s) Relative gap (%)
5 5.40
Standard WiFi 5.62 +4.0
WiFi ad hoc 5.58 +3.3
WiFi ad hoc 2 meters 5.53 +2.3
10 10.8
Standard WiFi 9.70 -10.2
WiFi ad hoc 9.01 -16.6
WiFi ad hoc 2 meters 8.00 -26.3
20 21.6
Standard WiFi 18.5 -14.3
WiFi ad hoc 9.57 -55.7
WiFi ad hoc 2 meters 7.36 -65.9
In order to understand the difference between the theoretical and empirical throughput, we
measure the actual update rate of the Bonjour sessions. Indeed, a slower Bonjour adver-
tisement update rate would reduce the throughput. Therefore, we compare the empirical
update rate to the one expected in equation Equation 3.4. Table 3.5 shows the average of
the values obtained from the log file. Except for 5 Bonjour sessions active in parallel, we see
that the update rate is constantly slower than expected. We can then compare the measured
throughput in Table 3.4 and the theoretical throughput we would get with the actual Bon-
jour session update rate of Table 3.5. These values are closely similar. Most of the time, the
measured value is even better. The approximation made by computing the average update
rate in the time could explain the outperformance of the empirical values.
Finally, the middleware provides a throughput generally close to what the theory predicts.
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Figure 3.3 – Number of transmitted frames through HEAVEN with RUDP, while sending a
single message between two devices.
However, we noticed that the Bonjour session update rate tends to be slower than expected.
A computational overload could be the reason of such delay.
Regarding more realistic communications, Table 3.6 and Table ?? give the measured through-
put for 1-hop and 2-hops respectively. Because of accumulated delays, the HEAVEN’s per-
formance naturally decreases with the number of hops. When we consider the standard
deviation of the results and the percentage of retransmitted packets, 5 Bonjour sessions al-
ways provide a more stable throughput. When we compare how the number of Bonjour
sessions affect the throughput, we see no obvious difference.
Figure 3.5 shows how the number of transmitted frames evolve during the 1-hop commu-
nication. The number of transmitted frames with TCP does not reach its maximum, as
it is the case with RUDP in 3.3. It is due to the high number of retransmissions. When
retransmissions are too frequent, the TCP protocol reduces the size of the frame.
Finally, 3.8 compares HEAVEN’s throughput with values exhibited by other solutions. It
appears that HEAVEN is from far the slowest solution. However, it is precisely the first and
slowest version of HEAVEN that has been tested. The throughput provided could already
support emergency messaging application. Thus, improved version of HEAVEN have an
auspicious potential to restore communication in disaster scenario. Moreover, HEAVEN is
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(a) 20 Bonjour sessions
(b) 10 Bonjour sessions
(c) 5 Bonjour sessions
Figure 3.4 – Measured throughput for various networks configurations and number of
Bonjour sessions active in parallel. The blue dotted line represents the theoretical value of
the throughput. The triangle stands for the mean value of the sample, while the orange line
represents the median, whose value is displayed on top. Boxes contain data from the first to
the third quartile. Whiskers spread to the min and max of values.
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Table 3.5 – Measured Bonjour session update rate.
Configuration Expected
Bonjour
sessions
update
rate (s)
Average ±
deviation (s)
Corresponding
throughput
(kB/s)
5 1.00 5.40
Standard WiFi 0.995 ± 0.0170 5.43
WiFi ad hoc 1.00 ± 0.0181 5.40
WiFi ad hoc 2 meters 1.01 ± 0.00616 5.35
10 0.5 10.8
Standard WiFi 0.592 ± 0.104 9.12
WiFi ad hoc 0.632 ± 0.0877 8.54
WiFi ad hoc 2 meters 0.714 ± 0.0956 7.56
20 0.250 21.6
Standard WiFi 0.320 ± 0.0879 16.9
WiFi ad hoc 0.587 ± 0.0454 9.20
WiFi ad hoc 2 meters 0.645 ± 0.0789 8.37
the only solution that is supported by iOS devices.
3.4 Recommendations
The previous results prove that HEAVEN provides sufficient throughput to support crisis
communication. They also allow us to discover two characteristics about HEAVEN’s imple-
mentation. First, the update rate of the Bonjour session is slower than expected. Computa-
tional overload should be investigated in further work as it could explain this delay. Second,
we see that fewer Bonjour sessions provide a more stable throughput in multi-hop communi-
cations. Although, throughput theoretically increases with the number of sessions, they shall
not be too many to avoid dispensable retransmissions.
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Table 3.6 – Measured throughput for 1-hop communications, using TCP protocol.
Number of
Bonjour
sessions
Average
throughput
(kB/s)
Standard
Deviation
(kB/s)
Packets
retransmitted
(%)
5 2.62 0.0943 38.2
10 2.56 0.249 28.7
20 2.41 0.312 52.1
Table 3.7 – Measured throughput for 2-hop communications, using TCP protocol.
Number of
Bonjour
sessions
Average
throughput
(kB/s)
Standard
Deviation
(kB/s)
Packets
retransmitted
(%)
5 2.09 0.113 56.29
10 2.24 0.219 62.0
20 2.13 0.395 67.3
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Figure 3.5 – Number of transmitted frames in the time through HEAVEN, using TCP.
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Table 3.8 – Comparison of HEAVEN’s throughput with solutions from the literature.
Ref. Description Direct
communi-
cation
(kB/s)
1-hop (kB/s) 2-hop (kB/s)
[48] Opportunistic networks.
Throughput measured with
computers.
2500 1250 625
[8] Android application.
Throughput measured with
Samsung devices.
175
[43] Opportunistic networks.
Android application.
Throughput measured with
Samsung devices
2500 750 375
HEAVEN Throughput measured with
iOS devices
9.6 2.6 2.2
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CHAPTER 4 ARCHITECTURE OF THE OPTIMIZATION FRAMEWORK
Once we have a middleware that enables ad hoc communication, we need control algorithms
that maintain devices at communication range. Communication protocols like WiFi or Blue-
tooth only work within a range of few meters. Beyond this scope devices are unable to
communicate regardless the network architecture used – infrastructure based or ad hoc. To
keep all robots of a fleet close enough to exchange data would be a possible solution. How-
ever, we also want them to spread to cover the widest area possible. We need to reach a
compromise between those different objectives.
Several algorithms have been proposed in the literature (see chapter 2) to maintain con-
nectivity while fulfilling specific goals, like area coverage. These algorithms involve various
parameters whose values affect the performance regarding the two objectives. To find the best
parameters consumes precious time and resources. Therefore, we develop an optimization
framework to automate the tuning of mutli-robots controllers.
In this chapter, we detail, from a software engineering perspective, the architecture of the
optimization framework. First, we argue for the use of simulation software to save valuable
resources. Then, we present commonly used robotics simulation programs: ARGoS and
Buzz. Finally, we emphasize on Opymist, the core module of the optimization framework.
4.1 Software Simulation
To assess the performance of robot control algorithms, we want to reproduce their behavior
in authentic situations. Software simulations are particularly suitable for this task. They
simulate multi-robot behavior with accurate physical engines, without the constraints of real
experimentation.
4.1.1 Software rather than on field experiments
Although robots are becoming cheaper, to study multi-robot systems is not affordable. They
can count to tens of robots, which multiplies the costs as many times as the number of robots.
Moreover, some extreme configurations of the control algorithms may lead to irrevocable
damages. For instance, if the control allows robots to move with a too high velocity, it might
be unable to prevent collisions. Robots maintenance and repairs also must be anticipated in
the experiment budget.
Furthermore, robots and especially UAVs require space. A robot could not fly in a laboratory
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room. Consequently, experiments must be done in open areas. Moreover, to make several
robots fly, we shall comply with local aviation law. We should also check weather forecast,
and move all the material to the suitable location. All this logistic imposes a long and
expensive preparation of the experiments.
To manipulate real robots is also time consuming. For each configurations of the control
algorithm we have to test, we must reset all the robots. Also, some interesting behaviors
might emerge after a long time, like complex formation patterns. It would require to wait
for a consequent amount of time, which finally reduces the number of configuration that can
be tested.
Finally, the price of robots, the space they need, and the time are major constraints for
real experiments. Software simulations allow to reduce drastically these quantities. Software
programs might be expensive to develop, but they are eventually cheaper than multiple
experiments. Moreover, it exists free software, whereas there is no free robot. Simulation
programs reduce the space required for the experiment at the size of the computer which
hosts the simulation. Therefore, simulation software are helpful to measure quickly the
performance of mutli-robot control algorithms.
4.1.2 Existing robotics simulation programs
Various robot simulation programs exist. Some are dedicated to design industrial robots,
other focus on dynamic simulations of multiple robots in 3D environment. Gazebo1, Webots2
and ARGoS3 are examples of the latter. We decided to use ARGoS because it provides
multi-physics engines, in addition to be an open-source and free solution [55]. It can be
easily customized, hence easily integrated to our optimization framework. Moreover, ARGoS
works along with Buzz4, a programming language for robots [56]. This language can be used
both in simulations and on real robots. Therefore, it is particularly appreciated to confirm, in
realistic conditions, the performance of the best parameter configuration found by simulated
experiments.
We now briefly explain how ARGoS and Buzz work, to ease the understanding of their
integration in the optimization framework.
1http://gazebosim.org/
2https://cyberbotics.com/
3http://argos-sim.info/
4http://the.swarming.buzz/wiki/doku.php?id=start
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ARGoS
ARGoS is a C++ program developed by Pinciroli et al. to simulate multi-robot systems. It
works with an xml file that details all the parameters of the simulation. We refer to these
xml file as the ARGoS file. The number and type of robots, the dimension of the arena in
which they evolve, and also the physic engines are all listed in the ARGoS file. Nevertheless,
the core of the code stands in C++ files. It is organized as plug-ins that can be easily added
and removed. The robot control algorithms can be entirely customized, and new robots
created for specific purposes. Thus, the modular architecture of ARGoS offers the possibility
to simulate a wide range of mutli-robot systems.
Moreover, at each time step of the simulation, the program can run specific functions, called
loop functions. They are particularly suitable to monitor robots positions, and complete
tasks that require coordination with global knowledge.
Buzz
Buzz is a programming language for cooperating robots. It allows to program simply complex
behaviors. To write Buzz code is simpler than to create new C++ plug-ins for ARGoS.
Moreover, Buzz can be easily interface with ARGoS. Actually, we can write code in Buzz,
compile it, and refer to it in the ARGoS file. The simulator will then load it to handle
the robots. Consequently, we can implement the same control algorithm in Buzz and get
identical results with the ARGoS simulation.
4.2 The Optimization Framework
ARGos and Buzz allow to easily implement a control algorithm and test it in a simulated
environment. Although simulations save time and resources compared to real experiments,
to evaluate all the possible configurations of an algorithm remains a fastidious task. We need
to automate the exploration of the parameters space in order to find the best configuration
for our purpose.
Therefore, we decide to develop an optimization framework to plan the space exploration. It
takes as input ARGoS and Buzz files that simulate the controller, a set of parameters to tune,
and metrics to evaluate performance. As a result, the program returns the best parameters
found regarding the metrics.
Algorithm optimization programs already exist [35, 36]. However, these programs focus on
generic problems with multiple instances. Moreover, they do not include useful tools that
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ease the interface with robotics simulation software.
This section details the core of the optimization framework. First, we explain the choice for
Python as main programming language. Then, we detail the architecture of the program.
Finally, we emphasize on the portability of the optimization framework to any robot control
algorithm that can be run by ARGoS.
4.2.1 Python, a suitable language for the core of the framework
Python is a high-level programming language initially designed by Guido Van Rossum in the
late 1980s 5, 6. Since then, Python has been constantly maintained, and new releases have
been proposed regularly.
To reduce and simplify the amount of code required to optimize robot control algorithms
also motivates our optimization framework. Thus, it is desirable to build the core of our
program with a language users are already familiar with. As a general purpose and easy-to-
use programming language, Python is common among developer and researcher communities.
It is, hence, suitable to constitute the base of our optimization framework.
Python also comes with a prodigious quantity of modules – developed by the community
– that fulfill specific goals. For instance, there is a module to find and edit promptly ex-
pressions in large files. There is another to execute external process. These modules are
particularly convenient to handle ARGoS and Buzz. They can edit configuration files and
launch simulations.
Pygmo is another Python module, which has been developed by the European Space Agency.
It gives a framework for problem optimization [10]. It provides a full range of optimization
algorithm including genetic algorithm (GA), simulated annealing (SA), and particle swarm
optimization (PSO). Most of the Pygmo’s functions have been implemented in C++ and
interfaced in Python. Simple functions in Python hide a powerful optimization machinery
written in C++. Thanks to the abstraction of its design, Pygmo adapts to a wide scope of
problems. It is the perfect library for our optimization.
Being simple and modular, Python has been chosen for the core of our optimization frame-
work. It provides all the bricks required to build a strategy that finds the best parameters
of robot control algorithms. Particularly, it provides:
• modules to select new parameters to be tested;
5https://en.wikipedia.org/wiki/Python_%28programming_language%29
6https://www.python.org/
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• modules to modify configuration files with the newly selected parameters;
• modules to execute ARGoS simulations regardless the underlying operating system.
All these modules, however, have to be brought together.
4.2.2 Organization of the code
Pygmo already gives an optimization framework with a high level of abstraction. It inspires
the core structure of our framework. This sections describes Optymist, the module we
develop, which combines Pygmo with ARGoS and Buzz.
Pygmo as a starting point
Pygmo handles optimization problem by distinguishing three abstract classes: problem, pop-
ulation and algorithm. The problem declares the objective function to be minimized, and
delimits the parameter space. The population gather candidate solutions to the problem.
Finally, the algorithm class makes the population evolve in order to find better candidates.
The idea behind Optymist is to reduce the amount of code necessary to adapt Pygmo to
ARGoS simulations. By adding an upper layer to Pygmo’s problem class, we make the
module specific to robot control algorithms. Then, we can normally use population and
algorithm classes to find the best parameters. Figure 4.1 shows the UML diagram of this
new class.
Figure 4.1 – UML class diagram of the problem class of Optymist module.
Pygmo’s problem class must at least provides a parameter space and an objective function.
Thereby, the class must contain the two following methods: get_bounds and fitness. The
former gives the bounds of the parameter space. The latter returns the performance of
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the current parameters. Pygmo provides a basic example to minimize the sphere function
between -2 and 2, reproduced in code 4.1.
1 class sphere_function:
2 def fitness(x, y):
3 return [sum(x*y)]
4
5 def get_bounds ():
6 return ([-1,-1],[1,1])
Code 4.1 – Pygmo’s mandatory methods implemented for the example of the sphere
function.
While the parameter bounds depend on the problem we are trying to solve, the fitness method
will always relies on multi-robot simulations. To fit any simulation, we implement an abstract
method that will be latter called by Pygmo. The pseudo code Code 4.2 shows the behavior of
the fitness function that suits any ARGoS simulation. This new method edits the controller
parameters directly in Buzz scripts. Then, it compiles Buzz files to take the parameter
changes into account. It launches the ARGoS simulation. Finally, the performance of the
simulation is evaluated through the metrics function and returned to Pygmo’s optimization
algorithm.
1 def fitness(parameters ):
2 edit_config(parameters)
3 compile_buzz_scripts ()
4 run_argos_simulation ()
5 simulation_output = get_simulation_output ()
6 metrics = compute_metrics(simulation_output)
7 return metrics
Code 4.2 – Abstract implementation of the fitness function for ARGoS simulation.
To use Optymist, a user shall only implement the functions compute_metrics, get_bounds.
They correspond respectively to the objective function of the robot controller, and to the pa-
rameter space limits. Optymist requires to implement as many functions as Pygmo. However,
the user has been spared all the complex task to adapt Pygmo to robot control algorithms.
Performance evaluation of robot control algorithms
Although the compute_metrics, which defines the objective function, is specific to the user’s
problem, we ease its computation. We assume that any metrics can be computed from
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the robot states. Therefore, we allows ARGoS to record information at every step of the
simulation and we implemented few basic functions in Python to compute basic metrics.
We implement ARGoS functions to output information of the simulation into a JSON file. At
each time step, position and orientation of every robot are stored in a buffer. Every hundred
time steps, and at the end of the simulation, the buffer is written in the output file. At the
end of the simulation all its history can be retraced through the output file.
JSON is a standard to store data pairing key and value, in a human readable format7. Various
programming languages, including Python, easily manipulate JSON files. We preferred JSON
over other formats like CSV, because it was more easily read by humans, and handled faster
by Python. We relied on an open source library8 under MIT license to write JSON output
in C++.
We assume that positions and orientations were enough to compute any objective function.
However the JSON format is convenient to add new data if required. Further information
like the battery charge of the robots can be easily added to the output.
Besides, the Optymist module comes along with already implemented functions. For example,
the computation of connectivity metrics is already available. These functions help the end
user to build custom objective functions.
Management of initial configuration
During the development of the optimization framework, we noticed that the initial placement
of the robots could have a major impact on the performance. ARGoS allows to distribute
robots over the arena with different algorithms. They can be spread in a grid formation,
with a uniform or normal probability. They can also be generated at fixed positions. Al-
though these methods are useful, they limit the placement of robots to simple strategies.
For instance, they are not suitable for connected networks without trivial formation pattern.
The probabilistic distributions lead to unconnected graphs, except if we restrain the initial
positions to a narrow area. Therefore, we implement position generator tools to help the user
to configure its simulation.
We implement this position generators with a high level of abstraction. It allows the user
to follow a structured scheme to implement new algorithms that would have not already
provided. The UML class diagram, in Figure 4.2, presents the classes that handle initial
positions of the robots. First, the abstract class PositionGenerator gives the pattern that
7https://en.wikipedia.org/wiki/JSON
8https://github.com/nlohmann/json
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any position generator should follow in Optymist.
As an example of a concrete position generator, the ConnectedGraphGenerator inherits from
the latter abstract class. It generates connected formation. algorithm 1 shows the pseudo-
code of our algorithm, used in the method called generate_positions. We first spawn
robots randomly in a given area. We ensure that robots are not too close to avoid collisions.
Then, we verify they form a connected graph. We repeat the process until it generates a
compliant formation. Figure 4.3 gives a formation generated with the algorithm for 8 robots,
distributed randomly in a area of 1.5x1.5 m2.
Once positions are generated, they must be encoded in the ARGoS file. The ArgosFileGenerator
edits the ARGoS file provided by the user with the corresponding positions.
Folder organization
Finally, to conclude with Optymist, the 4.4 shows the organization of the package folder.
This view summarizes the contributions of Optymist:
• Problem class that handles ARGoS simulations and Buzz compilation to use Pygmo’s
optimization;
• metrics functions to help the user in building objective functions;
• generator classes to control precisely the robot positions at the beginning of each sim-
ulation.
Figure 4.2 – UML class diagram of the initial position generators.
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1 try = 0;
2 while not connected and try ≤ max_try do
3 try += 1;
4 positions = generate_random_positions();
5 min_distance = compute_min_distance(positions);
6 if min_distance < safety_distance then
7 continue;
8 end
9 graph = generate_graph(positions);
10 connected = is_connected(graph);
11 if connected is true then
12 return positions ;
13 else
14 continue;
15 end
16 return Null;
17 end
Algorithm 1: pseudo-code of connected graph generator.
−2 −1 0 1 2−2
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0
1
2
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y
Robot positions Communication range Connections
Figure 4.3 – Example of initial positioning to form a connected network.
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optymist/
optymist/
__init__.py
core/
__init__.py
metrics.py
problem.py
generators/
__init__.py
generators.py
tests/
__init.py__
test_metrics.py
test_generators.py
build.sh
setup.py
Figure 4.4 – Folder organization of the Opytmist module.
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4.2.3 Theoretical use case
To use the optimization framework, a user must provide :
• An ARGoS simulation file;
• a Buzz script;
• a Python file, with a class inheriting from Optymist’s Problem class, implementing
methods that
– define the names of the parameters and files
– range the parameters values
– compute the performance of the control algorithm
– choose an optimization algorithm from Pygmo library to explore the parameter
space.
Then, the user launches the optimization process by executing the python file. As output of
the optimization framework, the user receives a text file with the following information :
• A summary of the optimization including the algorithm used, the number of
evaluation, and the computation time;
• all the problem evaluation, with the tried parameters and their performance;
• the best results with the parameters and the optimal performance.
Finally, the diagram in 4.5 illustrates the optimization process with the different key steps.
Moreover, Figure 4.6 shows the interaction between the different inputs of the framework.
4.2.4 Abstraction of the framework
Our optimization framework has been designed to work with any ARGoS simulation. There-
fore, it is a generic tool to tune robot control algorithms. It reduces to its minimum the
complexity and the amount of code to write for the optimization.
As an example of use, we applied our optimization framework to Ghedini’s control law,
designed in [30].
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Figure 4.5 – UML activity diagram of the optimization process.
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Figure 4.6 – Interaction between different code files within the optimization framework.
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CHAPTER 5 OPTIMIZATION OF CONNECTIVITY MAINTENANCE
To restore communication during crisis events, drones can be considered as efficient relays
between victims and rescuers. A strongly connected network is then required for the infor-
mation to transit among the robots. In this chapter we focus our interest on Ghedini et
al. proposal for connectivity maintenance in multi-robot systems [29, 30]. They developed
a controller that robustly enforces connectivity. If few drones fail, which is highly probable
because of battery exhaustion or hazardous environment, the network remains connected.
In addition of connectivity, their algorithm fulfills other objectives like obstacle avoidance
and area coverage. The controller involves various parameters that influence its performance
regarding each objective. Thus, the optimization framework presented in chapter 4 is useful
to tune these parameters.
Foremost, we present common mathematical concepts to assess the quality of a network. We
overview how Ghedini’s control law, based on these concepts, guarantees the connectivity of
a mutli-robot network. Then, we present the application of the optimization framework to
tune the parameters of the controller. Finally, we expose the results of the optimization.
5.1 Mathematical Concepts for Communication Networks
To analyze the properties of a network (e.g. its capability to successfully exchange data) we
first need a mathematical frame to describe the network itself.
We can represent a network as a graph, its elements as nodes, and its links as edges. Thanks
to this representation we use indistinctly the terms network or graph to designate the same
object. For a graph G, we note N the set of nodes and E ⊂ {N × N} the set of edges.
We also define the weight matrix W ∈ RN×N , whose coefficients wij are positive if nodes
i and j are able to communicate directly. The weight matrix describes the strength of the
communication signal between each pair of nodes. Because we consider robots with equal
communication ranges, if a robot A is able to see a robot B, reciprocally B is able to see A.
Therefore, we use undirected graphs to represent the network; that is wij = wji.
We will now present various metrics that evaluate communication abilities of a network.
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5.1.1 Connectivity
A network is said to be connected when each pair of nodes can be linked by a set of edges.
This is mathematically traduced by the following equation.
∀ {u, v} ∈ N 2, ∃ {n1, ..., nk} ∈ N k, (u, n1), ..., (ni−1, ni), ..., (nk, v) ∈ Ek (5.1)
Figure 5.1a gives an example of a fully connected graph, where each node is directly connected
to all the others. On the other hand, Figure 5.1b shows a disconnected graph, formed by
three connected sub-components. A disconnected node (e.g. 3) cannot communicate with
the whole network. These examples are the two ends of the connectedness spectrum. We
then define the connectivity as a measurement of how well a graph is connected.
1
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6
(a) Fully connected graph. Each pair of nodes is
directly linked.
1
2
3
4
5
6
(b) Disconnected graph with three connected
components (1− 2− 3), (3), (4− 5− 6).
Figure 5.1 – Examples of graph representing networks differently connected.
Connectivity has been longtime studied both in generic graphs [31, 52, 9, 51], and in ad hoc
networks [20, 18, 7]. Literature proposes different metrics to assess the connectivity.
The algebraic connectivity, written λ and often referred as the Fiedler value, is one of
the most recurrent approaches to evaluate the connectivity [23]. For a graph G, we define
the adjacency matrix A, and the degree matrix D. Aij = 1 if there is an edge between i
and j, and 0 otherwise. The adjacency matrix is here equal to the weight matrix. D is a
diagonal matrix whose coefficients equal Dii = |{j ∈ N , (i, j) ∈ E}|. Let’s now introduce
the Laplacian matrix L, defined by the following equation.
L = D − A (5.2)
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Because D and A are real symmetric matrices, L is too. Therefore, the matrix can be
reduced to real eigenvalues. Those eigenvalues can be then sorted λ1 ≤ λ2 ≤ ... ≤ λn.
The first eigenvalue is always null. The associated eigenvector is 1. λ2 is related to the
connectivity. It is equal to 0 when the graph is disconnected and to the number of nodes
when it is fully connected. We note it λ, the algebraic connectivity. The greater the algebraic
connectivity is, the better is the graph connectivity.
The k-connectivity is another property that extends the definition in 5.1. A graph G is said
to be k-connected when it requires the removal of at least k nodes or edges to be disconnected.
The k-connectivity is always expressed regarding the nodes or the edges. For instance, the
graph in Figure 5.2 is 1-connected when we consider the edges, but 2-connected when we
consider the edges. Indeed, removing node 3 or edges (3-4) and (3-5) disconnects the graph.
Connectivity can be easily determined with an overview of the network. However, in decen-
tralized networks, the only knowledge nodes have is the identity of their neighbors. Evaluate
the connectivity of the whole network becomes harder with only local information. Nonethe-
less, decentralized algorithms have been proposed to estimate the algebraic connectivity
[71, 24, 74].
Connectivity only quantifies the connectedness of a graph. It reveals no information about
potential bottlenecks in the network. We have to introduce other properties to identify, for
example, nodes whose loss will make the connectivity drop.
5.1.2 Centrality
Researchers have developed another important concept inspired by social networks: the
centrality [11]. It describes how central a node or an edge is in the network. Several metrics
are used to describe the centrality.
For instance, the betweenness of an edge counts the number of times this element appears
in the closest paths that link two distinct nodes. The removal of such central elements slows
the network down, because the information has to transit through a longer path. It can also
make the connectivity collapse.
Centrality provides clue to how much the information has to travel between nodes. In central
networks fewer edges connect each pair of nodes; thus the information propagates faster.
The diameter of a network corresponds to the length of the longest shortest path between
two nodes. If we note l(u, v) the length of the shortest path between the nodes u and v of a
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Figure 5.2 – Example of a 1-connected graph. Example of weaknesses are highlighted in red.
graph G(N , E), the diameter is mathematically defined as follows.
d(G) = max
(u,v)∈N
l(u, v) (5.3)
Graphs with a low diameter are more compact, and offer faster communication. Figure 5.3
gives an example of graph of diameter 3. Each pair of nodes can be linked by two edges,
except 0 and 5, which are, at least, 3 edges far.
The closeness centrality is an additional metrics that gives a better insight of networks
than the diameter. It is computed as follows.
C(u) = n− 1∑
v∈N\{u}
l(u, v)
(5.4)
Where n is the number of nodes. If a node has a low closeness centrality, it is far from at
least one of the other nodes. These two nodes communicate slowly, which can hinder their
collaboration.
More complex centrality measures have been developed, like the Katz centrality, which not
only considers the shortest paths but also longer paths counted with a lighter weight in the
sum.
As for the connectivity, these metrics are easily computed with global information about the
network. In ad hoc networks, decentralized algorithms must be used to estimate these quan-
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Figure 5.3 – Example of a diagram whose diameter equals 3. The longest shortest path is in
red (0,1,4,5).
tities. Moreover, those approximations are often hampered by partial information, packet
losses, and quick changes in the network.
5.1.3 Robustness
Along with connectivity and centrality, robustness is another important aspect of reliable
networks. The robustness is defined as the ability to resist to failures. For instance, a robust
network will remain connected even if few nodes are lost.
The k-centrality may be seen as a first attempt to assess robustness. There are other metrics
that aim at evaluating the robustness of a network.
5.2 A Multi-Robot Control Algorithm for Network Connectivity
Ghedini et al. proposed a decentralized algorithm that improves connectivity and robustness
by managing the velocity of the robots that compose the network. To mingle connectivity,
robustness and coverage objectives, they combined three control laws with different gains, as
shown in the following equation.
vi = σvci + ψvri + ζvvi (5.5)
Where vi is the velocity vector of the i-th robot of the network, σ, ψ, and ζ are the weights
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of the different control laws. vci , vri , and vvi serve respectively to improve connectivity, ro-
bustness and coverage. All these velocity input are ruled by virtual potentials. The stable
equilibrium of these potentials corresponds to positions that maximize the different objec-
tives. For example, in a poorly connected network, robots will be imposed a great velocity vci
toward a point that increases their connectivity. While they move to this point the velocity
decreases, until they actually reach it with a null velocity.
• vci serves to maintain the connectivity of the network while avoiding collisions. The po-
tential behind this velocity aims at maximizing the Fielder value λ, hence at improving
the connectivity. If we multiply the coefficient of the adjacency matrix by the distance
between corresponding nodes, it impacts the Laplacian matrix because of the equation
5.2. Thenceforth, the maximization of λ not only improves connectivity, it also prevents
collisions. This approach has been abundantly used in the literature [71, 59, 58].
• vri relies on a potential forcing the robots to improve the robustness of the network.
The robots only reach the equilibrium when they stand at the barycenter of their 2-hop
neighbors.
• vvi focuses on area coverage. It is ruled by the Lennard Jones potential. When robots
are too far this potential is slightly attractive, but repulsive if they are too close. This
law will eventually make the formation spread without spacing robots further than
their communication range.
The gains do not only activate a specific law; altogether they may lead to emerging behaviors
of the mutli-robot system. In order to spread robots over a disaster area while relaying
efficiently victims’ information, we want to find the best compromise between connectivity
and coverage. However, to evaluate systematically each configuration of the gain values is
tedious. The optimization framework is, therefore, the adequate tool to investigate the best
gain combination.
5.3 Application of the Optimization Framework
Ghedini’s combined law has been implemented in ARGoS and Buzz, which is particularly
convenient for the use of the optimization framework. The configuration of this implemen-
tation is described in the Table 5.1. It remains to feed the framework with an objective
function and an optimization algorithm.
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Table 5.1 – Parameters of the ARGoS simulation for Ghedini’s control law.
Parameter Value
Number of robots 8
Experiment length 40 (s)
Number of ticks per second 10
Robot type Footbot
Velocity 12.5 (m/s)
Communication range 0.65 (m)
5.3.1 Definition of the objective function
As robots controlled by Ghedini’s algorithm spread while remaining connected, the objective
function must include metrics of these two goals.
The connectivity is estimated by the Fiedler value of the network. It is computed with
the last positions of the robots recorded in the JSON output file of the ARGoS simulation.
Actually, we assume that at the end of the experiment the formation is stable and definitive.
We verified this expectation through visualization of several simulations.
The coverage is also computed with the last robot positions. We consider that a single robot
covers a disk whose radius equals the communication range. The Shapely Python package1
helps to approximate the area covered by each robots with polygons. As a compromise
between accuracy and computing time, we use 64 points to approximate a fourth of circle.
Then, the union of all approximated area is computed using the same library.
Because we want the best adjustment between connectivity and coverage, we need to compare
equally these two metrics. Thus, we normalize these quantities between 0 and 1. The
maximum connectivity equals the number of robots, therefore we divide the Fiedler value by
this number to get a metrics ranging in [0,1]. For the coverage, the minimum area converges
to a single disk when robots are densely packed. Hence, we consider the coverage metrics to
be null when all the covered areas are concentric, and equal to 1 when they are distinct.
Before proceeding to the optimization, we explore the parameter space, to estimate the
Pareto frontier. We evaluate both metrics for gains ranging in [0, 0.25, 0.5, 0.75, 1, 1.5,
2]. Figure 5.4 shows the measured connectivity and coverage for every combination of these
gains. The trade-off between these two normalized metrics is manifest; as robots spread they
cover a bigger area but they are further from each other, which reduces the connectivity. It
1https://pypi.org/project/Shapely/
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also appears that the connectivity varies more with the different gain combinations than the
coverage. The Figure 5.5 draws the Pareto frontier of the two objectives. We see that most of
the frontier values correspond to a high robustness gain. Meanwhile, some values correspond
to an exclusive activation of one of the three control laws (e.g. σ = 1, ψ = 0, ζ = 0), which
leads to the best performance of the associated metrics (e.g. the connectivity).
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Figure 5.4 – Trade-off between the normalized coverage and connectivity metrics. Each
point is an evaluation of the algorithm for gains (σ, ψ, ζ) ∈ [0, 2]3
Once the two metrics have been computed, we can build an objective function. The Python
module in charge of the optimization process, Pygmo, solves both single and multi-objective
problems. However, algorithms for single objective are more abundant. Therefore, we chose
to build a linear objective function. Although, it exists more complex approaches to scalarize
a multi-objective problems [47], we opt for addition and multiplication of the two objectives.
We then multiply the objective function by 1000 to avoid any precision flaw. Figure 5.6
and Figure 5.7 show values higher than 80% of the objective maximum for the sum and
the product respectively. It appears that high connectivity and robustness gains, with a low
coverage gain, perform well in both case. There are only slight changes in the results between
the two objective functions. Henceforth, we consider the sum of the the connectivity and
coverage metrics as our objective function.
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5.3.2 Selection of the optimization algorithm
We consider two algorithms for the optimization of the objective function: the simulated
annealing (SA) and the genetics algorithm (GA). Executed on a cluster of Calcul Québec,
whose configuration is shown in Table 5.2, the SA is converging within 40 hours, whereas the
GA is not terminating after 150 hours. Because of this slowness we discard the GA.
Table 5.2 – Details of the cluster used to run the optimization.
Setting Value
Processor AMD Opteron 6172
Frequency 2,1 GHz
Cache Memory per processor 12 Mo
Theoretical Gflop per node 201 Gflop/s
OS Linux CentOS 6.5
Furthermore, because ARGoS simulations constitute the bottleneck of the optimization pro-
cess – most of the computation time is spent to actually run the simulation – we try to
optimize the utilization of the cluster resources. The cluster allocates 24 cores to each task.
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than 80% of the maximum of the sum objective. The objective function correspond to the
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ARGoS simulations can run with several threads to be executed faster. Therefore, the op-
timization framework could launch ARGoS simulation with 24 threads. However, it is more
efficient to not allocate all the core to a single process. Moreover, we want to compare sev-
eral optimization results to identify potential local optima. Consequently, we decide to run
3 times the optimization framework in parallel with 8 core each.
5.4 Results
In order to get a globally optimal combination of Ghedini’s algorithm parameters, we compare
4 different configurations of the ARGoS simulations. All these configurations differ in the
initial positioning of the robots. P1 and P2 correspond to two connected formations. At the
beginning of each ARGoS simulations the initial positions of the robots are the same. Only
the parameters of the algorithm change with the optimization process. In the two remaining
configurations the initial positions of the robots may change with a probability of 1/10 and
1 respectively. Once the initial configuration change occurs, it impacts all the next ARGoS
simulations, until another change is triggered.
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than 80% of the maximum of the product objective. The objective function correspond to
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First, Table 5.3 compares the result for initial positions P1 and P2. The combined control
law perform better for high connectivity and robustness gains, and low coverage gains, as
Figure 5.6 has suggested. The higher standard deviation of the best robustness gains found
lead us to consider the possibility of two optima: one characterized by high values of the
robustness gain and the other by low values. Hence, we examine the results depending on
the value of the robustness gain. Besides, a low standard deviation of the connectivity and
coverage gains, compared to the standard deviation of the metrics, suggest that a slight
change in those gains can largely impact the objective function. Figure 5.8 also shows that
while the gains value converge through the optimization process, the metrics keeps oscillating
between two values.
Second, Table 5.4 exhibits the results when the initial positioning of the robots evolve during
the optimization. Once more, we see that efficient combinations are characterized by high
connectivity gain and low coverage gain. The distribution of robustness gain among the
optimal solutions is also wider. However, as showed in Figure 5.9, the objective value is
highly dependent on the initial configuration of the robots, though the gains have already
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Table 5.3 – Results of the optimization process applied to the robustness, connectivity, and
coverage gains. The objective function is the sum of the normalized connectivity and coverage
metrics.
Robustness gain Connectivity gain Coverage gain Performance Metric #
Initial Configuration P1 1.18 ± 0.602 1.73 ± 0.228 0.257 ± 0.158 -806 ± 5.36 25
w/ robustness gain ≥ 1 1.64 ± 0.228 1.73 ± 0.284 0.325 ± 0.173 -809 ± 5.12 15
w/ robustness gain < 1 0.488 ± 0.173 1.73 ± 0.0984 0.156 ± 0.0247 -802 ± 1.06 10
Initial Configuration P2 1.13 ± 0.538 1.79 ± 0.141 0.184 ± 0.160 -788 ± 29.6 22
w/ robustness gain ≥ 1 1.54 ± 0.216 1.75 ± 0.148 0.112 ± 0.131 -799 ± 14.8 13
w/ robustness gain < 1 0.541 ± 0.232 1.85 ± 0.101 0.289 ± 0.138 -773 ± 37.7 9
Overall 1.16 ± 0.573 1.76 ± 0.195 0.223 ± 0.163 -798 ± 22.5 47
converged.
Table 5.4 – Results of the optimization process applied to the robustness, connectivity, and
coverage gains, with changing initial positions. The objective function is the sum of the
normalized connectivity and coverage metrics.
Position change probability Robustness gain Connectivity gain Coverage gain Performance Metric #
0.1 1.09 ± 0.550 1.66 ± 0.279 0.191 ± 0.118 -885 ± 64.38 16
1 1.20 ± 0.637 1.74 ± 0.207 0.123 ± 0.085 -927 ± 30.6 15
Finally, by comparing the 4 different configurations, we find an optimal combination of the
parameters σ = 1.73± 0.221, ψ = 1.15±−0.583, and ζ = 0.197± 0.147. The high standard
deviation of the robustness gain ψ may traduce the existence of two optima for which the
value of the other parameters, σ and ζ, do not change. While this combination is optimal
for all simulation, its performance highly depends on the initial robot positioning.
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Figure 5.8 – Evolution of the gains and objective function during the optimization process.
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CHAPTER 6 CONCLUSION
At the beginning of this dissertation, we mentioned the need for solid networks to support
communication between devices. This communication increases the chances of success of
multi-agent systems. To provide such networks we distinguished different objectives in 1
to enable infrastructureless communication between devices and to organize mobiles robots
into a robustly connected formation. Although these objectives were achieved as parts of a
solution to restore communication for search and rescue operations, their impacts go beyond
this application.
This chapter summarizes our contributions, before presenting their limitations. It finally
concludes the dissertation with potential advancements that will overcome these limitations.
6.1 Summary
In chapter 3, we designed tests to estimate the best throughput provided by HEAVEN.
We measured that the middleware offers a throughput greater than 2 kB/s in few hops
communications. We consider this value enough to share short emergency messages. This
validation will also help the development of further version of HEAVEN, for which direct
communications will be faster.
In chapter 4, we exhibited Optymist, the python package we developed to optimize decen-
tralized algorithms evaluated through robotics simulation software. Optymist has been built
on top of Pygmo, a powerful optimization package. The abstraction of its foundations – as
of the the whole package – makes Optymist a highly customizable tool. Hence, it has the
potential to tune an inexhaustible variety of mutli-robot control algorithms.
In chapter 5, we defined a metrics to evaluate the performance of a specific multi-robot
controller. Then, we applied the optimization framework to tune this controller in regards of
the metrics. We identified the best parameter values of the controller.
Table 6.1 summarizes our contributions and their respective impacts.
6.2 Limitations
This section discusses the results exposed by the research work of chapters 3 to 5. It covers the
validation of the communication middleware, the development of the optimization framework,
and its use for a specific decentralized algorithm respectively.
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Table 6.1 – Summary of the contributions.
Chapter Contribution Novelty and impact
3 A measurement of the
slowest configuration of
HEAVEN to validate the
communication middleware
ability to support
communication.
Providing an application
for iOS smartphones and
other devices that enables
infrastructureless
communication.
4 The development of an
optimization framework for
mutli-robot controllers
wrapped into a python
package named Optymist.
Providing a generic tool to
tune parameters of control
algorithms.
5 A definition of an objective
function for an existing
control algorithm. The
application of the
optimization framework to
this algorithm.
Identifying the best
parameters values of
Ghedini’s algorithm [29][30]
6.2.1 Validation of the communication middleware
We validated HEAVEN as a suitable support for communication in laboratory conditions.
Because the middleware aims at restoring communication for search and rescue operations,
it should also be tested in more realistic conditions. A field experiment must be conducted
to prove the pertinence of HEAVEN.
Moreover, we shall also verify how easily HEAVEN spread among the victims’ devices. Al-
though HEAVEN has been designed to be downloaded as a standard application on smart-
phones, the installation by unaccustomed users during disastrous events has not being stud-
ied.
Finally, only the slowest configuration of HEAVEN has been evaluated – in part because it
was the most mature version. It has been assumed that better configurations would provide
better throughput. This expectation shall be verified.
6.2.2 Development of the optimization framework
We designed Optymist to be accepted by the robotics community to automate the devel-
opment of multi-agent control algorithms. Hitherto, however, it has only been used by the
58
development team. An extended use by researchers who have not being involved in its devel-
opment should attest its suitability. Whereas we identified a need for a framework that tunes
the numerous parameters of flourishing multi-robot control algorithms, a large acceptance of
our solution will confirm its relevance.
Enlarged uses of the optimization framework may also lead to further developments. We
already imagine a potential improvement of the framework. When we applied Optymist to
substantial multi-robot control algorithms, we observed that the ARGoS simulations con-
stituted the bottleneck of the optimization process. Hence we examined the possibility for
parallel execution of several simulations. Pygmo already provides parallelism features. How-
ever, this parallelism occurs at a higher level. It allows to run simultaneously different
optimization algorithms, but it does not provide parallelism for the evaluation of candidate
solutions. Thus, such feature must be implemented. The encapsulation of concurrent AR-
GoS simulations must be designed carefully to not break the abstraction of the optimization
framework. If we encode directly the parallelism of a specific simulation, it might not be
suitable for others. Consequently, Optymist would not be anymore a generic optimization
framework for mutli-robot control algorithms. This significant task is left for future work.
6.2.3 Validation of a connectivity maintenance algorithm
We applied Optymist to a specific algorithm to optimize its performance regarding prede-
fined metrics. Because the optimization is achieved regarding an objective function, this
function naturally influences its result. Other metrics could have lead to different values of
the parameters. Nonetheless, the two objectives functions we considered – the sum and the
product of the connectivity metrics – give the same optimal configurations.
Furthermore, our optimization is based on computational simulations. Although the physical
engines of ARGoS are designed to reproduce authentic interactions between robots, a field
experiment will always be more detailed. Thus, we want confirm our findings with experi-
ments. Actually, the results compiled in the article mentioned in 1.4 corroborate our analysis.
A high connectivity gain with a low coverage gain provide better performance.
Moreover, during the optimization process we noticed that the initial deployment of the
robots had a great influence of the outcome of the simulation. Although the parameter
values we found are optimal for every configuration, the value of the objective function is
widely impacted by the initial placement of the robots. First, it shows no evidence of local
optima. If we had found only local optima, the values of the parameters would have changed
with the positioning of the robots. Second, it stresses the need to consider the deployment of
the robots as a key for connectivity maintenance. For this purpose, Couceiro et al. address a
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deployment strategy for heterogeneous robots [17]. However, no algorithm has been proposed
yet for autonomous and environment agnostic mutli-robot deployment.
6.3 Future work
The previous limitations sketch potential future works. The following points list further
advancements.
• Test HEAVEN in larger scale scenario. To ascertain the performance of its communi-
cation middleware, Humanitas Solutions should conduct on field experiment involving
numerous and heterogeneous devices.
• Apply Optymist to other mutli-robot control algorithms. It will first improve or ensure
the performance of these algorithms. It will second help to consolidate the design of
the optimization framework in order to be a generic tool for controller tuning.
• Integrate the communication middleware with the optimized connectivity maintenance
algorithm. In order to implement Humanitas Solutions’ to restore communication,
HEAVEN should be installed on drones that will be spread over a disaster area by the
connectivity controller.
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