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Les matériaux nanostructurés se sont développés dans les années 80 et font l’objet de 
nombreuses recherches car ils ouvrent la voie à un grand nombre d’applications industrielles. 
Dans certains cas, en créant des nanostructures de dimensions de l’ordre de la longueur d’onde 
du visible, des effets colorés sont obtenus. Ces couleurs dites structurales sont la conséquence 
d’une interaction complexe entre la lumière visible et les structures de la surface. La 
structuration aux longueurs d’onde du visible (qu’on appellera structuration submicronique) a 
constitué un véritable défi pour les micro-nano-technologies. Les procédés utilisés actuellement 
tels que la gravure laser ou la lithographie par faisceau d’électrons ou d’ions, sont souvent 
couteux en infrastructure et permettent difficilement de produire des nanostructures sur de 
grandes surfaces. D’une manière générale, les méthodes actuellement utilisées pour obtenir une 
structuration de surface à l’échelle submicronique permettent d’obtenir une périodicité parfaite 
des structures mais restent cependant limitées en termes de surfaces traitées. Cette limitation de 
surface peut être due à des limitations technologiques et à des contraintes de coûts 
d’infrastructures. Dans le cadre de cette thèse, une méthode de nanostructuration de surface par 
anodisation est utilisée pour modifier l’aspect d’une surface d’aluminium. Cette technique 
présente l’avantage d’être mature industriellement et de permettre de structurer à la fois des 
grandes surfaces et des surfaces de forme complexe.  Cependant cette méthode ne permet pas 
d’obtenir une périodicité parfaite de la structuration. Il n’en reste pas moins que des effets 
colorés ont été observés. Le but de cette thèse est d’établir une compréhension des 
phénomènes optiques mis en jeu dans l’obtention de ces effets colorés. En particulier l’impact 
de la non-périodicité et de l’ordre à courte distance sur ces effets sera exploré. 
Cette thèse présente trois entrées possibles, premièrement le phénomène physique 
d’interaction lumière-matière nanostructurée, sa compréhension et sa modélisation 
deuxièmement le matériau, son élaboration et sa caractérisation morphologique, et enfin, 
troisièmement le développement instrumental permettant la caractérisation optique du rendu 
visuel du matériau étudié. Ainsi une revue bibliographique présentant elle aussi trois entrées est 
proposée dans le chapitre 1. Premièrement, les bases de la théorie électromagnétique de la 
lumière et plus particulièrement les phénomènes d’optique ondulatoire qui peuvent donner lieu 
aux couleurs dites structurales seront détaillés. Des notions utiles de colorimétrie ainsi qu’une 
présentation des méthodes de simulation numérique seront aussi présentées.  Deuxièmement, 
une présentation du procédé de fabrication par voie électrochimique dite anodisation 
d’aluminium qui permet de produire des structures submicroniques de surface et procurant des 




caractérisation optique de l’aspect de surfaces centré en particulier sur les instruments de 
caractérisation bidirectionnelle sera proposé. 
Le chapitre 2 est dédié au travail de développement instrumental qu’a nécessité cette thèse. 
En effet un instrument de caractérisation optique bidirectionnelle présentant des spécifications 
particulières pour l’analyse de surfaces gonio-apparentes colorées a été développé et utilisé dans 
le cadre de cette thèse. Ce chapitre présente le développement complet du spectro-goniomètre 
OptiMines. Dans la première section, un cahier des charges du système établi selon les objectifs 
de caractérisation est présenté. Dans la seconde section, la conception et la réalisation du 
système sur le plan mécanique et optique avec les différents niveaux de réglages nécessaires 
sont exposées. De plus, la méthode de mesure de la fonction de distribution de réflectance 
bidirectionnelle avec les explications sur la gestion informatique d’un tel système est décrite. En 
effet, une telle mesure génère un grand nombre de données qu’il faut savoir exploiter 
facilement et efficacement. 
Le but du chapitre 3 est de présenter l’étude des effets colorés apparaissant lors de 
l’observation de certaines surfaces d’aluminium anodisé. Nous avons étudiés deux séries de 
matériaux structurés à une échelle submicronique et présentant des effets colorés. Tous deux 
ont été fabriqués par anodisation d’aluminium. Lors de cette réaction électrochimique, une 
couche d’alumine poreuse se forme sur un échantillon en aluminium. Cette couche poreuse 
possède caractéristiques morphologiques particulières présentant une structuration auto-
ordonnée à courte distance. En fonction des conditions expérimentales, la distance 
caractéristique de cet arrangement peut être contrôlée de sorte que des effets colorés soient 
observés. Ensuite, en dissolvant la couche d’alumine, une surface d’aluminium texturée 
présentant elle aussi un ordre à courte distance peut être révélée. Une fois encore, un choix 
adéquat de distance caractéristique permet d’obtenir des effets colorés. Les phénomènes 
d’interaction lumière-matière prenant place à la surface et à l’intérieur de ces deux séries 
d’échantillons sont ai cœur des travaux de thèse présentés. En particulier ce chapitre 3 regroupe 
les données expérimentales de caractérisation optique des échantillons étudiés. Il expose 
également une compréhension des phénomènes mis en jeu lors de l’apparition d’effets colorés 
sur ces surfaces d’aluminium anodisé en nous basant sur les caractérisations optique et 
microstructurale des échantillons associées à une modélisation de l’interaction entre 
rayonnement et matière structurée. Dans la première section de ce chapitre, nous présenterons 
la préparation des échantillons. La deuxième section est consacrée à l’étude des propriétés 
structurales et optiques des échantillons d’aluminium texturés. Afin d’exposer clairement une 
compréhension des phénomènes optiques mis en jeu, nous nous proposons de comparer une 
double approche de simulation. Premièrement, une méthode scalaire simple et élémentaire en 
deux dimensions permettra d’illustrer qualitativement le phénomène.  En complément, une 




de valider ces premiers résultats et d’affiner la compréhension des effets colorés observés. La 
troisième section est consacrée à l’étude des propriétés structurales et optiques des échantillons 
d’aluminium anodisé présentant une couche d’alumine poreuse. Après une analyse fine des 
caractéristiques structurales et en particulier de la distance caractéristique de l’ordre à courte 
distance des échantillons. En complément, des mesures de BRDF seront présentées et mis en 
regard de résultats de simulations par méthode modale.  Un accent sera mis sur l’impact du 
« désordre » de la structure, c’est-à-dire les effets du passage d’une structure périodique à une 
structure présentant un ordre à courte distance. En particulier, nous démontrerons que les 
effets colorés sont exacerbés dans les structures ordonnées à courte distance. Enfin, nous 
tenterons de proposer une quantification pertinente de la notion de « désordre » en lien avec 
l’outil de simulation de manière à proposer une démarche de simulation permettant d’une part 
d’explorer numériquement les effets colorés accessibles et d’autre part de lier les caractéristiques 








Chapitre 1 . État de l’art : Lumière et effets 
colorés de surfaces nano-micro-structurées 
 
Ce premier chapitre développera les différentes notions essentielles et les travaux antérieurs 
sous la forme d’un état de l’art dans le domaine de l’interaction de la lumière avec des matériaux 
permettant des effets colorés. Ainsi, dans la première section, nous exposerons les bases de la 
théorie électromagnétique de la lumière. Les notions de l’optique ondulatoire seront évoquées 
dans la section 1.1. La lumière polychromatique, la physique de la couleur et la classification de 
la couleur seront traitées dans la section suivante 1.2 avec l’approche de la colorimétrie. Nous 
détaillerons ensuite dans la section 1.3 les phénomènes de l’optique ondulatoire qui peuvent 
donner lieu aux couleurs dites structurales. La section 1.4 présentera une des méthodes de 
simulation de ces phénomènes lors de l’interaction de la lumière avec des structures 
submicroniques. La méthode de fabrication de telles structures sera exposée dans la section 1.5. 
Nous passerons ensuite aux méthodes de caractérisation optique de l’aspect de surfaces et 
présenterons plus en détails l’état de l’art sur des instruments de caractérisation bidirectionnelle. 
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1.1 Descriptions de la lumière et lumière ondulatoire 
On connaît trois descriptions de la lumière :  
o La description géométrique (traitement des systèmes de type microscope, télescope, 
lentilles...) qui explique la propagation dans les milieux isotropes,  
o La description ondulatoire expliquant les phénomènes interférentiels,  
o La description corpusculaire (optique quantique) qui explique en particulier les 
phénomènes photoélectriques. 
Approche géométrique 
L’approche géométrique s’appuie sur des principes fondamentaux qui font appel à la notion 
de rayon lumineux. Un rayon lumineux est un objet théorique : il n'a pas d'existence physique. 
Il sert de modèle de base à l'optique géométrique où tout faisceau de lumière est représenté par 
un ensemble de rayons lumineux.  
 L'optique géométrique repose sur trois principes fondamentaux : 
o La propagation rectiligne de la lumière. Dans un milieu transparent, homogène et 
isotrope, la lumière se propage en ligne droite : les supports des rayons sont des droites. 
o L’indépendance des rayons lumineux : un milieu transparent homogène peut transporter 
simultanément des rayons lumineux issus s’une même source, ou de plusieurs sources, 
dont les propagations sont indépendantes. 
o Principe du retour inverse de la lumière : si la lumière suit un trajet quelconque d'un 
point A à un point B (y compris dans un système optique), alors la lumière peut suivre 
exactement le trajet inverse de B vers A. Autrement dit, le trajet suivi par la lumière est 
indépendant du sens de propagation. 
Le comportement de la lumière à l'interface de deux milieux est décrit par les lois de Snell-
Descartes. Si un rayon se propage dans un milieu homogène et isotrope d'indice de réfraction 
n1 et tombe sur une surface d’un milieu  d'indice de réfraction n1, au niveau de l'interface : 
1) Le rayon réfléchi et le rayon réfracté sont contenus dans le plan d’incidence.  
2) L’angle de réflexion est égal et opposé à l’angle d’incidence. 
3) L'angle de réfraction est lié à l'angle d'incidence par la formule : 
 1 1 2 2sin sinn nθ θ=   (1.1) 
où θ1 est l'angle d'incidence et θ2 est l'angle de réfraction (Figure 1.1). Le rayon incident et le 
rayon réfracté sont toujours de part et d’autre de la normale.  
L’utilisation exclusive de l’optique géométrique fournit des résultats suffisants dans un très 
grand nombre de problèmes, en particulier en ce qui concerne la formation des images dans les 
systèmes optiques. Par contre, l’étude complète de la propagation de la lumière ne peut se faire 
qu’un tenant compte de son caractère ondulatoire. 







Figure 1.1. Schéma de la loi de Snell-Descartes : Réflexion et réfraction d’un rayon. 
Description quantique 
La description quantique de la lumière permet d’interpréter exactement les phénomènes 
d’émission et d’absorption ce qui n’est pas possible avec la théorie électromagnétique ni 
l’optique géométrique. Les échanges d’énergie entre matière et rayonnement ne se font que par 
« quanta » indivisibles, chaque quantum étant le produit de la fréquence ν émise ou absorbée par 
la constante de Planck h=6.624·10-34 J·s : 
 
h cU h ν λ
⋅
= ⋅ =   (1.2) 
où c est la vitesse de la lumière et λ est la longueur d'onde de l'onde électromagnétique.  
Les deux aspects quantique et ondulatoire ne sont pas contradictoires et coexistent dans le 
cadre de la théorie quantique. 
 
Quand la lumière rencontre des objets dont les dimensions sont proches de sa longueur 
d’onde, sa propagation ne peut plus être expliquée par l’approximation de l’optique 
géométrique. Il convient d’utiliser une approximation plus fine, le modèle ondulatoire. 
L’interaction de la lumière avec de tels obstacles provoque des phénomènes particuliers, qui 
seront présentés au cours de ce manuscrit. Dans la suite nous allons donc présenter plus en 
détail les bases de la théorie de la lumière ondulatoire en considérant la lumière 
monochromatique (caractérisée par une seule longueur d’onde λ et donc fréquence ν).  
La lumière est un phénomène vibratoire. Elle se propage à partir d’une source en 
transportant de l’énergie le long d’un rayon. Selon Maxwell [1], tout rayonnement lumineux 
monochromatique peut être considéré comme lié à la propagation par ondes d’un champ 
électrique E
r
 et d’un champ magnétique H
r




Dans le vide, dans les régions démunies de charge et de courant, les composantes en 
coordonnées cartésiennes du champ satisfont l’équation d’onde :  
 
2 2 2 2
2 2 2 2
1E E E E
cx y z t
∂ ∂ ∂ ∂
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∂ ∂ ∂ ∂
r r r r
  (1.3) 
où c représente la célérité de la lumière dans le vide. 


























 est le déplacement électrique, B
r
 est l’induction magnétique, jr  est la densité volumique 
de courant et ρ est la densité de charge.  
Ces équations locales suffisent à décrire l’interaction d’une onde électromagnétique avec la 
matière. Toutes les grandeurs sont liées deux à deux lorsqu’il n’y a pas de dispersion : 
 Ej c
rr




µ=  (1.5) 
où cσ est la conductivité électrique du matériau, ε  est sa permittivité électrique et µ  est sa 
perméabilité magnétique. Dans le cas général, ce sont des tenseurs. Pour un matériau isotrope, 
ce sont des scalaires.   























 sont respectivement la polarisation et l’aimantation. ε0 et µ0 désignent 
respectivement la permittivité électrique et perméabilité magnétique du vide. εr et µr sont 






2 = 1. 
En optique, le matériau étudié est souvent un milieu diélectrique sans charges. Dans ce cas 
les termes sources des équations de Maxwell sont éliminés (ρ = 0, jr  = 0).  Par ailleurs, pour les 
matériaux non magnétiques µr= 1.  
Finalement, après ces simplifications, les solutions possibles des équations de Maxwell sont 




    0k E⋅ =
r r
 (1.7) 








| = k = 00 µεεω r , où ω est la pulsation de l’onde et k
r
est son vecteur d’onde. 0E
r
 
est un vecteur constant qui désigne l’amplitude du champ électrique. 
Dans chaque plan défini par k r⋅
r r
= Cte, le champ électrique E
r
 est une fonction sinusoïdale 
du temps. En posant k r⋅
r r
-ωt = Cte on définit un plan normal au vecteur d’onde k
r
 où toutes 
les ondes sont en phase au même instant t. On appelle ce plan un plan d’onde ou surface 
d’onde. Il se déplace dans la direction k
r
 à la vitesse : v= ω/| k
r
|, appelée vitesse de phase de 







ε ε µ ε
= =      (1.8) 
Le rapport c/v est une caractéristique du milieu. Il s’agit d’un paramètre sans dimension qui 
peut être complexe. Il est appelé indice complexe du milieu et est noté n~  :  
     κin
v
c
n +==~  (1.9) 
La partie réelle n est appelée indice de réfraction ou indice optique. La partie imaginaire κ
est appelée indice d’extinction du milieu (ou coefficient d’absorption). κ dépend fortement de 
la longueur d’onde dans le domaine du visible pour les matériaux colorés. 
 De la même manière, la fonction diélectrique complexe d’un matériau est )(~ ωε définie 
par : 
  ''')(~)(~ 2 εεωωε in +==      (1.10) 
soit, en égalant les parties réelles et imaginaires : '22 εκ =−n  et ''2 εκ =n . 
La relation bien connue entre la fréquence ν, la vitesse de la lumière v et la longueur d’onde 




υ λν= =      (1.11) 
On peut établir la relation entre la pulsation ω et le nombre d’onde k (k=2/λ) : 
  2 ck
n
ω piν= =      (1.12) 
Polarisation 
Une onde électromagnétique est caractérisée par sa pulsation ω et sa direction de 
propagation. Celle-ci est définie par le vecteur d’onde k
r
, mais aussi par la direction des vecteurs 
champ électrique et champ magnétique. C’est par ce critère qu’on différencie l’état de 




o Si le champ électrique est parallèle au plan d’incidence et le champ magnétique est alors 
perpendiculaire à ce plan, on parle de mode TE (ou polarisation p). 
o Si le champ électrique est perpendiculaire au plan d’incidence, on parle de mode TM (ou 
polarisation s). 
Dans la lumière dite naturelle les vibrations lumineuses sont réparties au hasard dans un 
plan perpendiculaire à la direction de propagation. Ainsi, la lumière naturelle est non polarisée. 
Néanmoins, il est commun de modéliser la lumière naturelle par une moyenne de deux 
polarisations TE et TM. 
1.2 Lumière, spectre et couleur 
1.2.1 Lumière blanche  
Le rayonnement visible, souvent appelé simplement la lumière, est une partie du 
rayonnement électromagnétique qui a le pouvoir d’exciter les cellules visuelles de l'œil humain. 
Les longueurs d'onde de la lumière sont comprises entre 380 nm et 780 nm. Chaque longueur 
d'onde se caractérise par une couleur. On appelle lumière monochromatique une lumière qui 
est caractérisée par une longueur d’onde unique. En ce qui concerne la lumière blanche, elle est 
composée d'ondes de longueurs différentes et provoque sur la rétine de l’œil humain 
l’impression de blanc. C'est donc une lumière dite polychromatique, ou composée.  
La référence de la lumière blanche est celle issue du soleil. Son spectre est représenté sur la 
Figure 1.2.  Dans la partie du spectre comprise entre 300 nm et 2 500 nm, le rayonnement 
solaire extraterrestre peut être assimilé au rayonnement d’un radiateur de Planck d’environ 
6 000 K ; son maximum d’émission se situe autour de 480 nm. Au niveau de la surface de la 
terre, le spectre solaire est fortement atténué et modifie différents composants de l’atmosphère : 
ozone, oxygène, vapeur d’eau, gaz carbonique, aérosols et poussières. Ainsi, le rayonnement 
solaire au sol dépend de la distance du soleil à la terre, de latitude et hauteur du soleil sur 
l’horizon, de l’état de l’atmosphère [2]. 







Figure 1.2. Répartition spectrale de l'éclairement solaire [2]. Le rayonnement au sol est évalué pour une hauteur 
moyenne du soleil en Europe, en milieu de journée par temps couvert.  
1.2.2 Vision colorée et classification des couleurs 
Le système visuel, c’est-à-dire le globe oculaire et le système nerveux associé, permet à 
l’homme de prendre conscience de son environnement. Tout d’abord, pour un sujet à vue 
normale, l’optique oculaire sélectionne les rayons lumineux émis, réfléchis ou transmis par les 
divers objets du monde extérieur et en forme une image sur la rétine, structure nerveuse active, 
qui tapisse le fond de l’œil. Puis cette image est codée sous forme d’impulsions électriques qui 
sont acheminées, par les fibres nerveuses constituant le nerf optique, aux aires visuelles 
cérébrales [3]. La vision des couleurs s’explique par la présence dans le système visuel humain 
de  cellules sensibles aux rayonnements de composition spectrale différente, appelées cônes.  À 
noter qu’il y a dans la rétine trois types de cônes ayant des courbes de sensibilité spectrale 
différentes, qui présentent respectivement un maximum dans le bleu (450 nm, cônes S pour 
short), le vert (530 nm, cônes M pour medium) et le rouge-orange (625 nm, cônes L pour large). 
Dans les systèmes colorimétriques contemporains, la couleur est caractérisée par trois 
paramètres : teinte, clarté, saturation (Figure 1.3) [4].  
La teinte distingue les sensations colorées : bleu, vert, jaune, rouge, bleu-vert, etc. Les teintes 
pures (celles qui correspondent à une seule longueur d’onde, et appelées de ce fait 




couleurs pures. Entre les couleurs extrêmes du spectre visible, le rouge et le violet, on ajoute les 
pourpres correspondant à des proportions variables de ces deux couleurs.  
La pureté (ou saturation) exprime degré de pureté relatif d'une couleur qualifiée de ni ternie 
ni grise. Dans un diagramme chromatique, la pureté diminue à mesure que l'on se déplace soit 
vers le noir, vers le blanc, ou vers un gris équivalent à sa clarté. On « désature » une couleur en 
ajoutant du blanc, ou du noir, ou du gris, ou encore sa couleur complémentaire. Une couleur 
totalement désaturée est en niveaux de gris.  
La clarté est l'attribut de la sensation visuelle qui caractérise l’intensité lumineuse relative 
perçue d’une surface. Elle indique si une couleur est claire ou sombre et dans quelle mesure elle 
se rapproche du blanc ou du noir. Cette caractéristique s'applique également aux variétés 
progressives des gris qui se situent entre le noir et le blanc d'une échelle de gris neutre.  
 
Figure 1.3. Illustration de trois paramètres de la couleur. 
La teinte et de la pureté sont souvent groupées et appelées chromaticité [5]. Elle caractérise la 
couleur, tandis que la clarté est le degré d’intensité. 
1.2.3 Observateur standard et diagramme de chromaticité 
Afin de pouvoir définir et référencer universellement les couleurs, la Commission  
Internationale de l’Éclairage (CIE) a défini un sujet fictif,  dit observateur standard ou de 
référence, dont la « vision » des couleurs a été définie à partir de résultats obtenus lors 
d’expériences d’égalisations colorées de Wright et de Guild (1929 à 1931) avec des de sujets 
réels, normaux et jeunes. C’est en 1931 qu’a été publié par la CIE le premier observateur 
colorimétrique standard ayant un angle d’ouverture du champ visuel de 2°. Par la suite, en 1964, 
un autre observateur colorimétrique de référence dit « supplémentaire » a été défini faisant 
intervenir des résultats expérimentaux pour un angle d’ouverture du champ visuel de 10o. . A 






partir de ces résultats, les fonctions colorimétriques ( )x λ , ( )y λ , ( )z λ  sont définies [2], [6], 
[7]. Ces fonctions traduisent la sensibilité relative de l’observateur standard 2° ou 10°. 
Dans la même démarche de standardisation, la CIE a entrepris la définition d’illuminants 
normalisés. Les illuminants de A à D et F correspondent à des différentes sources lumineuses 
existantes. La source équiénergétique E est une source étalon fictive intéressante ayant une 
répartition spectrale constante dans tout le spectre visible : cette source fictive est 
malheureusement irréalisable avec une bonne précision [3], [8].  
A l’aide des fonctions colorimétriques, la CIE a développé un système colorimétrique XYZ 
permettant de représenter les couleurs à partir d’un spectre dans un diagramme plan en tenant 
compte des particularités de la vision humaine. Ainsi le calcul des composantes trichromatiques, 
appelées aussi coefficients tristimulaires, X, Y et Z s’effectue par des formules suivantes : 
 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( )
100
X K S x R d
Y K S y R d
Z K S z R d
K
S y d
λ λ λ λ
λ λ λ λ














où  ( )S λ  est la distribution spectrale relative de l’illuminant, ( )R λ  est le spectre de réflexion 
de l’échantillon, K est le coefficient de normalisation et le domaine d’intégration est le visible. 
Dans le cas de couleur en transmission, ( )R λ  est remplacé par ( )T λ , le spectre de 
transmission de l’échantillon.  
Cette méthode de passage du spectre lumineux aux coefficients tristimulaires X, Y et Z, est 





Figure 1.4. Illustration de la méthode de calcul les valeurs des composantes trichromatiques X, Y et Z [7]. 
 






Un mode de représentation communément utilisé est le diagramme de chromaticité. Il s’agit 
de la représentation des coordonnées (X,Y) normalisées notées (x,y). Les coordonnées 
trichromatiques x et y sont reliées aux composantes trichromatiques X, Y et Z d’une couleur 
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L’ensemble des couleurs que l’œil peut percevoir peut alors être présenté sur le diagramme de 
chromaticité xy. Les couleurs correspondant à des rayonnements monochromatiques, forment 
l’enveloppe limite des couleurs pures (spectrum locus), fermé par la droite des pourpres (Figure 
1.5a). Toutes les couleurs percues par l’oeil se trouvent à l’intérieur de la surface ainsi limitée, en 
particulier le stimulus blanc équiénergétique de coordonnées (1/3,1/3) 
A partir de ce système de coordonnées, un autre couple de coordonnées du système CIE, 
souvent appelées les coordonnées de Helmholtz (λd,,pc) peut être définie où λd  la longueur 
d’onde dominante et pc la pureté [7].  
 
Pour déterminer la longueur d’onde dominante d’une couleur, on considère la demi-droite 
partant du point représentant la couleur de l’illuminant et passant par  le point représentant la 
couleur de la surface observée. Si cette demi-droite intercepte  le spectrum locus, la longueur 
d’onde correspondant à cette intersection est λd (Figure 1.5b). Si cette demi-droite intercepte la 
droite des pourpres, on définit la longueur d’onde dominante complémentaire (Figure 1.5b). La 
pureté pc d’une couleur sur le  diagramme de chromaticité est le rapport entre la distance du 
point de l’illuminant au point de cette couleur (A) etla distance entre l’illuminant et le spectrum 




=   (1.15) 
 
Nous avons présenté dans cette section, les notions et les équations les plus importantes de 
la description ondulatoire de la lumière. Finalement, la couleur d’une surface perçue par l’œil 
humain provient de la modification du spectre de la lumière incidente après réflexion sur cette 
surface. La section suivante a pour but de présenter les origines possibles de cette modification 





Figure 1.5. Système XYZ de CIE 1931 : principales tonalités portées dans le diagramme de chromaticité xy (a) [3] et 
les coordonnées de Helmholtz (b).   
 
1.2.4 Origines de la couleur 
La modification du spectre de la lumière réfléchie par une surface peut avoir deux causes : 
o La lumière de certaines parties du visible peut être absorbée par le matériau, ce qui est le 
cas des couleurs dues aux pigments et colorants. 
o La lumière interagit avec les hétérogénéités spatiales de l’objet. 
C’est selon ce principe que les couleurs sont souvent classées en deux catégories : les 
couleurs par absorption et les couleurs structurales. Les couleurs par absorption résultent de la 
nature chimique du matériau et de ce fait sont souvent appelées chimiques. Les couleurs 
structurales résultent des phénomènes physiques de l’interaction de la lumière avec la structure 
et sont également nommées physiques.  
On parle de couleurs chimiques lorsque la nature chimique d’un objet joue un rôle dans la 
couleur perçue. Les colorants ou les pigments présents dans le matériau absorbent la lumière de 
certaines longueurs d’onde qui dépendent étroitement de la composition chimique. 
L’absorption de la lumière à certaines longueurs d’onde induit des transitions entre niveaux 
d’énergies des atomes ou des molécules [6]. Plus concrètement, ces derniers peuvent absorber 
un photon si son énergie (E=hν) correspond précisément à la différence d’énergie entre deux 
niveaux d’énergies de ces espèces. Si ce phénomène se produit dans le spectre visible, la lumière 
réfléchie ou transmise est privée de certaines de ses composantes et la substance apparaît de la 






couleur correspondant au spectre modifié. Si toutes radiations sont absorbées l’objet paraît 
noir. Si, au contraire, aucune des radiations n’est absorbée et l’objet les renvoie toutes, sa 
couleur est identique à celle de la lumière incidente.  
Par définition, les couleurs physiques ne sont pas liées à la nature chimique du matériau. 
Elles sont dues à l’interaction des radiations lumineuses avec la structure. Les phénomènes 
physiques impliqués dans l’apparition de ces couleurs diffèrent selon la taille et la structure du 
matériau. 
Si cette taille est supérieure aux longueurs d’onde du visible, des effets colorés sur un 
matériau transparent peuvent résulter des phénomènes de dispersion ou de diffusion de la 
lumière. Lorsque la lumière blanche traverse un prisme de verre, elle se décompose selon la 
longueur d’onde en faisant apparaître les couleurs de l’arc-en-ciel. Ce phénomène est appelé la 
dispersion : la déviation des rayons lumineux composant la lumière blanche (phénomène de 
réfraction) dépend de l’indice de réfraction et varie d’une longueur d’onde à l’autre. Lorsqu’un 
faisceau lumineux se propage dans un milieu transparent contenant de fines particules, une 
partie est déviée dans toutes les directions. C’est le phénomène de diffusion de la lumière. Si les 
particules sont plus petites que le dixième de la longueur d’onde, l’efficacité de ce phénomène 
est d’autant plus grande que la longueur d’onde λ est petite : l’intensité de la lumière diffusée est 
inversement proportionnelle à λ4. Ce phénomène porte le nom de diffusion de Rayleigh. On 
explique ainsi le bleu du ciel observé en dehors de la direction du soleil : les molécules de 
l’atmosphère diffusent plus fortement les courtes longueurs d’onde du rayonnement solaire. Par 
contre quand le Soleil est bas sur l’horizon, sa lumière traverse une part plus importante de 
l’atmosphère, ce qui atténue fortement le rayonnement bleu. Cela explique alors la couleur 
rouge-orange du coucher du soleil. Lorsque la taille des particules est supérieure au dixième de 
la longueur d’onde, la théorie de Rayleigh ne s’applique plus, et c’est la théorie de Mie qui prend 
le relais. La diffusion de Mie dépend très peu de la longueur d’onde : la lumière diffusée présente 
donc une couleur identique à celle de la lumière incidente. La couleur des nuages blancs et du 
blanc d’œuf battu en neige sont des exemples courants de la diffusion de Mie. 
En revanche, si l’objet présente une structure à l’échelle de la longueur d’onde, les 
phénomènes d’interférences et de diffraction sont responsables des couleurs observées [9]. Ces 
phénomènes nous intéressent plus particulièrement dans le cadre de cette thèse et seront donc 
présentés plus en détail dans la section suivante. 
1.3 Couleurs structurales interférentielles 
Les phénomènes interférentiels interviennent dès qu’il y des éléments structuraux de l’ordre 




s’expliquent par des phénomènes d’interférence et de diffraction qui sont la conséquence de la 
nature ondulatoire de la lumière. 
Lorsqu’un faisceau lumineux rencontre un diaphragme de petite dimension (comparable à la 
longueur d’onde), la répartition de la lumière après le diaphragme n’est pas celle qu’on pourrait 
déduire de la notion de propagation rectiligne : on observe une tache centrale entourée 
d’anneaux beaucoup moins intenses. Ce phénomène porte le nom de diffraction. Quand on 
éclaire deux ou plusieurs diaphragmes séparés par une petite distance, les ondes lumineuses 
transmises peuvent se superposer en donnant une nouvelle onde dont l’amplitude dépend du 
déphasage entre ces ondes : elles peuvent se renforcer si elles passent simultanément par un 
maximum (interférences constructives), ou au contraire s’annihiler lorsque l’une passe par un 
maximum à l’instant où l’autre passe par un minimum (interférences destructives). C’est le 
phénomène d’interférence. 
La distinction des interférences et de la diffraction est uniquement historique. Il s’agit en fait 
du même phénomène, à savoir la répartition d’intensité résultant de la superposition d’ondes 
émises par plusieurs sources lumineuses. 
Les parties 1.3.1 et 1.3.2 qui suivent se sont beaucoup inspirées du livre de Bertin [10]. Ces 
parties sont dédiées à l’interprétation de deux phénomènes « classiques » de la lumière 
ondulatoire : les interférences par une couche mince et la diffraction par un réseau. On notera 
que dans le cas d’ondes dont les directions de propagation sont voisines, le caractère vectoriel 
du champ électrique n’est pas nécessaire. Il est alors possible d’y associer une grandeur scalaire. 
On introduit alors la notion de vibration lumineuse s qui oscille de façon sinusoïdale à la 
pulsation ω en un point donné : 
 i i ts Ae ϕ ω−=   (1.16)  
où A est l’amplitude de la vibration et φ est sa phase. L’intensité lumineuse perçue I est 
proportionnelle au carré de l’amplitude de la vibration scalaire propagée (I = A²). 
1.3.1  Interférences d’une lame mince 
Dans une lame à faces parallèles d’épaisseur e d’un matériau d’indice de réfraction n, les 
phénomènes interférentiels se produisent entre les ondes réfléchies par les deux faces de la 
lame. L’onde d’incidence i est réfléchie en partie sur la première face selon les lois de Descartes 
(Figure 1.6). L’onde qui pénètre dans la lame en subissant une réfraction se retrouve alors en 
position d’onde incidente sur la seconde face sous un angle r. Le même phénomène se produit 
sur la face arrière de la lame que sur la face supérieure : l’onde est principalement transmise 
(forte amplitude) mais une partie est réfléchie (faible amplitude). Cette dernière, revenue sur la 
face supérieure, est de nouveau décomposée en une onde transmise et une onde réfléchie et 
ainsi de suite. Les deux premiers rayons réfléchis sont d’intensité voisines (et faibles) et les 






autres rayons réfléchis ont des intensités négligeables. Ainsi, le phénomène d’interférence par 
réflexion d’une lame mince peut être considéré comme le phénomène à deux ondes d’intensité 
voisines. 
 
Figure 1.6. Chemins optiques des premiers rayons réfléchis et transmis par une couche mince. 
Ces deux rayons réfléchis, issus d’un même rayon incident, sont cohérents et interfèrent. 
L’amplitude A de l’onde résultante peut être exprimée en fonction des amplitudes des ondes 
qui interfèrent A1 et A2 : 
 ( )2 2 21 2 1 2 1 22 cosA A A A A ϕ ϕ= + + ⋅ ⋅ −  (1.17) 
Le déphasage (φ1- φ2) pour une longueur d’onde λ est proportionnel à la différence de 
marche δ entre les rayons réfléchis : 
 1 2
2piϕ ϕ δλ− =  ; 2 cos 2n e r
λδ = ⋅ ⋅ ⋅ +  (1.18) 
 
Ainsi, la condition d’interférence constructive qui donne le maximum de la réflexion pour 
chaque longueur d’onde est : 
 1 2 2 mϕ ϕ pi− =  ; 
12 cos
2




où m est un nombre entier. 
Dans une direction donnée, les deux ondes réfléchies ne seront en phase que pour une 
longueur d’onde donnée, ce qui conduit à des effets d’iridescence. 
1.3.2 Diffraction par un réseau 
Théorie élémentaire du réseau 
On considère un réseau par transmission constitué d’un grand nombre de fentes 
équidistantes (Figure 1.7a). Une source ponctuelle et monochromatique envoie un faisceau de 




Tous les rayons diffractés (issus de tous les motifs éclairés) selon la direction θ interfèrent à 
l’infini. La différence de marche entre deux rayons est : 
 ( )sin sin sin sina a i a iδ θ θ= ⋅ − ⋅ = ⋅ −  (1.20) 
 
Comme nous avons vu dans (1.3.1), deux rayons interfèrent constructivement si leur 
déphasage est égal à m2 avec m un nombre entier : 
 1 2
2piϕ ϕ δλ− =
 ; 2 2 mδpi piλ =
mδ λ⇒ =  (1.21) 
 
Ainsi, pour un angle d’incidence i donné, les angles θ correspondant à un maximum de 
lumière sont donnés par la formule des réseaux : 
 sin sin i m
a
λθ − =  (1.22) 
 
m est appelé ordre du spectre ou encore l’ordre d’interférence. 
Par analogie, on peut trouver la formule des réseaux en réflexion (Figure 1.7b) : 
 sin sin i m
a
λθ + =  (1.23) 
 
 
Figure 1.7. Schéma de coupe de réseaux de diffraction. (a) Par transmission, (b) par réflexion. 
Cette théorie élémentaire du réseau met en évidence la dispersion de la lumière par un 
réseau : la position θ des maxima dépend de la longueur d’onde λ. Cependant elle ne traite que 
les maximas d’intensité lumineuse diffractée par un réseau. Dans le cas général, cette dernière 
s’exprime sous la forme d’un produit faisant intervenir la diffraction par un des motifs du 
réseau (fonction de diffraction) et la fonction d’interférences entre toutes les ondes dues à 
l’ensemble des motifs du réseau. Intéressons-nous à ces deux fonctions séparément. 
Fonction de diffraction : diffraction par une fente unique 
Considérons une fente fine : sa largeur b est très inférieure à sa longueur. Un faisceau 
lumineux parallèle de longueur d’onde λ éclaire le plan de la fente sous incidence i (Figure 1.8). 
La fente diffracte la lumière dans le plan xz.  







Figure 1.8. Géométrie pour le calcul de diffraction par une fente unique. 
Pour calculer la vibration diffractée dans une direction, nous pouvons découper la fente en 
bandes parallèles à l’axe y et de largeur dx. Les rayons diffractés par les points de la bande située 
entre ses abscisses x et x+dx parcourent le trajet supplémentaire par rapport au rayon diffracté 
en O : 
 ( )sin sinx iδ θ= − ⋅ −  (1.24) 
 
Soit s0 est la vibration diffractée par O dans la direction considérée et prise comme origine 
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(1.25) 
 
où B est une constante de proportionnalité. 
On obtient s par intégration de x=-b/2 à x=b/2 : 
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Calculons l’intensité lumineuse dans la direction θ, I(θ)=s·s* : 
 ( ) ( )2 2 2 20 sin sinsin b iI s B b c pi θθ λ
 − 


















= = = ⋅ ⋅  (1.28) 
 
On obtient finalement : 
 ( ) ( )20 sin sinsin b iI I c pi θθ λ
 − 









 est appelée la fonction de diffraction D(θ). Elle décrit 
la diffraction non-isotrope selon la direction diffractée θ. Nous pouvons voir sur la Figure 1.9 
que presque toute l’intensité se trouve dans la tache centrale, deux fois plus large que des taches 
secondaires. 
 
Figure 1.9. Variations de l'intensité lumineuse diffractée selon la direction θ (i=0). 
Intéressons-nous maintenant au cas d’un réseau constitué par un grand nombre de fentes 
parallèles et équidistantes. D’après le principe d’Huyghens-Fresnel, toutes les bandes peuvent 
être considérées comme des sources secondaires dont les vibrations interfèrent. Etudions ce 
phénomène d’interférences à ondes multiples. 
Fonction d’interférences : interférences à ondes multiples d’un réseau 
Soit N le nombre total des fentes du réseau. 
Désignons par s1 la vibration diffractée par la première fente prise comme origine des 




i ts Ae ω−=  
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i i t is s e Ae eϕ ω ϕ−= =  ; 2piϕ δλ=  
(1.30) 
 
où A est l’amplitude diffractée et δ est la différence de marche entre deux rayons diffractés 
consécutifs (voir équation (1.20)). Ainsi, la vibration diffractée par la p-ième fente est : 






 ( )1i pi tps Ae e ϕω −−=   (1.31)  
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En transformant cette expression on obtient : 
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 (1.33)  
Ainsi, l’intensité diffractée par N fentes est I(φ)=s·s* : 
 ( )
2







 ; ( )2 sin sina ipiϕ θλ= ⋅ −  
(1.34) 
 
Nous pouvons voir sur la Figure 1.10 que l’on obtient des maxima principaux à φ=m2 (m 
étant un entier). En prenant en compte la deuxième expression de (1.34) on trouve que ces 
maxima correspondent aux directions définies par : 
 ( )sin sin sin sina a i a iδ θ θ= ⋅ − ⋅ = ⋅ −    (1.35) 
 
 Les maxima principaux d’intensité ont donc des positions prévues par la théorie 
élémentaire (1.23) et les maxima secondaires sont négligeables.  
 





Intensité diffractée en tenant compte de la figure de diffraction de 
chaque fente 
Dans la dernière expression, le terme A2 représente l’intensité diffractée par chaque fente et 
dépend de la direction θ (équation (1.29)). En remplaçant A2 par I(θ) de l’équation (1.29) nous 
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  
 ; ( )2 sin sina ipiϕ θλ= ⋅ −  (1.36) 
Comme le montre la Figure 1.11, le maximum principal de la fonction d’interférence (m=0) 
coïncide avec le maximum de la fonction de diffraction. L’intensité des autres maxima 
principaux d’interférence (m≠0) sont affaiblis selon la fonction D(θ). 
 
Figure 1.11. Variations de l’intensité diffractée en tenant compte de la figure de diffraction de chaque fente. 
Les phénomènes d’interférence et de diffraction que nous venons de décrire interviennent 
dans la formation des couleurs structurales des matériaux-composites périodiques connus sous 
le nom de cristaux photoniques. 
1.3.3 Cristaux photoniques : généralisation des phénomènes colorés 
d’origine physique 
De façon générale, lorsqu’un matériau a une structure périodique avec une périodicité 
spatiale de l’ordre de grandeur des longueurs d’onde du visible, chaque élément de la structure 
renvoie séparément une onde lumineuse. Les ondes issues des divers éléments interfèrent en 
produisant des couleurs interférentielles. 
Le matériau dont l’indice de réfraction est modulé périodiquement à l’échelle de la longueur 
d’onde de lumière est appelé cristal photonique. Pour certaines énergies des photons et 
certaines directions de propagation la lumière ne peut pas se propager dans le milieu et elle 
donc réfléchie. L’intervalle qui correspond à ces énergies est appelé la bande interdite 






photonique (BIP), par analogie avec des cristaux semi-conducteurs (cristaux électroniques), 
dans lesquels le potentiel est périodique.  
Les applications des cristaux photoniques sont nombreuses. En créant localement des 
défauts par lesquels la lumière est susceptible de se propager, il est possible de la guider de 
façon très efficace et de l’orienter sur des distances extrêmement courtes. Dans le cadre de cette 
thèse, les aspects de guidage d’onde ne sont pas au centre de nos considérations,  nous nous 
intéresserons plutôt à leur sélectivité spectrale conduisant à des effets colorés.  
Apparition d’une bande interdite photonique 
Afin d’expliquer l’origine de la BIP, nous allons démontrer l’apparition des énergies 
interdites sur l’exemple le plus simple d’un cristal photonique 1D : un empilement de couches 
de deux matériaux.  
La qualification du domaine spectral des ondes qui peuvent se propager ou pas apparaît 
clairement sur les relations de dispersion ω ( k
r
) reliant la pulsation d’onde ω au vecteur d’onde 
k. Oublions un instant la réalité du cristal photonique 1D et considérons un matériau 
homogène, de permittivité diélectrique εh, auquel on attribue une périodicité fictive suivant une 
direction. Nous supposerons que la période fictive vaut a. Le réseau réciproque « fictif » est 
aussi à une dimension avec comme vecteur élémentaire un vecteur de module G = 2̟/a. Le 
matériau étant homogène, la relation de dispersion ( )kω  est simplement linéaire : 
hckω ε= ± (Figure 1.12a), le double signe correspondant aux deux sens de propagation 
possibles. Le fait que le système soit néanmoins périodique entraîne que la même relation de 
dispersion doit être vérifiée pour (k ± nG) où n est un entier quelconque (Figure 1.12b). En 
bord de zone k api= on obtient une dégénérescence d’états : les droites: hckω ε= et 
( )2 hc k aω pi ε= − − se croisent en ce point. Toutes les ondes se propagent dans un tel 
milieu.  
Revenons au véritable cristal photonique 1D : un milieu stratifié composé de deux 
matériaux ayant des permittivités différentes. Dans ce milieu la dispersion n’est plus linéaire et 
continue. On obtient deux solutions différentes ω1 et ω2 pour k =/a (Figure 1.12c). 
Autrement dit, les courbes de dispersion se séparent en formant une bande interdite. Pour les 
valeurs ω comprises entre ω1 et ω2, la vitesse de propagation s’annule et l’onde ne se propage 





Figure 1.12. Relations de dispersion. (a) Dans un milieu homogène de permittivité εh. (a) Dans un milieu homogène 
avec une périodicité fictive. (c)Dans un milieu stratifié. 
1.4 Modélisation des propriétés optiques des matériaux 
nanostructurés par méthode modale  
Les caractéristiques optiques des milieux périodiques, dans le cas où la longueur d’onde est 





. Ces dernières peuvent être trouvées par manipulation des équations 
de Maxwell (1.4-(1.6) : 
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(1.37) 
Le champ électrique associé à une onde électromagnétique se propageant dans un matériau 
doit donc être une solution de cette équation différentielle du second ordre. 
Les méthodes numériques de modélisation des propriétés optiques des structures nano-
micro-métrique sont nombreuses. Chacune d’elles a des avantages et des inconvénients, ainsi 
pour un problème donné, certaines seront plus adaptées que d’autres. Dans notre cas, nous 
allons nous attarder uniquement sur la méthode modale, aussi nommée méthode spectrale. 
Elles ont été appliquées avec succès aux problèmes de réseaux [11]–[15] et des cristaux 
photoniques [16]–[20]. Le calcul du champ électromagnétique est applicable à des structures de 
forme quelconque à condition que la structure soit coupée en tranches invariantes selon un axe. 
Une fois le découpage fait, on approxime les contours de l’objet dans chaque tranche par des 
rectangles. Cette approche est nécessaire pour assurer la condition d’invariance de la 
permittivité dans chaque tranche. Cela permet de faire l’intégration des équations de Maxwell 
dans une seule direction de l’espace. Le fait que pour ce type de profil, la permittivité ne 
dépende plus de la direction verticale dans la région du réseau ramène le problème à un système 
d’équations aux valeurs propres. Les méthodes modales, du fait de l’intégration analytique des 
équations de Maxwell dans une direction de l’espace, possèdent une signification physique 






forte. Elles reposent sur le calcul des échanges d’énergie aux interfaces entre tous les modes, 
propagatifs et évanescents de la structure. Dans de nombreuses situations, peu de modes 
(souvent les quelques premiers modes propagatifs ou faiblement évanescents) participent 
réellement au transport de l’énergie. En identifiant ces modes, le calcul numérique permet une 
compréhension fine de phénomènes physiques observés expérimentalement ou prédits 
numériquement. 
Il y a de nombreuses variantes de méthodes modales. La méthode la plus utilisée pour 
résoudre le problème des réseaux est la Méthode Modale de Fourier. C’est une méthode 
rigoureuse de calcul électromagnétique qui a été introduite pour la première fois par Knop en 
1978 [21] pour la modélisation de réseaux plans diélectriques ou métalliques modulés 
sinusoïdalement. Elle a été popularisée et généralisée ensuite par Mohoram [22] sous le nom de 
Rigorous Coupled Wave Analysis (RCWA), on la retrouve aujourd’hui dans la littérature dans 
de nombreuses références [23]–[25]. L’idée de base est de décomposer en série de Fourier 
toutes les composantes des champs, ainsi que les propriétés du matériau, et de résoudre le 
système aux valeurs propres issues des équations de Maxwell, ce qui permet de calculer les 
champs électrique et magnétique.  
Cette méthode utilise la forme harmonique des équations de Maxwell : 
 
( ) ( )0, ,E r i H rω ωµ ω∇× =
ur ur uurr r
  
( ) ( ), ,H r i E rω ωε ω∇ × = −ur uur urr r  (1.38) 
La résolution de ces équations dans le cas simple d’un réseau de diffraction lamellaire pour 
une onde plane incidente polarisée TE est présentée en Annexe A [26]. 
L’avantage de la méthode RCWA par rapport à d’autres méthodes de modélisation est sa 
rapidité de calcul mais son algorithme requiert que l’objet soit de forme périodique. Les 
problèmes de temps de calcul et de convergence pour la modélisation de la polarisation TM 
connus au début du développement des méthodes modales ont été résolus [27], [28]. 
La méthode de Fourier n’a pas de restriction sur la profondeur des structures et est très 
efficace pour les réseaux diélectriques. Elle peut cependant présenter des divergences ou des 
convergences lentes dans le cas des réseaux métalliques et est mise en difficulté lorsqu’il s’agit 
de réseaux avec des motifs très localisés et/ou des forts contrastes d’indices. 
Dans le cadre de cette thèse, nous avons utilisé un code commercial Crossed Grating [29]. Il 
est basé sur la méthode modale de Fourier et est développé par Nikolai Lyndin de l’Institut de 
Physique Générale de Moscou. Ce code calcule l’interaction de l’onde plane électromagnétique 
avec une structure multicouche et fournit les efficacités de réflexion et de transmission des 




1.5 Structuration submicronique de l’aluminium par 
anodisation  
Les structures submicroniques offrent non seulement la possibilité de manipuler la lumière 
mais peuvent aussi produire des couleurs structurales. Nous nous intéresserons dans la sous-
section suivante aux techniques qui sont utilisées pour la structuration des matériaux à l’échelle 
des longueurs d’onde du visible et plus particulièrement à la structuration de l’aluminium par 
anodisation. 
La structuration aux longueurs d’onde du visible (qu’on va appeler structuration 
submicronique) a constitué un véritable défi pour les micro-nano-technologies. Dans cette 
sous-section nous présenterons les principales solutions technologiques qui existent à ce jour 
pour la fabrication à ces échelles de structures uni-, bi- et tridimensionnelles. En ce qui 
concerne la fabrication de structures submicroniques sur une surface (réseaux par réflexion), 
deux types de sont actuellement disponibles : la méthode de gravure et la méthode 
holographique[30]. La gravure se fait à l’aide d’un diamant. C’est un processus complexe, lent et 
coûteux. Par contre, il offre la possibilité d’obtenir des réseaux blazés. La méthode holographique 
utilise les interférences produites par la recombinaison de deux faisceaux provenant d’un même 
laser. Une série de franges lumineuses produit un motif périodique sur une couche 
photosensible. On obtient une série de pics et de vallées, qui sont ensuite recouverts d’une 
couche d’aluminium. Un réseau interférométrique (holographique) standard présente des traits 
de forme sinusoïdale.  Dès qu’on veut passer du stade planaire vers des structures volumiques, 
on a recourt aux procédés d'élaboration de la nanoélectronique. La lithographie par faisceau 
d’électron et la lithographie à deux photons [31] permettent de créer des structures très variées 
avec une résolution extrêmement élevée. La lithographie couche-par-couche est utilisée pour la 
fabrication de structures 3D [32]. En revanche, ces techniques, mises en œuvre sous 
atmosphère contrôlée dans un environnement de salle blanche, sont compliquées et très 
couteuses. Il existe aujourd’hui une variété de techniques de gravure des semi-conducteurs, la 
plupart d’entre elles ayant été développées pour la fabrication de composants et circuits 
électroniques. L’une des plus répandues est la gravure ionique réactive (en anglais reactive-ion-
etching, RIE) [33]. Cette technique s’applique parfaitement à la gravure des pores dans les 
guides membranaires. En revanche, ses performances sont typiquement  limitées à la gravure de 
trous plus profonds que leur diamètre. La méthode d’auto-assemblage colloïdale est la méthode la 
plus simple de fabrication des cristaux photoniques 3D. Les opales artificielles sont ainsi 
formées à partir de billes de silice ou de latex monodisperses que l’on laisse sédimenter en 
solution sous l’action de la gravité ou par centrifugation. Les billes s’auto-organisent suivant un 
réseau cubique à faces centrées, d’où le nom d’opale par analogie aux pierres naturelles qui 






possèdent la même structure microscopique. Cette méthode est efficace mais très limitée (la 
forme et l’arrangement des structures ne varient pas). 
D’une manière générale, les méthodes actuellement utilisées pour obtenir une structuration 
de surface à l’échelle submicronique permettent d’obtenir une périodicité parfaite des structures 
mais restent cependant limitées en termes de surfaces traitées. Dans le cadre de cette thèse, 
nous nous sommes intéressés à une méthode électrochimique de structuration submicronique 
de surfaces d’aluminium oxydation anodique en milieu acide. Cette technique présente 
l’avantage d’être mature industriellement et de permettre de structurer de grandes surfaces. 
Cependant il est difficile d’obtenir une périodicité parfaite de la structuration par cette méthode, 
au moins sur des alliages d’aluminium l’utilisation desquels est intéressante de point de vue 
économique (voir 1.5.2). Il n’en reste pas moins que des effets colorés ont été observés (voir 
1.5.3).  
L’oxydation anodique d’aluminium a été découverte à la fin du XIX siècle. Ce procédé est 
aujourd’hui bien connu et a une grande importance industrielle du fait de nombreuses 
applications dans différents domaines. La couche d’alumine massive, obtenue dans des 
solutions de certains acides, permet d’améliorer la résistance à l’abrasion et à la corrosion de 
l’aluminium, elle est souvent utilisée pour ces propriétés d’isolation thermique et électrique. 
L’anodisation dans des solutions à base d’autres acides permet de former une couche poreuse 
d’alumine. De telles surfaces offrent une possibilité de coloration par remplissage des pores par 
des substances chimique colorées. L’idée d’utiliser l’anodisation de type poreux pour la 
production des structures périodiques à l’échelle submicronique a été proposée pour la 
première fois en 1995 par Masuda et Fukuda [34]. Depuis, l’étude des couches nano-poreuses et 
ordonnées a pris un véritable envol. Nous allons d’abords présenter le mécanisme de formation 
de couches anodiques poreuses et ferons ensuite un résumé de la littérature existante sur leurs 
propriétés optiques.  
1.5.1 Mécanisme de formation des couches anodiques 
Dans le cas où l’électrolyte choisi possède une action dissolvante sur le métal ou sur son 
oxyde (milieu acide ou alcalin), le processus d’évolution de la couche anodique relève d’une 
compétition entre deux phénomènes : 
o l’élaboration de l’oxyde sous l’action du courant électrique ; 
o la dissolution chimique de la couche. 
La compréhension du processus de formation de l’alumine poreuse a donné lieu à un grand 
nombre d’études qui ont établi de nombreuses théories et modèles relatifs à l’initiation et à la 
croissance [35]. De manière schématique, le processus de formation de l’alumine s’effectue en 
deux temps. Dès la mise sous tension, une couche barrière se forme à la surface. À un moment, 




que l’oxyde croît sous l’action du courant, un processus transitoire intervient : de nombreuses 
microporosités et irrégularités se forment et certaines vont évoluer vers la structure poreuse 
finale (Figure 1.13b). La croissance poreuse prend par la suite un caractère permanent (sous 
tension constante) et aboutit à une structure hexagonale. 
La couche obtenue est composée d’une partie barrière qui fait l’interface avec le métal et par 
laquelle transite le courant (il s’agit donc du front de croissance de la couche), et d’une partie 
poreuse (Figure 1.13). La dissolution chimique, qui se poursuit lors du processus, concerne la 
surface de l’oxyde ainsi que les parois des pores. À cet égard, la température du bain joue un 
rôle prépondérant. L’épaisseur de la couche barrière, mais également des parois des pores, sont 
fonction de la tension d’élaboration et de l’électrolyte utilisé.  
 
Figure 1.13. Formation de la couche poreuse par l'anodisation d'aluminium. (a) Etapes du processus. (b) Structure 
finale [35]. 
Par ailleurs, il est généralement admis que l’oxyde formé est anhydre et amorphe, ce qui est 
néanmoins discuté par certains auteurs[36]–[39]. 
Même si les épaisseurs obtenues par anodisation sont considérablement plus élevées que 
l’épaisseur moyenne de l’oxyde naturel, le processus de croissance ne peut pas se poursuivre 
indéfiniment. En effet, la résistance électrique de la couche augmente progressivement avec son 
épaisseur, ralentissant sa formation sous l’action du courant. Un équilibre finit par s’établir entre 
la formation de la couche et sa dissolution chimique par le bain. Les épaisseurs maximales 
varient selon les électrolytes utilisés. L’anodisation en milieu sulfurique étant un cas particulier 
qui permet, dans certaines conditions, d’atteindre une couche d’oxyde de plusieurs dizaines de 
micromètres. 
Une des applications des couches d’alumine poreuse très répandue et de très grand 
potentiel, est leur utilisation en tant que masque ou moule pour la fabrication des 
nanomatériaux variés [40]–[43]. De nombreux travaux de recherche sont consacrés à la 
synthèse de ces nanostructures et à leurs propriétés morphologiques contrôlées (diamètre de 






pores et les intervalles entre eux), ainsi qu’à une faible distribution de ces paramètres et une 
haute périodicité [44]–[48]. En marge de ces études, dans le cadre de cette thèse, nous avons 
porté notre attention sur les effets colorés des couches anodiques poreuses. 
1.5.2 Conditions expérimentales de l’anodisation 
La technique de préparation de l’alumine anodique poreuse est pratiquement la même dans 
toutes les publications. Le substrat utilisé est un échantillon plan d’aluminium de haute pureté 
(99.99%), dégraissé à l’acétone puis à l’éthanol. Ensuite, le nettoyage dans l’eau distillée et le 
séchage est suivi par le polissage électrochimique dans une solution de C2H5OH et HClO4. 
L’anodisation se fait dans la solution d’acide oxalique (H2C2O4), sulfurique (H2SO4) ou 
phosphorique (H3PO4) [47], [49]–[51]. L’espacement entre les pores formés dans les deux 
premiers cas est de 10-100 nm, tandis que pour le dernier, on peut obtenir des distances entre 
les pores plus élevées : 200-500 nm [52], [53]. A noter que les structures avec une grande 
distance entre les pores (supérieure à 300 nm) sont de plus en plus recherchées du fait que leurs 
dimensions deviennent comparables aux longueurs d’onde de la lumière visible et ouvrent de 
nombreuses application dans le domaine photonique [53]. 
Les paramètres caractéristiques des structures des couches d’alumine poreuse (épaisseur, 
diamètre des pores, distances entre pores et périodicité) dépendent des conditions d’oxydation 
électrochimique [45], [46], [54], [55].  
Une double anodisation favorise l’ordre des canaux formés [34], [40], [56]–[58]. Elle 
consiste en une dissolution chimique dans le mélange des solutions d’acides phosphorique 
(H3PO4) et chlorique (H2CrO4) de la couche d’alumine après une première anodisation et la 
réutilisation de cette surface d’aluminium ainsi prétexturé en tant que substrat pour une 
deuxième anodisation (Figure 1.14). 
 
Figure 1.14. Etapes de la double anodisation. 
Pour des raisons économiques, l’utilisation d’alliages d’aluminium est plus intéressante car le 
prix d’aluminium 99.5% est dix fois inférieur à celui d’aluminium de haute pureté. Ainsi, 
Zaraska [41] a étudié l’influence des éléments alliés sur la structure de la couche obtenue. Il a 
montré que la vitesse de croissance de la couche d’alumine, le diamètre de pores et leur densité 
sont peu influencés par les impuretés du substrat. En revanche, la circularité des pores et leur 




d’impuretés dans le substrat crée des pores transversaux (Figure 1.15). Un mécanisme de 
formation de ces pores transversaux a été proposé par Molchan [44]. 
 
 
Figure 1.15. Micrographies MEB des couches d'alumine poreuse formées sur le substrat d'aluminium pure [44]. 
En 2007, Wang [50] a présenté une méthode de production de cristaux photoniques 3D 
basée sur une anodisation d’aluminium sous une tension périodique (Figure 1.16). Les canaux 
principaux se forment durant la phase basse-tension et chaque canal principal engendre 
plusieurs petits canaux sur les parois durant la phase haute tension. Des structures périodiques 
peuvent être formées par répétition de ce procédé. L’attaque chimique ultérieure (de durée 
appropriée) à l’acide phosphorique permet d’agrandir deux types de pores. Finalement, les 
parois les plus fines se dissolvent et on obtient une structure périodique tridimensionnelle. 
 
Figure 1.16. Schéma d’obtention d’une structure d’alumine tridimensionnelle [50]. 
1.5.3 Propriétés optiques des structures d’alumine poreuse 
 L’alumine massive est un matériau transparent à la lumière visible : son coefficient 
d’extinction est nul [37] et son indice de réfraction  varie très peu dans le domaine du visible et 
est d’environ 1,7. En revanche l’alumine poreuse est susceptible de présenter des effets colorés 
dus à sa micro-structuration à l’échelle des longueurs d’onde du visible. Elle peut donc donner 
lieu aux différents phénomènes optiques d’interaction entre lumière et matière structurée : 
interférence, diffusion, effets de cristal photonique. En effet, certaines publications présentent 
des effets colorés obtenus sur des échantillons d’aluminium anodisés.  
Xu et al. [60], [61] ont observé des couleurs sur des couches d’alumine poreuse d’épaisseur 
entre 200 et 300 nm après anodisation dans une solution d’acide oxalique.  Les couleurs 
observées ont été attribuées à des phénomènes d’interférence dans une couche mince. Dans ce 






cas, la couche poreuse a été assimilée à un matériau massif dont l’indice de réfraction est égal à 
l’indice effectif du composite alumine/air. Ainsi, la structure poreuse en elle-même ne joue 
aucun rôle dans les propriétés optiques de la couche, et  la couleur observée est uniquement 
due à l’épaisseur de la couche. 
Wang et al. [50] obtient des membranes de structures tridimensionnelles (Figure 1.16) qui 
présentent des couleurs en transmission. Les spectres de coefficient de transmission mettent en 
évidence une transmission proche de zéro pour une gamme de longueurs d’onde dans le cas 
d’une structure d’alumine poreuse tridimensionnelle. Cela est expliqué par l’existence d’une 
bande interdite photonique dans la région du visible.  
Mikulskas et al. [51] présentent des spectres d’absorption d’une couche d’alumine formée 
dans une solution d’acide phosphorique (espacement entre les pores de 460 nm). Nous 
supposons que ces spectres ont été obtenus en mesurant le spectre de transmission des 
échantillons. Puis, supposant qu’aucune réflexion n’a lieu, Mikulskas et al. proposent ces 
spectres en tant que des spectres d’absorption. Sur ces spectres, la lumière est absorbée dans un 
certain intervalle du visible. Milulskas et al. attribuent cette absorption à la présence d’une BIP. 
Sans autres preuves. Or ce raisonnement est contradictoire avec la définition d’une BIP puisque 
dans un cristal photonique la lumière qui appartient à la BIP ne peut donc pas se propager dans 
le matériau et est donc réfléchie et non pas absorbée. Ainsi, les résultats de Mikulskas et al. 
nécessiteraient de connaître le spectre de réflexion afin de pouvoir conclure sur les phénomènes 
mis en jeu. Dans ce cas où la réflexion est achromatique, le matériau serait à l’origine des 
phénomènes d’absorption. Dans le cas où le spectre de réflexion serait complémentaire du 
spectre de transmission, la présence d’une BIP pourrait être proposée. Ces deux cas extrêmes 
ne sont pas exhaustifs. Finalement, on observe dans la littérature, quelques publications faisant 
acte des effets colorés observables sur des surfaces d’aluminium anodisé. Cependant, aucune de 
ces publications ne propose une compréhension claire des phénomènes mis en jeu. La plupart 
des publications abordant le sujet, se contente de dresser un parallèle entre les effets colorés 
observés sur les surfaces d’aluminium anodisé et les effets colorés dits « de type cristal 
photonique » ou « ailes de papillon ». En effet, l’approche des cristaux photoniques est 
également souvent utilisée pour modéliser les effets colorés des structures ordonnées 
naturelles : ailes de papillon, plumes de paon [9], [62], [63]. Cette analogie a du sens car l’indice 
de réfraction de l’alumine (1,7) est fortement supérieur à celui de l’air (1). De ce fait, les pores 
d’air dans l’alumine sont tout à fait susceptibles d’engendrer des cristaux photoniques. Ainsi, 
quelques références concernant la modélisation des propriétés optiques de l’alumine poreuse 
sont disponibles. Ainsi, Zhang [64] présente le résultat de calcul de la bande interdite 
photonique pour l’alumine poreuse avec un arrangement de pores hexagonal parfait. Il est 
néanmoins important de noter que le calcul de ce diagramme de bande photonique se fait dans 




conditions d’observation sont très éloignées des conditions d’observation des effets colorés 
(observation de 0° à 60° par rapport à la normale à la surface. Nous pouvons voir sur les Figure 
1.17 et Figure 1.18 qu’il existe un gap photonique notable dans le cas de la polarisation TE 
(pour des ωa/2c autour de 0.5) et un gap très faible dans le cas de TM pour des fréquences 
plus grandes (autour de 1.2). Ainsi, l’alumine poreuse ne possède pas de bande interdite totale 
puisqu’il n’y a pas d’intersection des régions des bandes interdites TE et TM. 
 
Figure 1.17. Diagrammes de bande d'un cristal photonique à base de l'alumine anodique nano-poreuse dans le 
plan perpendiculaire aux pores : polarisation TE (gauche) et polarisation TM (droite). Le rapport entre rayon des 
pores et leur espacement r/c=0.4. 
 
Figure 1.18. Cartes de bandes interdites d'un cristal photonique à base de l'alumine anodique nano-poreuse en 
fonction du rapport entre rayon des pores et leur espacement r/c=0.4 : polarisation TE (gauche) et polarisation TM 
(droite). 
Un arrangement imparfait de pores en structure hexagonale est pour la première fois pris en 
compte par Maksymov [65]. Il considère une désorientation de domaines ordonnés les uns par 
rapport aux autres. Comme prédédemment, la transmission est calculée dans le plan 
perpendiculaire aux pores. Le spectre de transmission calculée pour une telle structure montre 
une transmission faible pour la même gamme de longueurs d’onde que dans le cas d’une 
structure parfaite avec les mêmes paramètres de maille.  
On peut conclure de cette étude bibliographique que, premièrement, la caractérisation des 
propriétés optiques de l’alumine poreuse n’est pas très developpée dans la litérature ; 






deuxièmement, qu’à notre connaissance, la simulation numérique des spectres de réflexion ou 
de transmission des structures réelles n’a encore jamais été effectuée. Ainsi, le but de cette thèse 
est d’établir une compréhension des phénomènes optiques mis en jeu dans l’obtention de ces 
effets colorés. En particulier l’impact de la non-périodicité sur ces effets sera exploré. Pour cela 
une caractérisation optique de la réflectance des échantillons sera mise en œuvre et des outils 
numériques de modélisation optique seront utilisés. 
1.6 Caractérisation optique bidirectionnelle 
Nous avons traité au cours de ce chapitre les phénomènes optiques qui peuvent provenir de 
l’interaction de la lumière polychromatique avec la surface d’un matériau. Intéressons-nous à la 
métrologie en optique permettant quantifier les effets colorés.  
1.6.1 Éléments de la radiométrie 
La radiométrie traite l’ensemble des radiations (ultraviolettes, visibles, infra-rouges, etc.) et 
définie quatre grandeurs propres aux radiations : flux, éclairement, intensité et luminance [66], 
[67]. Ces grandeurs s’appliquent à la lumière et peuvent être mesurées par des instruments des 
laboratoires. 
Le flux énergétique 
Le flux énergétique F est la puissance émise, transmise ou reçue par une surface sous forme de 
rayonnement et peut être calculé comme l’énergie divisée par le temps. Il est exprimé en watts. 
L’intensité énergétique 
L’intensité énergétique I d’une source ponctuelle O est le flux par unité d’angle solide qui est 
émis, transporté ou reçu par un point dans une direction donnée ( ),θ ϕ  (exprimée en 
watts/stéradian) : 
 ( ) ( ),, dFI
d
θ ϕθ ϕ =
Ω  
(1.39) 
où dΩ l’angle solide, de sommet O, autour de la direction considérée. 
Eclairement énergétique 
Cette grandeur concerne le récepteur exposé à la lumière. L’éclairement énergétique E est le flux 
énergétique reçu par une unité de surface ou la traversant : 
 ( ) ( ),, dFE
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La notion de luminance énergétique s’applique alors aussi bien à une source (à distance fixe 
ou à l’infini) ou à un récepteur en un point sur le trajet du faisceau. La luminance énergétique L est 
le flux énergétique quittant, atteignant ou traversant un élément de surface en un point et se 
propageant dans des directions définies par un cône élémentaire (contenant la direction 
donnée) par le produit de l’angle solide dΩ du cône et de l’aire de la projection orthogonale de 
l’élément de surface sur un plan perpendiculaire à la direction donnée dSp ( cospdS dS θ= ) :  
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La luminance énergétique s’exprime en watt par stéradian et par mètre carré.  
 
Figure 1.19. Géométrie pour la définition de l'angle solide et de la luminance. 
1.6.2 De la radiométrie à la photométrie  
Les grandeurs énergétiques caractérisent physiquement un rayonnement lumineux mais 
n'apporte aucune indication sur la façon dont celui-ci est perçu par l’œil. En effet, la sensibilité 
de l’œil dépend de la longueur d'onde. Totalement insensible aux infrarouges et aux ultraviolets, 
l’œil a la sensibilité maximale pour une longueur d'onde voisine de 555 nm en vision diurne (ou 
photopique). L'efficacité lumineuse relative spectrale de l'œil-type (Figure 1.20), V( λ ), 
représente la "sensibilité" de l’œil humain moyen en fonction de la longueur d'onde et permet 
de relier les grandeurs énergétiques (radiométrie) aux grandeurs lumineuses traitées par la 
photométrie. La photométrie s’intéresse non pas à la lumière en elle-même mais à la sensation 
que cette lumière produit sur la rétine d’un observateur. 
 







Figure 1.20. Efficacité lumineuse relative de l'observateur photométrique standard (CIE, 1924). 
Le flux lumineux correspond au flux énergétique pondéré par la courbe de sensibilité V(λ); il 
est généralement noté FV. L'unité de flux lumineux est le lumen (lm). Une source 
monochromatique émettant à la longueur d'onde de 555 nm un flux énergétique de 1W fournit 
un flux lumineux de 683 lm par définition. La quantité Km=683 lm/W est une constante de 
conversion. Ainsi, le flux lumineux est : 
 ( ) ( ) ( )V mdF K V F dλ λ λ λ= ⋅ ⋅  (1.42) 
Le flux lumineux total s'obtient en intégrant la quantité ci-dessus sur l'ensemble du spectre 
visible :  
 ( ) ( )780380V mF K V F dλ λ λ= ⋅ ⋅∫  (1.43) 
Les autres grandeurs photométriques peuvent être trouvées à partir du flux lumineux 
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1.6.3 Caractérisation optique  bidirectionnelle  
Un système de mesure des propriétés optiques en réflexion ou en transmission contient 
toujours une source lumineuse (éclairage diffus ou directionnel) et un détecteur optique. Un 
grand nombre de géométries standards a été défini. Elles sont généralement caractérisées par le 
mode d’éclairement et d’observation. On peut en citer plusieurs : 0°/diffus, diffus/8° 
(spéculaire inclus ou exclus), 45°/0°, 45°/45°, etc. [6], [67]. Néanmoins, la caractérisation dans 
une géométrie donnée n’est pas pertinente puisqu’il est évident que tous les matériaux (à 
l’exception du matériau fictif – diffuseur parfait) sont caractérisés par une dépendance 
directionnelle de la réponse à la lumière incidente. L’insuffisance de la caractérisation dans des 
géométries standard est surtout remarquable quand il s’agit des matériaux gonio-apparents (voir 
2.1). La description plus complète de la lumière réfléchie (transmise) par une surface dans 
différentes directions de l’hémisphère est donnée par Fonction de Distribution de 
Réflectance/Transmittance Bidirectionnelle (BRDF/BTDF de l’anglais Bidirectional 
Reflectance/Transmittance Distribution Function). 
 
Fonction de distribution de réflectance bidirectionnelle (BRDF) 
La BRDF est définie comme le rapport de la luminance Lr (θr,φr,λ) réfléchie par une surface 
dans une direction particulière (θr,φr) et de l’éclairement Ei (θi,φi,λ) de la surface dans la direction 
d’incidence (θi,φi) (Figure 1.21) : 
 r ri i r r
i i





θ ϕ λθ ϕ θ ϕ λ









Figure 1.21. Géométrie pour la définition de la BRDF. 
 






1.6.3.1 Instruments de caractérisation bidirectionnelle 
Parmi les instruments de caractérisation bidirectionnelle existant, Ju Ren et al. [68] a 
proposé une approche intéressante. Son système contient une source laser mobile, un prisme-
séparateur de faisceau, une CCD linéaire et miroir semi-parabolique. Ce dernier permet de 
mesurer la BRDF d’une surface dans un hémisphère complet instantanément. La distribution 
angulaire de la réflectance de la surface dans l’espace tridimensionnel (quart de sphère) est 
transformée en image bidimensionnelle enregistrée par la caméra CCD. La rapidité de mesure 
de la BRDF par ce système constitue son principal avantage. En revanche, l’utilisation d’une 
source monochromatique et le fait qu’un point unique de l’échantillon est caractérisé, limitent 
l’application de cet instrument. 
 
 
Figure 1.22. Schéma de l’instrument pour la mesure de la BRDF basé sur le miroir semi-parabolique de Ju Ren et al. 
[68]. 
Une autre façon de simplifier mécaniquement le système est de caractériser uniquement la 
réflexion dans le plan d’incidence au lieu d’analyser dans l’hémisphère complet. En effet, ce 
plan contient beaucoup d’information concernant le comportement de la surface en réflexion, 
surtout quand il s’agit des surfaces spéculaires. Ce type de configuration géométrique a été 
choisi par l’Institut National des Standards et des Technologies des USA (NIST) pour leur 
instrument STARR [69]. Son bras d’éclairage, le bras de détection et le plan perpendiculaire à 
l’échantillon se trouvent dans le plan horizontal. Ainsi, ce goniomètre permet la mesure 
bidirectionnelle mais uniquement dans un plan. Pour détecter la lumière dans l’hémisphère 
entier correspondant à la réflexion, la configuration géométrique la plus intuitive consiste en un 
échantillon fixe et en une source et un détecteur qui assurent deux degrés de liberté chacun en 
tournant autour de l’échantillon. Cette configuration a été choisie pour un gonio-photomètre 
industriel REFLET de STIL présenté sur la Figure 1.23 [70]. Cet instrument est compact mais 
pose des problèmes de précision directionnelle. La précision de positionnement est seulement 




directionnelle, elle dépend de la taille de la zone analysée. De plus, étant donné que c’est un 
équipement industriel, il est très peu modulable (par exemple en terme de balayage 
directionnel).  
Afin d’avoir moins de degrés de liberté sur la source et le détecteur il est possible de rendre 
l’échantillon mobile. Telle configuration est utilisée pour le gonio-réflectomètre robotisé de 
Hünerhoff [71]. Le deuxième instrument du NIST (5-axes goniometer) [72], [73] est basé sur le 
même principe (Figure 1.24). Il est spécialement conçu pour les mesures bidirectionnelles des 
surfaces retro-réfléchissante et des matériaux gonio-apparents. La compacité de cet instrument 
est sacrifiée pour atteindre une haute précision directionnelle : la longueur des bras d’éclairage 
et de détection choisie dépasse 1 m.   
 
Figure 1.23. Configuration géométrique du gonio-photomètre industriel REFLET de STIL [70]. 
 
Figure 1.24. Configuration géométrique de Five-axis goniometer du NIST [74]. 






Nous pouvons tirer des conclusions suivantes de cette étude bibliographique des 
instruments de caractérisation bidirectionnelle existant : 
o Chaque équipement étant développé pour des applications particuliers a des avantages 
et des limitations. Certaines des caractéristiques sont privilégiées devant les autres. Cela 
peut être le temps d’acquisition complète, la résolution spectrale, la précision 
directionnelle, l’encombrement minimal, information spectrale ou non. 
o Il est souvent nécessaire de trouver un compromis entre la distance détecteur-
échantillon (et source-échantillon) et la précision directionnelle. 
1.7 Conclusion du chapitre 
L’état de l’art présenté dans ce chapitre a montré que les structures submicroniques offrent 
non seulement la possibilité de manipuler la lumière, mais dans certains cas aussi l’apparence 
colorée. Nous avons discuté des phénomènes de l’optique ondulatoire mis en jeu. Nous avons 
également présenté une méthode de nanostructuration de surface par anodisation de 
l’aluminium de type poreux qui est de plus en plus étudiée. Les effets colorés ont déjà été 
obtenu par cette méthode de structuration. Ils sont souvent expliqués par les phénomènes de 
cristaux photoniques : la non-propagation propagation de la lumière de certaines longueurs 
d’onde dans le milieu ordonné. Cependant, la périodicité de structures obtenues par anodisation 
n’est pas parfaite. A notre connaissance, l’impact du désordre sur de effets colorés observés n’a 
pas été étudié. 
Pour l’analyse complète des surfaces structurées, il est impératif d’étudier 
expérimentalement les propriétés optiques. Nous avons discuté l’avantage des outils de 
caractérisation optique bidirectionnelle comparé à ceux utilisant une géométrie fixe. Nous 
avons présenté dans ce chapitre les équipements existants et évoqué leurs limitations. Cette 
étude bibliographique a montré la nécessité de développer un nouvel outil de caractérisation 













Ce chapitre présente la mise en point complète d’un spectro-goniomètre au sein de l’Ecole 
des Mines de Saint-Etienne dans le but de mesurer des effets de lumière structurée de 
composants. Dans la première section, nous donnons un cahier des charges du système 
souhaité dans le cadre de nos objectifs. Dans la seconde section, nous expliquons la conception 
et la réalisation du système sur le plan mécanique et optique avec les différents niveaux de 
réglage nécessaire. De plus, nous décrivons la méthode de mesure de la fonction de distribution 
de réflectance bidirectionnelle avec les explications sur la gestion informatique d’un tel système. 
En effet, une telle mesure génère un grand nombre de données qu’il faut savoir facilement 
exploiter. Enfin dans la troisième section, nous validons notre système sur une mesure d’un 
matériau avec une réponse quasi-lambertienne et une structure aux effets colorés particuliers. 
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2.1 Matériaux gonio-apparents : cahier des charges pour 
leur caractérisation 
Comme nous avons vu précédemment, la description standard de l’apparence visuelle d’une 
surface consiste en la mesure : soit de la réflexion spéculaire, soit de la réflexion diffuse ou 
encore de sa couleur dans une direction précise. Nous allons voir pourquoi ces informations ne 
sont pas suffisantes quand il s’agit de la gonio-apparence. 
2.1.1 Définition des matériaux gonio-apparents 
Des matériaux sont dits gonio-apparents lorsqu’ils présentent des variations significatives de 
l’apparence visuelle avec la direction d’éclairage ou d’observation [75]. Ces variations de 
l’apparence sont dues aux changements des propriétés optiques de la surface, à savoir la 
distribution spectrale de la lumière réfléchie ou l’intensité (Figure 2.1). Pour illustrer ces deux 
types de gonio-apparence, voici deux exemples. Concernant la distribution spectrale, un des 
exemples classiques est celui des matériaux (peintures, revêtements) à base de pigments 
iridescents ou interférentiels. Un autre exemple peut être celui d’une surface métallique polie. 
Dans ce cas, c’est l’intensité de la lumière réfléchie qui change très fortement et brusquement 
entre les directions spéculaire et hors-spéculaire. 
Les matériaux gonio-apparents offrent des effets visuels originaux et sont de fait de plus en 
plus utilisés pour des applications très variées : peinture pour l’automobile, matériaux de 
construction d’intérieur et d’extérieur, emballages, textile…  
 
Figure 2.1. Définition et exemples de surfaces gonio-apparentes : changement directionnel de l'intensité (a) et de 
la couleur (b). 






2.1.2 Comment caractériser les matériaux gonio-apparents ? 
La conception, la production, l’utilisation et le contrôle de ce type de surfaces nécessitent 
une description complète des propriétés optiques en réflexion. La complexité des effets visuels 
des matériaux gonio-apparents exige des outils de caractérisation spécifiques, différents des 
instruments unidirectionnels acceptables pour l’analyse des matériaux traditionnels [76], [77].  
Ainsi, un des premiers objectifs de cette thèse est de concevoir et de réaliser un instrument 
de caractérisation optique – gonio-spectro-photométre – adapté aux particularités des surfaces 
gonio-apparentes. Le spectro-photo-goniomètre idéal doit remplir plusieurs critères dont en 
premier lieu : haute résolution spectrale, intervalle spectral étendu sur le domaine du visible, 
recouvrement d’un hémisphère de détection complet. Les matériaux gonio-apparents ont par 
définition, nous l’avons dit, des effets visuels directionnels. On comprend alors aisément que la 
précision directionnelle de mesure est essentielle. Or, on constate que la résolution mécanique 
(c’est-à-dire l’incrémentation spatiale) est souvent utilisée de façon impropre pour caractériser la 
précision directionnelle. En réalité, cette dernière est contrôlée à la fois par la précision 
mécanique et optique.  
La précision directionnelle mécanique est relativement facile à obtenir grâce à la haute 
précision des déplacements des moteurs rotationnels pas à pas actuels. En revanche, une haute 
précision optique est beaucoup plus difficile à atteindre. En effet, on rencontre une difficulté du 
côté de l’émission et une autre du côté de la détection. Concernant l’émission, pour une source 
polychromatique incohérente, le faisceau lumineux n’est jamais parfaitement parallèle : on est 
alors toujours confronté à l’existence d’un cône d’émission (angle solide de la source). On 
comprend alors que pour augmenter la précision optique, il faut minimiser l’angle solide 
d’émission de la source. Concernant la détection, le capteur a lui aussi un angle solide 
d’acceptation. Donc le détecteur reçoit des informations provenant non seulement d’une 
direction donnée, mais du cône autour de celle-ci. La réponse finale est alors une moyenne. En 
minimisant cette acceptation angulaire, on est alors plus à même de discerner les informations 
dans des directions légèrement différentes. 
Afin d’améliorer  la précision optique, la solution souvent utilisée est d’augmenter les 
distances source-échantillon et détecteur-échantillon. Cette solution est satisfaisante, mais 
l’instrument prend alors des dimensions importantes [74], [78] et donc un poids important ce 
qui peut être contraignant. On comprend alors qu’il existe un compromis entre la compacité de 
l’appareil et sa précision. 
Au cours de cette thèse, nous avons développé un instrument à la fois compact (surface 
occupée inférieure au mètre carré) et avec une bonne précision directionnelle et spectrale. Pour 





2.2 Conception et réalisation du goniomètre OptiMines 
Dans cette section, nous détaillerons tous les choix que nous avons faits lors de la 
conception du gonio-spectro-photomètre OptiMines concernant l’optique, la mécanique et 
l’informatique du système. 
2.2.1 Choix de la source, du détecteur et système optique 
2.2.1.1 Conception du bras d’éclairage 
Source lumineuse 
Dans le domaine de la photométrie, les qualités demandées à une source lumineuse 
touchent principalement à l’aspect chromatique des sources, à leur stabilité (intensité et spectre) 
et à leur durée de vie. 
En ce qui concerne l’aspect chromatique, l’illuminant idéal devrait produire une répartition 
spectrale uniforme sur tout le domaine du visible. Malheureusement, une telle source n’existe 
pas. Pour obtenir de la lumière perçue comme « blanche », il faut disposer au minimum d’un 
émetteur qui permette une excitation équilibrée des trois familles de cônes présentes dans l’œil 
humain. Cela est généralement obtenu soit par un rayonnement continu dans le visible, entre 
380 et 780 nm (c’est le cas du Soleil ou d’un corps incandescent), soit par un mélange de bleu, 
de vert et de rouge (LEDs et lasers), soit encore par un mélange de bleu et de jaune (certaines 
LEDs et lasers également).  
Les sources de lumière blanche peuvent être regroupées en deux catégories : les lampes à 
incandescence et les lampes à décharge. Ces deux technologies vont conduire à des 
distributions spectrales différentes. La première catégorie regroupe les lampes à incandescence 
traditionnelles et les lampes à incandescence aux halogènes. Dans les deux cas, la lumière est 
émise par un filament de tungstène porté à une température de 2700 K à 3000 K. Une telle 
lampe émet un rayonnement proche de celui d’un corps noir. L’ajout d’un gaz halogène à 
l’intérieur de l’ampoule permet d’augmenter la durée de vie du filament et de décaler l’ensemble 
du spectre vers le visible. Pour la seconde catégorie, une décharge électrique est transformée en 
lumière visible par l’intermédiaire des composants de la lampe (gaz ou poudre). En fonction de 
la nature du gaz et de la présence de poudre fluorescente, le spectre de la lumière émise va être 
notablement différent. On peut ainsi obtenir un spectre à raies ou un spectre plutôt continu 
(Figure 2.2).  
En général, les sources halogènes sont caractérisées par un spectre d’émission continu dans 
le visible et sans variations fortes (sans raies) et une excellente stabilité. Leur défaut principal est 
une faible émission dans des longueurs d’ondes courtes comparé à celle pour des longueurs 
d’ondes longues [79].   






En ce qui concerne les sources à décharge au xénon, elles sont caractérisées par une forte 
excitance puisque l’arc électrique a la forme d’une minuscule sphère assimilable à une source 
ponctuelle. Elles sont donc plus faciles à collimater et à focaliser ensuite. Les sources à 
décharge offrent un spectre quasiment plat dans le domaine du visible, néanmoins avec la 
présence de quelques pics (Figure 2.2). Leurs autres inconvénients sont l’instabilité par rapport 
aux sources halogènes et leur coût élevé [79]. 
 
 
Figure 2.2. Spectres d'émission des sources blanches les plus courantes : à incandescence (Halogène) et à 
décharge (Xénon) [80] 
Les objectifs que nous nous sommes donnés pour la conception de l’éclairage de notre 
instrument sont :  
o D’avoir une émission dans la totalité du domaine du visible.  
o D’obtenir l’éclairement maximal et le plus homogène possible au niveau de l’échantillon. 
En effet, plus l’éclairement est faible, plus le flux réfléchi à détecter sera faible et en 
dessous d’une certaine valeur il ne sera plus suffisant pour être mesuré. En revanche, si 
ce flux est trop grand, il pourra être mesuré en l’atténuant (cf.  2.2.3.2). 
o De minimiser la divergence de la lumière. En compilant les performances de différents 
appareils commerciaux et de laboratoires, nous avons ciblé la valeur 0.1°. 
o D’avoir le flux émis stable temporellement. 
Nous avons choisi ainsi une source halogène stabilisée de LOT Quantum Design (LOT 
Oriel). Elle est compatible avec des ampoules de 10 à 150 W. Elle est munie d’un système 
permettant de focaliser la lumière dans une fibre optique. L’utilisation de la fibre est nécessaire 




faisceau quand on collimate la lumière en sortie (sinon nous formons l’image du filament au 
loin).  
Optiques 
Directement à la sortie de la fibre nous avons placé le diffuseur afin d’améliorer 
l’homogénéité de la lumière. Le diffuseur utilisé est un LSD® Light Shaping Diffuser de 
Luminit [81]. Il possède une très haute transmission (90 %) grâce à la diffusion par la surface et 
non pas par le substrat comme dans le cas des diffuseurs traditionnels. De plus, il ne modifie  
que très légèrement la divergence du faisceau (de 25° à 25,5° dans notre cas) tout en diffusant.  
La lumière est ensuite collimatée par une lentille achromatique L1. Sachant que la sortie de 
la fibre n’est pas ponctuelle, cette simple collimation n’est pas suffisante pour obtenir une faible 
divergence du faisceau incident. Afin de diminuer cette divergence, un objectif télécentrique est 
placé après L1 (Figure 2.3). La télécentricité signifie que les rayons principaux (passant par le 
centre du diaphragme) de tous les points de l’objet (source) et de l’image (échantillon) sont 
parallèles à l’axe optique. Cette propriété garantit que les coordonnées angulaires des rayons 
principaux qui définissent la direction de la lumière incidente sont les mêmes pour tous les 
points de la surface de l’échantillon. Cette configuration est inspirée des travaux de Lequime et 
al. [82] de l’Institut Fresnel. L’objectif télécentrique de notre bras d’éclairage est construit par 
deux lentilles achromatiques L1 et L2 et un diaphragme A placé au foyer commun de L1 et L2. 
Les diamètres et les distances focales des lentilles L1, L2 et L3 doivent être choisis de manière à 
ce que le maximum de lumière arrive sur l’échantillon et que l’encombrement du système soit 
minimisé. Pour les choisir il est également important de tenir compte des caractéristiques de la 
fibre utilisée. Nous allons les présenter dans le paragraphe suivant. 
 
Figure 2.3. Schéma simplifié du bras d'éclairage : collimation et objectif télécentrique. Les doublets L1, L2 et L3 sont 
schématisés pas des lentilles minces. 
Guide optique 
Plusieurs technologies de fibres optiques sont disponibles: 
o Un toron de fibres en silice (diamètre maximal 3 mm).   
o Une fibre en silice monobrin (diamètre maximal 1 mm). 






o Une fibre liquide (diamètre maximal 8 mm). 
Lors de la collimation du faisceau sortant de la fibre, la lentille de collimation forme l’image 
de la sortie de la fibre loin de sa focale. Si cette sortie est un assemblage de brins de fibres, le 
faisceau lumineux final ne sera pas uniforme. Cela rend l’utilisation du toron de fibres 
inadaptée. Par ailleurs, la taille du filament (point-source) est la taille minimale à considérer pour 
focaliser le maximum de lumière issue de la source sur la fibre. Ainsi, le choix du diamètre de la 
fibre dépend de la taille du filament. 
 
Configuration 1 : Ampoule halogène de puissance maximale (150W) et fibre liquide 
Dans un premier temps, cette configuration avec une ampoule de 150 W a été testée dans le 
but d’obtenir l’éclairement maximal au niveau de l’échantillon. La taille du filament est de 4.8x3 
mm2 pour une ampoule de 150 W. Le diamètre de la fibre de 5mm (minimum) est donc 
nécessaire et seules les fibres liquides sont disponibles à ces diamètres. Le cône d’acceptation et 
donc le cône d’émission de la fibre liquide est très élevé : angle au sommet est de 72°. La 
collimation d’un tel faisceau nécessiterait l’utilisation d’une lentille de collimation (L1) ayant un 
rapport focale/diamètre (f/D) faible d’environ 0.7. Or, cette valeur est difficilement atteignable 
pour un système optique et les lentilles disponibles sur le marché ont un rapport f/D de 1 
minimum. Dans cette configuration, la totalité de la lumière en sortie de fibre ne peut pas être 
récupérée. Par ailleurs, en sortie de l’ensemble du système optique du bras d’éclairage (après la 
lentille L3), nous avons observé une forte inhomogénéité du faisceau, attribuée aux aberrations 
sphériques des lentilles. Ces dernières sont dues à  la différence de points de focalisation entre 
des rayons provenant du bord et d’autres du centre de la lentille. L'aberration sphérique vient 
du fait que la forme sphérique de la surface des lentilles n’est pas une forme théorique idéale. 
Cet effet est d’autant plus important que le rapport de la focale sur le diamètre utilisé des 
lentilles est faible. Des lentilles dites asphériques sont spécifiquement prévues pour corriger ce 
type d’aberration. Elles sont très coûteuses et présentent un choix de diamètres et de focales 
beaucoup plus restreint que pour des systèmes achromatiques simples. En particulier, les 
lentilles asphériques disponibles ont un rapport f/D de 1,5 minimum. Ainsi, l’utilisation des 
lentilles asphériques amènerait à une perte encore plus importante de flux. Nous pouvons donc 
conclure sur cette première configuration avec la fibre liquide qu’il est difficile de corriger la 
non-homogénéité d’éclairement due aux aberrations sphériques à cause du défaut majeur de ce 
type de fibre : le cône d’émission très élevé. Nous avons donc recourt à la dernière option : une 
fibre en silice monobrin. 
 
Configuration 2 : Ampoule halogène de puissance maximale (150W) et fibre monobrin 
La fibre en silice monobrin offre une transmission plus élevée que celle de la fibre liquide et 




fibre liquide. Cela rend possible l’utilisation d’une lentille L1 avec un rapport f/D plus élevé et 
une diminution des risques d’aberration sphérique. Les caractéristiques des lentilles L1, L2, L3, 
choisies grâce au logiciel de conception optique OSLO [83] (voir Annexe B), et du diaphragme 
A sont présentées dans le Tableau 2.1. Le diamètre utile de la lentille L3 détermine le diamètre 
du faisceau final souhaité (23 mm).   
 
L1 L2 L3 A 





Diamètre, mm 12.5 12.5 25 200 µm 
Distance focale, mm 20 20 50 - 
Tableau 2.1. Caractéristiques des éléments optiques du bras d'éclairage. 
Le diamètre maximal de la fibre en silice monobrin disponible étant de 1 mm, il est 
nécessaire de trouver un compromis entre puissance de la source et taille du filament de 
manière à avoir un flux lumineux suffisant pour l’analyse. En prenant une source de puissance 
faible (taille de filament faible), il sera possible de récupérer la totalité de la lumière émise mais 
le flux total ne sera peut-être pas suffisant. A l’inverse en choisissant une source de puissance 
plus élevée, la totalité du filament ne sera pas forcément focaliser à cause de la taille limitée de la 
fibre. La configuration adoptée est une ampoule de 50W ayant un filament de 3.3x1.6mm2. 
Dans cette configuration, un faisceau homogène est obtenu et on observe un éclairement sur 
l’échantillon plus élevé que dans la configuration précédente (ampoule de 150W). 
2.2.1.2 Bras de détection 
Optiques 
Comme l’illustre la Figure 2.4, la lumière réfléchie par l’échantillon traverse d’abord une 
lentille achromatique Ld et entre ensuite dans une fibre optique dont l’extrémité est située au 
foyer de Ld (Figure 2.4).  Cette fibre dirige la lumière vers le système de détection. L’entrée de la 
fibre joue, pour le système de détection, le même rôle que le diaphragme A de l’objectif 
télécentrique du système d’éclairage.  
Le diaphragme Ad placé devant la lentille Ld délimite l’aire de l’échantillon qui sera 
considérée dans la détection. Dans notre montage, le diamètre de Ad est de 2 mm. Quand le 
bras de détection est perpendiculaire à l’échantillon, l’aire observée est un cercle de 2 mm de 
diamètre. Pour la détection à un angle θr par rapport à la normale de l’échantillon cette aire est 
une ellipse de petit-axe 2 mm et de grand-axe 2/cos θr. Pour déterminer la BRDF de la surface, 
il est nécessaire de connaître la surface de l’intersection entre la surface éclairée et la surface de 
détection pour chaque mesure. Pour simplifier ce calcul, on adoptera une configuration que 
garantira que la surface de détection reste incluse dans la surface éclairée. Ainsi, avec un 






faisceau incident de 23 mm, nous pouvons faire varier θr de 0° à acos(2/23)=85°. L’aire de 
détection peut toutefois être agrandie en adaptant les paramètres de la lentille L3 et le diamètre 
de Ad. Cependant, il faut garder à l’esprit que l’augmentation des dimensions des éléments 
optiques utilisés risque d’augmenter aussi l’angle mort de l’instrument, ce dernier est de 10° 
dans notre configuration. 
 
Figure 2.4. Bras de détection. 
Détecteur 
Le système de détection installé sur le goniomètre OptiMines est le spectromètre Maya2000 
Pro de Ocean Optics [84]. La lumière entrante est collimatée sur un réseau de diffraction, puis 
focalisée sur un capteur Charge-Coupled Device (CCD) (Figure 2.5). Dans le paragraphe 
suivant, nous présenterons brièvement le principe de fonctionnement des CCD.  
 





Principe de fonctionnement des capteurs d’images CCD [86], [87] 
Le capteur CCD est un dispositif qui assure la conversion du signal lumineux en un signal 
électrique grâce à l’effet photo-électrique. Le processus élémentaire à la base de la technologie 
des capteurs CCD est le transfert de charges (électrons créés par effet électrique). Le dispositif 
est réalisé sur une plaquette de silicium, par exemple de type P. Celle-ci est recouverte d’une 
couche d’oxyde isolant, puis d’une série d’électrodes métalliques dont on peut imposer le 
potentiel électrique par rapport au substrat de silicium. Chaque ensemble électrode-isolant-
silicium forme ainsi un petit condensateur MOS (métal-oxyde-semiconducteur). En appliquant 
une tension positive sur l’électrode, tous les excès de trous dans le substrat P sont repoussés et 
se réfugient en dehors d’une zone appelée zone désertée (Figure 2.6a). C’est un puits de 
potentiel où le moindre électron pourra venir se réfugier à proximité de l’isolant. Ainsi, 
lorsqu’un photon avec une énergie suffisante permet à un électron de passer dans la bande de 
conduction, ce dernier est attiré vers la plaque positive, le trou étant repoussé hors de la zone 
désertée (Figure 2.6b). L’électron est piégé sous l’isolant. La quantité de tels électrons est 
proportionnelle à la quantité de lumière reçue. Ainsi nous avons un stockage de charges à 
l’image de la lumière.  
 
Figure 2.6. Création de puit de potentiel (a) et effet photo-électrique (b) dans un pixel de CCD. 
L’efficacité du CCD s'exprime couramment en nombre d’électrons produits par photon 
incident. Cette quantité s'appelle rendement quantique équivalent (RQE) et varie avec la 
longueur d'onde. En général, le maximum de sensibilité est situé vers 0,6-0,7µm (dans le rouge), 
le domaine sensible va de 0,45 à 1,0 µm. Une autre caractéristique importante des CCD est la 
profondeur des puits ou la capacité des pixels en nombre d'électrons. Plus le puits de potentiel 
est grand et plus la gamme dynamique de la CCD est grande. 
Le capteur CCD de Maya2000Pro est fourni par Hamamatsu (référence S10420) [88]. Il est 
caractérisé par une matrice bidimensionnelle de 64x2048 pixels carrés (14x14 µm) qui est 
exploitée comme une matrice linéaire où chaque colonne correspond à une longueur d’onde 
(on somme l’ensemble des pixels d’une colonne). Ce capteur offre une efficacité quantique 
supérieure à 75 % dans le domaine du visible (Figure 2.7). Sa sensibilité est étendue vers les 
courtes longueurs d'onde grâce au CCD aminci éclairé par l'arrière. La capacité des pixels du 






capteur Hamamatsu est de 200 kē avec une sensibilité de 0.32 coups/ē. Le temps d’exposition 
peut être choisi entre 6 ms et 10 s. 
 
Figure 2.7. Efficacité quantique du capteur Hamamatsu référence S10420 [88]. 
Choix de la fibre 
Le rapport signal/bruit du capteur CCD augmente significativement avec le nombre de 
pixels activés (exposés à la lumière) d’une colonne donnée et donc avec la hauteur de la fenêtre 
d’entrée du détecteur. D’un autre côté, la largeur de la fenêtre d’entrée du spectromètre 
contrôle la résolution spectrale de l’analyse. Par conséquent, pour assurer une meilleure 
exposition de la matrice CCD à la lumière sans diminuer la résolution spectrale, il est préférable 
que l’entrée du spectromètre soit rectangulaire. Ainsi pour que l’analyse spectrale soit effectuée 
sur la totalité du signal collecté, la sortie de la fibre de détection doit elle aussi être rectangulaire. 
A l’inverse, l’entrée de la fibre de détection doit être circulaire car cette dernière influence 
l’acceptation angulaire du détecteur (Figure 2.8a). En effet, si l’entrée de la fibre n’est pas 
circulaire l’acceptation angulaire ne serait pas la même pour des directions différentes du plan 
XY (∆αX ≠ ∆αY)( Figure 2.8b). Ainsi, la fibre de détection sélectionnée dite « circle to line » est 
une fibre non-standard, fabriquée à la demande composée d’un toron de 7 fibres de 100 µm de 
diamètre, arrangées en disque à l’extrémité d’entrée et en ligne à l’extrémité de sortie. Cette 
configuration permet d’obtenir une résolution spectrale d’environ 3 nm et un angle de demi-
acceptation du détecteur ∆αr de moins de 0.1°. Une résolution spectrale de 1.6 nm serait 
accessible en utilisant une autre configuration disponible composée d’un toron de 19 fibres de 





Figure 2.8. Représentation de l'angle solide de détection dans le cas d'entrée de la fibre de détection circulaire (a) 
et rectangulaire (b). 
Le spectromètre sélectionné est suffisamment compact et léger pour être fixé directement 
sur le bras de détection. Cela permet d’une part de diminuer la longueur de la fibre, et donc 
d’augmenter sa transmission, et d’autre part d’éviter sa déformation lors des rotations du bras 
de détection. 
Comme nous avons déjà dit précédemment, la sensibilité d’un capteur CCD dépend de la 
longueur d’onde. Cette fonction de transfert peut être déterminée en utilisant une source 
halogène de calibration d'énergie connue (HL2000-CAL, OceanOptics de température de 
couleur de 3100°).  
2.2.1.3 Supports mécaniques des optiques 
Tous les supports pour la fixation des éléments optiques permettent des déplacements très 
fins dans trois directions de l’espace afin d’assurer le positionnement précis des éléments lors 
des réglages optiques (Figure 2.9). La conception mécanique de toutes ces pièces a été effectuée 
par Joël Monnatte, ingénieur du centre SMS, à l’aide du logiciel Autodesk Inventor. Elles ont 
été usinées en aluminium dural par Gilles Chauve et Bernard Allirand, techniciens de l’atelier 
mécanique du Centre SMS. Après usinage, ces pièces sont anodisée et teintes en noir mat [89], 
[90] par un prestataire afin de minimiser les éventuelles réflexions parasites. 







Figure 2.9. Supports pour les optiques d'OptiMines. Les flèches rouges indiquent les axes des mouvements possibles 
des supports. 
2.2.1.4 Géométrie de l’échantillon et conception du porte-échantillon 
On considère un échantillon circulaire ou présentant un disque analysable de rayon R. La 
surface de l’échantillon doit être plane. La présence de texturation ou de rugosité non 
négligeables en taille par rapport à la zone de détection (2mm) entraînera des artefacts de 
mesures. Le rayon minimal de l’échantillon est déterminé par les dimensions de la zone de 
détection qui elles-mêmes dépendent de l’angle de détection. La zone de détection est une 
ellipse de demi-grand axe (1/cos θr) mm et de demi-petit axe 2mm. En général, on choisira un 
échantillon de rayon RM>12 mm pour permettre des analyse jusqu’aux angles rasant θr=85°. 
Pour des échantillons plus petits, les mesures aux angles rasants ne pourront pas être réalisées 
c’est-à-dire pour θr > acos(1/Rm). 
 
Porte-échantillon 
La conception du porte échantillon a été prise en charge par Joël Monnatte. En premier 
lieu, le porte-échantillons possède deux axes de rotations de manière à garantir toutes les 
positions nécessaires à la collection de tous les points de la BRDF. Par ailleurs, par une 
translation du porte-échantillons, deux positions sont accessibles (Figure 2.10.a.b.). 
o La position « avant » correspond à la position d’analyse de l’échantillon en réflexion. Le 
porte-échantillons permet l’installation d’un échantillon d’épaisseur variable (jusqu’à 
16mm) avec un ajustement manuel de sa position afin de compenser les différences 
d’épaisseur et de placer la surface dans le plan d’analyse. 
o La position « arrière » est utilisée pour la mesure de la lumière incidente. Dans ce cas le 




bras d’éclairage et de détection sont alignés. Cette position permettra également des 
analyses éventuelles d’échantillons en transmission. 
 
Figure 2.10.a. Porte-échantillon en position « avant » 
 
Figure 2.11.b. Porte-échantillon en position « arrière » 
 
2.2.2 Réglages optiques et mécaniques du système 
Avant de procéder aux mesures à l’aide de l’OptiMines, il y a un certain nombre de réglages 
à effectuer. Ces réglages concernent d’une part les systèmes d’éclairage et de détection et d’autre 
part, le positionnement de l’échantillon. 
 






2.2.2.1 Alignement des optiques des bras d’éclairage et de détection 
Cette étape consiste à aligner les éléments des deux bras afin que les axes d’éclairage et de 
détection soient parallèles au plan XZ et qu’ils passent par le centre du goniomètre et donc par 
leur centre de rotation.  
L’alignement des supports des bras d’éclairage et de détection se fait à l’aide d’une cale 
métallique I (Figure 2.12). Les optiques de chaque axe sont alignées entre elle de manière à les 
placer précisément sur l’axe X. Pour effectuer cet alignement, la source est remplacée par un 
laser (très faible divergence). Nous effectuons les réglages selon les étapes suivantes : 
o Nous plaçons le laser sur le bras d’éclairage pour que le faisceau soit parallèle à l’axe X. 
Le contrôle se fait à l’aide de la cale II présentant des graduations comme illustré sur la 
Figure 2.12.  
o La position du laser est ensuite ajustée pour que le faisceau passe par le centre du 
système O.  
o Nous mettons en place la lentille L2 en la centrant par rapport au faisceau du laser.  
o Le diaphragme A est ensuite placé au point focal de L2.  
o La lentille L3 est placée de telle sorte que le diaphragme se trouve en son point focal 
(par auto-collimation). La position de L3 est ajustée pour être centrée par rapport au 
faisceau. 
Si L2, A et L3 sont correctement centrés, l’axe du faisceau final coïncidera avec l’axe X. 
 






Figure 2.13. Etapes d'alignement de L2, A, L3 et Ld. 
Une fois ces réglages effectués nous pouvons utiliser le faisceau obtenu pour régler le bras 
de détection. Pour cela : 
o L’entrée de la fibre optique du détecteur est fixée à la distance d’environ 2·f3 du centre 
O. Sa position est ajustée pour être centrée par rapport au faisceau laser. 
o La lentille L3 est placée devant l’entrée de la fibre de manière que cette dernière se 
trouve dans le point focal de L3. 
La source laser est ensuite enlevée et remplacé par deux éléments : l’extrémité de la fibre qui 
guide la lumière de la source halogène et la lentille L1. La distance entre L1 et L2 n’a pas 
beaucoup d’importance (f2 à 2·f2). L’extrémité de la fibre est placée au point focal de L1 (par 
auto-collimation). Le bon positionnement peut être vérifié en s’assurant que le point du faisceau 
focalisé par Ld reste centré sur l’entrée de la fibre de détection. Le dernier élément du bras de 
détection (le diaphragme Ad) est placé devant Ld et centré par rapport au faisceau incident. 
Quand le détecteur est allumé nous pouvons ajuster de manière plus précise la position de la 
lentille Ld en s’assurant que l’extrémité de la fibre se trouve en son point focal. Lorsque le signal 
mesuré par le détecteur est maximum, la position de Ld est correcte. 
2.2.2.2 Autres réglages sur la source et le détecteur 
Le flux maximum de la lumière incidente est obtenu quand le filament se trouve en face de 
l’entrée de la fibre d’éclairage. Pour ajuster la position du filament, nous utilisons les vis 
d’ajustement à l’extérieur du boîtier de la source. Le signal maximal sur le détecteur indique la 
bonne position. 
Comme nous avons vu précédemment (2.2.1.2), la sortie de la fibre de détection a une 
section rectangulaire. Afin de superposer cette extrémité avec l’entrée rectangulaire du 










2.2.2.3 Positionnement de l’échantillon 
La procédure de positionnement de l’échantillon n’est pas triviale. Le porte-échantillons est 
placé dans sa position de référence. Il est extrêmement important que la surface de l’échantillon 
passe par le centre du système et donc par l’axe autour duquel les bras d’éclairage et de 
détection tournent. Il est également important que la surface de l’échantillon soit verticale et 
parallèle aux bras d’éclairage et de détection quand ils sont alignés. Voyons comment nous 
avons procédé pour ce réglage. 
 
Position de référence 
Pour trouver la position de l’échantillon qui vérifie les trois critères notés précédemment (= 
position de référence), nous avons besoin d’un miroir métallique fixé à la place de l’échantillon. 
Le goniomètre est en configuration de mesure (réglages des optiques effectuées et lampe 
lumière blanche). 
o Pour vérifier que la surface du miroir parfaitement verticale, nous l’éclairons sous un 
angle quelconque. Après réflexion sur le miroir, le faisceau réfléchi doit se trouver à la 
même hauteur que le détecteur. Nous pouvons donc les superposer par rotation de bras 
de détection (Figure 2.14). 
o Nous devons positionner maintenant la surface du miroir précisément dans le plan 
XOY. Pour cela, nous éclairons le miroir à γ1 et fixons le détecteur à δ1=-γ1. En 
effectuant de faibles déplacements du porte-échantillons le long de l’axe Z, nous 
pouvons trouver la position de la surface du miroir pour laquelle le reflet se trouve 
centré autour de l’entrée de la fibre de détection. Cependant, cette position n’est pas 
unique. Nous pouvons voir sur la Figure 2.15 qu’en éclairant dans la direction γ1 nous 
pouvons trouver plusieurs positions du miroir pour lesquelles le faisceau tombera 
précisément sur le détecteur. La position correcte est celle pour laquelle la surface passe 
par le centre O.  Pour obtenir la position correcte, on répète l’étape précédente pour un 
angle γ2 différent de γ1. Il faut alors que le reflet du miroir se trouve sur le détecteur 






Figure 2.14. Méthode pour vérifier la verticalité de la surface du miroir. 
 
Figure 2.15. Illustration de la méthode optique  pour vérifier que la surface de l'échantillon (miroir) est parallèle aux 
bras d'éclairage et de détection  
Après ces réglages, il est nécessaire de repérer cette position de référence afin de pouvoir 
placer n’importe quel échantillon exactement dans la même position. En fonction de la nature 
de la surface à analyser et de sa fragilité, il est possible de placer l’échantillon selon une méthode 
optique sans contact, ou selon une méthode mécanique avec contact.   
Positionnement optique 
Le repérage optique de la surface se fait à l’aide d’une source laser équipée d’une tête de 
projection en raie installée au-dessus  de sorte que le miroir de référence arrête une partie du 
faisceau et que la partie restante de ce dernier tombe précisément au centre du système (Figure 
2.16a). Pour le positionnement de l’échantillon, nous utiliserons le même laser. L’échantillon 
sera placé de telle sorte que la projection du laser tombe au même endroit sur le repère du 
centre du système. Nous pouvons voir sur la Figure 2.16b que cette projection peut également 
être obtenue dans le cas où l’échantillon n’est pas vertical. Pour s’assurer de sa verticalité, nous 






pouvons utiliser un diffuseur quelconque (une feuille de papier par exemple) mis directement 
au-dessous de l’échantillon pour visualiser la projection du laser. S’il n’y a aucun espace entre la 
surface de l’échantillon et la raie, l’échantillon est vertical. 
Cette méthode de positionnement de l’échantillon nécessite l’utilisation de plusieurs sources 
laser à faisceau (raie) fin qui peuvent être assez coûteuses (environ 500€ par source). La solution 
mécanique qui ne demande pas de dépenses supplémentaires donne un résultat satisfaisant mais 
impose un contact avec la surface de l’échantillon. 
 
 
Figure 2.16. Utilisation de projection de laser en raie pour positionnement de l’échantillon : le cas d’échantillon 
vertical (a) et non (b)  
Positionnement mécanique 
La solution mécanique consiste à utiliser des cales métalliques fabriquées par usinage de 
précision comme repère de la position de référence. Pour cela nous avons fabriqué la cale III 
ayant un angle de 90° (Figure 2.17) qui servira positionner l’échantillon à la verticale. Quand 
cette cale est plaquée à la surface du miroir dans la position de référence, nous ajustons sa 
distance avec les bras d’éclairage et de détection grâce aux vis qui traversent la cale. Nous 





Figure 2.17. Cale pour le positionnement mécanique de l'échantillon. 
2.2.3 Mesure de la BRDF 
Avec notre goniomètre, nous utilisons le même système de détection pour la mesure de la 
lumière réfléchie par l’échantillon que pour la lumière incidente. Pour cela, le support 
d’échantillon est mis dans la position « arrière » (Figure 2.11b) afin que le bras d’éclairage se 
trouve en face du bras de détection. 
Dans la configuration adoptée pour ce goniomètre, les caractéristiques de la lumière 
incidente sont mesurées avant d’effectuer les mesures en réflexion sur l’échantillon. Cette 
configuration simplifie le système car ne nécessite pas l’installation d’un deuxième détecteur et 
d’une lame semi réfléchissante en sortie de la lampe. En revanche la stabilité de la lampe doit 
être contrôlée, connue et corrigée si nécessaire de manière à éviter l’introduction d’erreurs de 
mesure. Dans notre cas, le même système de détection est utilisé pour la mesure de la lumière 
réfléchie par l’échantillon et pour la lumière incidente. Ainsi, le porte-échantillons peut être 
placé dans deux positions distinctes. Une position « avant » dédiée à la mesure en réflexion et 
une position « arrière »  (Figure 2.10a) qui permet de placer le bras d’éclairage directement en 
face du bras de détection. 
Il est important de noter que l’angle solide du détecteur Ωd (7·10
-6 sr) est plus faible que 
celui de l’éclairage Ωs (et 12·10
-6 sr). Cela signifie que la source émet plus de lumière que ce qui 
arrive directement sur le détecteur lorsque les deux bras sont alignés. L’émission de la lumière 
est supposée uniforme à l’intérieur de son cône. Ainsi, le flux incident Fdirect : 














où Fdirect est le flux mesuré quand les bras d’éclairage et de détection sont alignés. 
La mesure de la BRDF de l’hémisphère complet peut prendre plusieurs heures. C’est 
pourquoi les stabilités temporelles de l’intensité de la lumière incidente et de la réponse du 
détecteur sont à prendre en considération. L’instabilité éventuelle du détecteur est due 
principalement aux variations du courant d’obscurité du capteur CCD. Ce courant d'obscurité 
est produit par des charges thermiques générées spontanément, même lorsque la matrice n'est 
pas éclairée. Pour un pixel donné, ce signal additif est proportionnel au temps d’exposition. Ce 
coefficient de proportionnalité ne dépend que de la température, à la dispersion statistique près. 
Pour un dispositif non-refroidi, ce qui est notre cas, la température du détecteur augmente 
pendant un certain temps après sa mise en tension avant de se stabiliser. Dans le but de 
déterminer ce temps nécessaire à la stabilisation du courant d’obscurité, nous avons effectué de 
nombreuses acquisitions du signal en l’absence de sources de lumière pendant plus de 10 h. La 
stabilité est atteinte au bout de 5 h. Ainsi, une correction du signal mesuré peut être appliquée 
en soustrayant le signal d’obscurité pris au même temps d’exposition. 
En ce qui concerne la lumière incidente, l’évolution de son flux a été étudiée à partir du 
moment de sa mise en route et durant une période de 2 h. Nous avons utilisé pour cela notre 
système de détection après avoir atteint la stabilité de sa réponse. Nous observons un 
comportement linéaire au bout de 30 minutes après la mise en route de la source. La 
diminution du flux après cette période est d’environ 1 % par heure et est pris en compte lors du 
post-traitement. 
Le signal généré dans le capteur CCD est proportionnel au nombre de photons et donc à 
l’énergie de la lumière qu’il reçoit. Ainsi, à partir de ce signal (en nombre de coups) et 







L’éclairement de l’échantillon dans la direction (θi, φi) peur être déterminé à partir de la 













Pour la mesure de la luminance de l’échantillon, ce dernier est installé au centre du système 
(position « devant », Figure 2.10) et le flux de la lumière réfléchie Fr est mesuré à chaque 
direction de détection (θr, φr). La luminance est déterminée selon l’équation suivante : 
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2.2.3.1 Incertitude de mesure 
Outre ces caractéristiques de stabilité dans le temps du capteur CCD et des sources traitées 
précédemment, des fluctuations de la lumière incidente et du signal d’obscurité peuvent 
constituer une des sources d’erreur de mesure de la BRDF. Pour le calcul de la BRDF, comme 
détaillé ci-dessus, nous effectuons des actions arithmétiques avec plusieurs grandeurs mesurées. 
En effet, la BRDF le rapport des flux réfléchi et incident (voir l’équation (2.5). Chacun de ces 
flux est le résultat de soustraction de deux signaux : signal mesuré sur l’échantillon/la source et 
signal d’obscurité au même temps d’exposition. La mesure de chacune de ces quatre grandeurs 
introduit l’incertitude dans la valeur finale de la BRDF. Ainsi, l’incertitude relative de la BRDF 









où E et S sont des signaux mesurés sur l’échantillon et sur la source (lumière incidente) 
respectivement ; be et bs sont des signaux d’obscurité mesurés au même temps d’exposition que 
E et S respectivement. 
Afin de connaitre l'incertitude des produits ou des sommes de plusieurs mesures 
expérimentales, on utilise les lois de propagation des incertitudes [91] :  
o L'incertitude absolue sur la somme ou la différence de 2 grandeurs est égale à la somme 
quadratique de leurs incertitudes absolues. 
o L'incertitude relative sur un produit ou un rapport de 2 grandeurs est égale à la somme 
quadratique de leurs incertitudes relatives. 
Nous pouvons calculer l’incertitude relative ( )relative Rε en utilisant ces lois : 
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Les mesures de be et bs se font en absence de lumière. Ainsi, les incertitudes absolues ∆be et 
∆bs sont dues uniquement à l’instabilité temporelle du détecteur.  En ce qui concerne ∆S et 






∆A, ils incluent l’incertitude supplémentaire due aux fluctuations de l’intensité émise par la 
source par rapport à son évolution temporelle linéaire. 
Afin d’estimer l’incertitude des signaux d’obscurité, nous avons effectué de nombreuses 
acquisitions (>25) après avoir atteint la stabilité du détecteur à différent temps d’exposition : 10, 
100, 1000, 3000 et 6000 ms. L’incertitude absolue ∆b à un temps d’exposition et pour une 
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Nous avons constaté que ∆b est d’autant plus grand que le signal (et donc que le temps 
d’exposition) est grand. Par contre, l’incertitude relative ∆b/b est du même ordre quel que soit 
le temps d’acquisition et est constante pour toutes les longueurs d’onde (Figure 2.18). Nous 
allons retenir la valeur 0.02 pour l’incertitude relative ∆b/b pour le calcul de l’incertitude de R 
pour une mesure quelconque. Ainsi, lorsque nous mesurons des signaux d’obscurité bs et be, 
leurs incertitudes absolues ∆bs et ∆be peuvent être trouvées comme produit de bs ou be par 
0,02. 
 
Figure 2.18. Incertitude relative du signal d'obscurité pour différents temps d'exposition. 
L’intensité de la lumière incidente reste relativement constante d’une manipulation à l’autre. 





 est considérée comme constante. 
L’incertitude absolue ( )S bs∆ − peut être trouvée en déterminant les incertitudes absolues des 
deux grandeurs séparément. Nous pouvons trouver l’incertitude absolue ∆S* pour chaque 
longueur d’onde à partir des mesures pour l’étude de stabilité de la source comme l’écart-type 
des valeurs S*i par rapport à son évolution temporelle linéaire S
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Comme nous pouvons voir sur la Figure 2.19, la valeur ∆S/S reste constante pour des 
longueurs d’onde élevées (>500 nm) et augmente considérablement pour des longueurs d’onde 
plus courtes. Cette augmentation de l’incertitude relative peut être due, d’une part, à la 
diminution de l’efficacité quantique du capteur CCD du spectromètre (voir Figure 2.7) et, 
d’autre part, à la faible émission de la source halogène pour des courtes longueurs d’onde (voir 
Figure 2.2). 
 
Figure 2.19. Incertitude relative de la mesure de S. 
 
L’incertitude absolue ∆d est estimée à partir de l’incertitude relative qui est constante pour 






Pour déterminer l’incertitude de E, nous procédons de la même façon que pour les signaux 
d’obscurité. Nous avons étudié 5 signaux à différent temps d’exposition : 10, 100, 1000, 3000 et 
6000 ms. Plus de 30 acquisitions ont été effectuées pour chaque signal afin de trouver ∆E(texp,λ) 
(voir équation (2.10). Les résultats d’incertitude relative ∆E (texp, λ)/∆E(texp, λ) pour différents 
temps d’exposition sont montrés sur la Figure 2.20. Nous observons l’augmentation de 
l’incertitude relative pour des courtes longueurs d’onde. Ce phénomène, comme que dans le cas 
de S, peut être expliqué par la diminution de l’efficacité quantique du capteur CCD du 
spectromètre et une faible émission de la source halogène pour des courtes longueurs d’onde. 
Ainsi, l’incertitude relative de la mesure de signal quelconque peut être représentée par la 
courbe de (∆E/E) en fonction de la longueur d’onde λ (Figure 2.20). 







Figure 2.20. Incertitude relative de la mesure de E en fonction de la longueur d’onde. 
Finalement, l’incertitude  de mesure de R peut être trouvée comme ceci : 
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(2.12) 
où E(λ), be(λ), S(λ) et bs(λ) sont des résultats de mesure et (∆b/b)*(λ), ∆S*(λ) et (∆E/E)*(λ) 
sont des valeurs déterminées par l’étude des incertitudes.
 2.2.3.2 Dynamique de l’instrument et utilisation de filtres de densité neutre 
La dynamique d’un instrument est une propriété très importante qui caractérise les signaux 
maximal et minimal qui peuvent être mesurés. Afin de définir la dynamique d’OptiMines nous 
nous intéresserons d’abord à celle de notre système de détection Maya2000Pro et ensuite à la 
possibilité de l’élargir. 
La dynamique d’un capteur (matrice CCD dans notre cas) est définie comme le  rapport du 
signal maximal qui ne sature pas le capteur et la valeur efficace du signal d’obscurité. Elle est de 
104 pour notre capteur. La possibilité de varier le temps d’intégration de 6 à 10000 ms augmente 
cette dynamique. Finalement, le détecteur possède une dynamique de 107. 
La dynamique d’un système optique peut être élargie en utilisant les filtres optiques de 
densité neutre. Ils sont dédiés à atténuer la lumière et permettent donc de mesurer des signaux 
lumineux plus élevés.  
Pour en déduire les caractéristiques du signal avant atténuation, il est nécessaire de connaitre 
les caractéristiques de transmission spectrale du filtre utilisé. Nous utilisons un filtre OD2.0 de 
Melles Griot [92] qui possède une densité optique 2.0 (transmission d’environ 0.01). Des 




ampérages de la source (2,4 A, 2,8 A et 3,25 A) sont présentées sur la Figure 2.21. Ces courbes 
se superposent et l’atténuation est uniforme sur tout l’intervalle du visible. Ces valeurs 
spectrales de transmission seront utilisées pour déterminer le flux lorsque le filtre est utilisé 
pour atténué le flux lors d’une mesure. 
 
Figure 2.21. Transmission du filtre de densité optique neutre (OD=2) pour différents ampérages de la source. 
2.2.4 Représentation de la BRDF 
La mesure complète de la BRDF, qui est fonction de cinq variables, donne un très grand 
volume de données. Nous devons donc nous poser la question sur la représentation 
compréhensible de ces résultats.  
La longueur d’onde est une des variables de la BRDF. Pour des directions données (θi, φi) et 
(θr, φr) la BRDF peut être présentée soit par un spectre dans l’intervalle du visible BRDF (λ, 
λ=380-780 nm), soit par sa valeur pour une longueur d’onde λ BRDF (λj), soit par son intégrale 
dans l’intervalle du visible. L’approximation de l’intégrale définie [ ]int 380;780BRDF  peut être 
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où n est le nombre de point dans l’intervalle de longueurs d’onde considéré. 
Pour une direction d’incidence donnée (θi, φi) la BRDF est fonction de trois variables : θr, φr, 
λ. Il existe plusieurs façons de représenter la valeur de la BRDF pour une longueur d’onde λj 
BRDF (λj) ou par l’intégral dans l’intervalle du visible BRDFint[380 ;780] en fonction de deux 
variables de la direction de détection : θr, φr : 
4) Par un lobe de diffusion en coordonnées sphériques, où r représente la BRDF (λj) 
ou la BRDFint[380 ;780] et les angles zénithal θ et azimutal φ correspondent aux 
directions de détection θr, φr (Figure 2.22). 







Figure 2.22. Exemple de représentation de la BRDF par un lobe de diffusion. 
5) La représentation de la BRDF peut se faire dans ce qu’on appelle l’espace BRDF 
[93] à l’aide de plan de Fourier. Il consiste à la projection de l’hémisphère avec θ de 
0 à 90° et φ de 0 à 360° (Figure 2.23). Dans ce cas, les axes X et Y sont définis 
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Figure 2.23. Espace BRDF. 
La valeur de la BRDF peut être représentée : 
o soit par le niveau de gris de chaque point sur le plan de Fourier (Figure 2.24a) 





Figure 2.24. Représentation de la valeur de la BRDF dans l'espace BRDF : (a) par le niveau de gris et (b) sur l'axe Z. 
6) Représentation 3D de la BRDF d’une partie de l’hémisphère 
 de … à … 
θ r θ1 θ2 
φ r φ1 φ2 
Une coupe de l’hémisphère serait un cas particulier de ce type de représentation avec θr ou 
φr unique.  
 
Pour visualiser la dispersion spectrale de la lumière réfléchie, on peut représenter la BRDF 
en fonction de la longueur d’onde λ et une des variables de la direction de détection : θr ou φr. 
2.2.5 Moteurs et leurs déplacements 
Cette sous-section est consacrée aux moteurs dont dispose le goniomètre et au travail qui a 
été fait pour permettre leurs déplacements automatiques dans toutes les positions voulues de 
l’hémisphère afin d’effectuer la mesure complète de la BRDF d’un échantillon.  
2.2.5.1 Moteurs pas à pas 
Le moteur rotationnel pas-à-pas constitue un convertisseur électromécanique destiné à 
transformer le signal électrique (impulsion ou train d'impulsions de pilotage) en déplacement 
angulaire et peut donc diviser une rotation complète (360°) en plusieurs étapes de rotation (les 
pas). Le moteur pas-à-pas est actuellement le principal élément intermédiaire entre les 
dispositifs de traitement d'informations et le monde électromécanique extérieur car c’est un 
dispositif capable de convertir des informations de caractère discret [8, 9]. 
L’un des avantages les plus significatifs du moteur pas-à-pas est sa capacité à être 
commandé de façon très précise dans un système en boucle ouverte. Avec une commande en 
boucle ouverte, aucune information de retour sur la position de l'arbre n'est nécessaire. Ce type 
de commande, permettant un simple suivi des impulsions de pas en entrée, élimine la nécessité 
de recourir à des dispositifs de retour onéreux. Le moteur pas-à-pas est un bon choix pour les 






applications nécessitant un contrôle des mouvements. Ils sont recommandés dans les  
applications pour lesquelles un contrôle de l’angle de rotation, de la vitesse, de la position et de 
la synchronisation est nécessaire.  
2.2.5.2 Angle de pas des moteurs et jeu mécanique 
Afin de déterminer le déplacement angulaire par pas de rotation, nous avons compté le 
nombre de pas permettant une rotation de 360° (voire plusieurs tours pour augmenter la 
précision). Cette caractéristique (°/pas) sera utilisée lors du calcul de nombre de pas nécessaire 
pour un déplacement angulaire donné (en degrés). 
Lors de l’inversion du sens de rotation de moteurs pas-à-pas, il peut y avoir un petit 
déplacement de moteur sans entrainement de l’élément de sortie (plateau source, plateau 
détecteur ou échantillon). Ce jeu angulaire est dû au jeu du système d’engrenage causé par les 
imperfections d’engrènement de chaque roue et à l’espace entre les dents. Le jeu d’un train 
d’engrenage est la rotation que peut effectuer l’arbre d’entrée sans faire tourner l’arbre de sortie. 
Il est source de discontinuité et d’incertitudes de placement. C’est pour cette raison qu’il est 
important d’évaluer ce jeu afin de pouvoir le prendre en compte lors de l’inversion du sens de 
rotation des moteurs. Néanmoins pour un retour en arrière d’un moteur, il est plus prudent 
d’effectuer une double inversion de sens de manière à ce que les jeux s’annulent. Par exemple, 
pour un déplacement négatif de -n pas, on commande d’abord –(n+N) pas (N étant 
considérablement supérieur à la valeur du jeu), et ensuite N pas qui donne le déplacement  final 
de –n-N+N=-n.  
o Inclinaison d’échantillon β. Un tour complet 360° est effectué en 48 000 pas. Ainsi, la 
résolution angulaire mécanique de β est de 360° / 48 000 = 0.0075°. Sa vitesse est de 
10 000 pas/s soit 75°/s est atteinte au bout de 10 s (l’accélération est de 1 000 pas/s). 
Le jeu n’est pas encore évalué. 
o Rotation de la source γ. Un tour complet 360° est effectué en 1 382 450 pas. Ainsi, 
résolution angulaire mécanique de γ est de 0.00026°. Sa vitesse est très faible : 
1 600 tours/s soit 0.42°/s. Son accélération est seulement de 100 pas/s. Le jeu 
mécanique a été évalué au comparateur à 1µm et est de 10 pas. 
o Rotation du détecteur δ. Un tour complet 360° correspond au 640 000 pas. Ainsi, résolution 
angulaire mécanique de γ est de 0.00056°. Sa vitesse est de 16 000 tours/s avec 
l’accélération de 8 000 pas/s. Le jeu mécanique a été évalué au comparateur à 1µm et est 
de 170 pas. 
o La vitesse du moteur α (rotation de l’échantillon) est de 5 000 tours/s. En ce qui concerne 
l’angle par pas, ce moteur est particulier parce que son tour de 360° ne correspond pas à 
un nombre entier de pas. Il a été trouvé qu’il fallait plus de 3071 et moins de 3072 pas 




Cette particularité est même avantageuse puisqu’elle nous permettra d’augmenter la 
résolution angulaire mécanique de α. Après le déplacement de 3072 pas, le déplacement 
effectué est de 360,023° ou de 0,023° (Figure 2.25). Ce sera le déplacement minimal réalisable 
en degré tandis que le déplacement d’un pas donne 0,117°.  
 
Figure 2.25. Schéma explicatif d’angle de pas pour le moteur α. 
Ainsi, pour un déplacement quelconque, on aura la résolution de 0,023° en effectuant 5 
tours maximum. Cela est convenable pour ce moteur puisqu’il fait tourner l’échantillon autour 
de lui-même et peut donc faire des tours complets contrairement au moteurs β, γ, δ. Sa vitesse 
est assez élevée. De plus, en le tournant toujours dans le même sens nous ne rencontrons pas 
de problème de jeu mécanique dû à l’inversion de sens de rotation. 
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où la fonction floor(x) rend le plus proche nombre entier inferieur ou égale à x et round(x) 
arrondit x au plus proche nombre entier. 
2.2.5.3 Changement de repères échantillon (θi, θr, φr) – instrument (α, β, γ, δ) 
Comme nous avons vu précédemment, dans OptiMines, la source et le détecteur portent 
chacun un axe de rotation et l’échantillon assure deux axes de rotation. Afin de calculer la 
position des moteurs (α, β, γ, δ) pour que l’échantillon soit éclairé dans la direction (θi, φr=0) et 
observé dans la direction (θr, φr), nous effectuons le changement de repères entre deux systèmes 
de coordonnées :  
o celui lié à l’instrument XYZ ; les bras d’éclairage et de détection sont mobiles dans le 
plan XZ autour de l’axe Z et font les angles γ et δ respectivement avec l’axe Z, 
o celui lié au plan de l’échantillon X'Y'Z' ; la normale de l’échantillon coïncide avec l’axe 
Z'. 
Ces deux systèmes possèdent un centre commun.  






À noter que le calcul de changement similaire de repères a déjà été effectué pour d’autres 
instruments de laboratoire [71], [96], [97]. Nous présentons dans ce paragraphe les 
transformations des coordonnées en tenant compte de particularités de notre configuration 
géométrique (mobilité de l’échantillon, les notations adoptées pour des coordonnées 
angulaires). 
 
Figure 2.26. Systèmes de coordonnées XYZ et X'Y'Z'. 
Considérons une sphère Sph de rayon unitaire avec le centre O qui se trouve au centre des 
systèmes des coordonnées cartésiennes XYZ et X'Y'Z' (Figure 2.26). La surface de l’échantillon 
peut tourner autour de l’axe X (X') en formant l’angle β entre sa normale (l’axe Z') et l’axe Z. Il 
peut également tourner autour de sa normale. Les intersections des directions de l’éclairage et 
de détection avec Sph sont S et D respectivement. Ainsi, leurs coordonnées dans le système 
XYZ sont (sin ,0,cos )XYZS γ γ  et ( sin ,0,cos )XYZD δ δ− et les angles γ=ZOS et δ=ZOD .  
Les mesures dans le plan d’incidence se font quand l’échantillon se trouve dans sa position 
initiale β=0. Dans ce cas, les deux systèmes XYZ et X'Y'Z' coïncident. Pour toute mesure hors 
plan d’incidence l’échantillon est tourné autour de X' (β≠0).Afin de trouver les coordonnées 
cartésiennes de S et D dans le système X'Y'Z' à partir de leurs coordonnées dans le système 
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Nous obtenons ainsi : )coscos,cossin,(sin''' γβγβγ ⋅⋅ZYXS et
)coscos,cossin,(sin''' δβδβδ ⋅⋅ZYXD . A partir de ces coordonnées cartésiennes, nous 
pouvons maintenant calculer leurs coordonnés sphériques par rapport à l’échantillon r (rayon), 
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Quand l’échantillon est incliné (β≠0), l’angle azimutal φS de la source n’est plus égal à zéro 
comme pour les mesures dans le plan d’incidence à β=0. Il est différent pour chaque β. Pour 
que φi reste identique pour toutes les mesures sur un échantillon, il suffit de le tourner autour de 
sa normale à l’angle α=φS. L’angle azimutal de la détectionφr peut être trouvé selon l’expression 
suivante : 
 r D Sϕ ϕ ϕ= −  (2.18) 
Finalement, le système d’équation, suivant lie les angles θi, θr, φr et les angles α, β,γ, δ : 
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Pour résoudre ce système de 5 équations, nous les transformons de façon à ce qu’il y ait 5 
inconnues sous forme de cosinus (cos α, cos β, cos γ, cos δ, cos φD):  
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 (2.20) 
 
































































L’avantage de cette transformation est que l’on obtient des équations non-linéaires et non 
trigonométriques. De plus, la valeur interdite 0 des dénominateurs ( 2 21 cos cosγ β− ⋅ ) et (
2 21 cos cosδ β− ⋅ ) n’est jamais atteinte puisque β, γ, δ appartiennent à l’intervalle (-90°, 90°). 




donnée par MatLab contient 8 solutions pour chaque inconnue. La seule solution appropriée 
est trouvée grâce à des critères suivants : 
o γ et δ doivent être inférieurs à 90°.   
o vérification de l’équation r D Sϕ ϕ ϕ= −  . Suite à la transformation des équations (…) 
toutes les 8 solutions obtenues vérifient l’équation 
( ) ( ) ( )22 21 cos 1 cos cos cos cosD r Dα ϕ ϕ α ϕ− ⋅ − = − ⋅ et non pas forcement l’équation 
r D Sϕ ϕ ϕ= − . La vérification de ce critère garantit que φD > φS. Cette condition est 
imposée par le positionnement impossible du bras d’éclairage entre celui de détection et 
le demi-axe positif X. 
Le code MatLab présenté en Annexe2B permet de calculer les positions des moteurs α, β, γ, 
δ pour n’importe quelles valeurs de θi, θr, φr appartenant aux intervalles  [0° ; 90°[,  [0° ; 90°[ et 
[0°; 360°[ respectivement. L'angle azimutal d'éclairage φi reste égal à zéro pour toutes les 
directions d’éclairage et de détection. Dans ce code, les cas de la mesure dans le plan 
d’incidence (φr = 0° pour l'éclairage et la détection du même côté de la normale de l'échantillon 
et φr = 180° l'éclairage et la détection du même côté de la normale de l'échantillon) est traité à 
part. Le cas de l’incidence normale θi = 0 est aussi particulier. Pour effectuer la mesure à φr 
différent de 0 et de 180°, il suffit de tourner l'échantillon à 180° - φr. En ce qui concerne la 
détection à la direction normale θr = 0, pour tous les φr la solution est unique. Pour tous les 
autres valeurs θi, θr, φr le système d’équations (2.20) est résolu et deux critères décrits sont 
vérifiés. 
2.2.5.4 Définition de séquences de balayage de θr, φr. 
Les rotations possibles des éléments du goniomètre OptiMines (α, β, γ, δ) sont assurées par 
quatre moteurs de type pas-à-pas qu’on va appeler Alpha, Beta, Gamma et Delta 
respectivement. Les mesures peuvent se faire dans un hémisphère complet ou dans une plage 
d’angles donnés. Pour une incidence quelconque (θi, φi) il y a de nombreuses directions 
d’observation (θr, φr). A chaque direction de détection (θr, φr) correspondent les positions 
précises des quatre moteurs α, β, γ, δ. Pour la mesure complète dans une plage d’angles θr, φr il 
est nécessaire de fournir au système une liste de toutes les positions des moteurs. Pour passer 
d’une une direction de détection à l’autre, jusqu’à quatre moteurs doivent se déplacer. Il est 
important d’optimiser leurs déplacements en tenant compte de la précision mécanique et de la 
vitesse de rotation de différents moteurs. 
Les étapes de création de la liste complète des déplacements des moteurs pour la mesure 
dans une plage des angles θr, φr pour une incidence donnée θi sont représentés sur la Figure 
2.27: 







Figure 2.27. Représentation schématiques des étapes de création de la base de données des déplacements des 
moteurs. 
Le temps pour la réalisation d’un cycle de calcul des valeurs α, β, γ, δ pour θi, θr, φr donnés 
est inférieur à une seconde ce qui peut paraître très court. Néanmoins, afin de préparer pour les 
moteurs la base des déplacements d’une manipulation complète, cette action est répétée autant 
de fois qu’il y a de directions (θr, φr) à analyser. Par exemple, le balayage de θr, φr avec 
l’incrémentation de 1° représente près de plus d’une heure de calcul.  
Pour résoudre ce problème, la solution la plus simple est de réaliser pour des conditions 
d’analyse prédéfinies des bases de données de toutes les positions α, β, γ, δ qui sont réalisables. 
Ces bases seront calculées une seule fois et pourront être utilisées pour la mesure aux mêmes 
conditions. Parmi les conditions d’analyse qui influent les θr, φr à traiter sont : 
o L’angle d’incidence θi. Nous avons choisi trois angles prédéfinis : 0, 30, 45 et 60°. 
o La vitesse de balayage des directions de détection qui dépendra du comportement 
général de l’échantillon.  
La répartition directionnelle dans l’espace de la lumière réfléchie par une surface diffuse est 
relativement homogène. Ainsi, le balayage des directions de la détection pour un échantillon 
diffus sera homogène. Compte tenu des changements faibles des propriétés avec la direction, 
l’incrément de 5° est suffisant pour ce type de surface. En revanche, la lumière réfléchie par une 
surface spéculaire est très localisée autour de la direction de la réflexion spéculaire. De ce fait, 
plus on se rapproche de cette direction plus le balayage directionnel sera fin. Ainsi, la surface à 
analyser devra être classée après une observation visuelle dans une des catégories : spéculaire, 
diffus ou intermédiaire. 
Les bras d’éclairage et de la détection peuvent se rapprocher jusqu’à la valeur de l’angle 
mort du système qui est de 10° pour OptiMines. Par conséquent, les positions non accessibles 




l’angle entre l’échantillon est le bras de détection est limité par la taille du faisceau d’éclairage 
(inférieur à 85° dans notre configuration). Les positions de moteurs non possibles peuvent être 
résumées par les conditions suivantes : 
o |γ-δ|<10 ° 
o |β| et/ou |δ|> 85° 
Nous obtenons ainsi 12 bases de données constituées de toutes les directions θr, φr pour 
lesquelles l’acquisition est réalisable soit 12 tables des angles α, β, γ, δ. Le nombre de directions  
pour chacune des 12 options de conditions d’analyse est donné dans le Tableau 2.2. L’étape 
suivante est de les transformer en déplacements en nombre de pas que le moteur devra 
effectuer.  
 0° 30° 45° 60° 
Diffus 666 1322 1322 1322 
Spéculaire - 4194 4194 4194 
Intermédiaire 992 1984 1984 1984 
Tableau 2.2. Nombre de positions de mesure pour différentes conditions d’analyse. 
Pour un échantillon dont le comportement n’est pas décrit par un des cas prédéfinis, il est 
possible d’utiliser une séquence des θr, φr différente de ces 12 cas prédéfinis. Le temps de calcul 
des positions α, β, γ, δ et l’optimisation des déplacements (voir 2.2.5.5) serait à prévoir. 
2.2.5.5 Optimisation des déplacements 
Pour chaque nouvelle direction (θr, φr) tous les quatre moteurs doivent se placer dans une 
nouvelle position. Comme nous avons vu la mécanique du système impose certaines 
contraintes comme le jeu au changement de sens, la vitesse de rotation, la résolution angulaire. 
Afin de minimiser les incertitudes de placement par moteurs et le temps de manipulation, il est 
nécessaire d’optimiser les déplacements des moteurs en fonction de leurs caractéristiques.  
Pour cela, le premier critère est le jeu mécanique. En effet, même si la valeur du jeu peut 
être déterminée expérimentalement et prise en compte, il est préférable de minimiser les 
changements de sens de rotation pendant le balayage des positions de mesure par les moteurs 
du goniomètre. Le deuxième critère à prendre en compte est la vitesse de rotation. Cette fois-ci, 
c’est la durée de la manipulation qui nous optimisons. Le but est d’ordonner ses positions de 
manière à minimiser le nombre de demi-tours pour le moteur le plus lent.  
Pour résumer, l’objectif est que le moteur le plus contraignant (le jeu le plus important ou la 
vitesse la plus faible) ne se déplace que d’un demi-tour pendant la manipulation et ne change 
donc jamais de sens de rotation. En revanche, le moteur le moins contraignant effectuera le 
changement de sens de rotation autant de fois que c’est nécessaire. 






La résolution du moteur Alpha est la moins élevée (0.0075°). Néanmoins, il ne cumulera pas 
d’erreur supplémentaire après de nombreux déplacements puisque sa rotation se fait toujours 
dans le même sens. Pour ce moteur, l’ordre des positions a peu d’importance car il ne fait 
jamais de retour.   
Parmi les trois moteurs qui restent, le moteur Beta effectuera des allers-retours pouvant 
introduire une imprécision de positionnement importante. Son jeu au changement de sens de 
rotation est le plus élevé. De plus, une variation même très faible de l’angle β peut entraîner de 
fortes variations de φr (pour petit γ) (Figure 2.28). Ainsi, en premier lieu, les positions des 
moteurs seront ordonnées selon les angles β croissants. 
 
Figure 2.28. Variations de φr avec β pour différents γ. 
Pour une incidence donnée θi et β fixe, la valeur de γ est donnée par les équations détaillée 
dans le paragraphe (voir 2.2.5.2).  Pour le cas particulier β=0, deux valeurs de γ sont possibles. 
Ainsi, nous formons des « blocs » à l’intérieur desquels vont se trouver des positions α, β, γ, δ 
avec des valeurs β, γ identiques. Nous optimisons ensuite les déplacements du moteur Delta 
pour chaque « bloc » en ordonnant les valeurs δ en ordre croissant. Grâce à cela, le moteur 
Delta n’effectue qu’un retour par « bloc ». Enfin, nous obtenons la liste des déplacements 






Tableau 2.3. Extrait de la liste des pas de moteurs ordonnés : bloc de β=60°. 
2.2.6 Gestion informatique et interface OptiMines 
Dans cette sous-section, nous allons présenter le développement informatique réalisé pour 
la commande des moteurs, l’acquisition de données, leur stockage et la représentation des 
mesures. Ce développement a été effectué en collaboration avec une PME d’éditions de 
logiciels. 
2.2.6.1 Choix de l’environnement LabVIEW. 
LabVIEW est un environnement de développement destiné principalement à la mesure. 
L’intérêt principal de l’utilisation de LabVIEW réside dans le fait qu’un ordinateur de bureau 
devient un instrument de mesure virtuel. L’avantage est évident : un seul ordinateur de bureau 
se transforme à volonté en un moyen de mesure conforme aux souhaits et très proche du 
besoin de l’utilisateur final. A partir de cartes d’acquisition ou d’appareils connectés à un PC, on 
peut réaliser n’importe quel instrument de mesures. Il permet de programmer rapidement des 
fonctions complexes pour piloter les machines électriques, des moteurs, de faire l’acquisition de 
signaux analogiques ou d’enregistrer des valeurs numériques.  
La base de la programmation LabVIEW est intuitive, il n’y a plus de lignes de code mais des 
fonctions de bases symbolisées par des icônes. La programmation d’un instrument virtuel (VI) 
se résume à la construction d'un diagramme sans aucune contrainte syntaxique, en combinant 
des blocs fonctionnels où les données suivent le cheminement des fils et passent d’une fonction 
à l’autre. L’utilisateur consulte les informations fournies par l’ordinateur à l’aide d’interfaces 
graphiques. Elles sont désignées sous le nom de face avant et sont construites avec des boites à 






outils spécifiques, (graphiques, boutons, etc...). Compte-tenu de cette interface de 
programmation intuitive, le choix de l’environnement LabVIEW permet d’envisager des 
évolutions futures du logiciel intégralement gérées en interne, c’est-à-dire sans faire appel à 
l’éditeur initial du logiciel. 
2.2.6.2 Interface générale 
L’interface générale d’OptiMines est présentée sur la Figure 2.29. Elle permet de préparer et 
de réaliser la mesure complète sur un échantillon étape par étape. Chaque étape est actionnable 
par des boutons affichés sur l’interface utilisateur. En amont de la mesure elle-même, des 
actions sur la source, le détecteur et les moteurs sont nécessaires. Dans la suite, nous 
détaillerons la succession d’étapes qui compose une procédure de prise de mesure et nous 
expliciterons les différentes actions accessibles sur  l’interface utilisateur. 
 
Figure 2.29. Face-avant de l'interface générale d'OptiMines. 
L’interface utilisateur se divise en 3 zones : 
o Une zone concerne le détecteur : « Calibration et configuration du Maya ». 
Un compteur se met en route dès qu’on appuie sur le bouton « Le détecteur est branché ». 




Les mesures peuvent être effectuées avec un détecteur calibré spectralement ou non. La 
calibration spectrale du détecteur nécessite l’acquisition du spectre d’émission de la source de 
calibration et du signal d’obscurité pour un même temps d’exposition. Il est possible d’utiliser 
un fichier de calibration enregistré antérieurement ou d’effectuer une nouvelle calibration. 
 
o Une zone concerne la source : « préparation de la source ». 
La puissance de la lampe utilisée (50, 100 ou 150 W) et l’ampérage utilisé (ajusté 
manuellement directement au niveau de l’alimentation de la source) sont à compléter sur 
l’interface. Un compteur permet de vérifier qu’un durée suffisante de préchauffage de la source 
été effectué avant de procéder aux mesures (30 min minimum). De plus la durée totale 
d’utilisation de l’ampoule est affichée afin d’anticiper son remplacement (durée de vie moyenne 
de 50 h). 
 
o Une zone concerne la mesure : « préparation des mesures sur l’échantillon ». 
Pour être exploitable, chaque spectre mesuré est corrigé par la soustraction du signal 
d’obscurité pris au même temps d’exposition. Ainsi, pour le traitement des résultats d’une 
manipulation complète, nous avons besoin d’une base de tous les signaux d’obscurité pour tous 
les temps d’exposition qui ont été utilisés lors des mesures sur l’échantillon. A priori, cette 
correction pourrait être effectuée en post-traitement et l’acquisition des spectres d’obscurité 
pourrait se faire après la manipulation une fois que la liste des temps d’exposition utilisés sera 
connue. Cependant pour éliminer ces temps de post-traitement, qui peuvent être très longs 
compte-tenu de la quantité de données, il serait intéressant d’effectuer les corrections de 
mesures parallèlement aux mesures. Pour cela, les spectres d’obscurité doivent être obtenus 
avant la manipulation. Or, une acquisition systématique des spectres d’obscurité pour tous 
temps d’exposition de 6 ms à 10 s prendrait des dizaines d’heures. Dans le but de diminuer 
cette durée, nous avons réduit la liste des temps d’exposition accessibles à 120 valeurs. Ainsi, le 
temps d’exposition texpF sélectionné pour une mesure devra être choisi dans cette liste réduite. 
Une étape d’initialisation des moteurs permet de définir l’origine (« 0 ») de chaque axe 
intervenant dans une mesure. 
L’acquisition des spectres de mesures peut se faire selon une configuration prédéfinie. La 
configuration est choisie à l’aide du choix de la séquence de balayage des directions de détection 
et de l’angle d’incidence. Cette configuration fait alors appel aux bases de déplacements 
optimisés des moteurs correspondant. Une Nouvelle configuration peut aussi être définie. La 
mise en place de la base de déplacements optimisés des moteurs nécessitera alors un temps de 
calcul avant d’être opérationnelle.  






Avant de lancer une mesure sur l’échantillon, une mesure de la lumière incidente est 
effectuée. Enfin, en actionnant le bouton « mesure sur l’échantillon », l’acquisition de données 
est lancée. Le processus est détaillé ci-dessous. 
2.2.6.3 Acquisition des données 
Une fois l’initialisation des moteurs effectuée, nous pouvons passer à l’acquisition de 
données. Une mesure se décompose en plusieurs étapes.  
 
Traitement des pixels non-actifs de la matrice CCD  
Le système de détection possède une matrice de 2068 colonnes de pixels, chacune 
correspondant à une longueur d’onde donnée. Certains pixels ont perdu leur sensibilité et 
fournissent un résultat de mesure erroné. On les appelle non-actifs. Tels pixels peuvent 
facilement être identifiés puisque le résultat qu’ils donnent se traduit par un pic dans le spectre 
obtenu. Le problème peut être résolu en remplaçant ces valeurs aberrantes par une 
interpolation entre deux pixels voisins.  
Premièrement, une interface « Test détecteur » a été réalisée. Elle permet à l’utilisateur de 
tester le détecteur et de trouver le nombre de pixels défectueux et leurs numéros d’ordre. 
Deuxièmement, le VI « Elimination de pixels non-actif » remplace les valeurs de ces pixels dans 
le tableau de résultats.  
Choix automatique du temps d’exposition 
Le temps d’exposition est la durée pendant laquelle la lumière est captée par le 
spectromètre. Le temps d’exposition de Maya2000Pro peut être varié entre 6 ms et 10 s. Pour 
chaque acquisition, sa valeur peut être rentrée manuellement. Elle doit permettre d’obtenir le 
signal élevé sans la saturation. L’objectif est de trouver automatiquement ce temps d’exposition 
ce qui évitera l’intervention de l’opérateur au moment de chaque acquisition.  
Lors du choix manuel de temps d’exposition, nous effectuons la première acquisition 
toujours avec la même valeur. Ensuite, nous analysons le signal obtenu : s’il sature certains 
pixels, il faut diminuer le temps d’exposition, sinon on peut l’augmenter jusqu’à ce que la valeur 
maximale du spectre se trouve entre 50000 et 60000 coups (sachant que les pixels saturent à 
64000 coups). Nous nous sommes inspirés de cette expérience pour proposer une première 
technique de choix automatique. Elle consiste en plusieurs étapes : 
1) Première acquisition avec un temps d’exposition minimal texp1 = 6 ms. Il faut noter 
que des pixels saturent pour un temps d’exposition de 6 ms, il est nécessaire 
d’utiliser un filtre de densité neutre (2.2.3.2) pour pouvoir mesurer ce signal. 
L’intensité du signal obtenu est comparée à l’intensité du spectre d’obscurité à 6 ms 















où Smax et Smin sont des valeurs maximale et minimale du signal.  
2) Ensuite, nous cherchons à obtenir le spectre dont la valeur maximale est autour de 
30000 coups. Le temps d’exposition texp2 pour cette deuxième acquisition peut être 
trouvé grâce à l’expression trouvée empiriquement :  
 108.11exp2exp 3.1069 −⋅⋅= Rtt  (2.23) 
où R est le rapport trouvé suite à la première acquisition avec texp1 = 6 ms (équation 2.21). Nous 
déterminons alors la valeur maximale du spectre lors de la deuxième acquisition est Smax2. 
3) Nous pouvons maintenant trouver texp3 auquel la valeur maximale du spectre est 
d’environ 50000 coups par extrapolation linéaire des valeurs maximales des deux 













L’acquisition finale se fait à texpF = texp3 si texp3 est inférieur à 10 s, sinon texpF = 10 s. 
Ainsi, l’acquisition d’un spectre optimisé (intensité maximale d’environ 50000 coups) 
nécessite 2 acquisitions intermédiaires. 
Une procédure allégée peut être proposée en considérant que dans la plupart des cas le 
changement d’intensité de signal d’une position de mesure à l’autre n’est pas très grand (sauf 
près du pic spéculaire). Ainsi, la première acquisition de la mesure k se fera au même temps 
d’acquisition que la mesure précédente texpF, k-1. Le spectre obtenu est analysé afin de choisir le 
temps d’acquisition finale. 
o Si aucun des pixels n’est saturé (N64000=0), nous analysons le maximum du spectre Smax1 
à texp1. Pour Smax1>15000, le temps d’exposition pour l’acquisition finale peut 
directement être trouvé selon l’expression (2.24). Pour Smax1<15000, deux acquisitions 
intermédiaire (étapes 2-3 de la procédure précédente). 
o Dans le cas où certains pixels saturent, nous pouvons trouver le temps d’exposition 
convenable (avec le maximum du spectre autour de 50000) en fonction de leur nombre 
N64000 selon une expression empirique. 
2.2.6.4 Stockage des résultats 
Pour chaque position de mesure du goniomètre, le spectromètre va acquérir un spectre : 
l’énergie de lumière détectée en fonction de sa longueur d’onde. Chaque spectre contient 2068 
lignes qui correspondent aux 2068 pixels de la matrice CCD du spectromètre. Sachant que la 
mesure complète par le goniomètre consiste en 4200 (maximum) positions de mesure (cf. 
Tableau 2.2),  le nombre final des valeurs à stocker et de l’ordre de dix millions. Cette quantité 






d’information nécessite non seulement une grande capacité de mémoire mais aussi une 
organisation facilitant la recherche et l’exploitation des données. Il faut donc construire une 
bibliothèque contenant des bases de données correspondant aux différents échantillons. 
Chaque base de données va se composer d’un grand nombre de fichiers, chacun correspondant 
à une position de mesure unique. Les informations importantes qui doivent être enregistrées 
dans chaque fichier sont : 
o Nom de l’échantillon (à rentrer par l’utilisateur) 
o Ampérage de la source (A) (à rentrer par l’utilisateur) 
o La date est l’heure de la mesure afin de pouvoir tenir compte l’évolution de l’intensité de 
la lumière incidente 
o Positions des moteurs α, β, γ, δ 
o Angles θi, θr, φr 
o Le spectre mesuré (l’énergie détectée en fonction de la longueur d’onde). 
Il existe plusieurs logiciels capables de gérer la quantité de donnée aussi élevée (SQL, 
Microsoft Access). Le logiciel choisi est DIAdem, proposé par National Instruments et donc 
parfaitement compatible avec LabVIEW. Grâce à l’outil « LabVIEWDIAdemconnectivity » 
fourni par National Instrument, il devient facile d’établir la connexion entre ces deux logiciels et 
d’écrire dans une base de données DIAdem à partir des résultats acquis par LabVIEW. Le VI 
« Stockage » permet le stockage des résultats de mesure et de toutes les informations 
supplémentaires demandées dans un fichier DIAdem au nom de trois valeurs : θi, θr, φr. Ainsi, 
chaque spectre peut être retrouvé à l’aide d’une barre de recherche dans laquelle il suffit de 
mentionner les valeurs des angles voulus.  
Les avantages de DIAdem peut être résumés en quelques points : 
o Ce logiciel propose une capacité de stockage qui dépasse très largement les limites des 
autres logiciels de bases de données. 
o DIAdem propose un outil de recherche des données enregistrées selon la date de 
création, de l’heure, de l’opérateur ayant effectué les mesures et permet donc plus de 
souplesse et d’efficacité lors de post-traitement. 
o Lors de l’ouverture d’une base de données, DIAdem propose de l’ouvrir dans sa totalité 
ou d’en afficher qu’une partie. Par exemple, nous pouvons travailler uniquement avec 
des spectres d’une plage d’angles donnés.  
o DIAdem possède un contenu important de fonctions mathématique permettant le post-
traitement des données.  
o Les données stockées dans DIAdem sont compatible avec Excel et avec d’autres bases 
de données existantes. 
Son inconvénient important est que c’est un logiciel récent qui concerne une minorité 




2.3 Validation de l’instrument 
Dans cette section, nous allons présenter les résultats expérimentaux obtenus à l’aide 
d’OptiMines qui permettent d’évaluer les capacités de cet instrument. Nous avons caractérisé 
deux types d’échantillon. Le premier est un diffuseur standard qui est couramment utilisé pour 
la validation des appareils en photométrie. Le deuxième est un matériau gonio-apparent 
commercial à l’aide duquel nous allons démontrer l’importance de la précision directionnel.  
2.3.1 Matériau diffusant de référence Spectralon  
Le Spectralon® est un matériau étalon de blanc. Il s’agit d’un matériau thermoplastique, 
chimiquement et thermiquement stable dont la porosité surfacique entraîne une diffusion de  la 
lumière suite à des réflexions multiples. Il offre une réflectance diffuse élevée (proche de 99 %) 
lorsqu’il est éclairé de manière diffuse (dans une sphère intégrante par exemple) pour des 
rayonnements ultraviolet, visible et proche-infrarouge. Compte-tenu de ses caractéristiques de 
réflectance diffuse, le Spectralon® est souvent considéré comme une surface lambertienne. Une 
surface lambertienne théorique éclairée de manière directionnelle renvoie la lumière 
uniformément dans toutes les directions de l’hémisphère. Ainsi, la luminance émise par tel 
matériau, et donc la BRDF, est indépendante de la direction d’observation. Le comportement 
du Spectralon® s’approche de cette description mais dévie cependant du comportement 
lambertien théorique quelle que soit la direction d’incidence. En effet, Bhandari et al. [98] ont 
mesuré la BRDF du Spectralon® à l’aide d’un goniomètre pourvu d’une source directionnelle 
xénon (lumière incohérente quasi-monochromatique (680 nm)) et d’un détecteur photodiode. 
Ses résultats montrent bien que la BRDF du Spectralon® n’est pas un segment parfaitement 
horizontal, des inflexions notables apparaissent aux angles rasants. 
Nous avons effectué la mesure de la BRDF du Spectralon® (LabSphere) dans le plan 
d’incidence pour les différents angles d’incidence θi : 0°, -30°, -45°, -60°
*. La direction de la 
détection varie de -85 à 85° avec l’incrément de 5°. Les mesures proches de l’incidence ne sont 
pas possibles à cause de l’angle mort. Nos résultats pour la longueur d’onde de 680 nm sont 
comparés à ceux de Bhandari sont présentés sur la Figure 2.30 [98]. L’incertitude relative de la 
BRDF peut être calculée selon l’équation (2.12). La Figure 2.31 montre son évolution avec la 
longueur d’onde pour θi=0° et θr=30°. Nous pouvons voir que l’incertitude relative de la BRDF 
est inférieure à 5% pour une grosse partie du spectre du visible (λ>420 nm). Elle est élevée 
(>10 %) uniquement pour de longueurs d’onde inférieures à 400 nm. Néanmoins, nous 
estimons nos mesures fiables puisqu’une gamme très souvent acceptée du spectre visible est 
                                                          
*
 A noter que pour les mesures dans un plan, nous recourrons à l’utilisation de signe « - » pour les 
angles θ pour distinguer la direction avec ϕ = 0 de celle avec ϕ = 180° (à même θ) 






400-700 nm. En ce qui concerne nos mesures à 680 nm sur le Spectralon®,  l’incertitude 
relative de la BRDF se trouve entre 1 et 2 %.  
 
 
Figure 2.30. Résultats de la mesure de la BRDF du Spectralon® pour l'angle d'incidence de 0° (a), -30° (b), -45° (c) 
et -60° (d) par l’OptiMines comparé à ceux de la littérature (Bhandari). 
 
Figure 2.31. Incertitude relative de la mesure de la BRDF du Spectralon® pour l'angle d'incidence de 0° et l’angle 
de détection de 30°. 
Les résultats présentés sur la Figure 2.30 sont en bon accord avec les données de référence. 
Seulement plusieurs points de référence se trouvent en dehors de l’intervalle de fluctuation de 
nos valeurs mesurées. N’ayant pas d’information sur l’incertitude des données de référence qui 
n’est pas nulle, nous approuvons nos mesures. Ainsi, OptiMines donne des résultats satisfaisant 




réflectance relativement uniforme dans l’espace, ne marque pas de variation significative dans 
l’intervalle θr±∆αr. De ce fait, la précision directionnelle ∆αr n’a pas de grande importance 
quand il s’agit des matériaux diffus. Par contre, cette caractéristique devient une principale 
source d’erreur dans le cas de surfaces gonio-apparentes. Dans la suite de ce chapitre, nous 
allons donc démontrer l’influence de la précision directionnelle ∆αr sur les mesures de BRDF 
d’un matériau gonio-apparent.  
2.3.2 Efficacité pour la caractérisation des matériaux gonio-
apparents 
Il n’existe pas de surface gonio-apparente étalon. Cependant, les revêtements commerciaux  
ChromaFlair sont utilisés dans plusieurs articles [96] comme exemple pertinent de surface 
gonio-apparente. Ce revêtement contient des pigments associés à des multicouches 
interférentiels. Chaque pigment est composé d’une couche métallique réfléchissante recouverte 
d’une couche vitreuse semi-transparente provoquant des effets interférentiels. Les revêtements 
ChromaFlair sont fortement spéculaires et leur couleur change selon la direction d’éclairage ou 
d’observation (Figure 2.32). 
   
Figure 2.32. Peinture à pigments ChromaFlair appliquée sur une surface courbée. De gauche à droite : 
RedGold000, CyanPurple230, SilverGreen060. 
Nous avons choisi d’analyser CyanPurple230. Sa surface a été éclairée à -45° et la mesure de 
la BRDF a été faite dans le plan d’incidence pour les angles de détection θr de 0 à 85°. La Figure 
2.33 montre les résultats de la BRDF pour une longueur d’onde (700 nm) et de son intégrale 
dans l’intervalle visible. Comme on s’y attendait, un fort pic spéculaire est visible à θr=45°.  
Nous allons maintenant démontrer l’importance de minimisation de l’acceptation angulaire 
de détection pour la caractérisation des variations fortes des propriétés des matériaux gonio-
apparents. Pour cela, nous avons modifié le système de détection d’OptiMines de manière à 
obtenir l’acceptation angulaire plus élevée. La lentille Ld a été enlevée et un diaphragme de 
600 µm de diamètre a été placé devant l’entrée de la fibre de détection. La demi-acceptance de 
cette nouvelle configuration est d’environ 0.4° (∆α’r) comparé à 0.1° (∆αr) dans la configuration 
originale.  






     
 
Figure 2.33. Résultats de mesure de la BRDF de ChromaFlair CyanPurple230 eclairée à -45° : à 700 nm (haut) et  
l’intégrale dans l’intervalle du visible (bas). 
Pour afficher les résultats autour du pic spéculaire, nous recourrons à la notion d’angle 
aspéculaire : c’est un angle par rapport à la direction de réflexion spéculaire. L’angle aspéculaire 
est négatif pour des directions qui se trouvent du même côté que la normale à la surface (Figure 
2.34). La BRDF mesurée par deux configurations pour des angles aspéculaires de -2 à 2° avec 
l’incrément de 0.1° est montrée sur la Figure 2.35. Nous pouvons constater que la pic est mieux 
résolu dans le cas où ∆αr=0.1° : il est plus fin est plus haut. En passant d’une demi-acceptance 
de 0.4° (∆α’r) à 0.1° (∆αr), la résolution du pic spéculaire (largeur du pic) est passé de 1.5° à 0.5°. 
Par ailleurs, la valeur maximale de la BRDF a été multipliée par quatre. Ce résultat confirme que 
l’acceptation angulaire du détecteur plus faible permet la meilleure résolution des changements 





Figure 2.34. Définition d'angle aspéculaire. 
 
Figure 2.35. Résultats de mesure de la BRDF à 700 nm de ChromaFlair CyanPurple230 eclairée à -45° avec 
différentes acceptations angulaires du détecteur.  
Cette amélioration du pouvoir de résolution angulaire est aussi intéressante pour la 
caractérisation des variations spectrales de la réflexion en fonction de l’angle de détection. Nous 
allons nous intéresser à la caractérisation de la couleur de ChromaFlair CyanPurple230. Pour 
s’affranchir des différences de l’intensité de la lumière réfléchie dans différentes directions et 
comparer uniquement leur distribution spectrale, nous normalisons les spectres de la BRDF 
suivant l’expression suivante : 
 [ ] ( ) ( )




λλ =  
(2.25) 
La Figure 2.36 montre les courbes de [ ] ( )380;780normBRDF λ  pour des différents angles de 
détection. Dans la direction spéculaire, cette valeur est quasiment constante dans tout 
l’intervalle du visible : cela signifie que le matériau n’est pas coloré dans cette direction comme 
pour la plupart des surfaces fortement réfléchissantes. Pour des directions hors-spéculaires, les 
spectres présentent des zones d’atténuation pour des gammes de longueurs d’onde différentes. 
Ces zones d’atténuation traduisent les effets colorés du matériau. Par ailleurs, la zone 
d’atténuation se décale vers des longueurs d’onde plus courtes pour des angles rasants. Ce 






décalage traduit les variations de couleur observée lorsque l’angle d’observation varie. Ce 
décalage spectral n’est pas brusque : la distribution spectrale de la BRDF ne varie pas beaucoup 
à l’intérieur du cône de détection. En revanche, entre le spéculaire et l’angle αasp= 0.5°, une zone 
d’atténuation est déjà observable : cela signifie que l’apparition d’une coloration à partir du 
spéculaire non coloré se fait, elle, de manière brusque.   
 
Figure 2.36. ChromaFlair CyanPurple230 : Distribution spectrale de la lumière réfléchie dans la direction spéculaire 
et pour des angles aspéculaires αasp = 15°, 0.5° and -15°. 
Pour représenter ces changements de couleur, les coordonnées colorimétriques calculées à 
partir des distributions spectrales pour un observateur standard CIE 2° (les tables de 
transformations sont données en Annexe D) et l’illuminant E. sont reportées sur le diagramme 
chromatique xy (Figure 2.37). Le point correspondant à la direction spéculaire se superpose 
quasiment avec le point d’illuminant. Cela traduit l’aspect incolore du ChromaFlair 
CyanPurple230 dans cette direction. Les mesures effectuées avec ∆α’r=0.4° et ∆αr=0.1° 
donnent les résultats similaires pour des directions loin de la direction spéculaire tandis que 





Figure 2.37. ChromaFlair CyanPurple230 : (a) Changement de la couleur entre des directions aspéculaires de -25 à 
25° avec l'incrément de 10° et (b) couleurs proche de la direction spéculaire. ∆α’r=0.4° (triangles) et ∆αr=0.1° 
(rhombes) 
Pour quantifier ces différences observées entre les mesures avec ∆α’r=0.4° et ∆αr=0.1°, 
nous comparons les puretés de couleur pc (voir la définition en Figure 1.5) pour des angles 
aspéculaires de 0 à 2° pour ces deux configurations (Figure 2.38). La valeur pc est proche de 
zéro pour la direction spéculaire (0°) pour les deux configurations. Pour ∆αr=0.1°, la pureté 
augmente très rapidement dès qu’on s’éloigne de la direction spéculaire tandis que pour 
∆α’r=0.4°, sa valeur reste proche de zéro pour des angles aspéculaires plus élevés. Cette 
information sur la couleur est perdue dans le cas de ∆αr plus grand parce que le signal est 
moyenné. Plus l’intervalle dans lequel on moyenne est petit, moins l’infirmation spectrale est 
polluée par la réflexion spéculaire incolore. La configuration avec ∆αr=0.1° permet d’obtenir 
l’information sur la couleur déjà à αasp=0.5°. 







Figure 2.38. ChromaFlair CyanPurple230 : pureté de couleur proche de la direction spéculaire pour ∆α’r=0.4° et 
∆αr=0.1°. 
La comparaison des mesures de la BRDF réalisées pour la demi-acceptation angulaire de 
détection de 0.1 et 0.4° a montré l’importance de cette caractéristique pour l’analyse des 
changements brutaux des propriétés optiques particulier aux surfaces gonio-apparentes. On 
s’attend à ce que la divergence de la lumière incidente a la même influence sur la précision 
directionnelle. 
2.4 Conclusion du chapitre 
Ce chapitre a présenté l’ensemble de la mise au point d’un instrument de mesure de la 
fonction de distribution de réflectance bidirectionnelle d’une surface. Nous avons présenté le 
cahier des charges et l’ensemble des objectifs du système pour notre laboratoire. Enfin, nous 
avons exposé l’ensemble de la méthode de conception sur le plan mécanique, électronique et 
optique avec les différents réglages nécessaires. En effet, l’avantage de notre système est la 
possibilité de faire le calibrage du système grâce à l’alignement du bras de mesure avec le bras 
d’émission. De plus, nous avons détaillé la problématique de réglages, mais aussi de l’émission 
demandant une illumination télécentrique et homogène de l’échantillon. De même, nous nous 
sommes posés la question des erreurs de mesure et des incertitudes provoqués, rarement 
étudiée dans la littérature, et de la manière d’enregistrer un tel flot de données. On peut résumer 
les performances par les mots clés suivants : bonne résolution spectrale (3 nm), faible 
divergence de la lumière incidente (±0.1°) et faible acceptance angulaire au niveau de détection 
(±0.1°), haute dynamique, flexibilité. Au niveau de l’erreur, nous démontrons qu’elle reste 
sensiblement faible (5 %) sur l’ensemble du spectre visible. Enfin, nous prouvons que notre 
instrument permet de faire des mesures très précises et comparable à la littérature en étudiant 




gonio-apparente a montré que notre instrument a la capacité d’analyser des changements 
brutaux des propriétés optiques ou des couleurs grâce à une très bonne résolution angulaire. 







Chapitre 3 . Matériaux à effets colorés 




Nous avons exposé dans le Chapitre 1 la méthode d’anodisation d’aluminium de type 
poreux. Nous avons utilisé cette technique pour fabriquer deux types de matériaux nano-micro-
structurés.   
De nombreuses études actuelles concernent la recherche de l’ordre parfait des structures 
auto-ordonnées. Néanmoins, des effets colorés peuvent être obtenus sur des structures sans 
ordre particulier. Ainsi, nous allons expliquer les phénomènes à l’origine de cette coloration 
observée et en particulier de quelle manière on peut caractériser les structures obtenues. 
Dans la première section, nous présenterons la technique de préparation des échantillons. 
Les deuxième et troisième sections sont consacrées à l’étude des propriétés structurales et 
optiques de deux types matériaux nano-micro-structurés : l’aluminium texturé et l’aluminium 
anodisé qui se présente comme une couche d’alumine poreuse sur le substrat d’aluminium. 
Dans le cas de l’aluminium texturé comme des demi-sphères inversées, nous proposons une 
double approche pour retrouver par simulation les résultats de la mesure optique : une méthode 
scalaire élémentaire et un procédé plus rigoureux utilisant une méthode modale. Dans le cas de 
l’aluminium anodisé, nous présentons des approches également originales en utilisant seulement 
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3.1 Préparation des échantillons  
Nous avons vu dans la sous-section 1.5.2 que l’anodisation d’aluminium permet sous 
certaines conditions de faire croître la couche d’alumine poreuse sur un substrat d’aluminium. 
Les caractéristiques des structures formées sont sensibles aux conditions de traitement, ainsi 
qu’à la composition chimique du substrat. Leur influence était explicitement étudiée par 
Thomas [48]. Dans le cadre de cette thèse, nous nous sommes intéressés uniquement à des 
surfaces colorées. Dans cette section, nous allons présenter un bref résumé des essais effectués 
à l’Ecole des Mines :  
o pour former les couches poreuses d’oxyde sur le substrat métallique ; 
o pour isoler les deux parties de composite obtenu, la couche d’alumines ou le substrat 
métallique. 
Toutes les anodisations ont été effectuées par Max Boudes, technicien au laboratoire de 
l’École des Mines de Saint Etienne. Les conditions expérimentales (tension appliquée et 
température du bain) sont directement inspirées des conditions adoptées dans le cadre de la 
thèse de Pascal Thomas [48] effectuée au centre SMS de l’Ecole des Mines, soutenue en 2008. 
3.1.1 Aluminium anodisé 
Préparation de la surface 
Afin de favoriser une croissance parallèle des pores de la couche d’alumine, nous avons poli 
les surfaces de l’aluminium (ou des alliages) avant de les anodiser. Nous avons effectué un 
polissage mécanique rotatif sur papiers abrasifs, puis sur feutre avec pâte de diamant (particules 
de 1 µm) pour la finition. 
Alliages  
Comme nous avons vu en 1.5.2, l’aluminium pur, comme substrat pour l’anodisation, est 
comme substrat pour l’anodisation l’aluminium pur est très souvent préféré aux substrats en 
alliages. Cette préférence est dictée par la volonté d’obtenir des structures poreuses les plus 
périodiques possibles.  Pour améliorer encore la périodicité, une double anodisation est souvent 
pratiquée (Figure 3.1). Dans le cadre de cette thèse, le but était de produire des échantillons à 
effets colorés, nous avons effectué des anodisations sur des substrats d’aluminium pur, de 
plusieurs alliages de cuivre (AU4G, AU4G1) et un alliage de magnésium (AG3). Comme 
attendu, les essais sur les substrats d’aluminium pur ont donné des structures poreuses plus 
régulières que les essais sur substrats alliés. Par ailleurs, nous avons observé que la formation 
d’une structure poreuse n’était pas favorisée dans le cas des alliages de cuivre. En ce qui 




plan perpendiculaire aux pores principaux (Figure 3.2). Les dimensions standard des 
échantillons étaient 10 cm de longueur, 5 cm de largeur et 1 mm d’épaisseur.  
 




Figure 3.2. Micrographies MEB des couches d'alumine poreuse formées sur le substrat d'aluminium pure (gauche) 
et d'un alliage de magnésium (droite). 
Électrolytes utilisées 
Nous avons vu en 1.5.2 que des solutions d’acide sulfurique, oxalique ou phosphorique sont 
communément utilisées pour faire croître une couche d’alumine poreuse sur une surface 
d’aluminium. La nature de la solution utilisée influence essentiellement la distance entre les 
pores. Nous avons en effet vérifié ce constat comme le montre la Figure 3.3. Avec un 
traitement dans de l’acide sulfurique, les pores sont espacés d’environs 70 nm. Pour l’acide 
oxalique, c’est environ 100 nm. Dans le cas de l’acide phosphorique, les distances entre les 
pores sont considérablement plus importantes : elles peuvent aller de 300 à 500 nm. 
En ce qui concerne l’aspect visuel des surfaces obtenues, les différences pour trois types 
d’acides sont évidentes. Dans le cas « acide sulfurique », le traitement est quasiment invisible 
(Figure 3.3), la couche d’alumine obtenue apparaît incolore et transparente à l’œil nu. Dans le 
cas « acide oxalique » on peut voir sur la surface une couche transparente (ou légèrement 
jaunâtre) et très brillante qui ressemble à un vernis. Quant à l’anodisation dans l’acide 






phosphorique, les surfaces obtenues dans certaines conditions conduisent à des surfaces 
colorées. Ainsi, cet électrolyte sera exploré plus en détail pour la fabrication des échantillons qui 
seront étudiés dans le cadre de cette thèse.  
 
Figure 3.3. Photos et micrographies MEB (à la même échelle) des structures obtenues par anodisation de 
l'aluminium pur dans différentes solutions. 
3.1.2 Prélèvement de la couche d’alumine poreuse 
Le chlorure de cuivre (CuCl2) ayant une action dissolvante sur l’aluminium, il a été utilisé 
pour dissoudre le substrat d’aluminium afin d’isoler la couche poreuse d’alumine. Cette 
technique est très difficile à mettre en place, car la couche d’alumine poreuse est fragile en 
l’absence du substrat. Néanmoins, cette opération a permis d’obtenir une membrane de 
quelques centimètres carrés à partir d’un échantillon d’aluminium anodisé. La couche récupérée 
étant extrêmement fragile, elle est déposée sur une plaque de verre pour toute manipulation. 
3.1.3 Prélèvement du substrat d’aluminium  
Un traitement par attaque chimique de l’aluminium anodisé dans un mélange d’acides 
phosphorique et chromique permet une dissolution lente de l’alumine anodique. Ainsi, en 
contrôlant la durée du traitement, il a été possible d’agrandir les pores en dissolvant 
partiellement les parois de chaque pore. En augmentant la durée d’attaque, la couche d’alumine 
peut être intégralement dissoute. Ainsi, nous avons récupéré un substrat texturé après une 
dissolution de la couche d’alumine dans un mélange d'acide phosphorique (H3PO4) 6% et 
d'acide chromique (CrO3) 1.8% d’une durée de 2h. Il pourrait être utilisé pour effectuer une 
double anodisation, ce qui n’a pas été le cas dans le cadre de cette thèse. En effet, on observe 
que ce substrat texturé présente des effets colorés. Ainsi, la suite de ce manuscrit est dédiée à la 




observés sur ces substrats d’aluminium texturé et sur les échantillons constitués d’un substrat 
d’aluminium recouvert d’une couche d’alumine poreuse. 
3.2 Etude des propriétés optiques du substrat métallique : 
aluminium texturé 
En observant à l’œil nu la surface d’aluminium obtenue par la technique décrite en 3.1.3, on 
constate que :  
o Dans une moitié d’hémisphère représentant la réflexion directe (Figure 3.4), la surface a 
un aspect conforme à de l’aluminium. En effet d’une part, la surface est très 
réfléchissante dans la direction spéculaire et aucune coloration particulière n’est 
observée (aspect légèrement jaunâtre). D’autre part, la surface est faiblement 
réfléchissante dans les autres directions de cette moitié d’hémisphère. 
o Dans une moitié d’hémisphère représentant la retro-réflexion (Figure 3.4), la surface 
apparaît non seulement colorée mais sa couleur change avec la direction d’observation. 
En effet, la Figure 3.5 montre les photos du substrat texturé en retro-réflexion. Pour la 
prise de ces photos, l’échantillon a été éclairé par la lumière « blanche » d’une lampe 
d’un microscope binoculaire et l’appareil photo a été placé du même côté que l’éclairage. 
Les couleurs de l’échantillon perçues par l’œil dans des différentes directions 
correspondent aux patchs d’un nuancier pantone, qui sont pris en photo à côté de 
l’échantillon (Figure 3.5). 
    
Figure 3.4. Définition de la réflexion directe et de la retro-réflexion. 







Figure 3.5. Observations à l'œil nu de la surface d'aluminium texturé. 
Ces observations subjectives peuvent être complétées par la caractérisation plus objective et 
plus contrôlée de la lumière réfléchie dans les différentes directions en utilisant le goniomètre 
OptiMines. 
3.2.1 Caractérisation optique par OptiMines 
La caractérisation optique de la surface d’aluminium texturé a été effectuée avec le 
goniomètre OptiMines décrit dans le chapitre 2. Nous avons effectué la mesure dans le plan 
d’incidence avec un angle d’incidence θi = -45°. 
La Figure 3.6 montre les spectres de la BRDF pour différents angles en retro-réflexion. 
Grâce aux barres d’erreur, nous pouvons voir que la mesure est moins précise pour les courtes 
longueurs d’onde. Les courbes de -20 à -80° présentent toutes un sommet plus ou moins 
prononcé. La position de ce sommet en fonction de la longueur d’onde dépend de l’angle 
d’observation. En effet, plus cet angle est rasant, plus la longueur d’onde du sommet est élevée.  
Dans le cas de 0 et -10°, les sommets ne sont pas visibles, nous pouvons supposer qu’ils 





Figure 3.6. Résultats de mesure de la BRDF du substrat texturé dans le plan d’incidence avec θi = -45° pour des 
différents angles de détection. Les barres d’erreur montrent l’erreur de la mesure de la BRDF à 400, 450, 500, 550, 
600, 650, 700 et 750 nm. 
En ce qui concerne la réflexion spéculaire, nous présentons sa BRDF sur la Figure 3.7. 
L’erreur relative de mesure de la BRDF, présentée en gris sur la même figure, est faible, elle ne 
dépasse 5% que pour l’intervalle 380-390 nm et est autour de 1% pour une partie majeure du 
spectre visible. Pour toutes les longueurs d’onde la BRDF est considérablement supérieure à 
celles mesurées en retro-réflexion. La réflexion de l’échantillon augmente avec la longueur 
d’onde ce qui explique son aspect légèrement jaunâtre. 







Figure 3.7. Résultats de mesure de la BRDF du substrat texturé dans le plan d’incidence avec θi= -45° et la 
détection dans la direction spéculaire (en vert) et l’erreur relative de la mesure de la BRDF (en gris). 
Afin de rendre compte des couleurs de la surface observée sous différents angles, nous 
calculons les coordonnées trichromatiques à partir des spectres mesurés pour un observateur 
standard CIE 2° (les tables de transformations sont données en Annexe D) et l’illuminant E. 
Les résultats pour des différentes directions en retro-réflexion ainsi que pour la direction 
spéculaire sont montrés sur la Figure 3.8. Ces résultats sont cohérents avec les observations 
(photographies) faites à l’œil nu présentées sur la Figure 3.5. Malgré le fait que les couleurs en 
retro-réflexion (de 0° à -80°) ne soient pas très saturées (proches du point de l’illuminant), nous 
pouvons observer le voyage des couleurs du bleu vers le rouge passant par le vert. La couleur 
de la direction spéculaire est plus saturée que certaines couleurs en retro-réflexion. Néanmoins, 
à l’œil nu la surface paraît plus colorée en retro-réflexion puisque cette dernière a un caractère 





Figure 3.8. Couleurs de l'aluminium texturé dans différentes directions d'observation sur le diagramme 
trichromatique.  
Pour faciliter la compréhension des phénomènes optiques mis en jeu dans l’obtention de 
ces effets colorés, une analyse fine de la topographie de surface a été effectuée et est présentée 
ci-après. 
3.2.2 Caractérisation structurale de l’échantillon 
3.2.2.1 Analyse de la topographie 
La topographie de surface du substrat d’aluminium texturé a été caractérisée par 
microscopie à force atomique (Atomic Force Microscopy, AFM) dont le principe est expliqué 
en Annexe F. Les images AFM ont été prises par Matthieu Lenci et Yoann Garnier. Une 
représentation de la topographie est présentée sur la Figure 3.9. La surface est composée d’un 
arrangement compact de cavités circulaires (zones foncées) présentant une distribution de 
tailles apparemment assez étroite. Outre ces cavités, des amas (clairs) sont visibles en surface. 
Ces impuretés sont probablement dues à une dissolution incomplète de la couche d’alumine 
poreuse. 







Figure 3.9. Image AFM (hauteur) du substrat d'aluminium texturé. 
Par ailleurs, une analyse du profil de la topographie permet de constater que la forme des 
cavités est très proche d’une calotte sphérique, que nous appellerons cupule (Figure 3.10a). On 
notera tout de même la présence de profils non conformes à une calotte sphérique (Figure 






Figure 3.10. Profils extraits d’une image AFM : cupules qualifiables de calotte sphérique (a) et un exemple d’une 
cupule non conforme (b). 
La distribution des distances entre les cupules effectuée sur 20 cupules est présentée sur la 
Figure 3.11. Cette distribution peut être modélisée par une distribution en loi normale de 
largeur à mi-hauteur allant de 358 nm à 432 nm de diamètre. De la même manière une 
distribution des rayons de courbures des cupules effectuée sur 30 cupules est présentée sur la 
Figure 3.12. Cette distribution peut être modélisée par une distribution en loi normale de 
largeur à mi-hauteur allant de 180 nm à 234 nm de diamètre. Les analyses de profils extraits des 
images AFM ont été effectuées à l’aide du logiciel Gwyddion [99]. 







Figure 3.11. Distribution des distances entre les cupules circulaires. 
 
 
Figure 3.12. Distribution des rayons de courbure des cupules. 
Une reconstruction en trois dimensions de la surface permet la représentation de la Figure 





Figure 3.13. Topographie de la surface d'aluminium texturé.  
Finalement, les paramètres caractéristiques de la topographie de surface du substrat 
d’aluminium texturé que nous retiendrons pour la modélisation des effets colorés sont : 
o Une surface texturée par un arrangement compact de cupules. 
o Une distance moyenne entre cupules de 390 nm, l’écart-type est d’environ 30 nm.  
o Un rayon de courbure moyen de 210 nm, écart-type est de 20 nm. 
3.2.3 Modélisation des propriétés optiques en réflexion 
Nous venons de voir que la surface d’aluminium texturé est composée des cupules dont les 
dimensions sont comparables aux longueurs d’onde du visible. Ainsi, l’interaction de la lumière 
avec cette structure peut produire des effets électromagnétiques particuliers. 
Dans cette partie, nous proposons de comparer deux approches de modélisation de 
l’interaction entre la lumière et la surface d’aluminium texturée. Une première approche est un 
modèle analytique basé sur une approche scalaire. Il s’agit d’une méthode utilisée lors de l’étude 
de la diffraction par des réseaux par exemple : nous démontrons que cette approche peut 
expliquer en partie le comportement observé. Une seconde approche est une méthode modale 
de Fourier communément appliquée aux structures périodiques. 
3.2.3.1 Modèle analytique basée sur une approche scalaire 
Pour simplifier la modélisation de la réflexion de notre réseau réel tridimensionnel des 
cupules sphériques, nous allons considérer un réseau bidimensionnel. Cette approximation 
permet de traiter la réflexion dans le plan d’incidence. A noter que dans le cas réel des cupules 






sphériques, la lumière est réfléchie dans toutes les directions de l’hémisphère et non seulement 
dans le plan d’incidence. 
Pour le calcul analytique de l’intensité réfléchie par un réseau de cupules, nous allons suivre 
la même démarche que pour le cas d’un réseau de fentes traité en 1.3.2. Cette démarche 
consiste à trouver tout d’abord la fonction d’interférences par le « réseau » dans son ensemble, 
ensuite la fonction de diffraction par un élément du « réseau », soit dans notre cas, une cupule. 
Finalement, il faut calculer l’intensité diffractée en fonction de l’angle d’observation et de la 
longueur d’onde en tenant compte de la forme des objets diffractant. Tout au long de cette 
partie sur le modèle analytique scalaire, nous allons afficher les résultats de l’intensité diffractée 
en unités arbitraires (u.a.). Les unités arbitraires permettent de comparer les résultats d’un calcul 
sans donner les valeurs absolues. C’est simplement un outil d’aide à la visualisation des 
amplitudes des résultats de calculs. 
 
Calcul de la fonction d’interférences par un réseau des cupules 
Considérons que notre réseau est composé de N=50 cupules. La fonction d’interférences 
par un réseau de N objets diffractant est donnée par l’équation (1.34). Le déphasage entre des 
rayons réfléchis par deux cupules successives (Figure 3.14) est : 
 ( )2 2 sin sine d api piϕ δ γ βλ λ= = + = +   (3.1) 
 
Figure 3.14. Géométrie pour le calcul de la fonction d’interférences pour un réseau de cupules. 
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L’expression (3.2) est appelée fonction d’interférences du réseau. La Figure 3.15 montre les 
variations en fonction de la longueur d’onde, de l’intensité diffractée par un réseau de 50 
cupules pour des angles d’observation de -15 à -85° (retro-réflexion). Nous pouvons voir que la 
longueur d’onde à laquelle se trouvent les maxima d’intensité augmente avec l’angle 
d’observation. Nous remarquons également que seuls les pics issus du premier ordre 
d’interférence (m=1) apparaissent dans l’intervalle du visible. Les pics du second ordre (m=2) 
se trouvent dans l’ultraviolet et donc ne nous intéressent pas. 
 
Figure 3.15. La fonction d'interférences par un réseau de 50 cupules éclairé à β=45° pour différents angles 
d'observation. Le carré vert délimite l’intervalle des longueurs d’ondes du visible. 
D’après l’expression (4.2), le nombre d’objets diffractant influe sur la largeur des pics 
d’intensité : plus on considère de cupules pour le calcul, plus les pics sont étroits. La position 
des maxima (par longueur d’onde) reste la même quel que soit le nombre de cupules.  
Ce modèle ne prend pas en compte la forme de l’objet diffractant, or celle-ci influence la 
distribution de l’intensité diffractée en fonction de la direction. Elle peut être décrite par la 
fonction de diffraction décrite ci-après.   
 
 






Fonction de diffraction par une cupule unique 
Considérons une cupule ayant le rayon de courbure R, la largeur a et la hauteur h (Figure 
3.16). Le faisceau de lumière parallèle de longueur d’onde λ arrive sur la cupule sous incidence 
β. En ne considérant qu’une seule réflexion sur la surface de la cupule, la zone entre –a/2 et xécl 
se trouve dans l’ombre. La limite xécl peut être trouvée en résolvant le système d’équations 








x z R R
pi piβ β    = − − ⋅ + − − ⋅   
   
 + − =
  (3.3) 
La première expression est l’équation de la droite qui définit le rayon passant par le bord de la 
cupule (-a/2, h) et la deuxième est l’équation définissant la forme de la cupule.  
La partie de la cupule entre xécl et a/2 est éclairée et diffracte la lumière dans le plan xz.  
 
Figure 3.16. Géométrie pour le calcul de la fonction de diffraction par une cupule. 
Soit s0 la vibration diffractée par le fond de la cupule (x=0) dans la direction considérée (γ) 
et prise comme origine des phases. La différence de marche entre les rayons diffractés par les 
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L’angle ξ est différent pour chaque point de la cupule : 
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Soit x0 et xf des limites de la zone diffractant de la cupule. Leurs valeurs dépendent des 
angles d’observation et d’incidence et seront développées par la suite.  Dans le cas général, on 
obtient s par intégration de x=x0 à x=xf : 
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Le carré de cette vibration lumineuse donne l’intensité pour la longueur d’onde λ et dans la 
direction γ : I(γ)=s·s*.  
Traitons trois cas où x0 et xf  prennent des valeurs différents.  
o Si l’angle de détection γ est inférieur à celui d’incidence (γ<β) la lumière de toute la zone 
éclairée peut être détectée. Ainsi, x0= xécl et xf=a/2. 
o Si γ>β, certaines parties de la zone éclairée ne peuvent pas être observée (Figure 3.17a). 
Ainsi, les limites de la zone de détection sont x0 et xf=a/2. La valeur de x0 dans ce cas 
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 , si  γ β>  (3.8) 
o Pour γ négatif, c’est-à-dire pour la réflexion directe (Figure 3.17b),  xf est différent des 
cas précédents :  













x z R R
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 , si  0γ <  (3.9) 
 
Figure 3.17. Définitions de x0 et xf dans deux cas particuliers : γ>β (a) et γ<0 (b). 
En utilisant MatLab, nous avons calculé l’intégrale (3.7) en tenant compte des différences de 
x0 et xf en fonction des angles d’incidence et d’observation. Le code de ce calcul est présenté en 
Annexe F. La Figure 3.18 montre le résultat du calcul de l’intensité diffractée pour β=45° et la 
longueur d’onde λ=450 nm. L’intensité diffractée est élevée et reste du même ordre pour des 
angles d’observation entre 0° et -50° avec un maximum pour l’angle d’observation autour de -
20° (γ=20°). Pour des angles d’observation plus rasants (-50° à -80°), l’intensité diminue 
progressivement.  
 
Figure 3.18. Variations de l'intensité diffractée par une cupule avec l'angle d'observation. L’angle d’incidence est 




Calcul de l’intensité diffractée en tenant compte de la diffraction par 
une cupule 
Cette fonction de diffraction est utilisée pour corriger la fonction d’interférences présentée 
en (3.2). Pour ce faire, la fonction de diffraction est utilisée pour moduler la hauteur des 
maximums d’intensité calculés par la fonction d’interférences.  On obtient ainsi une fonction 
d’interférence qui tient compte de la forme des objets diffractant (cupule). L’intensité ainsi 
corrigée pour différentes directions d’observation est montrée sur la Figure 3.19. 
 
Figure 3.19. Intensité diffractée par le réseau de 50 cupules en prenant en compte la fonction de diffraction par 
une cupule. L’angle de détection est marqué à côté de chaque courbe. 
Ce résultat est en très bon accord avec les mesures optiques (voir Figure 3.6), même si les 
spectres de réflexion peuvent paraitre différents. En effet, les positions des pics d’intensité dans 
ce modèle coïncident avec ceux des mesures. De plus, une baisse d’intensité des maxima pour 
des angles rasants est obtenue dans les deux cas. En revanche, la forme générale des courbes 
reste différente. Dans ce modèle, on obtient des pics d’intensité, c'est-à-dire qu’à une certaine 
direction de retro-réflexion on observe la lumière d’une longueur d’onde uniquement. Dans le 
cas de la mesure, la BRDF présente des pics plus étalés et la ligne de base n’est pas au niveau 
d’une intensité nulle.   
Le réseau « imparfait » 
Pour améliorer notre modèle analytique, nous allons tenir compte du fait qu’en réalité, les 
distances entre les cupules ne sont pas toutes identiques. Nous considérons une distribution 
normale des distances avec une valeur moyenne de 390 nm et un écart-type de 20 nm. Cette 






description permet de ne plus considérer un échantillon périodique tout en conservant un ordre 











aikti keAes ϕϖ  (3.10) 
où ak sont les distances entre les cupules qui sont des valeurs pseudo-aléatoires distribuées de 
façon gaussienne. Le déphasage φ en fonction de ak peut être trouvé selon l’équation (3.1). 
L’intensité diffractée est ensuite trouvée comme carré de la vibration lumineuse (3.10) : I=s·s*. 
Le code de ce calcul est présenté en Annexe F1. La Figure 3.21 montre le résultat de calculs de 
l’intensité diffractée par 50 cupules avec des distances pseudo-aléatoires. Un extrait du profil de 
cupules utilisé pour le calcul est présenté sur la Figure 3.20. 
 
Figure 3.20. Extrait du profil de cupules d'un réseau « imparfait ». 
 
 
Figure 3.21. Intensité diffractée par un réseau de 50 cupules avec les distances pseudo-aléatoires (distribution 
gaussienne). 
En comparant ces résultats à ceux obtenus précédemment pour un réseau parfait de cupules 




o Dans les deux cas, un pic caractéristique est observé pour chaque direction 
d’observation. Les pics caractéristiques sont élargis dans le cas du réseau pseudo-
aléatoire. 
o Pour un angle de détection allant de -20° à -80°, la position du maximum des pics se 
déplace dans le sens croissant de longueurs d’onde. 
o Dans le cas du réseau pseudo-aléatoire, la ligne de base (intensité hors-pic) n’est pas au 
niveau d’une intensité nulle.  
En comparant maintenant ces résultats obtenus avec un réseau pseudo-aléatoire aux 
mesures expérimentales présentées dans la Figure 3.6, les observations suivantes peuvent être 
exprimées : 
o Dans les deux cas, un pic caractéristique est observé pour chaque direction 
d’observation. 
o Dans les deux cas, les pics sont larges. Cependant les pics caractéristiques mesurés sont 
plus larges que les pics calculés dans le cas du réseau pseudo-aléatoire. 
o Dans les deux cas, pour un angle de détection allant de -20° à -80°, la position du 
maximum des pics se déplace dans le sens croissant de longueurs d’onde. 
o Dans les deux cas, la ligne de base (intensité hors-pic) n’est pas au niveau d’une intensité 
nulle. Cependant, dans le cas de la mesure, la ligne de base semble être décroissante 
alors que la ligne de base calculée semble être horizontale. 
Malgré le fait qu’on ne retrouve pas exactement les mêmes courbes de variation de 
l’intensité diffractée qu’expérimentalement (voir Figure 3.6), le passage du réseau parfait au 
réseau avec des distances pseudo-aléatoires permet de se rapprocher du comportement de la 
surface réelle. Les courbes d’intensité ainsi calculées présentent de nombreuses caractéristiques 
communes avec l’intensité mesurée expérimentalement.  
La Figure 3.22 montre le résultat du même calcul de l’intensité diffractée par 50 cupules 
avec des distances pseudo-aléatoires pour la direction spéculaire (ordre de diffraction 0) 
comparée à l’intensité diffractée à -30°. Comme pour la mesure (Figure 3.7), l’intensité dans la 
direction spéculaire est bien supérieure à l’intensité diffractée à -30°. En revanche, la réflexion 
spéculaire calculée ne dépend quasiment pas de la longueur d’onde, ce qui n’est pas le cas de la 
mesure expérimentale (Figure 3.7). Cette modélisation analytique de la réflexion spéculaire par 
approche scalaire n’est pas satisfaisante.  
Nous pouvons proposer plusieurs explications des différences observées entre les résultats 
du modèle en l’expérience dans les cas de la réflexion spéculaire et de la retro-réflexion : 
o Le résultat de la mesure est une moyenne à l’intérieur du cône d’acceptance du 
détecteur, qui est faible dans notre cas mais non pas nul, tandis que le modèle s’applique 
à une direction précise. 






o Le matériau a été modélisé par des cupules parfaitement sphériques ce qui n’est pas le 
cas (voir Figure 3.10). De plus, la couche fine d’alumine due à l’oxydation naturelle 
d’aluminium n’est pas considérée dans le modèle. 
o Les limitations du modèle scalaire avec ses hypothèses conduisent évidemment à ne pas 
tenir compte du caractère vectoriel du champ électromagnétique et de l’interaction avec 
la matière. 
 
Figure 3.22. Intensité diffractée par 50 cupules avec des distances pseudo-aléatoires pour la direction spéculaire 
comparée à l’intensité diffractée à -30°. 
Finalement, un modèle analytique par approche scalaire basée sur la théorie des réseaux de 
diffraction a été développé en prenant en compte la diffraction du réseau lui-même et aussi la 
diffraction de chaque élément du réseau (cupule). Le modèle proposé tient compte d’une 
distribution de distances entre chaque élément diffractant, introduisant ainsi un écart à une 
périodicité parfaite. Ce modèle analytique simple par approche scalaire permet d’illustrer 
convenablement la diffraction colorée observée et mesurée en retro-réflexion. En particulier, les 
longueurs d’onde caractéristiques ainsi que la forme du spectre d’intensité pour chaque angle de 
détection peuvent être modélisées. La différence d’intensité entre rétro-réflexion et réflexion 
spéculaire est elle aussi bien décrite. 
3.2.3.2 Simulation par la Méthode Modale de Fourier (MMF) 
Pour compléter les mesures expérimentales et le modèle analytique par approche scalaire 
présenté précédemment, nous avons simulé le comportement optique du substrat d’aluminium 
texturé en utilisant une méthode numérique dite méthode modale de Fourier (voir 3.2.1.1). En 
particulier, nous avons utilisé un code commercial Crossed Grating [100] développé par Nikolai 




s’applique à des structures périodiques à l’infini en une ou deux directions et découpées en 
tranches invariantes selon la troisième.  
Réseau bidimensionnel 
De manière analogue au modèle analytique, nous considérons ici un réseau bidimensionnel 
de cupules. Celles-ci sont découpées en 14 couches invariantes selon l’axe z, les couches étant 
plus fines vers le fond de la cupule (Figure 3.23). Nous avons pris les mêmes paramètres 
géométriques (le rayon de courbure et l’espacement a) que dans le calcul analytique. 
 
Figure 3.23. Découpage de la cupule en tranches invariables selon z. 
Nous effectuons la simulation pour l’angle d’incidence de 45° pour deux types de 
polarisation TE et TM. Pour chaque longueur d’onde (de 380 à 800 nm), nous obtenons deux 
ordres de diffraction : 
o L’ordre 0 qui correspond à la réflexion spéculaire prévue par l’optique géométrique. 
o L’ordre 1 dont la direction dépend de la longueur d’onde. Cette relation, étant définie 
par la formule de réseaux, correspond parfaitement au résultat du modèle analytique 
(Figure 3.24). 







Figure 3.24. Variations de l'angle de la diffraction d'ordre 1 avec la longueur d'onde obtenue par la méthode 
modale de Fourier (Crossed Grating) et dans le modèle analytique. 
Le coefficient de réflexion en ordre de diffraction 1 varie avec la direction dans laquelle la 
lumière est diffractée. La moyenne des résultats pour deux polarisations est présentée sur la 
Figure 3.25. 
 
Figure 3.25. Coefficient de réflexion en ordre de diffraction 1 en fonction de l’angle d’observation en retro-
réflexion. 
Pour comparer ce résultat avec celui du modèle analytique, nous pouvons retracer la courbe 
de la Figure 3.25 en fonction de la longueur d’onde (Figure 3.26) et la superposer à la fonction 




angle donné et nous avons un pic d’intensité réfléchie. Le nombre d’objets diffractant étant 
infini dans la MMF, les pics sont infiniment étroits. L’ensemble des maxima de ces pics forment 
la courbe de la Figure 3.26. Sur cette courbe, quelques pics sont affichés à titre d’exemple. On 
retrouve bien la forme obtenue pour la fonction de diffraction utilisée pour le modèle 
analytique. L’intensité diffractée reste relativement constante pour les angles supérieurs à -40° 
dans les deux cas. Au-delà de cette valeur, le comportement observé est différent. Dans la 
méthode analytique, l’intensité descend progressivement jusqu’à 0 pour 90°. Dans le cas de la 
MMF, la baisse d’intensité diffractée est progressive jusqu’à environ 80° (à 660 nm) et est très 
rapide au-delà de cet angle. Ainsi, la réflexion aux angles rasant (70 et 80° par exemple) est plus 
forte dans la MMF que par le calcul analytique. Ce résultat est en meilleur accord avec les 
mesures expérimentales : les maxima de la BRDF pour -70 et -80° sont respectivement environ 
2 et 3 fois plus faibles qu’à -30°.  
 
Figure 3.26. Coefficient de réflexion en ordre de diffraction 1 en fonction de la longueur d’onde.  
Une des faiblesses du modèle analytique résidait dans une description vague de la réflexion 
spéculaire : la modélisation donnait une réflexion constante en fonction de la longueur d’onde 
alors que la réflexion mesurée était croissante en fonction de la longueur d’onde. La MMF 
permet une meilleure modélisation du comportement de la surface en réflexion spéculaire que 
le modèle analytique (Figure 3.27), en effet, une réflexion spéculaire croissante en fonction de la 
longueur d’onde est obtenue. La simulation ne transcrit cependant pas exactement la mesure 
expérimentale. Cette amélioration par rapport au modèle analytique peut être expliquée par le 
fait que la MMF ne considère pas simplement un matériau réfléchissant mais tient compte des 
propriétés optiques de l’aluminium.  







Figure 3.27. Réflexion spéculaire (diffraction d'ordre 0) d'un réseau de cupules d'aluminium (en bleu) comparée au 
spectre de la BRDF mesuré de l’aluminium texturé (en vert).  
Le modèle analytique et la simulation MMF bidimensionnelle ont permis de transcrire les 
mesures expérimentales dans le plan d’incidence. Le code Crossed Grating offre la possibilité 
d’effectuer des calculs par MMF sur des structures tridimensionnelles. Ainsi, nous avons pu 
étudier le comportement optique du substrat d’aluminium texturé en dehors du plan 
d’incidence. 
 
Réseau tridimensionnel – comportement hors du plan d’incidence 
Afin d’aborder le comportement optique en réflexion du réseau de cupules en dehors du 
plan d’incidence, nous avons considéré un réseau simple composé d’une maille carrée répétée à 
l’infini dans deux directions x et y (Figure 3.28). 
Comme pour le cas bidimensionnel, le système est composé d’une superposition de couches 
de manière à approcher la forme de calotte sphérique des cupules. Pour nos simulations, nous 





Figure 3.28. Représentation de la maille de réseau tridimensionnel pour le calcul de la réflexion par Crossed 
Grating. 
En travaillant en trois dimensions, il est possible d’étudier différentes orientations de la 
maille par rapport au faisceau incident : angle P de 0 à 45° (Figure 3.29). Ainsi en étudiant le 
même système tridimensionnel à maille carrée, nous pourrons indirectement évaluer différentes 
« organisations » de cupules, ce qui permettra de nous rapprocher un peu plus de la 
configuration réelle. 
Quand le plan d’incidence est parallèle à l’axe X, donc P=0° (Figure 3.28-Figure 3.29), dans 
l’ordre 1, on observe le comportement similaire à celui obtenu en cas de réseau bidimensionnel 
(Figure 3.26) avec la différence que la baisse de l’intensité diffractée avec l’angle en retro-
réflexion (et donc la longueur d’onde qui diffracte) est encore plus lente (Figure 3.30).  
 
Figure 3.29. Maille carrée des cupules considérée (a) et description géométrique de la direction d’incidence (b). 
Quand le plan d’incidence est parallèle à l’axe X, donc pour P=0° (Figure 3.28-Figure 3.29), 
le seul ordre de diffraction dans l’intervalle du visible est l’ordre 1. On y observe un 
comportement similaire à celui obtenu dans le cas du réseau bidimensionnel (Figure 3.26) à la 






différence près qu’en retro-réflexion, la baisse d’intensité diffractée avec l’angle (et donc la 
longueur d’onde qui diffracte) est encore plus lente. 
 
 
Figure 3.30. Diffraction d'ordre 1 (pour P=0°) par un réseau de cupules en maille carrée (ligne continue) et par un 
réseau bidimensionnel de sillons (en pointiller). 
Pour des valeurs de P différentes de 0, la diffraction d’ordre 1 a lieu hors du plan 
d’incidence. Par ailleurs, pour chaque longueur d’onde, la diffraction se fait dans une autre 
direction (par rapport à la normale) que dans le cas de P=0 (ordre 1 dans les deux cas). En 
considérant les calculs sur l’ensemble des valeurs de P comme une représentation du matériau 
réel, cela signifie que la lumière est non seulement dispersée dans le plan d’incidence, mais est 
également renvoyée hors plan. Deuxièmement, contrairement au modèle MMF bidimensionnel 
présenté précédemment, pour un angle donné par rapport à la normale, nous n’obtenons pas 
une réflexion monochromatique (pic d’intensité diffractée infiniment étroit à une longueur 
d’onde unique), mais une diffraction pour différentes longueurs d’onde et donc une lumière 
polychromatique. La Figure 3.31 présente l’angle de diffraction en fonction de la longueur 
d’onde pour des valeurs de P différentes (hors plan d’incidence à chaque P sauf P=0). La zone 
grise, bornée par les courbes correspondant aux valeurs de P extrêmes 0 et 45°, limite pour 
chaque angle N de détection des longueurs d’onde pour lesquelles il y a une diffraction.  
Ce résultat montre que la modélisation du réseau tridimensionnel, comparée au cas 
bidimensionnel, permet de se rapprocher du résultat expérimental pour lequel on observe la 
lumière de toutes les longueurs d’onde à différente intensité à un angle donne et non pas un pic 




Par contre, il est également intéressant d’étudier des différentes orientations de la maille par 
rapport au faisceau incident : angle P de 0 à 45° (Figure 3.29). On remarque que pour des P 
différents de 0, chaque longueur d’onde diffracte à un autre angle (par rapport à la normale) que 
dans le cas de P=0, et la diffraction a lieu hors plan d’incidence. Cela signifie que, 
premièrement, dans le cas du réseau tridimensionnel, la lumière est non seulement dispersée 
selon l’angle par rapport à la normale dans le plan d’incidence, mais est également renvoyée 
hors plan. Deuxièmement, à un angle donné par rapport à la normale, nous n’obtenons pas un 
pic à une longueur d’onde unique, mais un spectre. Nous présentons sur la Figure 3.31 le 
résultat de calcul de l’angle de diffraction en fonction de la longueur d’onde pour des P 
différents. La zone grise, bornée par les courbes des P extrêmes 0 et 45°,  limite pour chaque 
angle N de détection des longueurs d’onde pour lesquelles il y a une diffraction.  
Ce résultat montre que la modélisation du réseau tridimensionnel, comparée au cas 
bidimensionnel, permet de se rapprocher du résultat expérimental pour lequel on observe la 
lumière de toutes les longueurs d’onde à différente intensité à un angle donne et non pas un pic 
fin à une longueur d’onde unique. 
 
Figure 3.31. Angle de diffraction en fonction de la longueur d’onde pour différentes orientation de la maille : P=0, 
25, 35 et 45°. Valeurs marquées à côté de chaque point correspondent à l’intensité de diffraction. 






3.2.4 Conclusion sur le comportement en réflexion aluminium 
texturé  
L’étude des propriétés optiques du substrat d’aluminium texturé a montré que les effets 
colorés observés en retro-réflexion s’expliquent par la diffraction d’ordre 1 de la lumière par 
cupules submicroniques texturant la surface. Les résultats de simulation de la réflexion d’un 
réseau bidimensionnel (sillons) en appliquant un modèle analytique scalaire et par la méthode 
modale de Fourier sont en bon accord. On obtient par ces deux méthodes les pics de 
diffraction en retro-réflexion (lumière monochromatique dans des différentes directions). Les 
positions et les intensités des maxima sont traduisent bien des observations expérimentales en 
retro-réflexion. Le modèle analytique proposé prend en compte la diffraction par le réseau et la 
diffraction de liée à chaque cupule. Le modèle a été amélioré en considérant une distribution 
pseudo-aléatoire des distances entre cupules autour d’une distance moyenne : un élargissement 
des pics de diffraction selon la longueur d’onde est alors obtenu. Le modèle MMF d’un réseau 
bidimensionnel transcrit bien la position des pics, en revanche il est trop simple. Finalement, en 
ce qui concerne la MMF d’un réseau tridimensionnelle, nous obtenons un spectre pour chaque 
angle de détection, ce qui est cohérent avec les mesures expérimentales. 
3.3 Etude des propriétés optiques de l’alumine mésoporeuse 
3.3.1  Sélection d’échantillons 
Comme nous avons vu en sous-section 3.1.1, sous certaines conditions expérimentales, 
nous obtenons des effets colorés sur les surfaces d’aluminium anodisé. Dans cette section, nous 
concentrons notre étude uniquement sur trois échantillons : 54.10, 46.3 et 35.6 (Figure 3.32). Ce 
choix a été motivé par leurs caractéristiques structurales différentes. Ces dernières seront 
discutées dans la sous-section suivante et sont influencées par des conditions de préparation. 
L’échantillon 54.10 est obtenu après une double anodisation de l’aluminium pur (99.999 %). 
Pour les échantillons 46.3 et 35.6, l’alliage de magnésium AG3 a été utilisé avec le temps de 





Figure 3.32. Photographies des échantillons d'aluminium anodisé proche de la direction spéculaire (a) et hors 
spéculaire (b). 
3.3.2 Caractérisation structurale des échantillons 
3.3.2.1 Analyse de la surface 
La microscopie électronique à balayage (MEB) permet d’observer la surface de nos 
échantillons d’aluminium anodisé. Le principe de cette technique est présenté en Annexe G. 
Les surfaces sont préalablement métallisées afin de les rendre conductrices. Les images MEB de 
la surface des échantillons 54 et 35.6 sont présentées sur la Figure 3.33. 







Figure 3.33. Images MEB de la surface des échantillons 54.10 (a), 46.3 (b) et 35.6 (c) à la même échelle. 
3.3.2.2 Analyse des paramètres géométriques des pores 
Traitement d’images MEB 
Une analyse de ces images MEB a été effectuée afin de déterminer des paramètres 
géométriques caractéristiques de ces pores débouchant à la surface. Afin de séparer les deux 
phases, pore et alumine, nous appliquons quelques opérations classiques de traitement d’image 
[101] à l’aide du logiciel ImageJ [102] :  
o la binarisation,  
o la segmentation des particules concaves, 
o l’ouverture (Figure 3.34).  





Figure 3.34. Etapes de traitement d'image MEB pour le calcul des paramètres structuraux des pores. 
Les rayons des pores ont été déterminés en assimilant les pores à des disques de même aire 
(voir Annexe H). La distribution des rayons est asymétrique (Figure 3.35), elle présente un léger 
enrichissement en pores de rayon plus grand que la moyenne. La médiane décrit au mieux le 
centre de telles distributions [103], [104]. Nous utilisons donc cette grandeur pour caractériser 
le rayon r des pores de nos échantillons. 
 
 
Figure 3.35. Histogramme de répartition de rayons de pores en 10 classes sur 254 pores de l’échantillon 35.6. 






Le logiciel ImageJ permet d’obtenir les positions des centres de masse des pores et leurs 
aires en excluant les pores qui se trouvent sur le bord de l’image. A partir de ces données, nous 
avons déterminé le paramètre de distance moyenne entre pores a. Etant donné que 
l’arrangement parfait de pores est un arrangement hexagonal, nous avons choisi de considérer 
les six plus proches voisins de chaque pore  afin de déterminer a (le calcul est détaillé en 
Annexe H). La distribution de D pour l’échantillon 35.6 est présentée sur la Figure 3.36. Cette 
distribution peut être représentée par une distribution normale centrée sur 334 nm et de largeur 
à mi-hauteur 77 nm. 
 
Figure 3.36. Histogramme de répartition de distances moyennes entre les pores avec leurs six prochains voisins en 
10 classes sur 254 pores de l’échantillon 35.6. 
Nous pouvons déterminer la part volumique des pores principaux, appelée porosité 
principale fpr comme la somme des aires de tous les pores sur une image divisée par l’aire de 






∑  (3.11) 
 
Cette analyse a été effectuée pour les échantillons 54.10, 46.3 et 35.6. Les résultats sont 
résumés dans le Tableau  3.1. 
Numéro de l’échantillon 54.10 46.3 35.6 
Distance entre les pores, nm 497 354 334 
Rayon des pores, nm 132 66 101 
Porosité principale 0.253 0.134 0.319 




Analyse de la structure à l’aide de la transformée de Fourier  
Pour déterminer les paramètres dimensionnels d’une structure périodique, un analyse par 
Transformée de Fourier Rapide (TFR) des images [105], [106] est souvent utilisée  [41], [46], [107], 
[108]. La TFR permet de faire une analyse fréquentielle du motif spatial. Par exemple, dans le cas 
d’une distribution hexagonale parfaite, la TFR se présente comme six points formant un hexagone. 
Chaque couple de points sur une droite passant par le centre indique la présence de la périodicité 
spatiale dans la direction perpendiculaire à cette droite (Figure 3.37a et Figure 3.37b). La distance 
du centre aux points de forte intensité est liée à la période de la structure sur l’image initiale (Figure 
3.37c). Ainsi, la TFR permet non seulement de révéler la périodicité de la structure mais aussi de 
quantifier la période. 
 
Figure 3.37. Exemple d'une structure ordonnée à malle hexagonale (a), sa TFR (b) et illustration de la relation entre 
la distance entre les points sur la TFR avec la période de la structure (c). 
Dans notre cas, les structures ne sont pas périodiques. Cependant, la distribution de 
distances a présentée précédemment montre que la structure présente une distance 
caractéristique et donc un ordre à courte distance. La Figure 3.39 montre la TFR des images 
MEB des échantillons 54.10 et 35.6. Au centre de l’image TFR, nous n’obtenons pas des points 
comme dans l’exemple de la Figure 3.37, mais un ou plusieurs anneaux concentriques. Cela 
signifie d’une part que la distribution surfacique des pores est isotrope (il n’y a pas de direction 
privilégiée) et d’autre part que la structure présente un ordre à courte distance.  La position des 
anneaux de l’image TFR permet de calculer une distance caractéristique qu’on appellera 
pseudo-période correspondant à la distance moyenne entre pores. Nous pouvons remarquer 
sur l’image TFR de l’échantillon 54.10 (Figure 3.39b) quatre cercles comparés à un seul (le 
deuxième est très peu visible) pour l’échantillon 35.6. Cela montre que la distance 






caractéristique existe également avec des voisins d’ordre deux, trois et quatre pour 54.10 et 
donc un ordre à plus longue distance. 
La distance caractéristique de l’image initiale din peut être calculée à partir du rayon du cercle 
sur l’image TFR RTFR : 




=  (3.12) 
où PTFR est la taille de l’image TFR en pixels
*. 
Afin de déterminer le rayon du cercle sur l’image TFR dont l’intensité est maximale, nous 
analysons le profil de l’intensité suivant la distance du centre de l’image. Le plugiciel  Radial 
Profile Plot [109] de l’ImageJ permet de tracer l’intensité intégrée autour de cercles 
concentriques en fonction de leur rayon. Les profils ainsi obtenus pour des images TRF des 
échantillons 54.10 et 35.6 (Figure 3.38 b et d) sont présentés sur la Figure 3.39. On observe 
clairement la présence d’un pic dans les deux profils. Par ailleurs pour l’échantillon 54.10, des 
oscillations après le pic sont aussi perceptibles. On notera que la ligne de base n’est pas 
horizontale. Cette « bosse » est attribuable aux contributions désordonnées, non périodiques de 
la structure. 
                                                          
*
 La transformée de Fourier rapide ne peut être utilisée que sur des images carrées dont la hauteur est une 





Figure 3.38. Zone de 512x512 pixels de l'image MEB des échantillons 35.6 (a) et 54 (c) et leur TFR (b et d 
respectivement). 
 







Figure 3.39. Profil radial d'intensité de la TFR de l'échantillon 54 (a) et 35.6 (b). 
Les pseudo-périodes trouvées par la TFR sont données dans le Tableau  3.2. Ces résultats 
sont en bon accord avec le calcul effectué précédemment en considérant les six plus proches 
voisins de chaque pore. 
Numéro de l’échantillon 54.10 46.3 35.6 
Profil radial de l’image TFR 453 362 353 
Calcul entre six prochains voisins 497 354 334 
Tableau  3.2. Distances  entre les pores (nm) des couches d'alumine trouvées à partir des images TFR comparées à 
celle trouvées par le calcul en considérant six voisins de chaque pore. 
En conclusion, la distribution surfacique des pores n’est pas parfaitement périodique mais 
présente un ordre à courte distance, ce qui a été montré par l’analyse TFR. Nous allons retenir 
les valeurs des distances entre les pores calculées avec six prochains voisins et données dans le 




3.3.2.3 Analyse de l’épaisseur de la couche 
En observant un faciès de rupture, la microstructure de la couche d’alumine dans l’épaisseur 
peut être caractérisée (Figure 3.2). En particulier, des pores secondaires perpendiculaires aux 
pores débouchant sur la surface (porosité principale) sont visibles sur les échantillons 46.3 et 
35.6 (Figure 3.40). Compte tenus des conditions expérimentales de préparation et d’observation 
des échantillons, ces faciès de rupture sont toujours observés avec un angle par rapport à la 
normale à la tranche. Cet angle d’observation introduit des erreurs sur les mesures 
dimensionnelles effectuées sur la tranche de la couche d’alumine. Les images MEB ont été 
effectuées par Max Boudes. 
 
Figure 3.40. Images MEB des couches de l'alumine poreuse des échantillons 46.3 (a) et 35.6 (b). 
Sur la base de ces images MEB transverse et sur des images MEB obtenues après abrasion 
successive par faisceau ionique focalisé (Focused Ion Beam FIB), une description idéalisée de 
l’architecture tridimensionnelle de la porosité peut être proposée. En supposant un 
arrangement hexagonal des pores principaux, les pores secondaires se déploient 
perpendiculairement à ces pores dans plusieurs directions. On observe que certains pores 
secondaires convergent pour former des intersections triples comme schématisé sur la Figure 






3.41.  Sur la base de cette architecture modèle, la porosité secondaire fsec peut être évaluée en 
connaissant le rayon des pores secondaire rsec, et leur espacement h. Ces paramètres peuvent être 
estimés sur les images MEB. 
 
Figure 3.41. Pores secondaires dans une maille hexagonale des pores principaux. 






où a est le paramètre de la maille hexagonale formée par les pores principaux (Figure 3.41). 
Sachant qu’il y a six pores secondaires de longueur l (équation (3.13) par tranche de hauteur 










V r l rf
V a h a h
pi pi⋅ ⋅ ⋅ ⋅ ⋅ ⋅
= = =
⋅ ⋅ ° ⋅ ⋅ ⋅ ° ⋅
 (3.14) 
où Vps est le volume d’un pore secondaire de longueur l. Dans notre cas, l’architecture n’est pas 
périodique, on considérera que a est égal à la pseudo-période (distance moyenne entre les 
pores).  
Finalement, la porosité totale peut être trouvée en tenant compte des pores principaux et 
secondaires : 
 ( )1pr pr secf f f f= + −  (3.15) 
L’estimation des paramètres dimensionnels des pores secondaires des échantillons 54.10, 
46.3 et 35.6 sont présentés dans le Tableau  3.3. Ces valeurs sont très approximatives à cause de 





Compte-tenu de l’angle d’observation, l’épaisseur de la couche d’alumine n’a pas été évaluée 
sur la base de ces images de faciès de rupture. Pour estimer l’épaisseur de la couche d’alumine, 
la tranche de l’échantillon a été observée après enrobage et polissage de l’échantillon (Figure 
3.42). L’épaisseur pouvant varier d’un point à l’autre de l’échantillon, en particulier à causes 
d’effets de bord compte-tenu des petites dimensions des échantillons, ces mesures (tableau 3.3) 
ne sont qu’une estimation locale de l’épaisseur. 
 
Figure 3.42. Image MEB de la tranche de l'échantillon 35.6. 
Numéro de l’échantillon 54.10 46.3 35.6 
Épaisseur, µm 4-5 ~1 ~3 
Rayon des pores secondaires, nm - ~40 30-40 
Espacement des pores secondaires, nm - ~180 ~150 
Porosité secondaire - ~0.15 ~0.2 
Porosité totale 0.253 0.264 0.455 
Tableau  3.3. Estimations des épaisseurs et des paramètres des pores secondaires des couches d'alumine. 
Finalement, les différences de paramètres structuraux des trois échantillons sélectionnés 
peuvent se résumés ainsi : 
o L’échantillon 54.10 présente un ordre à plus longue distance que les deux autres 
échantillons ce qui est cohérent avec la méthode de préparation. En effet l’échantillon 
54.10 est en aluminium pur et a subi une double anodisation 
o Les échantillons 46.3 et 35.6 ont une pseudo-période inférieure à celle de l’échantillon 
54.10. 






o Les échantillons 46.3 et 35.6 contiennent des pores secondaires. 
o Les échantillons 46.3 et 35.6 ont des épaisseurs de la couche d’alumine poreuse 
considérablement différentes. 
o Toutes ces remarques d’ordres structuraux seront prises en compte pour l’étude du 
comportement optique expérimental et simulé des surfaces.   
3.3.3 Caractérisation optique par OptiMines 
3.3.3.1 Aluminium anodisé 
Nous avons effectué la mesure de la BRDF dans le plan d’incidence des échantillons 54.10, 
46.3 et 35.6 pour une incidence à 45°. Les résultats de la mesure dans la direction spéculaire 
sont présentés sur les Figure 3.43-Figure 3.45. Les courbes en gris montrent les valeurs de 
l’erreur relative de la mesure de la BRDF. Cette erreur est très faible dans tout l’intervalle du 
visible, pour les échantillons 54.10 et 35.6 elle ne dépasse 2% qu’entre 380 et 390 nm. En ce qui 
concerne l’échantillon 46.3, l’augmentation de l’erreur relative de la mesure de la BRDF pour 
des courtes longueurs d’onde est plus importante (voir Figure 3.44). C’est pourquoi la remonté 
de la courbe de la BRDF de 46.3 est infirmée. 
En analysant les spectres de la BRDF des échantillons 54.10, 46.3 et 35.6 (Figure 3.43Figure 
3.45) nous pouvons constater : 
o Une baisse de la BRDF pour des courtes longueurs d’onde. 
o La présence d’oscillations plus ou moins espacées. Nous pouvons remarquer que 
l’espacement entre ces oscillations diminue lorsque l’épaisseur de la couche poreuse 





Figure 3.43. Echantillon 54.10 : la BRDF mesurée expérimentalement dans la direction spéculaire  
avec l’incidence à -45° (en violet) et l’erreur relative de la mesure de la BRDF (en gris). 
 
 
Figure 3.44. Echantillon 46.3 : la BRDF mesurée expérimentalement dans la direction spéculaire  
avec l’incidence à -45° (en vert) et l’erreur relative de la mesure de la BRDF (en gris). 
 







Figure 3.45. Echantillon 35.6 : la BRDF mesurée expérimentalement dans la direction spéculaire  
avec l’incidence à -45° (en bleu) et l’erreur relative de la mesure de la BRDF (en gris). 
Ces mesures montrent que dans la direction spéculaire les échantillons réfléchissent plus 
fortement la lumière avec des grandes longueurs d’onde ce qui explique leur coloration jaune-
rouge (Figure 3.32). On notera que cette caractéristique optique ne peut être attribuée à un 
phénomène d’absorption par la couche d’alumine poreuse, en effet l’alumine et l’air (pores) ont 
une absorption nulle dans le visible. L’aluminium qui forme le substrat, quant à lui, a une 
absorption non nulle certes, mais très faible et quasiment constante pour toutes les longueurs 
d’onde du visible [59]. Par ailleurs, la présence du substrat d’aluminium empêche la 
transmission de la lumière. Finalement, l’ensemble de la lumière incidente ne peut être que 
réfléchie dans l’hémisphère au-dessus de l’échantillon. Pour l’instant, seule la réflexion 
spéculaire a été caractérisée. Intéressons-nous donc maintenant, à la réflexion hors spéculaire, 
aussi appelée réflexion diffuse. La Figure 3.46 montre les spectres de la BRDF mesurée dans 
deux directions dans le plan d’incidence mais loin de la réflexion spéculaire pour 
l’échantillon 35.6. Comme attendu, la réflexion diffuse dans une direction donnée est bien plus 
faible que la réflexion spéculaire. Par ailleurs, la réflexion diffuse est plus forte pour des 
longueurs d’onde courtes. On notera tout de même grâce aux barres d’erreur que pour les 
longueurs d’onde inférieures à 450 nm une erreur de mesure est non négligeable. Nous 





Figure 3.46. Echantillon 35.6 : la BRDF mesurée expérimentalement dans les directions  
hors spéculaire (-60° et 10°) avec l’incidence à -45°. 
Afin de démontrer que toute la lumière incidente peut-être retrouvée dans l’hémisphère de 
réflexion, nous allons intégrer la BRDF dans l’hémisphère complet et ceci pour chaque 
longueur d’onde. Pendant cette thèse, la configuration du goniomètre OptiMines ne permettait 
que des mesures dans le plan d’incidence. Nous pouvons néanmoins estimer l’information dans 
l’hémisphère complet en nous basant sur la mesure dans le plan d’incidence. Pour ce faire, nous 
considérons que le pic de BRDF obtenu dans le plan θ sera identique dans le plan φ (Figure 
3.47). Puis, nous attribuons à chaque spectre de la BRDF mesurée un poids en fonction de sa 
proximité avec le pic spéculaire. 
Le poids S0 de la BRDF du pic spéculaire peut être trouvé comme le rapport entre l’aire des 
éléments d’hémisphère inclus entre les angles zénithaux θ1 et θ2, et entre les angles azimutaux 
φ1 et φ2 et l’aire S de l’hémisphère : 
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Sachant qu’autour du pic spéculaire le mesure se fait avec un incrément de 0.2°, le poids de 
la BRDF mesurée dans la direction spéculaire (θr=45°, φr=180°) est : 






 ( )( ) 60 cos 44.9 cos 45.1 179.9 180.1 1.4 102S pi
−
° − ° −
= = ⋅   (3.18) 
et pour la BRDF mesurée dans la direction θr=44.8°, φr=180° le poids S1 est : 
 ( )( ) 51 0cos 44.7 cos 45.3 179.7 180.3 1.1 102S Spi
−
° − ° −
= − = ⋅   (3.19) 
Ce calcul itératif est effectué pour toutes les BRDF mesurées pour θr de 0 à 90° et φr de 135 
à 225°. Pour le reste de l’hémisphère (φr de 0 à 135° et de 225° à 360°), nous attribuons les 
mêmes valeurs que celles mesurées dans le plan d’incidence à θr de 0 à 90° et φr=0°. Finalement, 
nous obtenons le spectre de la BRDF intégrée présenté sur la Figure 3.48. Comme pour les 
courbes de BRDF présentée sur la Figure 3.46, la courbe représentant le spectre de la BRDF 
intégrée présente une forte augmentation dans l’intervalle de 380 à 430 nm. Outre ces valeurs, 
le spectre de la BRDF intégrée est relativement plat sur tout l’intervalle du visible. Ce résultat 
confirme que l’ensemble de la lumière incidente est réfléchie dans l’hémisphère de réflexion. De 
ce fait, il n’y a pas d’absorption de lumière dans la structure de la couche d’alumine poreuse sur 
le substrat d’aluminium contrairement à la proposition de [51]. 
  





Figure 3.48. BRDF intégrée dans un hémisphère, estimée à partir des mesures dans le plan d'incidence.  
Ainsi, ces mesures optiques en réflexion des échantillons d’aluminium anodisé permettent 
de conclure que 
o les longues longueurs d’onde sont principalement réfléchies dans la direction spéculaire 
ce qui est à l’origine de la couleur observée dans la direction spéculaire (Figure 3.32a). 
o les longueurs d’onde courtes sont essentiellement diffusées (réflexion hors spéculaire), 
ce qui est à l’origine de l’aspect verdâtre des échantillons (Figure 3.32b). 
o Les phénomènes d’absorption ne sont pas à l’origine de la modification du spectre 
lumineux réfléchi (par rapport au spectre lumineux incident). 
Afin de renforcer ces conclusions, nous pouvons observer la couche d’alumine poreuse 
dont le substrat a été dissout. L’absence de substrat permet sa caractérisation à la fois en 
réflexion et en transmission. Observé à l’œil nu, la lumière émise par le plafonnier du bureau 
apparaît orange (Figure 3.49a), on distingue bien que la lumière directe du plafonnier apparaît 
blanche sur la photographie. Observé en réflexion, cet échantillon ne présente pas de réflexion 
spéculaire ni de coloration forte. Nous pouvons néanmoins remarquer une teinte légèrement 
bleutée quelle que soit la direction d’observation en réflexion (Figure 3.49b). Ces observations 
sont cohérentes avec les conclusions précédentes. Ainsi, la couche d’alumine poreuse transmet 
principalement des longueurs d’onde longues : en présence de substrat, elles y sont réfléchies 
dans la direction spéculaire puisque, comme on a vu précédemment, le substrat malgré sa 
texture se comporte comme un miroir en réflexion directe. Quant aux longueurs d’onde 
courtes, elles sont essentiellement diffusées. 
3.3.3.2 Membrane d’alumine poreuse 
Afin de valider la conclusion du paragraphe précédent, nous pouvons observer la couche 
d’alumine poreuse sans substrat. La particularité d’un tel échantillon est qu’on peut l’observer 






en transmission : il apparaît orange (Figure 3.49a). En réflexion la membrane ne présente pas de 
comportement spéculaire et ni coloration forte. Nous pouvons néanmoins remarquer sa 
couleur légèrement bleutée quelle que soit la direction d’observation en réflexion (Figure 3.49b). 
Cette expérience confirme que la couche d’alumine poreuse transmet principalement des 
longueurs d’onde longues : en présence de substrat, elles y sont réfléchies dans la direction 
spéculaire. Quant aux longueurs d’onde courtes, elles sont essentiellement diffusées. 
 
Figure 3.49. Photographie de la membrane d’alumine poseuse en transmission (a) et en réflexion (b). 
L’analyse expérimentale de la BRDF des échantillons d’aluminium anodisé ont démontré 
que les effets colorés observés ne sont pas dus à des phénomènes d’absorption dans la couche 
poreuse mais bel et bien des phénomènes d’interaction physiques entre le rayonnement 
lumineux et la structure submicronique de la couche poreuse d’alumine. L’influence des 
paramètres structuraux sur les effets colorés sont étudiés dans la suite à l’aide de simulation 
numérique de la BRDF par la méthode modale.  
 
3.3.4 Modélisation par la méthode modale 
Dans cette sous-section, nous allons présenter les résultats de simulation par la méthode 
modale (code Crossed Grating [100]) des propriétés optiques en réflexion observées sur nos 
structures poreuses sur le substrat d’aluminium. Les caractéristiques structurale et optique de ce 
dernier ont été étudiées en détail dans la section 3.2. Cette étude a montré que la réflexion 
directe spéculaire substrat texturé est considérablement plus forte que la retro-réflexion. Ainsi 
pour les simulations présentées ci-après, le substrat d’aluminium texturé sera considéré comme 
une surface plane (idéale) en aluminium. Les simulations proposées dans la suite seront mises 
en regard de théories émises dans la littérature (détaillées dans la partie bibliographique, section 
1.5.3) concernant les phénomènes mis en jeu dans les effets colorés de l’alumine poreuse 





3.3.4.1 Modélisation par homogénéisation de la couche poreuse 
Comme nous avons vu en sous-section 1.5.3, la coloration de l’aluminium anodisé est 
parfois expliquée par simple phénomène d’interférences dans la couche d’alumine poreuse qui 
agit alors comme un matériau homogène transparent. Afin d’évaluer cette théorie, une 
comparaison entre le spectre de réflexion simulé et la BRDF mesurée pour nos échantillons est 
présentée ci-après. 
D’après la théorie de Maxwell-Garnett [110]–[112], le matériau composite formé 
d’inclusions discrètes dans un milieu hôte, peut être réduit au matériau homogène avec l’indice 
effectif qui dépend des indices de réfraction des deux phases (Figure 3.50). La loi de mélange de 
















où εeff est la constante diélectrique effective, ε1 et ε2 sont respectivement les constantes 
diélectriques des matériaux 1 et 2, et f est la part volumique du matériau 2.  
 
Figure 3.50. Exemple d'un milieu composite pouvant être décrit par la théorie de Maxwell-Garnett. 
Les indices effectifs de nos échantillons 54.10, 46.3 et 35.6 (neff,54, neff,46 et neff,35 
respectivement) calculés à partir de leur porosité (Tableau  3.3) et de l’indice de réfraction de 
l’alumine [59] sont montrés sur la Figure 3.51. 







Figure 3.51. Indice de réfraction de l'alumine massive (nAl2O3) et indices effectifs des couches d'alumine poreuse 
des échantillons 54.10, 46.3 et 35.6 : neff,54, neff,46 et neff,35 respectivement. 
Nous pouvons alors simuler par MMF le spectre de réflexion de couches ayant les indices 
neff,54, neff,46 et neff,35 sur un substrat d’aluminium. Dans ces conditions, ce spectre de réflexion est 
caractérisé par des oscillations plus ou moins rapprochées en fonction de l’épaisseur et de 
l’indice effectif. Ces oscillations sont contenues dans une enveloppe constante (horizontale). 
Les résultats de simulations (moyenne pour les polarisations TE et TM)  sont présentés sur les 
Figure 3.52-Figure 3.54 et comparés au mesures expérimentales de la BRDF pour chacun des 
échantillons. La valeur de l’épaisseur (et donc l’espacement des oscillations) est choisie de 
manière à être cohérente avec l’ordre de grandeur des épaisseurs mesurées expérimentalement 
(tableau 4.3) puis est ajustée de manière à obtenir des oscillations en adéquation avec les 





Figure 3.52. La réflexion modélisée par la MMF de la couche homogène d’indice effectif sur un substrat 
d’aluminium neff54 (en rose) et la BRDF mesurée de l’échantillon 54.10 (en violet). 
 
Figure 3.53. La réflexion modélisée par la MMF de la couche homogène d’indice effectif 
neff46 (en rose) et la BRDF mesurée de l’échantillon 46.3 (en vert). 
 







Figure 3.54. La réflexion modélisée par la MMF de la couche homogène d’indice effectif 
neff35 (en rose) et la BRDF mesurée de l’échantillon 35.6 (en bleu). 
Dans cette modélisation par couches homogènes ainsi que pour les mesures, les oscillations 
du spectre de réflexion sont dues à l’interférence dans la couche de matériau transparent : leurs 
positions selon la longueur d’onde peuvent être décrites par la condition d’interférences 
(équation 3.14). En revanche, en assimilant les couches poreuses à des matériaux homogènes, 
nous ne retrouvons pas la baisse de réflexion pour les courtes longueurs d’onde, observée 
expérimentalement. Cela signifie, que l’alumine poreuse que nous étudions ne se comporte pas 
comme un matériau homogène. Les effets colorés ne peuvent s’expliquer simplement par 
l’interférence dans la couche. La structure et ses caractéristiques dimensionnelles ont  donc une 
influence. 
3.3.4.2 Modélisation par une structure poreuse périodique 
Comme nous l’avons déjà détaillé dans la partie bibliographique en 3.3.2.3, la coloration des 
couches d’alumine poreuse est parfois expliquée par un effet de type « cristaux photoniques ». 
Cette théorie se traduit par la présence d’une bande interdite photonique et donc la non-
propagation dans la couche poreuse de certaines gammes de longueurs d’onde. Pour évaluer 
cette théorie, nous avons modélisé nos couches d’alumine par une structure contenant des 
pores arrangés en maille hexagonale (Figure 3.55a) sur un substrat d’aluminium. Le spectre de 
réflexion sur une telle surface a été simulé par MMF. Afin de considérer toutes les orientations 
da la maille par rapport à la lumière incidente, l’angle avec la normale N (Figure 3.55b) étant 





Figure 3.55. Maille hexagonale des pores d'air dans l'alumine considérée pour la modélisation (a) et description 
géométrique de la direction d’incidence (b). 
Pour simuler la réflexion de l’échantillon 54.10, nous avons pris un paramètre de maille 
(distance entre les pores) de 497 nm et des pores de rayon de 131 nm, ce qui donne une 
porosité de 0.252. La moyenne des réflexions calculées avec des différents angles P et pour 
deux polarisations TE et TM est montrée sur la Figure 3.56 (ligne continue rouge). En tenant 
compte de la distribution des distances entre pores existant dans l’échantillon réel (Figure 3.36), 
nous avons simulé le spectre de réflexion pour des mailles de 470 et 525 nm (lignes pointillées). 
On observe que ces trois spectres simulés sont assez similaires. 
 
Figure 3.56. Réflexion de la couche d’alumine avec des pores ordonnés en maille hexagonale avec le paramètre 
de maille de 470, 497 et 525 nm.  
La moyenne des spectres de réflexion simulés pour ces trois paramètres de maille est 
présentée sur la Figure 3.57 et comparée à la BRDF expérimentale. 







Figure 3.57. Réflexion modélisée par la MMF de la couche d’alumine avec des pores ordonnés en maille 
hexagonale (la moyenne pour des paramètres de maille de 470, 497 et 525 nm) (en rouge) et la BRDF mesurée de 
l’échantillon 54.10 (en violet). 
De manière analogue, la structure de l’échantillon 35.6 a été représentée par une structure 
hexagonale avec le paramètre de maille de 334 nm. Sachant que les pores secondaires de cet 
échantillon sont petits par rapport à la longueur d’onde du visible (voir tableau 3.3), la porosité 
secondaire a été traitée par homogénéisation. Le résultat du spectre de réflexion simulé est 
donné sur la Figure 3.58. 
 
Figure 3.58. Réflexion modélisée par la MMF de la couche d’alumine avec des pores ordonnés en maille 




Sur les Figure 3.57 et Figure 3.58, les spectres simulés présentent encore quelques 
oscillations (aux grandes longueurs d’onde). Contrairement aux spectres obtenus par 
modélisation par homogénéisation de la couche (enveloppe horizontale), les spectres simulés 
présentent une diminution de réflexion pour les courtes longueurs d’onde.  Cette diminution 
s’étale sur un intervalle de longueurs d’onde plus grand dans le cas de l’échantillon 54.10, qui est 
plus ordonné que le 35.6. Bien que plus pertinente que la modélisation par homogénéisation, la 
réflexion simulée en considérant la structure périodique n’est pas en bon accord avec le résultat 
obtenu expérimentalement. Cette simulation introduit une tendance en accord avec les 
observations expérimentales. En cela une réflexion plus faible aux courtes longueurs d’onde 
(bleu) est observée, alors qu’une réflexion élevée est observée aux longueurs d’onde longues 
(rouge). Cependant, le spectre mesuré présente un intervalle de longueurs d’onde pour 
lesquelles la réflexion est pratiquement nulle. Dans le cas du spectre simulé, les diminutions de 
réflexion restent légères. L’hypothèse que nous avançons est que le désordre (l’écart de la 
périodicité) présent dans la structure poreuse réelle est susceptible d’exacerber cette tendance 
illustrée par la structure périodique. Ainsi dans la suite, nous tenterons d’introduire du désordre 
dans la structure modèle, tout en gardant des temps de calculs acceptables de manière à simuler 
au mieux le comportement réel. Nous chercherons en quelque sorte à déterminer le degré de 
désordre minimal à introduire pour obtenir des effets simulés acceptables. 
3.3.4.3 Modélisation par une structure poreuse désordonnée 
Nous venons de voir que le comportement de nos structures réelles n’est pas bien décrit par 
des structures parfaitement ordonnées. Rappelons-nous que la méthode de simulation par 
MMF ne s’applique qu’à des structures périodiques. Cependant tout en gardant cette approche, 
nous allons introduire un critère de désordre en considérant une grande maille contenant un 
plus grand nombre de pores qu’une maille hexagonale. Cette grande maille sera extraite des 
images MEB de la surface poreuse. Pour illustrer cette approche, nous considèrerons 
l’échantillon 35.6 qui présente une structure poreuse très désordonnée et des effets colorés bien 
marqués. 
Nous avons prélevé plusieurs zones de tailles différentes (de 7 à 31 pores) sur l’image de la 
surface de l’échantillon réel (Figure 3.59). A partir de ces zones, des grandes mailles ont été 
construite de manière à respecter les conditions aux limites périodiques. Nous rappelons que 
dans la méthode modale MMF la maille étudiée est répétée à l’infini dans deux directions. 







Figure 3.59. Zones 1-6 prélevées de l'image de la surface de l'échantillon 35.6 (a) et leur représentation pour la 
MMF (pores circulaires). En rouge : zones de 7 à 10 pores ; en violet : zone de 16 pores ; en vert : zone de 31 pores. 
Ces grandes mailles ont été étudiées sous un balayage d’orientations par rapport à la lumière 
incidente (angle P, Figure 3.55b) de 0 à 150° avec incrément de 30°.  
La couche d’alumine poreuse de l’échantillon 35.6 est caractérisée par porosité secondaire 
de 0.2 (voir tableau 3.3). Cette porosité secondaire a été traitée par homogénéisation. Ainsi, un 
indice effectif (voir l’équation 3.20) pour le matériau composite alumine-porosité secondaire a 
été utilisé à la place de l’indice de l’alumine. 
Nous pouvons voir sur la Figure 3.60 le résultat de modélisation de la réflexion des 6 
grandes mailles (moyenne des polarisations TE et TM et de l’ensemble des valeurs de P). Pour 
toutes les grandes mailles, la baisse de la réflexion pour des longueurs d’onde courtes est 
beaucoup plus importante que la baisse observée pour le spectre simulé en maille hexagonale 
(3.3.4.1 et 3.3.4.2). Par ailleurs, on observe une accentuation de la baisse avec l’augmentation de 
la taille de la grande maille. Cette observation conforte l’hypothèse que l’augmentation de 





Figure 3.60. Résultat de modélisation par la MMF des zones 1-6 prélevées de l'image de la surface de l'échantillon 
35.6. En rouge : zones de 7 à 10 pores ; en violet : zone de 16 pores ; en vert : zone de 31 pores. 
 
Finalement, la Figure 3.61 montre la réflexion simulée obtenue pour les grandes mailles 5 et 
6 comparée à la BRDF mesurée expérimentalement sur l’échantillon 35.6. Nous pouvons 
constater que le résultat de simulation par la MMF est en très bon accord avec l’expérience. 
Ainsi une grande maille contenant plus de 15 pores  présentant un ordre à courte distance sans 
être périodique semble être représentative de l’échantillon réel. Par ailleurs, l’approche par 
homogénéisation pour la porosité secondaire semble être adaptée. 







Figure 3.61. Résultat de modélisation par la MMF des zones 5 et 6 (en vert) la BRDF mesurée de l’échantillon 35.6 
(en bleu). 
3.3.4.4 Modélisation par une structure poreuse avec le désordre aléatoire 
L’hypothèse que nous avançons est que le désordre (l’écart de la périodicité) présent dans la 
structure poreuse réelle est susceptible d’exacerber cette tendance illustrée par la structure 
périodique. Ainsi dans la suite, nous tenterons d’introduire du désordre dans la structure 
modèle, tout en gardant des temps de calculs acceptables de manière à simuler au mieux le 
comportement réel. Nous chercherons en quelque sorte à déterminer le degré de désordre 
minimal à introduire pour obtenir des effets simulés acceptables. 
Pour les calculs du paragraphe précèdent nous avons considéré le désordre de la structure 
réelle en étudiant les différentes zones de notre échantillon. Vu la ressemblance des résultats 
obtenus pour les distributions très différentes des pores dans l’alumine (zone 1 à 6), nous avons 
cherché une façon plus simple à introduire le désordre. Nous nous sommes donc intéressés à la 
possibilité de modéliser la structure réelle par une structure hexagonale « déformée ». Pour 
générer une telle structure nous pouvons décaler les centres des pores de la structure 
hexagonale à une distance aléatoire. Les coordonnées des centres (xal, yal) des pores dans une 
telle structure aléatoire sont déterminées à partir des coordonnées des centres des pores dans 





( )ε⋅+⋅= aléatxx hexaal 1  
( )ε⋅+⋅= aléatyy hexaal 1  
(3.21) 
 
où aléat est un nombre aléatoire entre 0 et 100 divisé par 100. ε est le degré de 
désordre où de déformation du réseau hexagonal. Afin que le désordre soit remarquable, nous 
appliquons telle déformation à la structure de 9 mailles élémentaires d’un réseau hexagonal 
(Figure 3.62b). Nous obtenons ainsi une structure de 18 pores, ce qui est comparables à la zone 
5 de l’échantillon 35.6 avec ces 16 pores. 
 
Figure 3.62. Coordonnées du centre de pore dans une maille hexagonale parfaite et déformée (a) ; exemple de la 
maille complexe d’un réseau hexagonal déformé (b). 
Nous avons calculé par la MMF la réflexion d’un réseau hexagonal déformé avec un degré 
de déformation de 0.3 (valeur arbitraire). Le paramètre de la maille du réseau initial est de 
334 nm, ce qui correspond à la distance moyenne entre les pores de l’échantillon 35.6. La 
Figure 3.63 montre le résultat de cette modélisation comparé à la réflexion modélisée de la zone 
5 (3.3.4.3) et à la réflexion mesurée expérimentalement. Les trois courbes sont très similaires. 
Nous pouvons donc conclure que la structure réelle désordonnée peut être assimilée à une 
structure hexagonale déformée avec un certain degré de déformation contrôlable grâce au 
coefficient ε. Cette approche par une maille représentative déformée est beaucoup plus facile à 
manipuler que l’approche considérant des zones représentatives de l’échantillon réel obtenues à 
partir d’images MEB. On note que pour la structure d’alumine, la zone représentative 
correspond, dans les deux approches, à une zone contenant une quinze à vingt pores. Ainsi, en 
considérant la maille représentative déformée présentée ici, il est possible de simuler le 
comportement en réflexion d’une surface d’alumine nanostructurée afin de déterminer les 
réponses spectrales et donc les « couleurs » qu’il est possible d’obtenir par cette technique en 
fonction des dimensions caractéristiques de la maille et de degré de désordre. Cet outil de 
simulation pourra être croisé avec les données de la littérature présentant les conditions 






expérimentales d’anodisation et les dimensions caractéristiques de la couche d’alumine 
associées, afin de proposer une palette des couleurs accessibles. 
 
 
Figure 3.63. Résultat de modélisation par la MMF d’un réseau hexagonal déformé (en rouge) comparé à celle de 
la zone 5 (en vert) et à la BRDF mesurée de l’échantillon 35.6 (en bleu). 
3.3.5 Conclusion sur l’effet de la structure de la couche poreuse 
Nous pouvons résumer cette sous-section consacrée à la modélisation des effets colorés en 
réflexion des couches d’alumine poreuse sur un substrat d’aluminium par des conclusions 
suivantes : 
o Les effets colorés observés ne s’expliquent pas simplement par l’interférence dans la 
couche : la couche d’alumine poreuse ne se comportent par comme un matériau 
homogène, au moins dans le cas des pores de tailles de 300-500 nm qui est comparable 
avec les longueurs d’onde de la lumière visible. Ainsi, la structure alumine/aire influe sur 
les propriétés optiques. 
o Les structures réelles, qui sont caractérisées par une distance caractéristique entre les 
pores mais ne présentent pas d’ordre particulier, ne peuvent être modélisés en les 
assimilant à des structures parfaitement ordonnées.  
o Le résultat de modélisation des structures désordonnées représentatives de la structure 




distribution des pores dans l’alumine joue un rôle important dans le comportement de la 
couche en réflexion. 
Rappelons-nous qu’afin de simplifier la modélisation des structures complexes nous avons 
considéré le substrat, sur lequel se trouve la couche poreuse, comme une surface parfaitement 
plate. Nous avons vu, néanmoins, que le substrat d’aluminium est en réalité nano-micro-
structuré est ses propriétés en réflexion sont complexes. Pour affiner la modélisation des 
propriétés optiques de l’aluminium anodisé, il faudrait tenir compte de la réflexion du substrat 
nano-micro-structuré. 
3.4 Conclusion du chapitre 
Dans ce chapitre, nous avons montré la possibilité de fabriquer par voie électrochimique 
deux types de matériaux nano-micro-structurés à effets colorés.  
L’aluminium nano-micro-structuré, obtenu après la dissolution de la couche d’alumine 
poreuse, est caractérisé par la coloration en retro-réflexion et le changement de la couleur avec 
la direction d’observation. Ses propriétés optiques particulières ont été analysées et modélisées. 
La coloration observée s’explique par le phénomène de diffraction qui a lieu quand la lumière 
rencontre sur la surface des objets dont la taille est comparable à sa longueur d’onde.  
L’aluminium anodisé (anodisation de type poreux) offre des effets colorés quand la taille des 
pores d’aire dans l’alumine est comparable à des longueurs d’onde du visible. Les propriétés de 
trois échantillons d’aluminium anodisé ont été analysées expérimentalement. La modélisation 
par la méthode modale de Fourier nous a permis de démontrer que, premièrement, les couches 
poreuses ne se comportent pas comme un matériau homogène, et deuxièmement, que le 
désordre dans la distribution de pores dans l’alumine influe sur ses propriétés optiques. 
Finalement, le phénomène à l’origine de la coloration observée est le suivant : la couche 
poreuse transmet plus fortement des longueurs d’onde longues, qui sont ensuite réfléchies par 
le substrat métallique est apparaissent dans la direction de la réflexion spéculaire. En ce qui 
concerne des longueurs d’onde courtes, elles sont principalement diffusées.  
L’anodisation d’aluminium pour l’obtention des effets colorés est largement étudiée depuis 
plusieurs années par de nombreux chercheurs. Par contre, la structuration d’aluminium grâce à 
la même technique, à notre connaissance n’a encore jamais été utilisée. Elle peut être proposée 
comme la méthode bon marché de nano-micro-structuration de la surface métallique qui offre 









Ce mémoire expose une approche originale de l’étude de surfaces nano-structurées ayant 
des effets de rendu visuel à l’aide de la mesure de la fonction de distribution de réflectance 
bidirectionnelle (BRDF). Les surfaces étudiées proviennent d’une technologie d’anodisation de 
l’aluminium. C’est une technique de structuration de surface à l’échelle submicronique, elle 
permet de structurer de grandes surfaces et est mature industriellement. Dans le cadre de cette 
thèse la technique d’anodisation est optimisée à la question d’obtention des couleurs 
structurales. Se conformant aux exigences de la radiométrie et de la colorimétrie, notre travail se 
situe également à la convergence de deux grands domaines qui sont l’électromagnétisme et le 
rendu visuel. Le but de ce travail a été de proposer une approche alternative des études 
ultérieures sur la question d’effets optiques singuliers. 
Tout d’abord, nous avons rappelé l’état de l’art sur les questions développées dans notre 
travail. Le premier chapitre est donc une « boîte à outils » permettant de situer l’intérêt des 
différents moyens employés dans le mémoire : optique scalaire et électromagnétisme, approche 
radiométrique et colorimétrique, méthode de mesure et finalement nano-structuration par 
l’anodisation. En particulier, nous avons remarqué que l’influence de la structure des surfaces 
anodisées sur ses propriétés optiques n’a pas été étudiée.  
En premier lieu, le projet a concerné la mise en place d’un outil inédit de caractérisation de 
la BRDF. L’instrument de mesure a été conçu tant sur le plan mécanique, optique et 
informatique afin d’atteindre des spécifications pour la caractérisation des surfaces gonio-
apparentes. D’une part, nous avons réalisé un éclairage polychromatique basée sur un objectif 
télécentrique et permettant d’illuminer une grande surface en gardant une faible divergence de 
la lumière incidente. D’autre part, le système de réception permet d’acquérir la lumière de tout 
le spectre du visible simultanément, offre une très bonne dynamique, une bonne résolution 
spectrale et angulaire tout en évitant un angle mort important de mesure. Par ailleurs, nous 
avons adapté la partie électronique, mécanique et logicielle à la question des mesures de BRDF 
pour proposer une représentation conforme des données, comme la littérature le mentionne. 
De plus, la qualité de notre instrument a été étudiée sur le plan des erreurs de mesures. Des 
mesures avec un composant-étalon, le spectralon, confirment les performances de notre 
instrument. D’autres mesures sur une surface gonio-apparente industrialisée ont montré 
l’importance de nos choix lors de la conception de l’instrument (par exemple, haute résolution 
angulaire), pour caractériser des changements brusques des propriétés optiques.  
Dans une troisième partie, nous faisons une étude systématique sur des surfaces nano-




« texturée » après anodisation et dissolution par voie chimique de la matière diélectrique : elle 
correspond à une série de nano-sphères désignées par le nom de cupules dans ce mémoire. La 
surface possède un pavage quasi-aléatoire de ces cupules, mais une forme hexagonale s’observe 
à courte distance. Les effets optiques colorés en lumière blanche s’observent ici en rétro-
réflexion. Après une caractérisation par technique d’AFM, nous avons proposé avec succès une 
approche optique scalaire très simplifiée pour expliquer le comportement optique d’une telle 
surface texturée. Ensuite, à l’aide d’une méthode électromagnétique rigoureuse, en utilisant une 
méthode modale, nous avons confirmé le comportement. 
Enfin, nous avons étudié de manière très complète le cas d’une surface d’aluminium 
poreuse, constituée de deux matières : les pores cylindriques d’air dans la matrice d’alumine. 
Une caractérisation systématique avec la microscopie électronique a montré une surface aux 
propriétés spatiales bien précises. Sur le plan statistique, il a été possible d’observer des 
distributions quasi-gaussiennes des rayons des pores et des distances entre pores. De même, la 
transformée de Fourier des images à microscopie électronique a clairement démontré un ordre 
à courte distance, suivant la préparation de l’échantillon. Ces données recueillies ont permis 
d’alimenter une simulation électromagnétique rigoureuse qui a donné un excellent accord avec 
les mesures optiques tenant compte des erreurs de mesures. Ce passage de l’expérience à la 
simulation s’est fait avec une méthode très originale utilisant une moyenne de toutes les 
orientations possibles et de zones différentes sur la surface. On démontre clairement que les 
effets colorés observés en réflexion spéculaire ne s’expliquent pas simplement par des effets 
d’interférence en couche minces, mais résultent de l’interaction plus complexe avec les 
nanostructures sans ordre parfait. 
Ce travail peut donner lieu à plusieurs perspectives. En premier, au niveau instrumental, des 
solutions de représentation, de classification, de perception et d’enregistrement des données 
sont à approfondir. En effet, la quantité de données disponibles est élevée et probablement 
redondante dans certaines situations. De même, pour l’instant, l’échantillon doit fonctionner en 
réflexion : le cas de la transmission peut aussi se trouver utile pour divers applications dans le 
visible. Enfin, l’accès à l’étude de la polarisation des surfaces nano- ou micro-structurées en 
lumière polychromatique donnera très probablement des informations supplémentaires sur le 
comportement optiques de ces surfaces.  
Au niveau de la simulation électromagnétique, il est évident que la démarche proposée serait 
utile pour de nombreux cas d’effets colorés des structures submicronique avec l’ordre à courte 
distance. Il faudrait donc « alimenter » notre méthode par d’autres nanostructures 
exceptionnelles afin d’avoir un catalogue plus large d’effets. Les comparaisons entre simulation 
et expérience n’ont été faites ici que dans des cas précis où la vérification était simple, mais les 
cas plus complexe d’éclairement avec des sources aux propriétés spécifiques (réponse spectrale 







distribution de réflectance représente un potentiel non négligeable dans le domaine de la 
nanotechnologie. En effet, il existe encore de nombreux cas insoupçonnés de nanostructures à 
étudier comme dans la matière vivante. On peut également imaginer le cas inverse : à partir 
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A. Annexe A. La théorie électromagnétique 
rigoureuse (méthode modale de Fourier)  
 
En dehors des approximations données par la théorie scalaire de la lumière, il est nécessaire 
d’utiliser une nouvelle approche plus rigoureuse se basant sur la résolution des équations de 
Maxwell.  
Pour la résolution du cas de la diffraction, une solution analytique rigoureuse est trop 
difficile à trouver même pour des situations simples. En effet, il s’agit de satisfaire en même 
temps les conditions aux limites et les équations de Maxwell pour toutes les composantes du 
champ électromagnétique. La méthode modale a été retenue pour étudier et comprendre la 
diffraction d’une onde électromagnétique par des structures monodimensionnelles périodiques, 
c’est à dire des réseaux multi-niveaux infinis. La démonstration qui suit est essentiellement 
inspirée par l’ouvrage de Herzig [11] et traite les réseaux sont des composants modulés en 
relief. La Figure A.1 présente un exemple de composant périodique infini avec les notations 














Figure A.1. Représentation de la diffraction d’une onde électromagnétique par un réseau périodique de pas Λ. 




o il s’agit de trouver une expression du champ électromagnétique dans les régions 1, 2 et 3 
définies dans la Figure A.1. 
o Ensuite, il faut appliquer les conditions de continuité aux interfaces pour lier les champs 
des différentes régions du système étudié. 
o Enfin, il faut résoudre un système d’équations linéaires par des moyens numériques 
adaptés. 
Les équations de Maxwell appliquées à une structure 
monodimensionnelle périodique  
Soit une onde électromagnétique de pulsation ω définie par son champ électrique ( )E rur r , son 
champ magnétique ( )B rur r , son champ d’induction électrique ( )D rur r  et son champ d’induction 
magnétique ( )H rur r  au point ( )r x, y, zr . Si des solutions périodiques dans le temps sont 
recherchées, les équations de Maxwell deviennent :  
   
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
E r i B r D r r
H r J r i D r B r 0
∇× = ω ∇⋅ = ρ
∇× = − ω ∇⋅ =
ur ur ur ur urr r r r
ur ur r ur ur urr r r r  (A.1) 
( )rρ r  et ( )J rr r  sont respectivement la densité de charge et de courant électrique.  
Les relations de conservation des quatre champs de vecteurs sont également écrites à 
l’interface entre deux milieux. A la surface limite entre les milieux 1 et 2, nous définissons le 
vecteur unitaire normal à la surface et la densité de charge sur la surface ρs ainsi que la densité 
de courant de surface sJ
ur
. Le vecteur de Poynting s E H= ×
r rr
 permet de mesurer les quantités 
d’énergie du champ électromagnétique par unité de surface et par unité de temps. A partir du 
spectre angulaire, il est possible de démontrer qu’un réseau périodique éclairé par une onde 
plane génère un ensemble d’ondes planes propagatives. La théorie développée par la suite 
permet de prédire les champs diffractés de ces ondes planes, si la géométrie du problème est 
connue.  






Le milieu modulé 2 est de période Λ dans la direction 
xe
r
 et son épaisseur est notée h. Les 
milieux 1 et 3 sont supposés homogènes et diélectriques.  
Une onde plane d’angle d’incidence θ va être diffractée en ondes transmises et réfléchies 
dans des directions particulières.  
Les milieux sont supposés isotropes et linéaires, les relations scalaires suivantes sont 








( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
o rD r r E r r E r
B r r E r
J r r E r
= ε = ε ε
= µ
= σ
ur urr r r r r
ur urr r r
r urr r r
  (A.2) 
( )rεr r , ( )rµr r  et ( )rσur r  sont respectivement la permittivité ou constante diélectrique, la 
perméabilité magnétique et la conductivité électrique. Comme εo est la permittivité du vide, 
( )r rε
ur r
 est appelé la permittivité relative du matériau. Dans notre cas d’étude, les milieux ne sont 
pas magnétiques, ainsi la perméabilité magnétique est égale à celle du vide.  
Il est possible de définir une permittivité relative complexe 
rεˆ  et donc un indice de 
réfraction complexe nˆ  : 
 ( )2 r
o o
ˆ ˆn iε σ= ε = +
ε ε ω
  (A.3) 
A partir de l’expression (A.3), l’équation différentielle régissant le champ électrique s’écrit 
sous une forme connue :  
 




E x,z E x,z
ˆk x,z E x,z 0
x z
∂ ∂
+ + ⋅ε ⋅ =
∂ ∂   (A.4) 
Le champ électrique E
ur
 est dirigé suivant la composante ye
r
 : nous parlons alors de 
polarisation transverse électrique (TE). L’expression de l’équation différentielle régissant le 
champ magnétique Hy(x,z) (polarisation du mode transverse magnétique TM) se déduit de la 
même manière. 
Le champ électromagnétique en dehors du réseau 
Soit le champ total U pour une polarisation quelconque TE ou TM. Il est la somme de 
l’onde incidente UI et de l’onde diffractée UD. Traitons le cas d’une onde plane pour UI avec un 
angle d’incidence θ. Le champ UI est non-nul seulement dans la région 1 : 
 ( ) ( )1ikn xsin zsinIU x, z e ⋅ θ+ θ=   (A.5) 
Le champ UI est considéré d’amplitude unité. D’après le théorème de Floquet–Bloch et les 
conditions aux limites, le champ UD est pseudo-périodique. UD peut s’exprimer au moyen de 
séries de Fourier par rapport à x :  



















Dans les milieux 1 et 3, l’équation différentielle de propagation (A.4) peut se mettre sous la 
forme d’équations de Helmhotz à coefficients constants : 




U x,z U x,z
ˆk n x,z U x,z 0
x z
∂ ∂
+ + ⋅ ⋅ =
∂ ∂   (A.8) 
avec p = 1, 3 correspondant aux milieux d’indice n1 et n3.  
Si cette dernière expression pour UD(x,z) est résolue à l’aide de (A.6) et de (A.7), nous 
obtenons pour le milieu 3 :  
  ( ) ( ) ( )it z h it z hG z T e R e− −= ⋅ + ⋅m mm m m  (A.9) 
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m m m   (A.10) 
Comme il n’y a pas de sources émettrices dans la région 3, Rm est nul. Le champ transmis 
s’exprime alors comme une expansion de Rayleigh :  
   ( ) ( )( )i x t z hDU x,z T e
=∞
α + ⋅ −
=−∞





Si les valeurs de tm sont réelles, cette dernière expression donne le champ transmis des 
ordres de diffraction. Si ces mêmes valeurs sont imaginaires, elles représentent des ondes 
évanescentes du réseau et décroissent en s’éloignant du milieu modulé. De manière équivalente, 
le champ réfléchi dans le milieu 1 peut s’écrire :  
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L’objectif est également de calculer l’efficacité dans chaque ordre de diffraction : il est donc 
nécessaire de calculer la composante suivant 
ze
r
 du vecteur de Poynting normalisée par l’énergie 











  (A.14) 
Re représente la fonction partie réelle. Les ordres m de diffraction transmis par le milieu modulé 











  (A.15) 
La constante Cte est égale à 1 pour la polarisation TE. Elle est égale à ( )21 3n n  pour la 




Le champ dans le milieu modulé 
Attardons-nous surtout sur le cas de la polarisation TE. Il est possible de faire une 




. Par une séparation des variables ( ) ( ) ( )yE x,z X x Z z= ⋅  dans l’équation 
(A.4) (avec Ey d’amplitude unitaire), deux équations différentielles sont obtenues, l’une pour 
X(x) :  
 ( ) ( )( ) ( )2 2 2r2d X x ˆk x X x 0dx + ε − γ ⋅ =   (A.16) 
et pour Z(z) : 
  







+ γ ⋅ =  (A.17) 
où γ2 est la constante de séparation. Ainsi, la solution de l’équation (A.17) se met sous la forme : 
 ( ) ( )i z hi zZ z a e b e− γ −γ= ⋅ + ⋅   (A.18) 
où a et b sont les constantes à déterminer. Dans le cas de la première équation, la 









ε = ε ⋅∑   (A.19) 
De plus, X(x) est exprimé sous la forme d’une solution pseudo-périodique : 








Ainsi, un système matriciel doit être résolu : 
 











ε − α δ ⋅ = γ ⋅

⋅ = γ
 ε − α δ






  (A.21) 
Les valeurs γn sont les racines carrées des valeurs propres de la matrice Mlm. Pln sont alors les 
vecteurs propres du système : le système matriciel peut être résolu numériquement sans grande 
difficulté. En tenant compte de (A.18) et de (A.20), il est donc possible de reconstituer le 
champ électrique Ey(x,z) en polarisation TE avec la résolution numérique du système (A.21) : 
 ( ) ( )( )nl n i z hi x i zy ln n n
l n 1
E x,z P e a e b e
∞ ∞
− γ −α γ
=−∞ =










B. Annexe B. Etude des lentilles pour le bras 
d’éclairage d’OptiMines 
 
Pour réaliser la configuration du bras d’éclairage d’OptiMines, montrée sur la Figure 2.3, 
nous avons étudié deux types d’achromat : sphérique et asphérique. Rappelons-nous que les 
achromats asphériques sont conçus pour diminuer des aberrations sphériques. Pour les lentilles 
L1 et L2 nous avons choisi le diamètre de 12.5 mm et la focale de 20 mm. Les tableaux B.1 et 
B.2 présentent les caractéristiques des achromats simple et asphérique ayant tous deux le même 
diamètre (12.5 mm) et la même distance focale (20 mm). 
 
Tableau  B.1. Caractéristiques du doublet achromatique asphérique F 49659 (réf. Edmund Optics) de 12.5 mm de 
diamètre et avec la focale de 20 mm. 
 
Tableau  B.2. Caractéristiques du doublet achromatique asphérique F 49659 (réf. Edmund Optics) de 12.5 mm de 
diamètre et avec la focale de 20 mm. 
Le logiciel de conception optique OSLO (CAE) permet la simulation et l'analyse de 
systèmes optiques utilisant des optiques à la fois géométriques et physiques. Nous avons utilisé 
la version gratuite OSLO-Edu afin d’analyser la qualité du faisceau lumineux traversant des 
optiques que nous utilisons pour notre bras d’éclairage.  
La Figure B.1 montre le rapport d’analyse de la qualité du faisceau focalisé par le doublet-
achromat simple F 32309. Nous allons utiliser cet exemple pour expliquer comment lire ce type 




o L’ensemble de 6 courbes à gauche de la Figure B.1a donne les valeurs des aberrations 
géométriques* en fonction du rayon de la pupille.  
o Les courbes en haut à droite donnent les valeurs d’astigmatisme, d’aberration sphérique 
longitudinale et d’aberration chromatique selon la hauteur de la pupille.  
o La courbe « distortion » montre les différences de grandissement.  
o La courbe « lateral color » montre les différences entre les hauteurs des rayons rouge et 
vert, et entre les rayons bleu et vert en fonction de champ (angle entre le rayon et l’axe 
optique).  
o Finalement, le diagramme du spot (Figure B.1b) montre comment une multitude de 
rayons provenant de la source va être imagé par un système optique. Ce diagramme 
n’est rien d’autre qu’une représentation graphique des points d’intersection d’un nombre 
donné de rayons avec le plan focal.  
Dans un système optique parfait les aberrations sont nulles et un faisceau de rayons 
parallèles va converger parfaitement en un point. Ainsi, les informations sur les aberrations et la 
taille du spot permettent de juger la qualité de système optique quelconque. 
 Nous pouvons constater en analysant les Figure B.1 et Figure B.2 correspondant aux 
doublets achromatiques simple et achromatique respectivement que ce dernier permet une 
meilleure focalisation. En revanche, à l’utilisation de deux doublets successives en positions L1 
et L2 de notre bras d’éclairage, c’est les doublets simples F 32309  qui donnent un meilleur 
résultat (voir Figure B.3 et B.4).  
 
 
                                                          
*
 L'approximation des petits angles (appelée aussi l'approximation de Gauss) est l'approximation linéaire de 
l'optique géométrique obtenue lorsque les angles d'incidence des rayons sont faibles et que le point 
d'incidence est proche de l'axe optique. On dit alors que l'on travaille avec des rayons paraxiaux. Les écarts à 














Figure B.2. Propriétés du faisceau focalisé par l’achromat asphérique F 49659 : aberrations (a) et qualité du spot au 








Figure B.3. Propriétés du faisceau focalisé par deux achromats simples F 32309 en position de L1 et L2 du bras 





Figure B.4. Propriétés du faisceau focalisé par deux achromats asphériques F 49659 en position de L1 et L2 du bras 









Les tableaux Tableau  B.3 et Tableau  B.4 montrent les caractéristiques des achromats 
simple et asphérique que nous avons étudiés pour la position L3 du bras d’éclairage 
d’OptiMines. Ils ont le diamètre de 25 mm et la distance focale de 20 mm. 
Les rapports d’analyse de la qualité du faisceau par ces des achromats simple (F 32323) et 
asphérique (F 49665) sont présentés sur les Figure B.5 et B.6. Comme nous pouvons voir, les 
aberrations sont significativement réduites dans le cas du doublet asphérique. Nous préférons 
donc l’utilisation de F 49665 en position L3. 
 
 
Tableau  B.3. Caractéristiques du doublet achromatique F 32323 (réf. Edmund Optics) de 25 mm de diamètre et 
avec la focale de 50 mm. 
 
Tableau  B.4. Caractéristiques du doublet achromatique asphérique F 49665 (réf. Edmund Optics) de 25 mm de 
















Figure B.6. Propriétés du faisceau focalisé par l’achromat asphérique F 49665 : aberrations (a) et qualité du spot au 





C. Annexe C. Code MatLab pour le changement 
de repères échantillon (θi, θr, φr) – instrument (α, 
β, γ, δ) 
 
Ce code permet de calculer les positions des moteurs :  
o Alpha (rotation d'échantillon)  
o Beta (inclinaison d'échantillon) 
o Gamma (rotation source) 
o Delta (rotation détecteur) 
en fonction des coordonnées spheriques par rapport à l'échantillon de l'éclairage et de détection 
: 
o Thetai (angle zénithal d'éclairage) [0° ; 90°[ 
o Thetar (angle zénithal de détection) [0° ; 90°[ 
o Phir (angle azimutal de détection, par rapport au demi-axe positif X) [0°; 360°[ 
étant donné que l'angle azimutal d'éclairage Phii=0. 
 
function [alphad,betad,gammad,deltad] = AnglesGonio(thetaid,thetard,phird)  
 
%8/08/12 
thetaid=input(' Entrer la valeur Theta_i, °: '); 
thetard=input(' Entrer la valeur Theta_r, °: '); 
phirdv=input(' Entrer la valeur Phi_r, °: '); 
  
if phirdv==90 | phirdv==270 
    phird=phirdv-0.00001; 
else  










if thetaid>=90 |thetaid<0 
    disp('Theta_i doit appartenir à l"intervalle [0° ; 90°[ !!!') 
elseif thetard>=90 |thetard<0 
    disp('Theta_r doit appartenir à l"intervalle [0° ; 90°[ !!!') 
elseif phird>=360 |phird<0 
    disp('Phi_r doit appartenir à l"intervalle [0° ; 360°[ !!!') 
%Cas particulier de Phir=0. Mesure dans un plan avec l'éclairage et la 
%détection du même coté de la normale de l'échantillon. 
elseif phir==0 







    if thetai>thetar 
        alpha=0; 
        gamma=thetai; 
        delta=thetar; 
    else 
        alpha=pi; 
        gamma=-thetai; 
        delta=-thetar; 
    end 
%Cas particulier de Phir=180°. Mesure dans un plan avec l'éclairage et la 
%détection des cotés oposés par rapport à la normale de l'échantillon.     
elseif phir==pi 
    beta=0; 
    alpha=0; 
    gamma=thetai; 
    delta=-thetar; 
%Cas particulier de l'éclairage normal. Pour effectuer la mesure à Phi  
%différent de 0 et de 180° il suffit de tourner l'échantillon à 180-Phir. 
elseif thetai==0 
    alpha=pi-phir; 
    beta=0; 
    gamma=0; 
    delta=-thetar; 
else     








%A l'aide de cette fonction on obtient 8 solution par inconnue. Pour les 










































































































%Si besoin on peut afficher toutes les solutions pour chaque inconnue 
ALPHA=[alpha1*180/pi alpha2*180/pi alpha3*180/pi alpha4*180/pi 
alpha5*180/pi alpha6*180/pi alpha7*180/pi alpha8*180/pi]; 
DELTA=[delta1*180/pi delta2*180/pi delta3*180/pi delta4*180/pi 
delta5*180/pi delta6*180/pi delta7*180/pi delta8*180/pi]; 
GAMMA=[gamma1*180/pi gamma2*180/pi gamma3*180/pi gamma4*180/pi 
gamma5*180/pi gamma6*180/pi gamma7*180/pi gamma8*180/pi]; 
BETA=[beta1*180/pi beta2*180/pi beta3*180/pi beta4*180/pi beta5*180/pi 
beta6*180/pi beta7*180/pi beta8*180/pi]; 
PHID=[phiD1*180/pi phiD2*180/pi phiD3*180/pi phiD4*180/pi phiD5*180/pi 
phiD6*180/pi phiD7*180/pi phiD8*180/pi]; 
  
%Etape de séléction de la solution unique. Le cas de mesure dans un plan 
%correspond à Phir=0, 180° et est traité à part.  
%Vérification de la condition PhiD-Phis=Phir (valeurs arrondies à 5 
chiffres.     
if round(10000*(phiD1-alpha1))/10000==round(10000*(abs(phir)))/10000 
    if phir<pi 
        beta=beta1; 
        alpha=alpha1; 
    else 
        beta=-beta1; 
        alpha=2*pi-alpha1; 
    end 
    if abs(alpha1)<=pi/2 
        gamma=gamma1; 
    else 
        gamma=-gamma1; 
    end 
    if phiD1<=pi/2 
        delta=delta1; 
    else 
        delta=-delta1; 
    end 
    disp('Solution 1') 
elseif round(10000*(phiD2-alpha2))/10000==round(10000*(abs(phir)))/10000  
    if phir<pi 
        beta=beta2; 
        alpha=alpha2; 
    else 
        beta=-beta2; 




    end 
    if abs(alpha2)<=pi/2 
        gamma=gamma2; 
    else 
        gamma=-gamma2; 
    end 
    if phiD2<=pi/2 
        delta=delta2; 
    else 
        delta=-delta2; 
    end 
    disp('Solution 2') 
elseif round(10000*(phiD3-alpha3))/10000==round(10000*(abs(phir)))/10000  
    if phir<pi 
        beta=beta3; 
        alpha=alpha3; 
    else 
        beta=-beta3; 
        alpha=2*pi-alpha3; 
    end 
    if abs(alpha3)<=pi/2 
        gamma=gamma3; 
    else 
        gamma=-gamma3; 
    end 
    if phiD3<=pi/2 
        delta=delta3; 
    else 
        delta=-delta3; 
    end 
    disp('Solution 3')     
else  
    if phir<pi 
        beta=beta4; 
        alpha=alpha4; 
    else 
        beta=-beta4; 
        alpha=2*pi-alpha4; 
    end 
    if abs(alpha4)<=pi/2 
        gamma=gamma4; 
    else 
        gamma=-gamma4; 
    end 
    if phiD4<=pi/2 
        delta=delta4; 
    else 
        delta=-delta4; 
    end 















D. Annexe D. Fonctions colorimétriques du 
système XYZ CIE 
 
 















E. Annexe E. La microscopie à force atomique 
 
L’utilisation première de la microscopie à force atomique (AFM : « atomic force 
microscopy ») a été l’analyse topographique tridimensionnelle des surfaces, avec une très haute 
résolution pouvant aller jusqu’à la résolution atomique. Cette technique est aussi capable de 
donner des informations sur les propriétés de surface : propriétés viscoélastiques, études 
tribologiques, mesure de forces d’adhésion, possibilité d’imager les composantes magnétiques 
ou électriques. 
Les études peuvent être réalisées sur tous types d’échantillons : métaux, polymères, 
molécules adsorbées... échantillons sous forme de pièces, de films, de fibres, de poudres, que ce 
soit à l’air, en atmosphère contrôlée ou en milieu liquide. 
Un schéma typique de microscope à force atomique est présenté sur la Figure E.1. Le 
principe de l'AFM est de mesurer les différentes forces d’interaction (attraction/répulsion) 
entre une pointe idéalement atomique fixée à l’extremité d’un bras de levier (cantilever) et les 
atomes de la surface d’un matériau (forces de répulsion ionique, forces de van der Waals, forces 
électrostatiques, forces de friction, forces magnétiques...). La déflexion du cantilever est suivie 
en positionnant un faisceau laser sur la face supérieure du cantilever, le faisceau est réfléchi sur 
un miroir puis tombe sur des photodétecteurs qui enregistrent le signal lumineux. Les 
déplacements x, y, z se font grâce à une céramique piézo-électrique. Le balayage en x,y peut 
aller de quelques nanomètres au centaines de microns. La sensibilité en z étant de la fraction de 
nanomètre et le déplacement en z peut aller jusqu'à plusieurs microns.  
La déflection ou la torsion du ressort sous l’effet de la force d’interaction est mesurée par la 
déviation d’un faisceau laser réfléchi par l’extrémité du cantilever et collecté sur une diode 
photoélectrique segmentée (deux ou quatre cadrans). 
Les différents types de forces mesurées dépendent de la variation de la distance entre la 
pointe et la surface analysée. C'est la raison pour laquelle, en fonction de ces trois modes 
découlent différents types de mesures et ainsi différentes applications. 
o Le mode contact consiste à utiliser les forces répulsives : la pointe appuie sur la surface, 
elle est donc repoussée du fait du principe de Pauli, et le levier est dévié. La rétroaction 
s'effectue sur la mesure de la direction de la déviation. Sur certains échantillons, l’usure 
et les déformations engendrées par la pointe perturbent la qualité des images. Ce mode 
est cependant facile à utiliser, rapide et il est souvent couplé à des mesures simultanées 
de frottement, d’adhérence ou de raideur de contact. 
o Le mode tapping, ou contact intermittent, est de loin le plus utilisé. Il consiste à faire 
vibrer le levier à sa fréquence propre de résonance (typiquement de l'ordre de la 




pointe plus proche de la surface. Lorsque la pointe interagit avec la surface, l'amplitude 
décroît (parce que la fréquence de résonance change). La rétroaction se fait alors sur 
l'amplitude d'oscillation du levier. Ce mode est très utilisé pour connaître la topographie 
des échantillons. Les forces appliquées sur l’échantillon peuvent être très réduites et le 
temps de contact très court n’induit pratiquement pas de forces de frottement sur 
l’échantillon. On évite ainsi les déformations de certains échantillons et l’usure toujours 
possible en mode contact. De plus, à cause de la brièveté du contact (inférieure à la 
microseconde), l’adhésion n’a pas le temps de se développer. Les dimensions du contact 
sont réduites même sur des échantillons très déformables, conférant à ce mode une 
bonne résolution latérale. 
o Le mode résonnant consiste à faire osciller le cantilever à sa fréquence de résonance, 
relativement loin de la surface et avec une petite amplitude. Le gradient de force 
d’interaction, fonction de la localisation sur la surface, décale la fréquence de résonance 
du cantilever. Inversement, à fréquence d’excitation donnée, l’amplitude des oscillations 
est modifiée et renseigne sur le gradient de force local. Un système de détection 
synchrone améliore généralement la qualité des enregistrements.  
  







F. Annexe F. Code MatLab pour le calcul de la 
diffraction par un réseau de cupules 
 
1. Calcul de la fonction d’interférences par un réseau des cupules 
Les valeurs initiales sont : 
% Rayon de courbure de la cupule (nm) 
R=210; 
% Largeur de la cupule ou la distance entre les cupules (nm) 
a=390; 
% Angle d’incidence (radian) 
inc=pi/4; 
% Intervalle de longueurs d'onde (nm) 
lambda=380:0.1:780; 
% Angles d'observation (radian) 
obs=80*pi/180; 
% Nombre de cipules dans le réseau 
N=50; 
 
Calcul du déphasage (équation 4.1) : 
% Le déphasage entre des rayons réfléchis par deux cupules voisines 
phase=2*pi*a./lambda*(sin(inc)+sin(obs)); 
 
L’intensité diffractée par N cupules (4.2) : 
sI=(sin(phase.*N/2)./sin(phase./2)).^2; 
 
Nous pouvons tracer le spectre d’intensité diffracté : 
plot(lambda,sI) 
 
2. Calcule de la fonction de diffraction sur une cupule 




Calcul du début de la zone éclairée xécl à partir du système d’équations (4.3) :   
solve('(-tan(pi/2-inc))*x+h-tan(pi/2-inc)*a/2-R+(R^2-x^2)^0.5','x') 
 
Ainsi, xécl est la première des solutions obtenues : 
xecl=((4.0*R^2 - 4.0*R*a*tan(inc) + 8.0*R*h*tan(inc)^2 - 1.0*a^2 + 
4.0*a*h*tan(inc) - 4.0*h^2*tan(inc)^2)^(1/2) - 
2.0*R*tan(1.5707963267948966192313216916398 - 1.0*inc)*tan(inc) + 

















Les limites de l’intégrale x0 et xf  prennent des valeurs différentes en fonction l’angle 
d’incidence et d’observation.  
% Pour γ négatif, c’est-à-dire pour une direction d’observation qui se 
trouve de l’autre côté de la normale par rapport à la direction 
d’incidence : 
if obs<0 
x0=((4.0*R^2 - 4.0*R*a*tan(inc) + 8.0*R*h*tan(inc)^2 - 1.0*a^2 + 
4.0*a*h*tan(inc) - 4.0*h^2*tan(inc)^2)^(1/2) - 
2.0*R*tan(1.5707963267948966192313216916398 - 1.0*inc)*tan(inc) + 
2.0*h*tan(1.5707963267948966192313216916398 - 1.0*inc)*tan(inc) - 
1.0*a*tan(1.5707963267948966192313216916398 - 
1.0*inc)^2*tan(inc))/(2.0*tan(inc)*tan(1.5707963267948966192313216916398 - 
1.0*inc)^2 + 2.0*tan(inc)); 
obsn=-obs; 
xf=(-(1.0.*((4.0*R^2 - 4.0*R*a.*tan(obsn) + 8.0*R*h.*tan(obsn).^2 - 
1.0*a^2 + 4.0*a*h.*tan(obsn) - 4.0*h^2.*tan(obsn).^2).^(1/2) - 
2.0*R.*tan(1.5707963267948966192313216916398 - 1.0.*obsn).*tan(obsn) + 
2.0*h.*tan(1.5707963267948966192313216916398 - 1.0.*obsn).*tan(obsn) - 
1.0*a.*tan(1.5707963267948966192313216916398 - 
1.0.*obsn).^2.*tan(obsn)))./(2.0.*tan(obsn).*tan(1.57079632679489661923132
16916398 - 1.0.*obsn).^2 + 2.0.*tan(obsn)));     
 
% Pour γ>β : 
elseif obs>inc 
x0=((4.0*R^2 - 4.0*R*a.*tan(obs) + 8.0*R*h.*tan(obs).^2 - a^2 + 
4.0*a*h.*tan(obs) - 4.0*h^2.*tan(obs).^2).^(1/2) - 
2.0*R.*tan(1.5707963267948966192313216916398 - obs).*tan(obs) + 
2.0*h.*tan(1.5707963267948966192313216916398 - obs).*tan(obs) - 
1.0*a.*tan(1.5707963267948966192313216916398 - 
obs).^2.*tan(obs))./(2.0.*tan(obs).*tan(1.5707963267948966192313216916398 
- obs).^2 + 2.0.*tan(obs)); 
xf=a/2; 
 
% Pour 0<γ<β : 
else 
x0=((4.0*R^2 - 4.0*R*a*tan(inc) + 8.0*R*h*tan(inc)^2 - 1.0*a^2 + 
4.0*a*h*tan(inc) - 4.0*h^2*tan(inc)^2)^(1/2) - 
2.0*R*tan(1.5707963267948966192313216916398 - 1.0*inc)*tan(inc) + 
2.0*h*tan(1.5707963267948966192313216916398 - 1.0*inc)*tan(inc) - 
1.0*a*tan(1.5707963267948966192313216916398 - 
1.0*inc)^2*tan(inc))/(2.0*tan(inc)*tan(1.5707963267948966192313216916398 - 











   alpha=atan(x./(R^2-x.^2).^0.5); 
   ksi=atan((R-(R^2-x.^2).^0.5)./x); 
   gamma=atan(((R^2-x.^2).^0.5)./x); 






3. Le réseau « imparfait » 
La distribution normale des distances avec une valeur moyenne de 390 nm et un écart-type 
de 20 nm : 
% La valeur de la distance moyenne entre les cupules 
a=390; 
% L’écart-type des ditances  
ec=20; 
% Le nombre de répetitions de génération des nombres aléatoires  
K=3000; 




% Calcul de la fonction de diffraction 
s=0; 
if obs<0 
x0=((4.0*R^2 - 4.0*R*a*tan(inc) + 8.0*R*h*tan(inc)^2 - 1.0*a^2 + 
4.0*a*h*tan(inc) - 4.0*h^2*tan(inc)^2)^(1/2) - 
2.0*R*tan(1.5707963267948966192313216916398 - 1.0*inc)*tan(inc) + 
2.0*h*tan(1.5707963267948966192313216916398 - 1.0*inc)*tan(inc) - 
1.0*a*tan(1.5707963267948966192313216916398 - 
1.0*inc)^2*tan(inc))/(2.0*tan(inc)*tan(1.5707963267948966192313216916398 - 
1.0*inc)^2 + 2.0*tan(inc)); 
obsn=-obs; 
xf=(-(1.0.*((4.0*R^2 - 4.0*R*a.*tan(obsn) + 8.0*R*h.*tan(obsn).^2 - 
1.0*a^2 + 4.0*a*h.*tan(obsn) - 4.0*h^2.*tan(obsn).^2).^(1/2) - 
2.0*R.*tan(1.5707963267948966192313216916398 - 1.0.*obsn).*tan(obsn) + 
2.0*h.*tan(1.5707963267948966192313216916398 - 1.0.*obsn).*tan(obsn) - 
1.0*a.*tan(1.5707963267948966192313216916398 - 
1.0.*obsn).^2.*tan(obsn)))./(2.0.*tan(obsn).*tan(1.57079632679489661923132
16916398 - 1.0.*obsn).^2 + 2.0.*tan(obsn)));     
elseif obs>inc 
x0=((4.0*R^2 - 4.0*R*a.*tan(obs) + 8.0*R*h.*tan(obs).^2 - a^2 + 
4.0*a*h.*tan(obs) - 4.0*h^2.*tan(obs).^2).^(1/2) - 
2.0*R.*tan(1.5707963267948966192313216916398 - obs).*tan(obs) + 
2.0*h.*tan(1.5707963267948966192313216916398 - obs).*tan(obs) - 
1.0*a.*tan(1.5707963267948966192313216916398 - 
obs).^2.*tan(obs))./(2.0.*tan(obs).*tan(1.5707963267948966192313216916398 






x0=((4.0*R^2 - 4.0*R*a*tan(inc) + 8.0*R*h*tan(inc)^2 - 1.0*a^2 + 
4.0*a*h*tan(inc) - 4.0*h^2*tan(inc)^2)^(1/2) - 
2.0*R*tan(1.5707963267948966192313216916398 - 1.0*inc)*tan(inc) + 
2.0*h*tan(1.5707963267948966192313216916398 - 1.0*inc)*tan(inc) - 
1.0*a*tan(1.5707963267948966192313216916398 - 
1.0*inc)^2*tan(inc))/(2.0*tan(inc)*tan(1.5707963267948966192313216916398 - 
1.0*inc)^2 + 2.0*tan(inc)); 
xf=a/2; 
end 
   for x=x0:1.5:xf 
   ksi=atan((R-(R^2-x.^2).^0.5)./x); 
   gamma=atan(((R^2-x.^2).^0.5)./x); 
   s=s+(exp(2i*pi*abs(x)./lambda.*(sin(inc-ksi)+sin(obs-
ksi))./cos(ksi)))*1.5; 
   end 
IntD=(s.*conj(s)); 
 





   a=random('Normal',390,ec); 















G. Annexe G. La microscopie électronique à 
balayage 
 
La microscopie électronique à balayage (MEB) est une technique puissante d’observation de 
la topographie des surfaces. L’instrument permet de former un pinceau quasi parallèle, très fin 
(jusqu’à quelques nanomètres), d’électrons fortement accélérés par des tensions réglables de 0,1 
à 30 kV, de le focaliser sur la zone à examiner et de la balayer progressivement. Des détecteurs 
appropriés, détecteurs d’électrons spécifiques (secondaires, rétrodiffusés, parfois absorbés...), 
complétés par des détecteurs de photons, permettent de recueillir des signaux significatifs lors 
du balayage de la surface et d’en former diverses images significatives. 
Lorsqu’un faisceau électronique d’énergie E 0 pénètre dans un échantillon solide, il subit un 
certain nombre d’interactions, élastiques et inélastiques. Les interactions inélastiques 
provoquent une perte progressive de son énergie, pour une grande part par transfert aux 
électrons des orbitales atomiques et pour une moindre part par perte radiative lors de 
l’interaction avec le noyau. Les interactions élastiques, principalement avec le noyau, induisent 
en outre des variations plus ou moins brutales de la direction des électrons incidents 
(« diffusion »). La résultante de ces interactions induit pour chaque électron une « trajectoire 
électronique », de longueur finie et de forme aléatoire. Ces interactions conduisent globalement, 
comme le schématise la Figure  G.1 aux émissions suivantes : 
o Une émission électronique rétrodiffusée, constituée d’électrons primaires qui, après avoir subi 
un certain nombre de chocs élastiques avec les noyaux atomiques et inélastiques avec les 
électrons orbitaux, retrouvent la surface et ressortent de la cible (avec une énergie plus 
ou moins proche de E0). 
o Une émission électronique secondaire, de faible énergie (typiquement de l’ordre de 10 eV) : 
celle‐ci résulte soit de l’émergence d’électrons primaires très fortement ralentis par des 
chocs inélastiques, soit plus généralement de l’éjection d’électrons (principalement de 
valence) arrachés aux atomes par ionisation. 
o Une émission d’électrons Auger, due à un mécanisme de désexcitation Auger après 
ionisation et constituée d’électrons d’énergie caractéristique (c’est‐à‐dire caractéristique 
de l’élément chimique excité). 
o Un courant d’électrons absorbés, principalement constitué des électrons primaires qui ne se 
sont pas échappés et qui sont généralement évacués vers la masse ; mais aussi de 
courant induit dans les semi-conducteurs. Ce courant absorbé est à l’origine des 




o Une émission de photons très énergétiques (rayons X). Ils forment d’une part un spectre 
continu issu du freinage des électrons incidents dans le champ électrique du noyau et 
d’autre part une émission caractéristique de chaque espèce d’atomes présents, issue de 
leur ionisation par les électrons incidents. 
  
Figure  G.1. Représentation schématique des émissions suite aux interactions d’un faisceau d’électrons avec une 
surface.  
Les électrons secondaires sont émis lorsque le faisceau primaire qui a perdu une partie de 
son énergie excite les atomes de l'échantillon. Les électrons secondaires possèdent une énergie 
faible (autour de 50 eV). Les images obtenues grâce à la détection d'électrons secondaires 
représentent donc essentiellement la topographie de l'échantillon (le relief), car les électrons 
viennent de la surface grâce à l’énergie faible. Le détecteur des électrons secondaires permet 
détecter les électrons sortis de l’échantillon avec les angles différentes grâce à tension environs 










H. Annexe H. Calcul de la distance moyenne 




Le logiciel ImageJ permet d’obtenir les positions des centres de masse des pores et leurs 
aires en excluant les pores qui se trouvent sur le bord de l’image. Nous calculons la distance 
moyenne entre les pores en plusieurs étapes :  
o Pour chacun de N pores présent sur l’image, on calcule d’abord la distance avec toutes 
les autres : aij (Figure H.1). 
o Nous considérons que chaque pore possède six prochains voisins (Figure H.2a). On trie 
alors les distances aij avec j=1..N par ordre croissant pour chaque pore i et on choisit les 
six valeurs à partir de la deuxième : ai
I  à ai
VI. A savoir que la première valeur dans la liste 
est aij=0 qui correspond à la distance de chaque pore avec lui-même (i=j). Pour les pores 
proches du bord, uniquement trois distances sont retenues.  
o On calcule ensuite la distance moyenne entre chaque pore et ses six (ou trois) prochains 
voisins : ia . Une analyse statistique [115] est ensuite réalisée afin d’éliminer les valeurs 
qui ne se trouvent pas dans l’intervalle de confiance (contenant 99% de valeurs).  
   




Le rayon ri de pore i est calculé à partir de son aire Ai comme rayon de cercle ayant la même 





=  (H.1)  
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Nano-structured surfaces allow obtaining of colored gonio-apparent effects when the nano-
structures dimensions are of the order of the visible spectrum wavelengths. These colors that 
are the consequence of a complex interaction between the visible light and surface structures 
are usually modeled by means of interactions types so-called « interferences type » ou « 
photonic crystals type» between the luminous radiation and a periodic bi- or three-
dimensions structure.  
In this thesis, anodization of aluminum substrates is used to produce surface structures at the 
submicron scale. This technique is industrially mature and allows to structure large surfaces. 
Through thus technique, perfectly ordered structures cannot be fabricated and a certain level 
of disorder always exists in the material structure. But nevertheless, color effects were 
observed. The aim of this thesis is the understanding of the optical phenomena involved in 
the production of such effects. In particular, the influence of periodicity, aperiodicity and 
disorder on such effects is investigated by means of numerical simulations using Fourier 
Modal Method. In order to draw a parallel between experimental characterization and 
numeric simulations, one part of this thesis covers the development of a tool for 
bidirectional optical characterization (gonio-spectrophotometer) presenting high directional 
precision, so that to optimize the angular spectral analyze. So, this thesis is divided into two 
parts, both based on the existing literature analysis. The first part presents the instrumental 
development of the optical characterization instrument. The second one is dedicated to the 
study of color effect that are observed on some anodized aluminum surfaces. This part 
proposes an understanding of the interaction phenomena between the light and the anodized 
aluminum structure, based on the optical characterization and the samples microstructure, 
associated to a modeling of the interaction between light and structured matter. This study 
shows that such structures without being perfectly periodic present a short-distance order. 
The color effects are simulated numerically by Fourier modal method by the means of 
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Les surfaces nanostructurées permettent d’obtenir des effets colorés gonio-apparents 
lorsque les nanostructures présentent des dimensions de l’ordre des longueurs d’onde du 
spectre visible. Ces couleurs, conséquence d’une interaction complexe entre lumière visible 
et structures de surface, sont habituellement modélisées par le biais d’interactions de types « 
interférences » ou « cristaux photoniques » entre le rayonnement lumineux et une structure 
périodique modèle bi- ou tridimensionnelle.  
Dans cette thèse, l’anodisation d’aluminium est utilisée comme méthode de structuration 
à l’échelle submicronique. Cette technique présente l’avantage d’être mature 
industriellement et de permettre de structurer de grandes surfaces. Cependant, elle ne permet 
pas d’obtenir des structures parfaitement ordonnées. Des effets colorés sont néanmoins 
observés. Le but de cette thèse est de comprendre les phénomènes optiques mis en jeu dans 
l’obtention de ces effets. En particulier, l’influence de la non-périodicité sur ces effets est 
explorée par le biais de simulations numériques par la méthode modale de Fourier. Afin 
d’établir un parallèle entre caractérisation expérimentale et simulation numérique, une partie 
de cette thèse est dédiée au développement d’un outil de caractérisation optique 
bidirectionnel (gonio-spectrophotomètre) présentant une précision directionnelle élevée, de 
manière à optimiser les analyses spectrales angulaires. Cette thèse se divise donc en deux 
parties principales, toutes deux basées sur une étude de la littérature existante. Une première 
partie présente les développements instrumentaux de l’outil de caractérisation optique. La 
seconde partie est dédiée à l’étude des effets colorés apparaissant lors de l’observation de 
certaines surfaces d’aluminium anodisé. Cette partie propose une compréhension des 
phénomènes d’interaction de la lumière avec la structure d’aluminium anodisé se basant sur 
les caractérisations optiques et microstructurales des échantillons, associées à une 
modélisation de l’interaction entre rayonnement et matière structurée. Cette étude montre 
que les structures réelles, sans être parfaitement périodiques, présentent un ordre à courte 
distance. Les effets colorés sont simulés numériquement par la méthode modale de Fourier 
par le biais de structures modèles présentant un certain niveau de désordre traduisant cette 
non-périodicité. 
