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Abstract
We define S1-equivariant symplectic homology for symplectically as-
pherical manifolds with contact boundary, using a Floer-type construction
first proposed by Viterbo. We show that it is related to the usual sym-
plectic homology by a Gysin exact sequence. As an important ingredient
of the proof, we define a parametrized version of symplectic homology,
corresponding to families of Hamiltonian functions indexed by a finite
dimensional smooth parameter space.
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1 Introduction
The purpose of the current paper is twofold. On the one hand we provide
the details of the definition of S1-equivariant symplectic homology following
Viterbo [32] and using the analysis developed in [6, 7]. On the other hand we
construct the Gysin sequence and prove that it is compatible with the tauto-
logical exact sequence for symplectic homology. Along the way we are led to
define a parametrized version of Floer homology which serves as an interpolat-
ing device between non-equivariant and equivariant theories. The purpose of
the current paper is foundational, but we also include some simple applications.
Our paper [8] gives a broader treatment of S1-equivariant symplectic ho-
mology and contains alternative – and more algebraic – proofs of Theorems 1.1
and 1.2. However, we believe that the geometric methods that we use in the
current paper are interesting on their own.
Topological background. Given an oriented fibration S1 →֒ M
π
→ B, the
homology groups of the base and total space are related by the Gysin exact
sequence
. . .→ Hk(M)
π∗→ Hk(B)
D
→ Hk−2(B)→ Hk−1(M)→ . . . (1.1)
Here D is the cap-product with the Euler class of the fibration and is equal to
the differential d2 of the Leray-Serre spectral sequence [21, Example 5.C].
A particular case of the above construction is the following. Assume M
carries an S1-action and define the S1-equivariant homology HS
1
∗ (M) by
HS
1
∗ (M) := H∗(MS1), MS1 :=M ×S1 ES
1,
where ES1 is a contractible space on which S1 acts freely. Since S1 acts freely
on M ×ES1, the projection M ×ES1 →MS1 is an S
1-fibration and the exact
sequence (1.1) becomes
. . .→ Hk(M)→ H
S1
k (M)
D
→ HS
1
k−2(M)→ Hk−1(M)→ . . . (1.2)
We call this theGysin exact sequence for S1-equivariant homology. Two
relevant instances of this construction are the following:
(i) If the action of S1 onM is free then HS
1
∗ (M) ≃ H∗(M/S
1) and the Gysin
exact sequence for S1-equivariant homology is the Gysin exact sequence for the
fibration S1 →֒M →M/S1.
(ii) We denote BS1 := ES1/S1. Taking the model of ES1 to be S∞ :=
limN→∞ S
2N+1, with S2N+1 the unit sphere in CN+1, we see that BS1 ≃ CP∞.
Now, if S1 acts trivially on M , then HS
1
∗ (M) ≃ H∗(M) ⊗H∗(BS
1) and (1.2)
becomes
. . .
0
→ Hk(M)
i
→
⊕
m≥0
Hk−2m(M)
p
→
⊕
m≥1
Hk−2m(M)
0
→ Hk−1(M)→ . . .
Here i and p are the obvious inclusion and projection.
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Main results. This paper is concerned with a Floer homology long exact
sequence of Gysin type. Let (W,ω) be a symplectic manifold with contact type
boundary satisfying∫
T 2
f∗ω = 0 for all smooth f : T 2 →W. (1.3)
Our main class of examples consists of exact symplectic manifolds. Let a be a
free homotopy class of loops in W . One can define in this situation symplec-
tic homology groups SHa∗ (W ) and S
1-equivariant symplectic homology
groups SHa,S
1
∗ (W ), as well as variants SH
+
∗ (W ), SH
+,S1
∗ (W ) truncated in
positive values of the action functional when a = 0. The original definition was
outlined by Viterbo [32] and we present all the details in §4.2. Our first result
is the following.
Theorem 1.1. The symplectic homology groups fit into an exact sequence of
Gysin type (we allow a = +)
. . .→ SHak (W )→ SH
a,S1
k (W )
D
→ SHa,S
1
k−2 (W )→ SH
a
k−1(W )→ . . . (1.4)
As a matter of fact, we prove in [8] that the above Gysin exact sequence for
a = + is isomorphic to the long exact sequence of [5], relating SH+∗ (W ) with
the linearized contact homology of the filled contact manifold ∂W .
In the case a = 0, the symplectic homology groups
SH∗(W ) := SH
0
∗(W ), SH
S1
∗ (W ) := SH
0,S1
∗ (W )
also fit into tautological long exact sequences [32]
. . .→ SH+∗+1(W )→ H∗+n(W,∂W )→ SH∗(W )→ SH
+
∗ (W )→ . . . , (1.5)
. . .→ SH+,S
1
∗+1 (W )→ H
S1
∗+n(W,∂W )→ SH
S1
∗ (W )→ SH
+,S1
∗ (W )→ . . . (1.6)
Here the S1-equivariant homology of the pair (W,∂W ) is considered with respect
to the trivial action of S1. Our next result is that the Gysin exact sequence is
compatible with these tautological exact sequences.
Theorem 1.2. There is a commutative diagram whose rows and columns are,
respectively, the tautological and Gysin exact sequences
...

...

...

...

. . . // SH+k+1
//

Hk+n //

SHk //

SH+k
//

. . .
. . . // SH+,S
1
k+1
//

HS
1
k+n
//

SHS
1
k
//

SH+,S
1
k
//

. . .
. . . // SH+,S
1
k−1
//

HS
1
k+n−2
//

SHS
1
k−2
//

SH+,S
1
k−2
//

. . .
. . . // SH+k
//

Hk+n−1 //

SHk−1 //

SH+k−1
//

. . .
...
...
...
...
(1.7)
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Examples. We discuss the consequences of our main theorems for two impor-
tant classes of symplectic manifolds.
Cotangent bundles. Let L be a closed oriented and spin Riemannian manifold,
and denote by ΛL the free loop space of L. We consider the symplectic manifold
W = DT ∗L = {p ∈ T ∗L : ‖p‖ ≤ 1}. It was proved by Viterbo [33] that
SH∗(DT
∗L) ≃ H∗(ΛL), SH
S1
∗ (DT
∗L) ≃ HS
1
∗ (ΛL).
Alternative proofs for the first isomorphism are due to Abbondandolo and
Schwarz [1], respectively to Salamon and Weber [27]. Moreover, the homology
groupsH∗(ΛL) andH∗(ΛL) should be understood as twisted by local coefficients
given by the second Stiefel-Whitney class of L (Kragh, Seidel, Abouzaid [3]).
Our proof of Theorem 1.1 can be combined with the methods of [1] in order to
prove that the long exact sequence (1.4) is isomorphic to the Gysin sequence
for ΛL, namely
. . . // H∗(ΛL)
E // HS
1
∗ (ΛL)
D // HS
1
∗−2(ΛL)
M // H∗−1(ΛL) // . . .
(1.8)
Similarly, for a = +, we obtain the Gysin sequence of the pair (Λ0L,L), where
Λ0L is the component of free contractible loops in L.
Subcritical Stein manifolds. A subcritical Stein manifold is a complex manifold
(W,J), of complex dimension n, endowed with a pluri-subharmonic function
φ : W → R, satisfying the following conditions: (i) the boundary ∂W is a
regular level set of φ along which ~∇φ points outwards; (ii) φ is Morse and the
index of all its critical points is strictly smaller than n. The complex structure
J is compatible with the natural symplectic form ωφ := −d(dφ ◦ J).
It was proved by Cieliebak [11] that SH∗(W ) = 0. His proof can be adapted
in a straightforward way in order to show that SHS
1
∗ (W ) = 0. However, this
fact follows also from Theorem 1.1 in the case c1(W ) = 0.
Corollary 1.3. Assume W is a subcritical Stein manifold with c1(W ) = 0.
Then we have SHS
1
∗ (W ) = 0 and there is an isomorphism of exact sequences
. . . // SH+∗ (W ) //
≃

SH+,S
1
∗ (W )
D //
≃

SH
+,S1
∗−2 (W )
//
≃

SH+
∗−1(W )
//
≃

. . .
. . .
0 // H∗+n−1(W, ∂W ) // HS
1
∗+n−1(W, ∂W )
// HS
1
∗+n−3(W,∂W )
0 // H∗+n−2(W, ∂W ) // . . .
Proof. Applying Theorem 1.1 we obtain that SHS
1
k (W ) ≃ SH
S1
k−2(W ) for all
k ∈ Z. It was proved by M.-L. Yau [34, Theorem 3.1.III, Lemma 4.2] that one
can choose the plurisubharmonic function φ so that the Conley-Zehnder indices
of all closed characteristics on ∂W are positive. (Note that the Conley-Zehnder
indices are well-defined due to the assumption c1 = 0.) It follows from the
definition of S1-equivariant symplectic homology in §4.2 that the underlying
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chain complex is zero if the degree is small enough (one can use ”split” Hamil-
tonians as in the proof of Lemma 4.8). Reasoning by induction, it follows that
SHS
1
∗ (W ) = 0. The isomorphism of exact sequences follows immediately from
Theorem 1.2, since the columns involving SH∗ and SH
S1
∗ vanish identically.
Algebraic Weinstein conjecture. Following Viterbo [32], we say that W
satisfies the Strong Algebraic Weinstein Conjecture (SAWC) if the map
H2n(W,∂W )→ SHn(W )
vanishes. Let µ2n ∈ H2n(W,∂W ) be the fundamental class and uk be a gen-
erator of H2k(BS
1), k ≥ 0. We say that W satisfies the Strong Equivariant
Algebraic Weinstein Conjecture (EWC) if, for all k ≥ 0, the element µ2n ⊗ uk
lies in the kernel of the map
HS
1
2n+2k(W,∂W )→ SH
S1
n+2k(W ).
Our next result clarifies the relationship between SAWC and EWC, which are
the two key notions in Viterbo’s fundamental paper [32].
Corollary 1.4. SAWC =⇒ EWC.
Proof. We first note that SAWC is equivalent to the vanishing of SH∗(W ). This
follows from the fact that SH∗(W ) is a ring with unit [22], and the unit is the im-
age of the fundamental class µ2n under the map H2n(W,∂W )→ SHn(W ) [30].
We now consider the top middle square in the commutative diagram (1.7) of
Theorem 1.2. Since µ2n⊗u0 is the image of µ2n under the injection H2n → HS
1
2n ,
it follows that µ2n ⊗ u0 is in the kernel of HS
1
2n → SH
S1
n . We now prove by
induction that µ2n⊗uk is in the kernel of HS
1
2n+2k → SH
S1
n+2k. This follows from
the middle square in the commutative diagram (1.7), using that µ2n ⊗ uk+1 is
sent to µ2n⊗uk by the mapHS
1
2n+2k+2 → H
S1
2n+2k, and the fact that SH
S1
n+2k+2 →
SHS
1
n+2k is an isomorphism.
Remark 1.5. The same argument as above shows that, under the assumption
SAWC, the maps HS
1
k+n → SH
S1
k vanish for all k ∈ Z.
Ramifications. We now present several directions of investigation which are
related to the present paper.
Algebraic structures. The Gysin exact sequence (1.4) can be used to define
algebraic operations in (S1-equivariant) symplectic homology.
As already mentioned in the proof of Corollary 1.4, symplectic homology
SH∗(W ) is a unitary ring, with the pair-of-pants product. This is described by
Seidel [30], and was used in a crucial way by McLean [22] in his construction of
exotic affine R2n’s. We denote the pair of pants product by
• : SHk(W )⊗ SHℓ(W ) −→ SHk+ℓ−n(W ).
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Let us write the Gysin exact sequence (1.4) as
. . . // SH∗(W )
E // SHS
1
∗ (W )
D // SHS
1
∗−2(W )
M // SH∗−1(W ) // . . .
The notation is motivated by the isomorphism with the exact sequence (1.8) in
the case W = DT ∗L. The letters M and E stand for “mark” and “erase”, in
the terminology of Chas and Sullivan [10]. It was proved by Abbondandolo and
Schwarz [2] that, in the case W = DT ∗L, the pair-of-pants product is identified
with the Chas-Sullivan loop product [10].
Inspired by Chas and Sullivan [10], we formulate the following definitions
and claims, which we will prove in a forthcoming paper.
— The map
∆ : SH∗(W )→ SH∗+1(W ), ∆ := M ◦ E
is a Batalin-Vilkovisky (BV) operator, in the sense that ∆2 = 0, and
{·, ·} : SHk(W )⊗ SHℓ(W )→ SHk+ℓ−n+1(W ),
{a, b} := ±∆(a • b)± a •∆(b)± b •∆(a)
is a bracket on SH∗(W ) (called the loop bracket).
— The map
[·, ·] : SHS
1
k (W )⊗ SH
S1
ℓ (W )→ SH
S1
k+ℓ−n+2(W )
[a, b] := ±E(M(a) •M(b))
is a bracket on SHS
1
∗ (W ) (called the string bracket).
We give a chain-level description of ∆ in Remark 5.10. The above claims are
analogous to Theorems 4.7, 5.4, and 6.1 of [10]. The string bracket can be
further generalized as follows. Any operation
σ˜ : SH⊗k∗ → SH∗, k ≥ 2
yields an operation
σ := E ◦ σ˜ ◦M⊗k : (SHS
1
∗ )
⊗k → SHS
1
∗ .
One particular case is σ˜ := •⊗k−1, k ≥ 2, which yields higher-order operations
on SHS
1
∗ analogous to the ones of [10, Theorem 6.2].
The range of applications of such operations depends on their explicit knowl-
edge in particular situations (e.g. cotangent bundles). However, the Chas-
Sullivan string operations are only beginning to be understood by topologists
(see the work of Felix, Thomas, and Vigue´-Poirrier [12, 13]).
It should also be possible to describe these operations directly in terms of
holomorphic curves. Such a construction is sketched by Seidel in [30].
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Relation to Hochschild and cyclic homology. Paul Seidel has conjectured in [29]
that, given an exact Lefschetz fibration E → D over the disc, the symplectic
homology of E is isomorphic to the Hochschild homology of a certain A∞-
category C built from the vanishing cycles of E:
SH∗(E) ≃ HH∗(C).
This conjecture has been proved by Ganatra and Maydanskiy in [16] as a conse-
quence of the Legendrian handle attaching exact triangle of Bourgeois, Ekholm
and Eliashberg [9]. It is implicit in [29] that there is an equivariant version of this
conjectural isomorphism, namely that the S1-equivariant symplectic homology
of E is isomorphic to the cyclic homology of C:
SHS
1
∗ (E) ≃ HC∗(C).
On the other hand, Hochschild and cyclic homology are related by the Connes
exact sequence
. . .→ HHk(C)→ HCk(C)
D
→ HCk−2(C)→ HHk−1(C)→ . . . (1.9)
We conjecture that the two previous isomorphisms are such that the Gysin exact
sequence (1.4) and the Connes exact sequence (1.9) are isomorphic. This fits
with the general philosophy that the Gysin exact sequence for S1-equivariant ho-
mology of certain topological spaces is isomorphic to the Connes exact sequence
of suitable algebras (a good reference is Loday’s book [19], in particular [19,
Theorem 7.2.3]).
Relation to Givental’s point of view. Given a closed symplectic manifold X ,
Givental defined in [17] a D-module structure on H∗(X ;C) ⊗ ΛNov ⊗ C[~],
where ΛNov is a suitable Novikov ring and ~ is the generator of H
∗(BS1).
He interprets this as being the S1-equivariant Floer cohomology of X . Our
construction of S1-equivariant Floer homology provides an interpretation of the
underlying homology group as the homology of a Floer-type complex. We expect
that the D-module structure can also be defined within our setup.
Structure of the paper. In §2 we briefly recall the construction of symplec-
tic homology. In §3 we introduce a new variant of it, which we call “parametrized
symplectic homology”. It corresponds to families of Hamiltonians, indexed by a
finite dimensional parameter space. Section 4 is devoted to the S1-equivariant
theory. We recall in §4.1 the Borel construction and its interpretation in Morse
homology. We define S1-equivariant symplectic homology in §4.2, following
Viterbo [32, §5]. We prove Theorems 1.1 and 1.2 in §5.1, using a Morse-Bott
construction and a spectral sequence argument. In §5.3 we use similar tech-
niques to study continuation maps.
Acknowledgements. F.B. was partially supported by the Fonds National de
la Recherche Scientifique (Belgium) and by ERC Starting Grant StG-239781-
ContactMath. A.O. was partially supported by ERC Starting Grant StG-
259118-Stein. Both authors were partially supported by ANR project “Floer
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Affaires e´trange`res and the Ministe`re Franc¸ais des Affaires e´trange`res et eu-
rope´ennes through the programme PHC–Tournesol Franc¸ais. The present work
is part of the authors activities within CAST, a Research ?Network Program of
the European Science Foundation.
2 Symplectic homology
We briefly recall in this section the definition of symplectic homology, and we
refer to [4] for full details. In the sequel (W,ω) denotes a compact symplectic
manifold with contact type boundary M := ∂W . This means that there exists
a vector field X defined in a neighbourhood of M , transverse and pointing
outwards along M , and such that
LXω = ω.
Such an X is called a Liouville vector field. The 1-form α := (ιXω)|M
is a contact form on M and is called the Liouville 1-form. We denote by
ξ := kerα the contact structure defined by α, and we note that the isotopy class
of ξ is uniquely determined by ω. The Reeb vector field Rα is defined by the
conditions ker ω|M = 〈Rα〉 and α(Rα) = 1. We denote by φα the flow of Rα.
The action spectrum of (M,α) is defined by
Spec(M,α) := {T ∈ R+ | there is a closed Rα-orbit of period T }.
Let φ be the flow of X . We parametrize a neighbourhood U of M by
G :M × [−δ, 0]→ U, (y, t) 7→ φt(y).
Then d(etα) is a symplectic form on M ×R+ and G satisfies G∗ω = d(etα). We
denote by
Ŵ := W
⋃
G
M × R+
the symplectic completion of W and endow it with the symplectic form
ω̂ :=
{
ω on W,
d(etα) on M × R+.
Given a time-dependent Hamiltonian H : S1×Ŵ → R we define theHamil-
tonian vector field XθH by
ω̂(XθH , ·) = dHθ, θ ∈ S
1 = R/Z,
where Hθ := H(θ, ·). We denote by φH the flow of XθH , defined by φ
0
H = Id and
d
dθ
φθH(x) = X
θ
H(φ
θ
H(x)), θ ∈ R.
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We denote by P(H) the set of 1-periodic orbits of XθH , and we denote by
Pa(H) ⊂ P(H) the set of 1-periodic orbits in the free homotopy class a.
We define the class H of admissible Hamiltonians to consist of smooth
functions H : S1 × Ŵ → R satisfying the following conditions:
• H < 0 on W ;
• there exists t0 ≥ 0 such that H(θ, y, t) = βet+ β′ for t ≥ t0, with 0 < β /∈
Spec(M,α) and β′ ∈ R.
We denote by Hreg ⊂ H the dense set of Hamiltonians H such that all ele-
ments of P(H) are nondegenerate, i.e. the Poincare´ return map has no eigenval-
ues equal to 1. Let a be a free homotopy class of loops in W . The symplectic
homology groups of (W,ω) are defined by
SHa∗ (W,ω) := lim−→
H∈Hreg
SHa∗ (H, J).
Here J is an almost complex structure on Ŵ which is compatible with ω̂, convex
and invariant under translation in the t-variable outside a compact set, and
regular for H (in particular one must allow J to depend on θ). We denote by
SHa∗ (H, J) the Floer homology groups of the pair (H, J) in the free homotopy
class a and with coefficients in the Novikov ring Λω. We assume throughout this
paper that W satisfies condition (1.3), so that the energy of a Floer trajectory
does not depend on its homology class, but only on its endpoints. We refer to
[4] for the details of the construction and in particular for the definition of the
coefficient ring Λω. Throughout this paper the Novikov ring is understood to
be defined over Z.
For the trivial homotopy class a = 0 we denote the symplectic homology
groups by SH∗(W,ω). The reduced Hamiltonian action functional is
A0H : C
∞
contr(S
1, Ŵ )→ R,
A0H(γ) := −
∫
D2
σ∗ω̂ −
∫
S1
H(θ, γ(θ)) dθ.
Here C∞contr(S
1, Ŵ ) denotes the space of smooth contractible loops in Ŵ and
σ : D2 → Ŵ is a smooth extension of γ. Note that A0H is well-defined thanks
to condition (1.3) and is decreasing along Floer trajectories.
We now consider a special cofinal class of Hamiltonians H′ ⊂ H, consisting
of elements H ∈ H′ which satisfy the following conditions:
• there exists t0 ≥ 0 such that H(θ, y, t) = βet+ β′ for t ≥ t0, with 0 < β /∈
Spec(M,α) and β′ ∈ R;
• H < 0 and C2-small on W ;
• H(θ, y, t) is C2-close to an increasing function of t on S1 ×M × [0, t0].
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The last condition implies that, in the region M × [0, t0], each 1-periodic orbit
of H is C1-close to a closed characteristic on some level M × {t}.
Given H ∈ H′reg := Hreg ∩H
′, a regular almost complex structure J , and a
choice of ǫ > 0 small enough, we define the chain complexes
SC−∗ (H, J) :=
⊕
γ∈P0(H)
A0H (γ)≤ǫ
Λω〈γ〉 ⊂ SC∗(H, J) (2.1)
and
SC+∗ (H, J) := SC∗(H, J)/SC
−
∗ (H, J).
The differential on SC±∗ (H, J) is induced by ∂. The groups
SH±∗ (H, J) := H∗(SC
±
∗ (H), ∂)
do not depend on J , nor on ǫ, and we define
SH±∗ (W,ω) := lim→
H∈H′reg
SH±∗ (H).
We call SH+∗ (W,ω) the positive symplectic homology group of (W,ω).
Remark 2.1. Condition (1.3) can be replaced in the case of contractible orbits
by the weaker symplectic asphericity condition 〈ω, π2(W )〉 = 0.
Let us assume now that W has positive contact type boundary [24, §5.4].
This means that every positively oriented closed characteristic γ on M which is
contractible in W has positive action Aω(γ) bounded away from zero, where
Aω(γ) :=
∫
D2
σ∗ω
for some extension σ : D2 →W of γ. This condition is automatically satisfied if
the boundary M is of restricted contact type, i.e. the vector field X is globally
defined on W . Under the positive contact type assumption we have [32]
SH−∗ (W,ω) = H∗+n(W,∂W ; Λω), n =
1
2
dim W,
and the short exact sequence of complexes SC−∗ (H) → SC∗(H) → SC
+
∗ (H)
induces the tautological long exact sequence (1.5).
3 Parametrized symplectic homology
We introduce in this section a new variant of Floer homology, which we call
“parametrized Floer homology”. In the sequel Λ is a finite dimensional closed
manifold of dimension m, which we call “parameter space”. The elements of
Λ are denoted by λ. When the parameter space is S2N+1, the parametrized
symplectic homology groups will be the abutment of the spectral sequence which
gives rise to the Gysin exact sequence (1.4).
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3.1 The parametrized Floer equation
For each free homotopy class a in W , we fix a reference loop la : S
1 → Ŵ
such that [la] = a. If a is the trivial homotopy class, we choose la to be a
constant loop. Recall that free homotopy classes of loops in Ŵ are in one-to-one
correspondence with conjugacy classes in π1(Ŵ ). As a consequence, the inverse
a−1 of a free homotopy class is well-defined. We require that la−1 coincides with
the loop la with the opposite orientation.
We define the set HΛ of admissible Hamiltonian families to consist of
elements H ∈ C∞(S1 × Ŵ × Λ,R) which satisfy the following conditions:
• H < 0 on S1 ×W × Λ;
• there exists t0 ≥ 0 such that H(θ, y, t, λ) = βet + β′(λ) for t ≥ t0, with
0 < β /∈ Spec(M,α) and β′ ∈ C∞(Λ,R).
Let H : S1 × Ŵ × Λ → R be an admissible Hamiltonian family denoted by
H(θ, x, λ) = Hλ(θ, x). This defines a family of action functionals
A : C∞(S1, Ŵ )× Λ→ R,
A(γ, λ) = Aλ(γ) := −
∫
[0,1]×S1
σ∗ω −
∫
S1
Hλ(θ, γ(θ))dθ,
where σ : [0, 1]× S1 → Ŵ is a smooth homotopy from l[γ] to γ. The functional
A is well-defined due to our standing assumption (1.3).
The differential of A is given by
dA(γ, λ) · (ζ, ℓ) =
∫
S1
ω(γ˙(θ)−XHλ(γ(θ)), ζ(θ))dθ −
∫
S1
∂H
∂λ
(θ, γ(θ), λ)dθ · ℓ
(3.1)
and therefore (γ, λ) is a critical point of A if and only if
γ ∈ P(Hλ) and
∫
S1
∂H
∂λ
(θ, γ(θ), λ) dθ = 0. (3.2)
We denote by P(H) the set of critical points of A consisting of pairs (γ, λ)
satisfying (3.2). We denote by Pa(H) the set of pairs (γ, λ) ∈ P(H) such that
γ lies in the free homotopy class a.
Remark 3.1. Equation (3.2) can be interpreted as follows. Every loop γ :
S1 → Ŵ determines a function
Fγ : Λ→ R, λ 7→
∫
S1
H(θ, γ(θ), λ) dθ. (3.3)
A pair (γ, λ) belongs therefore to P(H) if and only if
γ ∈ P(Hλ) and λ ∈ Crit(Fγ).
11
Let J = (Jθλ), λ ∈ Λ, θ ∈ S
1 be a family of θ-dependent compatible almost
complex structures on Ŵ which, at infinity, are invariant under translations in
the t-variable and satisfy the relations
Jθλξ = ξ, J
θ
λ(
∂
∂t
) = Rα. (3.4)
Such an admissible family of almost complex structures J induces a
family of L2-metrics on the space C∞(S1, Ŵ ), parametrized by Λ and defined
by
〈ζ, η〉λ :=
∫
S1
ω(ζ(θ), Jθλη(θ))dθ, ζ, η ∈ TγC
∞(S1, Ŵ ) = Γ(γ∗TŴ ).
Such a metric can be coupled with any metric g on Λ and gives rise to a metric
on C∞(S1, Ŵ )× Λ acting at a point (γ, λ) by
〈(ζ, ℓ), (η, k)〉J,g := 〈ζ, η〉λ + g(ℓ, k), (ζ, ℓ), (η, k) ∈ Γ(γ
∗TŴ )⊕ TλΛ.
We denote by JΛ the set of pairs (J, g) consisting of an admissible almost com-
plex structure J on Ŵ and of a Riemannian metric g on Λ.
The parametrized Floer equation is the gradient equation for A with
respect to such a metric 〈·, ·〉J,g. More precisely, given p := (γ, λ), p := (γ, λ) ∈
P(H) we denote by
M̂(p, p;H, J, g)
the space of parametrized Floer trajectories, consisting of pairs (u, λ) with
u : R× S1 → Ŵ , λ : R→ Λ,
satisfying
∂su+ J
θ
λ(s)(∂θu−X
θ
Hλ(s)
(u)) = 0, (3.5)
λ˙(s)−
∫
S1
~∇λH(θ, u(s, θ), λ(s))dθ = 0, (3.6)
and
lim
s→−∞
(u(s, ·), λ(s)) = (γ, λ), lim
s→+∞
(u(s, ·), λ(s)) = (γ, λ). (3.7)
Here and in the sequel we use the notation ~∇ for a gradient vector field, whereas
∇ will denote a covariant derivative.
Remark 3.2. Equation (3.6) is equivalent to
λ˙(s)− ~∇Fu(s,·)(λ(s)) = 0, (3.8)
where Fu(s,·) is defined by (3.3). Thus, the parametrized Floer equation is a
system involving a Floer equation and a finite-dimensional gradient equation.
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The additive group R acts on M̂(p, p;H, J, g) by reparametrization in the
s-variable and we denote by
M(p, p;H, J, g) := M̂(p, p;H, J, g)/R
the moduli space of parametrized Floer trajectories.
Let us fix p ≥ 2. The linearization of the equations (3.5-3.6) gives rise to
the operator
D(u,λ) :W
1,p(u∗TŴ )⊕W 1,p(λ∗TΛ)→ Lp(u∗TŴ )⊕ Lp(λ∗TΛ), (3.9)
D(u,λ)(ζ, ℓ) :=
(
Duζ + (DλJ · ℓ)(∂θu−XHλ(u))− Jλ(DλXHλ · ℓ)
∇sℓ−∇ℓ
∫
S1
~∇λH(θ, u, λ)dθ −
∫
S1
∇ζ ~∇λH(θ, u, λ)dθ
)
,
where
Du :W
1,p(u∗TŴ )→ Lp(u∗TŴ )
is the usual Floer operator given by
Duζ := ∇sζ + Jλ∇θζ − Jλ∇ζXHλ +∇ζJλ(∂θu−XHλ).
The Hessian of A at a critical point p = (γ, λ) is given by the formula
d2A(γ, λ)
(
(ζ, ℓ), (η, k)
)
(3.10)
=
∫
S1
ω(∇θη −∇ηXHλ , ζ)dθ −
∫
S1
η(
∂H
∂λ
· ℓ)dθ
−
∫
S1
k(dHλ · ζ)dθ −
∫
S1
∂2H
∂λ2
(ℓ, k)dθ
= d2AHλ(γ)(ζ, η)−
∫
S1
η(
∂H
∂λ
· ℓ)dθ −
∫
S1
k(dHλ · ζ)dθ − d
2Fγ(λ)(ℓ, k).
We define the asymptotic operator at a critical point (γ, λ) by
D(γ,λ) : H
1(S1, γ∗TŴ )× TλΛ→ L
2(S1, γ∗TŴ )× TλΛ,
D(γ,λ)(ζ, ℓ) =
(
Jλ(∇θζ −∇ζXHλ − (DλXHλ) · ℓ)
−
∫
S1
∇ζ
∂H
∂λ
dθ −
∫
S1
∇ℓ
∂H
∂λ
dθ
)
. (3.11)
Note that D(γ,λ) is obtained from D(u,λ) for (u(s, θ), λ(s)) ≡ (γ(θ), λ) and
(ζ(s, θ), ℓ(s)) ≡ (ζ(θ), ℓ).
We say that a critical point (γ, λ) is nondegenerate if the Hessian d2A(γ, λ)
has trivial kernel. In [6, Lemma 2.3] we proved that this condition is equivalent
to the injectivity of the asymptotic operator D(γ,λ). Since the latter is self-
adjoint, this condition is also equivalent to its surjectivity.
Remark 3.3. We note that nondegeneracy of a critical point (γ, λ) does not
imply that γ is a nondegenerate orbit of Hλ, nor that λ is a nondegenerate
critical point of Fγ . This situation is already present in Morse theory, as the
following example shows. We consider the Morse function f : R × R → R,
(x, y) 7→ xy. Then (x0, y0) = (0, 0) is a nondegenerate critical point, but the
restrictions of f to R× {0} and {0} ×R are constant, hence x0 = 0 and y0 = 0
are degenerate critical points.
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An admissible Hamiltonian family H is called nondegenerate if P(H) con-
sists of nondegenerate elements. We denote the set of nondegenerate and ad-
missible Hamiltonian families by HΛ,reg ⊂ HΛ. By [6, Proposition 2.4], the set
HΛ,reg is of the second Baire category in HΛ. Moreover, if H ∈ HΛ,reg the set
P(H) is discrete.
We denote
W1,p := W 1,p(R× S1, u∗TŴ )⊕W 1,p(R, λ∗TΛ),
Lp := Lp(R× S1, u∗TŴ )⊕ Lp(R, λ∗TΛ).
Let (γ, λ), (γ, λ) ∈ P(H) be nondegenerate. We proved in [6, Theorem 2.5] that,
given any (u, λ) ∈ M̂((γ, λ), (γ, λ);H, J, g), the operator
D(u,λ) :W
1,p → Lp
is Fredholm for 1 < p <∞.
Remark 3.4. We can choose a unitary trivialization of u∗TŴ and a trivializa-
tion of λ∗TΛ in which D(u,λ) has the form
D(u,λ)
(
ζ
ℓ
)
:=
[(
∂s + J0∂θ 0
0 d
ds
)
+N
](
ζ
ℓ
)
, (3.12)
with N : R×S1 → Mat2n+m(R) being pointwise bounded and lims→±∞N(s, θ)
being symmetric. To obtain such a trivialization we just need to pick a unitary
trivialization of u∗TŴ . Pointwise boundedness then follows from the fact that
the trajectory converges at ±∞, whereas symmetry follows from the fact that
the asymptotic operator at a critical point is self-adjoint.
Let H ∈ HΛ,reg. A pair (J, g) ∈ JΛ is called regular for H if the operator
D(u,λ) is surjective for any solution (u, λ) of (3.5-3.7). We denote the space
of such pairs by JΛ,reg(H). We proved in [6, Theorem 4.1] that there exists a
subset of second Baire category HJΛ,reg ⊂ HΛ,reg × JΛ such that H ∈ HΛ,reg
and (J, g) ∈ JΛ,reg(H) whenever (H, J, g) ∈ HJΛ,reg.
As a consequence, whenever (H, J, g) ∈ HJΛ,reg we infer that the moduli
spaces of parametrized Floer trajectoriesM(p, p;H, J, g) are smooth manifolds,
for all p, p ∈ P(H). The local dimension at (u, λ) ∈ M(p, p;H, J, g) is equal to
indD(u,λ) − 1.
Recall that, for each free homotopy class a in Ŵ , we have chosen in Sec-
tion 3.1 a reference loop la such that [la] = a. We now choose a symplectic
trivialization
Φ1a : S
1 × R2n → l∗aTŴ
for each free homotopy class a. If a is the trivial homotopy class we choose the
trivialization to be constant.
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For each p = (γ, λ) ∈ P(H) we choose a smooth homotopy σp : [0, 1]×S1 →
Ŵ such that σp(0, ·) = l[γ] and σp(1, ·) = γ. This gives rise to a unique (up to
homotopy) symplectic trivialization
Φ1p : [0, 1]× S
1 × R2n → σ∗pTŴ
such that Φ1p = Φ
1
[γ] on {0} × S
1 × R2n. Moreover, we fix an isometry Φ2p :
R
m → TλΛ.
Let T ∗Λ be the cotangent bundle, denote points in T ∗Λ by (λ, η) with η ∈
T ∗λΛ, and endow T
∗Λ with the symplectic form dλ∧ dη. Following [7] we define
a Hamiltonian H˜ : S1 × Ŵ × T ∗Λ → R by H˜(θ, x, (λ, η)) := H(θ, x, λ). Then
X
H˜
= XH−
∂H
∂λ
∂
∂η
and periodic orbits of X
H˜
project onto critical points of A in
Ŵ ×Λ. Together, Φ1p and Φ
2
p induce a symplectic trivialization of T (Ŵ × T
∗Λ)
along the closed Hamiltonian orbits of H˜ in Ŵ × T ∗Λ which project to p.
In [7], we defined the parametrized Robbin-Salamon index µ(p) of p
with respect to the given trivialization as the Robbin-Salamon index [25] of the
linearized Hamiltonian flow of H˜ along a closed orbit over p. The main result
from [7] can be phrased in terms of our parametrized Floer equations as:
Theorem 3.5. Assume (γ, λ), (γ, λ) ∈ P(H) are nondegenerate and fix 1 <
p < ∞. For any (u, λ) ∈ M̂((γ, λ), (γ, λ);H, J, g) the index of the Fredholm
operator D(u,λ) :W
1,p → Lp is
indD(u,λ) = −µ(γ, λ) + µ(γ, λ).
In the above statement, it is understood that the trivialization used to define
µ(γ, λ) is obtained from the trivialization used to define µ(γ, λ) by continuation
along the map u.
3.2 The parametrized chain complex
Given H ∈ HΛ,reg, (J, g) ∈ Jreg(H), and a free homotopy class a in Ŵ , we
define SCa,Λ∗ (H, J, g) as a chain complex whose underlying Λω-module is
SCa,Λ∗ (H, J, g) :=
⊕
p∈Pa(H)
Λω〈p〉.
We define the degree of a generator p ∈ P(H) in terms of the parametrized
Robbin-Salamon index by
|p| := −µ(p) +
m
2
∈ Z.
The fact that the grading is integral follows from [25, Theorem 4.7] using that
the periodic orbits of X
H˜
form Morse-Bott families of dimension m = dim Λ,
or from the integrality property stated in [7, Appendix B]. We define |p eA| :=
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|p| − 2〈c1(TŴ ), A〉, where c1(TŴ ) is computed with respect to a compatible
almost complex structure.
Recall that, for each p = (γ, λ) ∈ P(H), we have chosen a cylinder σp :
[0, 1]× S1 → Ŵ such that σp(0, ·) = l[γ] and σp(1, ·) = γ. We define σp(s, θ) :=
σp(1− s, θ). Given p = (γ, λ), p = (γ, λ) ∈ P(H) we define
MA(p, p;H, J, g) ⊂M(p, p;H, J, g)
to consist of trajectories (u, λ) such that [σp#u#σp] = A ∈ H2(Ŵ ;Z). It follows
from Theorem 3.5 that
dim MA(p, p;H, J, g) = |p| − |p eA| − 1.
Let p := (γ, λ), p := (γ, λ) ∈ P(H). Whenever |p| − |p eA| = 1, one can
associate to each element (u, λ) ∈ MA(p, p;H, J, g) a sign ε(u, λ) via the co-
herent orientations recipe of Floer and Hofer [15]. As in their construction,
since the asymptotics are fixed, the relevant spaces of Fredholm operators are
contractible, and the corresponding determinant line bundles are trivial. Hence
the moduli spaces of parametrized Floer trajectories are orientable. Since our
moduli spaces are modeled on R as gradient trajectories, we can use the algo-
rithm in [15] to construct a set of orientations which is coherent with respect to
the gluing operation. More precisely, one chooses an element p ∈ P(H), and for
each p 6= p ∈ P(H) one chooses arbitrary orientations of the spaces of operators
O(p, p) asymptotic to Dp at −∞ and to Dp at +∞. These determine orienta-
tions of O(p, p) by requiring that the glued orientation on O(p, p) be the one
determined by the canonical orientation of the constant operatorDp. We obtain
orientations on O(p, p) by requiring that the glued orientation with O(p, p) and
O(p, p) be the canonical one on O(p, p).
We define a differential ∂ on SCa,Λ∗ (H, J, g) by
∂p :=
∑
|p|−|p eA|=1
( ∑
(u,λ)∈MA(p,p;H,J,g)
ε(u, λ)
)
p eA. (3.13)
This expression is well-defined by standard compactness arguments [18, 26].
More precisely, for each A ∈ H2(W ;Z) satisfying |p| − |p eA| = 1 the set
MA(p, p;H, J, g) is finite, and for each c > 0 the number of A ∈ H2(W ;Z)
such that ω(A) ≤ c and MA(p, p;H, J, g) 6= ∅ is finite.
It follows from standard compactness and gluing arguments [14, 26] that
∂2 = 0. Compactness is established in three steps. Firstly, one obtains a uni-
form C0-bound on the Ŵ -component of parametrized Floer trajectories using
the maximum principle [23, Lemma 1.5] and the fact that outside a compact set
H is independent of θ ∈ S1 and y ∈M and satisfies ∂2H(t, λ(s))/∂s∂t = 0. Sec-
ondly, one proves that the Λ-component converges by applying the Arzela´-Ascoli
theorem. Thirdly, the Ŵ -component converges by Floer-Gromov compactness
because it satisfies an s-dependent Floer equation. Gluing involves exactly the
same kind of estimates as in Floer theory.
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We denote the resulting homology groups by SHa,Λ∗ (H, J, g). As for usual
symplectic homology, we obtain by passing to the direct limit parametrized
symplectic homology groups
SHa,Λ∗ (W ) := lim
−→
H∈HΛ,reg
SHa,Λ∗ (H, J, g).
Proposition 3.6 (Ku¨nneth formula). The following isomorphism holds with
field coefficients
SHa,Λ∗ (W ) ≃ SH
a
∗ (W )⊗H∗(Λ). (3.14)
Proof. We use Hamiltonians of the form
Hλ(θ, x) := K(θ, x) + f(λ).
Here f : Λ→ R is a Morse function and K is an admissible Hamiltonian having
nondegenerate orbits. We choose a generic admissible almost complex structure
J on W and a generic Riemannian metric g on Λ.
The critical points of the parametrized action functional are of the form
(γ, λ), γ ∈ P(K), λ ∈ Crit(f). The properties of the parametrized Robbin-
Salamon index described in [7, Proposition 4] imply that
µ(γ, λ) = µRS(γ) + indf (λ)−
m
2
,
where indf (λ) denotes the Morse index of λ ∈ Crit(f). It follows that
|(γ, λ)| = −µRS(γ) +m− indf (λ) = −µRS(γ) + ind−f (λ).
The parametrized Floer equation is split and has the form{
∂¯Ju = JXHλ = JXK ,
λ˙(s) =
∫
S1
~∇λH(θ, u(s, θ), λ(s))dθ = ~∇f(λ(s)).
This follows from the obvious identities
XHλ(θ, x, λ) ≡ XK(θ, x), ~∇λH(θ, x, λ) ≡ ~∇f(λ).
We obtain an isomorphism of complexes
SCa,Λ∗ (H, J, g) ≃ SC
a
∗ (K, J)⊗ C∗(−f, g),
where SCa∗ (K, J) denotes the Floer complex for (K, J) in the free homotopy
class a (graded by −µRS(γ)) and C∗(−f, g) denotes the Morse complex for
(−f, g) (graded by ind−f (λ)). Since we use field coefficients the conclusion
follows by the algebraic Ku¨nneth theorem.
Remark 3.7. (Naturality) An embedding of parameter spaces ι : Λ →֒ Λ′
induces a natural map Sι∗ : SH
a,Λ
∗ (W ) → SH
a,Λ′
∗ (W ) which is equal to Id ⊗
ι∗ via the Ku¨nneth isomorphism. This can be seen by using a Hamiltonian
K(θ, x) + f(λ) on S1 × Ŵ × Λ as in the proof of Proposition 3.6 above, and a
Hamiltonian K(θ, x) + f˜(λ′) on S1 × Ŵ × Λ′, where f˜ = f − |z|2 in a tubular
neighbourhood of Λ ⊂ Λ′ and z is the normal coordinate.
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4 S1-equivariant theories
In §4.1 we give a Morse theoretic presentation of S1-equivariant homology of a
manifold carrying an S1-action. This serves as a motivation for §4.2, where we
give the definition of the S1-equivariant symplectic homology groups SHS
1
∗ (W )
following Viterbo [32, §5]. We adopt a slightly more general setting and define
groups SHa,S
1
∗ (W ) corresponding to nontrivial free homotopy classes of loops
in W .
4.1 S1-equivariant homology and Morse theory
In this section M denotes a finite-dimensional smooth manifold carrying a
smooth action of S1. Our aim is to give a description of
HS
1
∗ (M) := H∗(M ×S1 ES
1)
in terms of Morse homology. We recall that ES1 = lim
−→
N
S2N+1 and therefore
M ×S1 ES
1 = lim
−→
N
M ×S1 S
2N+1. We denote
MS1 := M ×S1 ES
1, M
(N)
S1
:=M ×S1 S
2N+1.
The first observation is that, given a positive integer k, the homology groups
H∗(M
(N)
S1
) stabilize in degree ∗ ≤ k for N large enough. Indeed, the equivariant
inclusion S2N+1 →֒ S2N+3 induces an inclusion of fibrations
M


// M
(N)
S1
//

CPN

M


// M
(N+1)
S1
// CPN+1
This induces in turn a morphism between the associated Leray-Serre spec-
tral sequences which is an isomorphism on the E2-page in total degree less
than N . Functoriality of the Leray-Serre spectral sequence implies that, for N
large enough (and determined by k), the above inclusion induces isomorphisms
H∗(M
(N)
S1
)
∼
→ H∗(M
(N+1)
S1
), ∗ ≤ k (see for example [21, Theorem 3.5]).
We can give a description of H∗(M
(N)
S1
) in terms of Morse-Bott functions on
M × S2N+1 as follows. We choose a function a : M × S2N+1 → R which is
S1-invariant, i.e.
a(τx, τλ) = a(x, λ), τ ∈ S1, (x, λ) ∈M × S2N+1,
and which has only Morse-Bott circles of critical points, i.e. the induced function
a : M
(N)
S1
→ R is Morse. We denote by Sp, p ∈ Crit(a) these circles of critical
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points and by [p] ∈ M
(N)
S1
the nondegenerate critical point of a corresponding
to Sp, so that Sp = Sτ ·p and [p] = [τ · p], τ ∈ S1. We denote by
ind(Sp) = ind([p])
the Morse-Bott index of Sp.
We choose a generic S1-invariant metric g on M × S2N+1 such that the
gradient flow of a has the Thom-Smale transversality property, i.e.
Wu(Sp) ⋔ W
s(Sq), p, q ∈ Crit(a).
This is equivalent to asking that the gradient flow of a with respect to the
induced metric g on M
(N)
S1
satisfies Wu([p]) ⋔ W s([q]), [p], [q] ∈ Crit(a). Given
p, p ∈ Crit(a) we denote by
M̂(Sp, Sp; a, g)
the space of gradient trajectories consisting of maps v = (u, λ) : R →
M × S2N+1 which satisfy
v˙ = −~∇a(v) ⇔
{
u˙ = −~∇xa(u, λ),
λ˙ = −~∇λa(u, λ),
(4.1)
and{
lim
s→−∞
v(s) ∈ Sp,
lim
s→∞
v(s) ∈ Sp,
⇔
{
lim
s→−∞
(u(s), λ(s)) = (x, λ) ∈ Sp,
lim
s→∞
(u(s), λ(s)) = (x, λ) ∈ Sp.
(4.2)
Here the gradient ~∇ is considered with respect to the metric g and ~∇x, ~∇λ are
its components along TM and TS2N+1 respectively. Under the transversal-
ity assumption for the metric g the space of gradient trajectories is a smooth
manifold of dimension
dim M̂(Sp, Sp; a, g) = ind(Sp)− ind(Sp) + 1.
It carries a natural action of R by reparametrization and we denote by
M(Sp, Sp; a, g) := M̂(Sp, Sp; a, g)/R
the moduli space of gradient trajectories. In our setting the moduli space
carries an action of S1 and the quotient
MS1(Sp, Sp; a, g) :=M(Sp, Sp; a, g)/S
1
is a smooth manifold of dimension
dim MS1(Sp, Sp; a, g) = ind(Sp)− ind(Sp)− 1.
The bundle with fiber TWu(τ · p), τ ∈ S1 over Sp is orientable since
Wu(Sp) :=
⋃
τ∈S1 W
u(τ · p) carries an action of S1. We choose for each Sp
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an orientation of this bundle, which amounts to choosing an orientation of
Wu(Sp). Since each Sp inherits a natural orientation from S
1, this determines
a coorientation of the bundle with fiber TW s(τ · p), τ ∈ S1 over Sp and there-
fore a coorientation of W s(Sp) :=
⋃
τ∈S1 W
s(τ · p). We get orientations on
M̂(Sp, Sp; a, g) and, after quotienting out R and S1, we get orientations on
MS1(Sp, Sp; a, g), p, p ∈ Crit(a). In particular, if ind(p)− ind(p) = 1 the mod-
uli space MS1(Sp, Sp; a, g) is zero-dimensional and each element [v] inherits a
sign ǫ([v]).
We define the S1-equivariant Morse complex by
CS
1
k (a, g) :=
⊕
ind(Sp)=k
Z〈Sp〉,
with the S1-equivariant Morse differential
dS
1
: CS
1
k → C
S1
k−1,
dS
1
〈Sp〉 :=
∑
ind(Sp)−ind(Sp)=1
∑
[v]∈MS1(Sp,Sp;a,g)
ǫ([v])〈Sp〉.
Since the elements of MS1(Sp, Sp; a, g) are in one-to-one correspondence
with elements of the moduli space M([p], [p]; a, g) of gradient trajectories of a
with respect to the metric g on M
(N)
S1
, and since the rule for obtaining signs
on MS1(Sp, Sp; a, g) if ind(Sp) − ind(Sp) = 1 induces the usual Morse homol-
ogy rule for signs on M([p], [p]; a, g), we infer that the complex (CS
1
∗ , d
S1) is
tautologically isomorphic with the Morse complex of the pair (a, g). Therefore
Hk(C
S1
∗ , d
S1) ≃ Hk(M
(N)
S1
), k ∈ N
and, for N large enough (depending on k), we have
Hk(C
S1
∗ , d
S1) ≃ HS
1
k (M).
Remark 4.1. The previous construction admits an obvious reformulation for
any manifold P endowed with a free S1-action: the homology of the quotient
P/S1 can be described in terms of Morse-Bott data on P alone.
4.2 S1-equivariant symplectic homology
In this section we give the definition of S1-equivariant symplectic homology
following Viterbo [32]. Our treatment parallels the finite dimensional case as
presented in §4.1. We obtain the definition of S1-equivariant symplectic homol-
ogy as a variant of parametrized symplectic homology with Λ = S2N+1.
The space of smooth loops γ : S1 → Ŵ carries an action of S1 given by
(τ · γ)(·) := γ(· − τ), τ ∈ S1.
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Let H : S1× Ŵ ×S2N+1 → R be a family of Hamiltonian functions denoted
by H(θ, x, λ) = Hλ(θ, x). This defines a family of action functionals
A : C∞(S1, Ŵ )× S2N+1 → R,
A(γ, λ) = Aλ(γ) := −
∫
[0,1]×S1
σ∗ω −
∫
S1
Hλ(θ, γ(θ))dθ,
where σ : [0, 1] × S1 → Ŵ is a smooth homotopy from l[γ] to γ, and l[γ] is a
fixed representative of the free homotopy class of γ.
Lemma 4.2. The family A is invariant with respect to the diagonal action of
S1 if and only if the family of Hamiltonians satisfies
Hτλ(θ + τ, ·) = Hλ(θ, ·) + r(θ, τ, λ) (4.3)
for some function r : S1 × S1 × S2N+1 → R such that∫
S1
r(θ, τ, λ)dθ = 0 for all τ ∈ S1, λ ∈ S2N+1 (4.4)
and
r(θ, 1, λ) = 0, r(θ + τ,−τ, τλ) = −r(θ, τ, λ). (4.5)
Proof. The nontrivial implication is that invariance of A implies the desired
condition on H . We thus assume that A is invariant, i.e. Aτλ(τγ) = Aλ(γ) for
all loops γ. This is equivalent to the equality∫
S1
Hτλ(θ + τ, γ(θ))dθ =
∫
S1
Hλ(θ, γ(θ))dθ, ∀ γ
and, denoting F (θ, τ, λ, x) := Hτλ(θ + τ, x)−Hλ(θ, x), we obtain∫
S1
F (θ, τ, λ, γ(θ))dθ = 0, ∀ γ, τ, λ.
By letting γ vary in the neighbourhood of the constant loop at some x ∈ Ŵ we
see that we must have
∫
S1
DxF (θ, τ, λ, x) · ζ(θ)dθ = 0 for all loops ζ of tangent
vectors at x. It follows that DxF (θ, τ, λ, x) = 0 for all θ ∈ S1 and, since x was
chosen arbitrarily, we get F (θ, τ, λ, x) = r(θ, τ, λ) with
∫
S1
r(θ, τ, λ)dθ = 0. This
shows (4.4), whereas (4.5) is straightforward.
Remark 4.3. Condition (4.3) holds for example if r ≡ 0, i.e. if the family H
satisfies
Hτλ(θ + τ, ·) = Hλ(θ, ·). (4.6)
In particular one can choose the family H to be given by a single autonomous
Hamiltonian H(θ, x, λ) = H(x).
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We denote by HS
1
N ⊂ HS2N+1 the set of admissible Hamiltonian families H :
S1 × Ŵ × S2N+1 → R satisfying condition (4.6). It follows from the definitions
that there exists t0 ≥ 0 such that, for t ≥ t0, we have H(θ, p, t, λ) = βet+β′(λ),
with 0 < β /∈ Spec(M,α), and β′ ∈ C∞(S2N+1,R) invariant under the action
of S1.
The differential of A is given by (3.1) and critical points of A satisfy (3.2).
Since A is S1-invariant, the set of critical points of A is S1-invariant as well, i.e.
if (γ, λ) ∈ P(H), then (τγ, τλ) ∈ P(H) for all τ ∈ S1. Given p := (γ, λ) ∈ P(H)
we denote
Sp = S(γ,λ) := {(τγ, τλ) : τ ∈ S
1} ⊂ P(H),
so that Sp = Sτ ·p, τ ∈ S1. We shall refer to Sp as an S1-orbit of critical
points (of A).
An admissible family of almost complex structures J = (Jθλ) (in the
sense of Section 3) is called S1-invariant if it satisfies the condition
Jθ+ττλ = J
θ
λ, θ ∈ S
1, τ ∈ S1, λ ∈ S2N+1. (4.7)
Such a Jθ induces an S2N+1-family of L2-metrics on C∞(S1, Ŵ ) defined by
〈ζ, η〉λ :=
∫
S1
ω(ζ(θ), Jθλη(θ))dθ, ζ, η ∈ TγC
∞(S1, Ŵ ) = Γ(γ∗TŴ ).
Condition (4.7) ensures that, when coupled with an S1-invariant metric g on
S2N+1, this family gives rise to an S1-invariant metric on C∞(S1, Ŵ )×S2N+1.
We denote by J S
1
N the set of pairs (J, g) consisting of an S
1-invariant admissible
family of almost complex structures J on Ŵ and of an S1-invariant Riemannian
metric g on S2N+1.
Given H ∈ HS
1
N , (J, g) ∈ J
S1
N , and p := (γ, λ), p := (γ, λ) ∈ P(H), we denote
by
M̂(Sp, Sp;H, J, g)
the space of S1-equivariant Floer trajectories, consisting of pairs (u, λ)
with
u : R× S1 → Ŵ , λ : R→ S2N+1,
satisfying
∂su+ J
θ
λ(s)∂θu− J
θ
λ(s)X
θ
Hλ(s)
(u) = 0, (4.8)
λ˙(s)−
∫
S1
~∇λH(θ, u(s, θ), λ(s))dθ = 0, (4.9)
and
lim
s→−∞
(u(s, ·), λ(s)) ∈ Sp, lim
s→+∞
(u(s, ·), λ(s)) ∈ Sp. (4.10)
The additive group R acts on M̂(Sp, Sp;H, J, g) by reparametrization in the
s-variable. We denote by
M(Sp, Sp;H, J, g) := M̂(Sp, Sp;H, J, g)/R
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the moduli space of S1-equivariant Floer trajectories. This space is
endowed with natural evaluation maps
ev :M(Sp, Sp;H, J, g)→ Sp, ev :M(Sp, Sp;H, J, g)→ Sp.
An S1-orbit of critical points Sp ⊂ P(H) is called nondegenerate if the
Hessian d2A(γ, λ) has a 1-dimensional kernel Vp for some (and hence any)
(γ, λ) ∈ Sp. It follows from [6, Lemma 2.3] that nondegeneracy is equivalent to
the fact that the kernel of the asymptotic operator Dp defined in (3.11) is also
1-dimensional and equal to Vp. In both cases, a generator of Vp is given by the
infinitesimal generator of the S1-action.
We define the set HS
1
N,reg ⊂ H
S1
N to consist of elements H such that, for any
p ∈ P(H), the S1-orbit Sp is nondegenerate. We proved in [6, Proposition 5.1]
that the set HS
1
N,reg is of the second Baire category in H
S1
N . Moreover, if H ∈
HS
1
N,reg, each S
1-orbit Sp ⊂ C∞(S1, Ŵ )× S2N+1 is isolated.
Let d > 0 be small enough (for a fixed H ∈ HS
1
N,reg, one can take d > 0 to
be smaller than the minimal spectral gap of the asymptotic operators Dp, p ∈
P(H)), and fix 1 < p <∞. Given p, p ∈ P(H) and (u, λ) ∈ M̂(Sp, Sp;H, J, g),
we define
W1,p,d := W 1,p(u∗TŴ ; ed|s|dsdθ) ⊕W 1,p(λ∗TS2N+1; ed|s|ds)⊕ Vp ⊕ Vp,
Lp,d := Lp(u∗TŴ ; ed|s|dsdθ)⊕ Lp(λ∗TS2N+1; ed|s|ds).
Here we identify Vp, Vp with the 1-dimensional spaces generated by the sections
β(s)(γ˙, Xλ), respectively β(−s)(γ˙, Xλ) of u
∗TŴ ⊕ λ∗TS2N+1. For this identi-
fication, we denote by Xλ, Xλ the values of the infinitesimal generator of the
S1-action on S2N+1 at the points λ, respectively λ, and choose a cut-off function
β : R→ [0, 1] which is equal to 1 near −∞, and vanishes near +∞. For the next
proposition we recall the definition of the linearized operator D(u,λ) in (3.9).
Proposition 4.4. Assume Sp, Sp ⊂ P(H) are nondegenerate. For any (u, λ) ∈
M̂(Sp, Sp;H, J, g) the operator
D(u,λ) :W
1,p,d → Lp,d
is Fredholm of index
indD(u,λ) = −µ(p) + µ(p) + 1.
In the above statement, it is understood that the trivialization used to define
µ(p) is obtained from the trivialization used to define µ(p) by continuation along
the map u.
Proof. The Fredholm property was proved in [6, Proposition 5.2] as follows.
Let W1,p and Lp be defined as W1,p,d and Lp,d above, with d = 0 and without
taking into account the direct summands Vp, Vp. Let D˜(u,λ) : W
1,p → Lp
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be the operator obtained by conjugating with e
d
p
|s| the restriction of D(u,λ) to
W 1,p(u∗TŴ ; ed|s|dsdθ) ⊕W 1,p(λ∗TS2N+1; ed|s|ds). It follows from our choice
of d > 0 that D˜(u,λ) has nondegenerate asymptotics, hence it is Fredholm by [6,
Theorem 2.6]. Since the restriction of D(u,λ) to a codimension 2 subspace is
conjugate to D˜(u,λ), it follows that D(u,λ) is Fredholm as well.
The asymptotic operator at −∞ is D˜p = Dp +
d
p
1l, and the asymptotic
operator at +∞ is D˜p = Dp −
d
p
1l. The indices after perturbation are given by
µ(p) + 12 , respectively µ(p)−
1
2 , and using the Main Theorem in [7] we obtain
indD(u,z) = ind D˜(u,z) + 2
= −(µ(p) +
1
2
) + (µ(p)−
1
2
) + 2
= −µ(p) + µ(p) + 1.
Let H ∈ HS
1
N,reg. A pair (J, g) ∈ J
S1
N is called regular for H if the operator
D(u,λ) is surjective for any p, p ∈ P(H) and any (u, λ) ∈ M̂(p, p;H, J, g). We
denote the set of such regular pairs by J S
1
N,reg(H).
We defined in [6, §7] two special classes H∗J ′ ⊂ HJ ′ in HS
1
N × J
S1
N . We
proved in [6, Theorem 7.4] that there exists an open subset HJ ′reg ⊂ HJ
′ which
is dense in a neighbourhood of H∗J ′ ⊂ HJ ′, and which consists of triples
(H, J, g) such that
H ∈ HS
1
N,reg, (J, g) ∈ J
S1
N,reg(H).
Let (H, J, g) ∈ HJ ′reg. Recall that, for each p = (γ, λ) ∈ P(H), we have
chosen a cylinder σp : [0, 1]× S1 → Ŵ such that σp(0, ·) = l[γ] and σp(1, ·) = γ.
We define σp(s, θ) := σp(1−s, θ). Given p = (γ, λ), p = (γ, λ) ∈ P(H) we define
MA(Sp, Sp;H, J, g) ⊂M(Sp, Sp;H, J, g)
to consist of trajectories (u, λ) such that [σp#u#σp] = A ∈ H2(Ŵ ;Z). It follows
from Proposition 4.4 that
dim MA(Sp, Sp;H, J, g) = −µ(p) + µ(p) + 2〈c1(TŴ ), A〉. (4.11)
Since A and (J, g) are S1-invariant, the moduli spaceMA(Sp, Sp;H, J, g) carries
a free action of S1 induced by the diagonal action on C∞(S1, Ŵ )× S2N+1, i.e.
τ · (u, λ) := (u(·, · − τ), τλ).
We denote the quotient by
MS1(Sp, Sp;H, J, g) :=M(Sp, Sp;H, J, g)/S
1.
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This is a smooth manifold of dimension
dim MAS1(Sp, Sp;H, J, g) = −µ(p) + µ(p) + 2〈c1(TŴ ), A〉 − 1.
Remark 4.5. An important feature of these moduli spaces is that they admit a
system of coherent orientations in the sense of [15]. The difference with respect
to the setup of Floer homology is that the asymptotes for the moduli spaces are
not fixed, but can vary along circles Sp, p = (γ, λ) ∈ P(H). However, if one
chooses the trivializations of γ∗TŴ ⊕TλS2N+1 so that they are invariant under
the S1-action, then the analytical expression of the asymptotic operators Dp,
p ∈ P(H) only depends on Sp. It then follows from the arguments in [15] that
the spaces of Fredholm operators of the form (3.12) with nondegenerate asymp-
totics of the form Dp, p ∈ P(H) are contractible, and hence the corresponding
determinant line bundles are orientable. The system of coherent orientations
on the moduli spacesMAS1(Sp, Sp;H, J, g) is obtained by pulling back a system
of coherent orientations on these spaces of Fredholm operators, as in [15]. This
implies that all the moduli spaces involved are orientable and hence, unlike the
situation of symplectic field theory, there is no notion of good and bad S1-orbit
in the context of S1-equivariant symplectic homology.
Given a free homotopy class a in Ŵ , we define the S1-equivariant chain
complex SCa,S
1,N
∗ (H, J, g) as a chain complex whose underlying Λω-module is
SCa,S
1,N
∗ (H) := SC
a,S1,N
∗ (H, J, g) :=
⊕
Sp⊂Pa(H)
Λω〈Sp〉. (4.12)
The grading is defined by
|Sp e
A| := −µ(p) +N − 2〈c1(TŴ ), A〉.
(The reason for introducing a shift by N will become apparent in the proof
of Lemma (4.8) below.) We define the S1-equivariant differential ∂S
1
:
SCa,S
1,N
∗ (H)→ SC
a,S1,N
∗−1 (H) by
∂S
1
(Sp) :=
∑
Sp⊂P
a(H)
|Sp|−|Sp e
A|=1
∑
[u]∈MA
S1
(Sp,Sp;H,J,g)
ǫ([u])Sp e
A.
The sign ǫ([u]) is obtained by comparing the coherent orientation of the mod-
uli space MAS1(Sp, Sp;H, J, g) with the orientation induced by the infinitesimal
generator of the S1-action.
Proposition 4.6. The map ∂S
1
satisfies
∂S
1
◦ ∂S
1
= 0.
The proof of Proposition 4.6 is given in Section 5.1. We define the S1-
equivariant Floer homology groups by
SHa,S
1,N
∗ (H, J, g) := H∗(SC
a,S1,N
∗ (H), ∂
S1).
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Proposition 4.7. Let H ∈ HS
1
N,reg. Given (J1, g1), (J2, g2) ∈ J
S1
N,reg(H), there
exists a canonical isomorphism
SHa,S
1,N
∗ (H, J1, g1) ≃ SH
a,S1,N
∗ (H, J2, g2).
We prove Proposition 4.7 in Section 5.3. Given H ∈ HS
1
N,reg we shall denote
SHa,S
1,N
∗ (H) := SH
a,S1,N
∗ (H, J, g) for (J, g) ∈ J S
1
N,reg(H). In analogy with the
construction of symplectic homology, we define
SHa,S
1,N
∗ (W ) := lim
−→
H∈HS
1
N,reg
SHa,S
1,N
∗ (H).
The S1-equivariant symplectic homology groups of W are defined by
SHa,S
1
∗ (W ) := lim
−→
N
SHa,S
1,N
∗ (W ).
The direct limit is taken with respect to the embeddings S2N+1 →֒ S2N+3,
inducing maps SHa,S
1,N
∗ (W )→ SH
a,S1,N+1
∗ (W ) (see Remark 3.7).
For the particular case of the trivial homotopy class a = 0, we denote the
S1-equivariant symplectic homology groups by SHS1∗ (W ). Given H ∈ H
S1
N,reg
we define the parametrized reduced action functional A0 : C∞contr(S
1, Ŵ )×
S2N+1 → R by
A0(γ, λ) := −
∫
D2
σ∗ω̂ −
∫
S1
H(θ, γ(θ), λ) dθ.
Here σ : D2 → Ŵ is a smooth extension of γ, and A0 is well-defined due to
assumption (1.3).
Similarly to the case of symplectic homology, we define a special cofinal class
of Hamiltonian families H′S
1
N ⊂ H
S1
N , consisting of elements H = (Hλ) ∈ H
S1
N
such that Hλ ∈ H′ for all λ ∈ S2N+1 (see Section 2 for the definition of the
class H′).
Given H ∈ H′S
1
N,reg := H
′S1
N ∩ H
S1
N,reg, (J, g) ∈ J
S1
N,reg(H), and ε > 0 small
enough, we define the chain complexes
SC−,S
1,N
∗ (H, J, g) :=
⊕
Sp⊂P
0(H)
A0(p)≤ε
Λω〈Sp〉 ⊂ SC
S1,N
∗ (H, J, g)
and
SC+,S
1,N
∗ (H, J, g) := SC
S1,N
∗ (H, J, g)/SC
−,S1,N
∗ (H, J, g).
The differential on SC±,S
1,N
∗ (H, J, g) is induced by ∂
S1 . The corresponding
homology groups SH±,S
1,N
∗ (H, J, g) do not depend on (J, g) and ε, and we
define
SH±,S
1,N
∗ (W ) := lim
−→
H∈H′ S
1
N,reg
SH±,S
1,N
∗ (H, J, g).
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Passing to the direct limit over N →∞, we define
SH±,S
1
∗ (W ) := lim
−→
N
SH±,S
1,N
∗ (W ).
We call SH+,S
1
∗ (W ) the positive S
1-equivariant symplectic homology
group of (W,ω). It follows from the definitions that this fits into the tauto-
logical long exact sequence
· · · → SH+,S
1
k+1 (W )→ SH
−,S1
k (W )→ SH
S1
k (W )→ SH
+,S1
k (W )→ . . .
Lemma 4.8. Assume W has positive contact type boundary in the sense of
Section 2. There is a natural isomorphism
SH−,S
1
∗ (W ) ≃ H
S1
∗+n(W,∂W ; Λω).
Here HS
1
∗+n(W,∂W ; Λω) ≃ H∗+n(W,∂W ; Λω) ⊗ H∗(CP
∞;Z) denotes the S1-
equivariant homology of the pair (W,∂W ) with respect to the trivial S1-action.
Proof. We consider a Hamiltonian H ∈ H′S
1
N,reg which has the form
H(θ, x, λ) = K(x) + f˜(λ) (4.13)
on S1×W ×S2N+1, with K :W → R a C2-small function, and f˜ : S2N+1 → R
the lift of a Morse function f : CPN → R. We choose (J, g) ∈ J S
1
N,reg(H) such
that J is independent of θ and λ on W . To find such a pair we use that H has
the split form (4.13) and the manifold W is symplectically aspherical. Firstly,
by [28, Theorems 7.3 and 8.1] we can find a generic such J which is regular
for the Floer equation involving K on W . Secondly, since the Hamiltonian
H is split and independent of θ, the PDE system for the parametrized Floer
trajectories is split as well, the second equation (3.6) in this system reduces
to the negative gradient flow equation for −f˜ , and we can therefore choose a
generic S1-invariant g which is regular for the latter. Then (J, g) ∈ J S
1
N,reg(H).
Since the parametrized Floer equation is split and the Floer complex for
(K, J) reduces to the homological Morse complex for −K, we have an isomor-
phism of complexes
SC−,S
1,N
∗ (H, J, g) = C∗+n(−K, J ; Λω)⊗ C
S1
∗ (−f˜ , g;Z). (4.14)
Here C∗ denotes the corresponding Morse complexes, and our convention for the
grading again plays a role. Since CS
1
∗ (f˜ , g;Z) corresponds to a Morse complex
on CPN , the conclusion follows.
To see that the grading in (4.14) is correct, let us consider a critical point
p = (γ, λ), with γ a constant orbit of XK at a critical point, still denoted γ.
Let µRS denote the Robbin-Salamon index, and ind(q, φ) the index of a critical
point q of a function φ. Using the (Splitting) axiom in [7, Prop. 4], we obtain
µ(p) = µRS(γ) +
1
2 signHessλ(−f˜) = n− ind(γ;−K) +
1
2 (2N − 2 ind(λ;−f˜)) =
n− ind(γ;−K)+N− ind(λ;−f˜), so that ind(γ;−K)+ ind(λ;−f˜) = |p|+n.
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5 Morse-Bott constructions
5.1 Morse-Bott complex for parametrized symplectic ho-
mology
We describe in this section a Morse-Bott construction for parametrized sym-
plectic homology in the case when Λ = S2N+1 and the action functional A :
C∞(S1, Ŵ ) × S2N+1 → R is S1-invariant with respect to the diagonal action
of S1. The situation is analogous to that of Floer homology for an autonomous
Hamiltonian considered in [4].
Let H ∈ HS
1
N,reg and (J, g) ∈ J
S1
N,reg(H) as in Section 4.2. For each S
1-orbit
of critical points Sp ⊂ P(H) we choose a perfect Morse function fp : Sp → R.
We denote by mp, Mp the minimum, respectively the maximum of fp. Given
p, p ∈ P(H), Qp ∈ Crit(fp), Qp ∈ Crit(fp), and m ≥ 0, we denote by
MAm(Qp, Qp;H, {fp}, J, g)
the union for p1, . . . , pm−1 ∈ P(H) and A1 + · · · + Am = A of the fibered
products
Wu(Qp)×ev (M
A1(Sp , Sp1)×R
+)ϕfp1◦ev×ev (M
A2(Sp1 , Sp2)×R
+)
ϕfp2
◦ev×ev . . . ϕfpm−1◦ev×evM
Am(Spm−1 ,Sp)ev×W
s(Qp).
Here we emphasize that in the moduli spacesMA1(Sp , Sp1),M
A2(Sp1 , Sp2), . . .
the S1-action has not been quotiented out, as opposed to the previous section
where we have quotiented out the S1-action in order to define the S1-equivariant
differential. It follows from [4, Lemma 3.6] that, for a generic choice of the
collection of Morse functions {fp}, the previous fibered product is a smooth
manifold of dimension
dim MAm(Qp, Qp;H, {fp}, J, g)
= −µ(p) + indfp(Qp) + µ(p)− indfp(Qp) + 2〈c1(TŴ ), A〉 − 1.
We denote
MA(Qp, Qp;H, {fp}, J, g) :=
⋃
m≥0
MAm(Qp, Qp;H, {fp}, J, g).
Given a free homotopy class a of loops in Ŵ , we define the parametrized
Morse-Bott chain complex BCa,N∗ (H, {fp}, J, g) as a chain complex whose
underlying Λω-module is
BCa,N∗ (H) := BC
a,N
∗ (H, {fp}, J, g) :=
⊕
Sp⊂Pa(H)
Λω〈mp,Mp〉.
The grading is given by
|mp e
A| := −µ(γ, λ) + 1− 2〈c1(TŴ ), A〉,
|Mp e
A| := −µ(γ, λ)− 2〈c1(TŴ ), A〉.
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The parametrized Morse-Bott differential
d : BCa,N∗ (H)→ BC
a,N
∗−1(H)
is defined by
dQp :=
∑
p∈Pa(H),Qp∈Crit(fp)
|Qp|−|Qp e
A|=1
∑
u∈MA(Qp,Qp;H,{fp},J,g)
ǫ(u)Qp e
A, Qp ∈ Crit(fp).
(5.1)
The sign ε(u) is determined by the fibered-sum rule from coherent orientations
on the relevant spaces of Fredholm operators, as explained in [4, Section 4.4].
The Correspondence Theorem 3.7 in [4] carries over to this situation to show
that there is a bijective correspondence preserving signs between the moduli
spacesMA(Qp, Qp;H, {fp}, J, g) with |Qp|− |Qp eA| = 1 and the moduli spaces
MA(Qp, Qp;H ′, J, g), where H ′ is a suitable perturbation of H defined using
the collection of Morse functions {fp}. Since the differential ∂ in (3.13) for
parametrized contact homology squares to zero, this implies d2 = 0 as well.
Similarly to the construction of symplectic homology, we define
BHa,N∗ (W ) := lim
−→
H∈HS
1
N,reg
H∗(BC
a,N
∗ (H), d),
where the direct limit is taken with respect to increasing homotopies of Hamil-
tonians. It then follows from the Correspondence Theorem 3.7 in [4] that
BHa,N∗ (W ) = SH
a,S2N+1
∗ (W ).
We now define a filtration on BCa,N∗ (H) as follows. Let
BkC
a,N
∗ (H) :=
⊕
Sp⊂P
a(H)
A∈H2(W ;Z)
−µ(p)−2〈c1(TŴ ),A〉=k
〈mp e
A, Mp e
A〉.
Proposition 5.1. The Z-modules
FℓBC
a,N
∗ (H) :=
⊕
k≤ℓ
BkC
a,N
∗ (H), ℓ ∈ Z (5.2)
form an increasing filtration on BCa,N∗ (H).
Proof. The formula (5.1) involves elements Qp, Qp satisfying |Qp|−|Qp e
A| = 1,
i.e.
−µ(p) + indfp(Qp) + µ(p)− indfp(Qp) + 2〈c1(TŴ ), A〉 = 1.
Since indfp(Qp)− indfp(Qp) ∈ {−1, 0, 1}, we obtain that
−µ(p) + µ(p) + 2〈c1(TŴ ), A〉 ∈ {0, 1, 2}.
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The differential d splits as
d = d0 + d1 + d2
with dr : BkC
a,N
∗ (H) → Bk−rC
a,N
∗ (H). The complex BC
a,N
∗ (H) admits a
bi-grading which, for an element Qp e
A is (−µ(p) − 2〈c1(TŴ ), A〉, indfp(Qp)).
The associated spectral sequence (Ea,N ;r∗,∗ (H), d¯
r) is supported in two lines and
converges to SHa,S
2N+1
∗ (H). In particular, it degenerates at r = 2 and takes
the form of a long exact sequence [5]
. . . // SHa,S
2N+1
k (H)
// Ea,N ;2k,0 (H)
d¯2 // Ea,N ;2k−2,1(H)
// SHa,S
2N+1
k−1 (H)
// . . .
(5.3)
Proposition 5.2. The differential d0 : BkC
a,N
∗ (H)→ BkC
a,N
∗ (H) vanishes.
Proof. By definition d0(Qp), Qp ∈ Crit(fp) involves critical points of fp, p ∈
Pa(H) satisfying −µ(p) + µ(p) + 2〈c1(TŴ ), A〉 = 0. On the other hand, the
dimension of the moduli spaces MA1(Sp1 , Sp2 ;H, J, g) is equal to −µ(p1) +
µ(p2) + 2〈c1(TŴ ), A1〉. Since these moduli spaces carry a free S1-action, their
dimension must be at least 1. This proves that d0(Qp) counts only gradient
trajectories of fp emanating from Qp. In particular d
0(Mp) = 0, and d
0(mp) is
either 0 or equal to ±2Mp. As explained in Remark 4.5 the moduli spaces of S1-
equivariant Floer trajectories admit a system of coherent orientations, because
the asymptotic operators Dp, p ∈ P(H) depend only on Sp when read in S1-
invariant trivializations along Sp. The arguments of [4, Lemma 4.28] then imply
that d0(mp) = 0 since the analogue of the twisting operator T used therein is
in our case constant for each critical S1-orbit Sp.
As a consequence, the term Ea,N ;1∗,∗ (H) can be expressed as
Ea,N ;1∗,∗ (H) =
⊕
Sp⊂Pa(H)
Λω〈mp,Mp〉.
Let us denote by M the generator of H0(S
1) and by m the generator of H1(S
1).
It follows from the definition (4.12) of the S1-equivariant chain complex that
there is a natural isomorphism of Λω-modules which preserves the bi-degree
Φ : Ea,N ;1∗,∗ (H)
∼
→ SCa,S
1,N
∗ (H)⊗H∗(S
1),
given by
Φ(mp) := Sp ⊗m, Φ(Mp) := Sp ⊗M.
Proposition 5.3. There is a commutative diagram
Ea,N ;1∗,∗ (H)
Φ //
d¯1

SCa,S
1,N
∗ (H)⊗H∗(S1)
∂S
1
⊗Id

Ea,N ;1∗,∗ (H)
Φ
// SCa,S
1,N
∗ (H)⊗H∗(S1)
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Proof. By definition d¯1(Qp) involves critical points of fp, p ∈ Pa(H) such
that −µ(p) + µ(p) + 2〈c1(TŴ ), A〉 = 1. It follows from the dimension for-
mula (4.11) that MA(Qp, Qp;H, {fp}, J, g) involves exactly one parametrized
Floer trajectory u1 ∈ MA(Sp, Sp;H, J, g). Since the dimension of the moduli
space MA(Qp, Qp;H, {fp}, J, g) is zero, it follows that either ev(u1) = Mp and
Qp =Mp, or ev(u1) = mp and Qp = mp.
Using that the S1-action onMA(Sp, Sp;H, J, g) is free, we see that the coeffi-
cient of Qp e
A in d¯1(Qp) is given by an algebraic count of connected components
ofMA(Sp, Sp;H, J, g). The latter are in bijective correspondence with elements
of MAS1(Sp, Sp;H, J, g), and the signs are the same by our convention for ori-
enting the latter moduli space. Thus, the coefficient of Qp e
A in d¯1(Qp) is equal
to the coefficient of Sp e
A in ∂S
1
(Sp). This proves the Proposition.
Proof of Proposition 4.6. The claim ∂S
1
◦ ∂S
1
= 0 follows directly from Propo-
sition 5.3, using that d¯1 ◦ d¯1 = 0.
Remark 5.4. The relation ∂S
1
◦ ∂S
1
= 0 can also be proved using the usual
compactness/gluing argument in Floer homology, the main point being that we
are in an S1-invariant, yet transverse, situation. The difference with respect to
usual Floer theory is that we are dealing with Morse-Bott asymptotes, for which
the relevant analysis has been carried out in [4]. For compactness, we use that
a 2-dimensional S1-invariant family, which we view as a 1-dimensional family
modulo S1, degenerates into a pair of trajectories with a common asymptote,
together with their simultaneous translates by the S1-action. The gluing anal-
ysis is also similar to the one in Floer theory, except that it has to be carried
out invariantly with respect to the S1-action.
It follows from Proposition 5.3 that Φ induces an isomorphism which respects
the bi-degree
Φ¯ : Ea,N ;2∗,∗ (H)
∼
→ SHa,S
1,N
∗ (H)⊗H∗(S
1). (5.4)
We are now ready to prove Theorem 1.1. We need two preparatory Lemmas.
Lemma 5.5. We have limN→∞ SH
S2N+1
∗ (W ) = SH∗(W ) in each degree.
Proof. The limit limN→∞ SH
S2N+1
∗ (W ) is taken with respect to the maps Sι∗
corresponding to the inclusions ι : S2N+1 →֒ S2N+3 as in Remark 3.7. Moreover,
we saw that, modulo the Ku¨nneth isomorphism SHS
2N+1
∗ (W ) ≃ SH∗(W ) ⊗
H∗(S
2N+1) proved in Proposition 3.6, the map Sι∗ is equal to Id ⊗ ι∗. The
conclusion follows.
Lemma 5.6. Let Hs be a smooth increasing homotopy from H0 ∈ HS
1
N,reg
to H1 ∈ HS
1
N,reg. Let (Ji, gi) ∈ J
S1
N,reg(Hi), i = 0, 1 and (Js, gs) a regular
smooth homotopy in J S
1
N from (J0, g0) to (J1, g1). The induced chain morphism
BCa,S
1,N
∗ (H0, J0, g0)→ BC
a,S1,N
∗ (H1, J1, g1) respects the filtrations (5.2).
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The proof of Lemma 5.6 is given in Section 5.3 below. Note that the increas-
ing assumption in the Lemma ensures that the action filtration is respected too.
Proof of Theorem 1.1. Using the isomorphism Φ¯ in (5.4), the long exact se-
quence (5.3) becomes
...→ SHa,S
2N+1
k (H)→ SH
a,S1,N
k (H)→ SH
a,S1,N
k−2 (H)→ SH
a,S2N+1
k−1 (H)→ ...
By Lemma 5.6, a smooth increasing homotopy of Hamiltonian families inHS
1
N,reg
induces a filtered chain morphism, and therefore a commutative diagram of exact
sequences. Passing to the direct limit over H ∈ HS
1
N,reg and using that the direct
limit functor is exact, we obtain a long exact sequence
...→ SHa,S
2N+1
k (W )→ SH
a,S1,N
k (W )→ SH
a,S1,N
k−2 (W )→ SH
a,S2N+1
k−1 (W )→ ...
Passing further to the direct limit over N → ∞, and using Lemma 5.5, we
obtain
...→ SHak (W )→ SH
a,S1
k (W )→ SH
a,S1
k−2 (W )→ SH
a
k−1(W )→ ...
5.2 The Gysin sequence and the cone construction
In this section we relate the Gysin sequence to the cone construction in homo-
logical algebra, and then we prove Theorem 1.2.
We first recall the definition of the cone of a chain morphism. Let (A∗, ∂A)
be a homological chain complex and denote A[k]∗ := (A∗+k, (−1)k∂A) for k ∈ Z.
Given a degree 0 chain map f : (A∗, ∂A)→ (A′∗, ∂A′), so that f∂A − ∂A′f = 0,
we define the cone of f as the chain complex
C(f)∗ := A
′[1]∗ ⊕A∗ = A
′
∗+1 ⊕A∗,
with differential ∂ given in matrix form by
∂ :=
(
∂A′[1] f
0 ∂A
)
=
(
−∂A′ f
0 ∂A
)
.
There is a short exact sequence of complexes
0 // A′[1]∗
i // C(f)∗
p
// A∗ // 0, (5.5)
with i, p the obvious inclusion, respectively projection. The main property of
the cone construction is that the connecting homomorphism in the homology
long exact sequence associated to (5.5) is precisely f∗ : H∗(A) → H∗(A′) =
H∗−1(A
′[1]).
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Lemma 5.7. Let
0 // A∗ //
f

B∗ //
g

C∗ //
h

0
0 // A′∗ // B
′
∗
// C′∗ // 0
(5.6)
be a morphism of short exact sequences of complexes. This induces the commu-
tative diagram of homological long exact sequences
...

...

...

...

· · · // H∗(A′[1]) //

H∗(B
′[1]) //

H∗(C
′[1]) //

H∗−1(A
′[1]) //

· · ·
· · · // H∗(C(f)) //

H∗(C(g)) //

H∗(C(h)) //

H∗−1(C(f)) //

· · ·
· · · // H∗(A) //
f∗

H∗(B) //
g∗

H∗(C) //
h∗

H∗−1(A) //
f∗

· · ·
· · · // H∗−1(A′[1]) //

H∗−1(B
′[1]) //

H∗−1(C
′[1]) //

H∗−2(A
′[1]) //

· · ·
...
...
...
...
(5.7)
in which the bottom right square
H∗(C)
∂B //
h∗

H∗−1(A)
f∗

H∗(C
′)
∂B′[1]
// H∗−1(A
′)
anti-commutes, i.e. f∗∂B + ∂B′[1]h∗ = 0.
Proof. Applying the cone construction to each column of (5.6) we obtain the
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short exact sequence of short exact sequences of complexes
0

0

0

0 // A′[1]∗

// B′[1]∗

// C′[1]∗

// 0
0 // C(f)∗

// C(g)∗

// C(h)∗

// 0
0 // A∗

// B∗

// C∗

// 0
0 0 0
(5.8)
The lines/columns in (5.7) are obtained as homological long exact sequences
associated to the horizontal/vertical short exact sequences in (5.8). Commu-
tativity of the horizontal strips in (5.7) follows from functoriality of the homo-
logical long exact sequence with respect to morphisms of short exact sequences
of complexes. More precisely, for the first two horizontal strips in (5.7) we
use (5.8), and for the third horizontal strip in (5.7) we use (5.6). That the
square under consideration is anti-commutative is a consequence of the identity
∂B′[1] = −∂B′ .
In the next Lemma we interpret the homology long exact sequence of a cone
as a Gysin long exact sequence arising from a spectral sequence supported on
two lines. This fact is certainly folk knowledge, but we were unable to find a
suitable reference. One can view it as an algebraic reformulation of Thom’s
interpretation of the Gysin sequence in [31] (see also [20, p. 1192]).
Let (A∗, ∂A), (A
′
∗, ∂A′) be homological chain complexes and f : A∗ →
A′[−2]∗ a degree 0 chain map, i.e. f∂A = ∂A′[−2]f . (Thus f : A∗ → A
′
∗−2
is a degree −2 chain map such that f∂A = ∂A′f .) We consider the following
two algebraic constructions.
(i) Let C(f) := (A′[−1] ⊕ A, ∂) be the cone of f . The short exact se-
quence (5.5)
0→ A′[−1]∗
i
−→ A′[−1]∗ ⊕A∗
p
−→ A∗ → 0
induces the homological long exact sequence of the cone
. . .H∗−1(A
′)
i∗→ H∗(C(f))
p∗
→ H∗(A)
f∗
→ H∗−2(A
′)
i∗→ H∗−1(C(f)) . . . , (5.9)
with i, p being the inclusion, resp. projection.
(ii) Let C∗,∗(f) := {(Cp,q, d), p, q ≥ 0} be the first quadrant double complex
supported on the lines q = 0, 1 and defined by
C∗,0 := A∗, C∗,1 := A
′
∗, d := d
1 + d2,
with dr : Cp,q → Cp−r,q+r−1, r = 1, 2 and
d1|C∗,0 = ∂A, d
1|C∗,1 := −∂A′ , d
2|C∗,0 := f.
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In particular (d1)2 = 0 and d1d2 + d2d1 = 0.
q = 1 • • •
−∂A′oo • • . . .
q = 0 • • • •
f
ii❘❘❘❘❘❘❘❘❘❘❘❘❘
•
f
ii❘❘❘❘❘❘❘❘❘❘❘❘❘
∂A
oo . . .
We consider on the total complex Ctot(f)∗ the filtration
FpC
tot
∗ := ⊕ℓ≤p ⊕q Cℓ,q
and denote the associated spectral sequence by (Erp,q , d¯
r), r ≥ 0. This converges
to the homology H∗ := H∗(C
tot(f)) of the total complex and it degenerates at
the third page for dimensional reasons, yielding the exact sequences
0→ E3p,0 → E
2
p,0
d¯2
−→ E2p−2,1 → E
3
p−2,1 → 0
and
0→ E3p−1,1 → Hp → E
3
p,0 → 0.
These can be assembled according to the diagram
. . .
&&▼
▼▼
▼
I // Hp
%%❑
❑❑
❑
P // E2p,0
d¯2 // E2p−2,1
((PP
PP
I // Hp−1 . . .
E3p−1,1
88qqqq
''PP
PP
E3p,0
88rrrr
''❖❖
❖❖
❖
E3p−2,1
66♠♠♠♠
))❙❙
❙❙
❙❙
❙
0
77♦♦♦♦♦
0 0
88qqqq
0 0
66❧❧❧❧❧❧ 0
Here we denote by I the composition E2p−1,1 → E
3
p−1,1 → Hp, and by P the
composition Hp → E3p,0 → E
2
p,0. Taking into account that E
2
p,0 = Hp(A) and
E2p,1 = Hp(A
′), the top line translates into the long exact sequence
. . . Hp−1(A
′)
I
→ Hp(C
tot(f))
P
→ Hp(A)
d¯2
→ Hp−2(A
′)
I
→ Hp−1(C
tot(f)) . . .
(5.10)
We call (5.10) the Gysin exact sequence of the complex C∗,∗(f).
Lemma 5.8. The homological long exact sequence of the cone C(f) and the
Gysin exact sequence of the complex C∗,∗(f) coincide.
Proof. It follows from the definitions that the total complex Ctot := Ctot(f)
coincides with the cone C(f). We need to show I = i∗, P = p∗, d¯
2 = f∗.
That d¯2 = f∗ is a consequence of the fact that the differential d has no
component d0 : Cp,1 → Cp,0. Then d2 is a chain map on E1∗,∗ = C∗,∗ and d¯
2 is
induced by d2 = f .
In order to prove the identities P = p∗ and I = i∗ we consider the following
two additional filtrations on Ctot:
F ′pC
tot
∗ := Fp−1C
tot
∗ , F
′′
p C
tot
∗ := ⊕ℓ≤pC
tot
ℓ .
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[The second filtration is also known as the filtration beˆte, or tautological filtra-
tion.] We denote ′Ctot∗ and
′′Ctot∗ the complex C
tot
∗ endowed with the filtrations
F ′, respectively F ′′. Also, we think of Ctot∗ as carrying the filtration F . Then
the identity maps Id : ′Ctot → ′′Ctot and Id : ′′Ctot → Ctot are chain maps
that respect the filtrations. Similarly, we endow A′[−1]∗ and A∗ with the tau-
tological filtrations, with respect to which the inclusion A′[−1]→ ′Ctot and the
projection Ctot → A are chain maps that respect the filtrations. To summarize,
we have the following sequence of filtered complexes and chain maps
A′[−1]
i // ′Ctot
Id // ′′Ctot
Id // Ctot
p
// A (5.11)
In particular, these maps induce morphisms between the corresponding spectral
sequences. The two main observations are now the following:
• the composition Id ◦ i : A′[−1] → ′′Ctot induces on the 3rd page the map
I.
• the composition p ◦ Id : ′′Ctot → A induces on the 3rd page the map P .
Indeed, the spectral sequences for the tautological filtrations are supported on
the single line q = 0, whereas the spectral sequence for ′Ctot is supported on
the lines q = −1 and q = 0, with ′Erp,0 = E
r
p−1,1 and
′Erp,−1 = E
r
p−1,0. Thus
the composition Id ◦ i is equal on the third page to Hp−1(A′)→ E3p−1,1 → Hp,
which is I. Also, the composition p ◦ Id is equal on the third page to Hp →
E3p,0 → Hp(A), which is P .
On the other hand, the map induced on the third page by Id ◦ i = i is i∗
since both the source and the target carry the tautological filtrations. Similarly,
the map induced on the third page by p ◦ Id = p is p∗. This completes the
proof.
Remark 5.9. In the previous proof, the identities P = p∗ and I = i∗ can also
be checked directly from the definition of the spectral sequence, by explicitly
computing the filtration FpH∗ induced on H∗ by the filtration FpC
tot
∗ .
Proof of Theorem 1.2. Given H ∈ H′S
1
N,reg, (J, g) ∈ J
S1
N,reg(H), and a generic
collection of perfect Morse functions fp : Sp → R, p ∈ P0(H), we denote
C∗ := BC
N
∗ (H, {fp}, J, g) (we recall that we work in the trivial free homotopy
class). Filtering by the action as in the definition of SC±,S
1,N
∗ (H, J, g) in Sec-
tion 4.2, we obtain filtered complexes C±∗ := BC
±,N
∗ (H, {fp}, J, g). We denote
by (E±,N ;r∗,∗ , d¯
r) and (EN ;r∗,∗ , d¯
r) the corresponding spectral sequences, which de-
generate at r = 3 for dimensional reasons.
Since d0 = 0 we haveEN ;1∗,∗ = E
N ;0
∗,∗ , the differential d¯
1 is canonically identified
with d1, and the differential d¯2 on EN ;2∗,∗ is induced by d
2 viewed as a chain map
on (EN ;1∗,∗ , d
1). The same holds for E±,N ;∗∗,∗ . We thus have a short exact sequence
0→ (E−,N ;1∗,∗ , d)→ (E
N ;1
∗,∗ , d)→ (E
+,N ;1
∗,∗ , d)→ 0 with d = d1 + d2. This can be
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rewritten as a morphism of short exact sequences of chain complexes
0 // (E−,N ;1∗,0 , d
1) //
d2

(EN ;1∗,0 , d
1) //
d2

(E+,N ;1∗,0 , d
1) //
d2

0
0 // (E−,N ;1∗−2,1 ,−d
1) // (EN ;1∗−2,1,−d
1) // (E+,N ;1∗−2,1 ,−d
1) // 0
(5.12)
We claim that the commutative diagram (1.7) in the statement is obtained
by applying Lemma 5.7 to (5.12). This follows from the following three obser-
vations. Firstly, the cone C(d2) is canonically identified with (C, d), respectively
(C±, d), so that its homology is H∗(BC
N
∗ (H), d), resp. H∗(BC
±,N
∗ (H), d). Sec-
ondly, the homology of (EN ;1∗,i , d
1), i = 0, 1 is isomorphic to SHS
1,N
∗ (H), and
the homology of (E±,N ;1∗,i , d
1), i = 0, 1 is isomorphic to SH±,S
1,N
∗ (H). Thirdly,
Lemma 5.8 shows that, via the above identifications with the cone C(d2), the
Gysin exact sequences obtained from the spectral sequences EN ;r∗,∗ and E
±,N ;r
∗,∗
coincide with the homological long exact sequences of the corresponding cone
constructions.
Passing to the direct limit on H ∈ H′S
1
N,reg and N → ∞ we obtain the
commutative diagram (1.7).
Remark 5.10. Denoting the maps in the Gysin exact sequence by
. . . // SH∗(W )
E // SHS
1
∗ (W )
D // SHS
1
∗−2(W )
M // SH∗−1(W ) // . . .
we defined in the Introduction the Batalin-Vilkovisky (BV) operator
∆ := M ◦ E : SH∗(W )→ SH∗+1(W ).
The interpretation given by Lemma 5.8 of the Gysin exact sequence as the
long exact sequence of the cone C∗ := C(d2) allows us to give the following
description of ∆ at chain level. We identify C∗ = BC
N
∗ (H, {fp}, J, g) with
SCS
1
∗−1 ⊕ SC
S1
∗ := SC
S1,N
∗−1 (H, J, g)⊕ SC
S1,N
∗ (H, J, g) via
mp 7−→ (Sp, 0), Mp 7−→ (0, Sp).
Via this identification, the map ∆ is induced by the chain map ∆¯ : C∗ → C∗+1
given by
∆¯ : SCS
1
∗−1 ⊕ SC
S1
∗ −→ SC
S1
∗ ⊕ SC
S1
∗+1,
(Sp, Sq) 7−→ (Sq, 0).
Indeed, the short exact sequence of the cone C(d2) = SCS
1
∗−1 ⊕ SC
S1
∗ writes
0→ SCS
1
∗−1
i
→ SCS
1
∗−1 ⊕ SC
S1
∗
p
→ SCS
1
∗ → 0.
The maps i and p are the canonical inclusion and projection. The connecting
homomorphism in the homological long exact sequence is the map D, so that
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the maps i and p induceM and E respectively. Hence the composition ∆¯ = i◦p
induces ∆ = M ◦ E. We refer to [8] for a description of the BV-operator from
a different perspective.
5.3 Filtered continuation maps for parametrized symplec-
tic homology
Let Hs, s ∈ R be a smooth increasing homotopy from H− ∈ HS
1
N,reg to H+ ∈
HS
1
N,reg, such that Hs ≡ H− for s << 0 and Hs ≡ H+ for s >> 0. Let
(J±, g±) ∈ J S
1
N,reg(H±) and (Js, gs), s ∈ R a regular smooth homotopy in J
S1
N
from (J−, g−) to (J+, g+), which is constant near ±∞. Given p ∈ P(H−) and
p ∈ P(H+), we define the moduli space of s-dependent S1-equivariant
Floer trajectories M(Sp, Sp;Hs, Js, gs) to consist of pairs (u, λ) with
u : R× S1 → Ŵ , λ : R→ S2N+1
satisfying
∂su+ J
θ
s,λ(s)∂θu− J
θ
s,λ(s)X
θ
Hs,λ(s)
(u) = 0, (5.13)
λ˙(s)−
∫
S1
~∇λHs(θ, u(s, θ), λ(s))dθ = 0, (5.14)
and
lim
s→−∞
(u(s, ·), λ(s)) ∈ Sp, lim
s→+∞
(u(s, ·), λ(s)) ∈ Sp. (5.15)
Due to the s-dependence, the additive group R does not act on the moduli space
M(Sp, Sp;Hs, Js, gs). Recall that, for each p = (γ, λ) ∈ P(H±), we have chosen
a cylinder σp : [0, 1] × S
1 → Ŵ such that σp(0, ·) = l[γ] and σp(1, ·) = γ. We
define σp(s, θ) := σp(1− s, θ). We define
MA(Sp, Sp;Hs, Js, gs) ⊂M(Sp, Sp;Hs, Js, gs)
to consist of trajectories (u, λ) such that [σp#u#σp] = A ∈ H2(Ŵ ;Z). It follows
from Proposition 4.4 that
dim MA(Sp, Sp;Hs, Js, gs) = −µ(p) + µ(p) + 2〈c1(TŴ ), A〉+ 1. (5.16)
For each S1-orbit of critical points Sp ⊂ P(H±) we choose a perfect Morse
function f±p : Sp → R. We denote by mp, Mp the minimum, respectively the
maximum of f±p . Given p ∈ P(H−), p ∈ P(H+), Qp ∈ Crit(f
−
p ), Qp ∈ Crit(f
+
p ),
A ∈ H2(W ;Z), and m± ≥ 0, we denote by
MAm−,m+(Qp, Qp;Hs, {f
±
p }, Js, gs)
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the union for p−1 , . . . , p
−
m−
∈ P(H−), p
+
1 , . . . , p
+
m+
∈ P(H+), and A
−
1 + · · · +
A−m− +A
0 +A+1 + · · ·+A
+
m+
= A of the fibered products
Wu(Qp)×ev (M
A−1 (Sp , Sp−1
;H−, J−, g−)×R
+)
ϕ
f
−
p
−
1
◦ev×ev . . . ϕ
f
−
p
−
m−−1
◦ev×ev (M
A−m− (Sp−m−−1
, Sp−m−
;H−, J−, g−)×R
+)
ϕ
f
−
p
−
m−
◦ev×ev(M
A0(Sp−m−
, Sp+1
;Hs, Js, gs)×R
+)
ϕ
f
+
p
+
1
◦ev×ev (M
A+1 (Sp+1
, Sp+2
;H+, J+, g+)×R
+)
ϕ
f
+
p
+
2
◦ev×ev . . .ϕ
f
+
p
+
m+
◦ev×evM
A+m+ (Sp+m+
,Sp)ev×W
s(Qp).
It follows from [4, Lemma 3.6] that, for a generic choice of the collection of
Morse functions {f±p }, the previous fibered product is a smooth manifold of
dimension
dim MAm−,m+(Qp, Qp;Hs, {f
±
p }, Js, gs)
= −µ(p) + indf−
p
(Qp) + µ(p)− indf+p (Qp) + 2〈c1(TŴ ), A〉.
We denote
MA(Qp, Qp;Hs, {f
±
p }, Js, gs) :=
⋃
m±≥0
MAm−,m+(Qp, Qp;Hs, {f
±
p }, Js, gs).
Whenever dim MA(Qp, Qp;Hs, {f
±
p }, Js, gs) = 0, we can associate a sign ε(u)
to each of its elements via the choice of coherent orientations and the fibered
sum rule [4, Section 4.4]. We define the continuation morphism
σH+,H− : BC
a,N
∗ (H−)→ BC
a,N
∗ (H+)
by
σH+,H−(Qp) :=
∑
p∈Pa(H+),Qp∈Crit(f
+
p )
|Qp|−|Qp e
A|=0
∑
u∈MA(Qp,Qp;Hs,{f
±
γ },Js,gs)
ǫ(u)Qp e
A,
for all p ∈ P(H−) and Qp ∈ Crit(f
−
p ). In order to emphasize the homotopy
used to define σH+,H− , we shall sometimes write σ
Hs
H+,H−
.
Proof of Lemma 5.6. That the map σH+,H− is a chain morphism satisfying
σH+,H− ◦ d = d ◦ σH+,H− follows from a straightforward generalization of the
Correspondence Theorem 3.7 in [4]. Via the identification of the parametrized
Morse-Bott complexes with the Floer complexes of suitable perturbations of
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the Hamiltonians H±, the morphism σH+,H− corresponds to the continuation
morphism induced by an increasing homotopy of Hamiltonians.
That σH+,H− preserves the filtration follows from the fact that each of
the moduli spaces MA
0
(Sp−m−
, Sp+1
;Hs, Js, gs), M
A−j (Sp−i−1
, Sp−i
;H−, J−, g−),
1 ≤ i ≤ m− and MA
+
i (Sp+i
, Sp+i+1
;H+, J+, g+), 1 ≤ i ≤ m+ carries a free
S1-action (we denote p−0 = p, p
+
m++1
= p). In case they are nonempty, their
dimension is therefore at least 1. It then follows from the dimension formu-
las (5.16) and (4.11) that |p| − |peA| = −µ(p) + µ(p) + 2〈c1(TŴ ), A〉 ≥ 0.
For the next statement it is useful to introduce the following algebraic con-
cept. Let (C∗, dC) and (D∗, dD) be differential complexes endowed with increas-
ing filtrations FℓC∗, FℓD∗, ℓ ∈ Z. A map K : C∗ → D∗ is said to be of order
k ≥ 0 if K(FℓC∗) ⊂ Fℓ+kD∗ (we allow K to shift the grading). This definition
is relevant in the following context. Assume f, g : C∗ → D∗ are filtration pre-
serving chain maps such that f − g = dD ◦K + K ◦ dC for a chain homotopy
K : C∗ → D∗+1 of order k ≥ 0. Then the maps fr, gr, r ≥ 0 induced on the as-
sociated spectral sequences are homotopic for r = k, and coincide for r > k [21,
Exercise 3.8, p.87].
Proposition 5.11. Let H− ≤ H+ be Hamiltonians in HS
1
N,reg and H
0
s , H
1
s ∈
HS
1
N , s ∈ R be generic smooth increasing homotopies from H− to H+, which
are constant near ±∞. Let (J±, g±) ∈ J S
1
N,reg(H±) and (J
0
s , g
0
s), (J
1
s , g
1
s) be
two generic smooth homotopies in J S
1
N from (J−, g−) to (J+, g+), which are
constant near ±∞. A generic homotopy of homotopies (Hρs , J
ρ
s , g
ρ
s ), ρ ∈ [0, 1]
induces a map K : BCa,N∗ (H−)→ BC
a,N
∗+1(H+) of order 1 such that
σ
H1s
H+,H−
− σ
H0s
H+,H−
= d ◦K +K ◦ d.
Proof. Given p ∈ P(H−), p ∈ P(H+), Qp ∈ Crit(f
−
p ), Qp ∈ Crit(f
+
p ), and
A ∈ H2(W ;Z) such that
|Qp| − |Qpe
A| = 0,
we define
MA :=
⋃
ρ∈[0,1]
MA(Qp, Qp;H
ρ
s , {f
±
p }, J
ρ
s , g
ρ
s ).
For a generic choice of the triple (Hρs , J
ρ
s , g
ρ
s ), ρ ∈ [0, 1], the space M
A is a
smooth 1-dimensional manifold. Its boundary splits as
∂MA = ∂0MA ∪ ∂1MA ∪ ∂intMA.
Here ∂iMA =MA(Qp, Qp;His, {f
±
p }, J
i
s, g
i
s), i = 0, 1 and ∂
intMA corresponds
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to degeneracies at some point ρ ∈]0, 1[, namely
∂intMA
=
⋃
ρ∈]0,1[
MB(Qp, Qp− ;H−, {f
−
p }, J−, g−)×M
A−B(Qp− , Qp;H
ρ
s , {f
±
p }, J
ρ
s , g
ρ
s )
∪
⋃
ρ∈]0,1[
MA−B(Qp, Qp+ ;H
ρ
s , {f
±
p }, J
ρ
s , g
ρ
s )×M
B(Qp+ , Qp;H+, {f
+
p }, J+, g+).
Here the union is taken over B ∈ H2(W ;Z), p± ∈ P(H±), Qp± ∈ Crit(f
±
p±
) such
that |Qp− | − |Qpe
A−B| = −1 and |Qp| − |Qp+e
A−B| = −1. For a generic choice
of the triple (Hρs , J
ρ
s , g
ρ
s ), ρ ∈ [0, 1], there are only a finite number of values
of ρ involved in the above union. The elements of ∂intMA correspond to the
breaking of a gradient trajectory involved in one of the fiber products defining
MA(Qp, Qp;H
ρ
s , {f
±
p }, J
ρ
s , g
ρ
s ), as ρ converges to some ρ0 ∈]0, 1[. There are yet
two other types of degeneracy inMA, which compensate each other: the length
of a gradient trajectory in a fibered product as above can shrink to zero, or a
Floer trajectory can break at a point Q ∈ Sp \ Crit(f±p ), for some p ∈ P(H±).
We define K : BCa,N∗ (H−)→ BC
a,N
∗+1(H+) by
K(Qp) =
∑
ρ∈]0,1[
∑
|Qp|−|QpeA|=−1
∑
u∈MA(Qp,Qp;H
ρ
s ,{f
±
p },J
ρ
s ,g
ρ
s )
ε(u)Qpe
A.
The above description of ∂MA shows that we have indeed σ
H1s
H+,H−
− σ
H0s
H+,H−
=
d ◦K +K ◦ d. That the chain homotopy K is of order 1 means that it satisfies
K(FℓB
a,N
∗ (H−)) ⊂ Fℓ+1B
a,N
∗+1(H+). This follows from the fact that each family
of moduli spaces
⋃
ρ∈]0,1[M
A0(Qp− , Qp+ ;H
ρ
s , {f
±
p }, J
ρ
s , g
ρ
s ) carries a free S
1-
action. In case it is nonempty, its dimension must therefore be at least 1.
On the other hand, it follows from (5.16) that this dimension is equal to |p−| −
|p+e
A0 |+2, so that |p−|−|p+e
A0 | ≥ −1. A similar argument shows that, for the
moduli spacesMA
±
(Qp±0
, Qp±1
;H±, {f
±
p }, J±, g±) appearing in the definition of
K, we must have |p±0 | − |p
±
1 e
A± | ≥ 0. Thus, for the fibered products appearing
in the definition of K we have |p| − |peA| ≥ −1.
Proposition 5.12. Let H0 ≤ H1 ≤ H2 be three Hamiltonians in HS
1
N,reg,
and let H01s , H
12
s ∈ H
S1
N , s ∈ R be two generic smooth increasing homotopies
from H0 to H1, respectively from H1 to H2, which are constant near ±∞. Let
(Ji, gi) ∈ J S
1
N,reg(Hi), i = 0, 1, 2 and (J
01
s , g
01
s ), (J
12
s , g
12
s ) be two generic smooth
homotopies in J S
1
N from (J0, g0) to (J1, g1), respectively from (J1, g1) to (J2, g2),
which are constant near ±∞. For R > 0 sufficiently large we denote
H02,Rs :=
{
H01s+R, s ≤ 0,
H12s−R, s ≥ 0.
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We define the homotopies J02,Rs , g
02,R
s in a similar way. There exists a map
K : BCa,N∗ (H0)→ BC
a,N
∗+1(H2) of order 1 such that
σ
H12s
H2,H1
◦ σ
H01s
H1,H0
− σ
H02,Rs
H2,H0
= d ◦K +K ◦ d.
Proof. Let {f ip}, i = 0, 1, 2 be three generic collections of perfect Morse functions
on Sp, for p ∈ P(Hi) respectively. Given p ∈ P(H0), p ∈ P(H2), Qp ∈ Crit(f0p ),
Qp ∈ Crit(f2p ), A ∈ H2(W ;Z) such that |Qp|− |Qpe
A| = 0, we define for R0 > 0
sufficiently large the family of moduli spaces
MA1 :=
⋃
R≥R0
MA(Qp, Qp;H
02,R
s , {f
0
p , f
2
p}, J
02,R
s , g
02,R
s ).
For a generic choice of the homotopies, this is a smooth 1-dimensional manifold.
Its boundary splits as
∂MA1 = ∂
R0MA1 ∪ ∂
∞MA1 ∪ ∂
intMA1 .
Here ∂R0MA1 =M
A(Qp, Qp;H
02,R0
s , {f
0
p , f
2
p}, J
02,R0
s , g
02,R0
s ). We now describe
∂∞MA1 , which corresponds to degenerations as R →∞. Let p ∈ P(H1), m0 ≥
0, B ∈ H2(W ;Z), and define MBm0(Qp, Sp;H
01
s , {f
0
p}, J
01
s , g
01
s ) as the union for
p01, . . . , p
0
m0
∈ P(H0) and A01 + · · ·+A
0
m0
+A01 = B of the fibered products
Wu(Qp)×ev (M
A01(Sp , Sp01 ;H0, J0, g0)×R
+)
ϕ
f0
p0
1
◦ev×ev . . . ϕ
f0
p0
m0−1
◦ev×ev (M
A0m0 (Sp0m0−1
, Sp0m0
;H0, J0, g0)×R
+)
ϕ
f0
p0m0
◦ev×evM
A01(Sp0m0
, Sp;H
01
s , J
01
s , g
01
s ).
We define MB(Qp, Sp;H01s , {f
0
p}, J
01
s , g
01
s ) as the union over m0 ≥ 0 of the
moduli spaces MBm0(Qp, Sp;H
01
s , {f
0
p}, J
01
s , g
01
s ). This is a smooth manifold of
dimension
dim MB(Qp, Sp;H
01
s , {f
0
p}, J
01
s , g
01
s ) = |Qp| − |pe
B|.
Given p ∈ P(H1), m2 ≥ 0, B ∈ H2(W ;Z), we define the moduli space
MBm2(Sp, Qp;H
12
s , {f
2
p}, J
12
s , g
12
s )
as the union for p21, . . . , p
2
m2
∈ P(H2) and A12 + A21 + · · · + A
2
m2
= B of the
fibered products
(MA
12
(Sp, Sp21 ;H
12
s , J
12
s , g
12
s )×R
+)
ϕ
f2
p21
◦ev×ev (M
A21(Sp21 , Sp22 ;H2, J2, g2)×R
+)
ϕ
f2
p22
◦ev×ev . . . ϕ
f2
p2m2
◦ev×ev M
A2m2 (Sp2m2
,Sp)ev×W
s(Qp).
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We define MB(Sp, Qp;H12s , {f
2
p}, J
12
s , g
12
s ) as the union over m2 ≥ 0 of the
moduli spaces MBm2(Sp, Qp;H
12
s , {f
2
p}, J
12
s , g
12
s ). This is a smooth manifold of
dimension
dim MB(Sp, Qp;H
12
s , {f
2
p}, J
12
s , g
12
s ) = |p| − |Qpe
B|+ 1.
The boundary ∂∞MA1 is then equal to⋃
p∈P(H1)
B0+B2=A
MB0(Qp, Sp;H
01
s , {f
0
p}, J
01
s , g
01
s )ev×evM
B2(Sp, Qp;H
12
s , {f
2
p}, J
12
s , g
12
s ).
The boundary ∂intMA1 corresponds to degeneracies at a point R ∈]R0,∞[,
namely
∂intMA1
=
⋃
R>R0
MB0(Qp, Qp0 ;H0, {f
0
p}, J0, g0)×M
B2(Qp0 , Qp;H
02,R
s , {f
i
p}, J
02,R
s , g
02,R
s )
∪
⋃
R>R0
MB0(Qp, Qp2 ;H
02,R
s , {f
i
p}, J
02,R
s , g
02,R
s )×M
B2(Qp2 , Qp;H2, {f
2
p}, J2, g2).
Here we used the shortcut notation {f ip} = {f
0
p , f
2
p}, and the union is taken
over B0 + B2 = A, pi ∈ P(Hi), Qpi ∈ Crit(f
i
pi
), i = 0, 2, such that |Qp0 | −
|QpeA−B| = −1 and |Qp| − |Qp2e
A−B| = −1. For a generic choice of the
triple (H02,Rs , J
02,R
s , g
02,R
s ), R ≥ R0, there are only a finite number of values
of R involved in the above union. The elements of ∂intMA1 correspond to the
breaking of a gradient trajectory involved in one of the fiber products defin-
ing MA(Qp, Qp;H
02,R
s , {f
0
p , f
2
p}, J
02,R
s , g
02,R
s ), as R converges to some Rint ∈
]R0,∞[. There are yet two other types of degeneracy in MA1 , which compen-
sate each other: the length of a gradient trajectory in a fibered product as above
can shrink to zero, or a Floer trajectory can break at a point Q ∈ Sp \Crit(f ip),
for some p ∈ P(Hi), i = 0, 2. We define a map K1 : BC
a,N
∗ (H0)→ BC
a,N
∗+1(H2)
by
K1(Qp) =
∑
R>R0
∑
|Qp|−|QpeA|=−1
∑
u∈MA(Qp,Qp;H
02,R
s ,{f0p ,f
2
p},J
02,R
s ,g
02,R
s )
ε(u)Qpe
A.
The same argument as in the proof of Proposition 5.11 shows that K1 is of
order 1. The previous description of ∂MA1 can be summarized by saying that
d ◦K1 + K1 ◦ d + σ
H02,R0s
H2,H0
is equal to the chain map obtained by the count of
elements in ∂∞MA1 .
We now exhibit another 1-dimensional moduli space whose boundary con-
tains ∂∞MA1 . Given p ∈ P(H0), p ∈ P(H2), Qp ∈ Crit(f
0
p ), Qp ∈ Crit(f
2
p ),
A ∈ H2(W ;Z), and m0,m1,m2 ≥ 0, we denote by
MAm0,m1,m2(Qp, Qp;H
ij
s , {f
k
p }, J
ij
s , g
ij
s )
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the union for p01, . . . , p
0
m0
∈ P(H0), p11, . . . , p
1
m1+1 ∈ P(H1), p
2
1, . . . , p
2
m2
∈
P(H2), and A01+ · · ·+A
0
m0
+A01+A11+ · · ·+A
1
m1
+A12+A21+ · · ·+A
2
m2
= A
of the fibered products
Wu(Qp)×ev (M
A01(Sp , Sp01 ;H0, J0, g0)×R
+)
ϕ
f0
p0
1
◦ev×ev . . . ϕ
f0
p0
m0−1
◦ev×ev (M
A0m0 (Sp0m0−1
, Sp0m0
;H0, J0, g0)×R
+)
ϕ
f0
p0m0
◦ev×ev(M
A01(Sp0m0
, Sp11 ;H
01
s , J
01
s , g
01
s )×R
+)
ϕ
f1
p1
1
◦ev×ev (M
A11(Sp11 , Sp11 ;H1, J1, g1)×R
+)
ϕ
f1
p1
1
◦ev×ev . . . ϕ
f1
p1m1
◦ev×ev (M
A1m1 (Sp1m1
, Sp1m1+1
;H1, J1, g1)×R
+)
ϕ
f1
p1
m1+1
◦ev ×ev (M
A12(Sp1m1+1
, Sp21 ;H
12
s , J
12
s , g
12
s )×R
+)
ϕ
f2
p2
1
◦ev×ev (M
A21(Sp21 , Sp22 ;H2, J2, g2)×R
+)
ϕ
f2
p2
2
◦ev×ev . . . ϕ
f2
p2m2
◦ev×ev M
A2m2 (Sp2m2
,Sp)ev×W
s(Qp).
In the above notation we abridged Hijs = {H
01
s , H
12
s } (similarly for J
ij
s , g
ij
s )
and {fkp } = {f
0
p , f
1
p , f
2
p}. We denote M
A
2 := M
A(Qp, Qp;H
ij
s , {f
k
p }, J
ij
s , g
ij
s )
the union over mk ≥ 0, k = 0, 1, 2 of the previously defined moduli spaces
MAm0,m1,m2(Qp, Qp;H
ij
s , {f
k
p }, J
ij
s , g
ij
s ). This is a smooth manifold of dimension
|Qp| − |QpeA| + 1. In the case |Qp| − |QpeA| = 0 that we are considering, MA2
is a smooth 1-dimensional manifold whose boundary splits as
∂MA2 = ∂
0MA2 ∪ ∂
∞,0MA2 ∪ ∂
∞,1MA2 ∪ ∂
∞,2MA2 .
Here ∂0MA2 corresponds to m0 = 0 and the length of the gradient trajectory
running between the endpoints of the two s-dependent Floer trajectories being
equal to 0. Thus ∂0MA2 = ∂
∞MA1 . The elements of ∂
∞,kMA2 , k = 0, 1, 2
correspond to the breaking of a gradient trajectory of fkp appearing in the fibered
product which defines MA2 , for some p ∈ P(Hk). Thus we have
∂∞,1MA2
=
⋃
p∈P(H1)
Qp∈Crit(f
1
p )
B01+B12=A
MB
01
(Qp, Qp;H
01
s , {f
i
p}, J
01
s , g
01
s )×M
B12(Qp, Qp;H
12
s , {f
j
p}, J
12
s , g
12
s ).
Here we abridged {f ip} = {f
0
p , f
1
p} and {f
j
p} = {f
1
p , f
2
p}. Similarly, we have
∂∞,0MA2
=
⋃
p∈P(H0)
Qp∈Crit(f
0
p )
B0+B02=A
MB0(Qp, Qp;H0, {f
0
p}, J0, g0)×M
B02(Qp, Qp;H
ij
s , {f
k
p }, J
ij
s , g
ij
s )
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with |Qp| − |QpeB
02
| = −1, and
∂∞,1MA2
=
⋃
p∈P(H2)
Qp∈Crit(f
2
p )
B02+B2=A
MB
02
(Qp, Qp;H
ij
s , {f
k
p }, J
ij
s , g
ij
s )×M
B2(Qp, Qp;H2, {f
2
p}, J2, g2)
with |Qp| − |Qpe
B02 | = −1. We define K2 : BC
a,N
∗ (H0)→ BC
a,N
∗+1(H2) by
K2(Qp) =
∑
p∈P(H2)
B02∈H2(W ;Z)
|Qp|−|Qpe
B02 |=−1
∑
u∈MB02 (Qp,Qp;H
ij
s ,{fkp },J
ij
s ,g
ij
s )
ε(u)Qpe
B02 .
The same argument as in the proof of Proposition 5.11 shows that K2 is of order
1. The previous description of ∂MA2 shows that the chain map determined by
the count of elements in ∂0MA2 is equal to σ
H12s
H2,H1
◦ σ
H01s
H1,H0
− d ◦K2 −K2 ◦ d.
Since ∂0MA2 = ∂
∞MA1 , we obtain the conclusion of the Proposition by setting
K := K1 +K2.
Proof of Proposition 4.7. We consider a generic homotopy (J12s , g
12
s ), s ∈ R in-
side J S
1
N from (J1, g1) to (J2, g2), which is constant near±∞. Then (J
21
s , g
21
s ) :=
(J12−s, g
12
−s) is a homotopy from (J2, g2) to (J1, g1). These determine filtered chain
maps σ21 : BC
a,N
∗ (H, J1, g1)→ BC
a,N
∗ (H, J2, g2) and σ12 : BC
a,N
∗ (H, J2, g2)→
BCa,N∗ (H, J1, g1). By Proposition 5.12, the composition σ21◦σ12 is homotopic to
the filtered chain map σ22 : BC
a,N
∗ (H, J2, g2) → BC
a,N
∗ (H, J2, g2) determined
by the concatenation (J21s #RJ
12
s , g
21
s #Rg
12
s ) for R > 0 large enough. The latter
is homotopic to the identity by Proposition 5.11.
Since all the homotopies involved are of order 1, we obtain that σ21 ◦ σ12
induces on the first pageEa,N ;1∗,∗ (H, J2, g2) of the corresponding spectral sequence
a chain morphism which is homotopic to the identity. The induced morphism
on the second page Ea,N ;2∗,∗ (H, J2, g2) is therefore the identity. Similarly, σ12◦σ21
induces the identity on the second page Ea,N ;2∗,∗ (H, J1, g1).
Thus the induced morphism σ21 : E
a,N ;2
∗,∗ (H, J1, g1) → E
a,N ;1
∗,∗ (H, J2, g2) is
an isomorphism. Since σ21 preserves both the degree and the filtration, it fol-
lows that σ21(E
a,N ;2
∗,1 (H, J1, g1)) = E
a,N ;1
∗,∗ (H, J2, g2). Since E
a,N ;2
∗,1 (H, Ji, gi) ≃
SHa,S
1,N
∗+1 (H, Ji, gi), i = 1, 2, we obtain the desired isomorphism. The fact that
it does not depend on the choice of homotopy (J12s , g
12
s ) is a consequence of
Proposition 5.11.
Remark 5.13. The isomorphism
SHa,S
1,N
∗ (H, J1, g1)
≃
→ SHa,S
1,N
∗ (H, J2, g2)
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constructed in the proof of Proposition 4.7 is induced by the chain map
SCa,S
1,N
∗ (H, J1, g1)→ SC
a,S1,N
∗ (H, J2, g2)
given by the count of the elements of the 0-dimensional moduli spaces
MAS1(Sp, Sp;H, J
12
s , g
12
s ) :=M
A(Sp, Sp;H, J
12
s , g
12
s )/S
1.
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