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We review here Maximum Caliber (Max Cal), a general variational principle for inferring distributions of
paths in dynamical processes and networks. Max Cal is to dynamical trajectories what the principle of
Maximum Entropy (Max Ent) is to equilibrium states or stationary populations. In Max Cal, you maximize
a path entropy over all possible pathways, subject to dynamical constraints, in order to predict relative path
weights. Many well-known relationships of Non-Equilibrium Statistical Physics – such as the Green-Kubo
fluctuation-dissipation relations, Onsager’s reciprocal relations, and Prigogine’s Minimum Entropy Production
– are limited to near-equilibrium processes. Max Cal is more general. While it can readily derive these results
under those limits, Max Cal is also applicable far from equilibrium. We give recent examples of MaxCal as
a method of inference about trajectory distributions from limited data, finding reaction coordinates in bio-
molecular simulations, and modeling the complex dynamics of non-thermal systems such as gene regulatory
networks or the collective firing of neurons. We also survey its basis in principle, and some limitations.
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I. INTRODUCTION: NON-EQUILIBRIUM
STATISTICAL PHYSICS: HISTORY AND BACKGROUND
We review here Maximum Caliber (Max Cal), a prin-
ciple for inferring stochastic dynamics. As an example of
the problems being considered, consider vehicular traf-
fic along a network of roads. Suppose you know only a
few average rates, such as the average number of cars
traveling from Chicago to New York per year. MaxCal
gives a way to use that limited information to estimate
probabilities of all possible flows along individual roads.
As a principle, Max Cal resembles that of Maximum En-
tropy (Max Ent) used in equilibrium statistical mechan-
ics for predicting the properties of materials, and also
for inferring probabilities, in general, of states based on
incomplete information, often used in model building.
There has long been interest in establishing a varia-
tional principle for interpreting the statistical properties
of dynamical systems1–4. Just as equilibrium statistical
mechanics was formulated around a variational principle
of entropy, a seemingly natural approach for nonequilib-
rium systems was to formulate corresponding variational
principles of entropy production or dissipation. The most
successful of these – such as Prigogine’s principle of min-
imum entropy production5 and Onsager’s principle of
least dissipation6 – are limited to near-equilibrium pro-
cesses. For example, the minimum entropy production
principle (Min EPP) states that the stationary state dis-
tribution of a system interacting with multiple baths is
the one that minimizes the total entropy production7.
These near-equilibrium principles provide the quantita-
tive underpinnings for continuum theories of flows of
heat, particles, electrical currents and other conserved
quantities. This constitutes today’s field of nonequilib-
rium thermodynamics, as it is now expressed in standard
textbooks8. However, ‘closeness to equilibrium’ is often
not well defined. Consequently, the range of application
of the theoretical development to model experiments is
unclear.
Efforts to generalize these near-equilibrium principles
to far-from-equilibrium situations have been largely un-
successful. Nor has there been any effort to develop
a probabilistic formalism going beyond properties of
mean flows described by these near-equilibrium princi-
ples. However, starting in 1990s, there has been tremen-
dous success in identifying principles in the form of fluc-
tuation theorems (FT). Briefly, fluctuation theorems re-
late the ratio of probability of observing a given tra-
jectory (say Γ) and its time-reversed counterpart Γ′ to
a dissipation-based quantity, such as the total entropy
production during the trajectory9–16. The Crooks’ FT17
and its corollary the Jarzynski relation18 are notable in
that they pertain to work distributions. These relation-
ships have extensive practical use, for example in con-
structing free energy profiles in single molecule pulling
experiments19 and in clarifying the relationship between
thermodynamics and information20–22. Good reviews of
these relationships are given in Refs.23,24.
The question we address in this review is whether there
exists a variational principle for predicting distributions
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2in dynamical processes, as a counterpart to the princi-
ple of maximum entropy for predicting distributions in
equilibrium situations. We suggest that Maximum Cal-
iber (Max Cal) can be such a variational principle for
dynamics, although much remains to be done.
II. VARIATIONAL PRINCIPLES PREDICT
PROBABILITY DISTRIBUTIONS IN STATISTICAL
PHYSICS
A. The Boltzmann Distribution for equilibria as an
application of Max Ent
The Second Law of Thermodynamics predicts that
matter tends to alter its degrees of freedom to reach the
maximum of entropy at equilibrium. The Second Law
applies on the macroscale to explain how heat exchanges
from hot to cold bodies, particles diffuse from crowded
to low-density regions, or pressures tend to equalize. On
the microscale, the Second Law takes a statistical form,
as first recognized by Maxwell and Boltzmann.
Specifically, it was argued that the most probable prob-
ability distribution of a system at equilibrium is the one
that maximizes the entropy. This microscopic variational
principle proposed by Boltzmann was later generalized by
Gibbs. Briefly, the probability distribution {pi} over mi-
croscopic states {i} of a macroscopic system, say in ther-
modynamic equilibrium with a surrounding heat bath,
can be obtained by maximizing the entropy S,
S = −
∑
i
pi log pi (1)
over {pi}, subject to a constraint of average energy∑
i
piEi = E¯ (2)
where Ei is the energy of microscopic state i, E¯ is the
average energy of the system, and kBT are Boltzmann’s
constant and temperature and that probabilities are nor-
malized quantities ∑
i
pi = 1. (3)
The resulting Gibbs-Boltzmann distribution after maxi-
mizing the entropy is
p∗i ∝ e−Ei/kBT , (4)
where p∗i are the probabilities that satisfy these condi-
tions. The Gibbs-Boltzmann distribution is at the heart
of equilibrium statistical physics textbooks. In short,
given a model for the energies, Ei of a system, and
given a measured value of the first moment of the energy
〈E〉 = kBT (which in this case means a known value
of the temperature T ), Eqn. 4 predicts the probability
distribution over the states i = 1, 2, 3, . . ..
B. Maximum Caliber: A variational principle for
dynamical systems
As shown above, Max Ent appears as a principle of
thermal material equilibrium. However, as noted later
in this review, Maximum Entropy is a rather more gen-
eral principle of inference and model-making about any
types of probability distributions. It is not restricted
to predictions of thermodynamics, materials, or equilib-
rium. In particular, as noted below, it can also be used in
dynamical modeling to infer distributions of path proba-
bilities. When used in dynamics, it has been called maxi-
mum caliber (Max Cal)25. Max Cal is a trajectory-based
method of dynamics26–33. It seeks the probabilities of
paths or trajectories of individual particles, molecules or
agents. In short, the idea is to find the path distribu-
tion that maximizes a path entropy, subject to imposed
constraints.
Consider a system whose coordinates are collectively
described by the variable σ. For simplicity, we assume
that the system evolves in a discrete-time and discrete-
state fashion. Let {Γ} be the set of all possible trajec-
tories, individually given by Γ = {σTi , σTi+1, . . . , σTf },
that the system can take between time points Ti and Tf .
Finally, let pΓ be the probability distribution defined over
the ensemble {Γ} of paths.
Let F (Γ) be a functional defined on the space of paths.
Examples of F include the total flux of mass/heat carried
by the path, the average dissipation along the path, or the
average energy along the path. Analogous to the equilib-
rium problem, imagine a situation where we want to infer
the distribution pΓ over the paths while constraining the
average
〈F 〉 =
∑
Γ
pΓF (Γ). (5)
Note that there are potentially infinitely many proba-
bility distributions pΓ that are consistent with such con-
straints. Analogous to the equilibrium situation, we max-
imize the entropy
S = −
∑
Γ
pΓ log
pΓ
qΓ
(6)
now defined as a distribution over paths, subject to con-
straint in Eqn. 5 and normalization. Here, qΓ is some
reference/prior distribution over paths. An implicit as-
sumption in the equilibrium maximum entropy methods
is priors are the same for all micro states.
The constrained maximization problem is solved by
introducing Lagrange multipliers. We write the uncon-
strained optimization function, popularly known as the
Caliber C,
C = −
∑
Γ
pΓ log
pΓ
qΓ
− γ
(∑
Γ
pΓF (Γ)− 〈F 〉
)
+ α
(∑
Γ
pΓ − 1
)
. (7)
3In Eq. 7, γ is a Lagrange multiplier that tunes the
ensemble average 〈F 〉 and δ ensures normalization. After
maximization, we find
pΓ =
qΓe
−γF (Γ)
Z (8)
where
Z =
∑
Γ
qΓe
−γF (Γ), (9)
a sum of weights over paths, is the dynamical equivalent
of a partition function. Eqs. 8 and 9 are not particularly
useful for computations as they stand. They are rendered
practical, for example, when the value of γ is known and
related to an average flux or rate by the derivative rela-
tionship,
− ∂
∂γ
logZ = 〈F 〉. (10)
While the expressions above follow from using constraints
with no associated uncertainty (i.e. hard constraints),
Ref.30 discusses generalizations of the results of this sec-
tion to problems involving constraints with associated
uncertainty.
III. THE MAX CAL PRINCIPLE GENERATES SEVERAL
MAIN RESULTS OF NONEQUILIBRIUM STATISTICAL
PHYSICS
A. Max Cal modeling of non-equilibrium stationary
states34
First consider the flow of particles between two baths
(see Figure 1). On the right is a bath with higher density
of particles. It is connected via a small conduit (the
‘system’) to a bath on the left having a lower density of
particles. After an initial period, the system reaches a
steady state with a constant flux of particles from the
right to left baths.
When the system is macroscopic, Fick’s law of diffu-
sion describes both the initial transient dynamics as well
as the system’s steady state flux. When the number of
particles is low, there are frequent violations of the net
flux direction; particles may climb up the concentration
gradient. However, no microscopic theory exists to quan-
tify flux distributions. Here, we discuss the consequences
of inferring Max Cal distributions over trajectories by
constraining average flux quantities. Notably, the Max
Cal-inferred distribution is consistent with many results
in near-equilibrium thermodynamics of non-equilibrium
stationary states.
Consider a system with time-dependent fluxes (mass,
heat, etc.) (see Fig. 1). We want to describe the dis-
tribution pΓ over the trajectories Γ of this system. The
ensemble average flux of some quantity a (say heat or
FIG. 1. Consider a system connecting two large baths of
particles. Imagine that the density of ‘stuff’ (particles/heat)
in the two baths is different leading to a constant flow from the
right bath the the left bath. Reproduced from The Journal
of Chemical Physics 143, 051104 (2015), with the permission
of AIP Publishing.
mass) over the ensemble of trajectories at a fixed time t
is given by
Ja (t) = 〈jaΓ (t)〉 =
∑
Γ
pΓjaΓ (t) . (11)
In Eq. 11, jaΓ(t) is the flux of quantity a at time t in the
trajectory Γ.
Consider the case where we want to infer the distri-
bution pΓ over trajectories that is consistent with two
macroscopic fluxes Ja(t) and Jb(t) where a and b char-
acterize two types of fluxes such as particles and heat or
two types of particles. Potentially, there are infinitely
many distributions pΓ that are consistent with these two
constraints. We choose the one with the maximum path-
entropy (caliber). We write down the caliber
C = −
∑
Γ
pΓ log
pΓ
qΓ
+
∑
t
λa (t)
(∑
Γ
pΓjaΓ (t)− Ja (t)
)
+
∑
t
λb (t)
(∑
Γ
pΓjbΓ (t)− Jb (t)
)
+ α
(∑
Γ
pΓ − 1
)
.
(12)
In Eq. 12, λa(t) and λb(t) are time dependent Lagrange
multipliers enforcing the constraint regarding known
fluxes. Maximizing the Caliber gives:
pΓ =
qΓ
Z
exp [λa (t) jaΓ (t) + λb (t) jbΓ (t)] (13)
Z =
∑
Γ
qΓ exp [λa (t) jaΓ (t) + λb (t) jbΓ (t)] . (14)
Note that at equilibrium we have λa,b(t) = 0 ∀ t.
Observable rate quantities, which are ensemble-
averaged over pathways, can be obtained as derivatives
4of the dynamical distribution function:
∂ log Z
∂λa (t)
= Ja (t) (15)
∂2 log Z
∂λa (t) ∂λb (τ)
= 〈jaΓ (t) jbΓ (τ)〉 − 〈jaΓ (t)〉 〈jbΓ (τ)〉 .
(16)
We stress that the distribution predicted by Eq. 13
is a ‘model prediction’ based on the constraint of aver-
age fluxes. This distribution does not account for other
important physical characteristics of the system, for ex-
ample, the amount of heat dissipation. Below, we show
that this model allows us to capture many well-known
near equilibrium results. We also note its limitations.
B. The Green-Kubo relations from Max Cal
Suppose the system described above is near equilib-
rium; i.e., the fluxes are small. We expand fluxes at
some arbitrary time (say t = 0) around Lagrange multi-
pliers λ(t) = 0. That is, we expand 〈jaΓ (t)〉 = Ja (t) at
t = 0 to first order around λa (τ) , λb (τ) = 0 for all τ in
the past:
Ja (0) ≈
∑
τ
[
∂ 〈jaΓ (0)〉
∂λa (τ)
∣∣∣∣
λ=0
λa (τ) +
∂ 〈jaΓ (0)〉
∂λb (τ)
∣∣∣∣
λ=0
λb (τ)
]
(17)
At steady state, the Lagrange multiplier do not depend
on time. We have λa(t) = λa ∀ t. Thus,
Ja (0) ≈ λa
∑
τ
〈jaΓ (0) jaΓ (τ)〉|λ=0
+ λb
∑
τ
〈jaΓ (0) jbΓ (τ)〉|λ=0
(18)
In Eq. 18, the λ’s can be interpreted as the driving forces.
Moreover, the cross-correlations
∑
τ 〈jaΓ(0)jaΓ(τ)〉|λ=0
quantify ‘flux’ fluctuations at equilibrium and thus can
be identified as the transport coefficients. With this iden-
tification of terms, the result is just the Green-Kubo re-
lationship35–37.
C. Onsager’s reciprocal relations from Max Cal
Max Cal can also capture Onsager’s reciprocal rela-
tionships. Onsager considered near-equilibrium systems
in which fluxes are linearly proportional to the imposed
forces38,39:
Ja = Laaλa + Labλb (19)
Jb = Lbaλa + Lbbλb. (20)
Using Eqns. 16-18, we have
Lab =
∑
τ
∂2Z
∂λa(0)∂λb(τ)
∣∣∣∣∣
λ=0
. (21)
At the same time, we have at λ = 0 (equilibrium),∑
τ
〈jaΓ (0) jbΓ (τ)〉|λ=0 =
∑
τ
〈jaΓ (τ) jbΓ (0)〉|λ=0
=
∑
τ
∂2 log Z
∂λb (0) ∂λa (τ)
∣∣∣∣∣
λ=0
= Lba.
(22)
In Eq. 22, we have assumed that both fluxes have the
same parity under time reversal (symmetric or anti-
symmetric) and invoked microscopic reversibility of tra-
jectories at equilibrium state. As a result, we have
Lab = Lba which is exactly Onsager’s reciprocal rela-
tionship.
D. Prigogine’s Principle of Minimum Entropy Production
from Max Cal
An interpretation of Prigogine’s principle of mini-
mum entropy production is as follows. Consider a near-
equilibrium system with two coupled flows. Imagine that
one of the flows (flow of a) is driven by a force while the
flow of b is unconstrained. The flux of b at steady state
is predicted to be that which has the minimum rate of
entropy production40,41. First, we consider the standard
derivation of the principle. If S is the state entropy, the
rate dS/dt, of entropy production, in a system carrying
two fluxes Ja and Jb is given by
σ =
dS
dt
= Jaλa + Jbλb (23)
where λa and λb are driving gradients. Now, near equi-
librium, the Onsager relationships give
σ = Laaλ
2
a + 2Labλaλb + Lbbλ
2
b . (24)
The minimal entropy production rate with respect to
variations in λb is given by,
∂σ
∂λb
= 2(Labλa + Lbbλb) = 2Jb = 0, (25)
which, correspondingly also predicts that Jb = 0
42.
The same principle can also be derived from Max Cal.
First, we express the Caliber as
C = −
∑
Γ
pΓ ln
(
pΓ
qΓ
)
= lnZ −
∑
t
[λa(t)Ja(t) + λb(t)Jb(t)] . (26)
5Maximizing C with respect to λb,
∂C
∂λb(τ)
= −
∑
t
[
λa(t)
∂Ja(t)
∂λb(τ)
+ λb(t)
∂Jb(t)
∂λb(τ)
]
≈ −λaLab − λbLbb +O(λ2) = −Jb = 0.
(27)
Thus, the force-flux relationship derived using Max Cal
is the same as the entropy-production argument above.
Notably, Max Cal makes useful predictions beyond the
linear regime that can be explicitly tested. The Caliber
is maximized when∑
t
[
λa(t)
∂Ja(t)
∂λb(τ)
+ λb(t)
∂Jb(t)
∂λb(τ)
]
= 0. (28)
So, given how Ja and Jb depend on the imposed thermo-
dynamic gradients λa and λb, solving Eq. (28) gives the
gradient λb to which the system adjusts itself when it is
not constrained.
E. Max Cal gives Fick’s Law of diffusion, including the
‘few-molecule’ limit
The maximization of path entropy predicts diffusion
and the Fokker Planck equation27,43. Fick’s law expresses
that the macroscopic average rate of particle diffusion,
driven by a gradient, is:
〈J〉 = −D dc
dx
(29)
where D is the diffusion constant, 〈J〉 is the average flux
and dc/dx is the macroscopic gradient of particle concen-
tration. But, we are interested here in more microscopic
detail. What is the full rate distribution? For example,
what is the second moment of flux, 〈J2〉 − 〈J〉2? This is
a simple problem that can be solved in various ways, in-
cluding using the Boltzmann transport equation44. The
difference is that Max Cal focuses on distributions of
paths, rather than particle concentrations, and is not lim-
ited to near-equilibrium assumptions30,45,46. While we
don’t give the details here, we note that Max Cal gives
the full rate distribution, which is predicted to be Gaus-
sian, and verified experimentally (see Fig. 2) The dynam-
ical constraint that is imposed here is a hopping probabil-
ity between discretized space which is equivalent to know-
ing the value of the diffusion constant D45,46. Max Cal’s
trajectory-based approach predicts the flux distribution,
including variances, which cannot be done using Fick’s
law or the diffusion equation or Boltzmann’s transport
equation, which are based on concentrations/density.
This Max Cal modeling gave the new result that Fick’s
Law holds even for gradients down to as small as a few
molecules. Closely related is a treatment that maximizes
the path entropy while constraining the action (A) aver-
aged over all paths43. Wang has also used that approach
to derive other phenomenological laws such as Ohm’s
law and Fourier’s law of heat flow43. Earlier work27 has
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FIG. 2. Max Cal predicts the distribution of microscopic
fluxes to be Gaussian (red line). Experimental data shown
in blue circles. See46 for details. Reprinted with permission
from Effrosyni Seitaridou, Mandar M. Inamdar, Rob Phillips,
et al., Journal of Physical Chemistry B. Copyright 2007 Amer-
ican Chemical Society.
shown that path entropy maximization can be used to
derive generalized Fokker-Planck equation using first and
second moments of coordinate variables – other than ac-
tion – as constraints.
F. Markov models give the dynamics that maximize the
Caliber for particular data
Dynamics is often modeled as a Markov process, where
the probability of transition to a state depends only on
the most recent history. This is also the basis for Hidden
Markov Models widely used in data analysis. What is
the justification for the Markov assumption? It is found
that Markovian dynamics uniquely maximize the Cal-
iber, depending on the nature of the form of the mea-
sured rate data47,48. Depending on the data that is used
as constraints, the probability over paths partitions into
a product over transition probabilities depending on the
state occupied at the previous time point26,47–51. For ex-
ample if constraints are defined using average number of
transitions Ni,j between two consecutive time steps – i is
the state at some instant of time and j is the state at the
next time step – we recover traditional master equation47
and Lagrange multipliers relate to reaction rates50. This
also applies when the measured jump statistics include
multiple time steps48 or memory52.
6FIG. 3. The Max Cal approach predicts the Markovian transition rates kab over all routes between states a and b, given only
the steady-state populations at the nodes, in addition to an average global rate observable.
IV. MAX CAL INFERS DYNAMICAL DISTRIBUTIONS
FROM LIMITED INFORMATION
A. Inferring the full rate matrix of a network from its
state populations
In single-molecule experiments and simulations of
biomolecules, we may know or assume populations at the
nodes of a network, while having very limited information
on node-to-node jump dynamics. Consider a situation in
which a single biomolecule visits a set of conformations
or states {a, b, c, . . . }, including metastable states. The
limited information can include the stationary distribu-
tion {pa}, stationary state averages 〈E〉 =
∑
paEa over
nodes, or path ensemble averages 〈J〉 = ∑a,b pakabJab,
where {kab} are the the transition probabilities (or equiv-
alently, transition rates, when considering a continuous
time Markov process) between these states. Our goal is
to infer the set of transition rates {kab} from infinitely
many Markov processes that are consistent with such lim-
ited data. What then is the best Markov model that we
can infer? Recently, Dixit et al. used Max Cal to derive
a functional form of the rate constants to reproduce a
stationary distribution {pa} and dynamical path-based
constraints 〈J〉31–33 (see Fig 3). They showed that the
transition rates – satisfying detailed balance – are pro-
portional to the square root of the stationary probabil-
ity distribution kab ∝
√
pb/pa. This relationship is val-
idated on the dynamics of small peptides and genetic
networks31–33. Wan et al. used Max Cal to modify
the Markov state model describing the dynamics among
metastable states of wild type peptides to capture the ef-
fect of mutations on folding dynamics53 and Zhou et al.
used it to study the effect of protein-protein interactions
on transitions among the metastable states of proteins54.
B. Finding good reaction coordinates in molecular
simulations
When performing molecular simulations of chemical or
physical processes, it is often challenging to learn the
dominant reaction paths. These are of interest because
reaction paths are the essential coordinates which de-
fine chemical ‘mechanisms’. Many methods have been
developed to find reaction paths55. For example, meta-
dynamics is an adaptive simulation technique to explore
free energy landscapes along a few collective variables,
such as reaction coordinates. However, the challenges
are to choose good collective variables, and to identify
‘slowly changing’ collective variables that are suitable for
sampling rare events, for example, in barrier crossing.
Based on the Max Cal method of Dixit et al., Tiwary et
al. developed novel metadynamics-based algorithms for
fast identification of reaction coordinates by maximizing
timescale separation56–59. In this way, Tiwary shed light
on the molecular mechanisms orchestrating unbinding of
streptavidin from the biotin-streptavidin complex59.
C. Modeling networks that are biochemical or social
Cells in an isogenic populations often have widely fluc-
tuating protein copy numbers due to stochastic gene ex-
pression60. The noisy time profiles of protein expression
are the stochastic trajectories to which Max Cal can be
applied to infer a predictive model (see Figure 4). These
problems are ubiquitous in genetic networks and are par-
ticularly challenging when there is feedback. Feedback
often involves interactions between multiple species not
directly observable in experiments. Typically, only one or
two types of proteins can be seen – far too few compared
with the actual number of molecular actors involved.
These are examples of underdetermined problems with
7limited information. How do we infer microscopic param-
eters for these models? In normal, “forward”, modeling
in physics, a model is assumed and dynamical equations
of motion are written. Predictions are then made and
compared to the data. For the example of the toggle
switch, you could start with master equations describing
the dual-negative feedback loop and subsequently make
predictions on the basis of this model. The challenge
with this approach is that the model parameters are ei-
ther introduced in an ad hoc fashion or adjusted to fit
the data. Thus predictions are sensitive to the choice of
parameters.
By contrast, in the inverse modeling approach, the goal
is to learn a model from the data, with otherwise minimal
assumptions. In this case, using Max Cal with observed
particle-number fluctuations is sufficient to predict the
dynamics, minimizing assumptions and adjustable pa-
rameters (see Figure 4). This was demonstrated in two
synthetic gene circuits: i) in a positive feedback (PF)
circuit in which a gene auto-activates itself61 and ii) in
genetic toggle switch (TS) in which two genes repress
each other30,62. The information input was: 1) protein
synthesis; 2) protein turnover; and 3) effective coupling
between species (positive feedback in case of PF and neg-
ative feedback in case of TS; see Figure 4 for PF circuit).
The success of the method was shown using synthetic
time traces generated from known models (with seven
parameters for PF and four parameters for TS) using a
Gillespie simulation. Max Cal was found to capture the
same qualitative and quantitive information with few La-
grange multipliers. Moreover, MaxCal inferred underly-
ing rates accurately and produced an effective feedback
parameter61. The MaxCal framework works directly on
the trajectory space and is readily amenable to further
including raw trajectories that are likely to be given in
fluorescence (observed in typical experiments) instead of
particle numbers61. This approach can help analyze raw
noisy fluorescence trajectories instead of protein num-
bers.
More complex biochemical networks can also be
treated by Max Cal. For many biochemical networks
(for example bacterial chemotaxis63, mammalian growth
factor64), the network structure is known, but the indi-
vidual rate parameters are not. And, the challenge is to
infer them because data collected on only a few species
at a few experimental time points and the parameters
themselves vary substantially from cell to cell in a popu-
lation (called extrinsic variability). Dixit et al.65,66 have
developed a Max-Cal-based framework to infer proba-
bility distributions over network parameters and species
abundance trajectories in biochemical networks from ex-
perimental data. They inferred the distribution P (Θ) of
network parameters Θ of a biochemical network as well
as the distribution P [Γ(Θ)] over trajectories of species
abundances Γ(Θ) that are consistent with histograms of
experimentally measured cell-to-cell variability, for ex-
ample, by flow cytometry or immunofluorescence (see
Fig. 5). They showed that the framework can be used
to quantify extrinsic noise in both stochastic gene ex-
pression networks65 as well as in signaling networks66.
Some probability distributions are not exponential,
and have power-law tails, particularly in social and eco-
nomic systems. They include distributions of incomes,
wealth, city sizes, journal citations, terrorist attacks,
and protein-protein interactions, and others. An entropy
variational principle can be applied in some of these cases
too, but they use energy-like cost functions that are non-
extensive67,68.
V. THE FOUNDATIONS OF MAXENT AND MAXCAL:
MODEL-MAKING AND PHYSICS
What is the justification for Max Cal? Why should
populations of fluxes be computable by maximizing a
path entropy, subject to a few dynamical constraints?
And, when might it fail? We view the principle of Max
Cal as having the same foundation and justification as
other entropy variational principles, but simply applied
to pathways, rather than states. Below, we divide the
history of different justifications for this principle into 3
eras: (1) the Boltzmann-Gibbs idea (starting, late 1800’s
– )69,70 that statistics and probabilities can be leveraged
to compute macro thermo from the micro of the mechan-
ics of particle collisions, then (2) the Jaynes-Shannon idea
(starting around 1950’s – )71,72 that entropy maximiza-
tion is an informational procedure in which you aim to
‘minimize your ignorance with respect to all except what
the data tells you explicitly’, then (3) Shore-Johnson
(1980 – )73 and its interpretation 30 that entropy vari-
ation is about making self-consistent models that satisfy
the laws of probability.
A. Boltzmann and the mechanics of collisions
How can you predict the macroscopic observables of
gases and materials from the molecular properties of ma-
terials? Boltzmann and others sought answers in the me-
chanics and collisions in gases. Today’s molecular simula-
tions typically apply Newton’s equations of motion, even
for complex systems like protein molecules in water, and
then collect statistical properties. However, Boltzmann’s
great insight was that, while he could calculate, in princi-
ple, all the properties of gases, collision by collision, fully
mechanically, he realized that’s rarely ever practical or
useful.
Rather, his view was that one could capture all the
micro-details of the collisions, without computing them,
by thinking of them in probabilistic terms instead. This
is sufficient to describe equilibrium and evolution of aver-
age properties. This key insight was captured by a single
relation, S = k lnW , that harnesses ‘statistics’ as a prac-
tical approximation for computing the ‘mechanics’. This
same idea is expressed equivalently as S = −∑ pi ln pi
that holds in all different ensembles. S, on the left, is
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FIG. 4. Max Cal can be used to infer details of the underlying gene network using experimentally measured noisy gene expression
trajectory. Max Cal develops a model by maximizing the Caliber (C) constructed from the path entropy and three constraints
of production, degradation and feedback for a single gene auto activating circuit. Details of the model and methodology can
be found in61. Figure reprinted from Firman et al. (2017) with permission from Elsevier.
FIG. 5. Cell-to-cell variability in the abundance of a chemical
species measured at 3 time points t1, t2, and t3. From the
experimental data, we determine the fraction φik of cells that
populate the kth abundance bin at the ith time point by bin-
ning the cell-to-cell variability data in Bi bins. The signaling
network model can predict trajectories of species abundances
as a function of network parameters (see Γ(Θ1), Γ(Θ2), and
Γ(Θ3)). Dixit et al.
65,66 derived the analytical expression for
the parameter distribution P (Θ) as well as the distribution
over trajectories P (Γ(Θ)) consistent with experimentally es-
timated populations.
related to the macroscopic property (heat). W , on the
right, is related to the microscopic details yielding num-
ber of arrangements/multiplicity leading to probabilities
and distributions. The right-hand-side is where the sta-
tistical interpretation or approximation of mechanics gets
embodied. The logarithm can be intuitively understood
assuming entropy (like energy) being extensive should
add, while multiplicities – like probabilities – should mul-
tiple. This can be then satisfied by S = k lnW . The
idea that free energies are related to populations through
∆Fi = −kT ln pi, where pi is the population of state i,
derives from Boltzmann’s S = k lnW combined with the
basic thermodynamic relation F = U − TS. This join-
ing together of statistics with mechanics is the basis for
practical uses of statistical mechanics today.
However, as noted in a more extensive history else-
where30, Boltzmann’s arguments – which converted time-
dependent mechanical trajectories to static probability
distribution functions – required the assumption of the
ergodic hypothesis. However, even as early as the 1890’s,
ergodicity was argued to be problematic, by Loschmidt,
Zermelo, Poincare and others. As a modern example of
the problem, if you simulate a protein molecule in water
(even around its native state), it is usually essentially im-
possible to sample configurations sufficiently to be certain
of seeing all states in proportion to their populations74.
Lack of convergence is just another term for lack of er-
godicity. Gibbs’ method, described below, avoided the
ergodicity premise.
B. Gibbs and the ensemble method
J. Willard Gibbs generalized Boltzmann’s work so that
it could apply to systems of interacting particles. Gibbs
devised the logic of ensembles and computed probabili-
ties using multinomial statistics, essentially envisioning
configurations of a system as samples of a distribution,
just like in a dice problem. There are two issues with
Gibbs’s method. First, the ensemble is an artificial con-
struct to motivate probabilities using a frequentist inter-
pretation. Second, his predictions were contingent upon
an axiom of equal a priori probabilities (EAP) over all
states of the system regardless of their energy.
C. Shannon’s information entropy and Jaynes’ predictive
statistical mechanics
In 1957, Jaynes expressed the view that maximization
of the entropy function, subject to a first-moment con-
straint (on the average energy 〈E〉), embodies the idea
of being maximally ignorant about all the details of the
distribution except for that which is needed to satisfy
the constraint 〈E〉 = kBT 72. Jaynes’ view was a ma-
jor shift from thinking about statistical mechanics as a
9physical theory to thinking about statistical mechanics
as information-theoretic. On the one hand, this solved
key problems – of no longer requiring ergodicity or the
EAP. Jaynes’ derivation of the Boltzmann distribution
law is also very attractive for didactics; it is simple to
teach. Furthermore, it no longer relied on the frequen-
tist argument. However, there were objections to Jaynes’
view too. If entropy is about ignorance, then whose igno-
rance? And, why is ignorance relevant at all for problems
in physical sciences where entropy can be measured.
D. The Shore-Johnson case about entropy variation
In 1980, Shore and Johnson (SJ) proposed a different,
and axiomatic, argument. They showed that maximizing
the Boltzmann-Gibbs entropy is the only procedure that
draws inferences about probability distributions that are
consistent with the basic rules of probability. SJ inter-
preted statistical physics30 as the procedure that maxi-
mizes S = −∑ pi ln pi subject to constraints when pre-
sented with some sort of a model of physical reality that
has unknown parameters or features, and the goal is to
learn from given data to ultimately infer the posterior
distribution that obeys the laws of probability. It asserts
that entropy maximization is the only self-consistent log-
ical pipeline from premises (model, data and a prior dis-
tribution) to conclusions (a posterior distribution).
Shore and Johnson established entropy variational
principles on a strong footing by showing it is all about
self-consistent inferences about models, not about igno-
rance. An important value of the inference-based view is
that it gives insight into why entropy variation is such a
universal idea beyond just material equilibria. This al-
lows application of statistical mechanical ideas in diverse
areas well outside of the scope of material physics for
example, in ecology75, sociology68, and biology76. And,
it is not limited to equilibria. It follows that paths are
legitimate objects of probabilities, over which entropies
can be maximized, in order to infer dynamics. This is
the basis for Max Cal.
VI. THE ISSUES, CAVEATS AND CHALLENGES WITH
MAXIMUM CALIBER
It follows from Shore and Johnson that Max Ent or
Max Cal are general principles for making self-consistent
probabilistic models, not principles of physics, per se. If
a model is being used that does not accurately repre-
sent the physical situation being treated, then inferences
from that model can be wrong. In such cases, what is
flawed is not the logical pipeline of entropy maximization,
but rather the premises that are put into that pipeline77.
This can be either the ignorance about the prior or the
lack of data used as constraints. Such instances can be
ways to learn from, and improve, models of real world
situations by gathering more data.
A. Accounting for measurement errors in the constraints
One persistent question is whether entropy maximiza-
tion can incorporate errors in measurements. In short,
both Max Ent and Max Cal can include them. First,
we discuss how the question arises. Within the Bayesian
framework, entropy maximization can be interpreted as
a maximum likelihood problem30. Suppose we want to
infer a distribution p(Γ) over trajectories Γ of a system.
Suppose we are constraining an average f¯ of a path-based
quantity f(Γ). Now, suppose that there are no errors in
the estimate of f¯ ; we know that value precisely. Then,
we can recast the Max Cal problem as the following max-
imum likelihood problem
maximize eαS[p(Γ)] × δ
(∑
Γ
p(Γ)f(Γ)− f¯
)
. (30)
In Eq. 30, the first term eαS[p(Γ)] is the entropic prior30,78
distribution that weighs different candidate distributions
p(Γ) according to their entropy. The second term is the
likelihood. The Dirac delta function here enforces the
idea that the estimate of f¯ has no errors or variance
associated with it. Now on the other hand, consider a
situation in which we know that there is uncertainty and
it is represented by a standard deviation σf associated
with f¯ . In this case, the maximum likelihood problem
now becomes:
maximize eαS[p(Γ)] × e−
(
∑
Γ p(Γ)f(Γ)−f¯)2
2σ2
f . (31)
In Eq. 31, a Gaussian error distribution is taken into
account. Moreover, this Bayesian viewpoint not only al-
lows us to find the distribution p(Γ) having the maximum
likelihood, but also allows us to express the full posterior
distribution φ[p(Γ)] over the distributions p(Γ). We have
φ[p(Γ)] ∝ eαS[p(Γ)]−
(
∑
Γ p(Γ)f(Γ)−f¯)2
2σ2
f (32)
B. What constraints are appropriate? Some situations
entail size dependence and some don’t
What are the requirements for choosing constraints for
Max Ent and Max Cal? In some classes of problems,
only first moments are used. For example, for macro-
scopic equilibria, the canonical ensemble is predicted by
using a first-moment constraint, namely the average en-
ergy 〈E〉. In those cases, higher moments are not im-
posed. For other situations, higher moments are appro-
priate (such as modeling gene networks). How can we
rationalize these differences?
At the most basic level, Shore and Johnson showed
that any constraint is suitable for Max Ent/Max Cal in-
ference that is linear in the probabilities. But, this is
not very restrictive. A more precise further division is
useful, into: scalable (size-dependent) systems, examples
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of which include equilibria or kinetics of material sys-
tems composed of atoms or molecules), vs. non-scalable
problems, where system size is not a relevant concept
(typically problems of data inference or model-making).
Nonscalable problems are typically inference or model-
making situations: we start with some prior distribution
function, we then learn some data, and we want to infer
the new posterior distribution. In these nonscalable infer-
ence problems, the systems size is not a relevant variable.
In nonscalable problems, we are free to use whatever ex-
perimental information we have to make inference. In
such cases, we can use first or higher moments, or other
knowledge61,62,66,76,79. If constraints beyond first mo-
ment are negligible it will be seen from the data which
will make Lagrange multipliers vanishing for these higher
moments. However we cannot assume that apriori.
In scalable problems, however, we have the extra pre-
dictive power to impose the first moment and ignore all
the higher moments at the onset of model building. This
is because of a particular type of decomposibility into
subsystems. Consider a glass of water as the combination
of two half glasses of water, each half-glass having identi-
cal intensive properties (T, p, µ) but each half-glass hav-
ing half the value of the extensive properties (E, V,N).
Extensive properties scale in proportion to the system
size. Taken to the limit of divisibility, scalable systems
can be made up of elemental atoms or molecules or agents
or elemental units of some kind80.
What extra power does this provide? First, entropy ex-
tensivity is the basis for some celebrated results of ther-
modynamics – the ability to define equilibria between
subsystems by equalities of the intensive variables, the
Maxwell relationships, and others. Second, of interest
here, extensivity defines what constraints are appropri-
ate for Max Ent predictions of large systems. Consider
bringing two subsystems a and b together in a way that
allows the exchange of an extensive property, such as the
energy E, resulting in a combined system. In typical
bulk equilibria, the subsystems are large enough to have
precise average values of 〈E〉, which obey conservation
in the exchange, 〈E〉total = 〈E〉a + 〈E〉b81 In such situ-
ations fluctuations are negligible. Consequently, higher
moments are not relevant because they scale sub-linearly
with system size, so they become unimportant compared
to 〈E〉. Similarly, vector properties – such as the momen-
tum 〈mv〉 – are not relevant either, because they vector-
average to zero for large systems. In contrast, for suf-
ficiently small systems, or where scalability is otherwise
not applicable, higher-moment constraints often result in
more accurate models compared to the traditional statis-
tical mechanical ensembles82–88.
Similarly, first-moment constraints are appropriate to
model dynamics and Max Cal for systems where flows
can be regarded as sums of component flows and large
enough that average fluxes are well defined, and where
〈J〉total = 〈J〉a + 〈J〉b. This is the basis for the results
above with Green-Kubo, Onsager reciprocal relations,
and minimum entropy production34. Likewise, first mo-
ment in number of transitions between discrete states
yield Markov processes and Master equation. Additional
scalable constraints are sometimes applied, such as the
condition of detailed balance, for kinetics that occurs at
equilibrium.
However, note that while scalability allows us to dis-
card second moment constraints, and simplify, it does not
necessarily guarantee that first moment constraints are
sufficient to describe system dynamics. Beyond the first
moment constraints used, there may be additional scal-
able quantities that are relevant. For example if grand
canonical ensemble is described using only energy as a
constraint, we will get erroneous result because of ig-
noring the other extensive quantity of particle number.
Going a step further, even after knowing all the relevant
extensive quantities and using their first moment as a
constraint we may be at error, if there are other non-
scalable observables at play. Not enough is yet known
about what additional constraints are appropriate for far-
from-equilibrium dissipative situations89,90. As a result,
our current lack of complete understanding in how to es-
tablish appropriate constraints in those cases should not
be taken to imply the failure of the entropy variational
principle itself, Max Ent or Max Cal. Rather, it indicates
the need for more experience with more complex dissipa-
tive systems and the construction of constraints derived
from likelihoods directly motivated from experiments30.
VII. SUMMARY
We have discussed Maximum Caliber, a path-entropy-
maximization principle for inferring dynamical distribu-
tions. It is quite general – applicable both near and
far from equilibrium, and not limited to material sys-
tems in contact with baths. We show that it recov-
ers, as a general principle should, well-known results of
near-equilibrium dynamics – including the Green-Kubo
fluctuation-dissipation relations, Onsager’s reciprocal re-
lations, and Prigogine’s Minimum Entropy Production.
We describe examples of path-entropy variation results
in inferring trajectory distributions from limited data,
finding reaction coordinates in bio-molecular simulations,
and modeling the complex dynamics of non-thermal sys-
tems such as gene regulatory networks or neuronal firing.
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