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Abstract
We consider hysteresis perturbations of a system of ODEs which possesses an asymptotically stable
periodic solution z∗. Where the oscillation of an appropriate projection of this periodic solution is smaller
than some threshold number defined by the hysteresis nonlinearity, it is shown that the perturbed system
has a continuum of periodic solutions with a rather simple structure in a vicinity of z∗. The main result is a
theorem on the stability of this continuum.
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1. Introduction
Methods for the analysis of the long-term behavior of systems with hysteresis nonlinearities
have been developed in the last decade using the mathematical formalism of the hysteresis op-
erator approach [1]. This formalism allows one to use both some classical tools from nonlinear
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models of systems with hysteresis. In particular problems involving periodic and almost periodic
oscillations, cycles, stability, bifurcations, etc. (for some results, open problems, and bibliogra-
phy see, e.g. [2–4]).
In this paper, we consider small hysteresis perturbations of nonautonomous systems of or-
dinary differential equations supposing that the unperturbed system has an exponentially stable
periodic solution z∗ = z∗(t) with period T and restricting our analysis mainly to some neighbor-
hood of this solution. Here one can distinguish between two situations. The first of these, studied
in [5,6], is where the condition oscx∗ := maxt ′,t ′′∈R |x∗(t ′)− x∗(t ′′)| > r∗ holds (the function x∗
is an appropriate projection of z∗ and the number r∗ is defined by the hysteresis nonlinearity).
This condition implies that the flow in the state space of the hysteresis nonlinearity correspond-
ing to the input x∗ is a contraction for t  T . As it is proved in [6], a consequence of such a
contraction property is that for any sufficiently small value of the perturbation parameter ε the
perturbed system has an exponentially stable periodic solution and this solution approaches the
solution z∗ of the unperturbed system as ε → 0. The contraction property occurs in various par-
ticular classes of hysteresis models. The value of r∗ represents some simple characteristic of such
models. The main results of [6] are formulated for systems with vector stop and play hystere-
sis operators. But these results are also valid for scalar Preisach nonlinearities and other similar
classes of hysteresis models. In the latter case the contraction property becomes trivial, since
the estimate oscx∗ > r∗ implies that all the outputs corresponding to the input x∗ and arbitrary
admissible initial states of the nonlinearity are equal on the semiaxis t  T .
In this paper, we consider the situation where oscx∗ < r∗ (i.e., complementary to the case
above). The results are formulated for systems with Preisach hysteresis nonlinearities. It is proved
that if oscx∗ < r∗, then for each sufficiently small ε the perturbed system has a continuum of
periodic solutions in a small neighborhood of z∗. The main result here is a theorem on the stability
of this continuum.
In the proof of the existence of the continuum set of periodic solutions we follow the method
of [7] based on the reduction of the periodic problem to operator equations in functional spaces.
These equations include some special operators acting in the space of periodic functions and
describing the periodic responses of the Preisach nonlinearity to periodic inputs. The method
allows us to observe the simple structure of the continuum of periodic solutions. It is proved that
this continuum consists of disjoint subsets that depend continuously on a scalar parameter where
each subset is the union of periodic solutions with the same component z = z(t) in the phase
variable space Rd . Actually, continua of periodic solutions and cycles with a similar structure
can be observed in various problems involving systems with Preisach and other hysteresis terms
(cf. [8,9]); in this sense, it is hysteresis that accounts for the existence of such continua, rather
than any property particular to the specific type of the periodic problem being considered. The
existence of the continuum set of periodic solutions associated with the isolated periodic solution
z∗ of the system of ODE (which has a rather general form) is due to the hysteresis nature of the
perturbation.
To analyze stability of the set of periodic solutions, we use constructions in the product space
of the phase variable space Rd and the state space of the hysteresis nonlinearity. The main result
is that the set of initial values of the z-components of periodic solutions in Rd has some basin
of attraction such that every periodic solution which has the initial value of its z-component in
this basin and an arbitrary initial value of the component in the state space of the hysteresis
nonlinearity converges to some periodic solution as t increases. Results of this type are known
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The paper is organized as follows. In the next section we define the system with the hysteresis
term and discuss periodic solutions of that system. In Section 2.1, some common properties of
hysteresis nonlinearities are considered. Section 2.2 contains a more detailed discussion of the
Preisach models. There are numerous references to the literature concerning the foundations,
properties, and applications of such hysteresis models in magnetism, plasticity, porous media
models, economics, etc., in [2–4]. In Section 2.3, we introduce appropriate operators which will
play a key role in the theorems on the existence of periodic solutions. The main results are formu-
lated and proved in Section 3. In Section 3.1, we recall simple facts about systems with general
continuous perturbations. Theorems 1 and 2 of Section 3.2 present conditions for the existence
of a continuum of periodic solutions for the system with the hysteresis perturbation and present
details of the structure of this continuum. The main result on the stability of the continuum is
Theorem 3 of Section 3.3. This theorem is proved in Section 3.4. Section 3.5 contains some
remarks on the results and their possible extensions.
2. Problem statement
2.1. Systems with hysteresis perturbations
Consider the system
z˙ = f (t, z,0), z ∈ Rd, (1)
where dot denotes differentiation with respect to the time t , the function f (·, ·, ·) is continuous
and f (t, z, ξ) = f (t + T , z, ξ) for all t ∈ R+, z ∈ Rd , ξ ∈ R with R+ = [0,∞). We assume in
what follows that system (1) has a T -periodic solution z∗ which is locally exponentially stable.
Let g(·) :Rd → R be a smooth function and let f (·, ·, ·) be continuously differentiable in z, ξ .
Consider the perturbation z˙ = f (t, z, εg(z)) of system (1), where 0 < ε  1. It is well known that
for each sufficiently small ε the system z˙ = f (t, z, εg(z)) has an exponentially stable T -periodic
solution zε such that ‖zε − z∗‖C → 0 as ε → 0. In this paper, we consider another class of
perturbations of system (1), namely perturbations by hysteresis nonlinearities. Generically, a non-
linearity of this type can be described as the composition of the input-state and state-output
relations, which possess some typical properties. To define these relations, one introduces the
functional space E1 of inputs x :R+ → Rk , the functional space E2 of outputs u :R+ → R,
and some metric space Ω of states of the hysteresis nonlinearity; elements of Ω represent the
memory. The input-state relation is determined by the operator Γ that sends pairs (w0, x) from
some set D ⊆ Ω × E1 to the functions w :R+ → Ω satisfying w(0) = w0. Here w0 is called the
initial state and the value w(·) = (Γ [w0]x)(·) of the operator Γ is called the variable state of
the hysteresis nonlinearity. The definition of the output u ∈ E2 for each variable state w = w(t)
completes the construction. Usually, u and w are related by the simple formula u(t) = Φ(w(t)),
t ∈ R+, where Φ :Ω → R is a given functional (we shall write u(·) = (Φ(w))(·) as well).
The input-state operators Γ of various phenomenological hysteresis models arising in physics,
mechanics, engineering, etc., have important common basic properties. These include the
Volterra property
x(t) = y(t) on 0 t  t1 ⇒
(
Γ [w0]x
)
(t) = (Γ [w0]y)(t) on 0 t  t1,
the Semi-group property
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⇒ (Γ [(Γ [w0]x)(t1)]y)(t − t1) = (Γ [w0]x)(t) on t  t1
(here t1  0), and the Rate-independence property
x(t) = y(τ(t)) on t  0 ⇒ (Γ [w0]x)(t) = (Γ [w0]y)(τ(t)) on t  0,
where τ :R+ → R+ is any increasing function of the appropriate regularity with τ(0) = 0. The
continuity, compactness, and other more specific properties useful in different problems may
vary from one class of hysteresis nonlinearities to another. Here we do not attempt to formulate
theorems on hysteresis perturbations of system (1) where the hysteresis nonlinearity is defined by
a very general set of abstract requirements for the operator Γ and the functional Φ . Instead, we
consider a particular type of hysteresis nonlinearity known as a Preisach model (it is defined in
the next subsection). For this nonlinearity k =  = 1, and the inputs and outputs are scalar contin-
uous functions. Formulated originally as models of magnetic hysteresis, the Preisach models are
now used in many other application areas, because they are identified by two simple properties
concerning their memory characteristic and their input/output behavior (the so-called wiping-out
and congruency properties, cf. [11]).
The main system considered below is therefore
z˙ = f (t, z, εu(t)),
u(t) = (Φ(w))(t), w(t) = (Γ [w0]Dz)(t) (2)
with 0 < ε  1, t  0. Here the d × 1 row-matrix D sends the function z to the scalar continuous
input x(·) = (Dz)(·) of the Preisach hysteresis nonlinearity; u and w are the scalar continuous
output and the changing state of the nonlinearity, respectively; the continuous T -periodic in t
function f (·, ·, ·) :R+ × Rd × R → Rd is continuously differentiable with respect to the vari-
able z. By definition, solutions of (2) are pairs (z,w) with a continuously differentiable first
component. We note that the Volterra property allows us to consider inputs, variable states and
outputs of the hysteresis nonlinearity on finite intervals; therefore solutions of system (2) may be
defined on the intervals [0, τ ), [0, τ ] and [0,∞).
We consider system (2) as a perturbation of system (1). It will be proved that if the parameter
ε > 0 is sufficiently small, then, under appropriate assumptions, system (2) has a continuum
connected set of periodic solutions which has a simple structure and attracts all the solutions
starting in its neighborhood. This continuum set, associated with the isolated exponentially stable
periodic solution z∗ of system (1), exists as a result of the presence of the Preisach hysteresis
perturbation.
2.2. Definition of the Preisach nonlinearity
We shall use the space C([0, T ];R) of continuous functions x : [0, T ] → R with the uni-
form norm ‖ · ‖C[0,T ] and the space C(R+;R) of continuous functions x :R+ → R with the
seminorms ‖x‖C[t1,t2] = maxt∈[t1,t2] |x(t)|. For bounded x ∈ C(R+;R), we denote ‖x‖C[t1,∞) =
suptt1 |x(t)|. The same notations ‖ · ‖C[t1,t2], ‖ · ‖C[t1,∞) will be used for the vector-valued
continuous functions z = z(t) from the spaces C([0, T ];Rd) and C(R+;Rd).
Consider the elementary hysteresis nonlinearity known as the nonideal relay with the two
states ±1 and with the thresholds α, β , α > β . We denote its variable state by η(t) =
(Rαβ [η0]x)(t). Here the input is an arbitrary continuous function x :R+ → R and the initial state
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η0 = −1 if x(0) β; η0 = 1 if x(0) α. For such initial states the values η :R+ → {−1,1} of
the operator Rαβ are defined by
(Rαβ [η0]x)(τ ) =


η0, if β < x(t) < α for all t ∈ [0, τ ];
1, if there is t1 ∈ [0, τ ] such that
x(t1) α and x(t) > β for all t ∈ [t1, τ ];
−1, if there is t1 ∈ [0, τ ] such that
x(t1) β and x(t) < α for all t ∈ [t1, τ ].
(3)
This formula implies that the function η has at most finite number of jumps (relay switches) on
every segment [0, t] and that η(τ) = 1 whenever x(τ) α and η(τ) = −1 whenever x(τ) β .
By definition, the relay output equals its variable state, i.e., Φ is the identity in terms of the
previous subsection.
The Preisach hysteresis nonlinearity may be described as a collection of relays (with all pos-
sible thresholds) that have a common input and function independently. For the strict definition,
consider the set W of nonideal relays parameterized by the pairs (α,β), each relay is repre-
sented by the point of the half-plane Π = {(α,β) ∈ R2: α > β}. Denote by Ω(x0) the set of all
measurable functions w0 :Π → {−1,1} satisfying |w0(α,β)| ≡ 1,
w0(α,β) = −1 for β  x0; w0(α,β) = 1 for α  x0.
The states of the Preisach nonlinearity are all functions w0 ∈ Ω . The further construction is based
on the fact that for every continuous input x :R+ → R and every initial state w0 ∈ Ω(x(0)) (such
initial states are called admissible for the input x = x(t)) the function
w(t,α,β) = (Rαβ[w0(α,β)]x)(t) (4)
satisfies w(t, ·, ·) ∈ Ω(x(t)) ⊂ Ω for each t  0. This allows the use of formula (4) as the de-
finition of the input-state operator w(·) = (Γ [w0]x)(·) of the Preisach nonlinearity that assigns
variable states w :R+ → Ω to continuous inputs x and admissible initial states w0. The outputs
u(·) = (Φ(Γ [w0]x))(·) of the Preisach nonlinearity are defined by the functional
Φ
(
w0(·,·)
)=
∫ ∫
α>β
µ(α,β)w0(α,β)dα dβ, Φ :Ω → R, (5)
where µ :Π → R is a fixed integrable function. This means that the output
u(t) =
∫ ∫
α>β
µ(α,β)
(Rαβ[w0(α,β)]x)(t) dα dβ, t  0,
of the Preisach nonlinearity can be interpreted as an average of the outputs of the individual
relays from the set W over the domain Π  (α,β). All the outputs u :R+ → R of the Preisach
nonlinearity are continuous functions (although the outputs of individual relays have jumps) and
satisfy the uniform estimate supt∈R+ |u(t)|M with
M =
∫ ∫ ∣∣µ(α,β)∣∣dα dβ < ∞. (6)
α>β
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L1-type metric χ(w01,w
0
2) = mesµ{(α,β): w01(α,β) = w02(α,β)}, where the measure is defined
by
mesµ E =
∫ ∫
E
∣∣µ(α,β)∣∣dα dβ (7)
for all Lebesgue measurable sets E ⊆ Π . We follow this standard scheme, which suggests that
we use the identification procedure and start to consider as states w0 the classes of a.e. equal
(with respect to the measure (7)) functions, rather than individual measurable functions. The
correctness of the identification is justified in [1], where it is shown that if the functions
w01,w
0
2 ∈ Ω(x(0)) satisfy χ(w01,w02) = 0 then χ(w1(t),w2(t)) = 0 at every moment t  0 for
the variable states wj(·) = (Γ [w0j ]x)(·), which also implies trivially the equality u1 = u2 of the
outputs uj (·) = (Φ(wj ))(·). The state space Ω with the metric χ(·,·) obtained as a result of
this construction is a complete metric space; moreover, every variable state w :R+ → Ω is a
continuous function.
For simplicity, we suppose everywhere that the function µ is bounded and∣∣µ(α,β)∣∣ µ∗ for (α,β) ∈ Π; µ(α,β) = 0 for α > β + h (8)
for some positive µ∗, h. As it is proved in [1], these relations imply the global Lipschitz continu-
ity of the Preisach nonlinearity. More precisely, for every pair of continuous inputs xj :R+ → R
and admissible initial states w0j the variable states wj(·) = (Γ [w0j ]xj )(·) satisfy for each t  0,
χ
(
w1(t),w2(t)
)
 χ
(
w01,w
0
2
)+LΓ ‖x1 − x2‖C[0,t] (9)
with LΓ = 2µ∗h. The proof of this estimate is based on a simple explicit algorithm for the
construction of variable states wj(·); we do not consider it here. From the definition (5) of the
functional Φ it follows that |Φ(w01)−Φ(w02)| LΦχ(w01,w02) for all w01,w02 ∈ Ω with LΦ = 2,
which together with (9) implies the estimate ‖u1 −u2‖C[0,t]  2χ(w01,w02)+2LΓ ‖x1 −x2‖C[0,t]
for the outputs uj (·) = (Φ(wj ))(·) of the Preisach nonlinearity at each moment t  0.
2.3. Periodic solutions
A solution (z,w) of system (2) is called periodic if it is defined on the whole semiaxis t ∈ R+
and both its components are periodic with the period T (other periods are not considered), i.e.,
z(t) = z(t + T ), w(t) = w(t + T ) for all t ∈ R+. These relations imply the periodicity x(t) =
x(t+T ), u(t) = u(t+T ) of the input x = Dz and the output u = Φ(w) of the Preisach hysteresis
nonlinearity for all t ∈ R+ as well. Note that due to the semi-group property of the operator Γ ,
for each periodic input x the variable state w(·) = (Γ [w0]x)(·) and the output u(·) = (Φ(w))(·)
are periodic iff the initial state satisfies w0 = (Γ [w0]x)(T ).
In what follows the periodic functions defined on the semiaxis R+ are identified with their
restrictions to the segment [0, T ]. By Cper we denote the subspace Cper = {x ∈ C: x(0) = x(T )}
of the space C = C([0, T ];R). Our analysis of the structure of the set of periodic solutions
will be based on the simple results proved in [7], where the class of continuous operators
Jλ :Cper → Cper , λ ∈ [−1,1], was introduced, which assign periodic outputs of the Preisach
nonlinearity to its periodic inputs. We adapt these results to suit our present paper and state them
in the form of a lemma.
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x of the Preisach nonlinearity an admissible initial state w0∗ = Q(x) ∈ Ω(x(0)) such that the
following statements are valid:
(i) The function u is a periodic output of the Preisach nonlinearity for the periodic input x and
some initial state w0 iff u = Jλx for some λ ∈ [−1,1], where the operator Jλ is defined by
(Jλx)(t) = Φ
(
w∗(t)
)+ λmesµ E(xm,xM), w∗(t) = (Γ [Q(x)]x)(t), t ∈ [0, T ],
with xm = mint∈[0,T ] x(t), xM = maxt∈[0,T ] x(t) and E(xm,xM) = {(α,β) ∈ Π : β < xm 
xM < α}.
(ii) The operators Jλ :Cper → Cper are globally Lipschitz continuous and
‖Jλ1x1 −Jλ2x2‖C[0,T ]  LJ ‖x1 − x2‖C[0,T ] +M|λ1 − λ2| (10)
with LJ = 2LΓ = 4µ∗h and M defined by (6) for every xj ∈ Cper, λj ∈ [−1,1].
(iii) Let w0∗ = Q(x) for a periodic input x; then the variable state (Γ [w0]x)(·) is periodic iff
w0(α,β) = w0∗(α,β) for all (α,β) /∈ E(xm,xM). Moreover, the function w :R+ → Ω is a
periodic variable state of the Preisach nonlinearity for the periodic input x and some initial
state w0 iff for each t  0,
w(t,α,β) = w∗(t, α,β) for (α,β) /∈ E(xm,xM);
w(t,α,β) = η(α,β) for (α,β) ∈ E(xm,xM), (11)
where w∗ = Γ [Q(x)]x and η :E(xm,xM) → R is an arbitrary measurable function with
the absolute value |η| ≡ 1. If relations (11) are valid, then the output u(·) = (Φ(w))(·) of
the Preisach nonlinearity is periodic and equals u = Jλx with λ defined by
λmesµ E(xm,xM) =
∫ ∫
E(xm,xM)
µ(α,β)η(α,β)dα dβ (12)
(if µ = 0 a.e. in E(xm,xM), then λ ∈ [−1,1] is arbitrary).
For example, Q may be defined as follows. For a given input x ∈ Cper , set w0T = (Γ [w0]x)(T )
with any w0 ∈ Ω(x(0)). Set η(α,β) = 1 for s(α− xM)+ (1− s)(β − xm) < 0 and η(α,β) = −1
for s(α − xM)+ (1 − s)(β − xm) 0 with the smallest s ∈ [0,1] such that∫ ∫
E(xm,xM)
µ(α,β)η(α,β)dα dβ = 0.
Then the value w0∗ = Q(x) of the operator Q is given by w0∗(α,β) = w0T (α,β) for (α,β) ∈ Π \
E(xm,xM) and w0∗(α,β) = η(α,β) for (α,β) ∈ E(xm,xM). This definition does not depend on
the choice of the initial state w0 ∈ Ω(x(0)) and is based on the so-called monocyclic property of
the Preisach nonlinearity (inherited from the analogous property of nonideal relays), which can
be expressed as the identity(
Γ [w0]x
)
(t + T ) = (Γ [w0]x)(t) for all t  T (13)
valid for each T -periodic continuous input x :R+ → R and each admissible initial state w0.
In what follows, we shall use the operators whose fixed points represent periodic solutions of
system (2). We first define the linear operator
(P z)(t) = Dz(t)+ tT −1D(z(0)− z(T )),
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whenever z(0) = z(T ), and the operator
(Hλ,εz)(t) = z(T )+
t∫
0
f
(
s, z(s), ε(JλP z)(s)
)
ds (14)
in the space C([0, T ];Rd). If z is a solution of z = Hλ,εz, then z(0) = z(T ) and z˙(·) =
f (·, z(·), εu(·)) with u(·) = (JλP z)(·) = (JλDz)(·). By Lemma 1, this means that z = Hλ,εz
if and only if z is the first component of a periodic solution of system (2); the second compo-
nent is defined by relations (11) with any η = η(α,β) satisfying (12) (a detailed discussion is
postponed until Section 3.2). Also for ε = 0 and any λ ∈ [−1,1] we have Hλ,0 = H0, where
(H0z)(t) = z(T )+
t∫
0
f
(
s, z(s),0
)
ds (15)
is the so-called operator of the periodic problem for the unperturbed Eq. (1); the fixed points
z ∈ C([0, T ];Rd) of this operator are periodic solutions of (1).
3. Main results
3.1. Lemma on a general perturbation
Let us linearize the unperturbed system (1) about its periodic solution z∗. Consider the Jacobi
matrix A(t, z, ξ) = ∂f (t, z, ξ)/∂z and denote by Y = Y(t) the fundamental solution matrix of the
linearization z˙ = A(t, z∗(t),0)z of system (1). Our assumption about the exponential stability of
the solution z∗ implies that the spectrum of the matrix Y(T ) belongs to the open unit disc of the
complex plane (eigenvalues of Y(T ) are known as the characteristic multipliers of the periodic
linear system z˙ = A(t, z∗(t),0)z). Therefore there is a number q0 < 1 and a norm | · | in Rd such
that ∣∣Y(T )z∣∣ q0|z|, z ∈ Rd . (16)
Everywhere below we use this norm in Rd . We assume that the nonlinearity satisfies the local
Lipschitz condition∣∣f (t, z1, ξ1)− f (t, z2, ξ2)∣∣ Lz(r)|z1 − z2| +Lξ (r)|ξ1 − ξ2| (17)
whenever mint∈[0,T ] |zj − z∗(t)| r , |ξj |M , j = 1,2, with M defined by (6).
Consider the system
z˙ = f (t, z, εξ(t)), z(0) = z0 (18)
where ξ :R+ → Rd represents a general continuous perturbation. We denote a unique solution
of (18) by zε(·; z0, ξ) and consider the functions ξ from the ball ‖ξ‖C[0,∞) M only.
Lemma 2. Let q0 < q∗ < 1. Then there are positive numbers ε0, r0, ρ0 with r0 > ρ0 such that
for every ε < ε0, every ξ from the ball ‖ξ‖C[0,∞) M and every initial value z0 from the ball
|z0 − z∗(0)| ρ0 the solution zε(·; z0, ξ) of Eq. (18) satisfies∣∣zε(T ; z0, ξ)− z∗(0)∣∣< ρ0, ∥∥zε(·; z0, ξ)− z∗(·)∥∥ < r0. (19)C[0,∞)
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‖ξj‖C[0,∞) M , |z0j − z∗(0)| ρ0 the estimates
∥∥zε(·; z01, ξ1)− zε(·; z02, ξ2)
∥∥
C[0,T ]  a
∣∣z01 − z02
∣∣+ bε‖ξ1 − ξ2‖C[0,T ], (20)∣∣zε(T ; z01, ξ1)− zε(T ; z02, ξ2)
∣∣ q∗∣∣z01 − z02
∣∣+ (1 − q∗)c1ε‖ξ1 − ξ2‖C[0,T ] (21)
are valid with a = eLz(r0)T , b = (eLz(r0)T − 1)Lξ (r0)/Lz(r0).
The proof of this lemma is based on a standard Gronwall’s inequality type argument; we omit
it here and refer the reader to [6] for details. The constants ε0, r0, ρ0 and c1 introduced in the
above lemma will be used below systematically. They can be estimated explicitly, for example
as follows. Let us fix a c0  1 such that c0  T |Y(T )|maxt∈[0,T ] |Y−1(t)|, where | · | denotes the
matrix norm induced by the norm in Rd . Set
ε(r) = (1 − q∗)(q∗ − q0)r
(1 − q0)MLξ (r)(c0eLz(r)T + (q∗ − q0)(eLz(r)T − 1)/Lz(r)) ,
ρ(r) = (q∗ − q0)r
(1 − q0)eLz(r)T , c(r) =
Lξ (r)(c0Lz(r)+ (q∗ − q0)(1 − e−Lz(r)T ))
Lz(r)(1 − q∗)
and define A(t, z, ξ) = ∂f (t, z, ξ)/∂z. Using continuity of the matrix-valued function A(·, ·, ·),
let us choose an r0 > 0 such that ε(r0) 1 and
c0e
Lz(r0)T max
t∈[0,T ]
∣∣A(t, z∗(t)+ y, ξ)−A(t, z∗(t),0)∣∣ q∗ − q0
for all |y|  r0, |ξ | Mε(r0). Then all the conclusions of Lemma 2 are valid for this r0 and
ε0 = ε(r0), ρ0 = ρ(r0), c1 = c(r0).
Note that by iterating (21) we obtain∣∣zε(kT ; z01, ξ1)− zε(kT ; z02, ξ2)
∣∣ qk∗ ∣∣z01 − z02
∣∣+ c1ε‖ξ1 − ξ2‖C[0,kT ] (22)
and this together with (20) implies that∥∥zε(·; z01, ξ1)− zε(·; z02, ξ2)
∥∥
C[kT ,∞)  aq
k∗
∣∣z01 − z02
∣∣+ (ac1 + b)ε‖ξ1 − ξ2‖C[0,∞). (23)
3.2. Structure of the set of periodic solutions
Denote by [z,u] the class of periodic solutions (z,w) of system (2) such that u(·) =
(Φ(w))(·). By Lemma 1, for every such class the function z and the output u of the Preisach
nonlinearity are related by the equalities u = Jλx, x = Dz for some λ ∈ [−1,1] (due to condi-
tion (24) below, this λ is determined uniquely). The first of relations (11) implies that the second
components w = w(t,α,β) of all the solutions (z,w) ∈ [z,u] equal each other in the domain
(α,β) ∈ Π \ E(xm,xM) at every moment t  0. These components are different only in the do-
main (α,β) ∈ E(xm,xM), where they are constant in t , since by the second of relations (11) the
inclusion (z,w) ∈ [z,u] implies w(t,α,β) ≡ η(α,β) for all t  0. Here the only requirement to
the measurable function η :E(xm,xM) → {−1,1} is that it should satisfy equality (12).
Let all the conclusions of Lemma 2 hold for some ε0, r0, ρ0. Let ε < ε0. Set
G = {z ∈ C([0, T ];Rd): ∣∣z(0)− z∗(0)∣∣ ρ0, ‖z − z∗‖C[0,T ]  r0}.
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than a unique class [z,u]. The main condition for this is
mesµ
{
(α,β): β < rm  rM < α
}
> 0 (24)
for rm = mint∈[0,T ] Dz∗(t) − r0|D|, rM = maxt∈[0,T ] Dz∗(t) + r0|D|; we assume it to hold. By
statement (i) of Lemma 1, the Preisach nonlinearity has a unique periodic output for a periodic
input x iff mesµ E(xm,xM) = 0 (i.e., µ(α,β) = 0 a.e. in E(xm,xM)), otherwise the periodic
outputs uλ = Jλx are different for different λ. Therefore estimate (24) implies that the Preisach
nonlinearity has a one-parameter set of different periodic outputs uλ = Jλx for every periodic
input x = Dz with z ∈ G.
Theorem 1. Let ε < ε0. Then for each λ ∈ [−1,1] system (2) has a class [zλ,uλ] of T -periodic
solutions such that zλ ∈ G, uλ = Jλ(Dzλ). Estimate (24) implies that these classes do not inter-
sect for different λ.
Proof. We use the rotation of vector fields and the Affinity Theorem [12,13] that relates the
rotations of different vector fields associated with the periodic problem for the unperturbed sys-
tem (1).
First, consider the vector fields I − Hλ,ε with |λ| 1, 0 ε < ε0 in the space C([0, T ];Rd)
(I denotes the identity in all spaces). Let z ∈ G be the first component of a periodic solution of
system (2). Then z is a solution of (18) with ξ satisfying ‖ξ‖C[0,T ] M and therefore estimates
(19) imply |z(T ) − z∗(0)| < ρ0, ‖z − z∗‖C[0,T ] < r0. Due to z(0) = z(T ), this means that z
belongs to the interior of G and we conclude that there are no fixed points of the operators Hλ,ε
on the boundary of G. Consequently, the rotation γ (I −Hλ,ε,G) of the vector field I −Hλ,ε on
the boundary of G is defined for every λ and ε considered. Moreover, since for each fixed λ the
operators Hλ,ε are continuous in ε uniformly with respect to z ∈ G, it follows that the rotation
γ (I − Hλ,ε,G) does not depend on ε. Finally, the equality Hλ,0 = H0 implies that the rotation
γ (I − Hλ,ε,G) is the same for all |λ| 1, ε < ε0 and γ (I − Hλ,ε,G) = γ (I − H0,G), where
H0 is operator (15) of the periodic problem for the unperturbed system (1).
Now consider the translation operator S of system (1) defined by S(z0) = z(T ; z0), where
z(·; z0) denotes a unique solution of the initial value problem for the unperturbed system (1)
with the initial condition z(0) = z0 ∈ Rd . Consider the ball B = {z0 ∈ Rd : |z0 − z∗(0)|  ρ0}
with the center at the initial value of the periodic solution z∗. Estimate (21) with ξ1 ≡ ξ2 ≡ 0
implies that S is a contraction on B . Therefore z∗(0) is a unique fixed point of S in the ball B
and the rotation of the vector field I −S on the boundary of B equals 1. According to the Affinity
Theorem, this rotation is equal to the rotation of the completely continuous vector field I − H0
on the boundary of any open bounded domain V ⊂ C([0, T ];Rd) such that z∗ ∈ V and z∗ is a
unique periodic solution of system (1) in the closure V of V . In particular, this is true for V = G,
since z(0) ∈ B for every z ∈ G. Thus, γ (I − H0,G) = 1, therefore γ (I − Hλ,ε,G) = 1 and the
principle of the nonzero rotation implies that Hλ,ε has at least one fixed point z ∈ G. As we know,
this fixed point defines the class [z,u] of periodic solutions of system (2) with u = Jλ(Dz). 
Let us show that for appropriate range of ε every periodic solution with the first component
in G belongs to one of the classes [zλ,uλ] considered in Theorem 1 and moreover, λ → [zλ,uλ]
is a one-to-one Lipschitz continuous map of the segment [−1,1] to the product C([0, T ];Rd)×
C([0, T ];R). The corresponding estimate of ε follows from (10), (20) and (21).
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LJLD(ac1 + b)ε < 1 (25)
with LD = |D|. Then for each λ ∈ [−1,1] there is a unique class [z,u] = [zλ,uλ] of T -periodic
solutions of system (2) such that zλ ∈ G, u = Jλ(Dz). Moreover,
‖zλ1 − zλ2‖C[0,T ] L1|λ1 − λ2|, ‖uλ1 − uλ2‖C[0,T ]  L2|λ1 − λ2| (26)
for all λ1, λ2 ∈ [−1,1].
Proof. Let [zj , uj ] = [zj ,Jλj (Dzj )] with zj ∈ G, j = 1,2, be two classes of periodic solutions
of system (2). Estimate (21) implies∣∣z1(T )− z2(T )∣∣ q∗∣∣z1(0)− z2(0)∣∣+ (1 − q∗)c1ε‖u1 − u2‖C[0,T ],
hence |z1(0) − z2(0)|  c1ε‖u1 − u2‖C[0,T ]. Substituting this estimate in the relation
‖z1 − z2‖C[0,T ]  a|z1(0) − z2(0)| + bε‖u1 − u2‖C[0,T ], which follows from (20), we obtain
‖z1 − z2‖C[0,T ]  (ac1 +b)ε‖u1 −u2‖C[0,T ]. On the other hand, (10) implies ‖u1 −u2‖C[0,T ] 
LJLD‖z1 − z2‖C[0,T ] +M|λ1 − λ2|. Therefore
‖z1 − z2‖C[0,T ] LJLD(ac1 + b)ε‖z1 − z2‖C[0,T ] +M(ac1 + b)ε|λ1 − λ2|,
‖u1 − u2‖C[0,T ]  LJLD(ac1 + b)ε‖u1 − u2‖C[0,T ] +M|λ1 − λ2|
and the conclusion of the theorem follows from estimate (25). In particular, estimates (26) hold
with L2 = M(1 −LJLD(ac1 + b)ε)−1, L1 = (ac1 + b)εL2. 
3.3. Stability of the set of periodic solutions
Let z˜ :R+ → Rd be a solution of system (1) and U be some neighborhood of the point z˜(0).
Following [14], we say that the solution z˜ is U -uniformly stable if every solution z = z(·; z0)
of (1) with the initial value z0 = z(0) ∈ U is defined on R+ and limτ→∞ supz0∈U, tτ |z(t; z0)−
z˜(t)| = 0. Evidently, this implies asymptotic stability of z˜. We formulate the similar concept for
system (2), taking into account that its periodic solutions form a continuum set.
The Lipschitz condition (17) implies the wellposedness of the initial value problem for sys-
tem (2). It means that the initial value problem for (2) with any initial conditions z(0) = z0,
w(0) = w0 such that w0 ∈ Ω(Dz0) (this inclusion ensures that the initial state w0 is admissible
for the input x = Dz of the hysteresis nonlinearity, i.e., the pair (w0, x) belongs to the domain of
the input-state operator Γ ) has a unique solution(
z(t),w(t)
)= (zε(t; z0,w0),wε(t; z0,w0)), 0 t < δ,
which moreover depends continuously on (z0,w0). Consider a set Z of solutions (z,w) defined
for all t  0. Let some set U ⊂ Rd contain the initial values z(0) in its interior for all solutions
(z,w) ∈ Z. We say that the set Z of solutions of system (2) is U -uniformly stable if for every
z0 ∈ U and every initial state w0 ∈ Ω(Dz0) there is a solution (z,w) ∈ Z such that
lim
τ→∞
∥∥zε(·; z0,w0)− z(·)∥∥C[τ,∞) = limτ→∞ suptτ χ
(
wε(t; z0,w0),w(t)
)= 0 (27)
and this convergence in τ is uniform with respect to all the initial values z0 ∈ U , w0 ∈ Ω(Dz0).
In particular, if Z consists of the periodic solutions, then the solution (z,w) ∈ Z satisfying (27)
is uniquely determined for each z0,w0. The requirement that the convergence is uniform with
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state of the hysteresis nonlinearity can usually be neither controlled nor observed.
Theorem 3. Let ε < ε0 and
2LΓ LDLΦ(ac1 + b)ε < 1 (28)
(recall that LΓ = 2µ∗h, LD = |D|, LΦ = 2 with µ∗, h defined by (8)). Then the continuum set
of all periodic solutions (z,w) of system (2) such that z ∈ G is U -uniformly stable for U = B =
{z0 ∈ Rd : |z0 − z∗(0)|  ρ0}. Moreover, let a real number q and a positive integer k = k(q)
satisfy
2LΓ LDLΦ(ac1 + b)ε < q < 1, (29)
aqk∗
(
1 + 2LΓ LDLΦc1ε(1 + 1/q)
)
 q − 2LΓ LDLΦ(ac1 + b)ε. (30)
Then for every solution (z˜(·), w˜(·)) = (zε(·; z0,w0),wε(·; z0,w0)) with z0 ∈ B there is a unique
periodic solution (z˜∗, w˜∗) with z˜∗ ∈ G such that∣∣z˜(t)− z˜∗(t)∣∣ 2Rq−1 exp{−κt} for all t  0, (31)
χ
(
w˜(t), w˜∗(t)
)
 4LΓ LDRq−1 exp
{−κ(t − T )} for all t  T , (32)∣∣u˜(t)− u˜∗(t)∣∣ 4LΓ LDLΦRq−1 exp{−κ(t − T )} for all t  T (33)
with κ = − lnq/((k + 1)T ) > 0, R = max{r0,2ρ0}, u˜ = Φ(w˜), u˜∗ = Φ(w˜∗).
Due to LJ = 2LΓ , estimate (28) implies (25) and therefore the conditions of Theorem 2 are
satisfied. Note that Theorem 2 guarantees that the set of all periodic solutions is arcwise con-
nected and consequently any its proper subset is not U -uniformly stable for any closed U ⊆ B .
3.4. Proof of Theorem 3
The proof is in three steps. In the first step, we define by induction sequences of periodic
functions zn :R+ → Rd , un :R+ → R for n  0 and periodic variable states wn :R+ → Ω for
n 1 for a given solution (z˜, w˜) of system (2) with z˜(0) ∈ B and prove some estimates for these
sequences. At the same time, we construct auxiliary sequences of functions xn, yn, initial states
w˜0n and variable states w˜n. Note that by Lemma 2 the inclusion z˜(0) ∈ B implies that the solution
(z˜, w˜) is defined on the whole semiaxis t ∈ R+ and ‖z˜‖C[0,∞) < r0.
Let us fix a real q and a positive integer k = k(q) satisfying (29) and (30) and denote tn =
n(k + 1)T . For n = 0 set z0 = z∗, u0 = 0.
Suppose that the functions zn, un are already defined for some integer n 0. Then set yn(t) =
(1 − t)Dz˜(tn)+ tDzn(tn) for t ∈ [0,1] and define
w˜0n =
(
Γ
[
w˜(tn)
]
yn
)
(1), xn(t) = Dzn(t + tn), w˜n(t) =
(
Γ
[
w˜0n
]
xn
)
(t), t  0.
From the semi-group property of Γ it follows w˜(t + tn) = (Γ [w˜(tn)]v)(t) with v(t) =
(Dz˜)(t + tn) for t  0, hence the Lipschitz condition (9) implies
χ
(
w˜(t + tn), w˜n(t)
)
 χ
(
w˜(tn), w˜
0
n
)+LΓ LD‖z˜ − zn‖C[tn,tn+t].
Since (Γ [w0]x)(τ )=w0 if x(t)=x(0) for all t ∈[0, τ ], estimate (9) also implies χ(w˜(tn), w˜0n)
LΓ |yn(0)− yn(1)| LΓ LD|z˜(tn)− zn(tn)| and therefore
χ
(
w˜(t + tn), w˜n(t)
)
 2LΓ LD‖z˜ − zn‖C[tn,tn+t], t  0. (34)
106 M. Brokate et al. / J. Math. Anal. Appl. 319 (2006) 94–109Set wn+1(t) = w˜n(t + T ) and un+1(t) = (Φ(wn+1))(t) for t  0. From the semi-group prop-
erty of the operator Γ and the periodicity of zn, it follows that wn+1(t) = (Γ [w˜n(T )]v)(t) with
v(t) = xn(t + T ) = Dzn(t + tn + T ) = Dzn(t), i.e., wn+1(t) = (Γ [w˜n(T )]Dzn)(t) for t  0.
Consequently wn+1 and un+1 are some variable state and output of the hysteresis nonlinearity
for the input Dzn. By monocyclic property (13), w˜n(t) = w˜n(t + T ) for all t  T . This implies
the periodicity wn+1(t) = wn+1(t + T ), un+1(t) = un+1(t + T ) of wn+1 and un+1 on t  0;
estimate (34) implies
χ
(
w˜(tn + T + t),wn+1(t)
)
 2LΓ LD‖z˜ − zn‖C[tn,tn+T+t], t  0,∣∣u˜(tn + T + t)− un+1(t)∣∣ 2LΓ LDLΦ‖z˜ − zn‖C[tn,tn+T+t], t  0. (35)
Now note that from the first of estimates (19) and from (21) it follows that the translation op-
erator Sξ of Eq. (18) defined by Sξ (z0) = z(T ; z0, ξ) maps the ball B ⊂ Rd into itself and is a
contraction on this ball. Therefore Eq. (18) has a unique periodic solution z ∈ G for each peri-
odic ξ satisfying ‖ξ‖C[0,T ] M . Denote by zn+1 ∈ G a unique periodic solution of (18) with
ξ = un+1. By this, the definition of the sequences {zn}, {un} and {wn} is complete.
In the next step, we prove the estimate
‖z˜ − zn‖C[tn,∞) Rqn for all n = 0,1,2, . . . . (36)
Set ε˜ = 2LΓ LDLΦε. From (23), we see that ‖z˜(tn + T + ·) − zn+1(·)‖C[kT ,∞)  aqk∗ ×
|z˜(tn+T )−zn+1(0)|+(ac1 +b) ε‖u˜(tn+T +·)−un+1(·)‖C[0,∞). Combining this with relations
(35) and zn+1(·) = zn+1(tn + T + ·), we obtain∥∥z˜(tn + T + ·)− zn+1(tn + T + ·)∥∥C[kT ,∞)
 aqk∗
∣∣z˜(tn + T )− zn+1(0)∣∣+ (ac1 + b)ε˜‖z˜ − zn‖C[tn,∞),
hence
‖z˜ − zn+1‖C[tn+T+kT ,∞)  aqk∗
∣∣z˜(tn + T )− zn+1(0)∣∣+ (ac1 + b)ε˜‖z˜ − zn‖C[tn,∞). (37)
Equation (21) implies∣∣zn+1(T )− zn(T )∣∣ q∗∣∣zn+1(0)− zn(0)∣∣+ (1 − q∗)c1ε‖un+1 − un‖C[0,T ]
and due to the periodicity of zn and zn+1 the estimate |zn+1(0)− zn(0)| c1ε‖un+1 −un‖C[0,T ]
holds. From (35) it follows
‖un+1 − un‖C[0,T ]  2LΓ LDLΦ
(‖z˜ − zn‖C[tn,∞) + ‖z˜ − zn−1‖C[tn−1,∞)),
consequently |zn+1(0)− zn(0)| c1 ε˜(‖z˜ − zn‖C[tn,∞) + ‖z˜ − zn−1‖C[tn−1,∞)) and therefore∣∣z˜(tn + T )− zn+1(0)∣∣

∣∣z˜(tn + T )− zn(0)∣∣+ c1ε˜(‖z˜ − zn‖C[tn,∞) + ‖z˜ − zn−1‖C[tn−1,∞)).
Here |z˜(tn + T )− zn(0)| = |z˜(tn + T )− zn(tn + T )| ‖z˜ − zn‖C[tn,∞), hence∣∣z˜(tn + T )− zn+1(0)∣∣ (1 + c1ε˜)‖z˜ − zn‖C[tn,∞) + c1ε˜‖z˜ − zn−1‖C[tn−1,∞).
Substituting this estimate in (37), we obtain
‖z˜ − zn+1‖C[tn+1,∞)  aqk∗c1ε˜‖z˜ − zn−1‖C[tn−1,∞)
+ (aqk∗(1 + c1ε˜)+ (ac1 + b)ε˜)‖z˜ − zn‖C[tn,∞). (38)
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‖z˜ − zn‖C[tn,∞) Rqn imply ‖z˜ − zn+1‖C[tn+1,∞) Rqn+1. By induction we conclude that if
‖z˜ − z0‖C[t0,∞) R, ‖z˜ − z1‖C[t1,∞) Rq, (39)
then (36) holds. Since ‖z˜ − z0‖C[t0,∞) = ‖z˜ − z∗‖C[0,∞)  r0, the first of estimates (39) is valid
for R  r0. Furthermore, (37) implies
‖z˜ − z1‖C[t1,∞)  aqk∗
∣∣z˜(T )− z1(0)∣∣+ (ac1 + b)ε˜‖z˜ − z0‖C[t0,∞),
therefore if ‖z˜− z0‖C[t0,∞) R, then ‖z˜− z1‖C[t1,∞)  2aqk∗ρ0 + (ac1 + b) ε˜R and due to (30),
‖z˜ − z1‖C[t1,∞) 
2ρ0(q − (ac1 + b)ε˜)
1 + c1 ε˜(1 + q)/q + (ac1 + b)ε˜R.
For R  2ρ0, the right-hand side here is not greater than Rq and hence the second of estimates
(39) is valid. Thus, both estimates (39) are valid for R = max{r0,2ρ0} and consequently (36)
holds with this R.
Now we are ready for the last step of the proof. Since the functions zn are T -periodic, es-
timate (36) implies ‖zn − z‖C[0,T ]  R(qn + q) for any nonnegative integers n, . Therefore
the sequence {zn} is fundamental in the space of all continuous T -periodic functions with the
norm ‖ · ‖C[0,T ] and converges to a T -periodic continuous function z˜∗ :R+ → Rd such that
‖zn − z˜∗‖C[0,T ] Rqn for all n = 0,1,2, . . . . Similarly, the estimates
χ
(
w˜(t),wn+1(t)
)
 2LΓ LDRqn,
∣∣u˜(t)− un+1(t)∣∣ 2LΓ LDLΦRqn (40)
with every t  tn + T and n = 0,1,2, . . . (which follow from (35)) imply that the sequences
{wn} and {un} converge uniformly to some T -periodic continuous functions w˜∗ :R+ → Ω and
u˜∗ :R+ → R and
χ
(
w˜∗(t),wn+1(t)
)
 2LΓ LDRqn,
∣∣u˜∗(t)− un+1(t)∣∣ 2LΓ LDLΦRqn (41)
for all t ∈ [0, T ] and n = 0,1,2, . . . . Recall that by construction wn+1 and un+1 = Φ(wn+1) are
some periodic variable state and periodic output of the hysteresis nonlinearity for the periodic
input Dzn and that zn+1 is the periodic solution of Eq. (18) for ξ = un+1. Therefore the relations
max
t∈[0,T ]
χ
(
wn(t), w˜∗(t)
)→ 0, ‖un − u˜∗‖C[0,T ] → 0, ‖zn − z˜∗‖C[0,T ] → 0
as n → ∞ imply that w˜∗ and u˜∗ = Φ(w˜∗) are a periodic variable state and periodic output of
the hysteresis nonlinearity for the periodic input Dz˜∗ and z˜∗ is the periodic solution of Eq. (18)
for ξ = u˜∗. Equivalently, this means that (z˜∗, w˜∗) is a T -periodic solution of system (2) which
belongs to the class [z˜∗, u˜∗].
Relations (36), (40), (41) and ‖zn − z˜∗‖C[0,T ] Rqn imply
‖z˜ − z˜∗‖C[tn,∞)  2Rqn, sup
ttn+T
χ
(
w˜(t), w˜∗(t)
)
 4LΓ LDRqn
and ‖u˜ − u˜∗‖C[tn+T ,∞)  4LΓ LDLΦRqn for all n = 0,1,2, . . . and since tn = n(k + 1)T , esti-
mates (31)–(33) are valid with κ = − lnq/((k + 1)T ). This completes the proof of the theorem.
3.5. Remarks
a. Let z :R+ → Rd be a U -uniformly stable solution of the unperturbed system (1) for some
neighborhood U of the initial value z(0). The union of all bounded open sets U such that z
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continuity argument that if a bounded closed set U0 ⊇ B belongs to the basin of attraction of
the periodic solution z∗ of (1), then under the conditions of Theorem 3 the continuum set of
all periodic solutions (z,w) of system (2) with z ∈ G is U0-uniformly stable whenever ε > 0 is
sufficiently small (the interval of ε depends on U0).
b. Denote by Z(ε,G) the set of all T -periodic solutions (z,w) of system (2) with z ∈ G. From
(21) it follows that |z(T )− z∗(T )| q∗|z(0)− z∗(0)|+ (1 − q∗)c1Mε for each solution (z,w) ∈
Z(ε,G). Equivalently, |z(0)−z∗(0)| c1Mε, which together with (20) implies ‖z−z∗‖C[0,T ] 
(ac1 + b)Mε. Thus, the continuum B-uniformly stable set Z(ε,G) of periodic solutions of (2)
enjoys the property sup{‖z − z∗‖C[0,T ]: (z,w) ∈ Z(ε,G)} → 0 as ε → 0.
c. Let us say that some set Z of solutions (z,w) of system (2) is globally asymptotically stable
if there is a sequence of open bounded sets U1 ⊂ U2 ⊂ · · · such that the union of Un is Rd
and Z is Un-uniformly stable for each n. Local Theorems 1–3 can be sometimes extended to
statements on the global asymptotic stability of the set of periodic solutions. As a simple example,
consider system (2) with the first equation of the form z˙ = Az + g(t, z, εu(t)), where A is a
stable matrix (the spectrum of A belongs to the open left half-plane of the complex plane) and
the function g(·, ·, ·) satisfies the global Lipschitz condition |g(t, z1, ξ1)−g(t, z2, ξ2)|Lz|z1 −
z2| + Lξ |ξ1 − ξ2| for zj ∈ Rd, |ξj | M. This estimate and the relation z˙ − z˙∗ = A(z − z∗) +
(g(t, z, εu) − g(t, z∗,0)) imply that there is a number L0 = L0(A) determined by the matrix A
such that if Lz < L0 then the sequence z(0), z(T ), z(2T ), . . . converges exponentially to the ball
{z0 ∈ Rd : |z0 − z∗(0)|  δε} with δε = O(ε) for any solution (z,w) of (2). Since this ball is
contained in the ball B for small ε and (due to Theorem 3) the continuum set Z(ε,G) of periodic
solutions satisfying z ∈ G is B-uniformly stable, it follows that the estimate Lz < L0 implies the
global asymptotic stability of the set Z(ε,G) for any sufficiently small ε.
d. Our main assumption (24) means that mesµE(xm,xM) > 0 for all periodic continuous func-
tions x = Dz with z from the ball ‖z − z∗‖C[0,T ]  r0. Suppose that mesµE(xm,xM) = 0
for all such x, i.e., instead of (24) the relation mesµ{(α,β) ∈ Π : β < r ′m, α > r ′M} = 0
with r ′m = mint∈[0,T ] Dz∗(t) + r0|D|, r ′M = maxt∈[0,T ] Dz∗(t) − r0|D| holds. The equality
mesµ E(xm,xM) = 0 implies that formulas (11) of Lemma 1 define the same periodic vari-
able state w∗ = Γ [Qx]x of the Preisach nonlinearity for all η (recall that the functions that
coincide almost everywhere with respect to the measure mesµ represent the same state) and the
formula u = Jλx defines the same periodic output u∗ = Φ(w∗) for all λ. In other words, there
is a unique periodic variable state and periodic output for each periodic input x = Dz such that
‖z − z∗‖C[0,T ]  r0. In this situation, the conclusions of Theorems 1–3 should be modified as
follows. The bound ε < ε0 ensures the existence of at least one periodic solution (z˜∗, w˜∗) of
system (2) with z˜∗ ∈ G. If in addition condition (25) of Theorem 2 is valid, then the periodic
solution (z˜∗, w˜∗) with z˜∗ ∈ G is unique. Estimate (28) of Theorem 3 implies that this solution is
B-uniformly stable and that for all solutions (z˜, w˜) = (zε(·; z0,w0),wε(·; z0,w0)) with z0 ∈ B
relations (31)–(33) hold. These assertions continue the results of [6].
e. Analogs of the results of the paper are valid for systems with other types of hysteresis non-
linearities. Particular examples include the Prandtl–Ishlinskii models, vector generalizations of
the Preisach and Prandtl–Ishlinskii nonlinearities, scalar and vector stops and plays, finite sets
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ple, natural modifications of Theorems 1–3 are valid for the autonomous system z˙ = f (z, εu),
u(t) = (Φ(w))(t), w(t) = (Γ [w0]Dz)(t). Assuming that the unperturbed equation z˙ = f (z,0)
has an asymptotically orbitally stable cycle and all d − 1 characteristic multipliers of this cycle
belong to the open unit disc of the complex plane, one can formulate statements on existence and
U -uniform orbital stability of a continuum set of cycles for the system with hysteresis perturba-
tion. Proofs for the autonomous problem are more complicated than those for the nonautonomous
case.
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