A new approach to formulation of asymptotic boundary conditions for eigenvalue problems arising in numerical analysis of hydrodynamic stability of such shear flows as boundary layers, separations, jets, wakes, characterized by almost constant velocity of the main flow outside the shear layer or layers is proposed and justified. This approach makes it possible to formulate and solve completely the temporal and spatial stability problems in the locally-parallel approximation, reducing them to ordinary algebraic eigenvalue problems.
It is well known that the modes of discrete spectrum being the most significant disturbances in the problems of hydrodynamic stability are negligibly small only far from a shear boundary layer (see, e.g., [4] ). Therefore, an approach where the computation domain is taken sufficiently large (about ten or more thicknesses of the boundary layer) is widely used now, and homogeneous boundary conditions for disturbances, or their derivative, or their linear combination are posed on the domain boundary [2] . This method is simple in implementation, but it is characterized by significant empiricism because each case requires experimental selection of a sufficient size of the computational domain. In addition, computations in such large domains lead to an increase in the total number of grid nodes due to inclusion in computations such flow regions where the main flow is constant with high accuracy [7, 17] and the behaviour of discrete spectrum modes does not affect the stability of the boundary layer. Finally, the application of spectral methods widely used for solving stability problems and based on Chebyshev or Legendre polynomials requires preliminary transformations allowing one to concentrate grid nodes in the boundary layer. If the computation domain significantly exceeds the boundary layer, then the corresponding transformation may be ill-conditioned, which results in large approximation errors [7, 13] .
As an alternative, we can use the so-called asymptotic boundary conditions, i.e., nonzero boundary conditions posed on the border of the boundary layer. To this end, sometimes simplified asymptotic boundary conditions based on some physical considerations are used [15, 20] . A more reasonable alternative to zero boundary conditions proposed in some papers (see, e.g., [8, 10, 27] ) is the use of complete asymptotic boundary conditions obtained analytically as conditions of decrease of disturbances far from the boundary layer. A general approach for deriving such conditions by means of analytical calculations of eigenfunctions of the adjoint eigenvalue problem was described in [21] . However, for some values of parameters this approach leads to incorrect statements due to occurrence of a multiple defective eigenvalue.
In this paper we propose to use the analytically calculated invariant subspace of solutions damping at infinity to derive complete asymptotic boundary conditions. The problems of temporal and spatial stability of Blasius boundary layer are considered as examples. The solutions obtained with the use of asymptotic boundary conditions are compared with the solutions obtained with the use of homogeneous conditions including the comparison of the corresponding computational costs. It is shown that the use of asymptotic boundary conditions essentially decreases the cost of computations.
Linear stability problems in locally-parallel approximation
Let a steady two-dimensional flow of a viscous incompressible fluid be given in the domain Ω = {(x, y) : x min < x < x max , 0 ⩽ y < ∞} (1.1) where x, y are the Cartesian coordinates, the boundary y = 0 is solid and the no-slip condition is posed on it. Let U and V be the flow velocity components along x and y, respectively, the pressure be normalized by the density, and ν be the kinematic viscosity. This flow will be referred to as the main flow. We suppose that the velocity components are sufficiently smooth, bounded in absolute value, and have the limit in y → ∞ and any fixed x from the interval x min < x < x max . The linear stability of such flow means its stability to infinitesimal divergence free disturbance of velocity components equal to zero at y = 0 and ∞. The linearized equations governing the propagation of unsteady disturbances of the main flow with the velocity components and pressure
respectively, have the form
Below we assume that the velocity component U of the main flow weakly depends on x, and the component V and its derivative are negligible. In this case system of equations (1.2) can be reduced to the system
allowing us to study the linear stability of the main flow in the so-called locally parallel approximation (a detailed description of this approach can be found, e.g., in [29] ). To this end, a certain grid is constructed in the interval x min < x < x max and equations (1.3) are considered in a neighbourhood of each fixed node x = x 0 with the velocity profile U = U(y) = U(x 0 , y). Functions of the following form are considered as disturbances:
where
Under the above assumptions, the amplitudes u(y), v(y), and p(y) of such disturbances must satisfy the system of equations
−iωv + iαUv = − dp dy
where Re denotes the local (i.e., at x = x 0 ) Reynolds number, which definition takes the reference velocity as
This system can be also written in the form
where λ = α 2 + i Re(α − ω) and the product Re p is denoted by p. In practice, one more useful simplification is used in the stability analysis of boundary layers in the locally parallel approximation: for each fixed x = x 0 the profile of the main flow is assumed to be constant above some sufficiently large value y = y BL interpreted as the border of the boundary layer. In this case the profile computed up to y = y BL and extended further by a constant is approximated by a sufficiently smooth spline (for example, a cubic one). Below we assume that such simplification is applied at the stage of construction of system (1.6), i.e., the profile U in (1.6) possesses the property U(y) = 1 for y ⩾ y BL and has a continuous first derivative.
There are temporal and spatial stability problems. In the case of temporal stability analysis, α is an arbitrary fixed real number and ω are complex frequencies to be determined from system (1.6), (1.5) . This is an eigenvalue problem where λ plays the role of an eigenvalue and (u, v, p) T ̸ = 0 is the corresponding eigenfunction. Each such pair is associated with a solution of form (1.4) satisfying system (1.3) locally. If the imaginary part of ω = α + i(λ − α 2 )/Re is greater than zero, then the corresponding solution (1.4) grows in time, if it is less than zero, then the solution decays, if it equals zero, then the solution is neutrally stable. Thus, the condition of local temporal stability of the main flow at x = x 0 consists in negative imaginary parts of ω corresponding to each eigenvalue λ of problem (1.6), (1.5) for all real values α.
Note that if the pair λ, (u, v, p) T is a solution to problem (1.6), (1.5) for some real α = α 0 , then the complex conjugate pairλ , (ū,v ,p ) T is the solution to this problem for α = −α 0 . Moreover, as is not difficult to see, for α = 0 only the eigenvalues of the operator
can be the eigenvalues λ of problem (1.6), (1.5) and the eigenfunctions corresponding to them must have the form (u, 0, c) T , where u is an eigenfunction of operator (1.7) and c is an arbitrary constant. However, operator (1.7) has no eigenvalues because the equation Lu = λu has only the trivial solution for any fixed λ. Taking this fact into account, below we consider only the case α > 0.
Numerical solution of eigenvalue problem with homogeneous boundary conditions
Solving eigenvalue problem (1.6), (1.5), one performs computations in the interval
where y 0 ≫ y BL , and zero boundary conditions are posed for u and v at the ends of this interval. The value y 0 is taken so large that its further increase has no essential effect to the solution. The collocation method [9] can be used for the discretization in y taking the points y j = y(s j ) for grid nodes, where
σ > 0 is a scaling factor, s 0 = 1, s N+1 = −1, and
i.e., these are the roots of the second kind Chebyshev polynomial of degree N. Therefore, the introduced grid satisfies the relations
In order to approximate the pressure derivative at grid nodes y 1 > . . . > y N , we use Lagrange interpolation polynomials on grid (2.2), the approximation of velocity components at the same nodes uses Lagrange interpolation polynomials on grid (2.2) with addition of the nodes ±1. The derivatives of elementary Lagrange interpolation polynomials are computed using the methods described in [28] .
Taking into account zero boundary conditions for velocity components, this approximation results in the following linear generalized algebraic eigenvalue problem:
where v denotes a 2N-component column of values of the components u and v at the grid nodes y 1 > . . . > y N , p is an N-component column of values of pressure at the same grid nodes, and J, G, and F are matrices of sizes 2N × 2N, 2N × N, and N × 2N, respectively, being finite-dimensional analogues of the operators
Note that not only the above approximation, but any other spatial approximation of problem (1.6), (1.5) leads to a generalized eigenvalue problem of form (2.3) (in some cases, after simple algebraic transformations). If methods of Galerkin type based on a weak formulation of problem (1.6), (1.5) are applied, then the matrices F and G are mutually adjoint and the finite-dimensional analogue of the second derivative included to the matrix J will be Hermitian and negative definite. This makes generalized algebraic problem (2.3) completely adequate to original problem (1.6), (1.5). In particular, this allows one to project problem (2.3) onto the subspace of solenoidal grid functions and thus to reduce it to an ordinary algebraic eigenvalue problem with the spectrum consisting of finite eigenvalues of problem (2.3). The same result can be achieved within the framework of collocation method using staggered grids for the pressure and velocity components and applying the technique described in [11] .
The simplest version of the collocation method described above does not allow us to obtain generalized algebraic eigenvalue problem (2.3) possessing exactly all basic properties of original problem (1.6), (1.5). However, as practice shows, this approximation allows us to obtain quite relevant results due to its small error at least for problems related to the study of stability of boundary layers and prediction of laminar-turbulent transition in such layers (see, e.g., [3, 5, 6] ).
For α > 0 the matrices G and F in (2.3) obtained by the simplest variant of the collocation method are not mutually adjoint, but have full ranks, i.e., the kernels of the matrices F and G * have equal dimension.
Moreover, the maximal angle between these kernels is less than π/2. These properties are equivalent to the non-singularity of the matrix FG and allow us to reduce problem (2.3) to an ordinary algebraic eigenvalue problem with the spectrum consisted of finite eigenvalues of the original problem. In addition to those eigenvalues, problem (2.3) has the infinite eigenvalue of multiplicity 2N.
Let us describe an algorithm of reducing generalized problem (2.3) to the ordinary one. We use this algorithm below in numerical experiments. A detailed justification of such type of reductions was given in [24] . By Q F and Q G we denote unitary rectangular matrices of size 2N × N whose columns form orthonormal bases in the kernels of the matrices F and G * , respectively. Since the maximal angle between these kernels is less than π/2, the matrix Q * G Q F is nonsingular. An arbitrary vector v satisfying the second equation of (2.3) is uniquely representable in the form v = Q F u, where u = Q * F v. Substituting this representation into the first equation of (2.3) and multiplying the obtained equation from the left by Q * G , we get the equation
We divide this equation by the matrix Q * G Q F from the left and obtain the ordinary eigenvalue problem λu = Hu
Computing the matrix H and solving the complete eigenvalue problem for it, for example, by the QR algorithm [16] , we obtain all finite eigenvalues of problem (2.3). The velocity components of the corresponding eigenvectors can be computed by the formula v = Q F u. Usually, the pressure is not required in the stability analysis. Otherwise, the vector p corresponding to the obtained vector v can be uniquely computed from the first equation of (2.3). To compute the matrices Q F and Q G , one can use full QR decomposition of the matrices F * and G, respectively, obtained with the use of the standard algorithm based on Housholder transformations [16] . For example, applying this algorithm to the matrix G, we obtain a unitary matrix Q of order 2N and an upper triangular rectangular matrix R of size 2N × N such that G = QR up to machine precision. The required matrix Q G is formed by N last columns of the matrix Q.
All matrix algorithms mentioned above are implemented, for example, in the LAPACK package [1] . Using this package the above method can be implemented such that the major part of computations will be performing by the high efficient standard matrix subroutines.
Reduction to quadratic eigenvalue problem in a bounded interval
System of equations (1.6) can be written as a system of first order ordinary differential equations, i.e.,
Elements of the matrix C continuously depend on y. Therefore, for any fixed complex number λ, real y 0 and four-component complex vector η 0 there exits a unique continuous vector function η(y) satisfying (3.1), (3.2) for y ̸ = y 0 and equal to η 0 for y = y 0 . This vector function is also continuously differentiable. Eigenvalue problem (1.6), (1.5) can be formulated in new notations in the following form:
where η i denotes the ith component of the vector η. Fixing an arbitrary positive value y = y b , we can split problem (3.3) into two underdetermined eigenvalue problems
and the cross-linking condition
It is not difficult to see that if the pair λ, η satisfies (3.3), then the pairs .4) and (3.5), respectively, and also cross-linking condition (3.6). The converse is also true: if λ (1) , η (1) and λ (2) , η (2) satisfy (3.4) and (3.5), respectively, and also cross-linking condition (3.6), then the pair
In the case U(y) = 1 for all y > y b , the general solution to problem (3.5) has the form
where λ (2) is an arbitrary complex number and η (2) (y b ) is an arbitrary nonzero vector from the invariant subspace of the matrix
corresponding to its eigenvalues with negative real parts. Using the decomposition described above, this allows us to decrease computational cost essentially in comparison with solution algorithm for problem (1.6), (1.5) from the previous section. Simple calculations show that the matrix
where γ is an arbitrary complex number, has the eigenvalues
and the following identity is valid:
Since we consider only the case α > 0, relations (3.7) and (3.8) imply that the set of solutions to problem (3.5) consists of eigenpairs of the form
where γ, 1 , and 2 are the arbitrary complex constants satisfying the following condition:
Thus, eigenvalue problem (3.3) is reduced to eigenvalue problem (3.4) with the additional conditions
and (3.10). Returning back to the second-order equations, we finally obtain the system of equations
with the boundary conditions
and condition (3.10). System (3.11), (3.12) is a quadratic eigenvalue problem for the real eigenvalue γ and the eigenfunction consisting of the vector function (u, v, p) T and numbers 1 , 2 . Boundary condition (3.12) replacing the conditions at infinity are called asymptotic boundary conditions. These conditions assume that solutions to problem (3.11), (3.12) include all solutions to problem (1.6), (1.5). However, solutions to problem (3.11), (3.12) may also contain solutions with Real(γ) ⩽ 0 and 2 ̸ = 0 whose continuation does not vanish at infinity. Additional condition (3.10) allows us to exclude these spurious solutions after all solutions to problem (3.11), (3.12) have been found.
Recall that we reduced problem (1.6), (1.5) to problem (3.11), (3.12), (3.10) assuming that U(y) = 1 for all y > y b . Taking into account the assumptions about the main solution made in Section 1, it is sufficient to take y b = y BL to satisfy this condition.
Numerical solution of quadratic eigenvalue problem
Taking y b = y BL , we approximate problem (3.11), (3.12), (3.10) with respect to y using the simplest collocation method described in Section 2 with y 0 = y BL .
By v u and v v we denote N-component columns of values of the velocity components u and v at the grid nodes y 1 > . . . > y N , by p we denote an N-component column of pressure values at the nodes of the same grid, by u 0 and v 0 we denote u(y 0 ) and v(y 0 ), respectively. In addition, by D p we denote the square matrix of order N being a discrete analogue of the first derivative operator at the grid nodes y 1 > . . . > y N for the pressure determined at nodes of the same grid, by D v we denote the square matrix of order N + 1 being a discrete analogue of the first derivative operator at the grid nodes y 0 > . . . > y N for velocity components given at nodes of the same grid taking into account zero boundary condition at y = 0, i.e., at the node y N+1 , by L v we denote the rectangular matrix of size N × (N + 1) being a discrete analogue of the second derivative operator at the nodes y 1 > . . . > y N for velocity components given at the nodes y 0 > . . . > y N taking into account zero condition at y = 0, and by Π we denote the N-component row such that Πp is the pressure value at the node y 0 computed with the use of the Lagrange interpolation polynomial constructed on grid (2.2). Let us partition the matrices D v and L v into blocks in the following way:
where d is a number, r is an N-component row, c and l are N-component columns, and D, L are square matrices of order N. These notations allow us to write down the discrete analogue of problem (3.11), (3.12) obtained by the collocation method in the following form:
where A and B are square diagonal matrices of order N containing the values of the functions −Re (U − 1) and −Re dU/dy, respectively, at the nodes y 1 > . . . > y N . Using the fourth and fifth equations of (4.1), we eliminate u 0 and v 0 from all other equations containing these variables and also exclude γ from the fifth equation using the last one. As the result, we transform this quadratic eigenvalue problem to the following form: 2 or, in more compact form, to
Here I denotes the identity matrix of order N and block structure of all matrices corresponds to the block structure of the vector v. One can apply reduction to problem (4.2) similar to that described in Section 2. By Q F and Q G we denote unitary rectangular matrices of size (2N + 1) × (N + 1) whose columns form orthonormal bases in the kernels of the matrices F and G * , respectively. We assume that the maximal angle between these subspaces is less than π/2, i.e., the matrix Q * G Q F is nonsingular. An arbitrary vector v satisfying the second equation of (4.2) is uniquely representable in the form v = Q F u, where u = Q * where
] which is equivalent to quadratic problem (4.1).
Solving the complete eigenvalue problem for the matrix M with the use of QR algorithm and selecting the eigenpairs satisfying condition (3.10), we get approximate solutions to original eigenvalue problem (1.6), (1.5):
whereQ F is the matrix of size 2N × (N + 1) formed by 2N first rows of the matrix Q F .
Problems of spatial stability
The problem of spatial stability of the main flow is formulated as solution of quadratic eigenvalue problem (1.6), (1.5) with fixed real ω, where λ = λ(α) = α 2 +i Re(α−ω), with the complex eigenvalue α and eigenfunction (u, v, p) T ̸ = 0. The approximation described in Section 2 reduces this problem (in notations of Section 4, but with y 0 ⩾ y BL ) to the following quadratic algebraic eigenvalue problem:
which, in its turn, can be reduced to the ordinary linear problem with a matrix dimension 4/3 times greater than that of the pencil A(α) [5, 6] . Eigenvalue problem (1.6), (1.5) can be also solved by the approach described in Section 4 and reducing the original problem to an eigenvalue problem with asymptotic boundary conditions. The approximation of this problem leads to a nonlinear eigenvalue problem of form (5.1) with
where submatrices approximate the corresponding operators in the interval with the upper bound y 0 = y BL , γ(α) = √λ(α), and the sign in root computations is taken so that the real part of γ(α) is nonnegative. For example, we can use the standard formula computing the square root of a complex number taking values with nonnegative real part, i.e.,
where λ r (α) and λ i (α) are the real and imaginary parts of λ(α), respectively. In order to obtain all solutions to problem (5.1), (5.3), we can represent it as a two-parameter quadratic eigenvalue problem with the parameters α and γ connected by the formula γ 2 = α 2 + i Re(α − ω) and use the methods described in [19] .
In practice, for each considered value ω we usually need to find only one particular eigenvalue α with a positive real part and the eigenvector corresponding to it. Moreover, we have a good initial guess for the required eigenvalue, for example, taken from the solution to the temporal stability problem. This allows us to apply efficiently the method of successive linear problems. To this end, we specify α and tol > 0 and compute the smallest in absolute value eigenvalue and the corresponding eigenvector for the linear matrix pencil A(α)x = µA (α)x, where the prime symbol denotes the derivative with respect to α, and set α equal to α − µ; if ‖A(α)x‖ 2 < tol, then stop, otherwise repeat the computations with the new value α. Partial eigenvalue problems are solved either by inverse iterations or by their combination with Newton type methods as was proposed in [12] .
In the case of zero boundary conditions we have
where λ (α) = 2α + iRe. In the case of asymptotic boundary conditions we have
Numerical experiments
In this section we present and discuss the results of numerical experiments with the algorithms proposed above taking the Blasius boundary layer as the main flow. Left side of Fig. 1 shows in red color the normalized profile U of the velocity for such flow computed with high accuracy for 0 ⩽ y ⩽ 40 and U ∞ = 1 by the method described in [26] . The boundary y BL ≈ 4.27 of the boundary layer was obtained as the position of the closest to the surface grid node satisfying the condition U ⩾ 0.999. As was described in section 1, outside of the boundary layer, i.e., for y > y BL , the original profile was replaced by the constant equal to U(y BL ) and was normalized by this constant. The new obtained profile was approximated by a cubic spline used further as the main flow profile. Left side of Figure 1 shows with black color the modified profile for 0 ⩽ y ⩽ y BL , right side shows the original and modified profiles for 3 ⩽ y ⩽ 5. It is seen that the difference of the modified and original profiles is small. Note that the renormalization of the boundary layer profile indicated above requires, generally speaking, a certain correction of the Reynolds number for accurate comparison with known results on stability of the original Blasius boundary layer. One should multiply the Reynolds number by 0.999 in computations with the modified profile.
Temporal stability
It is known that for the Reynolds number Re = 1000 there exist growing in time disturbances of the Blasius boundary layer with the local wave number α = 0.25 [4] . Compare the results of solution of eigenvalue problems (1.6), (1.5) for α = 0.25 and the corrected Reynolds number Re = 999 obtained by the methods described in Sections 2 and 4, i.e., with homogeneous and asymptotic boundary conditions, respectively, for the computation domain. First we consider computation results for eigenfunctions. Figure 2a shows with solid lines the absolute value of the streamwise velocity component of the eigenfunction corresponding to the leading eigenvalue ω, i.e., to the eigenvalue with the maximal imaginary part. The computations were performed by the method described in Section 2 for different values of y 0 . All the computations used the grid with σ = 2 and N = 500 internal nodes, which guarantees an extremely small approximation error. That is the accuracy of computations was determined by the chosen boundary of the computation domain. Figure 2b presents the same functions, but on the interval 0 ⩽ y ⩽ 5. It is seen that within the boundary layer the convergence is observed even for y 0 = 20. However, the streamwise component of the velocity becomes visually close to zero on the upper boundary of the computation domain only for y 0 = 40. Therefore, for sufficiently accurate computation of the whole eigenfunction, the minimal necessary height of the computation domain should be about ten thicknesses of the boundary layer. In Fig. 2 , the black dotted line indicates the absolute value for the streamwise velocity component of the leading eigenfunction calculated by the method described in Section 4 on the grid with the same number of internal nodes. One can see that inside the boundary layer it coincides with the most accurate result obtained with the use of homogeneous boundary conditions. Now consider the computation results for eigenvalues. Table 1 presents 7 significant decimal digits of the real and imaginary parts of ω with the maximal imaginary part calculated with the use of homogeneous boundary conditions by the method described in Section 2 for y 0 = 40 (columns 2 and 4) and with the use of asymptotic boundary conditions by the method described in Section 4 (columns 3 and 5) on grids with σ = 2 and different number of grid nodes N. In the first case the computations were reduced to solution of ordinary eigenvalue problems with matrices of order N and in the second case the matrices were of order 2N + 3. Nevertheless, as is seen from the table, assuming the same approximation error, the use of asymptotic boundary conditions leads to the eigenvalue problems with matrices of lesser order. For example, the fourth significant digit in real parts in computation by the method with asymptotic boundary conditions is not changed under increasing N beginning with N = 15, while for the method using homogeneous boundary conditions it is not changed beginning with N = 50. For the imaginary part these values are N = 20 and N = 50, respectively. It is worth noting that for the method using homogeneous boundary conditions the correct fourth significant digit in real and imaginary parts is also attained for y 0 = 30 at the same values of N, but for y 0 = 20 the fourth significant digit in the imaginary part is incorrect for all N. Therefore, to get four correct significant digits in real and imaginary parts of the leading eigenvalue using asymptotic boundary conditions, it is sufficient to solve eigenvalue problems with matrices of order 43, and for homogeneous boundary conditions such order of matrices is 50. Taking into account that the total number of arithmetic operations in both the cases is proportional to n 3 , where n is the order of the matrix, and the proportionality constants are almost the same, the computational cost of methods using asymptotic boundary conditions is almost 1.6 times smaller.
Spatial stability
Now let us consider the problem of spatial stability with the parameters Re = 999 and ω = 8.8482 × 10 −2 . We are interested in the eigenvalue α closest to the point α 0 = 0.25 and in the eigenfunction corresponding to it. Since the chosen ω is the real part of the leading eigenvalue of the temporal eigenvalue problem with α = 0.25 described in the previous subsection, by virtue of Gaster's theorem [14] we may expect that the obtained eigenfunction is the amplitude of a growing Tollmien-Schlichting wave, and the real and imaginary parts of the obtained eigenvalue α are the local wave number of this wave and its increment, respectively, taken with the opposite sign. Figure 3 presents the absolute value of the streamwise velocity component of the eigenfunction corresponding to the obtained eigenvalue and computed by the methods described in Section 5 with the use of homogeneous and asymptotic boundary conditions. The computation parameters (the value of σ, number of grid nodes N, the boundary of computation domain y 0 ) were the same as in the case of temporal stability problem. The conclusions from the obtained results are the same too. Table 2 presents 7 significant decimal digits of real and imaginary parts of the required eigenvalue computed by the methods described in Section 5 with the use of homogeneous boundary conditions for y 0 = 40 (columns 2 and 4) and asymptotic boundary conditions (columns 3 and 5). In the first case the corresponding eigenvalue problems have the algebraic dimension 3N, in the second case this dimension is 3N + 2. It is seen that, as in the case of the temporal stability problem, the fourth significant digit in the real part of the eigenvalue computed by the method using asymptotic boundary conditions is not changed under increasing N beginning with N = 15, while for the method using homogeneous boundary conditions this is observed beginning with N = 50. For the imaginary part these numbers are N = 20 and N = 70, respectively.
Thus, for the same approximation error the use of asymptotic boundary conditions leads to a partial nonlinear eigenvalue problem with a matrix pencil of order 62, and the use of homogeneous conditions results in the matrix pencil of order 210. Taking into account that the total number of arithmetic operations in both cases is proportional to n 3 , where n is the order of the corresponding matrix pencil A(α), and the constants of proportionality are almost the same, the computational cost is decreased about 40 times due to the use of asymptotic boundary conditions.
Conclusion
A new approach to derivation of asymptotic boundary conditions for eigenvalue problems arising in numerical analysis of hydrodynamic stability for incompressible shear flows with open boundaries is proposed and justified. In contrast to the known approach based on analytically computed eigenfunctions of the adjoint eigenvalue problem, this new approach is based on analytically computed invariant subspace of solutions vanishing at infinity. This allows us to avoid incorrect formulations under appearance of a multiple defective eigenvalue. The problems of temporal and spatial stability of the Blasius boundary layer are considered as examples. It is shown that the use of the obtained asymptotic boundary conditions allows us to solve entirely the problems of temporal and spatial stability in the locally-parallel approximation significantly faster than with the use of homogeneous boundary conditions because it requires essentially smaller number of grid nodes to obtain the solution with the same accuracy. This is especially important in computation of the location of the laminar-turbulent transition in boundary layers by the so-called e N -method (see [5, 6] and the bibliography therein), which requires solving spatial and temporal stability problems with a large set of parameter values.
It should be noted that eigenfunctions of the eigenvalue problems obtained as results of the temporal and spatial stability problems of shear compressible supersonic flows are negligible at distances from the underlying surface not of tens, as in the incompressible case, but of hundreds of thicknesses of the boundary layer. Therefore, we can expect that the application of asymptotic boundary conditions in numerical analysis of stability of such flows will give an even more significant gain.
