Abstract. Dominators provide a general mechanism for identifying reconverging paths in graphs. This is useful for a number of applications in ComputerAided Design (CAD) including signal probability computation in biased random simulation, switching activity estimation in power and noise analysis, and cut points identification in equivalence checking. However, traditional single-vertex dominators are too rare in circuit graphs. In order to handle reconverging paths more efficiently, we consider the case of double-vertex dominators which occur more frequently. First, we derive a number of specific properties of double-vertex dominators. Then, we describe a data structure for representing all double-vertex dominators of a given vertex in linear space. Finally, we present an algorithm for finding all double-vertex dominators of a given vertex in linear time. Our results provide an efficient systematic way of partitioning large graphs along the reconverging points of the signal flow.
Introduction
This paper considers the problem of finding dominators in circuit graphs. A vertex v is said to dominate another vertex u if every path from u to the output of the circuit contains v [1] . For example, for the circuit in Figure 1 (a), vertex n dominates vertex e; vertex p dominates vertex h, etc.
Dominators provide a general mechanism for identifying re-converging paths in graphs. If a vertex v is the origin of a re-converging path, then the immediate dominator of v is the earliest point at which such a path converges. For example, in Figure 1 (a), the re-converging path originated at e ends at n; the re-converging path originated at g ends at f .
Knowing the precise starting and ending points of a re-converging path is useful in a number of applications including computation of signal probabilities in biased random simulation, estimation of switching activities in power and noise analysis, and identification of cut points in equivalence checking.
The signal probability of a net in a combinational circuit is the probability that a randomly generated input vector will produce the value one on this net [2] . Signal probability analysis is used, for example, to measure and control the coverage of vector generation for biased random simulation [3] .
The average switching activity in a combinational circuit is the probability of its net values to change from 0 to 1 or vice verse [4] . It correlates directly with the average dynamic power dissipation of the circuit, thus its analysis is useful for guiding logic optimization methods targeting low power consumption [5] .
Computation of signal probabilities and switching activities based on topologically processing the circuit from inputs to outputs and evaluating the gate functions generally produces incorrect results due to higher-order exponents introduced by correlated signals [2] . For example, if the functions f and g have variables in common, then P[ f ∧ g] = P[ f ] · P[g], where P is the signal probability. Dominators provide the earliest points during topological processing at which all signals correlated with signal originated at the dominated vertex converge. Therefore, the computation of signal probabilities and switching activities can be partitioned along the dominator points.
Cut-points based equivalence checking partitions the specification and implementation circuits along frontiers of functionally equivalent signal pairs, called cut-points [6] . This is usually done in four steps: (1) cut-points identification, attempting to discover as many cut-points as possible, (2) cut-points selection, aiming to choose the cut-points which simplify the task of verification, (3) equivalence checking of the resulting subcircuits, (4) false negative reduction. Dominators provide a systematic mechanism for identifying and choosing good cut-points in circuits, since converging points of the signal flow are ideal candidates for cut-points.
In spite of the theoretical advantages of dominators, previous attempts to apply dominator-based techniques to large circuits have not been successful. Two main reasons for this are: (1) single-vertex dominators, which can be found in linear time, are too rare in circuits; (2) multiple-vertex dominators, which are common in circuits, require exponential time to be computed. In other words, no systematic approach for finding useful dominators in large circuits efficiently has been known so far. Useful are normally dominators of a small size because 2 k combinations of values of a k-vertex dominator have to be manipulated to resolve signal correlations [7] .
In this paper, we focus on the specific case double-vertex dominators. First, we prove a number of fundamental properties of double-vertex dominators. For example, we show that immediate double-vertex dominators are unique. This property also holds for single-vertex dominators, but it does not extend to dominators of size larger than two. Then, we present a data structure for representing all double-vertex dominators of a given vertex in linear space. Finally, we introduce an algorithm for finding all double-vertex dominators of a given vertex in linear time. This asymptotically reduces the complexity of the previous quadratic algorithm for finding double-vertex dominators [8] .
The paper is organized as follows. Section 2 presents basic notation and definitions. In Section 3, we introduce definitions of dominators which are more general than the traditional ones from [1] . Section 4 summarizes the previous work on dominators. In Sections 5 and 6, we describe properties of multiple-vertex and double-vertex dominators, respectively. Section 7 presents the data structure for representing double-vertex dominators. Section 9 describes the new algorithm for finding double-vertex dominators. The experimental results are shown in Section 10. Section 11 concludes the paper.
Preliminaries
Unless otherwise specified, throughout the paper, we use capital letters A, B,C, etc. to denote vectors and bold letters A, B, C, etc. to denote sets. Let G = (V, E, root) denote a single-output acyclic circuit graph where the set of vertices V represents the primary inputs and gates. A particular vertex root ∈ V is marked as the circuit output. The set of edges E ⊆ V × V represents the nets connecting the gates.
Fanin and fanout sets of a vertex v ∈ V are defined as f anin(v) = {u |(u, v) ∈ E} and f anout(v) = {u |(v, u) ∈ E}, respectively.
The transitive fanin of a vertex v ∈ V is a subset of V containing all vertices from which v in reachable. Similarly, the transitive fanout of a vertex v ∈ V is a subset of V containing all vertices reachable from v.
A path P = (v 1 , v 2 , . . . , v |P| ) is a vector of vertices of V such that (v i , v i+1 ) ∈ E for all i ∈ {1, . . . , |P| − 1}. The vertices v 1 and v |P| are called the source and the sink of P, respectively. The source and the sink of P are called the terminal vertices of P. The remaining vertices of P are called the non-terminal vertices.
Throughout the paper, we call two paths disjoint if the intersection of sets of their non-terminal vertices is empty.
Given two paths P 1 = (v 1 , v 2 , . . . , v |P 1 | ) and P 2 = (w 1 , w 2 , . . . , w |P 2 | ), the concatenation of P 1 and P 2 is defined only if v |P 1 | = w 1 . The result of the concatenation is the path
We use the notation P 3 = P 1 P 2 to denote that P 3 is a concatenation of P 1 and P 2 .
A prefix of a vertex P, denoted by prefix(P), is a sub-vertex of P containing k first adjacent vertices of P for some 1 ≤ k < |P|. A suffix of a vertex P, denoted by suffix(P), is a sub-vertex of P containing k last adjacent vertices of P for some 1 < k ≤ |P|.
Definition of Dominators
In this section, we introduce definitions of dominators and immediate dominators which are more general than the traditional ones from [1] .
Definition 1 A set of vertices A dominates a set of vertices B with respect to a set of vertices C if every path which starts at a vertex in B and ends at a vertex in C contains at least one vertex from A.
Definition 2 A set of vertices A is a dominator of a set of vertices B with respect to a set of vertices C, if
The sets B and C are called, the source set and the sink set, respectively. For example, for the circuit in Figure 1 (a), { j, k, l} is a dominator of the source {e, g} with respect to the sink {n, p}.
In most applications of dominators, the source set B and the sink set C are known, while the dominator set A needs to be computed. The sizes of the sets B, C are neither important for the choice of data structure for representing dominators, nor for the algorithm which finds them. Vertices in the set B can be merged into a single vertex v b which feeds all the vertices fed by any vertex in B. Similarly, vertices into the set C can be merged to a single vertex v c which is fed by all vertices feeding any vertex in C. In this case finding a dominator for v b with respect to v c is equivalent to finding a dominator for B with respect to C. Therefore, an algorithm which handles the case |B| = |C| = 1 can be extended to the sets B and C of an arbitrary size.
Contrary, the size of the dominator set A is crucial for the choice of data structures and algorithms. Therefore, the size of A is the most important criteria for characterizing the properties of a dominator. We use the term k-vertex dominator to refer to the case of |A| = k. If k > 1 then we may also call a k-vertex dominator multiple-vertex dominator. If a dominator dominates more then one vertex, i.e. |B| > 1, it is called common k-vertex dominator.
Throughout this paper, unless specified otherwise, the vertex root is assumed to be the sink for any considered dominator relation. So, if we say that A dominates B, we mean that A dominates B with respect to root.
Definition 3 A set of vertices A is a strict dominator of a set of vertices B, if A is a dominator of B and A B = / 0.
For example, in Figure 1 (a), { j, k, h} is a dominator of {b, h}, but it is not strict. On the other hand, { j, k, h} is a strict dominator of {b}. Obviously, any dominator of a single vertex is a strict dominator. All results in this paper are derived for dominators of single vertices. Therefore, throughout the paper when we write "dominator" it also means "strict dominator". Note that any algorithm which finds only strict dominators can be extended to find all dominators by introducing a fake vertex which feeds all nodes in B. The search is carried out with the fake vertex constituting the new B.
Definition 4 A set A is an immediate k-vertex dominator of a set B if A is a strict kvertex dominator of B and A does not dominate D, where D is any other strict k-vertex dominator of B.
The concept of immediate dominators has a special importance for single-vertex dominators. It was shown in [9, 10] that every vertex v in a directed acyclic graph G except root has a unique immediate single-vertex dominator, idom(v). The edges {(idom(v), v) | v ∈ V − {root}} form a directed tree rooted at root, which is called the dominator tree of G. For example, the dominator tree for the circuit in Figure 1 (a) is shown in Figure 1(b) .
Note that the immediate multiple-vertex dominators are not necessarily unique. For example, vertex b in Figure 1 (a) has two immediate 3-vertex dominators: { j, k, h} and {e, l, m}. Later in the paper we prove that the immediate dominators are always unique for the case of k = 2.
It might be worth mentioning that dominators are more general than min-cut in circuit partitioning [11] . A min-cut is required to dominate all vertices in its transitive fanin. Therefore, every min-cut is a dominator, but not every dominator is a min-cut.
Previous Work
The problem of finding single-vertex dominators was first considered in global flow analysis and program optimization. Lorry and Medlock [9] presented an O(n 4 ) algorithm for finding all immediate single-vertex dominators in a flowgraph with n vertices. Successive improvements of this algorithm were done by Aho and Ullman [10] , Purdom and Moore [12] , and Tarjan [13] , culminating in Lengauer and Tarjan's [1] O(eα(e, n)) algorithm, where e is the number of edges and α is the standard functional inverse of the Ackermann function which grows slowly with e and n.
The asymptotic time complexity of finding single-vertex dominators was reduced to linear by Harel [14] , Alstrup et al. [15] and Buchsbaum et al. [16] . However, these improvements in asymptotic complexity did not contribute much to reducing the actual runtime. For example, the algorithm [16] runs 10% to 20% slower than Lengauer and Tarjan's [1] . Lengauer and Tarjan algorithm appears to be the fastest of algorithms for single-vertex dominators on graphs of large size.
One of the first attempts to develop an algorithm for the identification of multiplevertex dominators was done by Gupta. In [17] , three algorithms addressing this problem were proposed. The first finds all immediate multiple-vertex dominators of size up to k in O(n k ) time. Computing immediate dominators is easy because an immediate dominator of a vertex v is always contained in the set of fanout vertices of v. Possible redundancies can be removed by checking whether for every u in the fanout of v there exists at least one path from u to root which contains u and does not contain any other w in the fanout of v.
The second algorithm in [17] finds all multiple-vertex dominators of a given vertex. The number of all dominators of a vertex can be exponential with respect to n. Since the algorithm represents each dominator explicitly as a set of vertices, it has exponential space and time complexity.
The third algorithm in [17] finds all multiple-vertex dominators of size up to k for all vertices in the circuit. Due to its specific nature, this algorithm cannot not be modified to search for all multiple-vertex dominators of a fixed size for a given vertex. The complexity of the algorithm is not evaluated in the paper. Depending on the implementation, the complexity can vary from exponential to polynomial with a high degree of the polynomial. For example, for double-vertex dominators, the complexity of the algorithm is at least O(n 5 ).
Successive improvements of the algorithms in [17] were done in [18] [19] [20] and [21] . The algorithm presented in [21] finds the set of all possible k-vertex dominators of a circuit by iteratively restricting the graph with respect to one of its vertices, v. The restriction is done by removing from the graph all vertices dominated by v. Dominators of size k − 1 are then computed for the resulting restricted graph by applying the same technique recursively. Once k is reduced to 1, a single-vertex dominator algorithm is used. Since single-vertex dominators can be computed in linear time, the overall complexity of the algorithm [21] is bounded by O(n k ).
The first algorithm designed specifically for double-vertex dominator was presented in [8] . This algorithm uses the max-flow algorithm to find an immediate double-vertex dominator for a given set of vertices B. The immediate dominator is considered as a sink and all vertices in B are merged into a single source vertex. The obtained min-cut corresponds to the minimal-size dominator which dominates all paths from the source to the sink. If the size of the min-cut is larger than two, then S does not have any doublevertex dominators. The complexity of this algorithm is O(n 2 ).
Interesting results on testing two-connectivity of directed graphs in linear time were presented in [22] , with a focus on finding disjoint paths. Since dominators are contained in disjoint paths, the results of [22] can potentially facilitate their search. However, with such an approach, the complexity of checking if a pair of vertices is a double-vertex dominator remains linear. As we show later, in our case it is reduced to a constant.
The cactus tree data structure for representing all undirected min-cuts was introduced in [23] . The problem of finding a min-cut of a high degree is reduced to finding a two-element cut in the cactus tree. Such a structure allows for extracting min-cuts of a high degree, which are a special case of k-vertex dominators. In our case, the original degree is two. Therefore, the cactus tree data structure cannot help reduce is further.
Properties of Multiple-Vertex Dominators
In this section, we derive some general properties of k-vertex dominators. The following three Lemmata show antisymmetry, transitivity, and reflexivity of the dominator relation. Proof: Set A is not equal to B by the condition of the Lemma. A is not a proper subset of B either, because otherwise B would violate the Definition 2b. Thus, there is a vertex v ∈ A such that v ∈ B. Since A is a dominator of u, by Definition 2b, there exists P = (u, . . . , root), such that v ∈ P, and v 2 ∈ P, ∀v 2 ∈ (A − {v}). The path P 2 = (v, . . . , root) which is suffix of P should contain a vertex w ∈ B since B dominates A. The path P 3 = (w, . . . , root) which is a suffix of P 2 does not contain any vertex of A by construction. Thus, by Definition 1, B does not dominate A. Proof: Consider an arbitrary path P = (v, . . . , root) such that v ∈ C. We proof the Lemma by showing that a vertex from A is in P. Since B dominates C, it holds that ∃w ∈ B such that w ∈ P. The path P 2 = (w, . . . , root) is a suffix of P. Since A dominates B, it holds that ∃u ∈ A such that u ∈ P 2 . Thus u ∈ P as well.
Lemma 3. A dominates A.
Proof: Follows trivially from the Definition 1a.
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It follows from the above three Lemmata that any set of dominators of a vertex u is partially ordered by the dominator relation.
Properties of Double-Vertex Dominators
In this section, we derive a number of fundamental properties of double-vertex dominators.
Let D u be the set of all possible double-vertex dominators of a vertex u ∈ V. Each element of D u is a pair of vertices {v, w}, v, u ∈ V, constituting a double-vertex dominator of u. With some abuse of notation, throughout the paper we write v ∈ D u as a shorthand for ∃w ∈ V such that {v, w} ∈ D u .
The following Lemma shows that if two dominators have a common vertex, then one of the dominators dominates the non-common vertex in another dominator.
Proof: If {v 1 , v 2 } dominates v 3 , then the Lemma holds trivially. Suppose that {v 1 , v 2 } does not dominate v 3 . Since {v 2 , v 3 } ∈ D u , by Definition 2b, there exists P 1 = (u, . . . , root), such that v 3 ∈ P 1 and v 2 ∈ P 1 . Since {v 1 , v 2 } ∈ D u , for all P 1 it holds that v 1 ∈ P 1 . Furthermore, v 1 precedes v 3 in P 1 , because, by assumption, {v 1 , v 2 } does not dominate v 3 . Thus the prefix P 2 = (u, . . . , v 1 ) of the path P 1 does not contain v 2 and v 3 .
Then, there exists no path P 3 = (v 1 , . . . , root) such that v 2 , v 3 ∈ P 3 , because otherwise the path P 2 P 3 would contain neither v 2 nor v 3 . This would contradict {v 2 , v 3 } ∈ D u . So for all P 3 , it holds that either v 2 ∈ P 3 or v 3 ∈ P 3 . Thus, by Definition 1,
Similarly we can show that if
The following Lemma considers the case of two double-vertex dominators which have no vertices in common and which do not dominate each other.
Proof: Vertices v 1 , v 2 , v 3 and v 4 belong to D u . Thus, none of them is a single-vertex dominator of u. Therefore, any deduction showing that any pair of these vertices dominates u would imply that this pair is a double-vertex dominator of u.
First, we show that {v 2 , v 3 } ∈ D u . Consider the following two cases:
(1) There exists
There exists no 
The assumption of the case 2 directly implies that for all P 4 = (u, . . . , v 1 ), v 4 ∈ P 4 . The rest of the proof is similar to the case 1(a). Next, we show that {v 1 , v 4 } ∈ D u . Consider two following two cases:
There exists no
Case 1: (a) Assume that v 2 precedes v 3 . It implies that, for all
Case 2: The assumption of the case 2 directly implies that for all
The following Lemma shows another property of two double-vertex dominators which have no vertices in common and which do not dominate each other.
Proof: According to the Lemma 5,
First, we prove that {v 2 , v 3 } does not dominate v 1 by contradiction. Assume that
Since
Since {v 3 , v 4 } does not dominate v 1 , by Definition 1, there exists P 2 = (v 1 , . . . , root) such that v 3 ∈ P 2 and v 4 ∈ P 2 .
The existence of the path P 2 P 3 which does not contain neither v 3 nor v 4 contradicts the fact that {v 3 , v 4 } ∈ D u . Thus, the assumption that {v 2 , v 3 } dominates v 1 is invalid.
The case of {v 3 , v 4 } dominating v 2 can be proved similarly.
2
The following three Lemma consider mutual relations between of several dominators of the same vertex.
Proof: According to the Lemma 4, either {v 1 , v 4 } dominates v 2 , or {v 1 , v 2 } dominates v 4 . This implies that one of the two following cases are possible: Proof: We prove the Lemma by induction on the size of the set A. Basis: If |A| = 1, then the dominator which is dominated by all dominators in A is the dominator which constitutes A, i.e. {v 1 , v 2 } ∈ A. Inductive step: Assume the Lemma holds for |A| = k. Next we show that the Lemma holds for |A| = k + 1, where k ∈ {1, 2, . . . , , |D u − 1|}.
Let B be a proper subset of A such that |B| = k. Since A is a subset of D u , B is a subset of D u as well. According to the assumption, there exists {v 3 
A Data Structure for Representing Dominators
In this section, we describe a data structure for representing all double-vertex dominators of a given vertex in linear space 3 .
Given one vertex in a double-vertex dominator {v, w}, say v, we call the other vertex w a matching vertex of v with respect to u. A vertex may have more than one matching vertices with respect to u. We represent the set of all matching vertices of a vertex by the following vector. Proof: The set of vertices which constitute M u (v) for a given v ∈ D u is uniquely determined by the Definition 5. It remains to prove that the order of elements in M u (v) is unique.
By Definition 5, the vertices of D u are ordered according to the dominator relation. Given any pair of double-vertex dominators of u, say {v, w} and {v, w }, by Lemma 4, either {v, w} dominates w , or {v, w } dominates w. This implies that either {v, w} dominates {v, w }, or {v, w } dominates {v, w}. Thus, the order imposed by the dominator relation on the elements of D u is total.
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As an example, consider the circuit in Figure 2 . The set of all double-vertex dominators of u is: D u = {{a, b}, {a, c}, {a, d}, {e, c}, {e, d}, {h, c}, {h, d}, {h, g}, {k, l}, {m, l}, {k, n}, {m, n}}. Therefore, we have the following matching vectors with respect to u:
Let M u be the set of all matching vectors of all vertices in D u . The set M u can be partitioned into a set of connected components which we call clusters.
Definition 6 A set of matching vectors M u ⊆ M u is a cluster if:
2) M u cannot be partitioned into two clusters satisfying (1).
In the example above, M u can be partitioned into 4 clusters:
Finally, we introduce a structure which will allow us to represent all clusters of M u in linear space. 
Proof: See Appendix A.
An obvious implication of the Theorem 2 is that, for any two matching vectors, there exists a composition vector. Furthermore if the two matching vectors have vertices in common, then the composition vector is unique (see Figure 3 for an illustration). It can also be shown that, for any set of matching vectors, there exists a composition vector.
In the example above,
Note that the set of matching vectors of vertices of the first composition vector is equivalent to the second cluster, and vice verse. Similarly, the set of matching vectors of vertices of the third composition vector is equivalent to the fourth cluster, and vice verse. We call such clusters complimentary. 
The composition vector for {M n (v), M u (w)} Matching vectors for v and w Fig. 3 . The relation between two overlapping matching vectors and their composition vector.
For the circuit in Figure 2 , the dominator chain for u is
a is associated with (b, d), b is associated with (a, a), etc.
Operations of Dominator Chains
One of the tasks for which dominator chains are used in this paper is to identify whether a given pair of vertices {v, w} is a double-vertex dominator of some vertex u ∈ V or not. For the circuit in Figure 2 , the dominator chain can be partitioned as follows:
To make possible a constant time look-up for dominators, three parameters are assigned to vertices:
-For all v ∈ D u we assign f lag(v) ∈ { left,right }, which distinguishes whether v belongs to L(u) or R (u).
-For all v ∈ L(u)(R (u)), we assign index(v) which indicates the position of v in L(u)(R (u)).
-Instead of associating with each v ∈ D u a pair of vertices (v min , v max ), we associating with each v a pair of indexes (min, max), where
In the example above, f lag(
Now we can check whether {v, w} dominates u as follows:
An Algorithm for Finding Dominators
The algorithm presented in this section takes as its input a circuit graph G = (V, E, root) and a vertex u ∈ V. It returns the dominator chain D(u). The pseudo-code of the algorithm is shown in Figure 4 .
In order to construct D(u), the following steps are followed:
1. Find all single-vertex dominators of u. 
Set v = idom(v) and repeat
Step 3 until v = root.
To simplify the description of the algorithm, we assume that there are no singlevertex dominators of u with respect to root, i.e. we focus on the Steps 3 and 4.
The presented algorithm exploits the following property of disjoint paths. Recall that we call two paths disjoint if the intersection of sets of their non-terminal vertices is empty.
Lemma 12.
If there are two disjoint paths from u to root, P 1 and P 2 , then, for any double-vertex dominator {v, w} of u, it holds that v ∈ P 1 and w ∈ P 2 .
Proof: By Definition 2, at least one vertex of the double-vertex dominator {v, w} should be present in any path from u to root. Since P 1 and P 2 are disjoint, none of their vertices belong to both paths except u and root. Vertices u and root are single vertex dominators of u, thus they do not belong to D u . Therefore, one vertex of the pair {v, w} should belong to P 1 and another one to P 2 .
Construct a path P 1 ⊆ V from u to root; Construct a path P 2 ⊆ V from u to root such that P 2 ∩ P 1 = {u, root}; Construct a path P 3 ⊆ V from u to root such that It directly follows from the Lemma 12 that if there exists a third path from u to root which is disjoint with both P 1 and P 2 , then u has no double-vertex dominators. We use this property to bound the search space for double-vertex dominators.
We search for three disjoint paths from u to root using a modified version of the max-flow algorithm which operates on vertex rather than edge capacities [24] . The maxflow algorithm attempts to construct three augmenting paths with u as the source and root as the sink. Each vertex is assigned a unit capacity. The net flow through each vertex should be either one or zero. Therefore, the resulting augmenting paths are mutually disjoint by construction.
If the algorithm succeeds to find three disjoint paths, then by Lemma 12, D u = / 0. If only two disjoint paths are found, then we conclude that vertices on these paths are potential candidates for D u . The Lemma below helps us to distinguish which of them can belong to D u and which are not.
. . , v |P 1 |=root ) and P 2 be two disjoint paths from u to root. If there exists a path P 3 which starts at some vertex v i ∈ P 1 , ends at some vertex v j ∈ P 1 , i, j ∈ {1, 2, . . . , |P 1 |}, and has not other common vertices with neither P 1 nor P 2 , then v k ∈ D u for all v k ∈ P 1 such that i < k < j.
Proof: The path P 1 can be seen as concatenation of three paths P 1 = P 4 P 5 P 6 where P 4 is a prefix of P 1 having v i as its last vertex, P 6 is a suffix of P 1 having v j as its first vertex, algorithm ASSIGNMINMAX(P 1 , P 2 ) input: u, w 2 , w 3 , . . . , w |P 2 | = root). reached P 1 = 0; reached P 2 = 1; new reached P 1 = reached P 1 ; new reached P 2 = reached P 2 ; last prime = 0; for each i from 1 to |P 1 | − 1 do if reached P 1 > i then /*By setting min(v i ) = |P 2 | we remove v i from*/ /*the list of potential candidates into dominators*/ min(v i ) = |P 2 |; prime(v i ) = last prime; else min(v i ) = reached P 2 ; prime(v last prime ) = i; last prime = i; FINDREACHABLE(v i , P 1 , P 2 ); if reached P 1 < new reached P 1 then reached P 1 = new reached P 1 if reached P 2 >= new reached P 2 then break for each j from reached P 2 to new reached P 2 − 1 do max(w j ) = i; end reached P 2 = new reached P 2 ; end prime(v last prime ) = |P 1 |; end and P 5 is the middle part of P 1 containing all vertices from v i to v j . Denote by P 7 a path P 7 = P 4 P 3 P 6 .
Consider some vertex v k ∈ P 5 . Since v k ∈ P 5 and v k cannot appear twice in P 1 , v k ∈ P 4 and v k ∈ P 6 . Since P 1 and P 3 have no common vertices except v i and v j , we can conclude that v k ∈ P 3 . This implies that v k ∈ P 7 , and also that v k ∈ P 2 , because P 1 and P 2 are disjoint. Since paths P 2 and P 7 are two disjoint paths from u to root and v k does not belong to any of them, by Lemma 12, v 
We call a vertex v ∈ V prime if any path from an ancestor of v to a descendant of v contains v. By the Lemma 13, any pair of prime vertices {v, w} such that v ∈ P 1 and w ∈ P 2 , and P 1 and P 2 are disjoint, can potentially be a double-vertex dominator of u. The next Lemma put additional restrictions of pairs of vertices that can belong to D u .
if n > new reached P 2 then new reached P 2 = j; break end end Fig. 6 . Pseudo-code of the procedure FINDREACHABLE.
. . , v |P 1 | = root) and P 2 = (w 1 = u, w 2 , w 3 , . . . , w |P 2 | = root) be two disjoint paths from u to root. If there exists a path P 3 which starts at some vertex v i ∈ P 1 , ends at some vertex w j ∈ P 2 , and has not other common vertices with P 1 and P 2 , then all pairs of vertices {v k , w l } such that i < k ≤ |P 1 | and 1 ≥ l < j are not in D u .
Proof: The path P 1 can be seen as a concatenation of two paths P 1 = P 4 P 5 where P 4 = (v 1 , . . . , v i ) and P 6 = (v i , . . . , v |P 1 | ). Similarly, the path P 2 can be seen as a concatenation of two paths P 2 = P 6 P 7 where P 6 = (w 1 , . . . , w j ) and P 7 = (w i , . . . , w |P 2 | ). Denote by P 8 a path P 8 = P 4 P 3 P 7 .
Since P 1 and P 3 have no common vertices except v i , we can conclude that, for any i < k ≤ |P 1 |, v k ∈ P 3 . Similarly, for any 1 ≥ l < j, w l ∈ P 3 because P 2 and P 3 have no common vertices except w j .
Since, for any i < k ≤ |P 1 |, v k ∈ P 3 and v k cannot appear twice in P 1 , v k ∈ P 4 . Also, for any 1 ≥ l < j, w l ∈ P 4 because P 1 is disjoint with P 2 .
Similarly, since for any 1 ≥ l < j, w l ∈ P 6 and w l cannot appear twice in P 2 , w l ∈ P 7 . Also, for any i < k ≤ |P 1 |, v k ∈ P 7 because P 1 is disjoint with P 2 .
It follows from above that, for any i < k ≤ |P 1 | and 1 ≥ l < j, v k , w l ∈ P 8 . Since P 8 is a path from u to root, by the Definition 2 that {v k , w l } ∈ D u .
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We use fields max and min of vertices of P 1 and P 2 to keep track of potential doublevertex dominators during the execution of the algorithm 4 . If the field max(v k ) of some v k ∈ P 1 is assigned to max(v k ) = i, that means that we have identified that {v k , w j } ∈ D u for all w j ∈ P 2 such that j > i. Similarly, if the field max(v k ) of v k ∈ P 1 is assigned to max(v k ) = i, then we have identified that {v k , w j } ∈ D u for all w j ∈ P 2 such that j < i.
The rules for assigning max and min fields follow from the Lemma 14. If there exist a path P 3 = (v i , . . . , w j ), v i ∈ P 1 , w j ∈ P 2 , disjoint with P 1 and P 2 , then max(w k ) ≤ i for all k such that 1 < k ≤ j − 1 and min(v l ) ≥ j for all l such that k + 1 ≥ l < |P 1 |. Note that we write an inequality sign because there might be another path P 4 = (v m , . . . , w n ) disjoint with P 1 and P 2 such that m < i and n > j. In this case, max(w k ) ≤ m and min(v l ) ≥ n. All paths disjoint with P 1 and P 2 should be considered to determine which indexes should be assigned to max and min fields. The following property summarizes the rules for assigning max and min fields.
Property 1 Let P 1 and P 2 be two disjoint paths from u to root. Let P 3 = (v i , . . . , w j ), v i ∈ P 1 , w j ∈ P 2 , be a path disjoint with P 1 and P 2 . Then:
(a) max(v k ) = i, ∀w k ∈ P 2 such that k < j, where i is the minimal index of a vertex of P 1 for which the path P 3 exists. (b) max(v k ) = j, ∀v k ∈ P 1 such that k > i, where j be the maximal index of a vertex of P 2 for which the path P 3 exists.
The procedure ASSIGNMINMAX(P 1 , P 2 ), shown in Figure 5 , allocates max(v i ) field for all vertices v i ∈ P 1 and min(w j ) field for all vertices w j ∈ P 2 . This procedure also checks whether vertices of P 1 are prime or not. If v i ∈ P 1 is not a prime, then its field prime(v i ) is set to the index of the closest prime ancestor of v i in P 1 . If v i ∈ P 1 is a prime, then its field prime(v i ) is set to the index of the closest prime descendant of v i in P 1 .
The main loop of the procedure ASSIGNMINMAX(P 1 , P 2 ) iterates through all vertices v i of P 1 from the source to the sink of P 1 . For every i, in the beginning of the main loop, the variable reached P 1 contains the maximum index of a vertex of P 1 that can be reached from an ancestor of v i in P 1 by a path disjoint with P 1 and P 2 . Similarly, the variable reached P 2 contains the maximum index of a vertex of P 2 that can be reached from an ancestor of v i in P 1 by a path disjoint with P 1 and P 2 .
In the main loop, first we check whether v i is prime or not. If reached P 1 > i, it means that there exists a path P 3 from an ancestor of v i in P 1 to a descendant of v i in P 1 which is disjoint with P 1 and P 2 . Thus by Lemma 13 v i is not prime. If reached P 1 ≤ i then no such path exists and v i can be declared prime. According to the Property 1b min(v i ) is set to reached P 2 .
The procedure FINDREACHABLE, described later in this section, is used to update a pair of global variables new reached P 1 and new reached P 2 . The values new reached P 1 represents the maximum index of a vertex of P 1 that can be reached from v i or any ancestor of v i in P 1 by a path disjoint with P 1 and P 2 . Since v i is an ancestor of v i+1 , algorithm CONSTRUCTVECTOR(P 1 , P 2 ) input: new reached P 1 represents the value of reached P 1 for the next iteration of main loop. Similarly, the value new reached P 2 represents the maximum index of a vertex of P 2 that can be reached from v i or any of its ancestors in P 1 by a path with is disjoint with P 1 and P 2 . Thus, new reached P 2 represents the value of reached P 2 for the next iteration of the main loop.
If new reached P 2 > reached P 2 , this means that, for every vertex w j ∈ P 2 in the range (w reached P 2 , . . . , w new reached P 2 −1 ), i is the minimum index of a vertex in P 1 for which there exists a to a descendant of w j in P 2 which is disjoint with P 1 and P 2 . According to the Property 1a max(w j ) is set to i.
The procedure FINDREACHABLE(x, P 1 , P 2 ) sets marked(y) = 1 for all vertices y which are reachable by path which is disjoint with P 1 and P 2 from a given vertex x and updates global variables new reached P 1 and new reached P 2 . The marking is performed by a depth-first search. Any path disjoint with P 1 and P 2 which contains y ∈ P 1 ∩ P 2 can be extended to any of the vertices in the fanout of y. Such an extended path is disjoint with P 1 and P 2 as well. So, all vertices in the fanout of y are reachable by paths disjoint with P 1 and P 2 , and therefore they are marked. FINDREACHABLE is called for all newly marked vertices which do not belong to neither P 1 or P 2 .
The maximum index of each marked vertex in a path P 1 (P 2 ) is stored in the global variable new reached P 1 (new reached P 2 ). This variable represents the maximum index of a vertex of P 1 (P 2 ) that can be reached by a disjoint with P 1 and P 2 path from one of the vertices x for which FINDREACHABLE(x, P 1 , P 2 ) was initially called.
The following theorem states that once all fields min and max are set by ASSIGNMIN MAX(P 1 , P 2 ) and ASSIGNMINMAX(P 2 , P 1 ), all remaining potential candidates to doublevertex dominators are indeed double-vertex dominators.
Theorem 3. Let P 1 and P 2 be two disjoint paths from u to root. If vertices v i ∈ P 1 and w j ∈ P 2 are prime, max(w j ) ≥ i, and min(w j ) ≤ i, then {v i , w j } is a double-vertex dominator of u.
Proof: See Appendix B.
The procedure CONSTRUCTVECTOR(P 1 , P 2 ) returns the vector V (u), which is either L(u) or R (u). The vector V (u) consists of a subset of vertices of P 1 . According to the Theorem 3, a vertex v i belongs to V (u) if there exists at least one prime vertex in P 2 which is in the range between min(v i ) and max(v i ). First, we check whether min(v i ) and max(v i ) contain indexes of prime vertices. If not, then they are updated as follows. The field min(v i ) is set to the minimum index of prime vertices w j in P 2 satisfying j > min(v i ). Similarly, the max(v i ) is set to the maximum index of prime vertices w j in P 2 satisfying j < max(v i ). Finally, the dominator chain D(u) is constructed by the procedure CONSTRUCTD U (L(u), R (u)). This procedure is optional, since for some applications it is sufficient to find L(u) and R (u) along with min(v), max(v) for all v ∈ D u .
The procedures CONSTRUCTVECTOR(P 1 , P 2 ), CONVERT MINMAX(V (u), P 2 ) and CONSTRUCTD U(L (u), R (u)) have linear complexity with respect to |P 1 |, |V (u)|, and |L(u)+R (u)| respectively. The procedure FINDREACHABLE(x, P 1 , P 2 ) is called at most once for every vertex during the call of ASSIGNMINMAX(P 2 , P 1 ). Each call of FINDRE-ACHABLE(x, P 1 , P 2 ) iterates through all vertices in the fanout of x, thus ASSIGNMIN MAX(P 2 , P 1 ) has linear time complexity with respect to the number of edges E in the input graph.
Since all procedures of DOMINATORCHAIN(V, E, root, u) have linear complexity with respect to |E|, the presented algorithm has the complexity O(|E|). Its execution time is dominated by the execution time of the procedures ASSIGNMINMAX(P 1 , P 2 ) and ASSIGNMINMAX(P 2 , P 1 ). Therefore, the actual execution time of the presented algorithm is proportional to 2|E |, where E ⊆ E is the set of edges in the transitive fanout of u.
Experimental Results
In this section, we compare the performance of the presented algorithm to the algorithm for finding double-vertex dominators from [8] and to the algorithm finding multiplevertex dominators from [21] . The algorithm [21] can compute all k-vertex dominators of a given vertex for any k. In our experiment, we set k to 2.
We have applied the three algorithms to 214 combinational benchmarks from the IWLS'02 benchmark set. Table 1 shows the results for 25 largest of these benchmarks. Columns 1, 2, 3 and 4 show the name of the benchmark, the number of primary inputs, 2-input applications, useful dominators are those which dominate more vertices then the size of the dominator itself. Thus, in Column 7, we also show the number of all "useful" double-vertex which dominate at least three primary inputs.
Columns 8, 9, and 10 show the runtime of three algorithms, in seconds. The time was measured using the Unix command time (user time). The experiments were performed on a PC with a 1600 MHz AMD Turion64 CPU and 1024 MByte main memory.
From Table 1 we can see that the presented algorithm and the algorithm [8] substantially outperform the algorithm [21] , delivering, on average, an order of magnitude runtime reduction. This is not surprising since they are specifically designed for double-vertex dominators. We can also see that the presented algorithm consistently outperforms the algorithm [8] on all benchmarks presented in Table 1 .
In our implementation, the original benchmark circuits were converted to an AndInverter graph which consists of 2-input AND gates and Inverters [25] . In such a graph, the majority of single vertex dominators have the corresponding trivial double-vertex dominator (a pair of vertices feeding the single-vertex dominator). The number of such trivial double-vertex dominators can be roughly overapproximated to be equal to the number of single-vertex dominators. Trivial double vertex dominators are usually less useful than the corresponding single-vertex dominator. So, the numbers in Column 7 should be reduced by the numbers in Column 5 to get a better picture of the number of useful dominators.
Some rare circuits have less double-vertex dominators than single-vertex dominators. Recall that our definition of multiple-vertex dominators excludes redundancies. Therefore, in the extreme case of a tree-like circuit with n vertices the number of singlevertex dominators is n while the number of double-vertex dominators is 0.
Conclusion
This paper presents supporting theory and algorithms for finding double-vertex dominators in directed acyclic graphs. Our results provide an efficient systematic way of partitioning a graph along the reconverging points of its signal flow. They might be useful in a number of CAD applications, including signal probability computation, switching activity estimation and cut point identification. For example, in the method presented in [6] , cut-points are used to progressively abstract a functional representation by quantification. Our dominator-based approach can complement this method by providing a systematic way of identifying and selecting good cut-points for the abstraction.
Our results might also find potential applications beyond CAD borders. In general, any technique which use dominators in a directed acyclic graph might benefit from this work.
