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The application of cubic splines to the identification of time-invariant systems 
is considered. The use of splines, initially proposed by Bellman in 1971, has 
been extended to the multidimensional case. In addition, the effects of noise 
on the identification procedure are considered and techniques are presented 
for improving the identification accuracy. A general spline technique, used in 
conjunction with a Kalman estimation procedure, has been developed for 
identifying physical systems described by a set of first-order differential 
equations. This method has been found to be superior to the exponential fitting 
technique proposed by Prony and to other finite-difference methods. 
1. INTRODUCTION 
The development of a mathematical model from experimental observations 
on a process has alwyas been important to engineers and scientists engaged 
in the analysis of complex physical phenomenon and design of optimal systems 
for engineering processes. 
An aspect of theidentificationproblemthat is of significance is the estimation 
of the parameters of an assumed mathematical model of the physical system. 
Techniques currently being used involve the derivation of a discrete-time 
equivalent of a continuous system by the use of Prony’s exponential fit or by 
finite-difference approximation of the differential equations that describe 
the system under study. It has been shown that these methods yield accurate 
estimates only if the experimental data are known with excessive accuracy [l]. 
In 1971, Bellman [2] suggested the application of cubic splines to system 
identification. This technique is extended to the multidimensional case. In 
addition, the effects of noise on the identification procedure are considered 
and techniques are presented for improving identification accuracy. A general 
spline technique, used in conjunction with a Kalman estimation procedure, 
is developed for identifying systems described by a set of first-order ordinary 
differential equations. 
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The spline technique was found to be superior to the method of exponential 
fit proposed by Prony and to other finite-difference methods. 
2. THE MATHEMATICAL SPLINE 
The spline function is a piecewise polynomial defined on a mesh 
A:a=x,<x,< *.* < x, = b. In the ensuing discussion only cubic 
splines will be considered. 
2.1. The Cubic Spline 
The cubic spline S,(x) is a piecewise cubic function defined on a mesh A 
with the following properties. 
(i) S,(x) is continuous together with its first and second derivatives on 
[a, 4 
(ii) S,(x) is a cubic in each subinterval xi-r < x < xi (i = 1,2,..., N). 
(iii) S,(x) satisfies the following equation: 
S&i) = YW i = 0, 1, 2 ,..., IV, 
where y(x) is the function being approximated by S,(x). Under the above 
conditions SA(x) is said to be a spline with respect to the mesh A, interpolating 
to the values yi at the mesh points. 
In any interval [xi-i , xj], the cubic spline satisfies 
s;(x) = Mj-, y + Mj x -hxj-l ) 
3 3 
(2.1) 
where 
and 
Mj = S;(Xj), j = 0, 1, 2 )...) N 
hi = xj - xj-1 . 
The continuity conditions for SA’(x) at the mesh points leads to the follow- 
ing relation: 
+ Mj-l + hi + hj+l~~ I hj+l M, 3+1 = 
Yj+l - Yl _ Yi - Yj-1 3 
6 hj+l hj ’ 
Similarly, it can be shown that 
j = 1, 2 ,..., N - 1. (2.2) 
hj+lmj-l -I- 2(hj + hj+l) mj + hjmj,, = 3 ” J, “j-‘h,+l + 3 yj;,- yjh,i , 
1 3+1 
j = 0, 1, 2 ,..., N - 1, (2.3) 
40914711-6 
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where 
mj = S,‘(x,), j = 0, 1) 2 ,...) N. 
The quantities Mi and mj (j = 0, 1, 2,..., N) are uniquely determined if 
suitable end conditions are specified on the function y(x) being interpolated. 
Typically, those are S,‘(a) =y( and S,‘(b) =yN’. 
For the case of equal intervals (h = xi - xi-r), the continuity conditions 
yield the following. 
+- [Mj-1 + 4&5 + jl/fj+l] =yi+1 - y; + Yi+1 
and 
+- [mjwl + 4mj + fr~+~] = yi+l 2hy,-l 
where 
8:(x?) = lb& and S,l(xj) = mj . 
The spline function has the “best approximation and minimum curvature 
properties”; i.e., of all the twice-differentiable interpolating functions g(x), 
the cubic spline provides the smoothest interpolation: 
1” [S;(x)]’ dx < 1” [g”(x)]’ dx. 
a a 
For a complete description of the properties of splines, the reader is 
referred to the text “The Theory of Splines and Their Applications” by 
Ahlberg et al. [3]. 
3. ESTIMATION OF SYSTEM PARAMETERS USING CUBIC SPLINES 
The identification of systems using cubic splines is an extension of Galer- 
kin’s approximation to the solution of the differential equation Ly = r(x), 
where L is a differential operator. Thus, 
Generally We are 
(1) eigenfunctions, 
(2) polynomials, 
(3) cubic splines. 
Y(X) ‘v f Ye%) 4x>* 
i=O 
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The use of cubic splines as approximating functions will be discussed in the 
following sections. 
Let 
3.1. Identification of Second-Order Systems 
Ly = yv + a,y’ + a,y = r(x), O<x<T, (3.1) 
be the differential equation describing a system. Using Galerkin’s scheme the 
solution y(x) may be approximated as 
(3.2) 
and 
where wI(x) are cubic splines defined on mesh A: 
and 
0 = X0 < X1 < X2 < *.. < xj,? = T, 
h = xi - xjvl , j= 1,2 ,..., N, 
Wi(Xj) = l&j . 
(3.4) 
Substituting (3.2) and (3.3) in Ly = r(x) and integrating (using Simpson’s 
rule) between ximl and xj+r , one obtains 
$oy(xi) [W&-J + 4+J + wi’(xj+J + al{wi’(xj-J + 49’@J + wi’(xi+Jl 
+ a2bi(xi-d + 4wdxi) + 4xi+d>l 
= go+4 [%(%-I) + 4%(%) + %(%+J. (3.5) 
Using the continuity relations developed for splines in Section 2.1 and the 
relation wi(xj) = aij , one obtains after simplification 
yj+1 - 2Yj + Y&-l 
h2 
+ al yj+l 2 Yj-4 + a2 Yj+l+ 4: + Yj-1 
(3.6) 
_ rig + 4rj i- Tie1 
6 ’ 
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Equation (3.6) is seen to be a difference equation in yj; by knowing the 
input function ri and the true output yi , Eq. (3.6) may be solved for a, and 
us iteratively by recursive least-squares estimation procedure. Since most 
experiments are conducted in a noisy evironment, we assume that the actual 
observations are given by xj = yi + vj , whereyj is the true value and vj is an 
error term induced by measurement noise. vj are assumed to be uncorrelated 
Gaussian random variables with zero mean and variance 9. 
Since the noise term vi is unknown, we assume that Eq. (3.6) holds for xj . 
Thus, 
Yj-1 + 4Yj + rj+1 
=--- 
[ 6 I 
(3.7) 
Measurements introduce large errors in the estimation of the second difference 
in yi . The errors in the evaluation of the coefficients a, and u2 in Eq. (3.6) 
by the use of Eq. (3.7) are, however, relatively small. Neglecting these errors 
in coefficients a, and u2 , the recursive least-squares estimates as developed 
by Lee [4] are given by 
and 
where Xi, = [ri,(k)/ri,(R)] are the estimates of a, and u2 at the Kth iteration. 
FL’ = a-s(A,‘A,), where A, is the matrix formed by coefficients of 
a, and a2 in (3.7) for j = 3K + 1 (K = 0, 1, 2 ,...) and cr’X = lJ,+, , is 
Eq. (3.7) with j = 6(k + 1) + 1 and X = [~,/a,]. 
In the above estimation, Eq. (3.7) is updated after every three observations. 
Under these conditions and the assumptions stated above, the covariance 
matrix pk will approach zero as K -+ co, indicating a statistically consistent 
estimate. By updating Eq. (3.7) after every three samples, it is ensured that 
the noise terms in the equation remain uncorrelated. 
If central difference approximation were used to identify the system 
parameters, the following equation would result: 
a1 
xi+1 - q-1 Zj-1 - 22, + Zj+l 
2h 
+ ugzj = Yj - 
h2 * (3.8) 
A comparison of Eqs. (3.7) and (3.8) reveals that the essential difference 
between spline and central difference approximation to the solution of the 
differential equation occurs in the coefficient of u2 and the first term on the 
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right-hand side of Eqs. (3.7) and (3.8). The spline approximation will yield 
more accurate estimates of system parameters for the following reasons. 
(1) Spline approximation is more accurate in the absence of measure- 
ment noise, owing to the continuity conditions for first and second derivatives 
at the mesh points. 
(2) The error in the coefficients of a2 for central difference approxima- 
tion [Eq. (3.8)] due to measurement noise has a variance of u2, while the 
corresponding error variance for spline approximations [Eq. (3.7)] has a 
variance of only u2/2. Similar observations can be made if the system is 
subject to input noise. 
3.2 Identification of H&h-Order Systems 
3.2.1. Multiple Integration Procedure 
The analysis presented in the previous section dealt with the identification 
of second-order systems. In this section the spline identification technique 
is extended to higher-order systems. 
For systems described by a fourth-order differential equation, three 
independent observations are required in order to estimate the parameters. 
Let the system be characterized by 
dx4 + a, g + a2 g + a3 2 + U4Y = r(t)* d4Y (3.9) 
If equation (3.9) is integrated twice, one obtains 
d2y dr 
dx2+ al& + U2Y + a3 s ydt+a,j-jydt2=/lr(t)dt2. (3.10) 
Assuming that y, s y dt, and JJ y dt2 are available as observations, then the 
identification of the parameters a,, a2, as, and a, is achieved by the methods 
presented in Section 3.1. The above procedure has the advantage that integra- 
tion results in the smoothing of fluctuations in output due to noise. 
3.2.2. State Variable Approach 
For systems higher than the fourth order and in the case of multivariable 
systems, the above method is not satisfactory, since repeated integration 
of the system output may lead to extremely large values. In such cases, the 
spline technique is used in conjunction with the Kalman [5] estimation 
procedure to generate required state variables and to minimize a performance 
index with respect to the system parameters. Let the system be described by 
L=AX+BU and Y = CX + Dv, (3.11) 
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where A, B, C, and D are (n x n), (n x r), K x n), and (k x 1) matrices. 
X is an n-state vector, U is the input vector, and Y is the measurement vector. 
Y represents the observation noise, assumed to be a white-noise Gaussian 
process. If U is assumed to be the solution of a homogeneous et of first-order 
ordinary differential equations, then by defining Y additional state variables, 
Eqs. (3.11) may be expressed as 
%=4x and Y=CX+Dv, (3.12) 
where 4 is the (m x n) augmented matrix to be identified and m = n + Y. 
Furthermore, C, D, and v are also augmented as required. The application 
of spline approximation to the solution of Eq. (3.11) would lead to the follow- 
ing difference equation. 
& [X(i + 1) - X(i - l)] = +j[X(i + 1) + 4X(i) + x(; - l)]. (3.13) 
Collecting the X(i + 1) terms on the left and X(i) and X(i - 1) on the right 
and multiplying through by the inverse of resulting coefficient matrix of 
X(i + l), the system in (3.12) can be expressed in the form 
X(i + 1) = PX(i) + QX(i - l), 
where P and Q are (m x m) matrices. 
Now by defining 
S,(i + 1) = Xl(i), 
(3.14) 
&(i + 1) = Xl@ + 11, (3.15) 
S,(i + 1) = 44% 
As‘& + 1) = X,(i + l), 
the above equation is reduced to the form 
S(i + 1) = #S(i). (3.16) 
Knowing the initial conditions S(O), the Kalman estimator is used to obtain 
S(j) and therefore X(j) (j = 1, 2 ,..., N). 
The identification of the matrix 4 involves the following steps. 
(1) Using an initial approximation to #, the state vector X is estimated 
by discrete Kalman [5] estimation procedure. 
(2) The performance index (mean-squared error), 
J = II Y - cw> 
is evaluated. 
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(3) The matrix I/J is updated recursively by using a suitable algorithm, 
such as Rosenbrock’s method or the method of conjugate gradients. 
The identification procedure may be programmed for solution on a digital 
computer. 
4. SIMULATION STUDIES 
The recursive schemes developed in the previous sections were simulated 
on a digital computer. A third- and fourth-order model were used in the 
computational experiment. Both the techniques viz the multiple integration 
procedure and the multidimensional state variable procedure, were applied 
to the above models. 
The computational results obtained by the spline fit are compared with 
other finite-difference methods for accuracy, convergence, and rate of con- 
vergence. 
The choice of input signal and sampling interval is governed by the follow- 
ing considerations. 
(1) The input signal should excite all the state variables of the system. 
Sinusoidal, pseudorandom binary signals, and periodic square waves are 
suitable input functions. 
(2) The bandwidth of the input function should be comparable to the 
system bandwidth. In the case of periodic signals, the frequency is chosen so 
that the attenuation by the system is less than 5 dB. 
4.1. Multiple Integration Procedure 
4.1.1. Fourth-Order Model 
The following model was used to study the properties of the spline iden- 
tifier: 
3 + o1 $ + /3 $$ + y $ + Sy = A sin(&). 
The observation consisted of 
where K = 1, 2,..., T is the observation interval and v(kT) is a Gaussian 
random sequence with zero mean and variance crz. The random variables 
v(kT) were uncorrelated. 
86 SHRIDHAR AND BALATONI 
The numerical data for the above model are as follows. 
01 = 10, (6 = 35, y = 50, S = 24, 
A = (1700)1/2, and w = 1 rad/sec. 
4.1.2. ESfect of Measurement Noise Level 
Seven different noise levels (cr” = lo-‘, 10e6,..., IO-l, 1) were used in the 
experiment. The recursive least-squares iterations were carried out until 
a change of less than 1% occurred in the successive estimates of the param- 
eters. The results are displayed in Fig. 1. It is seen that the estimates 
deteriorate as the noise level increases. 
Figure 2 displays the parameter estimates with different noise levels, when 
the output is smoothed by a short-time averager. A significant improvement 
in the accuracy of the estimates is observed. 
Figure 3 displays the rate of convergence. The convergence is observed to 
be rapid initially until it reaches a mud level where the convergence is 
considerably slowed down. For many control problems, mud level con- 
vergence is adequate. 
4.1.3. Third-Order Model 
A third-order model was used to compare the results obtained from a 
spline identifier with other finite-differencing schemes such as central, 
forward, and backward differencing methods. 
“ARIRllCE (02) 
FIG. 1. Fourth-order system parameters vs noise variance without smoothing 
using recursive least squares. 
GENERALIZED CUBIC SPLINE TECHNIQUE 87 
10-7 106 10-1 1c4 10-1 lo-? lrL 1.0 
VARIANCE Id1 
FIG. 2. Fourth-order system parameters vs noise variance with smoothing using 
recursive least squares. 
IO 
30 
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FIG. 3. Convergence of parameter j3 of fourth-order system using two noise 
variances. 
The model was 
y”’ + q” + fly’ + yy = A sin(&), 
where 
a = 9, ji = 23, y= 15, A = 26, and w = 1. 
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The effect of noise levels on the estimate for the different methods is 
displayed in Fig. 4. The rate of convergence for the different methods is 
displayed in Fig. 5. It is seen that the cubic spline fit yields more accurate 
estimates than the other methods. The rate of convergence was, however, 
found to be nearly the same in all cases. 
FIG. 4. Values of parameter a: of third-order system vs noise variance using four 
methods. 
FIG. 5. Convergence of parameter o( of third-order system using four methods 
for o* = lo-*. 
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4.2. State Variable Procedure 
The following third-order model was used to study the convergence 
properties of the state variable procedure 
1 -9 A= -23 -15 
X=AX+BU, y=cx, 
0 0 0 1  9 B= I 0 1 1 , C’= 0 , 
1 0 0 [I 0 
x= and u’= 
where 
U2(t) = 26 sin(t). 
The performance index was chosen to be 
0 
Uz(t) 
0 
J = 1 [y(iT) - CX(iT)12. 
2 
The Kalman estimation procedure was used to estimate the state vector 
X for a given estimate of the matrix A. Rosenbrock’s minimization algorithm 
was used to minimize the performance index J. 
The effect of noise levels on the estimation by the different schemes is 
displayed in Fig. 6. The superiority of spline technique over other methods 
YARIANCE (02, 
FIG. 6. Effect of noise levels on the accuracy of parameter estimation. 
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is evident. It was further observed that convergence could not be attained 
for the other methods when the noise levels were high. 
5. CONCLUSIONS 
(1) The cubic spline identification procedure has been extended to 
higher-order systems by multiple integration scheme. 
(2) A general spline identification procedure has been developed for 
multivariable systems described by a set of first-order ordinary differential 
equations. 
(3) The effect of measurement noise on the identification procedure has 
been analyzed, and the statistical consistency of the parameter estimates 
has been established. 
(4) The cubic spline identification procedure has been shown to be 
superior to other finite-difference methods when accuracy and convergence 
are considered. 
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