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Abstract
The characterization of turbid media, such as colloidal suspensions such as milk, is a chal-
lenging task due to the attenuation of incident fields within the medium. In this work, the
potential performance of a novel sensing technology is assessed for the characterization of
such media. The device is a hybrid plasmonic-waveguide biosensor and consists of an array
of gold nanoparticles deposited atop a waveguide multilayer structure. The performance of
the device is modelled using a Green function approach and is benchmarked to a surface
plasmon resonance (SPR) sensor. The results of the analysis show the hybrid sensor to be
several orders of magnitude more sensitive to changes in the turbid medium than the SPR
sensor.
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Chapter 1
Introduction
1.1 Motivation
The focus of this work is to examine the potential of a novel type of sensing structure for the
characterization of turbid media. The term “turbid” characterizes a medium as a mixture of
a host matrix and a distribution of particulates. Examples of such mixtures include many
everyday items such as crude petroleum, blood, and milk. For nearly a century a great
deal of research has focused on the development of characterization techniques for use with
industrial applications [1–6]. One particularly active area, is the characterization of milk to
determine its quality and fat content [7–12].
An electromagnetic wave passing through a turbid medium is attenuated because of
absorption and scattering. This attenuation is described by a complex refractive index for
the medium, in which the imaginary component is proportional to the amount of absorp-
tion and scattering. The real component of the medium’s refractive index is still related
to the refraction of the wave as it crosses an interface between two media. The many
characterization approaches for transparent materials are ineffective for turbid media be-
cause of the complicated nature of the optical response of the media. Additional difficulties
in modelling arise due to multiple scattering of the incident field. Successful models are
used in conjugation with experimental results to determine the optical properties of the
1
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material [6, 13–16].
Optical techniques are often sought for their rapid characterization capabilities. In
addition to this, optical methods are amenable to integration within electronic platforms
[17–19]. These reasons have led to their widespread use in industry, specifically engineering
applications [20–28]. For example, a precise method of characterizing a transparent medium
is reflectometry [29]. By determining the angle at which an incident beam experiences total
internal reflection, known as the critical angle, a simple and accurate fit can be performed
using Snell’s law n2 = n1 sin θcrit. For transparent media, a reflectance profile experiences a
significant increase near the critical angle. However, for turbid media the increase is much
more gradual, reducing the precision of the results [6, 14, 30–34]. Another popular form
of analyte detection and medium characterization is the use of surface plasmon resonance
(SPR) sensors. Common to biomedical applications, the sensitivity of these sensors have
been shown to match reflectometry measurements for turbid media [35]. SPR sensors are
also used for the characterization of turbid media through phase extraction techniques
[36–42].
In this work, I have analyzed a hybrid plasmonic-waveguide sensor for the characteriza-
tion of turbid media. The sensor consists of a layer of gold nanoparticles deposited atop a
glass waveguide, affixed to a substrate. For transparent media, it has been predicted to be
comparable to SPR sensors [43], for detecting changes in the surrounding dielectric medium
while surpassing SPR sensitivity with respect to immobilized analyte detection. The be-
haviour of the SPR sensor is fundamentally different in that s-polarized light (see section2.2)
cannot excite surface plasmons [44,45]. SPR sensors cannot operate using s-polarized light,
to which the hybrid sensor can, therefore providing new experimental possibilities.
1.2 Light Propagation through Turbid Media
As mentioned in the preceding section, light propagating through turbid media will expe-
rience attenuation. The nature of this attenuation is exponential and can be expressed by
the Beer-Lambert law as:
I(z) = Ioe
−αz,
2
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where α = 2niω˜ and ni refers to the imaginary component of the refractive index of the
turbid medium, while ω˜ = ω/c is the wave vector of the incident field in vacuum [6,14]. Many
approaches have been used to connect the imaginary component of the medium with the
distribution of the scattering particles. A common approach is to separate the interacting
light into a coherent and a diffuse component [31]. The coherent component is defined as the
average of all optical interactions, and can be expected to behave as a wave in a transparent
medium, while the diffuse component reflects corrections to the coherent component. It has
been shown that both components are affected by the concentration of particles within
the matrix, depicted as a measure of the turbidity of the medium [15, 31]. The diffuse
component has been shown conceptually to be modelled as an incoherent superposition of
coherent waves propagating in different directions [31]. The result of this is the ability to
model the interaction of the medium through an effective refractive index neff .
Common effective medium approaches to determine this measure are the Maxwell-
Garnett approach [46–49] and the van Hulst equation [31,50–52], respectively given by
εeff (ω)− εm (ω)
εeff (ω) + εm (ω)
= fpart
εpart (ω)− εm (ω)
εpart (ω) + εm (ω)
, and
neff = nm (1 + iγS(0)) .
The subscripts m and part denote the background matrix and suspended particles re-
spectively, γ = 32
fpart
x3
where fpart is the volume fraction of the particles within the matrix,
and x = kmb is the size parameter of the particles. The parameter S(0) is the forward scat-
tering amplitude of an individual particle. This amplitude can be calculated analytically
for simple cases, using Mie Theory [4]. Both of these models are restricted to systems with
low turbidity. For systems with fpart > 0.1, the diffuse component is typically determined
using radiative transfer approaches due to the increased significance of multiple scattering
between particles [15,31,53–56].
For planar characterization of turbid media, such as reflectometry and SPR techniques,
there is an experimental discrepancy with Fresnel theory at oblique angles [6,14,30,31,57–
60]. This has led to several empirical models that have been developed for determining the
refractive indices of turbid media. These empirical models use a fitting procedure. In a
3
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recent paper by Calhoun et. al. [14], a modified expression for the imaginary component of
the refractive index, inputted into Fresnel theory, was shown to successfully fit experimental
results without additional fitting parameters. The expression accounts for the angular
dependence of the imaginary component as follows,
ni (θ) = ni(0)
[
4pi
√
(M − L)
2
]
, (1.1)
where ni (0) is the value of the imaginary component at normal incidence and
M =
√
P 2 − 2Lsin2 (θ)− sin4 (θ),
L =
(
n2r − n2i
)
n2substrate
− sin2 (θ) , and
P =
(
n2r + n
2
i
)
n2substrate
.
Using the above expression, Calhoun et. al. was able to measure the refractive index
of highly turbid media, such as cream mixtures, to a precision of 10−5 [6] using a least-
squares fit of the reflectometry measurements. By developing an analytic model for the
sensing platform in a turbid medium, it is believed additional insights can be gained into
the response of the system. A theoretically strong performance of the hybrid sensor over
the SPR sensor (> 10%) would suggest the hybrid sensor has the potential to compete with
or surpass the reflectometry measurements of [6].
1.3 Surface Plasmons and Localized Modes
It was previously mentioned that SPR sensors have been used for the precise determina-
tion of the real refractive index of a sample [35]. A surface plasmons is excited when an
electromagnetic wave, in resonance with the collective electron oscillation is incident upon
a metal-dielectric interface [44]. At the SPR wavelength, the Fresnel reflection coefficient
across the interface of the metal and dielectric diverges. Using this, it can be shown that
the SPR excitation condition is then
κSP = ω˜
√
εεm
ε+ εm
, (1.2)
4
1. INTRODUCTION
where κSP is the propagation constant of the field, ω˜ is the magnitude of the wave vector
in free space, ε is the dielectric constant of the sensing medium (commonly gold), and εm
is the dielectric constant of the surrounding medium or analyte. The sensitivity of the
resonance condition on the surrounding dielectric environment has led to the widespread
use of gold SPR sensors [61–64]. As refractive index measurements are most commonly
determined via a fit to experimental data, at least two independent parameters are needed.
Many systems have accomplished this using measurements with s and p-polarized light (as
defined in section 2.2) of the same parameter [30]. This cannot be achieved for standard
SPR sensors because s-polarized light cannot excite a surface plasmon [44,45]. Accordingly,
more elaborate methods connecting the real and imaginary components can be applied to
determine the complex refractive index. This is achieved through phase-retrieval techniques
in the form of maximum entropy models or phase-difference curves [36–42].
A similar phenomenon to that of the propagating surface plasmon discussed above is the
localized surface plasmon that occurs in noble-natal nanoparticles. Fundamentally distinct
in that they do not propagate, localized surface plasmons experience resonance due to the
restoring force of the curved surface on the driven oscillating electrons [44]. The modified
resonance is referred to as localized surface plasmon resonance (LSPR). Several distinct
features of the LSPR systems, make nanoparticles suitable for sensing platforms. These
include the ability to excite the resonance by direct illumination without additional phase
matching techniques, and the ability to excite the resonance by both s and p-polarized light.
Metals such as gold and silver, experience resonance within the visible spectrum, and the
high affinity of gold for thiol groups lends itself well to functionalization to bind a specific
analyte, making it a preferred choice for optical sensors [44,45,65–67].
For isolated, spherical particles, it is easily shown that this resonance occurs at the
divergence of the polarizability of the particles. For a particle of permittivity ε, surrounded
by a medium, εm, this occurs when ε = −2εm, known as the Fro¨lich condition. However,
in the presence of a multilayered structure, the excitation condition must be determined in
the poles of the Fresnel coefficients [43]. This will be elaborated upon in chapter 3.
5
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1.4 Other Sensing Platforms
In addition to reflectometry and SPR sensing, additional techniques used to characterize
turbid media include holography and refractometry [57,68,69]. Although not typically used
with turbid media, waveguide-based sensors offer several advantages over other platforms
that can be utilized with the hybrid structure [63, 70, 71]. The confinement of the field
within the waveguide reduces losses and allows signals to be transmitted over longer dis-
tances, allowing them to be incorporated into integrated optical circuits. Furthermore, this
confinement results in the production of an evanescent field, which decays exponentially as
it extends into the media surrounding the waveguide. This decay results in significantly less
scatter [72] and is exploited to reduce noise from non-specific binding in many waveguide
sensor systems today. For the purposes of turbid media characterization, this reduction
in scattering significantly reduces the complexity of the problem and justifies a sensitivity
analysis in terms of a complex refractive index (neglecting extraneous scatter).
1.5 Discussion of Validity of Approximations
In this work we are referencing a hybrid biosensor platform containing a guiding multilayer
structure upon which a gold nanoparticle “selvedge layer” is deposited. We want to char-
acterize the optical response of this sensor to a changing dielectric environment above the
selvedge layer. We will treat the selvedge layer as an effective medium, to a first approxima-
tion. In doing so the results presented are limited to interparticle spacings below 50 nm or
ten times the radius of a single nanoparticle. We also assume that the size of the particles
and the interparticle spacing in the selvedge are significantly smaller than the wavelength of
incident light. Finally, we assume that any scattering of the incident field rom interacting
with either the turbid media or the multilayer structure below can be neglected.
The approximations in the numerical model of the selvedge are stated explicitly in
section 2.3. Under these assumptions, the selvedge is treated as an effective medium to
a first approximation. As the spacing between the particles is increased, the nanoparticle
array begins to act as a diffraction grating with respect to an incident field [44]. In such
a scheme, additional interference effects and their contributions to the waveguide mode
6
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would need to be properly accounted for. As a result of this, the expressions and results
presented are limited to interparticle spacings below 50 nm or ten times the radius of a
single nanoparticle.
In addition to the limitations imposed on the lattice spacing, the size of the particles
must remain significantly smaller than the wavelength of incident light. This is a result of the
dipole approximation used to treat the nanoparticle array. It has been shown in numerous
works [44] that spherical metallic nanoparticles can be successfully approximated as point
dipoles placed at their centres. However, as the size of the particle is increased, retardation
effects associated with the interaction of an incident field and the particle become significant
and must be accounted for. Accordingly, particle radii are restricted to a maximum of 10
nm is this work.
The remaining approximation is the neglect of any scattering of the incident field from
interacting with either the selvedge or the multilayer structure below. This is the most
significant limitation of the presented work. Both of these can be justified through the use
of Mie theory [4]. With respect to the particles, scattering will be limited by their small
size. As shown in [73], the extinction of a propagating wave with a spherical particle is
dominated by absorption over scattering at small radii. This is a result of the differing
dependence of the two processes on particle size, which are respectively proportional to r3
and r6 [44,45,73]. Consequently, as the size of the particle is increased, additional scattering
becomes significant and is something that should be addressed in future work.
The interactions with the turbid media however cannot be neglected due to particle
size. Using milk as a common example, the particulates in suspension range over several
micrometers [6, 34]. At these sizes, scattering will dominate the extinction of the incident
light. However, justification for the neglect of this scattering lies in the fact that the field
interacting with the turbid media from the hybrid sensor will be evanescent in its nature. As
such it will decay as it extends into the medium. For the parameters chosen in this work the
imaginary component of the wave vector in the turbid medium is approximately ten times
greater than that of the propagating real component. This indicates an approximate skin
depth of a few hundred nanometers. As such, any field reaching the top of a particulate, or
being scattered by a particulate outside the current unit cell being considered would be of
7
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negligible intensity upon its return to the selvage layer or waveguide structure. For these
reasons we neglect scattering from the turbid media and treat it as an effective medium.
1.6 Overview of Thesis
As we have discussed several aspects of current competing technologies for the sensing of
turbid analytes, the remaining chapters will develop the theory used to assess the perfor-
mance of the hybrid sensor. The initial theoretical formalism used to model the hybrid
sensing platform will be based on [43], will be presented in chapter 2. Chapters 3 and 4 will
develop two extensions to [43]. Chapter 3 will focus on the inclusion of an additional layer
between the deposited nanoparticles and bare waveguide structure. This model determines
the effects of a thin tethering layer, as found in experiments that require such a layer to de-
posit the particles onto the waveguide, such as organometallic chemical vapour deposition.
Chapter 4 extends chapter 2 to include turbid media. Chapter 5 presents the numerical
results of a sensor developed through the hybrid platform. In chapter 6 these results are
discussed along with future work and the original contributions of the author.
8
Chapter 2
Formalism and Theory
Through this chapter, the reader will be introduced to the conventions and modelling tech-
niques used to assess the performance of the hybrid plasmonic-waveguide sensor in later
sections. A general schematic of the device, along with many variable definitions will be
initially presented, before a discussion of the conventions and approximations used through-
out this work. With the approximations defined, the method will be developed through the
determination of Fresnel coefficients for the selvedge layer and a pole expansion of the multi-
layer structure below it. The chapter will conclude with an overview of how the calculations
will treat the polarizations of the nanoparticle array.
The motivation behind the development of the Green function formalism is to have an
analytic model to study the relationship between the sensing structure and a surrounding
turbid medium. The advantage to this approach is the ability to algebraically manipulate
various terms to assess the contributions and gain a deeper insight into what is happening
in the system. Furthermore, plotting the results of the analytic model, takes far less time
than obtained results numerically [74–76].
While this thesis will focus on several significant extensions of the work done by [43],
the initial formalism must be presented first. For consistency the same notations and con-
ventions will be followed from [43]. This has resulted in much of the same background and
9
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presentation of [43], which resulted in a modified portions being reproduced with permis-
sion1. This begins in section 2.4.
2.1 Device Schematic
The device consists of a waveguide, formed by a guiding layer on a substrate with an above
cladding layer. A plane array of gold nanoparticles is suspended above the surface of the
guiding layer. The analyte to be sensed can either be dispersed within the cladding layer,
as is the case for bulk sensing, or attached to the surface of the nanoparticles, as is the
case for adsorption/bioconjugation based sensing. This work will focus on the former. An
additional layer of finite thickness can be placed between the waveguide and nanoparticle
array. The general structure of the device to be studied is shown in figure 2.1. The device
is assumed to be invariant in the x-y Cartesian plane. The variables a, b, and z′, as shown
in figure 2.1 will be used to respectively denote the centre-to-centre interparticle spacing,
particle radius, and height of the centre of the particles above the surface (z = 0). The
variables D2 and D3 refer to the thicknesses of the additional tethering layer and the wave
guiding layer respectively, while the substrate layer is assumed to be infinitely thick. The
subscripts of εj , where j = 1, 2, 3, 4 refer to the relative dielectric constants the cladding
layer, the finite layer, the guiding wave guiding layer and the substrate respectively. The
dielectric constant of the gold nanoparticles will be denoted by ε. It should also be noted
that
ε, ε1 ∈ C,
ε2, ε3, ε4 ∈ R,
and
ε3 > < (ε1) , ε2, ε4. (2.1)
1Permission obtained from the Optical Society of America to reproduce a modified version of [43]. Written
permission is included in Appendix D.
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Figure 2.1: Diagram of the hybrid plasmonic waveguide sensing structure. Here h = b to
treat spherical particles, however the method applies to more general geometries for which
this may not be true.
11
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2.2 Conventions and Notation
Throughout this work, all fields will be assumed to exhibit harmonic time dependence such
that
F (r, t) = F (r)eiωt.
Accordingly, all expressions used and derived are considered at an particular instant t and
not evaluated with respect to time.
In later sections, separate expressions will be derived for s- and p-polarized waves.
The polarization conventions used are made with respect to the plane containing the wave
vectors of the incident, reflected and transmitted fields, henceforth referred to as the plane of
incidence. This is consistent with many standard texts on the subject of electromagnetism
[77, 78]. Diagrams outlining the various vectors associated with the scattering plane and
the two polarizations considered are shown in figure 2.2. Fields that are s-polarized will
be considered to stick out perpendicularly to the plane of incidence, while those that are
p-polarized will lie within it.
To immediately characterize fields as either s- or p-polarized waves, a coordinate trans-
formation will be made using the approach of [79]. The projection of the incident wavevector
onto the xy cartesian plane will be defined by κ, while the z-component of the wave will
be denoted by wl. The subscript l is used as a placeholder, referring to medium l. It is
expressed as
wl =
√
ω˜2εl − κ2, (2.2)
where
ω˜ =
ω
c
=
2pi
λ
, (2.3)
is the wave vector of the incident wave in free space. The variables c and λ respectively
refer to the speed of the wave and the wavelength in free space. The orientation of these
vectors in Cartesian three dimensional space is shown in figure 2.3.
12
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k inc
plane of incidence
krefl
k trans
ε inc ε trans
(a) s-pol
k inc
plane of incidence
krefl
k trans
ε inc ε trans
EtransEinc
Erefl
(b) p-pol
Figure 2.2: Scattering plane shown for s and p-polarized electric fields. Both cases are drawn
such that the incident wavevectors of the fields begin in an initial medium characterized by
εinc before impinging upon an interface, the plane of incidence and partially transmitting
into a second medium εtrans.
xˆ
zˆ
κ
wl
yˆ
k
Figure 2.3: Breakdown of wavevector components in the Cartesian grid system.
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With κ and wl now defined, the unit vector for s- and p-polarized waves can be expressed
as [79]
sˆ ≡ κˆ× zˆ, (2.4)
pˆ ≡ κzˆ∓ wlκˆ
ω˜nl
, (2.5)
where nl =
√
εl is the refractive index of the medium. The subscripts + and −, respectively
refer to waves travelling upwards and downwards through the system.
2.3 Assumptions
In this section three fundamental assumptions will be made. These assumptions will be the
underlying foundation to the rest of this thesis. They are as follows:
1. The height of the selvedge region, d, is significantly less than the wavelength of incident
light in vaccuo,
d λ. (2.6)
2. A length scale, ∆, exists such that
a ∆ λ. (2.7)
3. κi∆ 1, where κi is the component of the wavevector of the incident light along the
selvedge plane.
Under these assumptions, inhomogeneities in the selvedge region can be discarded and
the expressions are significantly simplified. The net result is the valid use of coarse-grained
fields to treat the electric fields outside of the selvedge region. A detailed breakdown of this
process is available in [43].
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2.4 Method Development
The approach hinges on solving,
P (R; z) = εoχ (R; z) E (R; z) , (2.8)
E (R; z) = Eh (R; z) +
∫
G
(
R−R′; z, z′) ·P (R′; z) dR′dz′, (2.9)
self-consistently. The Green function G (R−R′; z, z′) determines the electric field from
the polarization of the selvedge. This can be divided between two general contributions
to the field: the field produced due to the presence of the selvedge alone, in the absence
of the multilayer structure and corrections due to the multilayer structure. The former is
contained within Go (R−R′; z, z′), while the latter GR (R−R′; z, z′), such that
G
(
R−R′; z, z′) = Go (R−R′; z, z′)+ GR (R−R′; z, z′) . (2.10)
Within each of these functions are further subdivisions,
Go
(
R−R′; z, z′) = GoL (R−R′; z, z′)+ GoT (R−R′; z, z′) , and (2.11)
GR
(
R−R′; z, z′) = GRI (R−R′; z, z′)+ GRC (R−R′; z, z′) ; (2.12)
where GoL and G
o
T respectively extract the longitudinal and transverse components of the
field in the absence of the multilayer structure. The function GRI is defined in the electro-
static limit κ/ω˜ →∞ and κD3 →∞, while GRC = GR −GRI contains additional corrections
to account for image terms in lower layers [43]. Expressions for all the Green functions
mentioned above can be found in Appendix B.
As for the system considered, we will assume χ (R, z) 6= 0 only within the selvedge region,
such that the polarization of the selvedge will affect the total electric field experienced by
the system. Writing the homogeneous contribution of the total field, Eh as
Eh (R; z) = e
iκi·RFh (z) ,
one can express the field above the selvedge layer as,
F (R; z) = F +
∫
GoL
(
R−R′; z, z′) · (p (R′; z′)+ pI (R′; z′)) dR′dz′, (2.13)
Q ≡ 4piεoΛ · F , and (2.14)
F ≡ F ′h+ + F ′h− + GS (κ) ·Q, (2.15)
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where,
F ′h+ (κ) = Fh+ + iω˜
2
2εow1
(
sˆRs1N (κ) sˆ + pˆ1+R
s
1N (κ) pˆ1−
) ·Q,
F ′h− (κ) = Fh−,
GS (κ) = G
o
T +
κ
2εoε1
(zˆzˆ− κˆκˆ)
=
1
2εo
[
iω˜
w1
2
sˆsˆ +
iκ2
ε1w1
zˆzˆ +
iw1
ε1
κˆκˆ
]
.
2.5 Determining the Selvedge Fresnel Coefficients
To determine the Fresnel coefficients across the selvedge region (0 < z < d) we first look at
the coarse-grained electric fields just above (z = d+) and below (z = 0−) the selvedge layer.
E¯
(
R; d+
)
= E¯+
(
d+
)
eiκ·R + E¯−
(
d+
)
eiκ·R, (2.16)
E¯
(
R; 0−
)
= E¯+
(
0−
)
eiκ·R + E¯−
(
0−
)
eiκ·R, (2.17)
where,
E¯+(d+) = F ′h+(κ) +
iω˜2
20w1
(ˆssˆ + pˆ1+pˆ1+) ·Q, (2.18)
E¯−(d+) = F ′h−(κ),
E¯+(0l) = F ′h+(κ),
E¯−(0l) = F ′h−(κ) +
iω˜2
20w1
(ˆssˆ + pˆ1−pˆ1−) ·Q.
Upon making the appropriate substitutions, one gets
E¯+(d+) = E¯+(0l) +
iω˜2
20w1
(ˆssˆ + pˆ1+pˆ1+) ·Q, (2.19)
E¯−(d+) = E¯−(0l)− iω˜
2
20w1
(ˆssˆ + pˆ1−pˆ1−) ·Q.
Transfer matrices connecting the coarse-grained fields at the two positions can then be
constructed after writing Q in terms of E¯+(0l) and E¯−(0l), using Eqs. 2.14, and 2.16, thus
Q = 4pi0Λ ·
(
E¯+(0l) + E¯−(0l)− iκ
20ε1
(zˆκˆ+ κˆzˆ) ·Q
)
, (2.20)
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where
Λ = Λssˆsˆ + Λκκˆκˆ+ Λzzˆzˆ. (2.21)
Substituting the s, κ, and z components of Eq. 2.20 into Eq. 2.19 allows one to relate
the fields at z = 0− and z = d+ via a transfer matrix of the form
 E¯+(d+)
E¯−(d+)
 = ms
 E¯+(0l)
E¯−(0l)
 ,
where the transfer matrix for the selvedge region is
ms =
 1 + nos nos
−nos 1− nos
 . (2.22)
and
nos ≡ 2piiω˜
2
w1
Λs, (2.23)
for s-polarized fields. For p-polarized fields, the contributions from both the z and κ com-
ponents must be taken into consideration resulting in more complicated expressions
E¯+(d+) = E¯+(0l) +
(noz − noκ) E¯−(0l) + (noz + noκ + 2noznoκ)E¯+(0l)
1− noznoκ , (2.24)
E¯−(d+) = E¯−(0l)− (noz + noκ − 2noznoκ)E¯
−(0l) + (noz − noκ)E¯+(0l)
1− noznoκ ,
where
noz ≡ 2piiκ
2
ε1w1
Λz, (2.25)
noκ ≡ 2piiw1
ε1
Λκ.
Terms involving the product noκnoz are neglected. This is due to a lack of the term w1 in
their denominator, preventing them from possibly diverging. Additionally, their quadratic
dependence on the thickness of the selvedge layer which is by definition, d  λ, further
reduces their significance.
With the cross terms dropped, expressions for p-polarized fields take on a similar form
to 2.22. Defining the term
n± ≡ noz ± noκ, (2.26)
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such that  E¯+(d+)
E¯−(d+)
 = mp
 E¯+(0l)
E¯−(0l)
 ,
we see that the transfer matrix is
m′p =
 1 + n+ n−
−n− 1− n+
 . (2.27)
From [79], we utilize the general form of the transfer matrix across a multilayer structure
m =
 T+−T−+−R+−R−+T+− R+−T+−
−R−+T+− 1T+−
 , (2.28)
where T+− is the transmission coefficient for light incident from above, R−+ is the reflection
coefficient for light incident from below, etc. For s-polarized light we use Eq. 2.22 to identify
T+− = T−+ =
1
1− nos ≡ ts, (2.29)
and
R+− = R−+ =
nos
1− nos ≡ rs. (2.30)
Similarly, for p-polarized light we use Eqs. 2.27 and 2.28 to identify
T+− = T−+ =
1
1− n+ ≡ tp, and
R+− = R−+ =
n−
1− n+ ≡ rp.
With this notation, the matrices
mk ≡
 t2k−r2ktk rktk
− rktk 1tk
 ,
where k = s, p denote the desired polarization, can be constructed to connect the course-
grained fields.
The Fresnel coefficients, across the entire structure can then be connected via T ′1NT ′N1−R′1NR′N1T ′1N R′1NT ′1N
−R′N1T ′1N 1T ′1N
 =
 t2k−r2ktk rktk
− rktk 1tk
 T1NTN1−R1NRN1T1N R1NT1N
−RN1T1N 1T1N
 , (2.31)
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from which it can be determined that
T ′1N =
tT1N
1− rR1N ,
R′1N = r +
tR1N t
1− rR1N , (2.32)
R′N1 = RN1 +
TN1rT1N
1− rR1N ,
T ′N1 =
TN1t
1− rR1N .
To determine how the system behaves at resonance with κ = κo, the expressions of 2.32 are
expanded about their poles,
T1N ≈ τ1N
κ− κo , (2.33)
TN1 ≈ τN1
κ− κo ,
R1N ≈ ρ1N
κ− κo ,
RN1 ≈ ρN1
κ− κo ,
where τ1N , τN1, ρ1N and ρN1 are constants that depend on the structure. They will be
looked at in greater detail in chapters 3 and 4.
Using Eq. 2.33 in the expressions for 2.32, we have
T ′1N =
tτ1N
κ− κo − rρ1N , (2.34)
R′1N = r +
tρ1N t
κ− κo − rρ1N ,
R′N1 =
ρN1 + rΓ1Nτ1N
κ− κo − rρ1N ,
T ′N1 =
τN1t
κ− κo − rρ1N ,
The new resonance is then κ = κ′o, where
κ′o = κo + rρ1N . (2.35)
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2.6 Determining the Dipole Polarizabilities of the Nanopar-
ticle Array
The results of the chapter up until this point apply equally well to any selvedge region
that does not violate the assumptions of 2.3. In this section, however, we will determine
expressions that are specific to an array of spherical nanoparticles. For instance, due to
the discrete, periodic nature of the proposed selvedge, it is assumed that its susceptibility,
χ(R, z) takes the form
χ(R, z) =
∑
α
χ(α)(R, z),
where
χ(α)(R, z) = (ε− ε1)θ(b−
∣∣∣r− r(α)∣∣∣),
and r(α) = R(α) + zˆh labels the position of the αth sphere and θ(r) is the step function.
Similarly writing
p(R, z) =
∑
α
p(α)(R, z), (2.36)
and assuming that the particles interact and are polarized uniformly, and that they can be
treated as point dipoles, one may write
p(α)(R, z) ' 3µ
4pib3
θ(b−
∣∣∣r− r(α)∣∣∣), (2.37)
where µ is a dipole moment to be determined, which by ansatz will be the same for each
α. Following from the discrete nature of the selvage, it is assumed for points r′ near sites
α′ 6= α that
p(α)(R′, z′) ' µδ(r′ − r(α)). (2.38)
Using Eq. 2.37, one then finds that∫
GoL
(
R−R′; z, z′) · p(α)(R′, z′)dR′dz′ = − µ
4pi0ε1b3
for
∣∣∣r− r(α)∣∣∣ < b,
while using (2.38) for the other sites when we are at such r, results in
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∫
GoL
(
R−R′; z, z′) · p(α′)(R′, z′)dR′dz′ = GoL (R−R(α′); z, h) · µ,
for
∣∣∣r− r(α)∣∣∣ < b and α′ 6= α.
Thus using Eq. 2.36, we have∫
GoL
(
R−R′; z, z′) · p(R′, z′)dR′dz′ = − µ
4pi0ε1b3
+
∑
α′ 6=α
GoL
(
R−R(α′); z, h
)
· µ,
(2.39)
for
∣∣∣r− r(α)∣∣∣ < b.
This is the second term needed on the right-hand side of Eq. 2.13. The remaining term
involves the image polarization, defined by
pI(R, z) = M · p(R,−z),
where, the dyadic
M ≡ ε2 − ε1
ε2 + ε1
(zˆzˆ− xˆxˆ− yˆyˆ) . (2.40)
It should be noted that the expression shown above is simply being used as a placeholder
so that the remaining portions of the method may be developed. The presence of an
additional finite layer between the selvedge and the lower structure, will directly affect the
image polarization as will be seen in chapter 3.
Since the field at the location of the image dipoles is not needed, a first approximation
is to use (2.38) and find that
pI(R, z) = M ·
∑
α′
µδ(R−R(α′))δ(z + h). (2.41)
Using this in Eq. 2.13, together with Eq. 2.39, yields
F(R; z) = F − µ
4pi0ε1b3
+
∑
α′ 6=α
GoL
(
R−R(α′); z, h
)
· µ (2.42)
+
∑
α′
GoL
(
R−R(α′); z,−h
)
·M · µ,
for
∣∣∣r− r(α)∣∣∣ < b.
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This expression can be used in determining p(α)(R, z), since for
∣∣r− r(α)∣∣ < b we have,
p(α)(R, z) = 0χ
(α)(R, z)F(R; z).
For such points we make the point dipole approximation by putting F(R; z) ' F(R(α);h).
Integrating over the sphere we find (see Eq. 2.37)
µ
4pi
3 b
30(ε− ε1)
= F − µ
4pi0ε1b3
+
∑
α′ 6=α
GoL
(
R(α) −R(α′);h, h
)
· µ (2.43)
+
∑
α′
GoL
(
R(α) −R(α′);h,−h
)
·M · µ.
Bringing the second term on the right-hand side of Eq. 2.43 over to the left-hand side and
rewriting the result, we have
µ
4pi
3 b
30
(
3ε1(ε−ε1)
ε+2ε1
) = F + ∑
α′ 6=α
GoL
(
R(α) −R(α′);h, h
)
· µ (2.44)
+
∑
α′
GoL
(
R(α) −R(α′);h,−h
)
·M · µ.
The result is displayed in terms of the polarizability of a sphere of relative permittivity ε
embedded in a background medium of relative permittivity ε1. Defining a dimensionless
tensor S according to
S ≡ 4pi0A3/2
∑
α′ 6=α
GoL
(
R(α) −R(α′);h, h
)
(2.45)
+ 4pi0A3/2
∑
α′
GoL
(
R(α) −R(α′);h,−h
)
·M,
we can write Eq. 2.44 as
Q =
[
ε1(ε− ε1)
ε+ 2ε1
b3
A
] [
4pi0F+ 1A1/2 S ·Q
]
. (2.46)
After some algebra one can isolate Λ, such that
Λ ≡
[
ε1(ε− ε1)
ε+ 2ε1
b3
A
](
U− ε1(ε− ε1)
ε+ 2ε1
b3
A3/2 S
)−1
, (2.47)
which is independent of κ. The response of the selvedge along each coordinate axes nos,
noκ, and noz then follow immediately from Eqs. 2.23, and 2.25. With this development, we
can proceed with the first extension of [43] in the next chapter.
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Chapter 3
Effects of the Finite Layer
Here the extension of the model used in [43] will begin with the inclusion of a finite dielectric
layer between the guiding multilayer structure and the selvedge. The inclusion of a finite
layer to tether the nanoparticles to the waveguide allows us to assess the performance of
sensors produced using deposition techniques requiring such a layer [80–82] in comparison
to those that do not, such as electroless deposition. If deposition techniques requiring a
tethering layer are comparable in performance, it could make the industrial production of
the hybrid sensor more attractive [83–85].
The layer, of thickness D2 and dielectric constant ε2, is placed between the waveguide
layer and cladding layer of the structure. It is shown in figure 2.1. To accomplish this,
we will begin by determining the changes to the Green function GRI , responsible for the
electrostatic corrections to the selvedge, due to the presence of the multilayer structure.
This will be done using the formalism of [43] in 3.1 and confirmed through the use of the
method of images technique in 3.2. With the new form of GRI known, the response of the
selvedge will be determined in 3.3.
In addition to the effects of the finite layer on the response of the selvedge, the changes
to the reflection across the multilayer structure must also be taken into account. This will
lead to new expressions for the solution condition of the waveguide modes, as shown in
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3.4, as well as the expansion parameter in 3.5. To confirm the newly derived expression,
limiting cases will be examined in 3.6. Once it has been confirmed that the expressions
of this chapter agree with the original work of [43], the effects of the finite layer on the
absorption, and changes to the waveguide mode will be examined and discussed at the end
of the chapter.
3.1 Image Electric Field via Green Function Approach
To begin, we will determine the electric field due to image dipoles of the selvedge in the
multilayer structure. This is determined via
EI(R, z) =
1
(2pi)2
∫
eiκ·RGRI (κ; z, z
′) · µdκ, (3.1)
where
κ ·R = κR cosφ,
dκ = dκxdκy = κdκdφ,
and
µ = µxxˆ+ µyyˆ + µz zˆ.
The relationship between the vectors κ and R in the x-y Cartesian plane is shown in figure
3.1. Using Eq. B.8 in Eq. 3.1, the expression for the electric field of the image dipoles
becomes
EI(R, z) =
1
8pi2ε0ε1
∫
eiκR cosφκ2R13 (zˆzˆ + κˆκˆ+ izˆκˆ− iκˆzˆ) e−κ(z+z′) · µdκdφ, (3.2)
where R13 = r12 +
t12r23t21d−2κD2
1−r23r21e−2κD2 is the reflection coefficient across the first three layers
of the system, as given in [43]. To facilitate a comparison with the method of images,
and the eventual implementation of Eq. 2.41, we will re-express the variables in Cartesian
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κˆ
xˆ
Rˆ
yˆ
φ
θ
Figure 3.1: Orientation of κ and R in the xy plane.
coordinates. This is done according to angular relations depicted in figure 3.1, which shows
κˆ = xˆ cos(φ+ θ) + yˆ sin(φ+ θ),
κˆκˆ = xˆxˆ cos2(φ+ θ) + yˆyˆ sin2(φ+ θ) + (xˆyˆ + yˆxˆ) cos(φ+ θ) sin(φ+ θ), (3.3)
zˆκˆ = zˆxˆ cos(φ+ θ) + zˆyˆ sin(φ+ θ),
κˆzˆ = xˆzˆ cos(φ+ θ) + yˆzˆ sin(φ+ θ),
For brevity in some later expressions we will define a dyadic O for the terms of Eq. 3.2 to
treat the unit vectors. This is defined as,
O ≡ zˆzˆ + κˆκˆ+ izˆκˆ− iκˆzˆ
= zˆzˆ + xˆxˆ cos2(φ+ θ) + yˆyˆ sin2(φ+ θ) + (xˆyˆ + yˆxˆ) cos(φ+ θ) sin(φ+ θ) (3.4)
+ i (zˆxˆ cos(φ+ θ) + zˆyˆ sin(φ+ θ))− i (xˆzˆ cos(φ+ θ) + yˆzˆ sin(φ+ θ)) .
Then it remains valid to integrate the angular dependence solely over φ and,
EI(R, z) =
1
8pi2ε0ε1
∫ ∞
0
κ2R13e
−κ(z+z′)
∫ 2pi
0
eiκR cosφO · µdφdκ. (3.5)
The various integrals of Eq. 3.5 are evaluated in detail in Appendix A. Substituting
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Eqs. A.4 - A.9, the angular dependence of Eq. 3.5 becomes∫ 2pi
0
eiκR cosφO · µdφ = pi (µxxˆ+ µyyˆ + 2µz zˆ) J0(κR)
+
2pi√
x2 + y2
(µzxxˆ+ µzyyˆ − [µxx+ µyy] zˆ) J1(κR)
+
pi
x2 + y2
(− [µx(x2 − y2) + 2µyxy] xˆ+ [µy(x2 − y2)− 2µxxy] yˆ) J2(κR).
The electric field is then given by
EI(R, z) =
1
8pi2ε0ε1
∫ ∞
0
dκ κ2R13e
−κ(z+z′) [pi (µxxˆ+ µyyˆ + 2µz zˆ) J0(κR) (3.6)
+
2pi√
x2 + y2
(µzxxˆ+ µzyyˆ − [µxx+ µyy] zˆ) J1(κR)
+
pi
x2 + y2
(− [µx(x2 − y2) + 2µyxy] xˆ+ [µy(x2 − y2)− 2µxxy] yˆ) J2(κR)] ,
=
1
8piε0ε1
∫ ∞
0
dκ κ2
(
r12 +
t12r23t21e
−2κD2
1− r23r21e−2κD2
)
e−κ(z+z
′) [(µxxˆ+ µyyˆ + 2µz zˆ) J0(κR)
+
2√
x2 + y2
(µzxxˆ+ µzyyˆ − [µxx+ µyy] zˆ) J1(κR)
+
1
x2 + y2
(− [µx(x2 − y2) + 2µyxy] xˆ+ [µy(x2 − y2)− 2µxxy] yˆ) J2(κR)] .
Before proceeding we must simplifyR13 to facilitate the integration. As r23r21e
−2κD2 < 1
for κ ≥ 0, we may use the power series expansion
1
1− r23r21e−2κD2 =
∞∑
n=0
(
r23r21e
−2κD2)n , (3.7)
and write
R13 =
∞∑
n=0
(r23r21)
n
(
r12e
−2κnD2 + r23e−2κ(n+1)D2
)
. (3.8)
The expression for the electric field is then reduced to
EI(R, z) =
1
8piε0ε1
∫ ∞
0
dκ κ2
∞∑
n=0
(r23r21)
n
(
r12e
−κ(z+z′+2nD2) + r23e−κ(z+z
′+2(n+1)D2)
)
×
(3.9)
[(µxxˆ+ µyyˆ + 2µz zˆ) J0(κR)
+
2√
x2 + y2
(µzxxˆ+ µzyyˆ − [µxx+ µyy] zˆ) J1(κR)
+
1
x2 + y2
(− [µx(x2 − y2) + 2µyxy] xˆ+ [µy(x2 − y2)− 2µxxy] yˆ) J2(κR)] .
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Making the appropriate substitutions using Eqs. A.11 - A.16 in Eq. 3.9, we obtain the
electric field due to image dipoles in the layers below the selvedge,
EI(R, z, z
′) =
1
4piε0ε1
∞∑
n=0
(r12r32)
n× (3.10){
(µxxˆ+ µyyˆ + 2µz zˆ)
(
r12 (z + z
′ + 2nD2)2
[R2 + (z + z′ + 2nD2)2]5/2
+
r23 (z + z
′ + 2(n+ 1)D2)2
[R2 + (z + z′ + 2(n+ 1)D2)2]5/2
)
+ 3 (µzxxˆ+ µzyyˆ − [µxx+ µyy] zˆ)
×
(
r12(z + z
′ + 2nD2)
[R2 + (z + z′ + 2nD2)2]5/2
+
r23(z + z
′ + 2(n+ 1)D2)
[R2 + (z + z′ + 2(n+ 1)D2)2]5/2
)
− [(µx(2x2 − y2) + 3µyxy)xˆ− (µy(x2 − 2y2)− 3µxxy)yˆ + µzR2zˆ]
×
(
r12
[R2 + (z + z′ + 2nD2)2]5/2
+
r23
[R2 + (z + z′ + 2(n+ 1)D2)2]5/2
)}
.
3.2 Verification of Image Dipole Contributions Through The
Method of Images
To verify that the results of Eq. 3.10 are correct, this section will attempt to replicate the
same result through the method of images. The technique serves as a standard approach
in any system where symmetry can be exploited. It is executed by replacing the physical
system, containing a dipole above two distinct interfaces, with an equivalent one in which
the interfaces are replaced with images of the original dipole to mimic the electrostatic
potential at each interface. The total potential at a specified point can then be found
through a superposition of the contributions of each image term [77]. In our system, the
dipole will be located at some arbitrary position, r′ = (0, 0, z′) in the region z′ > 0. The
solution for a single charge can be found through a Fourier-Bessel expansion of the system
in cylindrical coordinates as is done in [86].
The results from [86] determine the potential for a single charge to be
V =
q
4piεoε1
f, (3.11)
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where
f =
1
(R2 + z2)1/2
+
∞∑
n=0
(r12r32)
n
 −r12[
R2 + (z + z′ + 2nD2)2
]1/2 + r32[
R2 + (z + z′ + 2(n+ 1)D2)2
]1/2
 .
To apply this result to our system, a generalization of the single charge to a point dipole
source is required. This can be accomplished through an expansion of Eq. 3.11 in the
double limit q →∞ and d→ 0. The result is
V =
q
4piεoε1
[
f
(∣∣∣∣r− r′ − d2
∣∣∣∣)− f (∣∣∣∣r− r′ + d2
∣∣∣∣)] ,
=
q
4piεoε1
[
f
(∣∣r− r′∣∣)− d
2
· ∇f (∣∣r− r′∣∣)+ . . .]− q
4piε1
[
f
(∣∣r− r′∣∣)+ d
2
· ∇f (∣∣r− r′∣∣)+ . . .] ,
=
−1
4piεoε1
[
qd · ∇f (∣∣r− r′∣∣)] ,
=
−1
4piεoε1
[
µ · ∇f (∣∣r− r′∣∣)] ,
=
−1
4piεoε1
·
[
−µxx+ µyy + µzz
(x2 + y2 + z2)3/2
+ (µxx+ µyy) (3.12)
×
∞∑
n=0
(r12r32)
n
 r12[
x2 + y2 + (z + z′ + 2nD2)2
]3/2 − r32[
x2 + y2 + (z + z′ − 2(n+ 1)D2)2
]3/2

−µz
∞∑
n=0
(r12r32)
n
 r12(z + z′ + 2nD2)[
x2 + y2 + (z + z′ + 2nD2)2
]3/2 − r32(z + z′ + 2(n+ 1)D2)[
x2 + y2 + (z + z′ + 2(n+ 1)D2)2
]3/2

 .
28
3. EFFECTS OF THE FINITE LAYER
The electric field can then be determined as the negative gradient of Eq. 3.12.
E = −∇V,
=
1
4piεoε1
·
[
3 (µxx+ µyy + µzz) (xxˆ+ yyˆ + zzˆ)
(x2 + y2 + z2)5/2
− µxxˆ+ µyyˆ + µz zˆ
(x2 + y2 + z2)3/2
+ (3.13)
∞∑
n=0
(r12r32)
n×(µxxˆ+ µyyˆ + 2µz zˆ)
 r12(z + z′ + 2nD2)2[
R2 + (z + z′ + 2nD2)2
]5/2 + r23(z + z′ + 2(n+ 1)D2)2[
R2 + (z + z′ + 2(n+ 1)D2)2
]5/2

+ 3 (µzxxˆ+ µzyyˆ − [µxx+ µyy]zˆ)
×
 r12(z + z′ + 2nD2)[
R2 + (z + z′ + 2nD2)2
]5/2 + r23(z + z′ + 2(n+ 1)D2)[
R2 + (z + z′ + 2(n+ 1)D2)2
]5/2

− ([µx (2x2 − y2)+ 3µyxy] xˆ− [µy (x2 − 2y2)− 3µxxy] yˆ + µzR2zˆ)
×
 r12[
R2 + (z + z′ + 2nD2)2
]5/2 + r23[
R2 + (z + z′ + 2(n+ 1)D2)2
]5/2

 .
From an inspection of Eq. 3.13, one will recognize the first two terms as the static field
of an electric dipole in the absence of any interfaces. As these terms will be accounted for
by GoL of chapter 2, they are not expected to appear in Eq. 3.10 and will be neglected in
this treatment. Rewriting Eq. 3.13 as
E = Eo + EI , (3.14)
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where
EI(R, z, z
′) =
1
4piε0ε1
∞∑
n=0
(r12r32)
n× (3.15)(µxxˆ+ µyyˆ + 2µz zˆ)
 r12(z + z′ + 2nD2)2[
R2 + (z + z′ + 2nD2)2
]5/2 + r23(z + z′ + 2(n+ 1)D2)2[
R2 + (z + z′ + 2(n+ 1)D2)2
]5/2

+3 (µzxxˆ+ µzyyˆ − [µxx+ µyy]zˆ)
 r12(z + z′ + 2nD2)[
R2 + (z + z′ + 2nD2)2
]5/2 + r23(z + z′ + 2(n+ 1)D2)[
R2 + (z + z′ + 2(n+ 1)D2)2
]5/2

− ([µx (2x2 − y2)+ 3µyxy] xˆ− [µy (x2 − 2y2)− 3µxxy] yˆ + µzR2zˆ)× r12[
R2 + (z + z′ + 2nD2)2
]5/2 + r23[
R2 + (z + z′ + 2(n+ 1)D2)2
]5/2

 .
As Eq. 3.10 and Eq. 3.15 agree, we will proceed with the Green function method in the
next section.
3.3 Response of the Selvedge to the Additional Image Terms
From Eq. 3.10, one can see that for a point dipole at z′ = h, the electric field can be written
as
EI(R, z, h) =
∫
GRI (R−R′, z, z′) ·P(R′, z′)dR′dz′, (3.16)
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where
P(R′, z′) = µδ(R′)δ(z′ − h), and (3.17)
GRI (R, z, z
′) =
1
4piε0ε1
∞∑
n=0
(r12r32)
n× (3.18)(xˆxˆ+ yˆyˆ + 2zˆzˆ)
 r12(z + z′ + 2nD2)2[
R2 + (z + z′ + 2nD2)2
]5/2 + r23(z + z′ + 2(n+ 1)D2)2[
R2 + (z + z′ + 2(n+ 1)D2)2
]5/2

+ 3 [(xˆzˆ − zˆxˆ)x+ (yˆzˆ − zˆyˆ)y]
×
 r12(z + z′ + 2nD2)[
R2 + (z + z′ + 2nD2)2
]5/2 + r23(z + z′ + 2(n+ 1)D2)[
R2 + (z + z′ + 2(n+ 1)D2)2
]5/2

− [(2x2 − y2) xˆxˆ− (x2 − 2y2) yˆyˆ + 3(xˆyˆ − yˆxˆ)xy + µzR2zˆ]× r12[
R2 + (z + z′ + 2nD2)2
]5/2 + r23[
R2 + (z + z′ + 2(n+ 1)D2)2
]5/2

 .
To further simplify the remaining mathematics we note that through the use of Eq. B.5,
GRI can be expressed in terms of G
o
L as
GRI (R, z, z
′) =
∞∑
n=0
(r21r23)
n
{
GoL(R, z,−z′1(n)) ·M1 +GoL(R, z,−z′2(n)) ·M2
}
, (3.19)
where
M1 = r12(−xˆxˆ− yˆyˆ + zˆzˆ), M2 = r23(−xˆxˆ− yˆyˆ + zˆzˆ), (3.20)
z′1(n) = z
′ + 2nD2, z′2(n) = z
′ + 2(n+ 1)D2. (3.21)
With Eq. 3.19 it is now possible to use 2.45 and determine how the measurement sensitivity
of the system will change due to the presence and thickness of the finite layer. Recall that
S = 4piε0A3/2
∑
α′ 6=0
GoL(−R(α
′), h, h)
+ 4piε0A3/2
∑
α′
GoL(−R(α
′), h,−h) ·M.
As we are treating a square lattice of nanoparticles, we replace R(α
′) in the summation
by a
√
m2 + n2. The factors m and n are integers denoting the position of the α′th particle.
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Using Eq. B.5, we find the first term of Eq. 2.45 to be
4piε0A3/2
∑
α′ 6=0
GoL(−R(α
′), h, h) =
1
a3ε1
∑
m,n
′ 1
(m2 + n2)5/2
× [(2m2 − n2)xˆxˆ+ (2n2 −m2)yˆyˆ − (m2 + n2)zˆzˆ] ,
=
A3/2
a3ε1
∑
m,n
′ 1
(m2 + n2)3/2
(
1
2
xˆxˆ+
1
2
yˆyˆ − zˆzˆ
)
(3.22)
+
∑
m,n
′ 3
2a3ε1
(m2 − n2)(xˆxˆ− yˆyˆ)
(m2 + n2)5/2
,
=
1
ε1
∑
m,n
′ 1
(m2 + n2)3/2
(
1
2
xˆxˆ+
1
2
yˆyˆ − zˆzˆ
)
,
=
1
ε1
A
(
1
2
xˆxˆ+
1
2
yˆyˆ − zˆzˆ
)
. (3.23)
In going to Eq. 3.23, we note that the second summation in Eq. 3.22 converges to zero due
to the symmetry in the m and n indices, and
A ≡
∑
m,n
′ 1
(m2 + n2)3/2
= 9.03362... . (3.24)
To properly treat the finite layer system, the second term in Eq. 2.45 must be modified
such that
GoL(−R(α
′), h,−h) ·M →
∞∑
k=0
(r21r23)
k
{
GoL(R, h,−h′(k)) ·M1 +GoL(R, h,−h′(k + 1)) ·M2
}
.
(3.25)
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Denoting h(k) as hk we determine the summations to be
4pi0
∑
α′
∞∑
k=0
(r21r23)
k
{
GoL(R, h,−h′k) ·M1 +GoL(R, h,−h′k+1) ·M2
}
=
1
a31
∞∑
k=0
(r21r23)
k×
∑
m,n
{
r12(
m2 + n2 + h¯2k
)5/2 [(h¯2k − 2m2 + n2)xˆxˆ+ (h¯2k +m2 − 2n2)yˆyˆ + (2h¯2k −m2 − n2)zˆzˆ]
+
r12(
m2 + n2 + h¯2k+1
)5/2 [(h¯2k+1 − 2m2 + n2)xˆxˆ+ (h¯2k+1 +m2 − 2n2)yˆyˆ + (2h¯2k+1 −m2 − n2)zˆzˆ]
}
,
=
1
a31
(
1
2
xˆxˆ+
1
2
yˆyˆ + zˆzˆ
)
(3.26)
×
∞∑
k=0
(r21r23)
k
∑
m,n
{
r12
3h¯2k −
(
m2 + n2 + h¯2k
)(
m2 + n2 + h¯2k
)5/2 + r23 3h¯2k+1 −
(
m2 + n2 + h¯2k+1
)(
m2 + n2 + h¯2k+1
)5/2
}
+
3
21a3
∞∑
k=0
(r21r23)
k
∑
m,n
(
m2 − n2) (xˆxˆ− yˆyˆ)( 1(
m2 + n2 + h¯2k
)5/2 + 1(
m2 + n2 + h¯2k+1
)5/2
)
,
=
1
a31
B(h¯)
(
1
2
xˆxˆ+
1
2
yˆyˆ + zˆzˆ
)
. (3.27)
As with Eq. 3.23, the second summation in Eq. 3.26 converges to zero due to symmetry
and
B(h¯) ≡
∞∑
k=0
(r21r23)
k
∑
m,n
{
r12
3h¯2k −
(
m2 + n2 + h¯2k
)(
m2 + n2 + h¯2k
)5/2 + r23 3h¯2k+1 −
(
m2 + n2 + h¯2k+1
)(
m2 + n2 + h¯2k+1
)5/2
}
.
(3.28)
In the present form of the summations, the summation must be continued over many
values of m and n to achieve convergence. To improve the rate of this convergence, we
use the trick of summing Eq. 3.28 over reciprocal space. Each of the two terms in the
summation are then rewritten according to the equivalent summations as used in [43,87],
∞∑
i,j=−∞
3x2 − [i2 + j2 + x2]
[i2 + j2 + x2]
5/2
= 16pi2
∞∑
i=0
∞∑
j=1
√
i2 + j2e−2pix
√
i2+j2 .
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Recasting Eq. 3.28 using this equivalence yields
B(h¯) =
∞∑
k=0
(r21r23)
k
∑
m,n
{
r12(2pi)
2
√
m2 + n2e−2pih¯k
√
m2+n2 + r23(2pi)
2
√
m2 + n2e−2pih¯k+1
√
m2+n2
}
,
= 4pi2
∞∑
k=0
(r21r23)
k
∑
m,n
√
m2 + n2e−2pih¯
√
m2+n2
(
r12e
−4pikD¯2
√
m2+n2 + r23e
−4pi(k+1)D¯2
√
m2+n2
)
,
=
∑
m,n
(2pi)2
√
m2 + n2e−2pih¯
√
m2+n2
(
r12
1− r21r23e−4piD¯2
√
m2+n2
+
r23e
−4piD¯2
√
m2+n2
1− r21r23e−4piD¯2
√
m2+n2
)
,
=
∑
m,n
(2pi)2
√
m2 + n2e−2pih¯
√
m2+n2
(
r12 − r23e−4piD¯2
√
m2+n2
1− r21r23e−4piD¯2
√
m2+n2
)
,
=
2pi
a
A
∑
m,n
κm,nR13(κm,n)e
−2hκm,n , (3.29)
where h¯ = 2h/a as before and in a similar fashion D¯2 = 2D2/a. In Eq. 3.29, κ is recognized
as the reciprocal lattice vector, given by 2pia
√
m2 + n2, as expected given that the form of
the summation B(h¯) is in reciprocal space.
With all the terms of Eq. 2.45 adapted for the presence of the finite layer, Eq. 2.47 can
now be resolved into explicit expressions for its components. This results in the necessary
expressions for Eqs. 2.23 and 2.25 to determine the response of the selvedge in the sˆ, κˆ, and
zˆ directions, respectively
nos =
4piiω˜2a
w1
(
α
8piε0ε1a3 − α(A+B(h¯))
)
, (3.30)
noκ = 4piiw1a
(
α
8piε0ε1a3 − α(A+B(h¯))
)
, and (3.31)
noz =
2piiκ2a
w1
(
α
4piε0ε1a3 + α(A−B(h¯))
)
. (3.32)
The variable α is the polarizability of a spherical particle in the dipole approximation and
is given by,
α = 4piε0ε1
(
ε− ε1
ε+ 2ε1
)
b3. (3.33)
3.4 The Solution Condition for the Waveguide Modes
With the response of the selvedge layer determined, the effect of the finite layer on the
modes of the waveguide system will now be determined. This treatment determines the
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modes in the absence of the selvedge layer in accordance with the procedure outlined in
chapter 2. The solution condition is determined in a similar fashion as [43] with the addition
of a parameter U to treat the finite layer. In keeping with the notation of [43], we see that
w1 = iQ,
w2 = iU, (3.34)
w3 = h,
w4 = iP,
where
h =
√
ω˜2n23 − κ2,
Q = aQ
√
κ2 − ω˜2n21 = aQ
√
ω˜2(n23 − n21)− h2, (3.35)
U = aU
√
κ2 − ω˜2n22 = aU
√
ω˜2(n23 − n22)− h2,
P = aP
√
κ2 − ω˜2n24 = aP
√
ω˜2(n23 − n24)− h2,
and
aQ = 1 (s-pol) =
n23
n21
(p-pol),
aU = 1 (s-pol) =
n23
n22
(p-pol), (3.36)
aP = 1 (s-pol) =
n23
n24
(p-pol).
Unlike previous sections, here we do not use an electrostatic approximation. The Fresnel
reflection coefficients are given by [78,79]
r12 =
w1 − w2
w1 + w2
=
Q− U
Q+ U
,
r32 =
w3 − w2
w3 + w2
=
h− iU
h+ iU
, (3.37)
r34 =
w3 − w4
w3 + w4
=
h− iP
h+ iP
.
To determine the refection coefficient of the entire multilayer structure, we use the transfer
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matrix approach of [79], in which
M14 =
1
t12
 1 r12
r12 1
 eiw2D2 0
0 e−iw2D2
 1
t23
 1 r23
r23 1
 eiw3D3 0
0 e−iw3D3
 1
t34
 1 r34
r34 1
 ,
(3.38)
=
1
t12t23t34
 m11 m12
m21 m22
 ,
where
m11 =
(
e2iw2D2 + r12r23
)
e2iw3D3 + r34
(
r12 + r23e
2iw2D2
)
,
m12 = r34
(
e2iw2D2 + r12r23
)
e2iw3D3 + r12 + r23e
2iw2D2 ,
m21 =
(
r23 + r12
2iw2D2
)
e2iw3D3 + r34
(
1 + r12r23e
2iw2D2
)
,
m22 = r34
(
r23 + r12
2iw2D2
)
e2iw3D3 + 1 + r12r23e
2iw2D2 .
A comparison with the generalized form of a transfer matrix across a multilayer system [43]
M14 =
 T14T41−R14R41T14 R14T14
−R41T14 1T14
 , (3.39)
in which Rij and Tij are the reflection and transmission coefficients from medium i to
medium j respectively, allows one to determine the reflection coefficient to be
R14 =
m12
m22
=
r12
(
1− r32r34e2iw3D3
)− (r32 − r34e2iw3D3) e2iw2D2
1− r32r34e2iw3D3 − r12 (r32 − r34e2iw3D3) e2iw2D2 . (3.40)
Setting the denominator of Eq. 3.40 to zero allows one to determine the poles of the
multilayer structure. As the poles represent a divergence in the reflection coefficient and
signals the mode at which resonance will occur [79,88–91]. Thus,
0 = 1− r32r34e2iw3D3 − r12r32e2iw2D2 + r12r34e2iw3D3+2iw2D2 , and
e2iw3D3 =
1− r12r32e2iw2D2
r32r34 − r12r34e2iw2D2 . (3.41)
After making the appropriate substitutions and adding 1 to both sides this becomes
e2ihD3 + 1 =
2[(h2 − UP )(Q+ U)]− 2 [(h2 + UP )(Q− U)] e−2UD2
(Q+ U)(h− iP )(h− iU)− (Q− U)(h− iP )(h+ iU)e−2UD2 , (3.42)
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the real and imaginary components of which are given by
<
(
e2ihD3 + 1
)
= 1 + cos (2hD3)
=
2
Ω
[
(h2 − UP )(Q+ U)− (h2 + UP )(Q− U)e−2UD2]2 ,
and
=
(
e2ihD3 + 1
)
= sin (2hD3)
=
2h
Ω
[
(h2 − UP )(Q+ U)− (h2 + UP )(Q− U)e−2UDb]
× [(Q+ U)(U + P ) + (Q− U)(U − P )e−2UD2] .
The term denoted by Ω is the rationalized denominator of Eq. 3.42,
Ω =
[
(h2 − UP )(Q+ U)− (h2 + UP )(Q− U)e−2UD2]2
+ h2
[
(Q+ U)(U + P ) + (Q− U)(U − P )e−2UD2]2 .
Using the trigonometric identity
cot(hD3) =
1 + cos (2hD3)
sin (2hD3)
(3.43)
=
< (e2ihD3 + 1)
= (e2ihD3 + 1) ,
after some simplifications, the solution condition is then found to be
cot(hD3) =
(h2 − UP )(Q+ U)− (h2 + UP )(Q− U)e−2UD2
h [(Q+ U)(U + P ) + (Q− U)(U − P )e−2UD2 ] . (3.44)
3.5 The Expansion Parameter: ρ14
To fully characterize the effects of the finite layer, the expansion parameter, ρ14, of Eq.
2.35, must be derived from a pole expansion of the reflection coefficient given by Eq. 3.40.
The parameter is defined such that
R14 =
ρ14
κ− κo =
N
A (κ− κo) , (3.45)
ρ14 =
N
A
. (3.46)
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To determine the denominator, A, of ρ14, we take the derivative of the denominator of
Eq. 3.40,
A =
∂
∂κ
(
1 + r23r34e
2ihD3 + r12r23e
−2UD2 + r12r34e2ihD3−2UD2
)
=
(
1
r12
∂r12
∂κ
+
1
r23
∂r23
∂κ
− 2UD2∂U
∂κ
)
r12r23e
−2UD2
+
(
1
r23
∂r23
∂κ
+
1
r34
∂r34
∂κ
+ 2iD3
∂h
∂κ
)
r23r34e
2ihD3
+
(
1
r12
∂r12
∂κ
+
1
r34
∂r34
∂κ
+ 2
∂
∂κ
(ihD3 − UD2)
)
r12r34e
2(ihD3−UD2).
Using
Deff2 =
ih
2κ
[
1
r12
∂r12
∂κ
+
1
r23
∂r23
∂κ
− 2D2∂U
∂κ
]
,
Deff3 =
ih
2κ
[
1
r23
∂r23
∂κ
+
1
r34
∂r34
∂κ
+ 2iD3
∂h
∂κ
]
, and (3.47)
Deff23 =
ih
2κ
[
1
r12
∂r12
∂κ
+
1
r34
∂r34
∂κ
+ 2
∂
∂κ
(ihD3 − UD2)
]
,
we write A as
A =
−2iκ
h
[
r12r23D
eff
2 e
−2UD2 + r23r34D
eff
3 e
2ihD3 + r12r34D
eff
23 e
2(ihD3−UD2)
]
. (3.48)
Performing the differentiations of 3.48 yields,
A =
2iκo
h
(
ro12r
o
32D
eff
2 e
−2UoD2 + ro32r
o
34D
eff
3 e
2ihoD3 − ro12ro34Deff23 e2(ihoD3−UoD2)
)
, (3.49)
38
3. EFFECTS OF THE FINITE LAYER
where
Deff2 =
ih
2κo
[
1
r12
∂r12
∂κ
+
1
r23
∂r23
∂κ
− 2D2∂U
∂κ
]
=
−ihoa2U
Uo
D2 +
1
Uo
(
a2Uh
2
o + U
2
o
h2o + U
2
o
)
− iho
QoUo
(
a2UQ
2
o − a2QU2o
Q2o − U2o
)
, (3.50)
Deff3 =
ih
2κo
[
1
r23
∂r23
∂κ
+
1
r34
∂r34
∂κ
+ 2iD3
∂h
∂κ
]
= D3 +
1
Uo
(
a2Uh
2
o + U
2
o
h2o + U
2
o
)
+
1
Po
(
a2Ph
2
o + P
2
o
h2o + P
2
o
)
, (3.51)
Deff23 =
ih
2κo
[
1
r12
∂r12
∂κ
+
1
r34
∂r34
∂κ
+ 2
∂
∂κ
(ihD3 − UD2)
]
= D3 − ihoa
2
U
Uo
D2 − iho
QoUo
(
a2UQ
2
o − a2QU2o
Q2o − U2o
)
+
1
Po
(
a2Ph
2
o + P
2
o
h2o + P
2
o
)
. (3.52)
The variable modifier o is used to denote that the differentiation is performed at κ = κo,
the waveguide mode at which R14 diverges. Additionally, one can see that(
1− ro34ro32e2iw3D3
)− ro12 (ro32 − ro34e2iw3D3) e2iw2D2 = 0.(
1− ro34ro32e2iw3D3
)
= ro12
(
ro32 − ro34e2iw3D3
)
e2iw2D2 .
Eq. 3.53 will now allow the numerator of R14 to be simplified.
N = num|κ=κo = ro12
(
1− ro34ro32e2ihoD3
)
−
(
ro32 − ro34e2ihoD3
)
e−2UoD2 ,
= (ro12)
2
(
ro32 − ro34e2ihoD3
)
e−2UoD2 −
(
ro32 − ro34e2ihoD3
)
e−2UoD2 ,
=
[
(ro12)
2 − 1] (ro32 − ro34e2ihD3) e−2UoD2 . (3.53)
After the appropriate substitutions,
N = −4QoUoe
−2UD2 [(ho − iUo)(ho + iPo)− (ho − iPo)(ho + iUo)e2ihoD3]
(Qo + Uo)2(ho + iUo)(ho + iPo)
. (3.54)
Thus, the expansion parameter is given by
ρ14 =
N
A
=
ho
[
(ro12)
2 − 1] (ro32 − ro34e2ihoD3)
2iκo
(
ro12r
o
32D
eff
2 + r
o
32r
o
34D
eff
3 e
2(ihoD3+UoD2) − ro12ro34Deff23 e2ihoD3
) . (3.55)
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After some algebraic manipulation, this can also be expressed as,
ρ14 =
2ihoQoUo
κo(Q2o − U2o )
(
L2 − L23e2ihoD3
L2D
eff
2 + L3D
eff
3 e
2(ihoD3+UoD2) − L23Deff23 e2ihoD3
)
, (3.56)
where
L2 = (Q
2
o − U2)(ho − iPo)(ho + iUo),
L3 = (Qo + Uo)
2(ho − iPo)(ho − iUo),
L23 = (Q
2
o − U2)(ho + iPo)(ho − iUo).
It should be noted that Eq. 3.56 has been included to express ρ14 in a similar form to Eq.
E7 of [43], which will facilitate a comparison in the limiting cases of the next section.
3.6 Limiting Cases
If the expressions characterizing the effects of the finite layer are to be considered correct,
they must agree with their original counterparts from [43] in the limit D2 → 0. In taking
this limit, one must note that
ε2 → ε3,
w2 → w3, (3.57)
leading to
U → ±ih. (3.58)
In order to satisfy the boundary conditions at the first and second interfaces we will
choose
U → −ih. (3.59)
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This results in
aU → 1,
r12 → r13, (3.60)
r32 → 0,
L3 → 0,
L23 → 0,
as expected. Using the relations of 3.60, all expressions involving contributions from the
finite layer quickly reduce to their original counterparts from [43].
R14 =
r12
(
1− r34r32e2w3D3
)− (r32 − r34e2iw3D) e2iw2D2
(1− r34r32e2iw3D3)− r12 (r32 − r34e2iw3D3) e2iw2D2
→ r13 + r34e
2iw3D3
1− r13r34e2iw3D3 ,
B(h¯) = 4pi2
∑
m,n
√
m2 + n2e−2pih¯
√
m2+n2
(
r12 + r23e
−4piD¯2
√
m2+n2
1− r21r23e−4piD¯2
√
m2+n2
)
→ 4pi2r13
∑
m,n
√
m2 + n2e−2pih¯
√
m2+n2 ,
= 4pi2
3 − 1
3 + 1
∑
m,n
√
m2 + n2e−2pih¯
√
m2+n2 ,
cot(hD3) =
(h2 − UP )(Q+ U)− (h2 + UP )(Q− U)e−2UD2
h [(Q+ U)(U + P ) + (Q− U)(U − P )e−2UD2 ] ,
→ h
2 − PQ
h(Q+ P )
=
h− PQh
Q+ P
,
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ρ14 =
2ihoQoUo
κo(Q2o − U2o )
(
L2 − L23e2ihoD3
L2D
eff
2 + L3D
eff
3 e
2(ihoD3+UoD2) − L23Deff23 e2ihoD3
)
→ 2h
2
oQo
κ(Q2o + h
2
o)D
eff
23
,
where
Deff23 = D3 −
ihoa
2
U
Uo
D2 − iho
QoUo
(
a2UQ
2
o − a2QU2o
Q2o − U2o
)
+
1
Po
(
a2Ph
2
o + P
2
o
h2o + P
2
o
)
→ D3 + 1
Qo
(
a2Qh
2
o +Q
2
o
h2o +Q
2
o
)
+
1
Po
(
a2Ph
2
o + P
2
o
h2o + P
2
o
)
.
As all the derived expressions have been shown to agree with [43] as D2 → 0, the effects of
D2 on the parameters of the hybrid sensor can now be determined. These will be shown in
the following section.
3.7 Effects of D2 on the Hybrid Sensor
Numerical results over the domain D2 ≥ 0 can be found in figures 3.2 and 3.3. From
figure 3.2, it is seen that both absorption and changes to the waveguide mode are inversely
proportional to D2. An initial increase for D2 = 1 nm can be seen and is attributed to the
additional reflections across the multilayer structure due to the presence of the additional
layer. By inspection of figure 3.3, one can see the exponential decay of the imaginary
component of the resonant waveguide mode, κ′o. This corresponds to a loss of all sensing
information concerning the analyte relayed from the nanoparticle array. As this occurs for
D2 ≈ 200 nm, the results indicate the performance of sensor in which the nanoparticles are
deposited using some variant of a tethering layer would not be significantly affected for thin
layers. This concludes the discussion of the tethering layer; in all proceeding computations,
D2 = 2 nm as it commonly used in many experiments [92–95].
42
3. EFFECTS OF THE FINITE LAYER
  D
2
 = 0 nm
  D
2
 = 1 nm
  D
2
 = 10 nm
  D
2
 = 50 nm
  D
2
 = 100 nm
  D
2
 = 200 nm
 0
 0.0001
 0.0002
 0.0003
 0.0004
 0.0005
 0.0006
 0.4  0.5  0.6  0.7  0.8
α
a
b s
 
[ µ m
-
1 ]
Wavelength [µm]
(a) s-pol
 0
 0.0001
 0.0002
 0.0003
 0.0004
 0.4  0.5  0.6  0.7  0.8
α
a
b s
 
[ µ m
-
1 ]
Wavelength [µm]
(b) p-pol
 0
 0.0001
 0.0002
 0.0003
 0.0004
 0.0005
 0.4  0.5  0.6  0.7  0.8
M
o d
e  
S h
i f t
 [ µ
m
-
1 ]
Wavelength [µm]
(c) s-pol
 0
 0.0001
 0.0002
 0.0003
 0.0004
 0.4  0.5  0.6  0.7  0.8
M
o d
e  
S h
i f t
 [ µ
m
-
1 ]
Wavelength [µm]
(d) p-pol
Figure 3.2: Effects of various finite layer thicknesses, D2 on the changes in absorption
spectra and waveguide mode results. Particle size and spacing are b=5 nm and a=25 nm,
respectively.
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Figure 3.3: Plots showing the relationship between κo and κ
′
o as a function of the thickness
of the tethering layer for the GNP sensor.
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Chapter 4
Characterization of Turbid Media
In this chapter, we will determine the effects of an absorbing cladding medium on the hybrid
sensor. This models the case for bulk sensing of turbid media, which as discussed in chapter
1 are characterized by a complex refractive index. The approach used will be the same as
that discussed in chapters 2 and 3. The effects of a complex refractive index, are better
modelled through a complex dielectric constant ε. As such, unlike in previous chapters
where ε1 ∈ R, for the remainder of this work
ε1 ∈ C.
The relationship between the dielectric constant of the medium and its refractive index,
ε1 = n
2
1 is still valid; however it is important to note the real and imaginary components of
ε1 = ε1r + iε1i are related to both components of the refractive index. This is given by
ε1r = n
2
1r − n21i,
ε1i = 2n1rn1i.
The effects of the complex ε1 will be propagated through Eq. 3.37 for the Fresnel coefficient
r12. However, only parameters in which the real and imaginary components must be sep-
arated and those including differentiated terms, will be need to be explicitly modified. All
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other terms involving ε1 can remain as previously used, so long as their newfound complex
nature is taken into consideration when performing the calculations.
4.1 Solution Condition
To determine the solution condition of the waveguide mode of the bare multilayer structure,
the same procedure employed in chapter 3 will be used again. The only exception is the
complex nature of ε1 will result in the following additional considerations:
w1 = β + iQ, (4.1)
r12 =
w1 − w2
w1 + w2
=
β + i(Q− U)
β + i(Q+ iU)
. (4.2)
Furthermore, the coefficient aQ, previously associated with the parameter Q, will now be-
come complex valued for p-polarized incident light. It will be separated into its real and
imaginary components such that
aQ = ar + iai, (4.3)
and also be applied to the new parameter β.
Substituting Eqs. 4.1 and 4.2 into Eq. 3.41 results in
e2ihD3 + 1 =
1−
(
β+i(Q−U)
β+i(Q+iU)
)(
h−iU
h+iU
)
e−2UD2(
h−iU
h+iU
)(
h−iP
h+iP
)
−
(
β+i(Q−U)
β+i(Q+iU)
)(
h−iP
h+iP
)
e−2UD2
+ 1,
the real and imaginary components of which yield
<
{
e2ihD3 + 1
}
=
2
Ω
[
β2
(
h2 − UP − (h2 + UP ) e−2UD2)2 + ((h2 − UP ) (Q+ U)
− (h2 + UP ) (Q− U) e−2UD2)2 − 4hβU2 (h2 + P 2) e−2UD2] , and
=
{
e2ihD3 + 1
}
=
2
Ω
[
hβ2
(
h2 − UP − (h+ UP ) e−2UD2) (U + P + (U − P ) e−2UD2)
+h
[(
h2 − UP ) (Q+ U)− (h2 + UP ) (Q− U) e−2UD2] [(h2 − UP ) (Q+ U)
− (h2 + UP ) (Q− U) e−2UD2]] .
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The rationalized denominator of the above components are denoted by Ω, in keeping with
the formalism of chapter 3. Here it is given by
Ω =
(
β
[
h2 − UP − (h2 + UP ) e−2UD2]+ h [(Q+ U) (U + P ) + (Q− U) (U − P ) e−2UD2])2
+
((
h2 − UP ) (Q+ U)− (h2 + UP ) (Q− U) e2UD2 − hβ [U + P + (U − P ) e−2UD2])2.
Once again using Eq. 3.43, determines the solution condition as
cot (hD3) =
X
Y
, (4.4)
where
X = β2
[
h2 − UP − (h2 + UP ) e−2UD2]2 + [(h2 − UP ) (Q+ U)
− (h2 + UP ) (Q− U) e−2UD2]2 − 4hβU2 (h2 + P 2) e−2UD2 , and
Y = h
(
β2
[
h2 − UP − (h2 + UP ) e−2UD2] [U + P + (U − P ) e−2UD2]
+
[
(Q+ U)
(
h2 − UP )− (Q− U) (h2 + UP ) e−2UD2] [(Q+ U) (U + P )
+ (Q− U) (U − P ) e−2UD2]) .
4.2 Expansion Parameter
For the most part, the expansion parameter determined in chapter 3 by Eq. 3.55 is valid
and will not need to be derived again. However, as the effective lengths D2, D3 and D23
involve explicit equations for the derivative of r12, new expressions must be determined.
Before proceeding, one notes that
1
r23
∂r23
∂κ
=
−2iκ
hU
(
au
2h2 + U2
h2 + U2
)
,
1
r34
∂r34
∂κ
=
−2iκ
hP
(
ap
2h2 + P 2
h2 + P 2
)
, (4.5)
∂h
∂κ
=
−κ
h
, and
∂U
∂κ
=
au
2κ
U
.
However, before an expression similar to Eqs. 4.5 can be determined for r12, the real and
imaginary components of w1 must be determined and differentiated independently. This
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will allow the formalism of chapter 3 to be maintained and facilitate a comparison with [43]
in the next section.
Expanding ε1 as ε1 = ε1r + iε1i, we see that
w1 =
√
ω˜2ε1 − κ2
=
√
ω˜2ε1r − κ2 + iω˜2ε1i. (4.6)
From [96], the real and imaginary components of 4.6 can then be determined according to
√
x+ iy =
1√
2
[√√
x2 + y2 + x+ isgn (y)
√√
x2 + y2 − x
]
, (4.7)
for which
x = ω˜2ε1r − κ2,
y = ω˜2ε1i.
The real and imaginary components of w1 are thusly found to be
< (w1) = 1√
2
√√
(ω˜2ε1r − κ2)2 + (ω˜2ε1i)2 + ω˜2ε1r − κ2, (4.8)
and
= (w1) =
sgn
(
ω˜2ε1i
)
√
2
√√
(ω˜2ε1r − κ2)2 + (ω˜2ε1i)2 − ω˜2ε1r + κ2. (4.9)
While it is possible to carry out the remaining calculations from this point, as electric
fields in medium 1 will be evanescent, by the definitions associated with figure 2.1. This is
due to κ < ω˜2ε1. Thus Eqs. 4.8 and 4.9 are rewritten such that
√−1 is factored out of each
expression. This will also facilitate comparisons with chapter 3 when looking at limiting
cases. This leads to
< (w1) = i√
2
√
κ2 − ω˜2ε1r −
√
(ω˜2ε1r − κ2)2 + (ω˜2ε1i)2
= if1, and
= (w1) =
i sgn
(
ω˜2ε1i
)
√
2
√
ω˜2ε1r − κ2 −
√
(ω˜2ε1r − κ2)2 + (ω˜2ε1i)2
= if2.
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The terms of Eq. 4.1 are then found to be
β = − (aif1 + arf2) , (4.10)
Q = arf1 − aif2, (4.11)
such that w1 = β+ iQ under evanescent conditions. Differentiating with respect to κ yields
∂Q
∂κ
=
κ
2
[
ar
f1
(1 + γ) +
ai
f2
(1− γ)
]
, and (4.12)
∂β
∂κ
=
κ
2
[
ar
f2
(1− γ)− ai
f1
(1 + γ)
]
, (4.13)
where
ar =
ε3ε1r
ε21r + ε
2
1i
,
ai =
ε3ε1i
ε21r + ε
2
1i
,
γ =
ω˜2ε1r − κ2√
(ω˜2ε1r − κ2)2 + (ω˜2ε1i)2
. (4.14)
With of Eqs. 4.13 and 4.12, the derivative of r12 can now be determined in a similar fashion
to Eqs. 4.5. This results in
1
r12
∂r12
∂κ
=
(
β + i (Q+ U)
β + i (Q− U)
)
×
(β + i (Q+ U))
(
∂β
∂κ + i
∂Q
∂κ − i∂U∂κ
)
− (β + i (Q− U))
(
∂β
∂κ + i
∂Q
∂κ + i
∂U
∂κ
)
(β + i (Q+ U))2

=
2
(β + iQ)2 + U2
[
(Q− iβ) ∂U
∂κ
+ U
(
i
∂β
∂κ
− ∂Q
∂κ
)]
=
2κ
(β + iQ)2 + U2
Φ, (4.15)
where
Φ =
a2U
U
(Q− iβ)− U
2
[
(ar + iai)
f1
(1 + γ) +
(ai − iar)
f2
(1− γ)
]
. (4.16)
Using Eqs. 3.47, the effective distances through each segment of the multilayer structure
are then found to be
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Deff2 = −
iha2U
U
D2 +
ih
(β + iQ)2 + U2
Φ +
1
U
(
a2Uh
2 + U2
h2 + U2
)
,
Deff3 = D3 +
1
Uo
(
a2Uh
2
o + U
2
o
h2o + U
2
o
)
+
1
Po
(
a2Ph
2
o + P
2
o
h2o + P
2
o
)
, (4.17)
Deff23 = D3 +
iha2U
U
D2 +
ih
(β + iQ)2 + U2
Φ +
1
P
(
a2Ph
2 + P 2
h2 + P 2
)
.
Finally, with the modified effective distances of Eqs. 4.17, the expansion parameter is
written as
ρ14 =
h
(
(ro12)
2 − 1
) (
ro23 + r
o
34e
2ihD3
)
e−2UD2
2iκo
[
ro12r
o
23D
eff
2 e
−2UD2 + ro23ro34D
eff
3 e
2ihD3 + ro12r
o
34D
eff
23 e
2(ihD3−UD2)
] , (4.18)
just as in chapter 3.
4.3 Limiting Cases
In the limiting case of negligible turbidity,
= (ε1)→ 0, and
w1 → iQ.
Beginning with the expansion parameter, the general form of Eq. 4.18 will not change,
as previously discussed. However Eq. 4.16, will change such that
Φ→ a
2
UQ
U
− a
2
QU
Q
.
The changes to Φ, then in turn affect the effective distances Deft2 and D
eft
23 ,
Deff2 →
−iha2U
U
D2 +
ih
U2 −Q2
(
a2UQ
U
− a
2
QU
Q
)
+
1
U
(
a2Uh
2 + U2
h2 + U2
)
=
−iha2U
U
D2 − ih
QU
(
a2UQ
2 − a2QU2
Q2 − U2
)
+
1
U
(
a2Uh
2 + U2
h2 + U2
)
,
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and
Deff23 → D3 +
iha2U
U
D2 +
ih
U2 −Q2
(
a2UQ
U
− a
2
QU
Q
)
+
1
P
(
a2Ph
2 + P 2
h2 + P 2
)
=
−iha2U
U
D2 − ih
QU
(
a2UQ
2 − a2QU2
Q2 − U2
)
+
1
P
(
a2Ph
2 + P 2
h2 + P 2
)
.
To ensure that
ω˜2ε1r − κ2√
(ω˜2ε1r − κ2)2 + (ω˜2ε1i)2
→ 1,
the square root was taken as
√
(ω˜2ε1r − κ2)2 = sgn
(
ω˜2ε1r − κ2
) ∣∣ω˜2ε1r − κ2∣∣.
With the agreement of the terms of the expansion parameters of this chapter and chapter
3, we now turning to the solution condition, Eq. 4.4. One finds that
X → [(h2 − UP ) (Q+ U)− (h2 + UP ) (Q− U) e−2UD2]2,
Y → h [(Q+ U) (h2 − UP )− (Q− U) (h2 + UP ) e−2UD2]
× [(Q+ U) (U + P ) + (Q− U) (U − P ) e−2UD2] ,
and
cot (hD3) =
X
Y
=
(
h2 − UP ) (Q+ U)− (h2 + UP ) (Q− U) e−2UD2
h [(Q+ U) (U + P ) + (Q− U) (U − P ) e−2UD2 ]
which is in agreement with the expression derived in chapter 3.
4.4 Effects of =(εI) on the Hybrid Sensor
Confident in the derived expressions to model a complex cladding medium, ε1, this section
will examine the effects of various values of =(ε1) = ε1i on the waveguide mode shift and
the absorption spectrum of the hybrid sensor. From figure 4.1, one can see that increasing
ε1i does not adversely effect the parameters of the hybrid sensor. This is encouraging and
suggests the performance of the sensor will not be adversely affected due to the presence of
a turbid medium. Additional calculations assessing and comparing the performance of the
sensor to that of an SPR sensor will be presented in chapter 5.
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Figure 4.1: Effects of various imaginary dielectric constants, =(ε1) on the changes in ab-
sorption spectra and waveguide mode results.
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Chapter 5
Results
In this chapter, the performance of the hybrid sensor is calculated using a bulk sensitivity
parameter, as defined in 5.1. A similar calculation is made for an SPR sensor, to facilitate
a comparison in their performance. These results will initially be presented for transparent
media before the turbid case. In the turbid case, results will be separated based on changes
to the real and complex components. This is done to highlight the relative contributions of
each component to the attenuation experienced in a turbid system.
The results presented in this chapter were computed using the codes found in Appendix
C. All calculations were done using Mathworks Matlab version 7.9.0 (R2009b). In all
calculations, the refractive index and thickness of the finite layer were held constant at
n2 = 1.42 and D2 = 2 nm. The refractive index of the guiding layer was assumed to remain
slightly greater the substrate, n3 = n4 + 0.1. The refractive index of the substrate, n4, was
taken as that of BK-7 glass, n4 ≈ 1.5. The dielectric data for gold was taken from the data
tables of Johnson and Christy [97].
5.1 Figure of Merit
For the purposes of assessing the performance of the hybrid sensor to function with respect
to changes in various parameters, a measure describing a benefit-to-cost ratio is needed [98].
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In the propagation of an electromagnetic signal, absorption of the signal by the surrounding
environment is detrimental to the quality of said signal. Thus, the absorption experienced
by the propagating mode, defined as α = 2= (κ′), will be used as the cost in our sensitivity
calculation. To function as a sensor, a device must respond to changes with respect to the
target analyte. For both the hybrid and SPR sensor, this can be defined as the changes
to its propagating mode. Thus the derivative of the changes to the propagating mode will
serve as the measure of the benefit of the system. It should be noted that for the hybrid
sensor, this mode will be κ′ propagating within the guiding layer, however for the SPR
sensor, this will be the surface plasmon mode, κSP , defined by Eq. 1.2. The parameter
used to describe the bulk sensitivity of the sensor will thus be given by,
H1 =
1
= (κ′)
∂
∂ε1j
< (κ′) . (5.1)
The subscript 1j denotes differentiation with respect to either the real (j=r) or imaginary
(j=i) components of the bulk cladding medium.
5.2 Optimal Nanoparticle Configurations and Effects of Par-
ticle Size and Spacing
With our figure of merit defined in the previous section, we will now address the fact that
the spectral response of the nanoparticle array is dependent upon the particle size and
interparticle spacing, before looking at the ability of the hybrid sensor in different dielectric
environments. The dependence of the sensing potential on the array parameters is shown
in figure 5.1 for changes in (a) the real component and (b) the imaginary component of
the dielectric constant of the data. For the remaining figures in this chapter p-polarized
incident light, n1r = 1.36 and n1i = 0.00618 were used in the calculations; however similar
results were obtained for the other particle radii, interparticle spacings, values of n1r, n1i,
and s-polarized light.
From the changes in sensitivity due to the changes in the nanoparticle array observed
in figure 5.1, the question arises whether an optimal configuration exists to maximize the
response of the system. To determine if such a configuration exists, H1 is approximated by
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Figure 5.1: Plots of H1 for nanoparticle arrays with a constant radius of 5 nm and varying
interparticle spacings a for (a) a changing real component of the cladding dielectric constant
∂ε1r and (b) a changing imaginary component ∂ε1i.
a second order multivariable taylor series expansion to be used in an inequality constrained
quadratic programming problem. The result of this expansion is
f1 (x) = f1
(
x′
)
+ cT
(
x− x′)+ 1
2
(
x− x′)TH (x− x′) , (5.2)
where f1 denotes the bulk sensitivity parameter H1, x is a two variable column vector of
the spacing a, and radius b, c is the column vector of first derivatives of H1 and H is the
Hessian matrix of second order partial derivatives of a and b. The expansion is performed
at a radius and spacing 1 nm smaller than the size and spacing in question. A comparison
between the calculated values of H1 and the series expansion shows perfect agreement and
is shown in figure 5.2.
A mathematical requirement for an optimal solution to exist is for the expression to be
either convex or concave, either locally or globally. This occurs when the eigenvalues of
the Hessian matrix of the quadratic function are either ≥ 0 or ≤ 0. From figure 5.3 it can
be seen that while the eigenvalues for the particles’ size are positive, those of the spacing
are negative. Additionally, the spacing eigenvalues are negligible in magnitude compared
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Figure 5.2: Comparison of the Taylor series approximation for H1.
to those of the particle size. As the eigenvalues are related to the principle curvature of
the function topology, from figure 5.3, one can infer the dominant parameter affecting the
sensitivity H1 to be the particle size. To determine the optimal solution the following
problem was solved,
min− f1(x)
subject to
A2x ≤ b2
where
A2 =

−1 2
1 0
0 1
0 −1
 x =
 a
b
 b2 =

−0.001
0.05
0.01
−0.005
 .
The inequality constraints used were chosen to restrict the nanoparticle array from
particle sizes and spacings outside the valid range of our approximations. In addition to
this, they ensure a minimum spacing of 1 nm between the particle surfaces, and the final
constraint restricts particle radii below 5 nm, below which the validity of the classical
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treatment of the electric fields used in this work breaks down [44]. The solution to the
optimization problem determined the maximum sensitivity to occur for b = 5 nm and
a = 50 nm. It is important to remember this result is not guaranteed outside the restrictions
imposed in this work, due to the presence of additional interference effects currently not
taken into consideration. The constraints for the particle size and spacing also lie on the
border of the valid range of particle configurations and were included solely to test the
effects of extreme cases. From the eigenvalue plot of figure 5.3, the size of the particles
is found to be the dominant factor affecting the sensitivity of the system. For the results
presented in the following sections in this chapter, a particle radius of 5 nm will be used
with an interparticle spacing of 25 nm. The optimal configuration was purposely not used
so that the results presented still retain the potential to be improved with experimental
parameters.
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Figure 5.3: H1 spacing and size eigenvalues over visible spectrum.
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5.3 Results for Transparent Media
Before examining how the sensitivity of the sensors are affected by the turbid medium, it is
necessary to benchmark their performance in transparent media. From figure 5.4 it can be
seen that the sensitivity of the hybrid sensor remains approximately one order of magnitude
greater than the SPR sensor.
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Figure 5.4: H1 results for a varying <(n1) with the imaginary component held fixed at
=(n1) = 0 for (a) the SPR sensor and (b) the hybrid sensor. For the hybrid sensor, particles
have a radius of 5 nm and are separated by an interparticle spacing of 25 nm.
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5.4 Results for Turbid Media
The results shown in figures 5.5 and 5.6 are the bulk sensing sensitivities of (a) the SPR and
(b) the hybrid plasmonic-waveguide sensors over the visible spectrum of light. The values of
the imaginary components used for all calculations are the measured values of [6]. Excluding
n1i = 0.00011, included to extrapolate the trend to even smaller levels of turbidity, the values
used correspond to 1% skim milk to 33% heavy cream.
From figures 5.5 and 5.6, one can see that the sensitivity H1 decreases with increasing
turbidity. This is intuitive and can be explained due to the additional attenuation of the
evanescent field in the medium as it interacts with the nanoparticle array. This results
in less information concerning the changes in the bulk medium affecting the propagating,
measured mode. When compared to the results of figure 5.4, it is evident the performance of
the SPR sensor to detect changes in the imaginary component is significantly more reduced
than that of the hybrid sensor, while the detection of changes in the real component is
approximately reduced by an order of magnitude equally for both sensors.
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Figure 5.5: H1 results for a varying <(n1) with the imaginary component held fixed at
=(n1) = 0.00618 for (a) the SPR sensor and (b) the hybrid sensor. For the hybrid sensor,
particles have a radius of 5 nm and are separated by an interparticle spacing of 25 nm.
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Figure 5.6: H1 results for a varying =(n1) with the real component held fixed at <(n1) =
1.36 for (a) the SPR sensor and (b) the hybrid sensor. For the hybrid sensor, particles have
a radius of 5 nm and are separated by an interparticle spacing of 25 nm.
Comparing the subplots of figures 5.5 and 5.6 it is seen that the hybrid sensor improves
over the SPR sensor by approximately three orders of magnitude for changes to the imagi-
nary component of the refractive index, and one order of magnitude with regards to the real
component. The negative values associated with figure 5.6(a) indicate changes in the real
part of the propagation constant of the surface plasmon, κSP , decrease with changes in the
bulk medium in the presence of turbidity. While the negative values associated with H1,
provide additional information concerning the performance of the SPR system, in assessing
the potential of the sensor, one should use the magnitude when comparing the various plots
within figure 5.6(a). Thus, despite the appearance of the curves, it is important to note
that the sensitivity of the SPR sensor decreases with increasing turbidity. It should be
noted that the results of figure 5.5 are for p-polarized light. Similar results were obtained
for s-polarized light, but have been omitted for the sake of brevity.
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Discussion and Conclusions
In this chapter, the results of the last three chapters will be discussed along with their
implication regarding the potential performance of the hybrid sensor. The original contri-
butions of the author will be also be highlighted. Finally, conclusions will be drawn and
the limitations of this work will then be discussed in the context of future work at the end
of the chapter.
6.1 Discussion of the Results
From the results of figure 3.3, the imaginary component of the propagating waveguide mode
κ′ is seen to decay exponentially to zero. This is in perfect conceptual agreement with
the expressions involving the thickness of the finite layer, denoted D2, found in chapters
3 and 4. With regards to sensor performance, it is again observed from figure 3.3 that
accompanying the loss of the imaginary component is the transition of κ′ → κ. This result
shows all information acquired from interactions of the selvedge and the analyte are lost
for large thickness of the finite layer. However, as the purpose of such a layer is to tether
the nanoparticles to the waveguide structure, typical thicknesses range from 1 nm — 3
nm [92–95]. The decay experienced by the waveguide mode over this range of values is
negligible. It is therefore concluded that there would be no appreciable difference in the
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performance of the hybrid sensor due to the technique used to deposit the nanoparticle
array.
The results of Calhoun et. al. [6] reported a consistent discrepancy between their reflec-
tometry measurements and the SPR measurements of [35] of approximately 10%. This was
likened to measurement limitation due to the limited ability of the apparatus used in [35] to
measure the angle associated with SPR. Interestingly, reflectometric measurements between
the two papers increasingly diverged with increasing turbidity. This suggests the hybrid
sensor could compete with the reflectometry measurements for a turbid medium. Given
the increased sensitivity of the hybrid sensor, it is conceivable that it would improve upon
the 10% discrepancy and compete with or surpass the measurements of [6]. An additional
promising result is how little the performance of the hybrid sensor is reduced with respect
to the SPR sensor. In going from the transparent results of figure 5.4 to the results for
turbid media in 5.5 or 5.6, one can see that the SPR sensor’s performance is reduced by
approximately 99.7%. However, the performance of the hybrid sensor is only reduced by
approximately 72%.
The remaining discussion concerns the optimal configuration of the nanoparticle array.
This is due to presence of noise in the calculations, as can be seen to some extent in figure
5.3. All derivatives were performed using a central difference numerical approach with a
perturbation of h=0.0001, which resulted in a round-off error of approximately ±0.01 for
the second derivatives. The resultant noise consequently created certain patches in which
the size and spacing eigenvalues are of opposite sign and the optimal solution is, in reality, a
minimum. As a result of this, the optimal solutions presented in this work should be taken
to be qualitative. A more accurate differentiation should be considered for future work.
6.2 Summary of Original Contributions
Within this work, original contributions of the author include:
• a comparison with the Green function approach of [43,79] and the method of images
was made
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• an extension of the formalism of [43] for the presence of a finite layer between the
nanoparticle system and the guiding layer
• an extension of [43] to include the imaginary component of the cladding medium, and
by association the study of the effects of turbidity
• an eigenvalue analysis of the hybrid sensor to determine the optimal configuration
• a study of response of both sensing platforms to changes in the real and imaginary
components of n1 with both components held constant and carried separately.
Additionally, the following conference presentations focusing on portions of this work
were presented, by the author:
• Travo D. A., Rangan C., Sipe J. E., (January 19, 2013) Effects of a Tethering Layer
on a Hybrid Gold Nanoparticle-Waveguide Biosensor NSERC Strategic Network on
Bioplasmonic Systems, All Network Meeting 9.
• Travo D. A., Rangan C., Sipe J. E., Cheng T. (November 17, 2012) A Hybrid Biosensor
Design For The Sensitive Detection Of Leukemia Biomarkers 1st Annual Windsor
Cancer Research Group Conference.
• Coughlan C., Travo D. A., Rangan C., Ertorer E., Mittler S. (November 17, 2012)
2D Gold Nanoparticle Biosensors For Leukemia Detection Windsor Cancer Research
Group Conference.
• Travo D. A., Rangan C. (October 11, 2012) Green Function Analysis of Gold-Nanoparticles-
on-a-Planar-Waveguide Biosensor Platform 3rd Annual Nano Ontario Conference.
In addition to the contributions made within this work and to its presentation, the
author was the lead author of [92], on an topic related to this thesis, focusing on the use of
nanoplasmonics in biomedical applications. A manuscript summarizing these results is also
in preparation.
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6.3 Conclusions
In this work it has been shown that a hybrid plasmonic-waveguide biosensor, composed of
a periodic array of nanoparticles is more sensitive than SPR based sensors to changes in
the surrounding dielectric environment for both transparent and turbid media. In addition
to this, it was shown that the bulk sensitivity of the hybrid sensor is dependent on the
nanoparticle configuration, and that the size of the particles is the dominant factor in
affecting the sensitivity of the system.
6.4 Future Work
The results of this work point to many possible directions for future work. The first is the
inclusion of Eq. 1.1, which incorporates the angular dependence of the imaginary component
of the refractive index. The explicit nature of this dependence was ignored in the current
work presented. This was justified through our use of experimentally measured values
and the sensitivity analysis conducted to assess the performance of the sensor in detecting
changes in them. However, the angular dependence of our propagation constant κ can be
seen through its definition as the projection of the propagating wave vector into the x-y
cartesian plane, and is calculated in the guiding layer of the system. In this context, one can
express κ as κ = ω˜n3 sin θ. The angle θ is defined as the angle of incidence with respect to
the normal of interface between adjacent interfaces, and ω˜ and n3 are the magnitude of the
wave vector in vacuum and the refractive index of the guiding layer as previously defined.
The changes in the system due to changes in κ can thus be attributed to either changes in the
wavelength of incident light or the angle of incidence. This essentially creates two domains
within which the device can be operated. The first is the spectral domain, corresponding
to changes in wavelength, and the second is the angular domain, corresponding to changes
in the angle of incident light. The results presented in this work can be considered valid in
the spectral domain.
However, if there is any angular dependence present, additional terms will appear in
the derivatives of r12 with respect to κ. These terms will be associated with the effective
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distances derived in chapters 3 and 4.
∂n1i
∂κ
6= 0.
Thus, to completely assess the performance of the hybrid sensor, its sensitivity in the angular
domain should be examined.
In addition to a modification of n1i, a more robust treatment of the nanoparticle array
is required to study the effects of the shape of the nanoparticles on the performance of
the sensor. As these configurations cannot be studied analytically, more rigorous numerical
treatments, such as discrete dipole algorithms are needed [74,75,92,99–102].
Additionally, as the results of this work suggest increased sensitivities with smaller par-
ticles and increased spacings, an extension of the model to reach beyond the limitations
of this work should be considered. This would include larger interparticle spacings should
be made and smaller particle sizes. In its current implementation, if the spacing between
particles increases such that the approximations made are invalid, our model will not re-
produce interference effects, such as sharp resonances and Wood’s anomaly that will have
to be taken into consideration [101,103–105].
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Appendix A
Integrals Involving Angular Dependence
and Bessel Functions
This appendix is devoted to solving the integrals of Eq. 3.5,
E(R, z) =
1
8pi2ε0ε1
∫ ∞
0
κ2R13e
−κ(z+z′)
∫ 2pi
0
eiκR cosφO · µdφdκ. (A.1)
The angular dependence of the integrals will be evaluated in the first half and the integral
of κ will be determined at the end of this appendix. Expanding Eq. A.1 using Eq. 3.4, the
φ-dependence is explicitly seen as∫ 2pi
0
eiκR cosφO · µdφ =
∫ 2pi
0
eiκR cosφ
[
zˆzˆ + xˆxˆ cos2(φ+ θ) + yˆyˆ sin2(φ+ θ)
+ (xˆyˆ + yˆxˆ) cos(φ+ θ) sin(φ+ θ) + i (zˆxˆ cos(φ+ θ) + zˆyˆ sin(φ+ θ))
−i (xˆzˆ cos(φ+ θ) + yˆzˆ sin(φ+ θ)) · µ] dφ. (A.2)
To isolate the dependence on φ of Eq. A.2, we will recast the trigonometric functions
in terms of complex exponentials using Euler’s formula, eiψ = cosψ + i sinψ. This results
in the well known expressions
cos (ψ) =
eiψ + e−iψ
2
, and
sin (ψ) =
eiψ − e−iψ
2i
.
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In addition to this, from figure 3.1, one can see that the angle θ can be expressed in
Cartesian coordinates. Using Euler’s formula, this results in a relation to eliminate eiθ from
the derived expressions. Accordingly, we see that
θ = tan−1 (y/x) ,
such that
eiθ = cos
(
tan−1 (y/x)
)
+ i sin
(
tan−1 (y/x)
)
=
x+ iy√
x2 + y2
,
and
ei2θ = eiθeiθ
=
(
x+ iy√
x2 + y2
)(
x+ iy√
x2 + y2
)
=
x2 − y2 + 2ixy
x2 + y2
.
Evaluating at a given value of R = (x, y), the angular dependence of Eq. A.2 will then
result in integrals of the form∫ 2pi
0
eiz cosφeinφdφ = 2piinJn(z), (A.3)
where Jn(z) is the nth order Bessel function of the first kind (Eq. 71 from [106]).
Using the above relations, the integrals of Eq. A.2 can now be determined. The indi-
vidual terms are then evaluated as follows:∫ 2pi
0
eiκR cosφdφ = 2piJ0(κR), (A.4)
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∫ 2pi
0
eiκR cosφ cos(φ+ θ)dφ =
∫ 2pi
0
eiκR cosφ
(
1
2
)(
ei(φ+θ) + e−i(φ+θ)
)
dφ
=
1
2
∫ 2pi
0
eiκR cosφ
(
eiφeiθ + e−iφe−iθ
)
dφ
=
1
2
[
2piiJ1(κR)e
iθ + 2pii−1J−1(κR)e−iθ
]
= ipiJ1(κR)
[
eiθ + e−iθ
]
= ipiJ1(κR)
[
x+ iy√
x2 + y2
+
x− iy√
x2 − y2
]
= 2piiJ1(κR)
x√
x2 + y2
, (A.5)
∫ 2pi
0
eiκR cosφ sin(φ+ θ)dφ =
∫ 2pi
0
eiκR cosφ
(
1
2i
)(
ei(φ+θ) − e−i(φ+θ)
)
dφ
=
1
2i
∫ 2pi
0
eiκR cosφ
(
eiφeiθ − e−iφe−iθ
)
dφ
=
1
2i
[
2piiJ1(κR)e
iθ − 2pii−1J−1(κR)e−iθ
]
= piJ1(κR)
[
eiθ − e−iθ
]
= piJ1(κR)
[
x+ iy√
x2 + y2
− x− iy√
x2 − y2
]
= 2piiJ1(κR)
y√
x2 + y2
, (A.6)
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∫ 2pi
0
eiκR cosφ cos(φ+ θ) sin(φ+ θ)dφ =
1
2
∫ 2pi
0
eiκR cosφ sin 2(φ+ θ)dφ
=
1
2
∫ 2pi
0
eiκR cosφ
(
1
2i
)(
ei2(φ+θ) − e−i2(φ+θ)
)
dφ
=
1
4i
∫ 2pi
0
eiκR cosφ
(
ei2φei2θ − e−i2φe−i2θ
)
dφ
=
1
4i
[
2pii2J2(κR)e
i2θ − 2pii−2J−2(κR)e−i2θ
]
=
piJ2(κR)
2i
[
−ei2θ + e−i2θ
]
=
piJ2(κR)
2i
[
−x
2 − y2 + 2ixy
x2 + y2
+
x2 − y2 − 2ixy
x2 + y2
]
= −2piJ2(κR) xy
x2 + y2
, (A.7)
∫ 2pi
0
eiκR cosφ cos2(φ+ θ)dφ =
∫ 2pi
0
eiκR cosφ
(
1
2
)2 (
ei(φ+θ) + e−i(φ+θ)
)2
dφ
=
1
4
∫ 2pi
0
eiκR cosφ
(
ei2(φ+θ) + e−i2(φ+θ) + 2
)
dφ
=
1
4
[
2pii2J2(κR)e
i2θ + 2pii−2J−2(κR)e−i2θ + 2(2pii0J0(κR))
]
=
pi
2
[
−J2(κR)
(
ei2θ + e−i2θ
)
+ 2J0(κR)
]
=
pi
2
[
−J2(κR)
(
x2 − y2 + 2ixy
x2 + y2
+
x2 − y2 − 2ixy
x2 + y2
)
+ 2J0(κR)
]
=
pi
2
[
−2J2(κR)x
2 − y2
x2 + y2
+ 2J0(κR)
]
= pi
[
J0(κR)− J2(κR)x
2 − y2
x2 + y2
]
, (A.8)
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∫ 2pi
0
eiκR cosφ sin2(φ+ θ)dφ =
∫ 2pi
0
eiκR cosφ
(
1
2i
)2 (
ei(φ+θ) − e−i(φ+θ)
)2
dφ
=
−1
4
∫ 2pi
0
eiκR cosφ
(
ei2(φ+θ) + e−i2(φ+θ) − 2
)
dφ
=
−1
4
[
2pii2J2(κR)e
i2θ + 2pii−2J−2(κR)e−i2θ − 2(2pii0J0(κR))
]
=
−pi
2
[
−J2(κR)
(
ei2θ + e−i2θ
)
− 2J0(κR)
]
=
−pi
2
[
−J2(κR)
(
x2 − y2 + 2ixy
x2 + y2
+
x2 − y2 − 2ixy
x2 + y2
)
− 2J0(κR)
]
=
−pi
2
[
−2J2(κR)x
2 − y2
x2 + y2
− 2J0(κR)
]
= pi
[
J0(κR) + J2(κR)
x2 − y2
x2 + y2
]
. (A.9)
With the integration over φ complete, we can now turn to the integration over κ. This
will be performed using Eq. 6.621 of [107],
∫ ∞
0
xm+1e−αxJν (βx) dx = (−1)m+1β−ν ∂
m+1
∂αm+1

(√
α2 + β2 − α
)ν
√
α2 + β2
 . (A.10)
(valid for β > 0,<(ν) > −m− 2). This leads to the following results:
∫ ∞
0
κ2e−κ(z+z
′+2nD2)J0(κR)dκ =
3(z + z′ + 2nD2)2
(R2 + (z + z′ + 2nD2)2)5/2
− 1
(R2 + (z + z′ + 2nD2)2)3/2
=
2(z + z′ + 2nD2)2 −R2
[R2 + (z + z′ + 2nD2)2]5/2
, (A.11)
∫ ∞
0
κ2e−κ(z+z
′+2nD2)J1(κR)dκ = R
−1 3(z + z′ + 2nD2)R2
[R2 + (z + z′ + 2nD2)2]5/2
=
3(z + z′ + 2nD2)R
[R2 + (z + z′ + 2nD2)2]5/2
, (A.12)
∫ ∞
0
κ2e−κ(z+z
′+2nD2)J2(κR)dκ = R
−2 3R4
[R2 + (z + z′ + 2nD2)2]5/2
=
3R2
[R2 + (z + z′ + 2nD2)2]5/2
, (A.13)
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and similarly,∫ ∞
0
κ2e−κ(z+z
′+2(n+1)D2)J0(κR)dκ =
2(z + z′ + 2(n+ 1)D2)2 −R2
[R2 + (z + z′ + 2(n+ 1)D2)2]5/2
, (A.14)
∫ ∞
0
κ2e−κ(z+z
′+2(n+1)D2)J1(κR)dκ =
3(z + z′ + 2(n+ 1)D2)R
[R2 + (z + z′ + 2(n+ 1)D2)2]5/2
, (A.15)
∫ ∞
0
κ2e−κ(z+z
′+2(n+1)D2)J2(κR)dκ =
3R2
[R2 + (z + z′ + 2(n+ 1)D2)2]5/2
. (A.16)
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List Green Functions
This appendix will contain the various Green functions used in the initial formalism of chap-
ter 2 and [43]. All notation used is as defined in the preceding chapters. In summary, U is
the unit dyadic,r = (R−R′, z, z′), and R = (x, y) are Cartesian components. Additionally,
ω˜ = ω/c and is the wave vector of an incident wave in free space, κ is the projection of the
wave vector within a medium onto the Cartesian x-y plane and ε1 is the dielectric constant
of the cladding medium. With all the necessary variables defined, the functions are:
• Go, the full Green function in the absence of a multilayer structure, (real space)
4pi0G
o (r) =
3rˆrˆ−U
ε1
(
eiω˜n1r
r3
− iω˜n1e
iω˜n1r
r2
)
(B.1)
+
ω˜2 (U− rˆrˆ) eiω˜n1r
r
− 4pi
3ε1
δ (r) U,
• Go, the full Green function in the absence of a multilayer structure, (reciprocal space)
Go(κ; z, z′) =
iω˜2
20w1
(ˆssˆ + pˆ1+pˆ1+) θ(z − z′)eiw1(z−z′) (B.2)
+
iω˜2
20w1
(ˆssˆ + pˆ1−pˆ1−)θ(z′ − z)eiw1(z′−z)
− zˆzˆ
0ε1
δ(z − z′),
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• GoT identifies the transverse component of the field
GoT (κ; z, z
′) ≡ Go(κ; z, z′)−GoL(κ; z, z′) (B.3)
• GoL extracts the longitudinal component (real space)
GoL(r) =
1
4pi01
(
3rˆrˆ −U
r3
)
− 4pi
3
δ (r) U. (B.4)
Expanding Eq. B.4, we see that at all points excluding z = z′,
GoL(r) =
1
4pi01
(
3rˆrˆ −U
r3
)
=
1
4pi01
(
3rr−Ur2
r5
)
GoL(r) =
1
4pi01
1
[R2 + (z − z′)2]5/2
{
(−xˆxˆ− yˆyˆ + 2zˆzˆ)(z − z′)2 (B.5)
+3(z − z′) [(xˆzˆ + zˆxˆ)x+ (yˆzˆ + zˆyˆ)y] + (x2 + y2)
(
1
2
xˆxˆ+
1
2
yˆyˆ − zˆzˆ
)
+
3
2
[
(x2 − y2)(xˆxˆ− yˆyˆ) + 2xy(xˆyˆ + yˆxˆ)]} ,
which will be a useful form of the function to be used in chapter 3.
• GoL extracts the longitudinal component (reciprocal space)
GoL(κ, z, z
′) =
κ
201
(zˆzˆ − κˆκˆ− izˆκˆ− iκˆzˆ) θ(z − z′)e−κ(z−z′) (B.6)
+
κ
201
(zˆzˆ − κˆκˆ+ izˆκˆ+ iκˆzˆ) θ(z′ − z)e−κ(z−z′)
− zˆzˆ
01
δ(z − z′)
• GR, the full Green function to correct for the multilayer structure, (reciprocal space)
GR(κ; z, z′) =
iω˜2
20w1
(
sˆRs1N sˆ + pˆ1+R
p
1N pˆ1−
)
eiw1(z+z
′), (B.7)
• GRI , the electrostatic Green function to correct for the multilayer structure, (reciprocal
space)
GRI (κ; z, z
′) =
κ
20ε1
ε2 − ε1
ε2 + ε1
(zˆzˆ + κˆκˆ+ izˆκˆ− iκˆzˆ) e−κ(z+z′) (B.8)
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• GRC , provides additional corrections to the electrostatic Green function such that,
(reciprocal space)
GRC(κ; z, z
′) (B.9)
=
iω˜2
20w1
(
sˆRs1N sˆ + pˆ1+R
p
1N pˆ1−
)
eiw1(z+z
′)
− κ
20ε1
ε2 − ε1
ε2 + ε1
(zˆzˆ + κˆκˆ+ izˆκˆ− iκˆzˆ) e−κ(z+z′),
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Codes
function [] =
wgsensor(mode,D2tmp,n1r,n1i,npc,n2,np3,np4,rad,rcad,d,sp,pol,set,path,plt,der2)
%
% Description:
%
% The function wgsensor.m accepts the user specified input parameters and
% passed them on to the function turbid.m where the calculations to
% determine the new resonant waveguide mode are performed. This function
% also controls the numerical differntiation procedure and quadratic
% programming elements. All outputs are written to data files of the form
% of wgsense*****.dat, wgfit*****.dat and wgopt****.dat, where ’*****’
% denotes specific titling by the input parameters.
%
% Input Parameters:
%
% mode - determine whether analysis is for bulk (H) or bioconjugation
% (G) sensing
% D2 - thickness of tethering layer
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% n1(r/i) - real/imaginary component of top medium refractive index
% npc - refractive index of nanoparticle shell
% n2 - refractive index of tethering layer
% np3 - refractive index of guiding layer
% np4 - refractive index of substrate
% rad - radius of spherical particles
% rcad - radius of particle core (if core/shell model used). Default
% rcad=rad
% d - height of particles above tethering layer (default set to rad)
% sp - interparticle spacing
% pol - polarization of incident electric field (s or p)
% set - specifies if bulk sensing done WRT to real (r), imaginary (i),
% or both (b) components of cladding refractive index
% path - path to location output files will be written
% plt - toggles whether matlab will generate a plot of the output data
% (y/n)
% der2 - toggle to calculate second derivatives, do quadratic expansion
% and solve QP minimization problem
global omegat kappa g e1 e2 e3 e4 D2 D3
ptdiff=3; % number of points to include in numerical differentiation
% Options: 2 for forward - difference
% 3 for central - difference
if real(e1) == 1
ptdiff=2; % avoid anomalous dispersion ( e1 < 1 )
end
wavel1=400;
wavel2=800;
step=2;
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sz=wavel2-wavel1+1;
%------Initialize data arrays
%
shift(1:2)=0;
change(1:10)=0;
sense(1:sz,1:4)=0;
ab(1:10)=0;
mshift(1:10)=0;
fsense(1:sz,1:3)=0;
C(1:sz,1:3)=0;
H(1:sz,1:4)=0;
Eg(1:sz,1:3)=0;
x(1:sz,1:2)=0;
perm=importdata(’diel.tab.jc’);
%
%------End initialization
fidsense=fopen(strcat(path,’wgsense_n1i’,sprintf(’%6.5f’,n1i),’_r’, ...
sprintf(’%6.5f’,rad),’_a’,sprintf(’%6.5f’,sp),’_pol’,pol,’_diff’,set,’.dat’),’w’);
fidop=fopen(strcat(path,’wgop_n1i’,sprintf(’%6.5f’,n1i),’_r’, ...
sprintf(’%6.5f’,rad),’_a’,sprintf(’%6.5f’,sp),’_pol’,pol,’_diff’,set,’.dat’),’w’);
fidfit=fopen(strcat(path,’wgfit_n1i’,sprintf(’%6.5f’,n1i),’_r’, ...
sprintf(’%6.5f’,rad),’_a’,sprintf(’%6.5f’,sp),’_pol’,pol,’_diff’,set,’.dat’),’w’);
D2=D2tmp;
D3=3;
r=rad;
rc=rcad;
n1(1)=n1r;
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n1(2)=n1i;
ep1=n1(1)^2 - n1(2)^2;
ep1i=2*n1(1)*n1(2);
e2=n2^2;
dif=0.0001; % difference between particle size/spac used and expansion and
% the actual input parameters.
del=0.000001; % for num. diff of GNPs size and spacing.
dele=10^floor(log10(ep11))*1d-4; %for num. diff. of re(e1).
if iep1i > 0
delei=10^floor(log10(ep1i))*1d-4; %for num. diff of im(e1).
else
delei=dele;
end
if set == ’i’
numdel=delei;
else
numdel=dele;
end
w=0;
for k=wavel1:step:wavel2
w=w+1;
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alambda=k/1000;
omegat=2*pi/alambda;
eps=complex(perm(k-wavel1+1,5),perm(k-wavel1+1,6));
if np3 == 0 || np4 == 0
e4=bk7(alambda);
e3=(sqrt(e4)+0.01553)^2;
else
e3=np3^2;
e4=np4^2;
end
if D2 <= 0
D2=0.;
e2=e3;
g=-1.;
else
g=1.;
end
if mode == ’H’
r=rc;
end
if d < r
d=r; % Ensures particles are above surface
end
if der2==’y’
num=10;
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sp=sp-dif; % adjust parameters for series expansion
rad=rad-dif;
rcad=rad;
a=sp;
r=rad;
rc=rcad;
else
num=1;
a=sp;
r=rad;
rc=rcad;
end
for m=1:num
switch m
case 1
case 2
a=sp+del;
r=rad;
rc=rcad;
case 3
a=sp-del;
r=rad;
rc=rcad;
case 4
a=sp;
r=rad+del;
rc=rcad+del;
case 5
a=sp;
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r=rad-del;
rc=rcad-del;
case 6
a=sp+del;
r=rad+del;
rc=rcad+del;
case 7
a=sp+del;
r=rad-del;
rc=rcad-del;
case 8
a=sp-del;
r=rad+del;
rc=rcad+del;
case 9
a=sp-del;
r=rad-del;
rc=rcad-del;
case 10
sp=sp+dif; % readjust back to inital point
rad=rad+dif;
rcad=rad;
a=sp;
r=rad;
rc=rcad;
otherwise
fprintf(’Mistake in Hessian matrix calculation!’);
end
for j=1:ptdiff
switch j
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case 1
e1=complex(ep1,ep1i);
ec=npc^2;
case 2
if mode == ’H’
if set == ’r’
e1=complex(ep1+dele,ep1i);
else
if set == ’i’
e1=complex(ep1,ep1i+delei);
else
if set == ’b’
e1=complex(ep1+dele,ep1i+delei);
else
fprintf(’How are we differentiating?’);
end
end
end
ec=npc^2;
else
e1=complex(ep1,ep1i);
ec=npc^2+dele;
end
case 3
if mode == ’H’
if set == ’r’
e1=complex(ep1-dele,ep1i);
else
if set == ’i’
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e1=complex(ep1,ep1i-delei);
else
if set == ’b’
e1=complex(ep1-dele,ep1i-delei);
else
fprintf(’How are we differentiating?’);
end
end
end
ec=npc^2;
else
e1=complex(ep1,ep1i);
ec=npc^2-dele;
end
otherwise
fprintf(’Error in differentiation’);
end
shift(j)=turbid2(eps,ec,r,rc,d,a,pol);
end
if j == 3
change(m)=real(shift(2)-shift(3))/(2*numdel*imag(shift(1)));
else
change(m)=real(shift(2)-shift(1))/(numdel*imag(shift(1)));
end
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ab(m)=2*imag(shift(1));
mshift(m)=real(shift(1)) - kappa;
end
sense(w,1)=k;
sense(w,2)=change(num); % change with real part of e1
sense(w,3)=ab(num); % absorption calcs
sense(w,4)=mshift(num); % mode shift calcs
if der2==’y’
% Calculate elements of Hessian matrix
H(w,1)=(change(2)-2*change(1)+change(3))/(del^2); % second WRT "a"
H(w,2)=(change(6)-change(7)-change(8)+change(9))/(4*del^2); % mixed term
H(w,3)=H(w,2); % mixed term
H(w,4)=(change(4)-2*change(1)+change(5))/(del^2); % second WRT "r"
% Calculate first derivatives WRT size and spacing
C(w,1)=k;
C(w,2)=(change(2)-change(3))/(2*del); % spacing
C(w,3)=(change(4)-change(5))/(2*del); % size
% Quadratic approximation to sensing figure or merit
fsense(w,1)=k;
fsense(w,2)=change(1) + C(w,2:3)*[dif;dif] ...
+ 0.5*[dif,dif]*[H(w,1:2);H(w,3:4)]*[dif;dif];
84
C. CODES
A=eig([H(w,1:2);H(w,3:4)]);
Eg(w,1)=k;
Eg(w,2)=A(1); % spacing eig.
Eg(w,3)=A(2); % size eig.
A2=[-1,2;1,0;0,1;0,-1];
b2=[-1;50;10;-5]/1000;
% x(k,1:2)=convexQP(-[C(w,2);C(w,3)],-[H(w,1:2);H(w,3:4)], ...
% 0,0,A2,b2,’dump.txt’,0);
xtmp=quadprog([H(w,1:2);H(w,3:4)],[C(w,2);C(w,3)],A2,b2);
x(k,1)=xtmp(1);
x(k,2)=xtmp(2);
fprintf(fidop,’%i\t%7.6g\t%7.6g\t%7.6g,\t%7.6g\n’,k,A(1),A(2),x(w,1),x(w,2));
fprintf(fidfit,’%i\t%7.6g\t%7.6g\t%7.6g\t%7.6g\t%7.6g\t%7.6g\t%7.6g\n’,k, ...
C(w,2),C(w,3),H(w,1),H(w,2),H(w,3),H(w,4),fsense(w,2));
end
fprintf(fidsense,’%i\t%7.6g\t%7.6g\t%7.6g\n’,k,change(num),ab(num),mshift(num));
end
fclose(fidsense);
fclose(fidop);
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fclose(fidfit);
if plt==’y’
% Generate plot of sensing and optimization results
plot(sense(1:end,1),x(1:end,1),sense(1:end,1),x(1:end,2))
legend(’spac opt.’,’size opt.’,’Location’,’NorthWest’)
ylabel(’Opt. Sols [nm]’)
subplot(2,3,6)
plot(Eg(1:end,1),Eg(1:end,2),Eg(1:end,1),Eg(1:end,3))
legend(’spacing’,’size’,’Location’,’SouthWest’)
ylabel(’Eigs.’)
subplot(2,3,1)
plot(sense(1:end,1),sense(1:end,3))
ylabel(’Abs.’)
subplot(2,3,3)
plot(sense(1:end,1),sense(1:end,2))
ylabel(’FoM: H’)
subplot(2,3,2);
plot(sense(1:end,1),sense(1:end,4))
ylabel(’Mode Shift’)
subplot(2,3,4)
plot(sense(1:end,1),sense(1:end,2),fsense(1:end,1),fsense(1:end,2))
legend(’Actual’,’Quad.’,’Location’,’NorthWest’)
ylabel(’FoM: H’)
subplot(2,3,5)
end
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end
function [ shift ] = turbid(eps,ec,r,rc,d,a,pol)
%
% Description:
%
% The function turbid.m calculates the resonant waveguide mode for the bare
% multilayer structure and the shift to the new mode due to the presence of
% the selvedge.
%
% Input parameters:
%
% eps - dielectric data for selvedge
% ec - ec dielectric data for particle coating
% r - outer radius of particles
% rc - core radius of particles
% d - height of particles above multilayer structure
% a - interparticle spacing between particles (centre - to - centre)
% pol - polarization of incident light (s or p)
%
% Output parameters:
%
% shift - new waveguide mode due to presence of selveldge
global omegat kappa g e1 e2 e3 e4 D2 D3
ac=9.03;
epsav=ec*(1+2*(rc/r)^3*(eps-ec)/(eps+2*ec))/(1-(rc/r)^3*(eps-ec)/(eps+2*ec));
dc=bd(d,a);
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aa=pi/D3*(0.00001);
bb1=omegat*sqrt(e3-e4)*0.99999;
bb2=pi/D3*(0.99999);
bb=min(bb1,bb2);
if bb < aa
fprintf(’Error with mode solution’);
end
epsi=1d-10;
delta=1d-10/(bb-aa);
M=100;
%-----determine kappa for bare multilayer structure
h=bisect(aa,bb,pol,epsi,delta,M);
kappa=sqrt(e3*omegat^2-h^2);
%-----kappa has been found
if pol == ’s’
aq=1;
ap=1;
au=1;
else
aq=e3/e1;
ap=e3/e4;
au=e3/e2;
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end
beta=-imag(aq*sqrt((e3-e1)*omegat^2-h^2));
if beta <= 0d-32
beta=1d-32; % avoid division by zero
end
q=real(aq*sqrt((e3-e1)*omegat^2-h^2));
p=ap*sqrt((e3-e4)*omegat^2-h^2);
u=g*au*sqrt((e3-e2)*omegat^2-h^2);
corr=sign(omegat^2*real(e1)-kappa^2);
deff2=(ap^2*h^2+p^2)/(h^2+p^2)/p;
f1=sqrt(kappa^2-omegat^2*real(e1) ...
-corr*sqrt((omegat^2*real(e1)-kappa^2)^2+(omegat^2*imag(e1))^2))/sqrt(2);
f2=sqrt(omegat^2*real(e1) - kappa^2 ...
-corr*sqrt((omegat^2*real(e1)-kappa^2)^2+(omegat^2*imag(e1))^2))/sqrt(2);
if f2 <= 1d-32
f2=1d-32;
end
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ar=real(aq);
ai=imag(aq);
gam=corr*(omegat^2*real(e1)-kappa^2)/ ...
sqrt((omegat^2*real(e1)-kappa^2)^2+omegat^4*imag(e1)^2);
turbr1=1i*h/((beta+1i*q)^2+u^2)*(au^2/u*(q-1i*beta) ...
-
u/2*(1i*ai*sign(omegat^2*imag(e1))+ar)*(1+gam)/f1+(ai-1i*ar*sign(omegat^2*imag(e1)))*(1-gam)/f2);
if D2==0
perb=1d-32*(1+1i);
else
perb=0;
end
D23eff=D3-1i*au^2*h*D2/u+deff2 + turbr1;
D3eff=D3+deff2+(au^2*h^2+u^2)/(h^2+u^2+perb)/u;
D2eff=-1i*au^2*h*D2/u + turbr1 +(au^2*h^2+u^2)/(h^2+u^2+perb)/u;
r12=(beta+1i*(q-u))/(beta+1i*(q+u));
r32=(h-1i*u)/(h+1i*u);
r34=(h-1i*p)/(h+1i*p);
rnum=h*(r12^2-1.)*(r32-r34*exp(2*1i*h*D3));
rdenom=2*1i*kappa*(r12*r32*D2eff ...
+ r32*r34*D3eff*exp(2*1i*h*D3+2*u*D2) ...
- r12*r34*D23eff*exp(2*1i*h*D3));
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rho13=rnum/rdenom;
w1=sqrt(e1*omegat^2-kappa^2);
alpha=4*pi*r^3*e1*(epsav-e1)/(e1+(1/3)*(epsav-e1))/3.;
atilde=1i/(2*e1*w1*a^2);
if pol == ’s’
alspar=(dc+ac)/(8*pi*a^3)/e1+1i*omegat^2/a^2/2./w1;
als=alpha/(1.-alpha*alspar);
rfactor=omegat^2*e1*atilde*als;
else
nok=w1^2*atilde*alpha/(1.-alpha*(dc+ac)/(8*pi*e1*a^3));
noz=kappa^2*atilde*alpha/(1.-alpha*(dc-ac)/(4*pi*e1*a^3));
rfactor=(noz-nok)/(1.-noz-nok);
end
shift=kappa+rfactor*rho13;
end
function [ c ] = bisect( a,b,au,aq,ap,epsi,delta,M )
%
%Description:
% The function bisect.m implements a bisection method algorithm
% to determine find the zeros of an expression.
%
% Inputs:
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% a - initial point to begin algorithm
% b - secondary point to begin algorithm
% au,aq,ap - coefficients determined by polarization
% epsi, delta - error bounds
% M - maximum number of iterations
%
% Output:
% c - possible solution
escape=0;
k=0;
fa=solcon(a,au,aq,ap);
fb=solcon(b,au,aq,ap);
if sign(fa) == sign(fb)
fprintf(’Function does not change sign over sign interval’)
end
while escape ~=1
error=b-a;
error=error/2;
c=a+error;
fc=solcon(c,au,aq,ap);
if abs(fc) < epsi || abs(error) < delta || k >=M
escape=1;
end
if sign(fa) ~= sign(fc)
b=c;
fb=fc;
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else
a=c;
fa=fc;
end
k=k+1;
end
if escape ~=1
fprintf(’Hard to find solution!’);
end
function [ f ] = solcon( x,au,aq,ap )
%
% Description:
%
% The function solon.m contains the solution condition for the
% resonant waveguide mode of the bare multilayer structure. It
% is solved via bisect.m.
global omegat g e1 e2 e3 e4 D2 D3
q=real(aq*sqrt((e3-e1)*omegat^2-x^2));
beta=-imag(aq*sqrt((e3-e1)*omegat^2-x^2));
p=ap*sqrt((e3-e4)*omegat^2-x^2);
u=g*au*sqrt((e3-e2)*omegat^2-x^2);
part1=cot(x*D3);
num=beta^2*(x^2-u*p-(x^2+u*p)*exp(-2*u*D2))^2 ...
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- 4*x*beta*u^2*(x^2+p^2)*exp(-2*u*D2) ...
+ ((x^2-u*p)*(q+u)-(x^2+u*p)*(q-u)*exp(-2*u*D2))^2;
denom=x*((beta^2*(x^2-u*p)-(x^2+u*p)*exp(-2*u*D2)) ...
* (u+p+(u-p)*exp(-2*u*D2)) ...
+ ((x^2-u*p)*(q+u)-(x^2+u*p)*(q-u)*exp(-2*u*D2)) ...
* ((q+u)*(u+p)+(q-u)*(u-p)*exp(-2*u*D2)));
part2=real(num/denom);
f = part1 - part2;
end
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Copyright Releases
Permissions for the inclusion of portions of copyright materials are provided in this appendix.
Permission was requested and granted to incorporate the development of the formalism
of [43]. As the work presented in this thesis is an extension of the formalism developed
in [43], the inclusion of such material was necessary.
Dear Mr. Travo,
Thank you for contacting The Optical Society.
OSA considers your requested use of its copyrighted material to be Fair Use
under United States Copyright Law. It is requested that a complete citation of
the original material be included in any publication.
Let me know if you have any questions.
Kind Regards,
Susannah Lehman
July 17, 2013
Authorized Agent, The Optical Society
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To: pubscopyright
Subject: Permission request Doc. ID 174060
To Whom It May Concern,
I am requesting permission to include a modified portion of the article entitled
"Metallic nanoparticles on waveguide structures: effects on waveguide mode
properties and the promise of sensing applications," by T. Cheng, C. Rangan,
and J. E. Sipe of J. Opt. Soc. Am. B, Vol. 30 (3), Match 2013, pages 743-765
(Doc. ID 174060) in my MSc. thesis.
I am a student of Dr. C. Rangan and the project extends upon the original work.
A discussion of the original formalism and approach used by the above article
is thus necessary for a proper development of the new content. Of the original
article portions from pages 746 - 755 and 762 - 763 would be used.
Modifications made would be the removal of all figures and non-relevant
equations.
Thank you for your time.
Best Regards,
Daniel Travo
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