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For a finite subset A of R p, a(A) denotes the set of vectors that c~tn be obtained 
as a {0, 1 } linear combination of the vectors of A. Let sp(n) be the minimum 
cardinality of a(A) over all sets A of n nonnegative nonzero vectors that span R p. 
The main result is that for n - p'~ufficiently large, sp (n) = 2 p- 2( (n - p )2 + 3 (n - p) + 4 ). 
This result is applied to answer a question of Erd6s and Spencer concerning distinct 
sums of integers. © 1993 Academic Press, Inc. 
I. INTRODUCTION 
The starting point for this paper is an elementary fact (observed by Ernst 
Strauss) concerning sums of positive integers. For a set J of integers (or 
vectors), let Z J denote the sum of the elements of J. Let a(J) denote the 
set of integers (or vectors) 52/, ,where I ranges over all subsets of J. 
Obviously, if A has size n then ~r(J) has size at most 2", and this is achieved 
when J consists, for example, of distinct powers of 2. On the other hand, 
how small can a(J) be if J consists of n positive integers? Let s(n) denote 
this minimum. For n an integer, let l-n] _ {1, 2 ...... n}. 
PROPOSITION 1.1. s(n) = (n 2 + n + 2)/2 which & achieved by the set In]. 
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In this paper, some analogous results for sets of vectors in Euclidean real 
space are obtained. The main question is: for positive integers p and n with 
p <~ n, what is the minimum cardinality of a(A) over all sets A of n nonzero 
nonnegative vectors having size n and rank p? (Here the rank of a set of 
vectors is the dimension of the subspace they span). 
Let {e~, ..., %} be the standard basis of R p and for any set J of reals, let 
J(P) denote the vector set e l J •  {e2, e3 ...... ep}, where el J=  { je l : je J  }. 
Note that [o-(J(P))l =2P- l l~( J ) [ .  An obvious candidate for minimizing 
a(A) over sets A of nonzero nonnegative vectors having size n and rank p 
is the set A=[n-p+l ]  (°), for which ]a (A) l=2p- l s (n -p+l ) .  In 
general, however, this is not best possible: when n=p+ 1, this gives 
la(A) l=2P+l,  while the set B={e l ,e2  ..... %,e~+%} has Io(B)l= 
2p-2(7). 
The main'result  of this paper is that if n -p  is large enough then 
[n -p+l ]  (p) achieves the minimum. Actually, a slightly stronger 
statement is proved. A is an antipode-free set of vectors if v e A implies 
-yeA.  Note that a set of nonzero vectors with nonnegative ntries is 
antipode-free. Let sp(n) denote the minimum of [a(A)[ over all sets A of n 
vectors that are antipode-free and span a space of dimension p. 
THEOREM 1.2. There exists a constant K such that for n - p >1 K, 
sp(n)=2 p ls (n -p+ l). 
The condition that A be antipode-free is essential. Let tp(n) be the 
minimum of ]or(A)[ over all sets A of n nonzero vectors that span a space 
of dimension p and let t(n) = t~(n). For p = 1, we have 
THEOREM 1.3. Over sets J of nonzero real numbers, [cr(j)[ is minimized 
by  the set T(n)= {1, 2 ..... I-n/Z]} u { -1 ,  -2 ,  ..., -[_n/21}; thus t (n)= 
(n 2 + 2n + P(n))/4 + 1 (where P(n) = 1 if n is odd and 0 otherwise). 
For p > 1 the set T(n - p + 1)(P) shows that tp(n) <~ 2 p-  lt(n - p + 1). As 
with the antipode-free case, this is not always optimal but we have 
THEOREM 1.4. For n -- p >1 5, tp(n) = 2 p- ~t(n -- p + 1 ). 
Another variant of this problem is obtained by allowing A to be a multiset. 
Let Up(n) be the minimum of la(A)l over all multisets of n nonzero vectors 
than span a space of dimension p. In the 1-dimensional case, it is easy to 
see that u~(n)=n+ 1; la(A)I is minimized by taking n copies of the same 
element. In higher dimensions, the trivial construction is always optimal: 
THEOREM 1.5. For all positive integers p<~n, up(n)=2P-~(n- -p+ 2). 
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The investigation of sp(n) was motivated in part by a problem proposed 
by Erd6s and Spencer about integer sums. The problem is most easily 
stated in terms of a game between two players MIN and MAX. In this 
game MIN selects a set A of a positive integers and MAX selects a set B 
of b positive integers, where A and B are disjoint. The objective of MIN is 
to minimize the size of a(A u B); MAX seeks to maximize the size of 
tr(A u B). If MIN selects A first then MAX can select B to consist of 
distinct powers of 2 that are each greater than ~ A and thus force the 
number of distinct sums to be 2b[tr(A)l, and MIN can do no better than 
to choose A = [aJ. Thus if both players play optimally, the size of tr(A w B) 
will be 2bs(a). 
The more interesting situation is if MAX must announce B first. Then 
MIN can choose A= {2i, 3i, ..., (a+ 1)i}, where i is the largest element 
of B, thus guaranteeing that the size of a(A u B) is at most 2 b- is(a + 1). 
However, in general this is not the best response by MIN. For instance, if 
a--  1, it is better for MIN to select his number to be the sum of any two 
numbers in B. 
Let val(a, b) denote the optimal value of the game when MAX goes first. 
Then val(a, b )= maxsminA [a(A u B)I, where A and B range over pairs of 
disjoint sets of positive integers with IAI = a and IBI = b. As noted above, 
val(a, b)<<.2b-ls(a+ 1). Erd6s and Spencer asked whether this is close to 
the true answer. We relate val(a, b) to the vector sum problem: 
THEOREM 1.6. For any nonnegative integers a and b, val(a, b) >1 Sb(a + b). 
With Theorem 1.2 this implies 
THEOREM 1.7. There exists an integer K such that for a >>. K, val(a, b) = 
2 b- ls(a + 1 ), 
(answering the question raised by ErdSs and Spencer). 
In fact, the proof of Theorem 1.6 shows that an optimal strategy for 
MAX is to choose any set B= {Ca, c2,..., Cb}, where for each index k, 
Ck- 1/Ck > 2n'-  1, where n = a + b. 
Section 2 contains definitions, notation, and facts about multisets of 
vectors. Section 3 contains a theorem about sums of multisets of real 
numbers that contains Proposition 1.1 and Theorem 1.3 as special cases. 
Section 4 gives some higher dimensional examples. Section 5 introduces the 
notion of criticality and states refinements of Theorem 1.2 (Theorem 5.3) 
and Theorem 1.4 (Theorem 5.2). Section 6 contains some properties of the 
function [tr(A)l, including the proof of Theorem 1.5. Section 7 contains 
some elementary arithmetic inequalities that are needed in the later 
sections. Section 8 contains the proof of Theorem 1.2, Section 9 has the 
proof of Theorem 1.4, and Section 10 has the proof of Theorem 1.6. Some 
open questions are mentioned in Section 11. 
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II. PRELIMINARIES: MULTISETs OF VECTORS 
A multiset M is a set X together with a function from X to the positive 
integers. The set X is called the support of M and is denoted _M. For x e _M, 
M(x) is called the multiplicity of x in M. We extend M to x q~ _M by defining 
M(x) = 0. The cardinality of the multiset IMI equals Zx~M M(x). A multi- 
set N is a sub-muItiset of M, written N ~< M, if N(x) ~ M(x) for all x. The 
sub-multiset induced on M by a set Y, denoted Mr ,  is defined by 
Mr(x)=M(x) if xe  Y and Mr (x )=0 otherwise. The difference of two 
multisets M and N, denoted M-N,  is a multiset in which each element x
gets multiplicity max{M(x) -N(x ) ,  0}. For an element y, M-y  denotes 
the multiset in which the multiplicity of y is reduced by 1 (unless it is 
already 0). 
By abuse of notation, a multiset in which every element has multiplicity 
1 is called a set and is treated as indistinguishable from its support. In 
particular, a subset of a multiset M is the same as a sub-multiset each of 
whose elements has multiplicity one. 
All vector spaces in this paper are real and finite-dimensional. Vectors 
are usually written in boldface and 0 is the zero vector. Two vectors v and 
w are antipodal if v = -w.  A set of vectors is antipode-free if it contains no 
antipodal pair of vectors (in particular it does not contain 0). 
For a multiset M of vectors, (M)  denotes the space spanned by M. Two 
vector multisets M and N are isomorphic if there is a vector space 
isomorphism ~b between (M)  and (N)  such that M(v)=N(~b(v)), for 
every vector v in (M) .  The rank of M, p(M), is equal to the dimension of 
(M) ,  and the nullity of M, v(M), is equal to [MI - p(M). If W is a sub- 
space of (M) ,  the sub-multiset Mw induced on M is called a flat of M. 
The set of flats is closed under intersection and this forms a lattice with 
E v F equal to the multiset induced on M by (Eu  F ) .  A flat of rank 1 
consists of some element of M together with all multiples of it that belong 
to M. Note that every flat is a union of rank 1 fiats. 2(M) is the number 
of rank 1 flats and equal to the number of distinct "directions" determined 
by the elements of M. 
A flat F is said to cover a flat E if F contains E and has rank 1 larger 
than E. A sequence of flats ~ = Fo, F1, ..., Fp = M in which Fj covers Fj_ 1 
is called a flag of M. 
As usual, if V and W are vector spaces then V/W denotes the quotient 
space of V with respect o V n W. Elements of this space are equivalence 
classes mod W which are typically denoted v + W, where v is an element of 
V. Analogously, if M and N are multisets then M/N denotes the multiset 
defined on the vector space (M) / (N)  in which the multiplicity of the 
element v+ (N)  is the sum of the multiplicities in M of the elements w that 
are equivalent o v mod(N) .  It is important o note that in general M/N 
582a/63/2-5 
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is not a set even if M is. For a vector u, M/u is defined to be M/{u}. It is 
easy to verify 
PROPOSITION 2.1. Let M be a vector mult&et and N a mult&ubset. Then 
(i) IM/NI -- IMI. 
(ii) p(M/N) = p(M) -  p(N). 
(iii) I f  N is a flat of M then the sub-maltiset of nonzero vectors of 
M/N has cardinality IMI- ISl. 
(iv) I f  N is a flat of M then the flats of M/N are the sets F/N, where 
F ranges over flats of M that contain N. 
Let F be a proper flat of M. F is a splitting flat if (M-F ) /F  is an 
antipode-free set. If any flat that covers F has size exactly IFI + 1, then F 
is called a plateau of M. 
PROPOSITION 2.2. Let M be a vector multbet and F a flat of M. 
(i) I f  F is a plateau of M, then (M-F ) /F  is a set of pairwise linearly 
independent vectors and thus F is a splitting flat of M. 
(ii) I f  M is an antipode-free set and p(M,  F)= p(M) -  p(F) then F 
is a splitting flat. 
Proof (i) By Proposition 2.1(iv), the rank 1 flats of (M-F ) /Fare  the 
sets (E -F ) /F  where E is a flat that covers F. Hence, every rank 1 fiat of 
(M-F ) /F  has cardinality 1, and any two vectors are pairwise linearly 
independent. 
(ii) If p(M-F)=p(M) -p(F ) ,  then by elementary linear algebra 
(F )  n (M-F )  = (0) .  Suppose, contrary to the proposition, that Fis not 
a splitting fiat. Then there are two vectors v and w belonging to M-  F such 
that either v -w or v+w belongs to (F ) .  But they both belong to 
(M-F ) ,  which implies that one of them is 0. This contradicts the 
hypothesis that M is an antipode-free s t. I 
If v has positive multiplicity in M, then the antipode class of v in M is 
the sub-multiset induced by {v , -v} .  The number of distinct nonzero 
antipode classes of M is denoted a(M). The profile of M, n(M) is the 
sequence (nl, n2 ..... n~/ ) )  of sizes of the antipode classes in nonincreasing 
order. Two multisets M, N are antipodally equivalent if for any vector v, 
M(v) + M(--v)  = N(v) + N( -v ) .  In particular two antipodally-equivalent 
multisets have the same profile. 
The following result will be useful: 
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PROPOSmON 2.3. Let A be a set of vectors. 
(i) A has a rank one fiat F such that c~((A- F)/F)~> ()~(A)-1)/3. 
(ii) I f  A is antipode-free and F is a flat of rank 1, then every antipode 
class of (A -- F)/F has size at most 2(A) - 1. 
(iii) If A is antipode-free and [A[ < 3p(A)/2, then there is a rank one 
fiat F of size 1 such that (A -F ) /F  is an antipode-free set; i.e., 
c~(A/F) = [A[ -  1. 
Proof (i) Let 2=2(A)  and let X={Vl,...,v)~ } be a set of nonzero 
representatives from each dimension one flat of A. For 1 ~< k ~< 2, let G k be 
the graph on X-{Vk} with {vi, vj} an edge of Gk if vi+ (Vk) and 
vj+ (Vk) are either equal or antipodal vectors in A/Vk, i.e., if and only if 
one of the vectors v i -  v i or vi + vj is a multiple of Vk. Note that Gk is a dis- 
joint union of complete graphs corresponding to the antipode classes of 
A/vk, and e(A/vk) is equal to the independence number of Gk. Each pair 
{v~, vj} appears as an edge in at most two of the graphs Gk, and so the 
sum of the cardinalities of their edge sets is at most )~(2- 1). Thus, for 
some index h, Gh has at most 2 -  1 edges, which is less than or equal to 
the number of vertices. It follows from Turan's theorem [ 1 ], or by a simple 
induction, that any graph with v vertices and at most v edges has an inde- 
pendent set of size v/3. (The induction hypothesis i that every graph with 
v vertices and e edges has an independent set of size at least (2v-e)/3). 
(ii) Let E ¢ F be a rank one flat of A. Then ElF is isomorphic to E 
and so all of the vectors in E are in distinct antipode classes of A/F, and 
thus any antipode class of (A - F)/F contains at most one vector from each 
flat of A - F. 
(iii) Let E be the largest flat of A that satisfies p(E)<~2[E[/3. Then 
E is not equal to A, by hypothesis. Let u be any vector in A -E ,  and let 
F=(u) .  Then F has cardinality 1 since otherwise E vF  satisfies 
p(E v F) <~ 1 + p(E) ~< 1 + 2 [E[/3 ~< 2 ]E v F[/3, contradicting the maxi- 
reality of E. Suppose that there are two vectors v and w whose images 
mod F are either equal or antipodes. The flat G of A induced by (u, v, w ) 
has rank 2. Also, E contains at most one of v and w (since u is not in E). 
If E and G are disjoint then p(EvG)<~2+p(E)~<2+2[E[/3 
2(IE [ +3) /3  ~< 2[EvG[/3 and if not then p(EvG)  <~ l+p(E)  ~< 
1 + 2 [E[/3 ~< 2([El + 2)/3 ~< 2 IE v G[/3, either one contradicting the maxi- 
mality of E. Thus, every vector of (A -  F)/F is in a distinct antipode 
class. | 
For a vector multiset M, let a(M) denote the set (not the multiset) of 
vectors Zv~¥ avv where av is an integer between 0 and M(v). Thus, if A is 
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a set then o-(A) is the set of all sums of subsets of A. The reader can easily 
verify: 
PROPOSITION 2.4. Let M and N vector multisets. Then 
(i) a(M/N) is equal to the support of (a(M-N)) /N.  
(ii) [a(M/N)[ ~ [a (M-N) J .  
The following result will be useful: 
LEMMA 2.5. Its(M)[ = [e(N)] if M and N are antipodally equivalent 
multisets. 
Proof Let d(v)=N(v)-M(v);  then d( -v )= -d(v). Let A consist of 
one representative from each antipode class of M and let D = ~,~A d(v)v. 
Then a(M) is equal to the set of vectors ZwA a,v where a, is an integer 
between -M( -v )  and M(v), and o-(N) is equal to the set of vectors 
5Z,~A b,v, where b, is an integer between -N( -v )=d(v) -M( -v )  and 
N(v)=d(v)+M(v). Then the sum S=Z,~Aa,  v is in cr(M) if and only if 
the sum S+D=5~,~A (a ,+d(v))v  is in ~(N). | 
Recall from the introduction that up(n), tp(n), and sp(n) are respectively 
the minimum of J~(M)I over multisets, sets and antipode-free sets of non- 
zero vectors of rank p, and size n. 
Let M be a multiset of vectors of rank p and cardinality n, and let v be 
any vector not in (M) .  If N= M+ {v} then N is a multiset of rank p + 1, 
cardinality n + 1 and [a(N)] = 2 [o-(M)]. From this observation, we obtain: 
LEMMA 2.6. Let p <~ n be integers greater than 1. Then 
(i) Sp(n)<~2sp_l(n- 1).
(ii) tp(n)~Ztp_a(n-1). 
(iii) up(n)~2up 1(n- l ) .  
I I I .  SUMS OF REAL NUMBERS 
Proposition 1.1 and Theorem 1.3 characterize the minimum of [a(A)[ 
over sets of positive real numbers and over sets of arbitrary nonzero real 
numbers. These theorems can be deduced from 
THEOREM 3.1. Let M be a multiset of nonzero real numbers with profile 
n = (hi, n2 .... , n~(M)). Then [a(M)[ ~> 1 + Zi  (ini), and this is attained by the 
multiset R(n) that assigns multiplicity rc i to each positive integer i. 
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Before proving this theorem, we prove some corollaries. First of all, the 
same bound holds if M is a set of nonzero vectors. 
COROLLARY 3.2. Let M be a multiset of nonzero real vectors with profile 
~z = (re1, ~z 2 ..... ~(M))" Then I~(m)l t> 1 + ~/(i~i). 
Proof By induction on p(M). If p(M)= I, the result is Theorem 3.1. 
Assume that p (M)> 1. It is enough to show that there is a vector u 
(not in M) such that M/(u)  has the same profile as M since 
[~(M/(u))[  ~< ]o-(M)[. Let u be any vector that is not a multiple of either 
v + w or v -  w for any two vectors of M belonging to distinct antipode 
classes. Then the antipode classes of M/(u)  are the same as for M, as 
required. | 
Specializing this corollary to the case of antipode-free s ts and arbitrary 




n is odd). 
Proof 
For any positive integers p and n with p <~ n, 
sp(n) >~ (n 2 + n + 2)/2. 
tp(n) >~ (n 2 + 2n + P(n))/4 + 1, (where P(n) =0 if n is even and 1 if 
(i) Take all of the ~i to be 1 in Corollary 3.2. 
(ii) The profile of an arbitrary set of n nonzero real numbers has all 
of the zc i equal to 1 or 2 and ~i  zci = n. Subject to this the minimum of 
1 + Z~ (i~) is (n 2 + 2n + P(n))/4 + 1 which is attained when ~= 2 for 
i<~n/2 and zr(,+l~/2=l i fn i s  odd. | 
Theorems 1.1 and 1.3 are obtained by taking p= 1 in the previous 
corollary. 
Proof of Theorem 3.1. The second claim follows by noting that o-(R(~)) 
consists of all integers between 0 and Z~ (#ci). 
By Lemma 2.5, it suffices to prove the lower bound for the case that M 
consists entirely of positive numbers. Let Jl < J2"'" < J~ be the elements of 
M. We prove by induction on [M[ that la(M)[ ~> 1 +Z~<~ (i)M(j~), which 
is at least 1 + ~i  (in~). This is trivial for [M[ = 1. Suppose ]M[ > t and let 
N be the sub-multiset obtained by reducing the multiplicity of j~ by 1. By 
induction ]a(N)[ ~> 1 +5~<~-1 (i) M(j~)+ (a)(m(j~)-- 1).. Let T~ be the 
sum of all of the elements of N (with multiplicity) and for i<a ,  let 
T~ = T~- f t .  Note that these are distinct sums belonging to a(N) and all 
are > T~ - j~. Thus the a sums T~ + j~ are distinct for each i and are larger 
than anything in a(N), so [a(M)]~[a(N)l+a, proving the desired 
result. | 
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IV. SOME EXAMPLES IN HIGHER DIMENSIONS 
The following examples how that the inequalities of Lemmas 2.6(i) and 
(ii) may be strict and thus sp(n) may be less than 2 o l s (n -p+l )  and 
to(n) may be less that 2P- l t (n -p  + 1). 
Let {v, w, x} denote a basis of R 3. 
A. Antipode-Free Sets 
EXAMPLE 4.1. p=2,  n=3.  A={v,w,v+w}.  Then la(A)[=7, while 
2s(n - 1 ) = 8; 
EXAMPLE 4.2. p=2,  n=4.  A={v,w,v+w,v+2w}.  Then Icr(A)l=12, 
while 2s(n - 1) = 14. 
EXAMPLE 4.3. p=2,  n=5.  A={v,w,v+w,v+2w,  v+3w}. Then 
la(A)l = 20, while 2s(n - 1) = 22. 
B. Unrestricted Sets 
EXAMPLE 4.4. p=2,  n=4.  A= {v, w, -v ,  -w}.  Then ]cr(A)l=9 and 
2t(n - 1) = 10. 
EXAMPLE 4.5. p=2,  n=6.  A={v,w, - -v , - -w ,v+w, - -v - -w}.  Then 
[a(A)[ = 19 and 2t (n -1 )  '--- 20. 
EXAMPLE 4.6. p=3,  n=6.  A'= {v, w, -v ,  -w ,  x, -x} .  Then I c r (A) l  = 
27, and 2t2(n - 1) = 28. 
The last assertion in Example 4.6 depends on the (as yet unproven) fact 
that t2(5) = 14. This will follow from Theorem 5.4, but is also not hard to 
verify by case analysis. 
V. CRITICAL INDICES 
In this section, we introduce the notion of criticality which is used to 
formulate refinements of Theorems 1.2, 1.4, and 1.5. 
A pair (p, v) of nonnegative integers with p >/2 is said to be an s-critical 
index if the inequality of Lemma2.6(i) is strict; i.e., s , (p+v)< 
2sp_ I(P + v - 1 ). Define t-critical and u-critical indices similarly. Note that 
the functions , t, and u are each completely determined by their values on 
their critical indices. Theorem 1.5 is equivalent to the following: 
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THEOREM 5.1. There are no u-critical indices. 
On the other hand, Examples 4.4, 4.5, and 4.6 show that (2, 2), (2, 4), 
and (3, 3) are t-critical. In fact, as we shall see, these are the only t-critical 
indices. Define the function 
t i  if m~ {3,5} 
e(m)= ~ if m=4 
otherwise, 
and let t*(m)= t (m) -  e(m). Finally, define 
t*(n) ~ 2p- l ( t (n -p+l ) )  i fp=lor (n=5andp=2)  
= [2 p- l(t*(n - p + 1 )) otherwise. 
THEOREM 5.2. For all p and n, tp(n)= t*(n). Thus the only t-critical 
indices are (2, 2), (2, 4), and (3, 3). 
Examples 4.1, 4.2, and 4.3 show that (2, 1), (2,2), and (2, 3) are 
s-critical. We have not been able to determine all of the s-critical indices, 
but we can establish: 
THEOREM 5.3. There are only finitely many s-critical indices. 
This implies Theorem 1.2, since we can take K in Theorem 1.2 to be 
greater than the maximum v over all s-critical indices (p, v). 
The proofs of these results are presented in the next four sections. 
VI. LOWER BOUNDS ON la(M)] 
In this section we develop some techniques for obtaining lower bounds 
on la(M)[ for a specific multiset M, and prove Theorem 1.5. The main fact 
used is 
LEMMA 6.1. Let M and N be multisets of vectors uch that N <~ M. Then 
[o(M)l 1> la (M-N) I  + la(M/N)[ ( la (N) l -  1). 
To prove this lemma, we need a preliminary result. For two sets A and 
B of vectors let A(~B= {a+b[aeA,  bEB}. 
LEMMA 6.2. For any two finite nonempty sets A and B of vectors in R d, 
IA®BI >/IAI + In [ -  1. 
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Proof Let a*eA,  b*6B be arbitrary and define A*= {a-a*[aeA} 
and B*={b- -b* lb~B}.  Then [A*OB*I=IAOB] since A*OB*= 
{e -- a* -- b* I c • A G B}, and so it is enough to prove the result for A* and 
B*. Note that 0 belongs to both A* and B*. For each aEA* let fl, be 
the greatest real number such that flaa belongs to B* (since 0eB*,  
fla~>0). The vectors of the form ( f la+l )a  are distinct and the set 
C= {(fla+ 1)a laeA* -0}  is disjoint from B* (by the choice of fl~) and 
thus lA*@B* l>>-[B*wCl=lA l+ lB[ -1 .  I 
Proof of Lemma 6.1. Let Da .... , D h denote the partition of a(M-  N) 
into equivalence classes mod (N) .  Now, a(M) = a(M-N)  • a(N) = 
0i>~1 (DiOa(N)) which is a disjoint union. Thus by Lemma 6.2, [a(M)[/> 
Za ~<i,<h (IDA + la(N)[-  1)= [a(M-N)] + h(la(N)[- 1). By Proposition 2.4(i), 
h = la(M/N)[ and the lemma follows. | 
An immediate consequence of Lemma 6.1 and Proposition 2.4(ii) is 
COROLLARY 6.3. Let M and N be multisets of vectors uch that N <<. M. 
Then 
[a(M)l ~ a( (M-  N)/N)[([ a(N)[ ). 
COROLLARY 6.4. Let M be a vector multiset of cardinality n and rank p 
and let F o, F1, F2, ..., Fp be a flag. Then [a(M)[ ~> [Ii~<j~<p ( IF j -F j - I [  + 1). 
Proof By Corollary 6.3, [a(Fk)[>>-[~r(Fk 1)lla((Fk--Fk_l)/F~_l)l 
for each k between 1 and p, and so la(M)[ = I~r(Fp)l = 
]-ll<~j<~p[a((Fj--Fj._I)/Fj_I)[. Since (Fj-Fj_I)/Fj_I consists of IF j -F j_ l l  
nonzero (though not necessarily distinct), vectors in dimension l, 
Theorem 3.1 implies that ]o-((Fj-Fj 1)/Fj_I)[ ~> IF j -F j _ I [  + 1. I 
The reader can verify 
PROPOSITION 6.5. The minimum of I~l<~j~daj over all sequences 
al,a2, ..., aa of positive integers that sum to m and are all at least c is 
ca - l (m-  (d -  1)c). 
Theorem 1.5 now follows from the previous two results. 
Proof of Theorem 1.5. Let M be any multiset of cardinality n and rank 
p, let Fo, F1, F2 ..... Fp be a flag, and a j= I F j -F j _ l l  + 1. Then the aj sum 
to n+p and are at least 2, and by Corollary 6.4 and Proposition 6.5, 
[a(M)>~I-Ia~j<~paj>~2P-l(n--p+ 2). |
A final consequence of Corollary 6.4 is 
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COROLLARY 6.6. Let A be a set of cardinality n and rank p that has no 
plateau. Let F be a proper flat, m = IA/F[ = n- IF [ ,  and k= p(A/F)= 
p -p(F ) .  Let j<<.k be a nonnegative integer. Then [a(A/F)I >~ 
3J2 k - j -  l(m - k - j+  2). 
Proof Since A has no plateau, we can sequentially construct a 
sequence of flats F=Fo, F~,..., Fk=A such that F~ covers F~_I and 
IF i -  F~ 11/> 2. Let Ei = Fi/F. Then E0, E~ ..... Ek = A/F is a flag of A/F and 
so by Corollary 6.4 and Proposition 6.5, 
Icr(A)[~ ~I ( IE i -E i _~ l+ l )= I~ ( IFe -Fe - l l+ l )  
l<~i<~k l<~i<~k 
>/3 ~:- l(m - 2k+ 3) i> 3J2k-J-  l(m - k- j+  2), 
where the last inequality follows from 3ab ~> 2a(a + b) for b at least 1 and 
a nonnegative. |
VII. SOME ARITHMETIC INEQUALITIES 
The proofs of Theorem 5.2 (which implies Theorem 1.4) and Theorem 5.3 
(which implies Theorem 1.2) are given in Sections 8 and 9. The proofs are 
inductive. Lemma 6.1 and its corollaries are used to reduce the inductive 
step to various routine but tedious arithmetic inequalities. So as not to 
disrupt the flow of the proofs, the needed arithmetic lemmas are collected 
in this section. On first reading, the reader is advised to skim this section 
and refer to it as needed. 
7.1. Arithmetic Facts about s(a) 
The first set of facts we need are about the function s(a), which is equal 
to (a2+ a + 2)/2 by Theorem 1.1. The following fact is immediate from the 
definition. 
PROPOSITION 7.1. For any a and b, ( s (a+b) -s (a ) ) / ( s (b ) - l )=  
1 +2a/(b+ 1). 
LEMMA 7.2. I f  a >~ 3 and b >12 then s(a) s(b) >~ 4s(a + b - 2). 
Proof Let u=a-3  and v=b-2 .  Then the desired inequality is 
equivalent to 
(u 2+7u+ 14)(v 2+ 5v+ 8)>~8((u+v) 2+7(u+v)+ 14). 
It can be checked that the coefficient of each monomial in u and v on the 
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left is less than or equal to the coefficient of the same monomial on the 
right, so the inequality holds for all nonnegative u and v. I 
LEMMA 7.3. I f  a and b satisfy a >~ b >>. 1 and a >~ 5, then 
(b + 2) s(a) >~ 2s(a + b). 
Proof The desired inequality .is (b + 2)(a 2 + a + 2) f> 2((a + b) 2 + 
(a+b)+2)  which reduces to a 2>~3a+2b" and foll0ws from the 
hypotheses. | 
LEMMA 7.4. I f  a and b are positive intefl, ers satisfying b >>. 1 + a/2 then 
(9/4) s(a) <~ s(a + b). 
Proof s(a + b)/s(a) = 1 + (2ab + b + b2)/(a 2 + a + 2) which, under the 
hypothesis, is at least 1 + (2 + 7a/2 + 5a2/4)/(a 2 + a + 2) = 2 + (5a/2 + a2/4)/ 
(a2 +a+ 2)>>.9/4 for all a>~l. | 
The induction hypothesis for the proof of Theorem 1.2 will be formulated 
in terms of a function related to s(a). Let L = 181 and for a > L, define 
r(a) = min{s(a), (9/8) s(a - L)}. 
LEMMA 7.5. There exists a constant K such that r(a) = (9/8) s (a -  L) for 
a<K and r(a)=s(a) if a>~K. Furthermore, K is between 17L and 18L. 
Proof r(a) = 9/8s(a-  L) if and only if s(a) - 9/8s(a- L) = 
( - -aZ-k  - a(18L-1) -  9L2+ 9L -2) /16  is positive. This is a quadratic in a 
which is positive when a-~ L and has one root K greater than L, and thus 
changes ign only when a exceeds that root. It is easy to check that it is 
positive when a = 17L and negative when a = 18L. | 
LEMMA 7.6. Let a >~ 3 and b >~ L + 2. Then s(a) r(b) >~4r(a + b -  2). 
Proof Let K be the constant of Lemma 7.5. If b ~> K then the desired 
inequality is equivalent to Lemma 7.2. Otherwise, r(b)= (9 /8 )s (b -L )  and 
by Lemma 7.2, s(a) r(b) = (9/8) s(a) s(b - L) >~ (9/8) 4s(a + b - L - 2)/> 
4r (a+b-2) .  | 
LEMMA 7.7. I f  a and b are positive integers then r (a+b+L) -  
r(a + L) <~ (9/8)(s(a + b) - s(a)). 
Proof If (a+L)<K then, by Lemma7.5, r (a+L)=(9/8)s(a)  and 
the inequality is equivalent to r(a+b+L)<<.(9/8)s(a+b), which is 
immediate from the definition. If a+L>>.K, then Lemma 7.5 implies 
r (a+b+ L ) - r (a+ L )=s(a+b+ L) -s (a+ L)= (2ab+ 2bL +bZ +b)/2. So 
we want (2ab + 2bL + b z + b)/2 <<. (9/8)(2ab + b 2 + b)/2 or 16L ~< 2a + b + 1, 
which holds since a + L t> K~> 17L. | 
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7.2. Arithmetic Facts about t*(a) 
For reference we give a table of small values for t*(a): 
n 1 2 3 4 5 6 7 8 9 10 
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t*(n) 2 3 4.5 6.75 9.5 13 17 21 26 31 
LEMMA 7.8. Let a and b be positive integers. Then t*(a)t*(b)>~ 
2t*(a + b - 1). 
Proof Without loss of generality, assume a ~< b. If b ~< 5, the inequality 
holds by inspection of the table. So assume that b>~6 and thus 
t*(b) = t(b) = (b 2 + 2b + P(b) + 4)/4. 
If a = 1 then t*(a) = 2 and the inequality holds as an equality. 
If a=2,  we need that t*(a) t * (b )=3(bZ+2b+P(b)+4) /4  is at least 
2t*(a + b - 1) = 2(b  2 + 4b + 8 - P(b))/4, which is equivalent to b 2 - -  2b - 
4 + 5P(b) >~ 0, which holds for b >~ 6. 
If a = 3, we need t*(a) t*(b) = 4.5(b 2 + 2b ÷ P(b) + 4)/4 to be at least 
2t*(a + b -  1) = 2(b 2 + 6b + 12 + P(b))/4, which is equivalent to 2.5b 2 -  
3b - 6 + 2.5P(b) ~> 0, which holds for b 7> 6. 
Finally, if a, b ~> 4, then 
t*(a) t*(b) >~ (a 2 + 2a)(b 2 + 2b)/16 = (aZb 2 + 2ab 2 + 2a2b + 4ab)/16 
>~ (2ab + b 2 + a 2 + 8)/2, 
while 
2t* (a+b-  1) = 2((a + b -  1)2 +2(a+b - 1)+P(a+b-  1)+4) /4  
<~ (2ab + b 2 + a 2 + 4)/2, 
and the desired inequality follows. | 
For  positive integers a and b, let T(a, b)= (t*(a+ b) -  t*(a)) / ( t (b)-  1). 
LEMMA 7.9. For positive integers a, b, 
(i) T(a,b)~<3(a+ 1)/4 
(ii) I f (a ,  b)¢ {(4, 2), (5, 2)} then T(a, b)<~ 1 +a/2. 
Proof By simple manipulation, 
T(a ,b )= l  + 
2a 
b + 2 + P(b)/b 
+ 4(e(a) - e(a + b)) + P(a + b) - P(a) - P(b) 
b 2 + 2b + P(b) 
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Since b + 2 + P(b)/b i> 4 and b 2 + 2b + P(b) ~> 4 for all b/> 1, we have 
T(a ,b)<~l+a/2+e(a) -e(a+b)+(P(a+b) -P(a) -P(b) ) /4 .  (7.1) 
Since P(a + b) <~ P(a) + P(b), we have T(a, b) <~ 1 + a/2, unless e(a) >i 
e(a+b) which happens only if (a, b)¢ {(3, 1), (4, 2), (5, 1), (5, 2)}. 
For (a, b)= (3, 1) or (a, b)= (5, 1), (P(a, b) -P (a ) -P (b ) ) /4= -1/2 
while e (a ) -e (a+b)~<l /2  and thus T(a,b)<<.l+a/2 unless (a,b) 
{(4, 2), (5, 2)} proving (ii). To prove (i) note that 1 +a/2<~3(a+ 1)/4 for 
all a ~> 1 and thus from (ii) we have T(a, b) <~ 3(a + 1 )/4 unless a = 4 or 5. 
But also, by (7.1), T(a, b) <~ 3/2 + a/2 (since g(a) ~< 1/2) which for a = 4 or 
5 is less than 3(a+ 1)/4. I 
VI I I .  PROOFS OF THEOREMS 1.2 AND 5.3 
The proof of Theorem 1.2 requires a stronger induction hypothesis. Let 
L = 181. For m > L, define the function r(m) = min{s(m), (9/8) s(m - L)}. 
By Lemma 7.5, there is a number K (approximately 18L) such that 
r(m) = (9/8) s (m-  L) for m ~< K and r(m) = s(m) for m ~> K. Theorem 1.2 
then follows from: 
THEOREM 8.1. For all n >~ p + L, 
Sp(n) >t 2 p- *r(n - p + 1). 
The first step in the proof is a weaker lower bound on sp(n): 
LEMMA 8.2. For all p<~n, sp(n)>/2P-2s(n-p+ 2). 
Both Lemma 8.2 and Theorem 8.1 are proved by induction on p; the 
basis step p = 1 is easily verified for both. For the proofs of the induction 
steps, we assume p > 1 and let A denote an antipode-free s t of cardinality 
n and rank p, and show that la(A)l is at least the quantity given by the 
bound. 
Proof of Lemma 8.2. If A has a splitting flat F, x= IFI, j=  p(F), 
y=n-x=lA /F I  and k=p- j=p(A /F ) .  By Corollary6.3 and the 
definition of splitting flat, 
la(A)l >/(la(F)l) Icr(A/V)l > sj(x) sk( y). 
If x=j ,  then by induction, sj(x)sk(y)>~2J(2k-2s(y--k+2))= 
2 p- 2s(n--p + 2). The case y = k is handled similarly. Otherwise, both x - j  
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and y -k  are positive. Applying the induction hypothesis and Lemma 7.2 
with a = x - j + 2 and b = y - k + 2 gives 
s j (x )sk (y )>~2J -2s (x - j+  2)2  k 2s (y -k  + 2) 
~>2 j+k 2s( (x - j+2)+(y -k+2) -2 )  
>~ 2P-2s(n - p + 2), 
as required. 
Thus, it suffices to consider the case that A does not have a splitting flat. 
Let F be any rank 1 flat, x= IF] and y- -n -x= IA/FI. Since F is not a 
splitting flat, Proposit ion 2.2(ii) implies p(A-F )  =p.  By Lemma 6.1, the 
induction hypothesis, Theorem 1.5, and Proposit ion 1.1, 
[~(A)] ~> [~(A-F ) [  + [~(A/F)[ ([~r(F)]-  1) 
>>. 2° -2s (y  - p + 2) + 2P-Z(y - p + 3)(s(x) - 1). 
The induction step follows if the right hand side is at least 
2 p - 2s( y + x - p + 2). This is equivalent to (s( y + x - p + 2) - 
s (y -p+2) ) / ( s (x ) - l )<~y-p+3.  By Proposit ion 7.1, with a=y-p+2 
and b = x, the left hand side of this inequality is equal to 1 + 2(y -p  + 2)/ 
(x+l )~<y-p+3,  since x is at least 1. | 
Proof  of  Theorem 8.1. If L + l <. n -  p <~ 3L -1  then b=L+l  
and a=n- -p - -L+ 1 satisfy the hypotheses of Lemma7.4  and thus 
Lemmas 7.4 and 8.2 imply 2 p - lr(n - p + 1 ) ~< 2 p -  1 (9/8) s(n - p - L + 1 ) <~ 
2 p 2s(n - p + 2) ~< sp(n). So assume that n ~> p + 3L and, as before, let A be 
a set of vectors of cardinality n and rank p. If A has a splitting flat F, let 
x = [F[, j = p(F), y = n - x = [A/Ft and k = p - j  = p(A/F).  By Corol lary 6.3 
and the definition of splitting flat, [a(A)[ >~ [a(A/F)] ([a(F)[)>~sj(x)sk(y).  
Assume without loss of generality that x -  j ~< y - k. Then y - k is at least 
(n - p)/2 > L + 1. By induction, Lemma 8.2, and Lemma 7.6, 
[a(A)[>~sj(x)sk(y)>~2J s (x - - j+2)2  k i r (y -k+ l) 
~>2 j+k l r ( (x - j )+(y -k )+ l )=2P i r (n -p+l ) ,  
as required. 
It remains to consider the case that A does not have any splitting flats 
(and hence, by Proposit ion 2.2(i), no plateaus). Let F be any flat of rank 1, 
x=[F[  and y=n-x=lA /F [ .  If x>/n -p -L  then, since n />p+3L,  we 
have x>~ y -p+ 1. Applying Corol lary 6.3, Theorem 1.5, Proposit ion 1.1, 
and Lemma 7.3 (with a = x and b = y - p + 1), 
la(A)[ >~ I~(A/F)[ (]~(F)I)~>2 p 2 (y_p+ 3)(s(x)) 
~> 2P-~(s(x + y- -p+ 1) )>~2P-~r (n -p+ 1), 
proving the desired bound. 
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So we may assume that for any rank one flat, IF[ < n -p -L ,  and thus 
[A -F [  >p + L. Since F is not a splittifig flat, Proposit ion 2.2(ii) implies 
p(A - F)  = p, By the induction hypothesis, [~(A - F)] ~> 2 p-  l r (y  - p + 1). 
By Lemma 6.1 and Proposit ion 1.1, 
]a(A)] ~> ]a(A -F ) ]  + ]a(A/F)I ( ]a(F) ] -  1) 
~> 2 p -  lr(y -- p + 1 ) + ]a(A/F) [ (s(x) 71) .  
Let z = y - L "  p + 1. Then z >~ 1 and the induction step follows if there 
is a rank one flat F such that  
2 p-  ~(r(z + L + x) - r(z + L)) <~ ]~r(A/F)l(s(x) - 1 ). 
Note that by Lemma 7.7 and Proposit ion 7.1, 
(r(z + I~ + x)  - r(z + L ) ) / ( s (x )  - 1) 
~< (9/8)(s(z + x)  - s (z) ) / (s (x)  - 1) ~< (9/8)(1 + 2z/(x + 1 )), 
so it is enough to show that there is a rank one flat F such that 
]a(A/r)] >1 9(2p-4)(1 + 2z/(x + 1)). (8.1) 
Suppose p ~>4. Then, noting that p(A/F )=p-1 ,  Corol lary 6.6 (with 
j=2 ,  k=p-1  and m= y) implies l a (A /F ) I>~322p-4(y -p )=9(2  p-4) 
(z + L - 1) ~> 9(2 p 4)(z + 1), which implies (8.1) since x >~ 1. 
Suppose p ~< 3. If x = IF[ ~> 4, then by Theorem 1.5, 
]~(A/F)I >~ 2 p 2(z + L + 2) = 9(2 p-4)(4/9)(z + L + 2) 
/>9(2 p 4 ) (1+2z / (x+ 1)), 
where the last inequality holds for all x i> 4 and z/> 1. 
Finally, we are left with the case that p = 2 or 3, A has no sPlitting flats 
and every rank one flat of A has size 1, 2, or 3. In this case, A must have 
at least n/3 flats of rank 1, since the rank one flats partit ion A. Then by 
Lemma 2.3(i), A has a flat F such that A/F  has an antipode free subset B 
of size at least (n -  3)/9. By Corol lary 3.3(i), 
J~(A/F)I >~ [a(B)l >~ (((n - 3)/9) 2 + (n - 3)/9 + 2)/2 = (n 2 + 3n + 144)/162. 
Since n=x + y=x + p+ L -  1 + z>~z + L + 2, 
[e(A/F)] >~ (z 2 + 2zL + L 2 + 7z + 7L + 154)/162. 
Also since p ~< 3, the right hand side of (8.1) is at most (9/2)(1 +z) .  Thus 
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(8.1) follows in this case if (z2+2zL+L2+7z+7L+ 154)/> 729(1+z) 
which is equivalent to 
z(722 - 2L - z) ~< L 2 d- 7L - 575. 
The left hand side is always at most (361-  L) 2, and so the inequality 
holds if L~> 181. This completes the proof of this case and the proof of 
Theorem 8.1. | 
Remark. The constant K obtained by this proof is 3258. There are 
several places in the above proof where a more detailed calculation can be 
used to reduce the value of the constant. We guess that the correct value 
is not more than about 10, but do not know any ways to show this without 
a tedious case analysis. 
Finally, Theorem 1.2 can be used to show that there are at most finitely 
many s-critical indices: 
Proof of Theorem 5.3. We claim that the only possible s-critical indices 
(p, v) have v + p ~< 3K, which implies that there are only finitely many such 
indices. Suppose that A is a set of vectors of size n > 3K and rank p that 
minimizes [a(A)[. If n-p>K,  then Theorem8.1 implies that [a(A)[~> 
2 p- ls(n-p + 1), and so (p, n) is not critical. Otherwise, [A[< 3p/2 and by 
Lemma 2.3(iii), there is a flat F of size one such that A/F is an antipode 
free set. Then 2sp(n)>~ Io-(A)[ =2]~(A/F)[ >~2sp 1(n--l), which implies 
that (p, n) is not s-critical. | 
IX. PROOFS OF THEOREMS 1.4 AND 5.2 
As noted in Section 5, Theorem 5.2 implies Theorem 1.4 and thus it is 
enough to prove Theorem 5.2. The proof is similar to that of Theorem 8.1 
in the previous ection. We proceed by induction on p, and for fixed p, by 
induction on n. The basis step, p = 1, is Theorem 1.3 (which follows from 
Corollary 3.3(ii)). For the proof of the induction steps, we assume p > 1 
and let A denote a set of nonzero vectors of cardinality n and rank p, and 
show that [a(A)I >~t*(n). It is enough to show [a(A)[ ~>2 p lt*(n-p+ 1) 
since t*(n)=2P-lt*(n-p+l) unless p=2 and n=5,  in which case 
[a(A)[/> 2P-lt*(n--p+ 1) and [a(A)[ an integer imply V 2p lt*(n-p + 1)] = 
V13.5-] = t*(n). 
If A has a splitting flat F then let x= [F[, j=p(F), y=n-x= [A/FI 
and k=p- - j=p(A /F ) .  By Lemma7.8 and induction, [a(A)[ 1> 
[a(A/F)J ([a(F)[) >/t*(x) t*( y) >1 t*+k(X + y) = t*(n). 
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So we may assume that A has no splitting flats. Then by Proposi-  
tion 2.2(ii), p(A-  F)= p(A) for any rank one flat F of A. Thus if F is any 
rank one flat, we may apply Lemma 6.1, the induction hypothesis and 
Theorem 1.3 to conclude that 
Icr(A)l ~ Io-(/4 -F) I  ÷ Icr(A/F)l ( la(F) l -  1) 
>1 2 p- lt*(n - IFI -- p + 1) + la(A/F)I t(IFI -- 1). (9.1) 
To complete the proof  of the theorem it is enough to show that the right 
hand side of (9.1) is at least 2 p -  i t * (n -p  + 1) which follows from: 
LEMMA 9.1. Let A be an antipode free set that has no splitting flats, and 
/et n= ]AI and p=p(A)  >~2. Then A has a rank one flat F such that 
la(A/F)I >~ 2p-IT(n - I F I -p  + 1, IFI). 
(Here, T is the function defined before Lemma 7.9.) 
Proof Case i. p ~> 3. Then by Corol lary 6.6 and the hypothesis that A 
has no splitting flats, 
[a(A/F)l >I 3(2P- 3)(n - [F[ -p  + 2) 
for any rank one flat F. By Lemma7.9( i ) ,  this is at least 
2 p 1Z(n- - IF I - -p+l ,  IFI). 
Case ii. p = 2. The desired inequality now simplifies to 
]a(A/F)I >~ 2T(n -  IFI- 1, IFI) 
for some rank one flat F. Now, by Theorem 1.5, la(A/F)I ~ n -  IFI + 1. By 
Lemma 7.9(ii), this at least 2T(n - IFI - 1, ]El) unless tFI = 2 and n = 7 or 
8. Thus we may assume that n = 7 or 8 and all rank one flats F of A have 
exactly two elements. Since A is the disjoint union of its rank one flats, 
n=8.  
So now we need that for some rank one flat F, la(A/F)I >>- ~-. 
CLAIM. For one of the rank one flats of A, A/F has more than one 
distinct antipode class. 
Assuming the claim, we have by Theorem3.1 that [a(A/F)I>~ 
2 + IA/F[ = 8 completing the proof  of the lemma. So it remains to prove the 
claim. Suppose the claim is false, i.e., that for each rank one flat F, A/F 
consists of one antipode class. If some rank one flat E does not consist of 
antipodal vectors then if we take F to be any other rank one flat, the two 
elements of E are in different antipode classes in A/F. Thus each of the four 
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rank one flats of F consists of an antipodal pair of vectors. Let w, x, y, and 
z be representatives of the rank one flats. Since w and x are in the same 
antipode class in A / (y ) ,  then we have that either w +x or w-x  is equal 
to ay for some constant a. Similarly, either w + y dr w-y  is equal to bx 
for some constant b. Now the representation of w in the form cx + dy is 
unique, which from the above implies that c, de  { -  1, + 1 }. A symmetric 
argument, says that w = ex +fz  and w = gy + hz where e, f, g, h e { - 1, 1 }. 
Now we must have either c = e, d= g or h =f ,  since otherwise summing 
these equations gives w- -0 ,  a contradiction. Consider the case c = e 
(the other two cases are similar). Then dy=w-cx=w-ex  =fz ,  which 
contradicts the fact that y and z are in distinct rank one flats. This 
contradiction proves the claim, thus completing the proofs of Lemma 9.1 
and Theorems 1.4 and 5.2. 
X. PROOF OF THEOREM 1.6 
Let C be a subset of R. A map g from C to R k is said to be spanning if 
the image g(C) spans R k. The map g is a-preserving if for any sequence 
(ec: ceC)  with ecE { -1 ,  0, 1}, 
ece = 0 implies ~ ec g(c) = O, 
c~C ceC 
and it is a-injective if for any sequence (ec: c e C) with ec e { - 1, 0, 1 }, 
ecc¢O implies Z ecg(c)¢O. 
ceC c~C 
In particular, note that a a-injective map g must be one-to-one and 
g(c) # -g(d)  for two distinct elements of C. Note that if g is a-preserving 
and a-injective then [a(C)l = la(g(C))l. 
Theorem 1.6 follows from 
THEOREM 10.1. Let a and b be positive integers and n=a+b.  Let 
B= {Cl, C2,...,Cb} be a set of positive integers of size b such that 
Ck/Ck_ 1 > 2n' -  1 for each k between 2 and b. Let A be any set of a positive 
integers disjoint from B. Then there is a map g from A w B to R b such that 
g is spanning, a-preserving, and a-injective. 
To deduce Theorem 1.6 from this, suppose that MAX chooses a set B 
that satisfies the hypotheses of Theorem 10.1 and that MIN chooses any set 
A disjoint from B. Then if g is the function whose existence is guaranteed 
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by Theorem 10.1, then [a(A w B)I = la(g(A u B))[ >~ sb(a + b) since 
g(A w B) is an antipode-free set of vectors of dimension b. 
So it suffices to construct he map g whose existence is asserted by 
Theorem 10.1. For a real number a, [a] denotes the closest integer to a, 
i.e., I-a-1/2-]. To each sequence x= (Xl, x2, ..., xk) of positive reals we 
associate a map a ~ a(x l ,  x2, ..., xk )  from R to R, given by 
a(  )=a 
a (x l  ) = a - xl [a/xl ] 
a (x l ,  x2 ..... xk)  = a(x l ,  x2 . . . . .  Xk--1 ) (Xk) ,  
and a map gX: R ~ R k + 1 given by 
gX(a) = (a, a(  xl ), a(  x l ,  x2), ..., a(  x l ,  x2, ..., xk ) ). 
For instance, if x= (28, 9, 1.5) and a=200 then gX(a)= (200, 4, 4, -0.5).  
Trivially, gX is a a-injective map for any x. Given A w B as in the 
theorem, let B= {el, c2 ..... Cb} and A = {Cb+I, Cb+2 ..... C,}. We construct 
a positive vector x e R b- 1 that satisfies the following two conditions for 
each l~<i~<b- l :  
P(i) For l<<.j<.b, 
cj( x~, x2, ..., x i )  = {O j 
if i< j~.  
if i>~j) '  
Q(i) For 1 <<.j<~n, 
[cj ( x l ,  x2 ..... xi)[ < xi/n. 
This suffices to prove Theorem 10.1 by the following: 
LEMMA 10.2. I f  x ~ R b 1 satisfies P(i) and Q(i) for 1 <~ i <<. b - 1 with 
respect to C = {ca, c2 ..... c,} then gX is spanning and a-preserving on C. 
Proof Conditions {A(i) I 1 ~< i <~ b-  1 } easily imply that imply that 
gX(c l )  , gX(c2)  . . . . .  gX(Cb) } spans R b. To see that gX is a-preserving on C, 
suppose that (es: 1 <<.j<<.n)~ {-1 ,0 ,  1} n with Z]=I ejcs=0. We show by 
induction on i that ~=le jc j (x l ,xz  ..... x i )=0.  For i=0  this is the 
hypothesis. Let i/> 1. Defining dj = cj (x l ,  x2, ..., xi_ 1 ), the induction 
hypothesis i Z]= a ejdj = 0. Thus 
~jC j (X l ,  X 2 . . . . .  Xi) = ej(dj-- [dJx i ]  xi) = - ej[dj/x,] xi , 
j= l  j= l  \ j= l  , '  
NUMBER OF DISTINCT SUBSET SUMS 255 
which is an integer multiple of xg and is therefore 0 since by condition Q(i), 
~= ~jCj<Xl,X2,'",Xi> ~ ICj<XI,X2,'",Xi>I < xi/n=xi. 
j 1 j= l  i=1 
This completes the proof of the lemma. | 
The sequence xl, x2, ..., xb ~ is constructed inductively as follows. We 
assume that Xl,X2 .... ,Xi_l have been chosen to satisfy {P(h): l~<h~< 
i -1}  and {Q(h): 1 <~h<~i-1} and choose xg so that P(i) and Q(i) are 
both satisfied. For 1 ~<j~< n, let dj = cj <xl, x2 ..... xi_ 1> as above. 
P( i -  1) implies that for 1 <~j<~b 
dj={O if j< i~ 
cj if j>~i)" 
Let rj = dj/d, = djc,  for 1 ~< j ~< n. 
CLAIM. I f  m is an integer such that 
l << m << n "-  I (lO.1) 
and 
[r jm-[ - r jm][<l /n  for l<~j<~n (10.2) 
then xi = c jm satisfies P(i) and Q(i). 
Proof of Claim. It is easy to check that (10.2) is simply a reformulation 
of Q(i). Now for P(i) to be satisfied we need 
if j<~i 
if i<j<~bJ" 
For j~< i -1 ,  dj = 0 so this is trivial. For j=  i, d jx i=  m is an integer 
so d j -  [ dj/xi] xi=0.  For i < j <~ b, d j -  [ dj/xi] x,= c j -  [ cjm/ci] c jm = @ 
since [cjm/ci[ < [m/2n"-1] ~< 1/2 implies [cjm/ci] = O. 
So it suffices to show the existence of m satisfying (10.1) and (10.2). This 
is obtained by the Dirichlet pigeon-hole argument [-2, p. 156], as follows. 
Partition [-0,1) into n intervals {Ih:O<~h<~n--1}, where Ih= 
[h/n,(h+l) /n) .  For any real number y, let I (y) be the interval Ih 
containing y-my_]. For any integer k, let A(k) be the sequence (I(kq), 
I(krz), ..., I(krn)). Note that I(kr~)= I o so there are at most n n 1 possible 
values for A(k). By the pigeonhole principle, there exist integers ml < m2 in 
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the range [1, 1 +n n-l] such that A(ml)=A(m2). We claim m=m2-m,  
satisfies (10.1) and (10.2). Trivially m<~n -1. Now we have for 1 <>j<~n 
I(m2r s -  [_m2rjJ)- (mlr j -  Lm~rjJ)l < 1/n. 
Letting p = [_m2rj_J - Ira1 rj_J we have 
Imrj- pl < 1/n 
and thus p = Lmrfl, and (10.2) holds. 
This completes the construction of Xl, x2 ..... xb_l satisfying P(i) and 
Q(i) for 1 ~< i~ b -  1 which, with Lemma 10.2, proves Theorem 10.1. 
XI. OPEN PROBLEMS 
One obvious question is to determine all of the s-critical indices and thus 
exactly determine the function sp(n). We believe that there probably are 
not very many, but we do not know any reasonable way (short of 
enumerating many cases) to show this. 
The results of Theorems 1.2, 1.4, and 1.5 give the minimum of [a(A)[ 
over sets (multisets) of vectors A of size n and rank d subject to certain 
restrictions. The problem can be investigated under other natural 
restrictions on A. A set of vectors is multiple-free if it does not contain two 
vectors v and w that are scalar multiples of each other. 
Question 11.1. What is the minimum of I(r(A)[ over multiple-free 
subsets A of size n and rank p? 
Another problem is to extend Theorem 3.1 to higher dimensional cases: 
Question 11.2. Let p<~t be positive integers and mn,,m2 ..... rn, be a 
sequence of positive integers. Suppose that M is a multiset with rank p and 
support of size t, such that the ith vector has multiplicity mi. What is the 
smallest hat la(M)l can be? 
Analogous questions can be posed for subsets of finite Abelian groups. 
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