In medical research, while carrying out regression analysis, it is usually assumed that the independent (covariates) and dependent (response) variables follow a multivariate normal distribution. In some situations, the covariates may not have normal distribution and instead may have some symmetric distribution. In such a situation, the estimation of the regression parameters using Tiku's Modified Maximum Likelihood (MML) method may be more appropriate. The method of estimating the parameters is discussed and the applications of the method are illustrated using real sets of data from the field of public health.
Introduction
Often in medicine, a relationship is established between a response variable y, which depends on the r covariates x1, x2, …, xr, which are independent of each other, so that, in total, there may be (r + 1) variables. In classical regression model, the response variable y is treated as a random variable whose mean depends upon fixed variables of the xi's. The mean is assumed to be linear function of the regression coefficients α, β1, β2, … , βr.
The linear regression model also arises in a different setting. Suppose all the variables y, x1, x2, …, xr are random and have a joint distribution 12 ( , , ,..., )
which is not necessarily normal so that 
For this, consider the family of student's tdistributions. The method, which has been developed here, is, of course, general and can be used for other families of location-scale distributions of the type (5).
Likelihood equations
Suppose that the covariate xi (i=1,2,…,r) has the symmetric distribution with the density given by
. Assume that pi is known.
For pi = 5, (9) is almost indistinguishable from logistic distribution, because the two distributions are both symmetric and have first four moments common (Pearson, 1963) . If the two distributions are plotted, it will be seen that one sits almost on top of the other. It may be noted that   Barnett, 1966; Lee et al., 1980; Tiku and Suresh, 1992; Vaughan, 1992) . Instead the Tikus method of modified likelihood (MML) estimation was employed, which gives explicit estimators and involves replacing intractable terms by linear approximations. Because this method is already well established 450 and is known to produce estimators which are fully efficient for large n (Tiku, 1970; Bhattacharyya, 1985) and almost fully efficient for small n (Tiku et al, 1986; Tiku and Suresh, 1992; Vaughan, 1992 Vaughan, , 1994 .
Modified Maximum Likelihood
Consider the i th covariate of a random sample of size n denoted by x1i, x2i,…,xni from any location-scale distribution with density given by
For simplicity of notation, suppress the suffix i and consider f to be a student t density. Then the likelihood equations for estimating  and  corresponding to each covariate are   
Equations (12) do not provide explicit solutions. Following Tiku-Suresh (1992) ; Vaughan and Tiku (2000) , the first step is to express these equations in terms of order statistics (1)
. Because complete sums are invariant to
Under appropriate regularity considerations which are very general in nature,
can be replaced by linear approximations given by the first two terms of Taylor series expansions (Tiku, 1967 (Tiku, , 1968 Tiku and Suresh, 1992; Kambo, 1992, Vaughan, 1992; Vaughan and Tiku, 2000) , so that
Thus, the modified equations are obtained, i.e.
Equations (15) have explicit solutions, which are called modified maximum likelihood (MML) estimators. Note that the ML and MML estimators are asymptotically equivalent.
For
This method gives the following MML estimators (see Tiku and Suresh, 1992; Tiku and Kambo, 1992; Vaughan, 1992; Vaughan and Tiku, 2000; Tiku et al, 2008) 
Tables of the value of () j t are available for p=2(.5) 10 and n ≤ 20 (Tiku and Kumra, 1985) . For n > 20, () j t are obtained from the equation
In evaluating (21), it should be noted that
has student's tdistribution with 21 p   degrees of freedom. It may be of interest to note that in deriving the estimators  and  given by the equations (17)-(20), the method of MML estimation for p <  automatically gives small weights to extreme order statistics close to the center. It is precisely due to this fact these estimators are robust to reasonable departures from the true value of p in (16). In most applications, therefore, it is not very important to pinpoint the true value of p and use it in all derivatives. Any reasonable value of p gives almost optimal results.
A Q-Q plot can be employed to give a reasonable value closure (if not exactly) the true value of p corresponding to covariate x (Tiku et al, 1986, p.277 
Relation (22) provides for the measurement of dependency of the response random variable on the random covariates ( 1, 2,..., ). 
The inverse of 1 V and 2 V matrices provides the elements of the precision and covariance structure of the estimated coefficients.
The estimated values of the parameters obtained above are used in relation (7) and (8) are obtained using delta method (Serfling, 1980) x and s being optimal under the assumption of normality.
Examples Example 1
Consider the part of the data set pertaining to 20 male insulin-dependent diabetic patients as provided in Dobson (1990, p. 69) , which is reproduced in Table 1 . 33  33  100  50  31  108  40  47  92  51  61  85  37  49  135  30  63  130  27  35  144  36  40  127  30  46  140  41  50  109  43  52  101  42  64  107  34  62  95  46  56  117  48  23  101  24  61  100  30  32  98  35  48  118  38  42  105  37  28  102 In this sample, the goal is to establish the relationship between the response variable y (amount of carbohydrate) and the two covariates 1
x (age) and 2 x (body weight, relative to "ideal" weight for height) using the linear regression model (6) which takes the form
Here, it is assumed that, in relation (1), the conditional distribution of the response random variable y is normal; however, the covariates follow independently non-normal symmetric distribution. The model (31) is fitted using above described modified maximum likelihood method.
First obtain the values of 1 p and 2 p corresponding to the two covariates 1 x and 2
x using Q-Q plots, where the order statistics 1( ) j x and 2( ) j x were plotted separately against 1( ) j t and 2( ) j t respectively, j = 1,…,n for different values of p as given in Tiku and Kumra (1985) . The values of 1 5 p  and 2 7 p  provided an approximate straight line patterns which determined the appropriate types of densities in (16). Once 1 p and 2 p are known, then using the equations (17) Table 2 . Table 2 . MML estimates of the parameters and their standard errors for the data set in Table 1   Table 3 . MML and ML estimates of the parameters and their standard errors for the data set in Table 1 Param. Using the estimated values in Table 2 in relation (7) and (8), obtain MML estimates of the regression parameters 1 ,  and 2  . Use of delta method as described in (30) provided the asymptotic standard errors; also these parameters based on usual maximum likelihood method were estimated. The results, obtained under the two methods are summarized in Table 3 . The analysis in Table 3 reveals that the MML estimates of the regression parameters for the data set in Table 1 
Example 2
Consider another data set from Murray (1937 ), reproduced in El-Saidi (1995 as shown in Table 4 . The data provides 11 observations on the number of male flies died after twenty minutes exposure to pyrethrum at various concentrations.
The main objective is to describe the probability of success j p as a function of dose j x . In literature, such type of analysis are carried out usually considering either probit or logit models (Cox, 1970) . However, the logit model is preferred to a probit model due to two primary reasons (Hosmer and Lameshow, 1989) : from mathematical point of view, it is an easily used function, and it leads to itself to a biological meaningful interpretation. (Nelder and Wedderburn, 1972; McCullagh and Nelder, 1989 
The relation (33) is known as binary logistic model with probability of success pj, this belongs to the standardized logistic distribution which is symmetric in nature (Rao and Toutenburg, 1995, p. 263) .
In order to estimate the unknown parameters α and β in (32), usually ML method is used. The technique involves the solution of the likelihood equations, which have no explicit solutions and have to be solved by interactive procedures. Solving these equations is, therefore, tedious and time consuming. Therefore, these parameters are estimated using MML method.
For this, consider the link function i.e. log odds as a response variable and in the likelihood function (11) were obtained. The estimated values of the variances and co-variances were obtained using these values in second partial derivatives of the likelihood function (11) and solving for the inverse of the information matrix (29). The estimated values of the parameters and their standard errors involved in the likelihood function (11) with p =5 for the data set in Table 4 are shown in Table 5 . Using these estimated values of the parameters in relation (7) and (8), obtain the MML estimates of the parameters  and  of the logistic model (33). The use of delta method (30) gave the asymptotic variances of  and  . The ML estimates of these parameters and their variances under the logit model (32) were also obtained using iterative procedures viz; Newton-Raphson method (Cox, 1970, Chapter 2) . The results obtained under the two procedures are summarized in Table 6 .
These analyses also reveal that the MML estimates of the regression parameters α and β for the data set in Table 4 are very close to the values obtained using maximum likelihood method, as expected. This study used Tiku's modified maximum likelihood method for carrying out regression analysis when the underlying distributions of the data set have nonnormal symmetric distributions. The method yields estimators which are explicit functions of sample observations and are numerically very close to the maximum likelihood estimators and equally efficient.
