Introduction
Inertial confinement fusion (ICF) has been actively pursued in laboratories since the concept 1 was invented in 1972. In the conventional "hot-spot" ignition scheme, ICF capsules, consisting of a solid deuterium-tritium (DT) layer covered by an ablator, are driven to implode either by x rays in a hohlraum [2] [3] [4] or directly by lasers. 5, 6 If properly designed, ICF targets can be compressed by shock waves and the spherical convergence to form an extremely dense (>1000# solid density) shell surrounding a high-temperature core (hot spot). A properly assembled core with an extremely high pressure (>100 + 300 Gbar) makes it possible not only to produce sufficient a particles from DT fusions but also to "bootstrap" the heat (a-particle stopping) in the hot spot. 7 If this occurs, a fusion burn wave could quickly propagate through the dense shell 8 and a net energy gain would be expected.
Designing and understanding ICF experiments rely on radiation-hydrodynamics simulations, [9] [10] [11] [12] in which an accurate knowledge of properties of relevant materials (both DT fuel and ablators) under high-energy-density (HED) conditions is a prerequisite. To be specific, the equation of state (EOS) is needed to close the hydrodynamic equations. 13 The compressibility of material is determined by its EOS. 14 Besides the static EOS, an accurate knowledge of transport properties, such as thermal conductivity and viscosity, is also necessary for understanding the heat transport [15] [16] [17] and energy dissipation. In addition, the opacity of imploding capsules determines the radiation energy transport, which is also important in ICF simulations. Finally, the a-particle stopping power [18] [19] [20] of DT plasmas is also a prerequisite for ICF ignition simulations. The accuracy of these properties can affect the reliability of ICF target designs given that the margin for ignition to occur is usually quite small. [21] [22] [23] [24] have revealed that the minimum laser energy scales as E L ? a 1.9 , with the adiabat a conventionally defined as the ratio of plasma pressure to the Fermi-degenerate pressure. This implies that to reduce the laser energy required for ignition, the imploding DT shell should be kept in a lower adiabat. Namely, maintaining a relatively lower temperature (T -0.1 to 0.2 # T F , where T F is the Fermi temperature) in the imploding DT capsule is key to obtaining higher compression and a larger energy gain for particular laser energy. As an example, the typical "path" of an imploding DT capsule on the temperature and density plane for a low-adiabat implosion (a = 1.5 to 3) is shown in Fig. 141 . 23 . The in-flight DT shell in a low-adiabat implosion travels through a plasma region denoted as "warm dense matter" (WDM). Typically, the WDM regime for DT spans a density range from t = 1 to 200 g/cm 3 and temperatures of T = 1 to 200 eV, in which strong coupling and electron degeneracy are expected to be important. Warm dense plasmas are generally characterized by the Coulomb coupling parameter C = q 2 /(4re 0 r s k B T) and the electron degeneracy parameter i = T/T F , with the charge q, the Boltzmann constant k B , and the interparticle distance r s = (3/4 rn) 1/3 for the particle density n. For WDM, C $ 1 and i # 1. Even for the simplest element of hydrogen, accurate calculations of its properties in the WDM regime have been challenging in the past. Gas Gas Solid Solid Figure 141 . 23 The density and temperature "path" of a low-adiabat imploding DT capsule to ICF ignition.
Studies of ICF ignition target designs

Impact of First-Principles Properties of Deuterium-Tritium on Inertial Confinement Fusion Target Designs
The many-body and quantum nature in such a complex system presents difficulties in handling WDM plasmas. Historically, approximate models were used to estimate the plasma properties in the WDM regime. For example, the extensively used SESAME EOS library 25 of DT and its updated version known as "Kerley03" 26 that is based on the chemical model of matter. 27 Although they have gained wide acceptance for a wide range of EOS parameters, such models may not be accurate enough to simulate WDM plasmas, especially for the old SESAME EOS that was widely used in hydrocodes. The thermal conductivity models, including the Lee-More model 28 and the PURGATORIO package, 29 are also extensively used in ICF simulations. These thermal conductivity models are based either on the first-order approximation to the Boltzmann equation or an average-atom scheme. They do not account fully for the many-body coupling and degeneracy effects in the WDM regime. Another example is the opacity of warm dense plasmas. The traditional astrophysics opacity table (AOT) 30 as well as the OPAL opacity project, 31 both of which were built for astrophysics applications, do not provide data in the WDM regime. Historically, the cold opacity of materials was patched for the WDM plasma condition in hydro simulations. Therefore, it is natural to ask how these approximated models may affect ICF simulations of low-adiabat implosions.
Taking advantage of the recent developments in first-principles (FP) methods, many studies on the properties of warm dense plasmas have been performed for both ICF applications and HED experiments in general. For instance, the EOS of deuterium/hydrogen has been investigated extensively using the path-integral Monte Carlo (PIMC) method, 32-37 the quantummolecular dynamics (QMD) simulations, [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] and the coupled electron-ion Monte Carlo method. 50 These state-of-art calculations provided benchmarks for experimental measurements of the shock Hugoniot of hydrogen and deuterium. [51] [52] [53] [54] [55] [56] [57] [58] In addition to the focus on the static EOS, the transport properties of warm dense hydrogen and its isotopes have also been revisited in recent years by FP simulations, especially the thermal/electric conductivities [59] [60] [61] [62] [63] [64] [65] and the viscosity. 64, 66, 67 Significant differences (by a factor of 3 to 10) in the WDM regime have been revealed between these models and the FP calculations of the thermal conductivity. In turn, these FP results have been used to improve the physics models 68 implemented in ICF hydrocodes. In addition, the electron-ion thermal equilibration has also been re-examined for ICF-relevant plasma conditions in recent years. [69] [70] [71] [72] [73] [74] [75] Most recently, the opacity of warm dense deuterium has been systematically investigated by QMD calculations 76 for the full range of t/T conditions covering the ICF implosion path. Again, orders-of-magnitude differences were identified when compared to the cold opacity that was patched to the AOT for ICF simulations. These FP calculations have been benchmarked with available experimental data of the principal Hugoniot and its optical reflectivity measurements. 77, 78 Besides the extensive studies of DT fuel, the FP methods have been applied to investigate the properties of ICF ablator materials such as plastic polystyrene (CH), [79] [80] [81] [82] polyethylene, 83 beryllium and its mixture with CH, 63 as well as carbon. 84, 85 The goal is either to systematically build complete tables of material properties under HED conditions or to perform FP calculations for a certain range of densities and temperatures to guide model improvements. Most importantly, these FP calculations can provide self-consistent properties of warm dense plasmas, while the self-consistency was often missing among the physics models adopted for ICF simulations. On the experimental side, ICF and HED experiments 86, 87 equipped with accurate diagnostic tools such as x-ray Thomson scattering 88, 89 have begun to provide detailed tests of various theoretical calculations.
Combining the FP methods of PIMC and QMD, we have systematically investigated the properties of deuterium over a wide range of densities and temperatures that fully cover the ICF implosion path. By mass scaling, the properties of DT can be derived from the deuterium properties. In previous publications, we have established the FP equation-of-state (FPEOS) table, 36,37 the thermal conductivity (l QMD ), 65 and the FP opacity table (FPOT) 76 of the DT fuel for ICF applications. In this article we focus on their combined effects on the hydro predictions of ICF target designs by comparing them with the traditional model simulations. We found that the onedimensional (1-D) predictions of ICF implosions, by comparing the FP-based properties of DT and traditional models, can change by up to a factor of +2.5 in terms of neutron yield and energy gain; the lower the adiabat o f an imploding DT capsule, the more deviations expected. A reliable design of ICF ignition targets demands the use of the FP-based properties of DT.
This article is organized as follows: The next two sections (1) describe the two FP methods of PIMC and QMD and (2) the first-principles-based EOS, thermal conductivity, and opacity of warm dense deuterium compared with available experiments, other ab initio calculations, and the traditional model predictions. The significant discrepancies are also illustrated among these comparisons. The combined effects of these FP-based properties to ICF target designs are then presented by hydro-simulation comparisons of ICF implosions on both the OMEGA laser and the National Ignition Facility (NIF).
Finally, these results are summarized and future FP studies on ICF-relevant ablator materials are briefly mentioned.
The First-Principles Methods of PIMC and QMD for Warm Dense Plasmas
Understanding the properties of warm dense plasmas is challenging because of the many-body coupling and quantum degeneracy effects intrinsic to such complicated systems. It demands the full treatment of both effects using the fundamental principles governing a quantum many-body system. Among the various FP methods, PIMC and QMD have been extensively applied for studies of warm dense plasmas. Each of the two FP methods is briefly described in the following subsections.
Path-Integral Monte Carlo
A many-body quantum system in thermodynamic equilibrium can be described by the density matrix
z n the eigenstates, and E n the eigenenergy of the system. The eigenstates of an interacting quantum system are unknown, however, and no efficient numerical method exists to indirectly compute the density matrix. The fundamental idea of the path-integral approach is based on the convolution property of , ; .
Namely, the density matrix at temperature T can be expressed as a convolution of density matrices at an M times higher temperature, M # T :
, ; , ; .
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At a high temperature, the correlation effects betwee n particles are small and a very good approximation for the density matrix exists. 90 The path integral is needed to recover the full correlation effects at a lower temperature. The integral on the right-hand side of Eq. (1) can be interpreted as a weighted average over all paths that connect the points R and R . l R is a collective variable that denotes the positions of all particles R = {r 1 ,…r N }. b represents the length of the path in "imaginary time," and Db = b/M is the size of each of the M time steps. In PIMC calculations, electrons and ions are treated on equal footing as paths, which means the quantum effects of both species are included consistently, although for the temperatures under consideration, the zero-point motion and exchange effects of the nuclei are negligible.
One can consequently interpret the positions R 1 …R M-1 as intermediate points on a path from R and .
Rl The multidimensional integration over all paths in Eq. (1) can be carried out efficiently by the Monte Carlo method. 91 Observables associated with an operator O t can be derived from
For the kinetic and potential energies, E K and E P , as well as for pair correlation functions, only diagonal matrix elements R R = l _ i are needed.
Since electrons are fermions, their fermionic character matters for the degenerate plasma conditions under consideration. This implies that one must construct an antisymmetric many-body density matrix, which can be derived by introducing a sum of all permutations P and then also include paths from R to P .
Rl While this approach works well for bosons, 91 for fermions each permutation must be weighted by a factor (-1) P . The partial cancellation of contributions with opposite signs leads to an inefficient algorithm when the combined position and permutation space are sampled directly. 91 This is known as the Fermion sign problem, and its severity increases as the plasma temperature decreases (becoming more degenerate). In our PIMC calculations, we deal with the Fermion sign problem by using the free-particle nodes, 92 although the nodes of a variational density matrix 93 have also been employed in other PIMC computations. 94, 95 The details of our PIMC simulations of warm dense deuterium can be found in previous publications. 36, 37 In PIMC simulations, we approach the low-T density matrix from the known high-T ones through multidimensional integrations along the "temperature path." As the plasma temperatures decrease, the Fermi-sign problem prevents the efficient evaluation of the multidimensional integrations in the combined position and permutation space. Therefore, the lowest temperatures in our restricted PIMC calculations have only reached T -0.1 to 0.2 # T F . For even lower plasma temperatures, other FP methods should be used. The QMD method is one of the FP methods that can handle low-T plasmas.
Quantum-Molecular Dynamics
The QMD method is based on the finite-temperature density functional theory. [96] [97] [98] The many-electron system in a plasma can be described by a wave function W(r 1 ,r 2 ,…r N ), which satisfies the following Schrödinger equation (atomic units used throughout):
The second term in Eq. (3) is the electron-ion interaction, while the third term describes the Coulomb repulsion among electrons. To solve the above Schrödinger equation, a tractable way is to map the many-electron wave function onto a oneelectron basis, , , , , , . r r r r r r
The Kohn-Sham density functional theory 96, 97 (DFT) is an efficient "mean-field" theory for many-electron systems, in which the total wave function takes a product form of individual one-electron "orbital," W i (r). By doing so, Eq. (3) can be casted into the well-known Kohn-Sham equation for the orbital W i (r):
with the electron density and the Hartree term defined as
Since the exchange-correlation term V xc and the Hartree term depend on the electron density t(r), which is again a function of }(r), the Kohn-Sham equation can be solved in a selfconsistent way. Together with the ionic force, the resulting electronic force is then used to drive the classical ionic motion through Newton's equation under the Born-Oppenheimer approximation (in a QMD step).
Our QMD simulations have been performed within the Mermin's finite-temperature DFT, 98 which was implemented in the Vienna ab initio simulation package (VASP) 99,100 using a plane-wave basis. The generalized gradient approximation (GGA) with the Perdew-Burke-Ernzerhof (PBE) exchangecorrelation function 101 is employed in our QMD simulations. The electron-ion interaction is modeled by either the projector augmented wave (PAW) pseudopotentials or the pure Coulomb potential. The system was assumed to be in local thermodynamic equilibrium with equal electron and ion temperatures (T e = T i ). The isothermal ensemble was used for our QMD simulations in which the number of particles, volume, and temperature was kept constant. For periodic boundary conditions, the electron wave function can be described by Bloch waves, consisting of products of plane waves with different momenta k and a periodic function of space. Each k point in the first Brillouin zone uniquely defines every Bloch state. For each QMD step, a set of electronic wave functions for each k point is self-consistently determined for a given ionic configuration. Then, the ions are moved classically with a velocity Verlet algorithm, according to the combined ionic and electronic forces. The ion temperature was kept constant through simple velocity scaling. Repeating these QMD steps, a set of self-consistent ion trajectories and electronic wave functions can be found. These trajectories provide a self-consistent set of static, dynamic, and optical properties of warm dense plasmas. The details of our QMD simulations of warm dense deuterium plasmas can be found in recent publications. 65, 76 3. Calculating Plasma Properties from PIMC and QMD Simulations For PIMC simulations, only the EOS was derived. The total internal energy follows from E = E K + E P , where E K and E P are the kinetic and potential energies, respectively. The pressure P can be obtained from the virial theorem for Coulomb systems,
with the volume V. The tabulated FPEOS of deuterium from PIMC calculations can be found in Ref. 37 . In QMD simulations, the EOS of warm dense deuterium was calculated in a straightforward fashion by evaluating the electron term, then adding the contribution from the classical ions. Using QMD simulations, we have extended the PIMC-derived FPEOS table from the PIMC's lowest temperature of T = 15,625 K down to a much lower temperature of T = 1000 K for most of the density points (t D $ 0.1 g/cm 3 ). Dynamical and optical properties are determined from the QMD trajectories by calculating the velocity dipole matrix elements. Namely, from the resulting QMD trajectories, we choose uncorrelated snapshots of these configurations to calculate the velocity dipole matrix elements D mn using the wave functions. The quantity D mn is then applied to compute the frequency-dependent Onsager coefficients within the Kubo-Greenwood formalism: 102
where V = 1/t is the atomic volume, E m (E n ) is the energy of the mth (nth) state, and H is the enthalpy per atom of the system. The quantity of F mn is the difference between the Fermi-Dirac distributions for states m and n at temperature T. The Onsager coefficients essentially determine the transport and optical properties of the system.
To calculate the electron thermal conductivity of a plasma, the linear response of the plasma to an electric field E and a temperature gradient dT is considered. The resulting electric current j e and the heat flux j q can be expressed as
For plasmas having no electric current (j e = 0), the above equations in combination with the definition of j q = -ldT give the thermal conductivity (in atomic units of
with the Onsager coefficients given by L ij in Eq. (6). If there is no temperature gradient (dT = 0), Eq. (7) reduces to the Ohm's law with the real electrical conductivity of v 1 = L 11 .
The opacity calculations rely on the evaluation of the frequency-dependent absorption coefficient a K (~), which is related to the electrical conductivity and the index of refraction (n) of the plasma:
with the speed of light c. To calculate the refractive index n, we start from the real part of the electrical conductivity,
, and determine the imaginary part from the principal value integral:
The dielectric function e(~) = e 1 (~) + ie 2 (~) can be calculated from the following expressions:
, . 
The frequency-dependent reflectivity is given by
with the refraction index n 0 of the ambient environment (n 0 = 1 for vacuum). Finally, the mass absorption coefficient (a m ) is equal to the absorption coefficient (a K ) divided by the mass density: 103 . ncn
The "bar" over v 1 and n stands for averaging over the uncorrelated configuration snapshots being sampled. We found that five to ten snapshots generally give a good statistic with variation less than +5%.
Under the multigroup diffusion approximation, the Rosseland (K R ) and Planck (K P ) mean opacities are used for the radiation transport and emission calculations in hydrodynamic simulations. The grouped Rosseland and Planck mean opacities are defined as for a group of photon energies between  1 and  . 2 Here, the Planck function
depends on the emitting photon energy and the plasma temperature. Integrating the frequency from ~1 = 0 to ~2 = 3 , one obtains the total Rosseland and Planck mean opacities.
Comparisons of FP-Based Properties of Deuterium with Experiments and Models
With the PIMC and QMD methods, we have calculated the EOS, thermal conductivity l, and opacity of deuterium for a wide range of densities and temperatures. From the combined PIMC/QMD calculations, the FPEOS table 36, 37 covers the deuterium plasma conditions of t = 0.002 to 1596 g/cm 3 and T = 0.086 eV to 5.5 keV. While for QMD calculations of l and opacity, we have considered the deuterium plasma ranges of t = 0.1 to 673.5 g/cm 3 and T = 5000 K up to the Fermi temperature T F . These density and temperature points fully cover the typical shell conditions in low-adiabat ICF implosions. It is noted that DFT-based QMD and PIMC results have been combined in the past for the shock Hugoniot studies of hydrogen, 34 helium, 94, 95 carbon, 84 and water. 81 In this section, we compare the FP-calculated properties of deuterium plasma with both model predictions and available experimental data.
In Fig. 141 .24, our PIMC/QMD-predicted (a) pressure and (b) energy are plotted as a function of the plasma temperature for the case of t D -7.391 g/cm 3 . They are compared with a recent ab initio calculation, 48 using a different molecular-dynamics code (ABINIT 104 ), which combines both the orbital-based and orbital-free density functional theories (QMD-OFMD). The solid red circles represent our QMD results, while the open blue squares represent the PIMC calculations and the open green diamonds are those given by Wang et al. 48 It is noted that all the internal energies shown are referenced to the ground-state energy (E 0 = -15.886 eV) of a D 2 molecule. Figure 141 .24 shows that in the warm dense regime, where both PIMC and QMD are valid, the two calculations result in almost identical EOS values. The PIMC simulations, however, are applicable only to T + 10 eV for this density because as the plasma temperature decreases, the Fermi-sign problem in PIMC prevents the efficient evaluation of degeneracy effects. In the low-T regime (T < 0.2 # T F ), the QMD results are complimentary to the PIMC results. Overall, our combined EOS results from PIMC/QMD simulations compare well with the values given by QMD-OFMD calculations. 48 As expected, Fig. 141.24(a) shows almost constant pressures at T % T F . This is attributed to the dominant electron degeneracy pressure at plasma temperatures well below the Fermi temperature (T F -61.9 eV for this density). Figure 141 .25 compares the FPEOS-predicted Hugoniot of deuterium with extensively used EOS models of SESAME 25 and the updated Kerley03, 26 as well as the laser-shock experiments by Hicks et al. 57 and by Boehly et al.; 105 the Z-machine data by Knudson et al.; 54, 55 and that of Boriskov et al. 106 The pressure of shocked deuterium is plotted as a function of the compression (t/t 0 ). The Hugoniot temperatures are marked in Fig. 141.25(a) . Figure 141 . 25(a) indicates that the FPEOS-predicted Hugoniot is softer than SESAME at P < 2.5 Mbar (1 Mbar = 100 GPa), while it is stiffer in the pressure range of P = 2.5 to 100 Mbar. The improved Kerley03, with including the molecular dissociation, quantum corrections, and a new ionization equilibrium model, gave Hugoniot values that were overall closer to the FPEOS. The slightly softer behavior is still seen, however, in Kerley03 at pressures of P -2.5 to 10 Mbar, and the similar stiffer behavior at low pressure (P = 0.5 to 2 Mbar) is still less favorably compared with laser shock experiments than the FPEOS in this low-T range, as indicated by Fig. 141.25 The normalized (a) pressure and (b) energy as a function of deuterium density for a plasma temperature at T -10.77 eV are compared among FPEOS, SESAME, Kerley03, and the classical Debye plasma model. The normalization is done with P id and E id , the total pressure and energy, respectively, for the ideal Fermi gas of electrons and the classical ions. One sees that at very low densities the plasma is approaching a classical ideal gas; while as the density increases, both the pressure and energy decrease, which manifests the increasing Coulomb interactions among electrons and ions. Both reach a minimum at densities of several g/cm 3 for this temperature (T -10.77 eV), where the warm dense regime is located. As the density continues to increase, the Fermi degeneracy of electrons starts to become more dominant than electron-ion interactions so that the ideal Fermi gas is being approached. Namely, the ratios of both P/P id and E/E id gradually increase toward +1 at high densities. As can be seen in Fig. 141 .26, the SESAME model underestimates the electron-ion Coulomb interactions, even in the classical regime (t D < 0.1 g/cm 3 ). The improved Kerley03 and the classical Debye model better agree with the FPEOS in this low-density regime. The Debye model fails as plasma density increases to above 0.1 g/cm 3 because of its overestimated electron screening and the lack of electron degeneracy. In the warm dense regime of t D -1 to 10 g/cm 3 , both the SESAME and Kerley03 models underestimated the Coulomb interactions between electrons and ions. In contrast to the FPEOS, both gave higher pressure and energy in this regime. The Kerley03 model showed an unphysical pressure bump around t D = 1 to 3 g/cm 3 , which has also been noticed and modified in a recent EOS study at Livermore. 46 In Fig. 141 .27, the normalized (a) pressure and (b) energy are plotted as a function of plasma temperature for the deuterium density of t D = 7.391 g/cm 3 . The SESAME model underestimates the pressure at low temperatures (T < 1 eV). As the plasma temperature increases to the high end, the system exhibits classical behavior as expected. In the warm dense regime (T -10 to 50 eV for this density), SESAME disagrees more with the FPEOS than the improved Kerley03, especially for the energies illustrated by Fig. 141.27(b) .
For the transport and optical properties of warm dense deuterium, there were no direct measurements of thermal conductivity and opacity for the various densities and temperatures explored here. However, the optical reflectivity measurements 77, 78 along the principal Hugoniot have been performed on both Nova and OMEGA, which enable us to make direct comparisons with our QMD calculations. In Figs. 141.28(a) and 141.28(b), the optical reflectivity versus the shock speed has been compared with both the recent OMEGA experiment 78 and an earlier Nova experiment 77 for different VISAR (velocity interferometer system for any reflector) wavelengths of m = 532 nm and m = 808 nm, respectively. The OMEGA experiments were taken from a decayed shock in deuterium for many shots. The experimental results are in good agreement with our QMD calculations. The early Nova experiment also compares well with other ab initio calculations. 41, 43 This experimental confirmation lends credence to the L 11 coefficients produced in our QMD studies of reflectivity and, in turn, to the other self-consistently calculated Onsager coefficients that determine thermal conductivity as well as the opacities. ) widely used in hydrocodes, we find l QMD is higher by a factor of 3 to 10 in the warm regime (T < T F ). Such l enhancement in the WDM regime has also been observed in previous publications. [59] [60] [61] [62] [63] [64] To apply these FP-based l QMD to ICF simulations, we have fit the l QMD results by the following formula: 65 ln .
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This fifth-order polynomial function of coupling and degeneracy parameters (C,i) has been fit with the l QMD data using multivariable least-square fit. To allow l QMD to converge to l LM at the ideal plasma conditions (C % 1 and i & 1), we have added high-temperature points from l LM into the data set for the global fitting. The resulting fitting parameters are expressed in Table141.II. Overall, the global fit with the above parameters, depicted by Fig. 141 .29, gives only a small error of +5%. The Finally, we examine the QMD-predicted opacities by comparing them to the cold-opacity-patched AOT in Figs. 141.30 and 141.31 for the deuterium density t D = 7.391 g/cm 3 . It is noted that the cold-opacity-patched AOT is currently used in our hydrocodes for radiation-transport simulations with the multigroup diffusion scheme. The total Rosseland opacity is plotted in Fig. 141 .30 as a function of the plasma temperature.
As the plasma temperature approaches T F , the QMD opacity at T = 43.09 eV converges to the AOT value. Below +30 eV, no data exist in the AOT for the warm dense regime. Historically, the cold opacity of solid deuterium had been patched into the AOT for ICF hydro simulations. Figure 141 .30 illustrates that the QMD opacities in the WDM conditions are much higher than the cold opacities. Namely, the density-scaled cold opacities significantly underestimated the photon absorption of warm dense plasmas. This is understandable because as deuterium is compressed to this density (>35# compression) from solid D 2 and warms up to above +10,000 K, energy gaps are filled and the density of states increases in such systems. As a result, photon absorptions become more probable than the cold solid case, leading to higher opacities. The total Rosseland opacity of deuterium as a function of the plasma temperature at a density of t D -7.391 g/cm 3 , which are compared between the cold-opacity-patched AOT and the QMD calculations. ties from QMD calculations become overall higher than the cold-opacity values. For photon-energy groups of hv < 2 keV (important to ICF), the QMD opacity is enhanced by a factor of 3 to 100, depending on hv. When the plasma temperature increases to T = 43.09 eV, Fig. 141 . 31(b) indicates that both the QMD and AOT opacities begin to agree with each other over a wide range of photon energies, except for the first two groups at hv = 50 eV and hv = 85 eV.
The first-principles opacity tables (FPOT) of deuterium and DT have been built from these QMD calculations for a wide range of densities (t D = 0.5 to 673.518 g/cm 3 ) and temperatures (from T = 5000 K up to the Fermi temperature for each density point). 
Impact of FP-Based Properties of DT on ICF Target Designs
With these FP-calculated tables of FPEOS, FPOT, and l QMD of DT (mass scaled from the deuterium properties) being implemented into our hydrocodes, we have investigated their combined effects on the 1-D prediction of ICF implosions through radiation-hydrodynamics simulations. The traditional physics models used in our 1-D hydrocode LILAC 107 were the SESAME for EOS, the Lee-More thermal conductivity (l LM ), and the cold-opacity-patched AOT. We first examine a typical OMEGA implosion in Figs. 141.32 and 141.33. The cryogenic DT target with a diameter of z = 865 nm [shown in Fig. 141.32(a) ] consists of a thin (7.5-nm) double-layer plastic ablator and a 40-nm layer of DT ice. The 3.7-nm outer layer of Si-doped CH is used to reduce laser imprints. 108, 109 The OMEGA target is driven by a triple-picket laser pulse 12,110,111 with a total energy of +26 kJ, illustrated by Fig. 141.32(b) . The peak laser intensity is +10 15 W/cm 2 . The properly timed pickets set up a low-adiabat capsule for the main pulse to implode.
In Fig. 141 .33 the hydro simulation results using the FP-based properties of DT (FPEOS/FPOT/l QMD ) are compared with the traditional models of SESAME/AOT/l LM . The solid red lines represent the FP simulations, while the dashed blue lines represent the "standard" model predictions. In Fig. 141.33(a) , the density and electron temperature profiles of the imploding DT capsule, at the beginning of the deceleration phase (t = 2.96 ns), are plotted as a function of the target radius. We observe that the FP simulation gives a lower peak density of t D = 8.8 g/cm 3 and a higher shell temperature of T -38 eV, in contrast to the standard model predictions of t D = 10.4 g/cm 3 and T -28 eV, respectively. The major contributions to these changes come from EOS and opacity differences, while the thermal conductivity effect is relatively small at this stage. As previously discussed, 36, 37, 76 the stiffer behavior of DT in FPEOS at P = 10 to 100 Mbar causes part of the density drop; while the enhanced opacity from FPOT gives more radiation preheat in the warm dense DT shell, which increases the electron temperature and decreases the peak density inside the DT shell. Figure 141 .33(b) displays the predicted minimum adiabat of the DT shell for the two simulations. It indicates that the FP-based simulation gives a higher adiabat of a -2.8 in contrast to the model-predicted a -2. These changes in plasma conditions of the DT shell can have a consequence in the overall target performance. Figure 141 .33(c) illustrates the mass density and ion-temperature profiles at the peak compression (t = 3.14 ns). The peak density drops from t = 354 g/cm 3 in the SESAME/ AOT/l LM model simulation to t = 262 g/cm 3 in the case of using FP-based DT properties (FPEOS/FPOT/l QMD ). Also, the hot-spot pressure, ion temperature, and target convergence ratio are somewhat reduced in the FP simulation. These differences cause +36% reduction in the 1-D neutron yield prediction for the FPEOS/FPOT/l QMD simulation, which is shown by Fig. 141.33(d) . Finally, we compare the compression tR history Fig. 141 .34 for the two simulations. Consistent with the overall performance reduction, the FPEOS/FPOT/l QMD simulation gives a lower peak tR than the model prediction. The neutronaveraged GtRH n drops from 266 mg/cm 2 (SESAME-AOT-l LM ) to 228 mg/cm 2 (FPOT/FPOT/l QMD ). Namely, the compression tR reduction is +15% for this OMEGA implosion.
Next, we study how the FP-based properties of DT affect the direct-drive-ignition target designs for the NIF. As a hydroequivalent implosion to the OMEGA target discussed above, Fig. 141.35 shows the NIF target and the pulse shape, which are scaled from the hydro-equivalent OMEGA case shown in The hydro-simulation results using our first-principles-calculated properties of DT (solid red lines) are compared with the normal model simulation using SESAME-EOS, AOT, and the Lee-More thermal conductivity (dashed blue lines), for the OMEGA implosion shown in Fig. 141 .32. The panels illustrate (a) the density and electron temperature profiles at t = 2.96 ns (the start of deceleration), (b) the minimum adiabat a as a function of time, (c) the density and ion temperature profile at peak compression (t = 3.14 ns), and (d) the neutron yield as a function of time. The peak density is also reduced to t = 298 g/cm 3 in the FPEOS/FPOT/l QMD simulation from the model-predicted t = 371 g/cm 3 . These variations in ion temperature and peak compression can further affect the ignition burn-wave propagation. Figure 141 .37(a) compares the FPEOS/FPOT/l QMD and SESAME/AOT/l LM simulations, at the start of burn-wave propagation (t = 13.86 ns). Now, the burn-wave-generated high pressure "reshocks" the shell and the resulting peak-density has a larger discrepancy: t = 532 g/cm 3 [SESAME/AOT/l LM ] versus t = 366 g/cm 3 [ The degradation in target performance discussed above can be attributed to the plasma condition (t/T) changes in the in-flight DT shell. Namely, the model-predicted low adiabat (a -2) is not reached in the imploding capsule. Instead, a higher adiabat is inferred from the FPEOS/FPOT/l QMD simulation. Therefore, to obtain a high-level gain (G = 40), we must use the FPEOS/FPOT/l QMD tables to retune the laser pulse so that the desired low-adiabat implosion can be recovered. As an example, we show in Fig. 141.38(a) the fine-tuned pulse shape (solid red line) by using the FPEOS/FPOT/l QMD tables. The dashed blue line represents the original pulse shape predicted by the SESAME/AOT/l LM model. Compared to the original pulse, the retuned pulse has a slightly larger separation between the second and third pickets; also, the height of the main pulse's "step" is now both higher and longer than the original pulse. All these pulse changes place the target adiabat truly in the low level of a -2, after the shock coalescence and enhanced radiation preheat are taken into account. Figure 141 . 38(b) indicates that the desired high-gain (G -40) implosion is now recovered with the retuned pulse using the FP-based properties of DT. The hydro-simulation results using our first-principles-calculated properties of DT (solid red lines) are compared with the standard model simulation using SESAME-EOS, AOT, and the Lee-More thermal conductivity (dashed blue lines), for the NIF design shown in Fig. 141 .35. The two panels indicate (a) the density and electron temperature profiles at t = 13.0 ns (the start of deceleration) and (b) the density and ion temperature as a function of radius at peak compression (t = 13.84 ns).
In Figs. 141.39 and 141.40, we further investigate a directdrive NIF design with a very low adiabat (a -1.5), which is the adiabat level often encountered in indirect-drive ICF implosions. [2] [3] [4] In such lower-adiabat implosions, the DT shells having higher t and lower T are in more strongly coupled and degenerate plasma conditions. Namely, the DT plasmas are readily in the WDM regime, and bigger differences between FPEOS/FPOT/ l QMD and SESAME/AOT/l LM are expected. Here, the directdrive NIF design uses a thin-layer (11-nm) HDC ablator. The HDC ablator has also been considered for indirect-drive target designs. 112 The thickness of DT ice is 180 nm with a target diameter of z = 2982 nm. This relatively smaller target is intended to be driven by a low-intensity (+6 # 10 14 W/cm 2 ), 1-MJ laser pulse (shown in Fig. 141.39) . The implosion velocity is also relatively low: v imp -3 # 10 7 cm/s. The use of a mid-Z ablator and lowintensity pulse could avoid possible fast-electron preheat issues caused by the TPD instability. [113] [114] [115] [116] The 1-D hydro-simulation results are presented in Fig. 141.40 , where the peak density and T i are compared for both FPEOS/FPOT/l QMD and SESAME/ AOT/l LM simulations. Figure 141 . 40(a) shows the situation at the peak compression (t = 13.11 ns), while Fig. 141.40(b) illustrates the situation at the beginning of burn-wave propagation (t = 13.20 ns). Larger differences are seen in Fig. 141 .40(b): t = 713 g/cm 3 versus t = 496 g/cm 3 and T i = 20 keV versus T i = 15.5 keV, respectively, from the SESAME/AOT/l LM and the FPEOS/FPOT/l QMD simulations. The final energy gain varies from the model-predicted G = 28.3 to G = 11.5 in the FP-based simulation. The variation is about a factor of +2.5 between the two simulations, which is even larger than the a = 2 case discussed above. 
Summary
Combining the first-principles methods of PIMC and QMD, we have systematically derived accurate self-consistent properties of deuterium plasmas (or DT plasmas by mass scaling) over a wide range of densities and temperatures for ICF applications. They include the first-principles equation of state (FPEOS), the QMD-derived thermal conductivity (l QMD ), and the firstprinciples opacity table (FPOT). Comparing these FP-based properties with the standard models adopted in hydrocodes, we found large discrepancies in the warm dense plasma regime. Implementing these FP-based tables into our hydrocodes, we have examined their combined effects on predicting ICF implosions, through hydro-simulations of both OMEGA targets and NIF ignition target designs. In predicting target performance between the FPEOS/FPOT/l QMD simulation and the usual models SESAME/AOT/l LM , changes of up to a factor of ~2.5 have been seen. The differences are caused by the adiabat increase, related to the stiffer behavior of DT in the pressure range of P = 10 to 100 Mbar, the enhanced opacity of the warm dense DT shell, and the higher thermal conductivity in the shell. The lower the adiabat of an ICF imploding capsule, the more variations expected. The desired high-gain target, which is truly a low-adiabat implosion, should be designed with the FP-based properties of DT fuel.
The stopping power of a particles in warm dense DT plasmas, recently attracting much attention in model studies and classical-MD calculations, 117, 118 remains to be investigated by first-principles methods. We also noted that the ablator materials (CH, CHSi, and C) were still simulated with the standard SESAME AOT l LM FPEOS FPOT l QMD models in the current study. Whether or not that might change the prediction of the overall target performance remains to be investigated in future studies. But if we follow the same spirit of systematic work on DT, we could extend such first-principles studies to ICF-relevant ablator materials in the near future.
Completely knowing the warm-dense-plasma properties of both DT and ablator materials would not only be beneficial for reliable ICF target designs but also improve our understanding of material behavior under HED conditions in general. We also hope that such first-principles studies will facilitate future experiments in the relevant plasma conditions.
