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Abstract
We prove the existence and uniqueness of the mild solution for a
nonlinear stochastic heat equation defined on an unbounded spatial do-
main. The nonlinearity is not assumed to be globally, or even locally,
Lipschitz continuous. Instead the nonlinearity is assumed to satisfy a
one-sided Lipschitz condition. First, a strengthened version of the Kol-
mogorov continuity theorem is introduced to prove that the stochastic
convolutions of the fundamental solution of the heat equation and a
spatially homogeneous noise grow no faster than polynomially. Second,
a deterministic mapping that maps the stochastic convolution to the
solution of the stochastic heat equation is proven to be Lipschitz contin-
uous on polynomially weighted spaces of continuous functions. These
two ingredients enable the formulation of a Picard iteration scheme to
prove the existence and uniqueness of the mild solution.
1 Introduction
We prove the existence and uniqueness of a mild solution to the nonlinear
stochastic heat equation

∂u
∂t
(t, x) =
1
2
∆u(t, x) + f(u(t, x)) + σ(u(t, x))W˙ (t, x), t > 0, x ∈ Rd,
u(0, x) = u0(x)
(1.1)
in the case where f : R → R is not globally Lipschitz continuous. Instead
we assume that there exists κ ∈ R such that for any u1 < u2
f(u2)− f(u1) ≤ κ(u2 − u1), (1.2)
1
and f satisfies a growth condition.
As a motivating example, let f : R → R be an odd-degree polynomial
with negative leading coefficient
f(u) = −αu2m+1 +
2m∑
k=0
aku
k
where m ∈ N, α > 0 and ak ∈ R. Such polynomials are not globally
Lipschitz continuous, but they do satisfy (1.2) where κ = supu f
′(u), which
is finite because f ′(u) is an even polynomial with negative leading term.
Our set-up also allows us to consider some pathological drift terms that are
not locally Lipschitz continuous such as decreasing functions that are not
absolutely continuous with respect to Lebesgue measure.
In (1.1), W˙ is a Gaussian noise that is white in time and spatially homo-
geneous satisfying the strong Dalang equation. We assume that σ is globally
Lipschitz continuous.
A mild solution to (1.1) is defined to be an adapted random field solution
to the integral equation
u(t, x) =
∫
Rd
G(t, x− y)u0(y)dy +
∫ t
0
∫
Rd
G(t− s, x− y)f(u(s, y))dyds
+
∫ t
0
∫
Rd
G(t− s, x− y)σ(u(s, y))W (dyds), (1.3)
where G(t, x) := (2pit)−
d
2 e−
|x|2
2t is the fundamental solution of the heat equa-
tion.
The existence and uniqueness of solutions to (1.1) when f and σ are
both globally Lipschitz continuous was proved by Dalang [8] using a Picard
iteration argument that converges to a unique solution in the metric
sup
t∈[0,T ]
sup
x∈Rd
E|un+1(t, x)− un(t, x)|
p
for appropriate choices of T > 0 and p > 1. This metric will not be appro-
priate for proving existence and uniqueness in our setting.
The existence and uniqueness of stochastic reaction-diffusion equations
defined on a bounded spatial domain D ⊂ Rd was proved by Cerrai [3] un-
der the assumptions that the nonlinear reaction terms are locally Lipschitz
continuous, have polynomial growth, and satisfy certain dissipativity prop-
erties. Because she assumed that the nonlinearities were locally Lipschitz
continuous, she could construct a family {fR(u)}R>0 of globally Lipschitz
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continuous vector-fields that satisfy f(u) = fR(u) for all |u| ≤ R. Using
Picard iteration arguments in the metric
E
∣∣∣∣∣ supt∈[0,T ] supx∈D |un+1,R(t, x) − un,R(t, x)|
∣∣∣∣∣
p
,
Cerrai proved that there exists a unique solution uR for any R > 0 where the
vector-field f is replaced by fR. Because the definition of fR guarantees that
fR(u) = f(u) for |u| ≤ R, the solutions uR(t, x) to the modified equation and
the solution u(t, x) to the original equation must coincide until the stopping
time
τR = inf
{
t > 0 : sup
x∈D
|u(t, x)| ≥ R
}
,
for any R > 0, where D is the bounded spatial domain.
Then, using a-priori estimates derived from the dissipativity assumptions
on f , Cerrai proved that these stopping times τR are finite for any R > 0
and approach infinity as R → ∞. Similar stopping time arguments have
been used by many authors including Gyo¨ngy and Rovira for Burgers-type
equations [14]. There have been other recent investigations of SPDEs on
finite spatial domains and Banach-space-valued stochastic processes more
generally that are exposed to nonlinearities that are not Lipschitz continuous
[9, 13,18–20].
In the unbounded domain setting, such a stopping time argument does
not work in general. If σ is bounded away from zero then the random field
solutions to (1.1) (if they even exist) will have the property that for any
t > 0
P
(
sup
x∈Rd
|u(t, x)| = +∞
)
= 1.
The fact that the solution is unbounded with probability one prevents us
from taking advantage of the local Lipschitz continuity of f .
Iwata published one of the earliest results proving existence and unique-
ness for solutions to SPDEs defined on an unbounded space, like (1.1), where
the drift terms are not necessarily globally Lipschitz continuous [16]. Iwata
assumed that the f terms are locally Lipschitz continuous, have polyno-
mial growth, and satisfy a dissipativity assumption similar to (1.2). Iwata’s
method compares the SPDE defined on the spatial domain R to a family of
SPDEs defined on a bounded interval spatial domain and proving that the
limit of the solutions, as the domains converge to the whole line, solves the
desired SPDE.
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When the noise term σW˙ is assumed to be particularly regular, then the
mild solutions (1.3) may be bounded in space. In this case, several authors
have investigated the well-posedness of (1.1) with non-Lipschitz continuous
drift. Funaki studied a similar SPDE to (1.1), with the added restriction
that σ(x) = 0 for |x| ≥ 1 [12]. Eckmann and Hairer investigated ergodic
properties of an SPDE with a cubic nonlinearity defined on an unbounded
spatial domain [11], but they made strong assumptions on the noise term
that ensured that their solutions were bounded in space.
Recently, the well-posedness for certain SPDEs defined on unbounded
domains and exposed to additive space-time white noise has been proven.
Blo¨mker and Han studied a stochastic complex Ginzburg-Landau equation
exposed to additive space-time white noise in spatial dimension one [2].
Blo¨mker and Han prove that the solutions exist in a weighted L2 space and
prove existence and uniqueness via finite-dimensional Galerkin approxima-
tions and a-priori bounds on the solutions. Bianchi, Blo¨mker, and Schneider
investigated proved the well-posedness for the Swift-Hohenberg equation on
the whole line [1], studying the problem in weighted function spaces and
approximating the unbounded domain with finite domains. Both of these
investigations considered the case of additive space-time white noise in spa-
tial dimension one.
Mourrat and Weber recently proved the well posedness of the renor-
malized Φ4 model exposed two space-time white noise, defined on the two-
dimensional plane [21]. The result builds on the work of Jona-Lasinio and
Mitter [17], Parisi and Wu [25], and Hairer and Labbe´ [15], Da Prato and De-
bussche [5], and others. The well-posedness for (1.1) differs from the setting
of [21] because we assume that the noise satisfies the strong Dalang condi-
tion, prohibiting space-time white noise in dimension two. We do not require
renormalization procedures, and the solutions in our setting are function-
valued.
We also remind the reader of the existence and uniqueness results of
Mytnik, Perkins, and Sturm, and the non-uniqueness results of Mueller,
Mytnik, and Perkins in the setting where when σ fails to be globally Lipsh-
chitz continuous [22–24]. In those papers, the authors considered the case
where f is Lipschitz continuous, but σ is Ho¨lder continuous. In the current
paper we assume that σ is globally Lipschitz continuous and that f is not
Lipschitz continuous. In the future it will be interesting to see if one can
prove existence and uniqueness for (1.1) when σ is only Ho¨lder continuous
and f satisfies (1.2).
In this paper we develop a new method for proving existence and unique-
ness of (1.1). First, we prove a version of the Kolmogorov continuity the-
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orem. The classic Kolmogorov Theorem says that if there exists x0 ∈ R
d,
A > 0, p > 1, and γ > 0 such that γp > d and a random fieldX : Rd×Ω→ R
satisfies
E|X(x0)|
p ≤ A and E|X(x1)−X(x2)|
p ≤ A|x1 − x2|
γp, for x1, x2 ∈ R
d,
then there exists a Ho¨lder continuous modification of this field (see Theorem
4.3 of [7]). In this paper we prove that such a process X has the property
that for any θ > γpp−d ,
E
∣∣∣∣∣ supx∈Rd
|X(x)|
1 + |x− x0|θ
∣∣∣∣∣
p
≤ CA. (1.4)
We apply this theorem along with well-known estimates of Sanz-Sole´ and
Sarra` [26] to prove that stochastic convolutions Z(t, x) of the form
Z(t, x) =
∫ t
0
∫
Rd
G(t− s, x− y)σ(s, y)W (dyds) (1.5)
satisfy
sup
x0∈Rd
E
∣∣∣∣∣ supt∈[0,T ] supx∈Rd
Z(t, x)
1 + |x− x0|θ
∣∣∣∣∣
p
≤ CT,p,θ sup
t∈[0,T ]
sup
x∈Rd
E|σ(t, x)|p (1.6)
for appropriate choices of p and θ.
Then we consider an associated deterministic problem. Given a contin-
uous deterministic function z : [0, T ] × Rd → R we try to find a solution to
the integral equation.
M(z)(t, x) =
∫ t
0
∫
Rd
G(t− s, x− y)f(M(z)(s, y))dyds + z(t, x).
We prove that M is a well-defined function with nice properties when con-
sidered as a map Cx0,θ([0, T ] × R
d) → Cx0,θ([0, T ] × R
d) where these are
weighted spaces of continuous functions ψ : [0, T ]× Rd → R that satisfy
lim
|x|→∞
sup
t∈[0,T ]
|ψ(t, x)|
1 + |x− x0|θ
= 0, (1.7)
endowed with the norm
|ψ|Cx0,θ([0,T ]×R
d) := sup
t∈[0,T ]
sup
x∈Rd
|ψ(t, x)|
1 + |x− x0|θ
. (1.8)
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Furthermore, we prove that the mapping M is Lipschitz continuous as a
map from Cx0,θ([0, T ] × R
d) to itself, even though f : R → R fails to be
Lipschitz continuous.
Once we prove that M is well-defined, we can observe that the mild
solution to (1.3) will satisfy
u(t, x) =M(U0 + Z)(t, x) (1.9)
where U0(t, x) =
∫
Rd
G(t, x− y)u0(y)dy and Z is the stochastic convolution
Z(t, x) =
∫ t
0
∫
Rd
G(t− s, x− y)σ(u(s, y))W (dyds). (1.10)
We argue that proving the existence and uniqueness of the solution Z to the
equation
Z(t, x) =
∫ t
0
∫
Rd
G(t− s, x− y)σ(M(U0 + Z)(s, y))W (dyds) (1.11)
is equivalent to proving the existence and uniqueness of u solving (1.3).
To prove the existence and uniqueness of Z solving (1.11), we build a
Picard iteration scheme Zn that is a contraction in the metric
sup
x0∈Rd
E
∣∣∣∣∣ supt∈[0,T ] supx∈Rd
|Zn+1(t, x)− Zn(t, x)|
1 + |x− x0|θ
∣∣∣∣∣
p
.
The idea here is that while for any t > 0, Z(t, x) is almost surely unbounded
in x, no particular x value is likely to be big. We need to consider a weighted
supremum norm inside of the expectation, but we can take the supremum
over the center of the weight outside of the expectation. This approach is
sort of a combination of the approaches used in [3] and [8]. We argue that
the limit Z of the Zn must solve (1.11). Finally, u = M(U0 + Z) will be a
mild solution to (1.3).
In Section 2, we list our main assumptions. In Section 3, we define
the main function spaces that we will use in this paper including weighted
spaces of continuous functions, the dual space of C0 and the subdifferen-
tial, fractional Sobolev spaces, and Ho¨lder spaces. In Section 3, we also
recall the fractional Sobolev embedding theorem. In Section 4, we prove
that random fields satisfying the standard assumptions of the Kolmogorov
continuity theorem belong to the weighted spaces of continuous function
Cx0,θ([0, T ] × R
d) defined in Section 3. Then we apply this new version of
the Kolmogorov Theorem to show that stochastic convolutions belong to
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these weighted spaces. In Section 5, we define the mapping M and prove
many of its important properties including Lipschitz continuity and a priori
bounds. In Section 6, we prove that there exists a unique mild solution to
(1.3).
2 Preliminaries
Fix a filtered probability space (Ω,F ,Ft,P).
Assumption 2.1. Let W˙ be a spatially homogeneous Gaussian noise, adapted
to the filtration Ft, that is white in time and spatially correlated with corre-
lation measure Λ. Formally,
E[W˙ (t, x)W˙ (s, y)] = δ(t− s)Λ(x− y). (2.1)
In the above expression, δ denotes the delta measure at zero and Λ is positive
and positive definite. Its Fourier transform µ = F (Λ) is a positive measure
satisfying the strong Dalang condition∫
Rd
1
1 + |ξ|2(1−η)
µ(dξ) < +∞ (2.2)
for some η ∈ (0, 1).
Assumption 2.2. The noise coefficient σ : R → R is globally Lipschitz
continuous.
Assumption 2.3. The drift f : R → R has the property that there exists
κ ∈ R such that for any u1, u2 ∈ R satisfying u1 < u2,
f(u2)− f(u1) ≤ κ(u2 − u1). (2.3)
Additionally, f satisfies the growth condition that there exist constants K >
0 and ν ≥ 0 such that for all u ∈ R
|f(u)| ≤ KeK|u|
ν
. (2.4)
We comment that (2.4) is a much weaker assumption than the assumption
that f has polynomial growth.
The following proposition lists, without proof, two statements that are
equivalent to (2.3). In this proposition the function sign : R→ R is defined
to be
sign(u) :=


−1 if u < 0
0 if u = 0
1 if u > 0.
(2.5)
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Proposition 2.4. The following are equivalent to (2.3)
1. For all u1, u2 ∈ R,
(f(u1)− f(u2))sign(u1 − u2) ≤ κ|u1 − u2|. (2.6)
2. φ(u) := f(u)− κu is a non-increasing function.
Assumption 2.5. The initial data u0 : R
d × Ω → R is F0-measurable
(independent of W˙ ), and satisfies
sup
x0∈Rd
E
∣∣∣∣∣ supx∈Rd
|u0(x)|
1 + |x− x0|θ
∣∣∣∣∣
p
<∞. (2.7)
for some θ ∈ (0, 2/ν), where ν is the constant from (2.4), and
p > max
{
(1 + θ)(d+ 1)
θ
,
2(d+ 1)
η
,
}
(2.8)
where η is from the strong Dalang condition (2.2) and d is the spatial di-
mension. If u0 is deterministic, this assumption requires
sup
x∈Rd
|u0(x)| < +∞. (2.9)
In the case where u0 is deterministic and bounded, (2.7) holds for any θ >
(0, 2/ν) and p satisfying (2.8).
Let G(t, x) = (2pit)−
d
2 e−
|x|2
2t be the fundamental solution to the heat
equation on Rd.
3 Function spaces
Let Cb := Cb(R
d) be the space of bounded continuous functions ϕ : Rd → R
endowed with the supremum norm
|ϕ|Cb := sup
x∈Rd
|ϕ(x)|.
For any T > 0, let Cb([0, T ] × R
d) be the space of bounded continuous
functions ψ : [0, T ] × Rd → R endowed with the supremum norm
|ψ|Cb([0,T ]×Rd) := sup
t∈[0,T ]
sup
x∈Rd
|ψ(t, x)|.
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Let C0 := C0(R
d) be the closed subset of ϕ ∈ Cb such that
lim
|x|→∞
|ϕ(x)| = 0
and for T > 0 let C0([0, T ]×R
d) be the closed subset of ψ ∈ Cb([0, T ]×R
d)
such that
lim
|x|→∞
sup
t∈[0,T ]
|ψ(t, x)| = 0.
These are all Banach spaces (see page 65 of [4]).
For x0 ∈ R
d and θ ≥ 0 define the weighted space Cx0,θ(R
d) of continuous
functions ϕ : Rd → R such that
lim
|x|→∞
|ϕ(x)|
1 + |x− x0|θ
= 0
and endow this space with the norm
|ϕ|Cθ,x0 := sup
x∈Rd
|ϕ(x)|
1 + |x− x0|θ
.
Similarly, for T > 0, x0 ∈ R
d, and θ ≥ 0 we define Cx0,θ([0, T ] × R
d) to be
the space of continuous functions ψ : [0, T ]× Rd → R such
lim
|x|→∞
sup
t∈[0,T ]
|ψ(t, x)|
1 + |x− x0|θ
= 0
and endow this space with the norm
|ψ|Cx0,θ([0,T ]×R
d) := sup
t∈[0,T ]
sup
x∈Rd
|ψ(t, x)|
1 + |x− x0|θ
.
We will call the point x0 ∈ R
d in the above definitions the center of the
weight.
These weighted spaces Cx0,θ(R
d) and Cx0,θ([0, T ]×R
d) are Banach spaces.
Furthermore, for fixed θ > 0, the Cx0,θ(R
d) spaces coincide over all x0 ∈ R
d
and the Cx0,θ([0, T ]×R
d) coincide over all x0 ∈ R
d because the | · |Cx0,θ and
| · |Cx1,θ norms are equivalent for any fixed x0, x1 ∈ R
d. On the other hand,
it will not be sufficient to fix an x0 (say x0 = 0) and always use the | · |C0,θ
norm. Our results require that many estimates are uniform with respect to
the center of the weights. For this reason it is convenient to denote the x0
in the definition of the weighted spaces and their norms.
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3.1 The dual space of C0 and subdifferentials
Let C⋆0 denote the dual space of C0 = C0(R
d). The Riesz representation for
this space is well-known.
Proposition 3.1 (Theorem C.18 of [4]). The dual space of C0(R
d), C⋆0 (R
d),
is isomorphic to the set of signed regular finite Borel measures under the
duality
〈ϕ, µ〉C0,C⋆0
=
∫
Rd
ϕ(x)µ(dx). (3.1)
The norm of the dual space is the total variation norm,
|µ|C⋆0 := sup
|ϕ|C0≤1
〈ϕ, µ〉C0,C⋆0
.
Definition 3.2 (Subdifferential). For any v ∈ C0(R
d), the subdifferential is
defined to be the subset of the dual space (see [6, Appendix D])
∂|v|C0 :=
{
µ ∈ C⋆0 : 〈v, µ〉C0,C⋆0
= |v|C0 , |µ|C⋆0 = 1
}
. (3.2)
Proposition 3.3. If µ ∈ ∂|v|C0 , then µ is a signed measure of the form
µ(dx) = sign(v(x))µ˜(dx) where µ˜ is a positive measure supported on the set
{x ∈ Rd : |v(x)| = |v|C0} and satisfying µ˜(R
d) = 1.
Proof. If µ is of the form described above then
|µ|C⋆0 = 1
and
〈v, µ〉C0,C⋆0
=
∫
Rd
v(x)sign(v(x))µ˜(dx) =
∫
Rd
|v(x)|µ˜(dx) = |v|C0 .
On the other hand, if |µ|C⋆0 = 1 is not of the form described above, then
〈v, µ〉C0,C⋆0
< |v|C0 .
The subdifferential can be used to bound the upper-left-derivative of a
function of space and time.
Definition 3.4. For a real-valued function ϕ : R → R, the upper-left-
derivative is defined to be
d−
dt
ϕ(t) = lim sup
h↓0
ϕ(t)− ϕ(t− h)
h
. (3.3)
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The next proposition is similar to Proposition D.4 of [6], but does not
require that the mapping t 7→ v(t, ·) be differentiable in the C0 norm. We do
not expect functions v : [0, T ]×Rd → R that have continuous first derivatives
to be continuous in such a strong sense.
Proposition 3.5. Let v : [0, T ]×Rd → R be a function that has continuous
first derivatives and satisfies v(t, ·) ∈ C0 for any t ∈ [0, T ]. For any t ∈ (0, T ]
and µ ∈ ∂|v(t, ·)|C0 defined in (3.2), the upper-left-derivatives of the mapping
t 7→ |v(t, ·)|C0 can be bounded by
d−
dt
|v(t, ·)|C0 ≤
〈
∂v
∂t
(t, ·), µ
〉
C0,C⋆0
.
Proof. Fix t0 ∈ (0, T ]. Let x0 ∈ R
d be such that x0 is a global maximizer or
minimizer for v(t0, ·) in the sense that
|v(t0, x0)| = v(t0, x0)sign(v(t0, x0)) = |v(t0, ·)|C0 .
Observe that because | · |C0 is a supremum norm, for any h ∈ (0, t0), we have
the simple inequality
|v(t0 − h, ·)|C0 ≥ v(t0 − h, x0)sign(v(t0, x0)).
Therefore,
d−
dt
|v(t, ·)|C0
∣∣∣∣∣
t=t0
= lim sup
h↓0
|v(t0, ·)|C0 − |v(t0 − h, ·)|C0
h
≤ lim sup
h↓0
(
v(t0, x0)− v(t0 − h, x0)
h
)
sign(v(t0, x0))
≤
∂v
∂t
(t0, x0)sign(v(t0, x0)). (3.4)
If µ ∈ ∂|v(t0, ·)|C0 , then by Proposition 3.3 µ(dx) = sign(v(t0, x))µ˜(dx)
where µ˜ is a positive unit measure supported on the set of x0 for which (3.4)
holds. Then integrating both sides of (3.4) against µ˜ we conclude that
d−
dt
|v(t, ·)| ≤
〈
∂v
∂t
(t, ·), µ
〉
C0,C⋆0
. (3.5)
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3.2 Fractional Sobolev spaces
Given a bounded, open domain D ⊂ Rd with smooth boundary, s ∈ (0, 1)
and p ≥ 1, the fractional Sobolev spaceW s,p(D) is defined to be the Banach
space of functions on D endowed with the norm
|ϕ|pW s,p(D) :=
∫
D
|ϕ(x)|pdx+
∫
D
∫
D
|ϕ(x) − ϕ(y)|p
|x− y|d+sp
dxdy. (3.6)
The Ho¨lder spaces Cθ(D), θ ∈ (0, 1) are the Banach spaces of functions
on D endowed with the norm
|ϕ|Cθ(D) := sup
x∈D
|ϕ(x)| + sup
x,y∈D
x 6=y
|ϕ(x) − ϕ(y)|
|x− y|θ
. (3.7)
Proposition 3.6 (Fractional Sobolev embedding theorem (Theorem 8.2
of [10])). If s ∈ (0, 1) and sp > d, then W s,p(D) embeds continuously into
Cθ(D) where θ = sp−dp and there exists C > 0 such that for all ϕ ∈W
s,p(D),
|ϕ|Cθ(D) ≤ C|ϕ|W s,p(D). (3.8)
4 The Kolmogorov Theorem on unbounded do-
mains
Theorem 4.1. Let (Ω,F ,P) be a probability space. Let d ∈ N, p > d and
γ ∈ (0, 1) such that pγ > d. Let θ > pγp−d . There exists Cp,d,γ,θ > 0 such
that for any random field X : Rd × Ω → R satisfying for some A > 0 and
x0 ∈ R
d
E|X(x0)|
p ≤ A (4.1)
and for all x1, x2 ∈ R
d
E|X(x1)−X(x2)|
p ≤ A|x1 − x2|
pγ , (4.2)
this random field is almost surely continuous and satisfies
E
(
sup
x∈Rd
|X(x)|
1 + |x− x0|θ
)p
≤ Cp,d,γ,θA. (4.3)
Furthermore,
P
(
lim
|x|→∞
|X(x)|
1 + |x− x0|θ
= 0
)
= 1. (4.4)
Therefore, X ∈ Cx0,θ(R
d) with probability one.
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Proof. The proof is based on a Kolmogorov continuity theorem result, which
is a consequence of fractional Sobolev embeddings.
Let θ > pγp−d . Let B(0, 1) = {z ∈ R
d : |z| < 1} be the open unit ball and
B(0, 1) denote the closed unit ball. Define the random field Y : B(0, 1)×Ω→
R by
Y (z) =
{
(1− |z|)X
(
x0 + z(1 − |z|)
− 1
θ
)
if |z| < 1
0 if |z| = 1.
(4.5)
In the following, the constant C may change from line to line, but it only
depends on γ, p, and θ.
Notice that the function ρ : B(0, 1)→ Rd given by
ρ(z) := x0 + z(1− |z|)
− 1
θ
maps B(0, 1) one-to-one and onto Rd. You can see this by observing that
the real-valued function t 7→ t(1− t)−
1
θ is strictly increasing and maps [0, 1)
onto [0,+∞).
We show that the random field Y defined in (4.5) satisfies a Kolmogorov
continuity criterion.
If z1, z2 ∈ B(0, 1), then
E|Y (z1)− Y (z2)|
p
≤C|(1− |z1|)− (1− |z2|)|
p
E|X(x0 + z1(1− |z1|)
− 1
θ )|p
+ C(1− |z2|)
p
E|X(x0 + z1(1− |z1|)
− 1
θ )−X(x0 + z2(1− |z1|)
− 1
θ )|p
+ C(1− |z2|)
p
E|X(x0 + z2(1− |z1|)
− 1
θ )−X(x0 + z2(1− |z2|)
− 1
θ )|p
=:I1 + I2 + I3.
Without loss of generality, we can assume 1− |z2| ≤ 1− |z1|.
Using the fact that pγθ < p− d < p,
|(1− |z1|)− (1− |z2|)|
p ≤ (2(1 − |z1|))
pγ
θ ||z1| − |z2||
p− pγ
θ ,
and we see that
I1 ≤ C(1− |z1|)
pγ
θ |z1 − z2|
p− pγ
θ E|X(x0 + z1(1− |z1|)
− 1
θ )|p.
We can bound the expectation by
E|X(x0 + z1(1− |z1|)
− 1
θ )|p
≤ CE|X(x0 + z1(1− |z1|)
− 1
θ )−X(x0)|
p + CE|X(x0)|
p.
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It follows from (4.1) and (4.2) that
E|X(x0 + z1(1− |z1|)
− 1
θ )|p ≤ CA(1 + |z1|
pγ(1− |z1|)
− pγ
θ ).
Therefore,
I1 ≤ CA(1 + (1 − |z1|)
pγ
θ
− pγ
θ )|z1 − z2|
p− pγ
θ ≤ CA|z1 − z2|
p− pγ
θ . (4.6)
We now estimate I2. By (4.2),
E|X(x0+z1(1−|z1|)
− 1
θ )−X(x0+z2(1−|z1|)
− 1
θ )|p ≤ CA|z1−z2|
γp(1−|z1|)
− pγ
θ .
We can use the assumption that (1 − |z2|) ≤ (1 − |z1|) and
pγ
θ < p, to see
that
(1− |z2|)
p(1− |z1|)
− pγ
θ ≤ 1
and therefore
I2 ≤ CA|z1 − z2|
pγ . (4.7)
Now we estimate I3. By (4.2),
E|X(x0 + z2(1− |z1|)
− 1
θ )−X(x0 + z2(1− |z2|)
− 1
θ )|p
≤ CA|z2|
pγ
∣∣∣(1− |z1|)− 1θ − (1− |z2|)− 1θ ∣∣∣pγ
Because we are assuming that (1 − |z2|) ≤ (1 − |z1|), we can see that for
δ ∈ [0, 1] to be chosen below,
∣∣∣(1− |z1|)− 1θ − (1− |z2|)− 1θ ∣∣∣ ≤ C ((1− |z2|))− (1−δ)θ ∣∣∣(1− |z1|)− 1θ − (1− |z2|)− 1θ ∣∣∣δ .
Then because ddx(1− x)
− 1
θ = C(1− x)−
1
θ
−1,∣∣∣(1− |z1|)− 1θ − (1− |z2|)− 1θ ∣∣∣ ≤ C(1−|z2|)− (1−δ)θ (1−|z2|)−δ(1+ 1θ )||z1|−|z2||δ .
Using these estimates,
I3 ≤ CA(1− |z2|)
p− γp
θ
−δγp|z1 − z2|
δγp.
We choose δ = min
{
1, 1γ −
1
θ
}
. This choice guarantees that δ ∈ [0, 1] and
that p− γpθ − δγp ≥ 0. Consequently, we can conclude that
I3 ≤ CA|z1 − z2|
δγp. (4.8)
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Also note that by (4.6) and (4.7),
I1 ≤ CA|z1 − z2|
δγp and I2 ≤ CA|z1 − z2|
δγp.
Therefore, we can conclude that for z1, z2 ∈ B(0, 1),
E|Y (z1)− Y (z2)|
p ≤ CA|z1 − z2|
γpδ. (4.9)
Similar but simpler calculations show that for any z ∈ B(0, 1),
E|Y (z)|p ≤ C (E|Y (z)− Y (0)|p + E|Y (0)|p)
≤ CA(1− |z|)p
(
|z|pγ(1− |z|)−
pγ
θ + 1
)
. (4.10)
Because p− pγθ > 0, there exists C > 0 such that for any z ∈ B(0, 1),
E|Y (z)|p ≤ CA (4.11)
and
lim
|z|→1
E|Y (z)|p = 0, (4.12)
justifying the definition of Y (z) = 0 for |z| = 1.
By assumption, γp > d and θ > pγp−d . Therefore the exponent
γpδ = min
{
γp, p−
γp
θ
}
> d.
Then by the Sobolev embedding theorem (Proposition 3.6), (4.9), and
(4.11), for any s ∈ (d/p, γδ)
E|Y |p
C(B(0,1))
≤ CE|Y |p
W s,p(B(0,1))
≤ C
∫
B(0,1)
E|Y (z)|pdz + C
∫
B(0,1)
∫
B(0,1)
E|Y (z1)− Y (z2)|
p
|z1 − z2|d+sp
dz1dz2
≤ CA
∫
B(0,1)
dz +CA
∫
B(0,1)
∫
B(0,1)
|z1 − z2|
γpδ−sp−ddz1dz2
≤ CA. (4.13)
Finally, we observe that if x = x0 + z(1 − |z|)
− 1
θ then
1
1 + |x− x0|θ
=
1
1 + |z|θ(1− |z|)−1
=
1− |z|
1− |z|+ |z|θ
.
15
For all θ > 0, inf |z|≤1(1 − |z| + |z|
θ) =: cθ > 0. When θ ∈ (0, 1), cθ = 1.
From this and the fact that z 7→ x0+ z(1− |z|)
− 1
θ maps B(0, 1) onto Rd, we
can conclude from (4.13)
E
(
sup
x∈Rd
|X(x)|
1 + |x− x0|θ
)p
≤
1
cpθ
E
(
sup
z∈B(0,1)
|Y (z)|
)p
≤ CA. (4.14)
To show that lim|x|→0
|X(x)|
1+|x−x0|θ
= 0 with probability one, choose a θ˜ ∈(
pγ
p−d , θ
)
. By (4.14),
E
(
sup
x∈Rd
|X(x)|
1 + |x− x0|θ˜
)p
< +∞.
Therefore, with probability one,
lim
|x|→∞
|X(x)|
1 + |x− x0|θ
≤
(
sup
x∈Rd
|X(x)|
1 + |x− x0|θ˜
)
lim
|x|→∞
1 + |x− x0|
θ˜
1 + |x− x0|θ
= 0.
The following corollary holds for processes with a time component.
Corollary 4.2. Let X : [0,+∞)×Rd×Ω→ R. Assume that for any T > 0
there exists AT > 0, p > d + 1, γ ∈ (0, 1) and β ∈ (0, 1) such that for all
x, y ∈ Rd and all t, s ∈ [0, T ],
E|X(0, x0)|
p ≤ AT
E|X(t, x)−X(t, y)|p ≤ AT |x− y|
γp
E|X(t, x)−X(s, x)|p ≤ AT |t− s|
βp.
Then if pγ > d+ 1, pβ > d+ 1 and θ > pγp−(d+1) , there exists Cp,d,γ,β,θ such
that
E
∣∣∣∣∣ supt∈[0,T ] supx∈Rd
|X(t, x)|
1 + |x− x0|θ
∣∣∣∣∣
p
≤ Cp,d,γ,β,θAT .
and
P
(
lim
|x|→∞
sup
t∈[0,T ]
|X(t, x)|
1 + |x− x0|θ
= 0
)
= 1.
Therefore, X ∈ Cx0,θ([0, T ] × R
d) with probability one.
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Proof. Define Y : [0, T ] ×B(0, 1) by
Y (t, z) =
{
(1− |z|)X(t, x0 + z(1− |z|)
− 1
θ ) if |z| < 1
0 if |z| = 1.
(4.15)
By (4.9),
E|Y (t, z1)− Y (t, z2)|
p ≤ CAT |z1 − z2|
γpδ
where δ = min
{
1, 1γ −
1
θ
}
.
We also know that
E|Y (t1, z1)− Y (t2, z1)|
p ≤ AT |t1 − t2|
pβ.
Therefore,
E|Y (t1, z1)− Y (t2, z2)|
p ≤ CAT |t1 − t2|
pβ + CAT |z1 − z2|
pγδ.
Because we assumed p(β ∧ γδ) > (d+ 1), the fractional Sobolev embed-
ding arguments prove that
E
∣∣∣∣∣ supt∈[0,T ] supz∈B(0,1) |Y (t, z)|
∣∣∣∣∣
p
≤ CAT .
By (4.14),
E
∣∣∣∣∣ supt∈[0,T ] supx∈Rd
|X(t, x)|
1 + |x− x0|θ
∣∣∣∣∣
p
≤ CAT .
Finally, by choosing θ˜ ∈
(
pγ
p−(d+1) , θ
)
we can argue that with probability
one,
lim
|x|→∞
sup
t∈[0,T ]
|X(t, x)|
1 + |x− x0|θ
≤
(
sup
t∈[0,T ]
sup
x∈Rd
|X(t, x)|
1 + |x− x0|θ˜
)
lim
|x|→∞
1 + |x− x0|
θ˜
1 + |x− x0|θ
= 0.
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4.1 Application of the Kolmogorov Continuity Theorem to
stochastic convolutions.
Theorem 4.3. Let T > 0. Let p > 2(d+1)η where d is the spatial dimension
and η ∈ (0, 1) is the parameter in the strong Dalang condition (2.2).
For any θ > d+1p−(d+1) , there exists C = CT,p,θ > 0 such that for all adapted
random fields σ : [0, T ]× Rd × Ω→ R satisfying
sup
t∈[0,T ]
sup
x∈Rd
E|σ(t, x)|p < +∞, (4.16)
the stochastic convolution
Z(t, x) :=
∫ t
0
∫
Rd
G(t− s, x− y)σ(s, y)W (ds, dy)
satisfies
sup
x0∈Rd
E
∣∣∣∣∣ supt∈[0,T ] supx∈Rd
|Z(t, x)|
1 + |x− x0|θ
∣∣∣∣∣
p
≤ CT,p,θ sup
t∈[0,T ]
sup
x0∈Rd
E |σ(t, x0)|
p (4.17)
and
P(Z ∈ Cx0,θ([0, T ] × R
d)) = 1 for all x0 ∈ R. (4.18)
Furthermore, CT,p,θ has the property that for any fixed p, θ,
lim
T→0
CT,p,θ = 0. (4.19)
Proof. By Theorem 2.1 of [26], for any α ∈
(
0, η2
)
, γ ∈ (0, 2α), β ∈ (0, α),
and p ≥ 2, there exists constants Cα,p,γ,β > 0 such that for any x, x1, x2 ∈ R
d
and t, t1, t2 ∈ [0, T ],
E|Z(t, x)|p ≤ Cα,p,γ,βT
pα sup
s∈[0,T ]
sup
y∈Rd
E|σ(s, y)|p, (4.20)
E|Z(t, x1)− Z(t, x2)|
p
≤ Cα,p,γ,β|x1 − x2|
γpT p(α−
γ
2 ) sup
s∈[0,T ]
sup
y∈Rd
E|σ(s, y)|p, (4.21)
E|Z(t1, x)− Z(t2, x)|
p
≤ Cα,p,γ,β|t1 − t2|
βpT p(α−β) sup
s∈[0,T ]
sup
y∈Rd
E|σ(s, y)|p. (4.22)
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Let θ > d+1p−(d+1) be given. Because p >
2(d+1)
η , we choose α ∈
(
d+1
p ,
η
2
)
,
β ∈
(
d+1
p , α
)
, and γ ∈
(
d+1
p , 2α ∧
θ(p−(d+1))
p
)
. These choices guarantee that
γp > d+ 1, βp > d + 1, and θ > γpp−(d+1) . By Corollary 4.2, for T > 0, and
x0 ∈ R
d
E
[
sup
t∈[0,T ]
sup
x∈Rd
|Z(t, x)|
1 + |x− x0|θ
]p
≤ Cp,α,γ,β,θ
(
T pα + T p(α−γ/2) + T p(α−β)
)
sup
s∈[0,T ]
sup
y∈Rd
E|σ(s, y)|p.
The right-hand side is independent of x0. Therefore
sup
x0∈Rd
E
[
sup
t∈[0,T ]
sup
x∈Rd
|Z(t, x)|
1 + |x− x0|θ
]p
≤ Cp,α,γ,β,θ
(
T pα + T p(α−γ/2) + T p(α−β)
)
sup
s∈[0,T ]
sup
y∈Rd
E|σ(s, y)|p. (4.23)
Finally we can verify (4.19) from (4.23).
Corollary 4.4. If σ : [0, T ]× Rd ×Ω→ R is an adapted random field such
that
sup
t∈[0,T ]
sup
x∈Rd
E|σ(t, x)|p < +∞ (4.24)
for all p ≥ 1, then
Z(t, x) =
∫ t
0
∫
Rd
G(t− s, x− y)σ(s, y)W (dyds) (4.25)
belongs to Cx0,θ([0, T ] × R
d) with probability one for any x0 ∈ R
d and any
θ > 0.
In particular, this corollary holds when σ is uniformly bounded.
Proof. Theorem 4.3 holds for any θ > d+1p−(d+1) . If p can be arbitrarily large,
then θ can be arbitrarily small.
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5 The mapping M
Given a deterministic z ∈ Cb([0, T ] × R
d), let u = M(z) be the solution to
the integral equation
u(t, x) =
∫ t
0
∫
Rd
G(t− s, x− y)f(u(s, y))dyds + z(t, x). (5.1)
In this section we will show that for any z ∈ Cb([0, T ]×R
d), the solution
to (5.1) exists and is unique and thatM can be uniquely extended to a map
from Cx0,θ([0, T ] × R
d) to itself for any x0 ∈ R
d and θ > 0. We will also
prove that M is a Lipschitz continuous mapping from Cx0,θ([0, T ] × R
d) to
itself for any T > 0, x0 ∈ R
d, and θ > 0, and that the Lipschitz constant
does not depend on the center x0 (Theorem 5.6).
Lemma 5.1. There exists a constant C = C(κ) > 0, depending only on κ
from (2.3) such that whenever z ∈ Cb([0, T ] × R
d) and u is a solution to
(5.1), it follows that u ∈ Cb([0, T ]× R
d) and
sup
t∈[0,T ]
sup
x∈Rd
|u(t, x)| ≤ CeCT sup
t∈[0,T ]
sup
x∈Rd
|f(z(t, x))|+ sup
t∈[0,T ]
sup
x∈Rd
|z(t, x)|.
(5.2)
Proof. Assume that u is a solution to (5.1) for z ∈ Cb([0, T ] × R
d). Let
v(t, x) := u(t, x)− z(t, x). Note that
v(t, x) =
∫ t
0
∫
Rd
G(t− s, x− y)f(u(s, y))dyds.
v(t, x) is differentiable and solves
∂v
∂t
(t, x) =
1
2
∆v(t, x) + f(v(t, x) + z(t, x)), v(0, x) = 0. (5.3)
We can re-write this as
∂v
∂t
(t, x) =
1
2
∆v(t, x) + (f(v(t, x) + z(t, x))− f(z(t, x))) + f(z(t, x)).
We can calculate that
∂
∂t
(v(t, x))2 =v(t, x)∆v(t, x)
+ 2(f(v(t, x) + z(t, x)) − f(z(x, t)))v(t, x)
+ 2f(z(t, x))v(t, x) (5.4)
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Also note that
1
2
∆
[
(v(t, x))2
]
= v(t, x)∆v(t, x) + |∇v(t, x)|2 ≥ v(t, x)∆v(t, x). (5.5)
Furthermore, (2.6) guarantees that
(f(v(t, x) + z(t, x)) − f(z(t, x)))v(t, x) ≤ κ|v(t, x)|2. (5.6)
By Young’s inequality,
f(z(t, x))v(t, x) ≤
1
2
|f(z(t, x))|2 +
1
2
|v(t, x)|2. (5.7)
Estimates (5.4), (5.5), (5.6), and (5.7) show that (v(t, x))2 satisfies
∂
∂t
(v(t, x))2 ≤
1
2
∆(v(t, x))2 + C|v(t, x)|2 +C|f(z(t, x))|2
where the constants C depend only on κ from (2.3). Then it holds that
∂
∂t
(
e−Ct(v(t, x))2
)
≤
1
2
∆
(
e−Ct(v(t, x))2
)
+ Ce−Ct|f(z(t, x))|2.
This is a subsolution to a heat equation. By the comparison principle of the
heat equation
e−Ct(v(t, x))2 ≤ C
∫ t
0
∫
Rd
G(t− s, x− y)e−Cs|f(z(s, y))|2dyds.
Because we assumed that sups∈[0,T ] supy∈Rd |z(s, y)| < +∞, we can conclude
that
sup
t∈[0,T ]
sup
x∈Rd
|v(t, x)|2 < CeCT sup
t∈[0,T ]
sup
x∈Rd
|f(z(t, x))|2 < +∞.
Finally, (5.2) follows because u(t, x) = v(t, x) + z(t, x). The continuity
of u is a straightforward consequence of the fact that
(t, x) 7→
∫ t
0
∫
Rd
G(t− s, x− y)ϕ(s, y)dyds
is continuous whenever ϕ is uniformly bounded (see, for example, [26]).
Theorem 5.2 (Existence of M(z)). Given z ∈ Cb([0, T ] × R
d) there exists
a Cb([0, T ]× R
d)-valued solution u =M(z) to (5.1).
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Proof. By Proposition 2.4,
φ(u) := f(u)− κu
is a non-increasing function.
Define the Yosida approximations for φ by
φn(u) = n
((
I −
1
n
φ
)−1
(u)− u
)
, where I(u) = u. (5.8)
According to [6, Proposition D.11],
1. Each φn is Lipschitz continuous satisfying
|φn(u2)− φn(u1)| ≤ 2n|u2 − u1|, for all u1, u2 ∈ R.
2. Each φn is non-increasing.
3. For every u ∈ R, lim
n→∞
φn(u)→ φ(u), and
4. Each φn is pointwise bounded by φ in the sense that for all u ∈ R,
|φn(u)| ≤ |φ(u)|.
Let fn(u) := φn(u) + κu. The fn satisfy
|fn(u1)− fn(u2)| ≤ (2n + |κ|)|u1 − u2|, for all u1, u2 ∈ R (5.9)
fn(u2)− fn(u1) ≤ κ(u2 − u1) for all u1 < u2, (5.10)
lim
n→∞
fn(u)→ f(u), for all u ∈ R, (5.11)
|fn(u)| ≤ |φ(u)| + |κ||u| ≤ |f(u)|+ 2|κ||u|, for all u ∈ R. (5.12)
Because the fn are Lipschitz continuous (5.9), standard Picard iteration
arguments prove that there exists a unique solution for each n to
un(t, x) =
∫ t
0
∫
Rd
G(t− s, x− y)fn(un(s, y))dyds + z(t, x).
By Lemma 5.1, because all of the fn satisfy (5.10) with the same constant
κ, there exists a constant C > 0 such that
sup
n
sup
t∈[0,T ]
sup
x∈R
|un(t, x)| < C sup
t∈[0,T ]
sup
x∈Rd
|fn(z(t, x))| + sup
t∈[0,T ]
sup
x∈Rd
|z(t, x)|.
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By (5.12),
sup
n
sup
t∈[0,T ]
sup
x∈R
|un(t, x)|
< C sup
t∈[0,T ]
sup
x∈Rd
|f(z(t, x))| + sup
t∈[0,T ]
sup
x∈Rd
(2|κ| + 1)|z(t, x)|
< +∞.
As a consequence of the fact that un are uniformly bounded and (5.12),
sup
n
sup
t∈[0,T ]
sup
x∈Rd
|fn(un(t, x))| < +∞
as well. Let vn(t, x) = un(t, x)− z(t, x). vn(t, x) solves
vn(t, x) =
∫ t
0
∫
Rd
G(t− s, x− y)fn(un(s, y))dyds,
and now using well-known properties of convolutions of bounded functions
against the heat kernel (see, for example [26]), there exist C > 0 and γ ∈
(0, 1) such that
sup
n∈N
sup
x∈Rd
sup
t∈[0,T ]
|vn(t, x)| ≤ C (5.13)
sup
n∈N
sup
x1∈Rd
sup
x2∈Rd
sup
t1∈[0,T ]
sup
t2∈[0,T ]
|vn(t1, x1)− vn(t2, x2)|
|t1 − t2|γ + |x1 − x2|γ
≤ C. (5.14)
Therefore, by the Arzela-Ascoli theorem, there is a subsequence (relabeled
vn) that converges uniformly on compact subsets of [0, T ]×R
d. We call the
limit v˜. By the dominated convergence theorem and the fact that (5.11)
guarantees that fn(vn(s, y) + z(s, y))→ f(v˜(s, y) + z(s, y)),
v˜(t, x) =
∫ t
0
∫
Rd
G(t− s, x− y)f(v˜(s, y) + z(s, y))dsdy.
Let u˜(t, x) := v˜(t, x) + z(t, x) and notice that u˜ solves (5.1).
Lemma 5.3 (A Gro¨nwall-type lemma). Let C1, C2 > 0 and let ψ(t) and
Θ(t) be positive functions. Assume that ϕ(t) is a positive function with the
properties that
ϕ(0) = 0 (5.15)
and for all t > 0,
d−
dt
ϕ(t) ≤ C1ϕ(t) + C2 +Θ(t)1{ϕ(t)<ψ(t)} . (5.16)
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Then for any T > 0,
sup
t∈[0,T ]
ϕ(t) ≤
(
C2T + sup
t∈[0,T ]
ψ(t)
)
eC1T . (5.17)
Notice that in this lemma there are no bounds on the magnitude of Θ
and that Θ does not affect the bound of the supremum of ϕ in (5.17). The
assumption (5.16) states that ϕ can grow very quickly if ϕ(t) < ψ(t), but
ϕ(t) can only grow in at exponential speed once ϕ(t) exceeds ψ(t).
Proof. For any t ∈ [0, T ], define
τt := sup
{
s ∈ [0, t] : ϕ(s) ≤ sup
r∈[0,T ]
ψ(r)
}
.
If ϕ(t) ≤ supr∈[0,T ] ψ(r), then τt = t. We observe that ϕ(τt) ≤ supr∈[0,T ] ψ(r)
while for s ∈ (τt, t], ϕ(t) > supr∈[0,T ] ψ(r). Then by assumption (5.16), for
s ∈ (τt, t],
ϕ(s) ≤ ϕ(τt) +
∫ t
τt
(C2 + C1ϕ(r))dr ≤ sup
r∈[0,T ]
ψ(r) +
∫ t
τt
(C2 + C1ϕ(r))dr.
By Gro¨nwall’s lemma and the fact that t− τt ≤ T ,
ϕ(t) ≤
(
C2(t− τt) + sup
r∈[0,T ]
ψ(r)
)
eC1(t−τt) ≤
(
C2T + sup
r∈[0,T ]
ψ(r)
)
eC1T .
Because our choice of t ∈ [0, T ] was arbitrary, we can conclude that (5.17)
holds.
Theorem 5.4. For any θ > 0 there exists a constant C = C(θ, κ) > 0
such that whenever T > 0 and z1, z2 ∈ Cb([0, T ]×R
d) and u1 =M(z1) and
u2 =M(z2) are solutions to (5.1) then for any x0 ∈ R
d
sup
t∈[0,T ]
sup
x∈Rd
|u1(t, x)− u2(t, x)|
1 + |x− x0|θ
≤ CeCT sup
t∈[0,T ]
sup
x∈Rd
|z1(t, x)− z2(t, x)|
1 + |x− x0|θ
.
(5.18)
The constant C is independent of x0 and T and depends only on the constant
κ in (2.3) and θ > 0.
In particular, when z1 = z2 this theorem proves the uniqueness of solu-
tions to (5.1).
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Proof. Let z1, z2 ∈ Cb([0, T ] × R
d). Let u1 = M(z1) and u2 = M(z2)
be the solutions to (5.1). By Lemma 5.1, u1 ∈ Cb([0, T ] × R
d) and u2 ∈
Cb([0, T ]×R
d). Let v1 = u1−z1 and v2 = u2−z2. v1 and v2 are differentiable
and
∂vi
∂t
(t, x) =
1
2
∆vi(t, x) + f(vi(t, x) + zi(t, x)), i = 1, 2. (5.19)
We will use the weights (1+ |x−x0|
2)−
θ
2 because they are differentiable
in x and there exists a constant C > 0 such that
1
C(1 + |x− x0|θ)
≤ (1 + |x− x0|
2)−
θ
2 ≤
C
1 + |x− x0|θ
, x ∈ Rd. (5.20)
Let
z˜(t, x) := (1 + |x− x0|
2)−
θ
2 (z1(t, x)− z2(t, x)) (5.21)
v˜(t, x) := (1 + |x− x0|
2)−
θ
2 (v1(t, x)− v2(t, x)). (5.22)
This weighted difference v˜ solves the PDE
∂v˜
∂t
(t, x) =
1
2
∆v˜(t, x) + θ
(x− x0) · ∇v˜(t, x)
1 + |x− x0|2
+
θ
(
d+ (d+ θ − 2)|x − x0|
2
)
2(1 + |x− x0|2)2
v˜(t, x)
+ (1 + |x− x0|
2)−
θ
2 (f(v1(t, x) + z1(t, x))− f(v2(t, x) + z2(t, x))).
(5.23)
We proved in Lemma 5.1 that v1, v2 ∈ Cb([0, T ]× R
d). Therefore,
lim
|x|→∞
|v˜(t, x)| = 0
and v˜(t, ·) belong to C0(R
d), the space of functions that vanish at infinity.
By Proposition 3.5, the upper-left-derivative of the norm |v˜(t, ·)|C0 is
bounded by
d−
dt
|v˜(t, ·)|C0 ≤
〈
∂v˜
∂t
(t, ·), µt
〉
C0,C⋆0
(5.24)
where µt ∈ ∂|v(t, ·)|C0 , the subdifferential of v˜(t, ·) given by (3.2). By Propo-
sition 3.3, µt(dx) = sign(v˜(t, x))µ˜t(dx) where µ˜t is a positive unit measure
supported on the set {x ∈ Rd : |v˜(t, x)| = |v˜(t, ·)|C0}. Because (5.24) holds
25
for any µt ∈ ∂|v˜(t, ·)|C0 , we can take µt = δxtsign(v˜(t, xt)) where xt ∈ R
d is
a global maximizer or minimizer (|v˜(t, ·)|C0 = |v˜(t, xt)|).
By (5.24) and (5.23),
d−
dt
|v˜(t, ·)|C0
≤ sign(v˜(t, xt))
1
2
∆v(t, xt) + sign(v˜(t, xt))
(xt − x0) · ∇v˜(t, xt)
1 + |xt − x0|2
+
θ(d+ (d+ θ − 2)|xt − x0|
2)
2(1 + |xt − x0|2)2
v˜(t, xt)sign(v˜(t, xt))
+ (1 + |xt − x0|
2)−
θ
2 sign(v˜(t, xt))
× (f(v1(t, xt) + z1(t, xt))− f(v2(t, xt) + z2(t, xt))). (5.25)
Because v˜ is differentiable and xt is either a global maximizer or minimizer,
sign(v˜(t, xt))∆v˜(t, xt) ≤ 0,
∇v˜(t, xt) = 0, and
v(t, xt)sign(v˜(t, xt)) = |v(t, ·)|C0 .
Furthermore, we note that
sup
x∈R
θ(d+ (d+ θ − 2)|x− x0|
2)
2(1 + |x− x0|2)2
< +∞.
Next we analyze the term
(1+ |xt−x0|
2)−
θ
2 (f(v1(t, xt)+z1(t, xt))−f(v2(t, xt)+z2(t, xt)))sign(v˜(t, x)).
Observe that
sign(v˜(t, xt)) = sign(v1(t, xt)− v2(t, xt))
and
sign(v˜(t, xt) + z˜(t, xt)) = sign(v1(t, xt) + z1(t, xt)− (v2(t, xt) + z2(t, xt))).
We divide this into two possibilities. First, if sign(v˜(t, xt) + z˜(t, xt)) =
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sign(v˜(t, xt)), then by (2.6),
(1 + |xt − x0|
2)−
θ
2 (f(v1(t, xt) + z1(t, xt))− f(v2(t, xt) + z2(t, xt)))sign(v˜(t, xt))
= (1 + |xt − x0|
2)−
θ
2 (f(v1(t, xt) + z1(t, xt))− f(v2(t, xt) + z2(t, xt)))
× sign(v˜(t, xt) + z˜(t, xt))
= (1 + |xt − x0|
2)−
θ
2 (f(v1(t, xt) + z1(t, xt))− f(v2(t, xt) + z2(t, xt)))
× sign(v1(t, xt) + z1(t, xt)− v2(t, xt)− z2(t, xt))
≤ (1 + |xt − x0|
2)−
θ
2κ|v1(t, xt) + z1(t, xt)− (v2(t, xt) + z2(t, xt))|
≤ κ|v˜(t, xt) + z˜(t, xt)|
≤ κ|v˜(t, ·)|C0 + κ|z˜(t, ·)|C0 .
If sign(v˜(t, xt)) 6= sign(v˜(t, xt) + z˜(t, xt)) then it must hold that
|v˜(t, xt)| < |z˜(t, xt)|.
Because |v(t, xt)| = |v(t, ·)|C0 , a consequence of this inequality is that
|v˜(t, ·)|C0 = |v˜(t, xt)| < |z˜(t, xt)| ≤ |z˜(t, ·)|C0 .
Therefore,
(1 + |xt − x0|
2)−
θ
2 (f(v1(t, xt) + z1(t, xt))− f(v2(t, xt) + z2(t, xt)))sign(v˜(t, x))
≤ κ|v˜(t, ·)|C0 + κ|z˜(t, ·)|C0 +Φ(t)1{|v˜(t,·)|C0<|z˜(t,·)|C0} (5.26)
where
Φ(t) := (1 + |xt − x0|
2)−
θ
2 |f(v1(t, xt) + z1(t, xt))− f(v2(t, xt) + z2(t, xt))|.
We plug all of these observations into (5.25),
d−
dt
|v˜(t, ·)|C0 ≤ C|v˜(t, ·)|C0 + C|z˜(t, ·)|C0 +Φ(t)1{|v(t,·)|C0<|z˜(t,·)|C0}.
By Lemma 5.3 we can conclude that there exists C > 0 such that
sup
t∈[0,T ]
|v˜(t, ·)|C0 ≤ Ce
CT
(
sup
t∈[0,T ]
|z˜(t, ·)|C0
)
. (5.27)
By the definitions of v˜ and z˜, we have shown that
sup
t∈[0,T ]
sup
x∈Rd
(1 + |x− x0|
2)−
θ
2 |v1(t, x)− v2(t, x)|
≤ CeCT sup
t∈[0,T ]
sup
x∈Rd
(1 + |x− x0|
2)−
θ
2 |z1(t, x)− z2(t, x)|. (5.28)
Finally, the result follows because ui = vi+zi and because of (5.20).
27
Corollary 5.5. For any θ > 0 there exists C = C(κ, θ) > 0 such that for
any z ∈ Cb([0, T ] × R
d),
sup
t∈[0,T ]
sup
x∈Rd
|M(z)(t, x)|
1 + |x− x0|θ
≤ CeCT
(
1 + sup
t∈[0,T ]
sup
x∈Rd
|z(t, x)|
1 + |x− x0|θ
)
. (5.29)
Proof. Let u1 =M(0), where 0 ∈ Cb([0, T ]×R
d) denotes the constant zero
function. By Lemma 5.1, there exists C such that
sup
t∈[0,T ]
sup
x∈Rd
|u1(t, ·)|
1 + |x− x0|θ
≤ CeCT . (5.30)
Let u =M(z) for some z ∈ Cb. Then by (5.18),
sup
t∈[0,T ]
sup
x∈Rd
|u(t, x)|
1 + |x− x0|θ
≤ sup
t∈[0,T ]
sup
x∈Rd
|u(t, x)− u1(t, x)|
1 + |x− x0|θ
+ sup
t∈[0,T ]
sup
x∈Rd
|u1(t, x)|
1 + |x− x0|θ
≤ CeCT sup
t∈[0,T ]
sup
x∈Rd
|z(t, x)− 0|
1 + |x− x0|θ
+ CeCT .
Theorem 5.6. For any x0 ∈ R
d and θ > 0, M can be uniquely extended
to a continuous function from Cx0,θ([0, T ] × R
d) → Cx0,θ([0, T ] × R
d). The
extension satisfies both (5.18) and (5.29) for all z1, z2, z ∈ Cx0,θ([0, T ]×R
d).
If θ ∈ (0, 2/ν), where ν is the constant in (2.4), then for all z ∈ Cx0,θ([0, T ]×
R
d), u = M(z) satisfies the integral equation (5.1). If θ ≥ 2/ν, then it is
possible that the integrand
y 7→ G(t− s, x− y)f(M(z)(s, y))
may not be integrable.
Proof. First we argue that Cb([0, T ] × R
d) is dense in Cx0,θ([0, T ] × R
d) for
any θ > 0. Given ϕ ∈ Cx0,θ([0, T ] × R
d), let
ϕn(t, x) =


ϕ(t, x) if |x− x0| ≤ n
ϕ(t, x)
1 + (|x− x0| − n)θ
if |x− x0| > n.
(5.31)
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Each ϕn is bounded. In fact, because ϕ ∈ Cx0,θ([0, T ] × R
d),
lim
|x|→∞
sup
t∈[0,T ]
|ϕn(t, x)| = 0.
Furthermore, we can check that
sup
t∈[0,T ]
sup
x∈Rd
|ϕn(t, x)− ϕ(t, x)|
1 + |x− x0|θ
≤ sup
t∈[0,T ]
sup
|x−x0|>n
|ϕ(t, x)|
1 + |x− x0|θ
. (5.32)
Therefore, because we chose ϕ ∈ Cx0,θ([0, T ]× R
d),
lim
n→∞
sup
t∈[0,T ]
sup
x∈Rd
|ϕn(t, x)− ϕ(t, x)|
1 + |x− x0|θ
= 0.
By Lipschitz continuity ofM (5.18) and the density of Cb([0, T ]×R
d) in
Cx0,θ([0, T ]×R
d) it follows thatM can be uniquely extended to an operator
from Cx0,θ([0, T ] × R
d)→ Cx0,θ([0, T ]× R
d) satisfying (5.18).
Under assumption (2.4) that |f(u)| ≤ KeK|u|
ν
, we can show that the
extension ofM satisfies (5.1) if θ ∈ (0, 2/ν). Let z ∈ Cx0,θ([0, T ]×R
d) and let
zn be a sequence in Cb([0, T ]×R
d) that converges to z in the Cx0,θ([0, T ]×R
d)
norm. Let un =M(zn). Each un satisfies
un(t, x) =
∫ t
0
∫
Rd
G(t− s, x− y)f(un(s, y))dyds + zn(t, x). (5.33)
By the bound on f , for any (s, y) ∈ [0, t]× Rd,
|f(un(s, y))| ≤ Ke
K|un(s,y)|ν ≤ Ke
K|un|ν
Cx0,θ
([0,T ]×Rd)
(1+|y−x0|θ)ν
. (5.34)
By (5.29), the |un| are uniformly bounded in Cx0,θ([0, T ]×R
d). There exists
C > 0 such that for any x, y ∈ Rd and 0 ≤ s ≤ t,
sup
n
G(t− s, x− y)|f(un(s, y))| ≤
K
(2pi(t− s))
d
2
e
−
(x−y)2
2(t−s) eC|y−x0|
θν
.
For any fixed x ∈ Rd and t > 0, when θν < 0∫ t
0
∫
Rd
K
(2pi(t− s))
d
2
e
−
(x−y)2
2(t−s)
+C|y−x0|θνdyds < +∞
By (5.33), the dominated convergence theorem, and the fact that un(t, x)→
u(t, x) and zn(t, x)→ z(t, x),
u(t, x) =
∫ t
0
∫
Rd
G(t− s, x− y)f(u(s, y))dyds + z(t, x).
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Finally, we state without proof that whenever z(t, x) is a random field
that is adapted to a filtration Ft, M(z)(t) is adapted to the same filtration.
This is clear from (5.1).
Proposition 5.7. Let θ ∈ (0, 2/ν). If z(t, x) is a random field such that
P(z ∈ Cx0,θ([0, T ]× R
d)) = 1
and it is adapted with respect to an increasing right-continuous filtration Ft,
then M(z)(t, x) is a well-defined random field adapted to the same filtration.
6 Existence and Uniqueness of the mild solution
to the SPDE
The following is the main result of this paper.
Theorem 6.1. Under Assumptions 2.1, 2.2, 2.3, and 2.5, there exists a
mild solution to (1.3). Furthermore, this mild solution has the property that
for p and θ satisfying (2.7)-(2.8), and any T > 0,
sup
x0∈Rd
E
∣∣∣∣∣ supt∈[0,T ] supx∈Rd
|u(t, x)|
1 + |x− x0|θ
∣∣∣∣∣
p
< +∞. (6.1)
The solution is unique in the class of adapted random fields satisfying
sup
t∈[0,T ]
sup
x∈Rd
E|σ(u(t, x))|p < +∞. (6.2)
Proof. If a solution u(t, x) to (1.3) exists, then define
Z(t, x) =
∫ t
0
∫
Rd
G(t− s, x− y)σ(u(s, y))W (dyds).
Let U0(t, x) =
∫
Rd
G(t, x − y)u0(y)dy. Then letting M be the mapping
defined in (5.1),
u(t, x) =M(U0 + Z)(t, x).
In particular, this means that
Z(t, x) =
∫ t
0
∫
Rd
G(t− s, x− y)σ(M(U0 + Z)(s, y))W (dyds). (6.3)
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We will show that a solution to (6.3) exists via a Picard iteration argument.
Then u =M(U0 + Z) is a solution to (1.3). Let
Z0(t, x) := 0 (6.4)
Zn+1(t, x) :=
∫ t
0
∫
Rd
G(t− s, x− y)σ(M(U0 + Zn)(s, y))W (dyds). (6.5)
Each of these Zn is well defined and for θ, p satisfying (2.7)-(2.8) each Zn
satisfies
sup
x0∈Rd
E
∣∣∣∣∣ supt∈[0,T ] supx∈Rd
|Zn(t, x)|
1 + |x− x0|θ
∣∣∣∣∣
p
< +∞ (6.6)
by the Lipschitz continuity of σ (Assumption 2.2), the linear growth of M
(Corollary 5.5), the properties of u0 (Assumption 2.5), and the properties of
the stochastic convolution (Theorem 4.3). We omit the details for the proof
of (6.6) because the argument is nearly identical to the following argument
proving that {Zn} is a contraction.
We will show that {Zn} is a contraction in the metric
sup
x0∈Rd
E
∣∣∣∣∣sup[0,T ] supx∈Rd
|Zn+1(t, x)− Zn(t, x)|
1 + |x− x0|θ
∣∣∣∣∣
p
when θ and p satisfy (2.7)-(2.8) and T > 0 is small enough.
Because p > (θ+1)(d+1)θ implies θ >
d+1
p−(d+1) , (4.17) guarantees that there
exists CT > 0 such that
sup
x0∈Rd
E
∣∣∣∣∣ supt∈[0,T ] supx∈Rd
|Zn+1(t, x)− Zn(t, x)|
1 + |x− x0|θ
∣∣∣∣∣
p
≤ CT sup
s∈[0,T ]
sup
x0∈Rd
E |σ(M(U0 + Zn)(s, x0))− σ(M(U0 + Zn−1)(s, x0))|
p .
(6.7)
Applying the Lipschitz continuity of σ (Assumption 2.2), we see that
sup
x0∈Rd
E
∣∣∣∣∣ supt∈[0,T ] supx∈Rd
|Zn+1(t, x)− Zn(t, x)|
1 + |x− x0|θ
∣∣∣∣∣
p
≤ CT sup
s∈[0,T ]
sup
x0∈Rd
E |M(U0 + Zn)(s, x0)−M(U0 + Zn−1)(s, x0)|
p .
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We can trivially bound the right-hand side of the above expression
sup
s∈[0,T ]
sup
x0∈Rd
E |M(U0 + Zn)(s, x0)−M(U0 + Zn−1)(s, x0)|
p
≤ sup
x0∈Rd
E
∣∣∣∣∣ sups∈[0,T ] supx∈Rd
|M(U0 + Zn)(s, x) −M(U0 + Zn−1)(s, x)
1 + |x− x0|θ
∣∣∣∣∣
p
.
By the Lipschitz continuity of M (see (5.18)) in the Cx0,θ([0, T ]×R
d) norm
(remembering that the Lipschitz constant does not depend on x0),
sup
x0∈Rd
E
∣∣∣∣∣ supt∈[0,T ] supx∈Rd
|Zn+1(t, x)− Zn(t, x)|
1 + |x− x0|θ
∣∣∣∣∣
p
≤ CT e
2Tp sup
x0∈Rd
E
∣∣∣∣∣ sups∈[0,T ] supx∈Rd
|Zn(s, x)− Zn−1(s, x)|
1 + |x− x0|θ
∣∣∣∣∣
p
. (6.8)
By choosing T0 small enough so (4.19) guarantees that CT0e
2T0p < 1 we
have a contraction. Therefore, Zn converges to a limit Z. Z must be a
solution to (6.3) on [0, T0] and
sup
x0∈Rd
E
∣∣∣∣∣ supt∈[0,T0] supx∈Rd
|Z(t, x)|
1 + |x− x0|θ
∣∣∣∣∣
p
< +∞.
Then u =M(U0 + Z) is a mild solution to (1.3) and by Corollary 5.5,
sup
x0∈Rd
E
∣∣∣∣∣ supt∈[0,T0] supx∈Rd
|u(t, x)|
1 + |x− x0|θ
∣∣∣∣∣
p
< +∞.
We can repeat the procedure with u0(x) = u(T0, x) (notice that u(T0, ·)
satisfies Assumption 2.5) to get a solution for u on [T0, 2T0]. By repeating
this procedure, we can show that a global in time solution Z solving (6.3)
exists.
These arguments also show that for any T > 0 and p and θ satisfying
(2.7)-(2.8),
sup
x0∈Rd
E
∣∣∣∣∣ supt∈[0,T ] supx∈Rd
|Z(t, x)|
1 + |x− x0|θ
∣∣∣∣∣
p
< +∞. (6.9)
By Corollary 5.5 and (6.9), the solution u =M(U0 + Z) satisfies (6.1).
Now we prove uniqueness. The Picard iteration arguments prove that
the solution Z to (6.3) is unique in the class of random fields satisfying (6.9).
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If u2 is another mild solution to (1.3) that satisfies (6.2), let
Z2(t, x) :=
∫ t
0
∫
Rd
G(t− s, x− y)σ(u2(s, y))W (dyds).
Note that u2 =M(U0 + Z2) and therefore, Z2 solves (6.3). Then by (4.17)
and (6.2), Z2 satisfies (6.9). Therefore, by our previous Picard iteration
arguments, Z2 = Z and by (5.18), u2 = u.
Corollary 6.2. Assume Assumptions 2.1, 2.2, 2.3, and 2.5. If σ is uni-
formly bounded, then there exists a unique solution to (1.3).
Proof. If u is a mild solution to (1.3) and σ is bounded, then (6.2) is always
satisfied. Therefore, by Theorem 6.1, the solution to the mild solution is
unique.
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