The simple exclusion process on finite connected graphs by Biswal, Shiba & Lanchier, Nicolas
ar
X
iv
:1
90
6.
01
75
2v
1 
 [m
ath
.PR
]  
4 J
un
 20
19
The simple exclusion process on finite
connected graphs
Shiba Biswal and Nicolas Lanchier
Abstract Consider a system of K particles moving on the vertex set of a finite connected
graph with at most one particle per vertex. If there is one, the particle at x chooses one
of the deg(x) neighbors of its location uniformly at random at rate ρx, and jumps to that
vertex if and only if it is empty. Using standard probability techniques, we identify the set of
invariant measures of this process to study the occupation time at each vertex. Our main result
shows that, though the occupation time at vertex x increases with deg(x)/ρx, the ratio of the
occupation times at two different vertices converges monotonically to one as the number of
particles increases to the number of vertices. The occupation times are also computed explicitly
for simple examples of finite connected graphs: the star and the path.
1. Introduction
The simple exclusion process, introduced by Spitzer in [12], is one of the most popular interacting
particle systems with the voter model [1, 7] and the contact process [6]. These three models can
be viewed as spatial stochastic models of diffusion, competition, and invasion, respectively. In
particular, the simple exclusion process consists of a system of symmetric random walks that
move independently on a connected graph except that jumps onto already occupied vertices are
suppressed (exclusion rule) so that each vertex is occupied by at most one particle.
All three models have been studied extensively on infinite lattices, and we refer to [10, 11] for a
review of their main properties. The voter model and the contact process have also been studied
on the torus in Zd (the time to consensus of the voter model on the torus is studied in [2] and
the time to extinction of the contact process on the torus is studied in [3, 4, 5]) as well as various
finite deterministic and random graphs. In contrast, to the best of our knowledge, there is no
work about the simple exclusion process on finite graphs in the probability literature with the
notable exception of the asymmetric nearest neighbor exclusion process on the finite path (each
particle jumps to its immediate left or right with different probabilities) introduced in [9] and
reviewed in [11, chapter III.3]. The primary motivation, however, was to study the properties of
the stationary distribution on a large path and relate them to those of the infinite system.
The main objective of this paper is to initiate the study of simple exclusion processes on general
finite connected graphs: a particle at vertex x now jumps to a vertex chosen uniformly at random
among the deg(x) neighbor(s) of x. We also assume that the rate at which particles jump depend
on their location, with the particle at x jumping at rate ρx. This modeling approach is motivated by
engineering applications such as robotic swarms where particles represent robots moving on a finite
graph and avoiding each other. An important question in this field is how should we choose the
rates ρx so that the system converges to a fixed desired distribution? But regardless of its potential
applications, our model is natural and of interest mathematically, and as a first step we study the
invariant measures and prove a monotonicity property for the occupation times at different vertices
that holds for all finite connected graphs and all choices of the rates ρx.
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2. Main results
Letting G = (V ,E ) be a finite connected graph on N vertices, with vertex set V and edge set E ,
the process is a continuous-time Markov chain whose state at time t is a configuration
ηt : V → {0, 1} where ηt(x) =
{
0 if vertex x is empty
1 if vertex x is occupied by a particle.
Motivated by potential applications in robotic swarms, we assume that particles may jump at a
rate that depends on their location, and denote by ρx the rate attached to vertex x. To describe
the dynamics, for all x, y ∈ V , we let τx,y η be the configuration
(τx,y η)(z) = η(x)1{z = y}+ η(y)1{z = x}+ η(z)1{z 6= x, y}
obtained from η by exchanging the states at x and y. Then, for all η, ξ ∈ {0, 1}V , the process jumps
from configuration η to configuration ξ at rate
q(η, ξ) =
ρx
deg(x)
1{ηt(x) = 1 and ξ = τx,y η for some (x, y) ∈ E }.
In words, the particle at x, if there is one, chooses one of the neighbors of x uniformly at random
at rate ρx, and jumps to this vertex if and only if it is empty. It will be convenient later to identify
each configuration η with the subset of vertices occupied by a particle:
η ≡ {x ∈ V : η(x) = 1} ⊂ V .
This defines a natural bijection between the set of configurations and the subsets of the vertex set,
and it will be obvious from the context whether η refers to a configuration or a subset.
The main objective of this paper is to study the fraction of time each vertex is occupied in the
long run. We can prove that these limits exist and only depend on the initial configuration through
its number of particles, so we will write from now on
pK(x) = lim
t→∞
P (x ∈ ηt | card(η0) = K) for all 0 < K ≤ N and x ∈ V . (1)
To state our results, for all 0 < K ≤ N and B ⊂ V , we define
Λ+K(B) = {η ∈ ΛK : B ∩ η = B} and Λ
−
K(B) = {η ∈ ΛK : B ∩ η = ∅}
where ΛK is the set of configurations with K particles. In addition, for each vertex z ∈ V , each
subset η ⊂ V , and each collection C of subsets of V , we let
D(z) =
deg(z)
ρz
, D(η) =
∏
z∈η
D(z) and Σ(C ) =
∑
η∈C
D(η).
Using that the sets ΛK are closed communication classes as well as reversibility to identify the
stationary distribution on each ΛK , we prove that the limits in (1) are characterized as follows.
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Theorem 1 (occupation time) – For all 0 < K ≤ N and x ∈ V ,
pK(x) =
Σ(Λ+K(x))
Σ(ΛK)
. (2)
In particular, the limits in (1) are characterized by
pK(x)
pK(y)
=
Σ(Λ+K(x))
Σ(Λ+K(y))
and
∑
z∈V
pK(z) = K. (3)
Even though the right-hand side of (2) cannot be simplified in general, some interesting properties
can be deduced from this expression for arbitrary finite connected graphs. It is intuitively clear
that, the graph being fixed, the probability pK(x) increases with K. It can also be proved that this
probability increases with D(x) while a more precise and challenging analysis shows that, though
the occupation time at x is smaller than the occupation time at y when D(x) < D(y), the ratio of
the two occupation times converges monotonically to one as the number of particles increases.
Theorem 2 (monotonicity) – For all 1 < K < N − 1,
D(x)
D(y)
=
p1(x)
p1(y)
<
pK(x)
pK(y)
<
pK+1(x)
pK+1(y)
<
pN (x)
pN (y)
= 1 when D(x) < D(y).
It follows from (the proof of) the theorem that, when all the D(x) are equal, all the vertices are
equally likely to be occupied at equilibrium. In particular, assuming for simplicity that the particles
always jump at rate ρx ≡ 1, all the vertices are occupied with the same probability K/N for the
process on finite regular graphs. Along these lines, the probabilities in (2) can be computed explicitly
when ρx ≡ 1 and most of the vertices have the same degree. For instance, for the star graph in
which all the vertices have degree one except the center, we have the following result.
Theorem 3 (star) – For the star graph with N vertices and center 0,
pK(0) =
(N − 1)K
(N − 1)K + (N −K)
PK(x) =
(
K
N − 1
)
(N − 1)K − (K − 1)
(N − 1)K + (N −K)
for x 6= 0.
For the path graph in which all the vertices have degree two except the two endpoints, the algebra
is a little more complicated but we can prove the following result.
Theorem 4 (path) – For the path graph with vertex set V = {0, 1, . . . , N − 1},
pK(x) =
(2N −K − 1)K
(K − 1)K + 4(N −K)(N − 1)
for x = 0, N − 1
pK(x) =
(
K
N − 2
)
(K − 2)(K − 1) + 4(N −K)(N − 2)
(K − 1)K + 4(N −K)(N − 1)
for 0 < x < N − 1.
Taking the ratio of the probabilities in both theorems (see (21) and (26) below) gives results in
agreement with Theorem 2. Figure 1 shows (2) obtained from numerical simulations of the simple
exclusion process on the star, the path and the two-dimensional grid with 25 vertices, along with
our analytical results for the first two graphs.
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Figure 1. Limiting behavior of the simple exclusion process on three specific graphs with 25 vertices and ρx ≡ 1. The
horizontal axis represents the number of particles (K), and the vertical axis represents the fraction of time vertices
with degree d are occupied (pK(x)). The squares are obtained from simulating the process for 10
8 units of time, while
the curves in the first two pictures show the analytical results from Theorems 3 and 4.
3. Proof of Theorem 1
Note that the simple exclusion process is not irreducible because configurations with different
numbers of particles do not communicate. However, the set of configurations with K particles
forms a closed communication class, so the process restricted to ΛK is irreducible and converges
to a unique stationary distribution. To find this stationary distribution and prove the theorem, we
will also use reversibility. To show that ΛK is a communication class, we first prove that any two
configurations in ΛK that only differ in two vertices communicate.
Lemma 5 – For all η ∈ {0, 1}V and x, y ∈ V ,
P (ηt = τx,y η | η0 = η) > 0 for all t > 0.
Proof. The result is obvious when η(x) = η(y) because in this case τx,y η = η. The result is also
clear when x and y are not in the same state but connected by an edge because
q(η, τx,y η) = lim
ǫ↓0
P (ηt+ǫ = τx,y η | ηt = η)
ǫ
=
ρx
deg(x)
for all (x, y) ∈ E . (4)
To deal with the nontrivial case when the vertices are neither in the same state nor connected by
an edge, we may assume without loss of generality that, in configuration η, vertex x is occupied
and vertex y empty. Because the graph G is connected, there exists a self-avoiding path
(z1, z2, . . . , zl) ⊂ V with (zi, zi+1) ∈ E , z1 = x and zl = y
connecting x and y. Due to the absence of cycles, we have also l ≤ N . To remove the particle at x
and put a particle at y without changing the state of the other vertices, we let
{i : zi ∈ η} = {zi(1), zi(2), . . . , zi(k)} with 1 = i(1) < i(2) < · · · < i(k) < l
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Figure 2. Evolution along the self-avoiding path (z1, z2, . . . , zl).
be the set of vertices along the self-avoiding path that are occupied in configuration η. It is also
convenient to set i(k + 1) = l. To obtain configuration τx,y η from η, the basic idea, which is
illustrated in Figure 2, is to move the particle at zi(k) to zi(k+1), then the particle at zi(k−1) to zi(k),
and so on. To prove that this sequence of events indeed occurs with positive probability, note that,
because the vertices zi(k)+1, zi(k)+2, . . . , zi(k+1) are empty,
τzi(k),zi(k+1) η = (τzi(k+1)−1,zi(k+1) ◦ · · · ◦ τzi(k)+1,zi(k)+2 ◦ τzi(k),zi(k)+1)(η).
This, together with (4), implies that
P (ηt = τzi(k),zi(k+1) η | η0 = η) > 0 for all t > 0.
Similarly, we prove by induction that, for j = 1, 2, . . . , k,
P (ηt = τzi(j),zi(k+1) η | η0 = τzi(j+1),zi(k+1) η)
= P (ηt = τzi(j),zi(j+1)(τzi(j+1),zi(k+1) η) | η0 = τzi(j+1),zi(k+1) η) > 0
(5)
for all t > 0. In addition, for j = 1, 2, . . . , k,
τzi(j),zi(k+1) η = (τzi(j),zi(j+1) ◦ · · · ◦ τzi(k−1),zi(k) ◦ τzi(k),zi(k+1))(η). (6)
Using (5) and (6), and that zi(1) = x and zi(k+1) = y, we deduce that
P (ηkt = τx,y η | η0 = η) ≥
k∏
j=1
P (η(k−j+1)t = τzi(j),zi(k+1) η | η(k−j)t = τzi(j+1),zi(k+1) η)
=
k∏
j=1
P (ηt = τzi(j),zi(k+1) η | η0 = τzi(j+1),zi(k+1) η) > 0
for all t > 0. This completes the proof. 
Lemma 6 – For all K = 0, 1, . . . , N , the set ΛK is a closed communication class.
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Proof. The fact that ΛK is closed is an immediate consequence of the fact that the number K of
particles is preserved by the dynamics. To prove that this set is also a communication class, fix two
configurations η and ξ with K particles, and define the sets
S = {z ∈ V : η(z) = 1, ξ(z) = 0} and T = {z ∈ V : η(z) = 0, ξ(z) = 1}
that we call respectively the source set and the target set. Because η and ξ have the same number
of particles, these sets have the same number of vertices, and we write
S = {x1, x2, . . . , xk} ⊂ V and T = {y1, y2, . . . , yk} ⊂ V .
By definition of the source and target sets,
ξ = (τx1,y1 ◦ τx2,y2 ◦ · · · ◦ τxk,yk)(η).
In particular, letting σj = τx1,y1 ◦ · · · ◦ τxj ,yj and using Lemma 5, we get
P (ηkt = ξ | η0 = η) ≥
k∏
j=1
P (ηjt = σj η | η(j−1)t = σj−1 η)
=
k∏
j=1
P (ηt = τxj ,yj(σj−1 η) | η0 = σj−1 η) > 0
for all t > 0. Since this holds for any two configurations in ΛK and since configurations outside ΛK
cannot be reached from ΛK , the result follows. 
We now use reversibility to identify the stationary distributions.
Lemma 7 – For all K = 0, 1, . . . , N , the distribution
πK(η) =
D(η)
Σ(ΛK)
for all η ∈ ΛK
is a reversible distribution concentrated on ΛK .
Proof. Let η, ξ ∈ ΛK , η 6= ξ. Then,
q(η, ξ) = q(ξ, η) = 0 when ξ 6= τx,y η for all (x, y) ∈ E
in which case it is clear that
πK(η) q(η, ξ) = πK(ξ) q(ξ, η) = 0. (7)
When ξ = τx,y η for some (x, y) ∈ E , with say η(x) = ξ(y) = 1,
q(η, ξ) =
ρx
deg(x)
and q(ξ, η) =
ρy
deg(y)
.
In this case, because η \ {x} = ξ \ {y},
πK(η) q(η, ξ) =
D(η)
Σ(ΛK)
q(η, ξ) =
D(η \ {x})
Σ(ΛK)
(
deg(x)
ρx
)
q(η, ξ)
=
D(η \ {x})
Σ(ΛK)
=
D(ξ \ {y})
Σ(ΛK)
= πK(ξ) q(ξ, η).
(8)
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Combining (7) and (8) gives the result. 
Proof of Theorem 1. According to Lemma 7, πK is a reversible distribution so this is also a
stationary distribution. See e.g. [8, Sec. 10.3] for a proof. Now, according to Lemma 6, the set ΛK
is a finite closed communication class for the simple exclusion process therefore there is a unique
stationary distribution that concentrates on ΛK , and this distribution is the limit of the process
starting from η0 ∈ ΛK . See e.g. [8, Sec. 10.4] for a proof. In particular,
lim
t→∞
P (ηt = η | η0 = ξ) = πK(η) =
D(η)
Σ(ΛK)
for all η, ξ ∈ ΛK
from which it follows that
pK(x) =
∑
η∈ΛK :x∈η
πK(η) =
∑
η∈ΛK :x∈η
D(η)
Σ(ΛK)
=
∑
η∈Λ+
K
(x)
D(η)
Σ(ΛK)
=
Σ(Λ+K(x))
Σ(ΛK)
.
This shows the second part of the theorem, and
pK(x)
pK(y)
=
Σ(Λ+K(x))
Σ(ΛK)
Σ(ΛK)
Σ(Λ+K(x))
=
Σ(Λ+K(x))
Σ(Λ+K(y))
.
Finally, using that the expected value is linear, we get
∑
z∈V
pK(z) = lim
t→∞
∑
z∈V
E(1{z ∈ ηt}) = lim
t→∞
E
(∑
z∈V
1{z ∈ ηt}
)
= E(K) = K.
This completes the proof. 
4. Proof of Theorem 2
In the presence of one or N particles, we have
Σ(Λ+1 (x))
Σ(Λ+1 (y))
=
D(x)
D(y)
=
ρy deg(x)
ρx deg(y)
and
Σ(Λ+N (x))
Σ(Λ+N (y))
=
D(V )
D(V )
= 1. (9)
In all the other cases, however, the ratios above become much more complicated. Also, the theorem
cannot be proved using direct calculations. The main ingredient is given by the next lemma whose
proof relies on a somewhat sophisticated construction.
Lemma 8 – For all 0 < K < N , we have Σ(ΛK+1)Σ(ΛK−1) < (Σ(ΛK))
2.
Proof. The key is to find partitions P of ΛK+1 × ΛK−1 and Q of ΛK × ΛK such that
1. partition P has less elements than partition Q,
2. each Ai ∈ P can be paired with a Bi ∈ Q such that card(Ai) ≤ card(Bi),
3. for all (η, η′) ∈ Ai and (ξ, ξ
′) ∈ Bi, we have D(η)D(η
′) = D(ξ)D(ξ′).
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Let x1, x2, . . . , xN denote the N vertices. To construct the partitions, let
S2K = {(u1, u2, . . . , uN ) ∈ {0, 1, 2}
N : u1 + · · ·+ uN = 2K}
and φ : ΛK+1 × ΛK−1 → S2K and ψ : ΛK × ΛK → S2K defined as
φ(η, η′) = u = (u1, u2, . . . , uN ) where ui = 1{xi ∈ η}+ 1{xi ∈ η
′}
ψ(ξ, ξ′) = u = (u1, u2, . . . , uN ) where ui = 1{xi ∈ ξ}+ 1{xi ∈ ξ
′}.
(10)
The two functions have the same expression but differ in that they are not defined on the same
sets of configurations. The two partitions are then given by
P = {φ−1(u) : u ∈ S2K and φ
−1(u) 6= ∅}
Q = {ψ−1(u) : v ∈ S2K and ψ
−1(u) 6= ∅}.
See Figure 3 for a schematic representation of the two partitions and an illustration of the proof
presented below. The function ψ is surjective. In contrast, φ(η, η′) has card(η \ η′) ≥ 2 coordinates
equal to one therefore it is not surjective:
S∗2K = {u ∈ S2K : φ
−1(u) 6= ∅} 6= S2K
from which it follows that
card(P) = card(S∗2K) < card(S2K) = card(Q). (11)
This proves the first item above. Now, let
K1 = card{i : ui = 1} and K2 = card{i : ui = 2},
with K1 ≥ 2. To count the number of preimages (η, η
′) and (ξ, ξ′) in (10), note that the vertices
that are either empty or occupied in all four configurations are uniquely determined by u. This
leaves K1 vertices that are occupied in two of the four configurations and
• the number of choices for η is the number of choices of K+1−K2 vertices among K1 vertices
to be occupied in configuration η but not η′,
• the number of choices for ξ is the number of choices of K −K2 vertices among K1 vertices to
be occupied in configuration ξ but not ξ′.
Using also that K1 + 2K2 = 2K < 2K + 1, we get
card(φ−1(u)) =
(
K1
K + 1−K2
)
=
(
K1 −K +K2
K + 1−K2
)(
K1
K −K2
)
<
(
K1
K −K2
)
= card(ψ−1(u)),
(12)
which shows the second item above. Finally, for all (η, η′) ∈ φ−1(u),
D(η)D(η′) =
∏
z∈η
deg(z)
ρz
∏
z∈η′
deg(z)
ρz
=
∏
z∈η∆η′
deg(z)
ρz
∏
z∈η∩η′
(
deg(z)
ρz
)2
=
N∏
i=1
(
deg(xi)
ρxi
)ui
= D̂(u)
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φ ψ
partition P partition Q
φ ψv
ψ
S2K
S∗2K
D̂
D̂
D̂
u
w
D̂(u)
D̂(v)
D̂(w)
φ−1(v) ψ−1(v)
ψ−1(u)
φ−1(w) ψ−1(w)
Figure 3. Construction in the proof of Lemma 8.
is a function D̂(u) of the vector u only. The same holds for (ξ, ξ′) ∈ ψ−1(u). This implies that the
third item above is also satisfied in the sense that
D(η)D(η′) = D(ξ)D(ξ′) = D̂(u) for all (η, η′) ∈ φ−1(u), (ξ, ξ′) ∈ ψ−1(u). (13)
Combining (11)–(13), we conclude that
Σ(ΛK+1)Σ(ΛK−1) =
∑
u∈S∗2K
∑
(η,η′)∈φ−1(u)
D(η)D(η′)
(13)
=
∑
u∈S∗2K
∑
(η,η′)∈φ−1(u)
D̂(u)
(12)
<
∑
u∈S∗2K
∑
(ξ,ξ′)∈ψ−1(u)
D̂(u)
(13)
=
∑
u∈S∗2K
∑
(ξ,ξ′)∈ψ−1(u)
D(ξ)D(ξ′)
(11)
<
∑
u∈S2K
∑
(ξ,ξ′)∈ψ−1(u)
D(ξ)D(ξ′) = (Σ(ΛK))
2.
This completes the proof. 
With the previous technical lemma, we can now prove the theorem.
Proof of Theorem 2. To simplify the notations, we write
AK = Σ(Λ
+
K({x, y})) and BK = Σ(Λ
−
K−1({x, y})).
Then, we can rewrite
Σ(Λ+K(x)) = Σ(Λ
+
K(x) ∩ Λ
+
K(y)) + Σ(Λ
+
K(x) \ Λ
+
K(y))
= Σ(Λ+K({x, y})) +D(x)Σ(Λ
−
K−1({x, y})) = AK +D(x)BK .
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Using some obvious symmetry, we deduce that
pK(x)
pK(y)
=
Σ(Λ+K(x))
Σ(Λ+K(y))
=
AK +D(x)BK
AK +D(y)BK
. (14)
Now, applying Lemma 8 to the configurations on V − {x, y}, we get
AKBK+1 = Σ(Λ
+
K({x, y}))Σ(Λ
−
K ({x, y}))
= D({x, y})Σ(Λ−K−2({x, y}))Σ(Λ
−
K({x, y}))
< D({x, y})Σ(Λ−K−1({x, y}))Σ(Λ
−
K−1({x, y}))
= Σ(Λ+K+1({x, y}))Σ(Λ
−
K−1({x, y})) = AK+1BK .
This, together with D(x) < D(y), implies that
D(x)AK+1BK +D(y)AKBK+1 < D(x)AKBK+1 +D(y)AK+1BK
which is equivalent to
(AK +D(x)BK)(AK+1 +D(y)BK+1)
< (AK+1 +D(x)BK+1)(AK +D(y)BK).
(15)
Combining (14) and (15) gives
PK(x ∈ ηt)
PK(y ∈ ηt)
=
AK +D(x)BK
AK +D(y)BK
=
AK+1 +D(x)BK+1
AK+1 +D(y)BK+1
=
pK+1(x)
pK+1(y)
. (16)
The theorem is then a combination of (9) and (16). 
5. Star and path graphs
We now use Theorem 1 to find the limiting fraction of time each vertex is occupied in the simple
exclusion process on the star and the path graphs with ρx ≡ 1. The reason why an explicit calcu-
lation is possible in these cases is because most of the vertices have the same degree.
Proof of Theorem 3. The center 0 is connected to all the other N − 1 vertices therefore its
degree is N − 1. The other vertices 1, 2, . . . , N − 1, called leaves, are only connected to the center
and therefore have degree one. For the center, we compute
Σ(Λ+K(0)) = deg(0) Σ(Λ
−
K−1(0)) = (N − 1)
(
N − 1
K − 1
)
, (17)
while for all x = 1, 2, . . . , N − 1, we have
Σ(Λ+K(x)) = deg(x) Σ(Λ
−
K−1(x)) = Σ(Λ
−
K−1(x))
= Σ(Λ−K−1(x) ∩ Λ
+
K−1(0)) + Σ(Λ
−
K−1(x) ∩ Λ
−
K−1(0))
= deg(0) Σ(Λ−K−2(0, x)) + Σ(Λ
−
K−1(0, x))
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from which it follows that
Σ(Λ+K(x)) = (N − 1)
(
N − 2
K − 2
)
+
(
N − 2
K − 1
)
. (18)
Note also that the total mass is
Σ(ΛK) = Σ(Λ
+
K(0)) + Σ(Λ
−
K(0)) = (N − 1)
(
N − 1
K − 1
)
+
(
N − 1
K
)
. (19)
Combining (17)–(19), using the identities(
N − 1
K − 1
)
=
N − 1
K − 1
(
N − 2
K − 2
)
=
N − 1
N −K
(
N − 2
K − 1
)
=
K
N −K
(
N − 1
K
)
,
applying Theorem 1, and simplifying, we deduce that
pK(0) =
Σ(Λ+K(0))
Σ(ΛK)
=
(N − 1)K
(N − 1)K + (N −K)
pK(x) =
Σ(Λ+K(x))
Σ(ΛK)
=
(
K
N − 1
)
(N − 1)K − (K − 1)
(N − 1)K + (N −K)
.
(20)
Using again (17) and (18), or alternatively (20), we also get
pK(x)
pK(0)
=
Σ(Λ+K(x))
Σ(Λ+K(0))
=
(N − 1)(K − 1) + (N −K)
(N − 1)2
. (21)
The right-hand side is equal to 1/(N − 1) when K = 1 and one when K = N , and is increasing
with respect to the number of particles, in accordance with Theorem 2. Note also that, for the star
graph, the ratio above is linear in the number K of particles. 
Proof of Theorem 4. The end vertices 0 and N − 1 each have degree one while the other
vertices 1, 2, . . . , N − 2, each have degree two. For the end nodes, we compute
Σ(Λ+K(0)) = deg(0) Σ(Λ
−
K−1(0)) = Σ(Λ
−
K−1(0))
= Σ(Λ−K−1(0) ∩ Λ
+
K−1(N − 1)) + Σ(Λ
−
K−1(0) ∩ Λ
−
K−1(N − 1))
= deg(N − 1) Σ(Λ−K−2(0, N − 1)) + Σ(Λ
−
K−1(0, N − 1))
from which it follows that
Σ(Λ+K(0)) = Σ(Λ
+
K(N − 1)) = 2
K−2
(
N − 2
K − 2
)
+ 2K−1
(
N − 2
K − 1
)
. (22)
Similarly, for all 0 < x < N − 1,
Σ(Λ+K(x)) = deg(x) Σ(Λ
−
K−1(x)) = 2Σ(Λ
−
K−1(x)),
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and including and/or excluding 0 and/or N − 1, we get
Σ(Λ+K(x)) = 2
K−2
(
2
2
)(
N − 3
K − 3
)
+ 2K−1
(
2
1
)(
N − 3
K − 2
)
+ 2K
(
2
0
)(
N − 3
K − 1
)
= 2K−2
(
N − 3
K − 3
)
+ 2K
(
N − 3
K − 2
)
+ 2K
(
N − 3
K − 1
)
= 2K−2
(
N − 3
K − 3
)
+ 2K
(
N − 2
K − 1
)
.
(23)
The total mass in this case is
Σ(ΛK) = 2
K−2
(
2
2
)(
N − 2
K − 2
)
+ 2K−1
(
2
1
)(
N − 2
K − 1
)
+ 2K
(
2
0
)(
N − 2
K
)
= 2K−2
(
N − 2
K − 2
)
+ 2K
(
N − 1
K
)
.
(24)
Combining (22)–(24), using the identities(
N − 2
K − 1
)
=
N −K
K − 1
(
N − 2
K − 2
)
=
(N − 2)(N −K)
(K − 2)(K − 1)
(
N − 3
K − 3
)
=
K
N − 1
(
N − 1
K
)
,
applying Theorem 1, and simplifying, we deduce that
pK(0) =
Σ(Λ+K(0))
Σ(ΛK)
=
(2N −K − 1)K
(K − 1)K + 4(N −K)(N − 1)
pK(x) =
Σ(Λ+K(x))
Σ(ΛK)
=
(
K
N − 2
)
(K − 2)(K − 1) + 4(N −K)(N − 2)
(K − 1)K + 4(N −K)(N − 1)
.
(25)
Using again (22) and (23), or alternatively (25), we also get
pK(0)
pK(x)
=
Σ(Λ+K(0))
Σ(Λ+K(x))
=
(N − 2)(2N −K − 1)
(K − 2)(K − 1) + 4(N −K)(N − 2)
. (26)
The right-hand side is equal to one-half when K = 1 and one when K = N , and is increasing with
respect to the number of particles, in accordance with Theorem 2. 
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