Abstract-The optimal cost allocation problem is proposed for centralized and decentralized detection systems in the presence of cost constrained measurements, where the aim is to minimize the probability of error of a given detection system under a total cost constraint. The probability of error expressions are obtained for centralized and decentralized detection systems, and the optimal cost allocation strategies are provided. In addition, special cases are investigated in the presence of Gaussian observations and measurement noise. The solutions of the proposed problems specify the optimal allocation of the cost budget among various measurement devices (sensors) to achieve the optimum detection performance. Numerical examples are presented to discuss the implications of the results.
I. INTRODUCTION
In this manuscript, centralized and decentralized detection systems are studied in the presence of cost constrained measurements. In such systems, decisions are performed based on measurements collected by multiple sensors, the qualities of which are determined by assigned cost values. The aim is to develop optimal cost allocation strategies in a Bayesian framework under a total cost constraint. In the case of centralized detection, a set of geographically separated sensors transmit their complete measurements to a fusion center, and the fusion center selects one of the hypotheses [1] . On the other hand, in decentralized detection, sensors send a summary of their measurements to the fusion center [2] . For quantifying the costs of measurement devices (sensors), the model in [3] is employed in this study. According to [3] , the cost of a measurement device is basically determined by the number of amplitude levels that it can reliably distinguish.
Detection and estimation problems considering system resource constraints have been studied in the literature [4] - [10] . In [4] , measurement cost minimization is studied under various estimation accuracy constraints. In [5] , optimal distributed detection strategies for wireless sensor networks are studied by considering network resource constraints, where it is assumed that observations at the sensors are spatially and temporally independent and identically distributed (i.i.d.). Two types of constraints are taken into consideration related to the transmission power and the communication channel. For the communication channel, there exist two options, which are multiple access and parallel access channels. It is proved that using a multiple access channel with analog communication of local likelihood ratios (soft decisions) is asymptotically optimal when each sensor communicates with a constant power [5] . In [6] , binary decentralized detection problem is investigated under the constraint of wireless channel capacity. It is shown that having a set of identical sensors is asymptotically optimal when the observations conditioned on the hypothesis are i.i.d. and the number of observations per sensors goes infinity. In [7] , a decentralized detection problem is studied, where the sensors have side information that affects the statistics of their measurements and the network has a cost constraint. The study examines wireless sensor networks with a cost constraint and a capacity constraint separately. In both cases, the error exponent is minimized under the specified constraints. [7] produces a similar result to that in [6] for the capacity constraint case. In addition, [7] and [8] have the same results for the power constraint case. It is found that having identical sensors which use the same transmission scheme is asymptotically optimal when the observations are conditionally independent given the state of the nature. In [9] , decentralized detection is studied with constraints on the expected cost due to transmissions from sensor nodes and the measurement at each local sensor, where it is shown that optimum detection performance can be obtained via randomization.
Based on the cost function proposed in [3] for obtaining measurements, various studies have been performed on estimation with cost constraints [4] , [10] . In particular, [4] considers the costs of measurements and aims to minimize the total cost under various estimation accuracy constraints. In [10] , average Fisher information maximization is studied under cost constrained measurements. On the other hand, [11] investigates the tradeoff between reducing the measurement cost and keeping the estimation accuracy within acceptable levels in continuous time linear filtering problems. In [12] , the channel switching problem is studied, where the aim is to minimize the probability of error between a transmitter and a receiver that are connected via multiple channels and only one channel can be used at a given time. In that study, a logarithmic cost function similar to that in [3] is employed for specifying the cost of using a certain channel.
Although costs of measurements have been considered in various estimation and channel switching problems such as [4] , [10] - [12] , there exist no studies in the literature that consider the optimization of centralized and decentralized detection systems in the presence of cost constrained measurements based on a specific cost function as in [3] . In this study, we first consider the centralized detection problem and propose a general formulation for allocating the cost budget to measurement devices in order to achieve the optimum performance in the Bayesian framework. Also, a closed-form expression is obtained for binary hypothesis testing with Gaussian observa-tions. Then, we investigate the decentralized detection problem with some common fusion rules, and present a generic formulation that aims to minimize the probability of error by optimally allocating the cost budget to measurement devices. A numerical solution is proposed for binary hypothesis testing with Gaussian observations. As convexity is an important property for the optimization problems, the convexity property is explored for the case of two measurement devices. Finally, numerical examples are presented to demonstrate the results.
II. COST ALLOCATION FOR CENTRALIZED DETECTION
In centralized detection problems, all sensor nodes transmit their observations to the fusion center, and the decision is made in the fusion center based on the data from all the sensors. The system model for the centralized detection is illustrated in Fig. 1 . In the Bayesian hypothesis-testing framework, the optimum decision rule is the one that minimizes the Bayes risk, which is defined as the average of the conditional risks [13] . The conditional risk for a decision rule δ(·) when the state of nature is H j is given by
wherec ij is the cost of choosing hypothesis H i when the state of nature is H j , and P j (Γ i ) is the probability of deciding hypothesis H i when H j is correct, with Γ i denoting the decision region for hypothesis H i . Then, the Bayes risk can be expressed as
where π j is the prior probability of hypothesis H j . For the values ofc ij , uniform cost assignment (UCA) is commonly employed, which is stated as [13] 
For UCA, the Bayes rule, which minimizes the Bayes risk specified by (1) and (2), reduces to choosing the hypothesis with the maximum a-posteriori probability (MAP), and the corresponding Bayes risk can be stated, after some manipulation, as
where δ B denotes the Bayes rule, and p l (y) is the probability distribution of y under hypothesis H l [13] . In this section, the aim is to perform the optimal cost allocation among the sensors in Fig. 1 in order to minimize the Bayes risk expression in (4) under a total cost constraint. The cost of measuring the ith component of the observation vector, x i , is given by
xi is the variance of x i and σ 2 mi is the variance of the noise introduced by the ith sensor [3] . Then, the total cost is expressed as
The cost function for each sensor is monotonically decreasing, nonnegative, and convex with respect to σ [14] .) In addition, when the measurement noise variance is low, the cost is high since the number of amplitude levels that the device can distinguish gets high [3] . When σ 2 mi goes to infinity, the cost converges to zero and when σ 2 mi goes to zero, the cost approaches infinity.
Based on (4) and (5), the following optimization problem is proposed for centralized detection problems:
where C T is the (total) cost constraint. Hence, the optimal allocation of the measurement noise variances, σ 2 mi , (equivalently, the costs, C i ) is to be performed under the total cost constraint. It is also noted that the maximization of the objective function in (6) corresponds to the minimization of the Bayes risk in (4), which represents the probability of error for the Bayes rule. When the optimization problem proposed in (6) is solved, the optimum cost values for the measurement devices (sensors) are obtained and these values achieve the optimum performance for centralized detection.
In practical systems, the observations,
T . Hence, the conditional probability density function (PDF) of the measurement vector when hypothesis H l is true can be obtained as the convolution of the PDFs of m and x as follows:
In addition, if the sensors have independent noise, p M (m) can be expressed as
As a special case, a centralized binary hypothesis-testing problem is investigated in the presence of Gaussian observations and measurement noise, which is a common scenario in practice. In this case, the distribution of observation x under hypothesis H 0 is Gaussian with mean vector µ 0 and covariance matrix Σ, which is denoted by N (µ 0 , Σ). Similarly, x is distributed as N (µ 1 , Σ) under hypothesis H 1 . In addition, the measurement noise vector, m, is distributed as
that is, the measurement noise is independent for different sensors [3] .
Considering that x and m are independent, the distribution of the measurement, y = x + m, is denoted by N (µ 0
For the hypothesis-testing problem specified in the previous paragraph, the Bayes risk corresponding to the Bayes rule can be obtained as follows in the case of UCA [13, Chapter 3] :
where 
, where µ i represents the ith component of the vector µ 1 − µ 0 . Hence, the optimization problem in (6) for this case is stated as follows:
The objective function in (9) is convex with respect to σ 
Since a convex objective function is maximized over a convex set, the solution lies at the boundary [10] , [15] . Therefore, the constraint function becomes an equality constraint and the optimization problem can be solved by using the Lagrange multipliers method [14] , [15] . Based on this approach, the optimal cost allocation algorithm is obtained as follows:
with α = 2
where set S K is given by S K = {i ∈ {1, 2, ..., K} : σ device (sensor) is set to infinity; that is, the observation is not measured at all, and the cost of the measurement device is zero. If the observation variance is smaller than the specified threshold, the variance of the measurement noise is calculated according to the expression in (10), which states that if the observation variance is low, the variance of the measurement device is assigned to be low. In other words, if the observation variance is low, a device with a high cost is considered to take measurements. Moreover, if the difference between the means of the observations for the two hypotheses, µ i , is high and σ 
III. COST ALLOCATION FOR DECENTRALIZED DETECTION
In contrast to centralized detection, local sensors send a summary of their observations to the fusion center in decentralized detection. For binary hypothesis-testing, local sensors can send their binary decisions about the true hypothesis (0 or 1) to the fusion center. The fusion center collects the binary decisions of the sensors and decides on the hypothesis. The fusion center can employ, e.g., OR, AND, or majority rules [16] as discussed in the following. The system model in this scenario is presented in Fig. 2 . As in centralized detection, sensor i, s i , measures the observation as y i = x i + m i . Then, the sensors make local decisions about one of the two hypotheses as γ i (y i ) = u i , where u i is equal to 0 for hypothesis H 0 and 1 for hypothesis H 1 . The outputs of the sensors, u 1 , u 2 , . . . , u K , are provided as inputs to the fusion center, which makes the final decision denoted by Γ(u). The fusion rule that is employed in this section is the majority rule [16] . The majority rule is optimal when the noise components of the sensors are i.i.d., the hypotheses are equally likely, and the observations are i.i.d. and independent of the noise of the sensors [17] . The expression for the majority rule is given by
with t = ⌊K/2⌋ + 1, where ⌊·⌋ represents the floor operator that maps a real number to the largest integer lower than or equal to itself. Altough the majority rule is considered in the following analysis, the results can easily be extended for generic integer values of t in (12) . (For t = 1 and t = K, the rule in (12) reduces to the OR fusion rule and the AND fusion rule, respectively.)
Considering independent but not necessarily identically distributed measurements (y i 's), the probability of error (i.e., the Bayes risk for UCA) for the fusion rule in (12) can be calculated as
where p i l (z,c,i) j denotes, for the ith sensor, the probability of choosing hypothesis H l (z,c,i) when hypothesis H j is true, and l (z,c,i) corresponds to the element at the cth row and the ith column of matrix L(z), which has a dimension of K z ×K and is formed as follows: The numbers of 1's and 0's in a row are z and K − z, respectively, and the rows of the matrix contain all possible combinations of z 1's and K − z 0's. (Although matrix L(z) is not unique (e.g., the orders of the rows can be changed), all the L(z) matrices result in the same probability of error in (13) .)
In the decentralized detection framework, the aim is to minimize the probability of error in (13) under the total cost constraint; that is,
The solution of (14) provides the optimum cost allocation strategy for the considered decentralized detection system. As a special case, the Gaussian scenario is investigated. Suppose that the probability distributions of the observations are independent when the hypothesis is given, and the distribution of the ith observation is denoted by N (µ i0 , σ 2 xi ) and N (µ i1 , σ 2 xi ) under hypothesis H 0 and hypothesis H 1 , respectively. In addition, the distribution of the ith measurement noise is given by N (0, σ 2 mi ), and the observations are independent of the measurement noise. For the sensors, the Bayes rule is employed assuming UCA and equally likely priors [13] . In this setting, the probability distribution of u i (i.e., the decision of the ith sensor) given the hypotheses can be specified as follows:
for j ∈ {0, 1}, where p j (u i ) represents the probability of u i under hypotheses H j . Hence, the optimization problem can be expressed for the Gaussian case as follows:
where β (z,c,i) = 2l (z,c,i) − 1. The solution of this optimization problem leads to the optimal performance for the considered decentralized detection system by optimally allocating the cost values to the measurement devices (sensors).
In the following lemma, the convexity of the optimization problem in (16) 
IV. NUMERICAL RESULTS AND CONCLUSIONS
In this section, the performance of the proposed optimal cost allocation strategy is evaluated via numerical examples. T . In these distributions, Σ represents the covariance matrix, which is expressed as diag{σ m , the probability of error is calculated as r(δ B ) = Q(0.5
In the second strategy, all the available cost is assigned to the measurement device having the observation with the smallest variance. In this example, σ 2 x1 has the smallest variance, hence, all the cost is assigned to sensor 1 and σ
. The other variances σ 2 m2 and σ 2 m3 are set to infinity, and no measurements are taken from the corresponding measurement devices. The probability of error is obtained for this case as r(δ B ) = Q(0.5
The results obtained for centralized detection are presented in Fig. 3 , which illustrates the probability of error versus the total cost constraint, C T , for the optimal cost allocation strategy and the two strategies described above. For small values of C T , assigning all the cost to the sensor with the best observation converges the optimal solution since, when C T is small, the optimal strategy allocates the total cost to the sensors with the best observations. Moreover, the probability of error for assigning all the cost to the sensor with the best observation converges to Q(0.5/ σ 2 x1 ), which is equal to Q(0.5/ √ 0.2) = 0.1318 since σ 2 m1 goes to zero as C T increases. For high total cost constraints, the equal measurement variances strategy converges to the optimal strategy. Similar to the strategy that assigns all the cost to the sensor with the best observation, when C T is high, the measurement noise variances become low and the probability of error converges to r(δ B ) = Q(0.5 1/σ 2 x1 + 1/σ 2 x2 + 1/σ 2 x3 ) which is equal to 0.0889 for the values specified above. Overall, the proposed optimal cost allocation strategy yields the lowest probabilities of error. In other words, the optimum performance is attained with the optimal cost allocation strategy.
For the same setting as in Fig. 3 , the results for decentralized detection (Section III) are presented in Fig. 4 . As observed from Fig. 4 , assigning all the cost to the sensor with the best observation yields the worst performance in this case since all the sensors make their own decisions. When zero cost is assigned to a sensor, the measurement noise variance becomes infinity and the probability of error for that measurement device becomes 0.5. Then, the probability of error converges to r(Γ) = 0.75 Q(0.5/ σ 2 x1 ) + 0.5 Q(−0.5/ σ 2 x1 ) for high cost constraints. For σ 2 x1 = 0.2, the probability of error converges to 0.3159. When the cost constraint is high, the equal measurement variances strategy converges to the optimal strategy. For high cost constraints, the probability of error for the equal measurement variances strategy converges to r(Γ) = ab + ac + bc − 2abc where a = Q(0.5/ σ 2 x1 ), b = Q(0.5/ σ 2 x2 ), and c = Q(0.5/ σ 2 x3 ). For the values specified above, r(Γ) converges to 0.1446. Overall, the optimal cost allocation strategy yields the lowest probabilities of error for decentralized detection, as well.
In this study, the optimal cost allocation problem has been investigated for Bayesian detection systems in the presence of cost constrained measurements. A cost allocation strategy has been proposed to minimize the probability of error for both centralized and decentralized detection systems. A closed form expression has been obtained for the measurement noise variances (equivalently, costs) in the case of centralized detection in the Gaussian scenario. For decentralized detection, a general probability of error term has been considered for the majority rule. In addition, the Gaussian scenario has been investigated as a special case, and the convexity property of the probability of error for the case of two local sensors has been stated.
