This paper presents an algorithm for optimal sensor placement that allows one to find the number, types, and locations of sensors satisfying inhomogeneous coverage requirements and minimizing a specified cost function. The cost function can reflect the actual cost of sensors or other disincentives, e.g., the number of sensors, vulnerability, or emplacement costs of the sensors. The sensors are characterized in terms of a probability of detection, which takes into account signature propagation effects, such as geometrical spreading and inhomogeneous attenuation. The proposed approach incorporates many realistic requirements, e.g., existence of high-value objects, obstacles, forbidden emplacement areas, and perimeter protection. For large spatial grids, the strict optimal solution is, in general, difficult to calculate. A fast algorithm for finding a suboptimal but nonetheless highly satisfactory solution is developed. The developed algorithm is compared against a heuristic algorithm that places sensors one-by-one in the most poorly covered spots. Numerical simulations suggest that the algorithm for a suboptimal solution always outperforms the heuristic algorithm. Software for optimal sensor placement is presented and discussed.
INTRODUCTION
Optimal sensor placement is important for many problems in the areas of security and surveillance. A particular example of a placement optimization is the art gallery problem, 1 which is to find a minimal number of guards and their locations so that each point of a gallery be seen by at least one guard. This problem, which was first considered several decades ago, initiated a development of so-called computational geometry. A good review of art-gallery problems and their solutions can be found in Ref. [2] . The developed algorithms for guard placement are elegant and suitable for placement of line-of-sight devices such as cameras. The problem can be generalized to include some realistic camera limitations, such as the camera's type, resolution, field of view, and finite vision distance. 3 However, contemporary security and surveillance instrumentation is not limited to cameras. Other sensors, e.g., acoustic, magnetic, and seismic, can be employed, as well.
To consistently support emplacement of multi-modal sensors, a probabilistic framework for sensor performance is employed in this paper. 4 A probability of detection (at certain probability of false alarm) is chosen as a universal measure of sensor performance. This measure can characterize any sensor (e.g., for an ideal visual camera, the probability of signal source detection equals one for each point within the camera's field of view and zero outside) and directly relates to the receiver operational characteristic (ROC), which is a standard characteristic of sensor performance. Then, coverage preferences are formulated in terms of required probability of detection at each spatial point. The probabilistic approach to sensor performance introduces the complication of how the sensor's probability of detection depends on the distance to a sensor. This issue is usually overlooked in the literature on sensor placement optimization. For example, in Ref. [5] , a simple exponentially decaying law is chosen to describe this dependence. Although it is true that placement algorithms can work with an arbitrary model of the detection probability, it is worthwhile to have a realistic model to produce meaningful results and practically valuable conclusions.
Due to complexity of a strict sensor optimization, there are many fast alternative (but suboptimal) approaches to this problem. The simplest one, and widely used in practice, is a random sensor deployment. The rationale behind this approach is that the random placement provides more or less uniform sensor distribution and, as a result, more or less uniform coverage, if the number of sensors is sufficient. Another alternative is heuristic placement strategies. Heuristic algorithms, as defined in this paper, use a logical, apparent, or common-sense approach to placement which, nevertheless, is not rigorously founded in a mathematical sense. For example, two such strategies are presented in Ref. [5] (one of which will be discussed in more details in Sec. 3). In that reference, it was clearly demonstrated that even simple heuristic algorithms outperform the random deployment providing the same coverage with fewer sensors. Of course, the best placement is achieved by a solution of strictly posed optimization problem which can be formulated in terms of the binary linear programming problem. 3 However, this problem belongs to the Nondeterministic Polynomial class of complexity 6 (more precisely, NP-complete), which is highly computationally demanding. For large spatial grids, the strict solution becomes impractical with available computational resources. To make the strict problem formulation practical, a faster algorithm for its solution is needed.
The goal of this paper is to present some developments aimed at solving these problems. First, a realistic model for spatial dependence of the detection probability is developed. This model takes into account geometrical spreading and attenuation (inhomogeneous, in general) of a signal, generated by a source at a certain location, during its propagation from the source to the sensor. Second, a strict problem formulation for finding an optimal configuration of different types of sensors is presented. The question to be answered is how many, what type, and what locations of sensors are needed to satisfy given coverage preferences with minimal cost. The cost function can reflect different sensor properties and priorities, for example, it could be the actual cost of sensors, their vulnerability (expressed, for example, in terms of probability that a sensor at a particular spot will be found and disabled), or just their total number. The solution approach is based on the binary linear programming problem, and can be considered as a generalization of the approach reported in Ref. [3] to the probabilistic framework. Third, for large spatial grids, a fast algorithm for an approximate solution of this problem is developed. To assess efficiency of this approximate solution, it was compared with results of a heuristic placement strategy, similar to MAX_MIN_COV strategy described in Ref. [5] .
The paper is organized as follows. The statistical model of detection with the signal propagation effects is presented in Sec. 2. Section 3 describes a heuristic strategy for the sensor placement problem. A strict formulation of the optimal sensor placement problem and a fast algorithm for an approximate solution of this problem are given in Sec. 4. Section 5 represents results of the comparison of these two strategies and introduces software for sensor optimization. Section 6 contains summary and conclusions.
STATISTICAL DETECTION MODEL WITH SIGNAL PROPAGATION EFFECTS
In the probabilistic framework of sensor performance, as adopted in this paper, a sensor is characterized by a probability of detection at a certain probability of false alarm. The model for the probability of detection, presented in this section, is based on the following idealized physical picture. For concreteness, two-dimensional space is considered with the space vector ) , ( y x = r , although the approach can easily be applied to three-dimensional space. are impulses of uncertain duration T and initial time. They propagate through space to a sensor, located at R r , according to the wave propagation physical laws and are subjected to all wave phenomena, such as geometrical spreading, attenuation, scattering, reflection, diffraction, interference, etc. A strict calculation of what signal will arrive at a particular sensor location would involve a wave equation solution with proper boundary and initial conditions specified on the source, boundaries of obstacles, and other inhomogeneities. This complicated task is beyond the scope of the present study. Instead, only geometrical spreading and attenuation, which can be inhomogeneous, are taken into account. A sensor receives the signal along with a noise ) , ( t n R r , so that a noisy signal u is detected at R r :
It is assumed that the noise is additive and independent of the signal. The energy U of this noisy signal recorded by a sensor is proportional to the square of the u: It can be shown 8, 9 that, under the adopted assumptions in this model, the signal energy at the sensor location, 
where the integration is implemented along the ray path from a source to a sensor. Equation (3) 
Due to the assumption that signal and noise energies are independent normally distributed quantities, the energy of noisy signal, U, is also normally distributed with the mean U μ and variance 2 U σ given by the following formulas: (5) † Strictly speaking, the random signal and noise energies are better described by the noncentral χ 2 -distributions which are more difficult for computation, as discussed in Ref. [8] . However, the final result for the detection probability is almost identical if the normal distributions are used.
Note that both the mean and variance of the energy of a received signal depend on the distance from a source to a receiver. Once the probability distributions for noise and received signal are known, one can calculate a probability of detection ) , (
where U p is the probability density of received signal energy (by assumption, U p is the Gaussian function with the mean U μ and variance 2 U σ ), and γ is a detection threshold, which can be found from the noise energy distribution and given probability of false alarm
By assumption, N p is also Gaussian function with mean N μ and variance 2 N σ . To explicitly find γ , we observe that Eq. (7) is equivalent to the requirement
is the cumulative probability distribution function. Then: . The blue solid curve was obtained with the use of the formalism described in this section, while the red dashed and green dot-dashed curves depict the exponential and Gaussian functions, correspondingly. As one can see from Fig. 1 , in a realistic scenario, a sensor can perfectly "see" a source (the probability of detection is nearly one) if it is close enough to this sensor. Then, beyond a certain radius of visibility, the probability of detection falls down quite steeply. This behavior cannot be described adequately by the Gaussian or exponential functions, which are frequently used for these purposes. 
STRATEGY 1: "JUMPING HARE"
Strategy 1 described in this section is heuristic and based on the idea of placing sensors one-by-one in the most poorly covered spots. The mostly poorly covered spot is defined as the location where the discrepancy between the actual and required probability of detection is maximal. The first sensor in a network can be placed randomly in any the candidate location. Then, a probability of detection is calculated, and the most poorly covered location is found. After adding another sensor to the network, the probability that at least one of the sensors will detect a source is recalculated, and a new most poorly covered spot is determined. If several points are covered equally poorly, another geometric criterion is used which defines the next best point as the most remote point from all existing sensors in the network. The algorithm continues until the coverage requirements, specified as desired probability of detection at each possible point of source location, are fulfilled everywhere, or the maximum number of available sensors is reached. Strategy 1 is similar to the MAX_MIN_COV algorithm described in Ref. [5] with four distinctions: i) a spatial dependence of the detection probability more realistic than the exponential law is used (see Fig. 1) ; ii) coverage requirements are incorporated in the strategy rather than serving as a stop criterion for placement; iii) there is an additional criterion to decide what is the next best point for a placement; and iv) two spatial grids are used: a fine coverage grid, where the coverage requirements are formulated and checked, and a coarse placement grid for candidate sensor locations. Because the most poorly covered points are, usually, on the opposite side of the domain from the most recently placed sensor, Strategy 1 tends to "jump" from one side of the area being protected to another. Such a behavior explains the name of this strategy. Mathematical details of Strategy 1 can be found in Refs. [8] and [9] .
The advantages of this strategy are: i) speed (on the coverage and placements spatial grids of 101 x 101 points, it takes a fraction of a second to place virtually unlimited number of sensors using Intel Xeon 2.66 GHz PC with 4 Gb of RAM); ii) scalability (the strategy can take an existing sensor network as a starting point and continue to build a network from this point; this would be especially useful if an area being covered changes with time); and iii) accounting for sensor availability (the total number of available sensors can be easily incorporated in the stop criterion of this strategy even if the prescribed coverage is not reached).
There are two major disadvantages of this heuristic strategy. First, it is incapable of minimizing other goal functions, e.g., the total cost of a sensor network. Second, even for finding the minimal number of sensors, the solution is not guaranteed to be optimal. In fact, as will be seen in Sec. 5, this strategy always requires more sensors to fulfill the same coverage requirements than Strategy 2, described in the next section.
STRATEGY 2: "CAUTIOUS WALKER"
Strategy 2 was developed to overcome the disadvantages of Strategy 1. Strategy 2 is based on the strictly posed optimal sensor placement problem, which is formulated in terms of the binary linear programming problem. Namely, it can be shown 8, 9 that the problem of optimal sensor configuration (which consists of finding the types, number, and location of sensors to fulfill the coverage requirements while minimizing specified total cost) is equivalent to finding an optimal vector 0 p such that: (10) Here, p is an indicative vector with elements that can be either 0 or 1. Non-zero values indicate the types of the sensors and where they should be placed. The vector f is a cost function, the kth element of which reflects the cost of placing a specific sensor at a specific location. This cost can reflect different features, e.g., the actual cost or vulnerability of a sensor. To minimize the total number of sensors one sets ], 1 ;
where the semicolon indicates that the ones are arranged in a column. The total cost of a sensor network is a scalar,
. D is a constraint matrix (its kth column represents the logarithm of the probability of missed detection for a sensor placed in the kth point), and ( )
is defined by the coverage requirements. The problem statement given by Eqs. (9) and (10) is a generalization of that formulated in Ref. [3] for cameras. The current formulation is suitable for cameras and other types of sensors, including non-line-of-sight sensors.
Equations (9) and (10) represent the binary linear programming problem. For this problem, there are algorithms developed for finding a strict solution. 6 However, for large dimensions of the matrix D , these algorithms become impractical due to the computational time required. (The problem is known to belong to the NP-complete class of complexity 6 which requires significant computational resources.) The algorithm presented in this section, called Strategy 2, finds a highly satisfactory, although suboptimal, solution of this problem in case when matrix D is 10 4 by 10 4 in less than one minute (on Intel Xeon 2.66 GHz PC with 4 Gb of RAM). The main idea of this algorithm is better understood by considering minimization of the total number of sensors as an example; that is, for
(a generalization of this algorithm for other cost functions, as well as other mathematical details of this algorithm, can be found in Refs. [8] and [9] ). For this case, the algorithm consecutively places as few ones in vector p as possible; each new 1 is placed in a spot where the coverage is widest. This strategy can be viewed as walking from the ultimate optimal point 0 p = (where the total cost F is minimal but constraints are not satisfied) to the most nonoptimal point 1 p = (where the total cost F is maximal but the constraints are guaranteed to be satisfied if the problem is feasible) along the ribs of a K-dimensional hypercube, hoping to satisfy the coverage requirements before the most nonoptimal point is reached, as illustrated in Fig. 2 .
In this example, K=3, so that ) , , (
. The color of the nodes corresponds to the value of the total cost F. The lowest cost (F=0) corresponds to the blue node at (0,0,0). The highest cost (F=3) is at the red node at (1,1,1) . One needs to walk from (0,0,0) to (1,1,1) without jumping (this is the requirement of the consecutive placement; if jumping to nonadjacent nodes were allowed, a strict solution would result). Because all neighbors around the blue node equally increase the cost F, all of them are of the same color. Among these equally poor directions, the algorithm selects the one that brings a walker closer to fulfillment of the problem constraints. This simple strategy yields surprisingly good results, as will be seen in Sec. 5.
NUMERICAL SIMULATION
In this section, a comparison of Strategy 1 and Strategy 2 will be presented for a flat terrain. Then, software for optimal sensor placement in realistic scenarios, called OSPTool, will be presented and discussed.
Case study on flat terrain
The goal of this numerical simulation was to compare Strategy 1 and Strategy 2 under different inhomogeneous coverage requirements. The area being covered was a square of 101 by 101 points. The sensor placement grid was formed from this coverage grid retaining each fourth point along x and y axes. Three types of sensors were available, each with a different attenuation parameter β =(0,1,2). Sensors of the first type had the denominator proportional to 2 r rather than r (see Eq. (4)), which is realistic for some types of sensors. The availability of sensors was limited to three sensors of each type so that the maximal number of sensors in a network could not exceed nine. The cost function was
meaning that the total number of sensors in a network was subject to minimization. The color represents a probability that at least one sensor in a network will detect a source. The coverage requirements were to have this probability greater than or equal to 0.95 throughout the area. Three types of sensors were available (denoted by different markers), and each type was limited to three sensors.
The same tendency is seen in Fig. 4 , where a more complicated case is considered. In this case, there were two highvalue objects, depicted as green squares, where the required probability of detection was 0.95 or greater, and two ii a forbidden areas (obstacles) for sensor placement, depicted as filled black squares. One can distinguish two types of such obstacles. The first is formed by areas within which sensors may not be placed but which, nevertheless, should be covered to some specified degree. The second type, which is shown in Fig. 4 , also consists of areas in which sensors may not be placed; however, coverage is not required in these obstacles. One may think of the latter obstacles as natural nooks or objects with independent (e.g., internal) guarding. Effectively, this means that the required probability of detection within such obstacles equals zero. For the rest of the space, the required probability of detection was 0. The most complicated sensor placement problem, yet of high practical importance, is when high-value areas coincide with obstacles. In other words, one would like most to cover a region where sensors cannot be placed due to some considerations (e.g., because they can be easily found and disabled there or accidentally destroyed by a vehicle). This case is shown in Fig. 5 , where high-value objects coincide with obstacles so that they are seen as green squares. Fig. 4 but for the case when high-value objects coincide with obstacles so that they are seen as highvalue objects only. The required probability of detection was 0.95 or greater inside the high-value objects and 0.8 or greater for the rest of the space. However, no sensors could be placed within the objects. Strategy 1 (left) failed to handle this case because the high-value objects were not sufficiently covered. In contrast, Strategy 2 handled this case relatively well. (for color image, please see electronic version of manuscript)
As one can conclude from Fig. 5 (a) , Strategy 1 failed to handle this situation (the high-valued objects were not sufficiently covered, after all). It is understandable because this strategy tries to place a sensor in the most poorly AIF .AyS*o;*XIM ct sis covered area which, in this case, happens to be forbidden. As a result, Strategy 1 places sensors in some other areas that are irrelevant to the high-value object. In contrast, Strategy 2 handled this case relatively well, as seen in Fig. 5 (b) .
Many other numerical simulations and considered cases, with variety of objects, obstacles, and inhomogeneous coverage requirements, 8, 9 confirm the conclusion that Strategy 2 always outperforms Strategy 1. Therefore, it has been decided to develop software at U. S. Army Engineer Research and Development Center for optimal sensor placement, based on Strategy 2.
OSPTool software
Originally designed as a game, OSPTool has become a powerful tool for finding optimal configurations of distributed sensor networks in complex environmental and tactical conditions. Currently, three types of sensors are available for placement: acoustic, seismic, and line-of-sight sensors. The area being covered is modeled randomly by a mountain-like type of surface. For each type of sensors, the probability of detection is calculated similarly to the theory presented in Sec. 2, but a more realistic noncentral 2 χ probability distribution is used for signal and noise energies. For line-of-sight sensors, the probability of detection is calculated taking into account zones of geometrical shadow. The software also allows one to load pre-calculated (or measured) sensor characteristics. An example of an area being covered is shown in Fig. 6 . The color of this figure corresponds to terrain elevation above the sea level. The black square represents an obstacle, while the white square and rectangle depict a high-value area and More detailed options available for adjustment are shown in Fig. 7 . As one can see, the software allows a very flexible and detailed formulation of coverage preferences. Five types of objects are currently present: free space, priority borders, obstacles, and priority areas and their perimeters. A user can specify a required probability of detection for each individually. In addition, a user specifies the number of priority borders, obstacles and priority areas to be randomly placed on the map. Some penalties can be prescribed for placing sensors in certain areas (the "Cost factor" column). For example, the perimeter guarding of the high-value area could be of high importance (the required probability of detection there 0.95 or higher), as would be appropriate for base camp protection, for example. However, it could be difficult to place safely and reliably sensors just on the perimeter. Therefore, it will effectively increase the cost of sensors placed directly in the perimeter area, for example, by a factor 2. Sensor availability can be limited individually for each type of sensors. Also, a user can specify a nominal cost of sensors (without any penalties for the placement). In order to employ the optimization procedure, a user should specify whether the goal is to find a network with the minimal possible number of sensors or with the minimal total cost. In the latter case, a penalty for mounting sensors high in the mountains can be chosen (option "Height" in the "Terrain Cost Basis"). The "New Scenario" block allows one to randomly create a new scenario or load a saved scenario. If a new scenario will be generated, a user can specify a desired sensor placement resolution.
In the OSPTool, a user can manually place sensors using his experience and intuition, if desired. However, many numerical runs proved that the automatic placement, based on Strategy 2, can always find a better sensor configuration. The main reason is that the optimal configuration is often counter-intuitive. Figure 8 shows an example of optimal sensor configuration with the minimal number of sensors for the scenario shown in Fig. 6 . Only six sensors (two cameras depicted by asterisks, one seismic sensor depicted by a triangle, and three acoustic sensors depicted by bullets), when properly placed, were sufficient to fulfill completely highly inhomogeneous coverage requirements. And these final locations were not obvious at all. It should be noted that the optimal sensor placement problem is mathematically equivalent to the problem of optimal receiving and transmitting antenna placement. (Imagine that sensors transmit signals rather than receive them.) From this perspective, the presented software is fully suitable to find, for example, optimal locations of cellular towers in complex terrain conditions and inhomogeneous coverage requirements.
SUMMARY AND CONCLUSIONS
This paper presents a strict approach for finding an optimal configuration for a distributed, multi-modal sensor network operating in complex terrain conditions with inhomogeneous coverage requirements. This approach, based on the binary linear programming problem, allows one to find the number, type, and locations of the sensors fulfilling the prescribed coverage preferences while minimizing the total cost of a network. The cost can reflect a variety of emplacement factors, such as the actual sensor cost, their number, or their vulnerability to vandalism. For large spatial grids, an algorithm for finding a suboptimal, but highly satisfactory, solution of this problem was presented (Strategy 2). Comparison of this solution with that derived with the heuristic algorithm (Strategy 1) revealed that the suboptimal solution of the strictly posed problem is always better than a strict solution of the heuristically posed problem. Based on this conclusion, OSPTool software is being developed at U. S. Army Engineer Research and Development Center. The current version of software can accommodate many realistic coverage scenarios, including three-dimensional terrain modeling, obstacles, high-value objects, perimeter protection, and highly selective coverage requirements. Although it was not the original design goal, the software is also fully suitable for finding an optimal placement of receiving and transmitting antennas, e.g., cellular towers or broadcasting stations.
