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Abstract
For degrees 3 to 6, we first give numerical results on polynomials which take
many prime values on an interval of consecutive values of the variable.
In particular, we have improved Ruby’s record for the ”n out of n” case, for
n = 58, by using a polynomial of degree 6.
In the theoretical part of this paper, we describe a heuristic probabilistic model
in the ”n out of n” case: exactly n (different) prime values on an interval of n
consecutive values of the variable. We find that the heuristic value of the probability
of the event ”n out of n” for a generic polynomial is equal to the product of two
factors: an arithmetic factor related to global conditions of non-divisibility, and a
size factor determined by the position of the polynomial in a ”well-shaped” domain
of the space of coefficients. This leads to a heuristic estimate for the number of ”n
out of n” polynomials in a given ”well-shaped” domain. Finally, results of extended
numerical experiments show a satisfactory agreement with the heuristic values given
by the model.
1 Introduction
L’histoire des polynoˆmes qui prennent ”beaucoup” de valeurs premie`res commence au
polynoˆme x2+x+41 d’Euler (1772), qui prend 40 valeurs premie`res (distinctes) de x = 0
a` x = 39. Le crite`re de Rabinowitch ([11], 1912) fournit une raison alge´brique a` cette
performance, et en meˆme temps il e´nonce que, pour les polynoˆmes de la forme x2+x+C,
41 est la dernie`re valeur ope´rante de C.
L’arrive´e des ordinateurs a modifie´ la situation en entraˆınant dans les anne´es 1980 des
recherches expe´rimentales. Deux types de proble`mes ont alors e´te´ clairement distingue´s :
- le proble`me n sur n : il s’agit de trouver des polynoˆmes qui prennent n valeurs
premie`res sur une se´quence de n valeurs conse´cutives de la variable,
- le proble`me k sur n : il s’agit de trouver des polynoˆmes qui prennent un grand
nombre k de valeurs premie`res sur une se´quence de n valeurs conse´cutives de la
variable.
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Des records du type ”k sur 1 000” ont d’abord e´te´ obtenus — voir Ribenboim ([12],
1996). Ensuite Fung (1988, cite´ par [10]) suivi par Ruby (1989, cite´ e´galement par [10])
ont trouve´ des polynoˆmes donnant 43 puis 45 valeurs premie`res (distinctes) pour autant
de valeurs conse´cutives de la variable. Ces records ayant semble´ imbattables (et ils le sont
tre`s vraisemblablement si l’on se limite au degre´ 2), les recherches expe´rimentales se sont
alors concentre´es sur ce que nous appellons le cas ”k sur n”, en degre´ 2 a` l’unique exception
d’un re´sultat de Goetgheluck ([5],1989) en degre´ 3. La situation est reste´e confuse quelques
anne´es jusqu’a` l’article de Boston et Greenwood ([2], 1995) qui normalise de fac¸on efficace
les polynoˆmes (et donne une liste de ”bons” polynoˆmes pour n = 100).
Un article de Dress et Olivier ([3], 1999) explore tre`s comple`tement le cas du degre´ 2 :
il donne un mode`le probabiliste heuristique et met en e´vidence ce qu’ils appellent le mur
de Schinzel, il montre la diffe´rence entre la proble´matique des records ”n sur n” et celle
des records ”k sur n”, et enfin il donne des re´sultats nume´riques tre`s e´tendus.
L’objet de notre article est de prolonger l’e´tude aux degre´s supe´rieurs (de 3 a` 6) :
exploration nume´rique ge´ne´rale, et extension du mode`le probabiliste heuristique dans le
cas ”n sur n”. Un nouveau record ”n sur n” est e´tabli : le polynoˆme
1
72
x6 +
1
24
x5 − 1 583
72
x4 − 3 161
24
x3 +
200 807
36
x2 +
97 973
3
x− 11 351
prend 58 valeurs premie`res pour 58 valeurs conse´cutives de la variable, de x = −25 a`
x = 31.
2 Proble´matique ge´ne´rale
2.1 Normalisation des polynoˆmes
Il faut tout d’abord donner les conventions qui pre´cisent l’objet des recherches :
- les valeurs premie`res compte´es doivent avoir des valeurs absolues toutes distinctes,
- 1 est accepte´ comme nombre premier exceptionnel (cela arrive tre`s rarement, et la
pre´sence d’une valeur 1 ou −1 sera chaque fois explicitement signale´e),
- les polynoˆmes sont a` coefficients rationnels, pas ne´cessairement unitaires et prennent
des valeurs entie`res sur Z.
Les notations et la normalisation des polynoˆmes sont destine´es a` e´viter les redondances
dues aux transformations du type ±P (±x−m).
- Pour les polynoˆmes a` coefficients entiers, on suit la normalisation de Boston et
Greenwood : P s’e´crit
P (x) = a0x
d + a1x
d−1 + · · ·+ ad−1x+ ad, avec a0 ≥ 1 et 0 ≤ a1 ≤ d
2
a0,
2
- Pour les polynoˆmes a` coefficients rationnels, on peut e´crire les polynoˆmes dans la
base naturelle des polynoˆmes a` valeurs entie`res,
P (x) = b0
x(x− 1) . . . (x− d+ 1)
d!
+ b1
x(x− 1) . . . (x− d+ 2)
(d− 1)! + · · ·+ bd−1x+ bd,
avec les bj entiers. Mais il faut alors les re´e´crire sous la forme c0x
d + c1x
d−1 +
· · ·+ cd−1x+ cd avec les cj rationnels de de´nominateur d! pour pouvoir appliquer la
normalisation de Boston et Greenwood. Cette normalisation conduit alors a` imposer
c0 ≥ 1 et 0 ≤ c1 ≤ d2c0.
2.2 Les diviseurs premiers pe´riodiques
Pour simplifier l’exposition des re´sultats et des conjectures, Dress et Olivier ont introduit
la notion de diviseur premier pe´riodique, en abre´ge´ d.p.p., d’un polynoˆme P : on de´signe
ainsi tout nombre premier p qui, pour toutm, divise au moins l’un des entiers P (m), P (m+
1), ..., P (m+p−1) (cela arrive de`s qu’il existe m ∈ Z tel que p|P (m), tout diviseur premier
est automatiquement pe´riodique).
Pour les performances ”n sur n”, l’absence des d.p.p. infe´rieurs ou e´gaux a` n est
obligatoire. Pour les records ”k sur n”, leur influence est plus module´e, les d.p.p. seront
les nombres premiers qui fournissent des facteurs non triviaux dans le produit infini qui
donne la constante de Hardy-Littlewood de P , voir [8].
2.3 Polynoˆmes a` coefficients entiers ou rationnels ?
Les polynoˆmes a` coefficients rationnels et a` valeurs entie`res sur Z sont les combinaisons
line´aires a` coefficients entiers des polynoˆmes
1, x,
x(x− 1)
2
, . . . ,
x(x− 1) . . . (x− k + 1)
k!
, . . .
En degre´ 2 ou 3, tout polynoˆme a` coefficients rationnels qui n’est pas dans Z[x] admet
force´ment 2 ou 3 comme d.p.p., ce qui le rend tout a` fait ininte´ressant pour notre recherche.
En revanche, a` partir du degre´ 4, on voit apparaˆıtre des polynoˆmes a` coefficients
rationnels qui ne sont pas dans Z[x] et qui peuvent eˆtre de bons candidats. Cela accroˆıt
conside´rablement le ”vivier” de polynoˆmes a` tester. Une recherche a donc e´te´ effectue´e sur
ces polynoˆmes, cela a permis de battre nettement les records obtenus sur les polynoˆmes
a` coefficients entiers.
2.4 La conjecture de Schinzel
Si P est un polynome (a` valeurs entie`res), on notera par np(P ) le maximum du nombre
de valeurs conse´cutives de P toutes premie`res (et distinctes en valeur absolue). On a alors
toujours np(P ) ≤ 2p−1 ou` p est le plus petit d.p.p de P . Si on fixe un entier d, on notera
npd le supremum de np(P ) sur tous les polynoˆmes P de degre d.
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La conjecture de Schinzel ([12]) peut s’e´noncer comme suit dans le cas d’un unique
polynoˆme P (a` coefficients entiers) : si m est infe´rieur au plus petit d.p.p. de P , alors il
existe une infinite´ de m tels que les entiers P (m), P (m+1), . . . , P (m+n− 1) soient tous
premiers.
Soient P un polynoˆme et p son plus petit d.p.p., la conjecture de Schinzel implique
qu’en ge´ne´ral np(P ) = p − 1 (en ne´gligeant le cas, rare en pratique, ou` p ou −p serait
une des valeurs prises dans une suite de longueur maximale de valeurs conse´cutives toutes
premie`res).
Nous avons effectue´ dans [3] une construction par congruences sur les coefficients d’un
polynoˆme, avec utilisation du the´re`me chinois, qui permettait d’obtenir un polynoˆme
n’ayant aucun d.p.p. infe´rieur ou e´gal a` une valeur z fixe´e. On en de´duit que la conjecture
de Schinzel implique que npd = +∞ pour tout d.
Un re´sultat tres re´cent de Granville ([6]) de´coulant du the´ore`me de Green et Tao ([7])
sur les progressions arithme´tiques dans la suite des nombres premiers assure que, pour
tout d ≥ 1 et tout n, il existe une infinite´ de polynoˆmes P tels que P (0), P (1), . . . , P (n−1)
soient premiers distincts. Cela entraˆıne notamment que npd = +∞ pour tout d de fac¸on
suˆre. De plus, Granville conjecture l’existence pour tout d ≥ 1 et tout n, d’un polynoˆme
unitaire P ve´rifiant 0 < P (0) < P (1) < · · · < P (n − 1) tous premiers et P (n − 1) de
l’ordre de
(
(1 + o(1)) n
eγd
)n/d
pour n >= 4(d log d)2.
2.5 Le mur de Schinzel et la zone observable
L’e´tude probabiliste heuristique mene´e par Dress et Olivier en [3] met en lumie`re un
phe´nome`ne baptise´ ”mur de Schinzel” qui renvoie le fonctionnement effectif de la conjec-
ture de Schinzel a` des zones de valeurs qui sont hors de toute possibilite´ d’expe´rimentation
nume´rique. La taille heuristique du plus petit entier m mentionne´ dans la conjecture de
Schinzel est en effet en ge´ne´ral e´norme, de l’ordre en degre´ d de n
d
2
n , et tre`s vite hors
d’atteinte de tout calcul explicite. La borne implique´e par le re´sultat de Granville, quoique
tre`s infe´rieure a` la valeur du mur de Schinzel, reste pareillement hors d’atteinte hors d’at-
teinte expe´rimentale (en outre la condition sur n est un peu forte, par exemple elle s’e´crit
n ≥ 133 pour d = 4, mais ce point est tout a` fait mineur).
On constate expe´rimentalement que pour un polynoˆme donne´ P (x) sans obstructions
arithme´tiques dues a` des petits d.p.p., et avec des coefficients “raisonnablement” petits,
la meilleure performance n sur n en fonction de la variable est atteinte avant x = 2n en
valeur absolue. Le mode`le heuristique confirme cette observation : si aucune performance
n’a e´te´ constate´e au voisinage de l’origine, alors il faudra attendre le mur de Schinzel
(ou peut-eˆtre la borne de Granville) pour voir une performance avec la valeur conjectu-
rale maximale de n se produire. Cela justifie donc, malgre´ la conjecture de Schinzel, la
recherche de polynoˆmes records sur une zone observable a` l’e´chelle de nos ordinateurs.
On peut se poser la question d’une de´finition pre´cise de la zone observable. Cela ne
peut eˆtre qu’arbitraire, et sans ve´ritable enjeu, tellement l’e´cart entre les valeurs ”acces-
sibles” et le mur de Schinzel (et meˆme la borne de Granville) devient gigantesque a` partir
de n = 20 environ. Nous proposons la valeur nd
√
n comme borne en degre´ d a` la fois pour
les valeurs (absolues) prises par le polynoˆme, et pour le nume´rateur et le de´nominateur
des coefficients (on peut noter que, pour le polynoˆme d’interpolation de n valeurs entie`res
4
distinctes arbitraires, le maximum des nume´rateurs et de´nominateurs des coefficients est
de l’ordre de 2n). On peut maintenant de´finir np∗(P ) comme le maximum du nombre de
valeurs conse´cutives toutes premie`res, sous les restrictions e´nonce´es ci-dessus de borne
nd
√
n, puis np∗d comme le maximum de np
∗(P ) sur tous les polynoˆmes de degre´ d, et
sous les meˆmes restrictions. Malgre´ les conditions supple´mentaires impose´es, il est impos-
sible de calculer exactement la valeur de np∗(P ) pour un polynoˆme donne´, mais on peut
expe´rimentalement en proposer une valeur pre´sume´e, extreˆmement probable. Ce sont ces
valeurs pre´sume´es (en toute rigueur des minorations) que nous donnons ici, et les valeurs
e´galement pre´sume´es de np∗d qui en re´sultent.
Enfin, on peut de´finir de fac¸on exactement similaire pour les nombres de valeurs
premie`res sur n valeurs conse´cutives, les maximums nk(P, n) et nk∗(P, n), nkd(n) et
nk∗d(n).
3 Re´sultats expe´rimentaux
3.1 Le proble`me ” n sur n ”
Les statistiques effectue´es sur les observations expe´rimentales, confirme´es par le mode`le
probabiliste heuristique de´crit au paragraphe 4, permettent d’identifier les facteurs de
succe`s de la recherche nume´rique, qui reposent respectivement sur l’arithme´tique, la taille,
et la ”chance”.
Notons tout d’abord que, pour qu’un polynoˆme puisse donner une performance ”n sur
n”, il faut que son plus petit d.p.p. soit supe´rieur a` n, sauf dans le cas particulier et rare
en pratique ou` P prendrait la valeur p ou −p.
Le facteur arithme´tique est la restriction (par un criblage efficace) aux polynoˆmes
n’ayant pas de petits d.p.p., et on e´noncera dans le paragraphe 4 sur la mode´lisation un
the´ore`me arithme´tique qui montre que le gain apporte´ par cette restriction est beaucoup
plus important qu’on ne pouvait attendre a priori.
Le facteur taille est la limitation de la recherche aux plages de la variable proches
de l’origine avec des polynoˆmes a` petits coefficients. Cela permet de maximiser la va-
leur qui repre´sente (hors facteur arithme´tique) la probabilite´ heuristique que P (m) soit
premier. C’est probablement ce deuxie`me facteur qui explique pour le proble`me ”n sur
n” l’ame´lioration des performances lorsque l’on e´le`ve le degre´ (les meilleurs polynoˆmes
oscillent et restent plus longtemps avec des ”petites” valeurs).
Nous avons appele´ ”chance” le troisie`me facteur. En effet, on constate dans les re-
cherches expe´rimentales e´tendues, qu’une fois les deux premiers facteurs pris en compte,
la complexite´ pourtant toute de´terministe du proble`me donne l’apparence du hasard. Le
seul moyen d’action sur ce facteur est alors le nombre de polynoˆmes teste´s.
NOTA sur les records et leurs auteurs.
Excepte´ ceux d’Euler, Fung et Ruby, les records liste´s ci-dessous jusqu’au degre´ 6
ont e´te´ de´couverts par Dress et Landreau dans le cadre du pre´sent travail. Trois records
principaux (46 en degre´ 3, 46 en degre´ 4 a` coefficients tous entiers, et 57 en degre´ 5 a`
coefficients rationnels non tous entiers) ont e´te´ pre´-publie´s dans [12] : P. Ribenboim, The
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little book of bigger primes, 2d edition, Springer, 2004, p. 148. Par contre, en degre´ 6, le
tout dernier record 58 de´couvert par Dress et Landreau (2010) est publie´ pour la premie`re
fois ici.
Certains polynoˆmes ont e´te´ rede´couverts dans la compe´tition Internet [15] : Al Zimmer-
mann’s Programming Contest, Prime Generating Polynomials, organise´e par Ed Pegg
Jr en juillet 2006. Cela sera mentionne´. Signalons enfin deux particularite´s de cette
compe´tition. Primo une cate´gorie spe´ciale e´tait consacre´e aux polynoˆmes prenant (sur
la zone record) des valeurs toutes de meˆme signe, qui ne seront pas donne´s ici. Secundo il
n’e´tait pas impose´ que les valeurs premie`res (obtenues pour des valeurs conse´cutives de la
variable) soient toutes diffe´rentes en valeur absolue ; cette spe´cification e´tait impose´e par
Boston et Greenwood, que nous avons suivi pour les records (mais non pour l’heuristique).
Degre´ 2
n = 45 : 1 polynoˆme : 36x2 + 18x− 1 801 (polynoˆme de Ruby), de x = −33 a` x = 11
n = 43 : 2 polynoˆmes : 47x2 + 9x− 5209 (polynoˆme de Fung), de x = −22 a` x = 18
103x2 + 31x− 3 391 (Ruby)
n = 40 : 7 polynoˆmes (dont le polynoˆme d’Euler)
Degre´ 3
n = 46 : 1 polynoˆme : 6x3 + 83x2 − 13 735x+ 30 139, de x = −26 a` x = 19 (DL)
n = 41 : 3 polynoˆmes
n = 40 : 7 polynoˆmes
Degre´ 4
n = 49 : 2 polynoˆmes : 3
4
x4 + 1
2
x3 − 4 323
4
x2 + 34 415
2
x− 62 099 (DL, rede´couvert par
J. Wroblewski et J.-C. Meyrignac dans [AZPC])
9
4
x4 + 5
2
x3 − 5077
4
x2 − 24 951
2
x− 347 (DL)
n = 47 : 1 polynoˆme
n = 46 : 8 polynoˆmes a` coefficients entiers (DL) + 1 polynoˆme a` coefficients rationnels
non entiers
Degre´ 5
n = 57 : 1 polynoˆme : 1
4
x5 + 1
2
x4 − 345
4
x3 + 879
2
x2 + 17 500x+ 70 123 (DL, rede´couvert
par Shyam Sunder Gupta dans [AZPC])
n = 51 : 1 polynoˆme : 1
2
x5 + 3
4
x4 − 49x3 − 463
4
x2 + 15 099
2
x+ 3 457 (DL)
n = 50 : 4 polynoˆmes a` coefficients rationnels non entiers (dont un prend la valeur -1)
n = 49 : 1 polynoˆme a` coefficients entiers : 3x5 +7x4 − 340x3− 122x2 + 3876x+ 997 (DL
2001), + plusieurs polynoˆmes a` coefficients rationnels non entiers
Degre´ 6
n = 58 : 1 polynoˆme : 1
72
x6+ 1
24
x5− 1 583
72
x4− 3 161
24
x3+ 200 807
36
x2+ 97 973
3
x−11 351 (DL 2010)
n = 57 : 2 polynoˆmes : 1
36
x6 + 1
12
x5 − 125
9
x4 − 3 791
12
x3 − 76 829
36
x2 − 15 277
6
x− 58 567
et 1
72
x6 + 1
24
x5 − 1343
72
x4 − 1265
24
x3 + 158495
36
x2 + 6044
3
x− 113 723 (DL 2009 et 2010)
n = 55 : 1 polynoˆme : 1
36
x6 − 199
18
x4 − 71
2
x3 + 43 165
36
x2 + 11 639
2
x− 2 423
(J. Wroblewski et J.-C. Meyrignac dans [AZPC])
n = 54 : 3 polynoˆmes :
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n = 53 : 10 polynoˆmes (DL)
n = 44 : 2 polynoˆmes a` coefficients entiers :
x6 − 107x5 + 4 967x4 − 108 362x3 + 1 387 098x2− 9 351 881x+ 25 975 867 (non normalise´)
(J. Wroblewski et J.-C. Meyrignac dans [AZPC])
x6 + 2x5 − 100x4 + 79x3 + 367x2 − 3 919x− 4 723 (DL 2011)
d 2 3 4 5 6
minoration (coefficients tous entiers) 45 46 46 49 44
minoration (coefficients rationnels non tous entiers) 49 57 58
Table 1 minorations expe´rimentales de np∗d
(qui sont en meˆme temps les valeurs pre´sume´es si d ≤ 5)
3.2 Le proble`me ”k sur n”
Les facteurs de succe`s de la recherche nume´rique sont bien suˆr les meˆmes que ceux
du proble`me ”n sur n”, mais leur mode d’action est tre`s diffe´rent. En conse´quence, la
mode´lisation heuristique est e´galement tre`s diffe´rente (mais nous ne l’exposerons pas dans
cet article).
Le facteur arithme´tique ne se limite pas a` l’e´limination des polynoˆmes a` petits d.p.p.
Pour le proble`me ”k sur n”, il faut conside´rer globalement un grand nombre des ”premiers”
d.p.p. du polynoˆme, dont la re´partition va fortement influencer ses performances. Une
conjecture due a` Hardy et Littlewood ([8], 1923) e´nonce que le nombre piP (x) des valeurs
premie`res prises jusqu’a` x par un polynoˆme P est e´gal au produit du logarithme inte´gral
de x par la “constante de Hardy-Littlewood”, qui est un produit infini dont le facteur
ge´ne´rique essentiel est (1− ω(p)
p
), ou` ω(p) de´signe le nombre de solutions de la congruence
P (x) ≡ 0 (mod p).
Cette conjecture de Hardy et Littlewood e´tait limite´e au degre´ 2 mais elle peut eˆtre
e´tendue aux degre´s supe´rieurs (Bateman et Horn, [1], 1962). Enfin, dans le cas de po-
lynoˆmes a` coefficients rationnels, elle peut e´galement s’e´tendre en remplac¸ant le quotient
ω(p)/p par le quotient ω(p, t)/pt, ou` pt (t entier ≥ 1) est la pe´riode de la suite P (n)
modulo p et ω(p, t) le nombre de solutions de la congruence P (x) ≡ 0 (mod pt).
Finalement, les performances d’un polynoˆme donne´ ont heuristiquement et expe´rimentalement
un comportement de loi binomiale avec une probabilite´ lie´e a` sa constante de Hardy- Little-
wood. Les meilleures performances en ”k sur n” sont obtenues pour des polynoˆmes ayant
une constante de Hardy-Littlewood C(P ) e´leve´e (voir par exemple Fung et Williams, [4],
1962, et Jacobson et Williams, [9], 2003, dans une proble´matique plus the´orique que la
noˆtre). Nous avons e´tudie´ les performances du polynoˆme de Jacobson et Williams re-
cord pour C(P ) en discriminant positif, x2 + x − A, avec A = 1 231 847 748 861 730 729
(C(P ) = 5.24376). La conjecture d’Hardy-Littlewood est trop globale mais elle peut s’in-
terpre´ter localement par une probabilite´ heuristique p que P (x) soit premier, voisine de
C(P )/(2 log |P (x)|). On en de´duit alors qu’heuristiquement les records sont a` chercher
dans une zone tre`s limite´e autour de x =
√
A = 1 109 886 368. Les calculs heuristiques
selon la me´thode du paragraphe 4.5 du pre´sent article sugge`rent qu’on pourrait trouver le
record a` 17 ou 18 : de fait, nous avons trouve´ 17 valeurs conse´cutives premie`res a` partir de
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x0 = 1 925 947 321. On peut e´galement chercher le record k sur 1 000. L’heuristique repose
alors (comme dans [3]) sur une loi binomiale et les calculs sugge`rent qu’on pourrait trou-
ver le record vers 395 (valeur de µn + 2σ
√
n pour n = 1000) : de fait, nous avons trouve´
399 valeurs premie`res sur 1 000 a` partir de x0 = 1 109 886 131. Ces re´sultats nume´riques
sur le polynoˆme de Jacobson et Williams appellent deux commentaires : d’une part ils
corroborent notre heuristique, d’autre part ils montrent qu’il ne suffit pas d’une bonne
constante de Hardy-Littlewood si on le ”paie” d’une augmentation excessive des valeurs
prises (on retrouve le facteur ”chance”).
En ce qui nous concerne, la constante C(P ) n’est jamais calcule´e pre´cise´ment dans la
recherche expe´rimentale car les temps de calcul sont prohibitifs ; par contre la somme des
”premiers” ω(p)/p fournit un excellent crite`re empirique qui est a` la base du criblage que
nous avons effectue´.
Les recherches sont effectue´es sur des plages de la variable proches de l’origine, mais
encore plus ici que pour le proble`me ”n sur n”, le facteur heuristique lie´ a` la taille des
valeurs est crucial. Il s’ensuit que les meilleures performances sont obtenues, a` degre´ fixe´,
pour les polynoˆmes de petit coefficient directeur. Ce phe´nome`ne n’intervenait pas pour
les performances ”n sur n”, il est ici d’autant plus prononce´ que n est grand. Cela e´tant,
la de´pendance pre´cise par rapport au degre´, qui est un des aspects de ce facteur taille, est
malaise´e a` saisir.
Le facteur ”chance”, qui intervenait tre`s brutalement dans le cas ”n sur n”, est ici
moins visible et fonctionne en deux temps : primo pour fournir apre`s criblages des po-
lynoˆmes ayant une grande constante de Hardy-Littlewood, secundo pour donner des per-
formances avantageuses dans le comportement de loi binomiale e´voque´ plus haut.
Nous donnons ci-dessous, tout d’abord un tableau re´capitulatif des performances (mi-
norations expe´rimentales de nk∗d(n), qui sont en meˆme temps les valeurs pre´sume´es sauf
si d et n sont grands), ensuite la liste des polynoˆmes records.
d/n 50 100 200 500 1 000
2 49 90 166 369 698
3 48 87 154 338 601
4 49 88 156 316 539
5 50 84 134 258 429
6 50 83 132 261 404
Table 2 Meilleurs re´sultats ”k sur n” en fonction du degre´
(les nombres e´crits en italiques concernent les zones ou` les recherches n’ont pas pu eˆtre
suffisamment pousse´es et ou` les re´sultats ne sont donc vraisemblablement pas optimaux -
et nous ne donnerons d’ailleurs pas nos polynoˆmes records)
Degre´ 2
n = 50 : k = 49 : 36x2 + 18x− 1 801 (Dress et Olivier, 1999, [3])
n = 100 : k = 90 : 41x2 + 33x− 43 321 (Boston et Greenwood, 1995, [2])
n = 200 : k = 166 : 9x2 + 3x− 16 229 (Dress et Olivier)
n = 500 : k = 369 : x2 + x− 1 354 363 (Dress et Olivier)
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n = 1 000 : k = 698 : x2 + x− 1 354 363 (Dress et Olivier)
Signalons e´galement que les records k sur n pour le degre´ 2 ont e´te´ donne´s en continu
jusqu’a` n = 40 338 (Dress et Olivier, 1999, [3])
Degre´ 3
n = 50 : k = 48 : x3 + x2 + 66x− 457 (Dress et Olivier, 1999, [3])
ulte´rieurement 9 autres polynoˆmes avec 48 sur 50 ont e´te´ trouve´s
n = 100 : k = 87 : 3x3 + x2 − 17 888x− 365 413
(Dress et Landreau, pour ce record et tous ceux qui suivent)
n = 200 : k = 154 : x3 + x2 + 2 764x+ 16 553 et 2x3 + 2x2 − 10 664x− 163 753
n = 500 : k = 338 : 2x3 + x2 − 13 145x− 218 651
n = 1 000 : k = 601 : x3 + x2 − 48 610x+ 4 021
Degre´ 4
n = 50 : k = 49 : 21 polynoˆmes
(7 a` coefficients entiers + 14 a` coefficients rationnels non entiers) celui qui four-
nit le plus petit maximum des valeurs absolues prises est : 1
4
x4+ 1
2
x3− 537
4
x2+ 2 459
2
x−1 427
n = 100 : k = 88 : 1
4
x4 + 1
2
x3 − 537
4
x2 + 1079
2
x− 317
n = 200 : k = 156 : 3
4
x4 + 1
2
x3 − 7511
4
x2 + 7 097
2
x+ 255 469
n = 500 : k = 316 : 1
4
x4 + 1
2
x3 − 15 921
4
x2 + 216 359
2
x+ 7 422 691
n = 1 000 : k = 539 : 1
4
x4 + 1
2
x3 + 4303
4
x2 + 60 395
2
x− 2 092 807
Degre´ 5
n = 50 : k = 50 (le record ”n sur n” est a` 57)
Degre´ 6
n = 50 : k = 50 (le record ”n sur n” est a` 58)
3.3 Me´thode utilise´e pour l’exploration nume´rique
La base de la me´thode est une exploration exhaustive des polynoˆmes (normalise´s) par
boucles emboˆıte´es sur les coefficients avec des limites fixe´es, exploration convenablement
crible´e pour e´viter les ”petits” diviseurs des valeurs prises. La primalite´ des valeurs est
teste´e par re´fe´rence a` une table pre´alablement construite qui peut indexer jusqu’a` 600
millions de nombres premiers.
Il nous est apparu que la meilleure utilisation du crible sur les d.p.p. pour acce´le´rer
la recherche consistait, dans son principe, a` travailler, dans l’avant-dernie`re boucle de
l’exploration, sur les polynoˆmes sans terme constant P ∗(x) = a0xd+a1xd−1+ · · ·+ad−1x.
Pour un tel polynoˆme, et pour un p ≤ n, nous de´terminons les classes ou` doit se trouver
ad modulo p pour que les polynoˆmes P (x) = P
∗(x) + ad n’aient pas p pour d.p.p. Meˆme
en limitant ce premier crible a` de ”petits” p, le gain est tre`s important.
Pour le proble`me ”n sur n ”, ce crible fonctionne seul. Pour le proble`me ”k sur n”,
on lui adjoint un crible sur les d.p.p. ”globalise´” comme nous l’avons explique´ plus haut,
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en utilisant comme crite`re (empirique) une majoration de la somme des ω(p)/p pour p
infe´rieur a` une borne convenable.
Enfin, nous avons pris la de´cision de limiter la recherche au proche voisinage de l’ori-
gine, ce qui fait gagner un temps conside´rable et ne laisse e´ventuellement e´chapper qu’une
tre`s faible proportion de ”bons” polynoˆmes.
La limite exacte des coefficients des polynoˆmes syste´matiquement explore´s de´pend
du premier coefficient a0, mais les zones d’exploration des coefficients ne sont pas ho-
mothe´tiques, parce que le facteur de taille entraˆınerait alors une de´croissance brutale des
chances de succe`s (cela est explique´ plus loin dans la pre´sentation du mode`le heuristique).
Il serait fastidieux de de´tailler le champ pre´cis des zones explore´es mais on peut donner
des ordres de grandeur. A chaque fois, le nombre de polynoˆmes est conside´re´ avant de
faire ope´rer les diffe´rents cribles.
• degre´ 2
a0 de 1 a` 3 500, environ 10
17 polynoˆmes conside´re´s,
• degre´ 3
a0 de 1 a` 500, environ 10
16 polynoˆmes conside´re´s,
• degre´ 4
- en coefficients entiers : a0 de 1 a` 36, environ 3 · 1018 polynoˆmes,
- en coefficients rationnels : b0 de 1 a` 60, environ 1.4 · 1018 polynoˆmes,
• degre´ 5
- en coefficients entiers : a0 de 1 a` 5, environ 8 · 1017 polynoˆmes,
- en coefficients rationnels : b0 de 1 a` 150, environ 5.2 · 1022 polynoˆmes,
• degre´ 6
- en coefficients entiers : a0 de 1 a` 2, environ 8 · 1017 polynoˆmes,
- en coefficients rationnels : b0 de 1 a` 20, environ 6.4 · 1023 polynoˆmes.
Nous avons fait tourner pour cela des progammes e´crits en langage C et paralle´lise´s
principalement sur deux grappes de calculs :
- la grappe Loire du CCIPL (Centre de Calcul Intensif des Pays de Loire, http ://www.cnrs-imn.fr/CCIPL/HTML/index.html),
- et la grappe Gaia du laboratoire LAGA accessible depuis la plateforme de calcul du
Groupement De Services Mathrice du CNRS (http ://mathrice.org, https ://gaia.math.univ-
paris13.fr).
4 Le mode`le probabiliste heuristique dans le cas ” n
sur n ”
4.1 Localisation des zones riches en valeurs premie`res et nor-
malisation
Comme on l’a de´ja` note´, une heuristique e´le´mentaire — confirme´e par la recherche expe´rimentale
— indique que le maximum de chances de trouver des valeurs premie`res pour un polynoˆme
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P consiste a` les rechercher dans la zone des plus petites valeurs (absolues) prises. La tra-
duction pour le mode`le de cette indication est comple`tement diffe´rente en degre´ 2 et en
degre´s supe´rieurs.
Dans le cas du degre´ 2, la zone d’efficacite´ peut se trouver tre`s e´loigne´e de l’origine,
c’est le cas notamment des polynoˆmes a0x
2 + a1x + a2, avec a1 petit (normalisation de
Boston et Greenwood) et a2 ne´gatif de grande valeur absolue. En conse´quence, le mode`le
probabiliste heuristique, pre´sente´ en [3] pour le seul cas du degre´ 2, ”oubliait” entie`rement
les polynoˆmes eux-meˆmes et ne conside´rait que des se´quences de n entiers a` diffe´rences se-
condes (paires) constantes, caracte´rise´es par leurs valeurs extreˆmes et une valeur me´diane.
En degre´ supe´rieur a` 2 par contre, les essais que nous avons effectue´s nous ont montre´
que les polynoˆmes avec des petites valeurs loin de l’origine e´taient statistiquement tre`s
rares. Comme il est beaucoup plus rapide de rechercher les valeurs premie`res au voisinage
de l’origine que de chercher a` localiser la zone ou` |F (x)| est ”petit”, nous avons donc
suivi cette voie. De fac¸on plus pre´cise, nous avons constate´ que le premier maximum
relatif (maximum e´voque´ au paragraphe 2.4 lors de la pre´sentation du mur de Schinzel)
du nombre de valeurs conse´cutives toutes premie`res se trouvait, a` un nombre tre`s faible
d’exceptions pre`s, dans la zone centrale tre`s resserre´e entre −n et n (pour la variable).
Cela a e´te´ confirme´ par les tests de recherche exhaustive que, pour n ≤ 10, nous avons pu
effectuer jusqu’a` la limite nd. On peut e´galement donner une justification heuristique de
cette de´croissance tre`s rapide de la performance lorsqu’on s’e´carte de l’origine, et constater
que la mode´lisation est concordante avec les re´sultats de l’expe´rimentation.
Il est bien suˆr possible que la limitation au proche voisinage de l’origine fasse perdre
quelques polynoˆmes ”inte´ressants”, mais le gain de rapidite´ est tel qu’on regagne suˆrement
beaucoup plus graˆce au nombre de polynoˆmes explore´s. La situation est analogue dans le
mode`le : il est trop complique´ de calculer une estimation heuristique exacte du nombre des
suites ”inte´ressantes”, mais les suites ne´glige´es sont en proportion infime, et la minoration
qui sera calcule´e sera extreˆmement voisine de la re´alite´.
En de´finitive, le mode`le heuristique ”n sur n” en degre´s supe´rieurs a` 2, pre´sente´ dans
cet article, sera fonde´ sur la conside´ration des polynoˆmes normalise´s selon Boston et
Greenwood, et en outre adapte´ pour privile´gier les ”petites valeurs”. Il est de´crit ci-
dessous.
4.2 Pre´sentation ge´ne´rale du mode`le
Le degre´ d e´tant fixe´, d ≥ 3, on conside`re une famille croissante (FB) de parties finies de
l’espace Qd+1 des coefficients des polynoˆmes de degre´ d, de´pendant essentiellement d’un
parame`tre de taille B mais aussi de n.
Les ensembles FB seront e´quiprobabilise´s. On e´tablira une estimation heuristique de la
probabilite´ Pd(B, n) qu’un polynoˆme pris au hasard dans FB prenne une suite de k valeurs
conse´cutives premie`res, pour k ≥ n (i.e. np∗(P ) ≥ n, avec la notation du paragraphe 2.5).
Cette probabilite´ Pd(B, n) sera calcule´e a` partir de la probabilite´ Pd(B, n,m) que les n
valeurs P (m), P (m+1), . . . , P (m+n−1) soient premie`res, probabilite´ elle-meˆme estime´e
comme le produit d’un facteur ”arithme´tique” Cd(n) par un facteur Td(B, n,m) qui traduit
l’effet de taille du polynoˆme P conside´re´. On peut alors e´valuer la probabilite´ Pd(B, n),
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ainsi que le volume Nd(B, n) de FB. L’indicateur crucial est l’espe´rance mathe´matique
heuristique Ed(B, n) = Pd(B, n)Nd(B, n) du nombre de polynoˆmes P de FB qui satisfont
np∗(P ) ≥ n, et on termine l’e´tude du mode`le en examinant le comportement de cette
espe´rance lorsque B tend vers l’infini.
Les parties FB seront des pave´s de l’espace des coefficients, qui seront parame´trise´s
de telle sorte que B majore le maximum de la valeur absolue des valeurs prises par les
polynoˆmes de FB sur l’intervalle [−n, n]. Bien entendu, il n’y pas a priori de manie`re
unique de de´finir les FB, on donnera au paragraphe 4.5 ceux que nous avons utilise´s,
pour lesquels les diffe´rentes bornes impose´es aux coefficients sont de´termine´es a` partir de
conside´rations empiriques pour s’adapter aux (relativement) fortes probabilite´s de prima-
lite´ au tre`s proche voisinage de l’origine.
4.3 Se´paration du facteur arithme´tique et du facteur de taille
Etant donne´ un polynoˆme ge´ne´rique, i.e. tire´ au hasard avec e´quiprobabililite´ sur le pave´
FB de l’espace des coefficients, il faut commencer par donner une estimation heuristique
de la probabilite´ Pd(B, n,m) que les n valeurs P (m), P (m+ 1), . . . , P (m+ n− 1) soient
premie`res. Cela se fait par un criblage par les nombres premiers p infe´rieurs a` la racine
carre´e des valeurs (absolues) prises, que l’on applique de fac¸on diffe´rente pour les valeurs
de p infe´rieures a` n et pour celles supe´rieures. Pour un p ≤ n, la pe´riodicite´ rend non
inde´pendantes les divisibilite´s par p des valeurs de P (m) a` P (m+n−1), et la condition de
non-divisibilite´ est globale : que p ne soit pas d.p.p. du polynoˆme (ge´ne´rique) P . Pour n
fixe´ et B grand, cette probabilite´ ne de´pend pas de m, et l’on obtient ainsi pour chaque p
un facteur Dd(p). On suppose ensuite que, dans le mode`le, les divisibilite´s par les nombres
premiers successifs sont inde´pendantes, ce qui est une approximation raisonnable (en effet
dans le cas de tous les nombres entiers, il n’y a pas plus qu’un facteur 2eγ = 1.123 . . . entre
le the´ore`me de Mertens et l’heuristique des divisibilite´s inde´pendantes). Cela permet alors
de multiplier les Dd(p) pour p ≤ n, obtenant ainsi le facteur ”arithme´tique” (ge´ne´rique)
Cd(n) annonce´. Par contre, pour les p > n, on crible chaque valeur de P (m) a` P (m+n−1)
individuellement. Les valeurs de m interviennent ”a` travers” la taille du polynoˆme, dont
le facteur obtenu Td(B, n,m) traduit l’effet (de fac¸on assez complexe comme on le verra).
Cette mode´lisation conduit a` la formule
Pd(B, n,m) =
∏
p≤n
Dd(p)
m+n−1∏
x=m
∏
n<p≤
√
|P (x)|
(1− 1
p
).
Les facteurs
∏
n<p≤
√
|P (x)|(1− 1p) sont estime´s avec le the´ore`me de Mertens par lognlog√|P (x)| .
On a alors la de´composition
Pd(B, n,m) ∼ Cd(n)Td(B, n,m),
avec Cd(n) =
∏
p≤nDd(p) et Td(B, n,m) =
∏m+n−1
x=m
logn
log
√
|P (x)| .
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4.4 Le facteur arithme´tique
Il faut commencer par estimer chaque facteur Dd(p). Nous le ferons en nous limitant au
cas des coefficients entiers. Comme n sera fixe´ et que B tendra vers l’infini, le tirage
au hasard du polynoˆme ge´ne´rique de degre´ d, avec e´quiprobabililite´ sur le pave´ FB de
l’espace des coefficients, sera convenablement mode´lise´ par l’e´quiprobabilite´ des coeffi-
cients modulo p sur le produit Fd+1p , (i.e. une probabilite´ uniforme e´gale a`
1
pd+1
pour tout
(d + 1)-uplet de coefficients modulo p). On ne´glige les polynoˆmes dont une valeur serait
exactement p ou −p, ce qui a une incidence quantitative infime. Cette mode´lisation, jus-
tifie´e par l’e´quivalence asymptotique, conservera une justification heuristique forte alors
meˆme qu’elle sera utilise´e comme nous le ferons pour des valeurs fixe´es de n et de B.
Proposition 1 Dans le cas des polynoˆmes a` coefficients entiers de degre´ d, la probabilite´
heuristique que p ne soit pas d.p.p. vaut :
Dd(p) = (1− 1
p
)
min(d,p−1)∑
k=0
(−1)k
(
p− 1
k
)
p−k.
En particulier, pour p ≤ d+ 1 , on a Dd(p) = (1− 1p)p.
De´monstration : il s’agit de de´terminer le cardinal Md(p) de l’ensemble des polynoˆmes
de´finis modulo p de degre´ infe´rieur ou e´gal a` d et sans ze´ro dans Fp.
On travaille ne´cessairement dans l’ensemble des polynoˆmes de terme constant non nul.
Conside´rons parmi ceux-ci uniquemement les polynoˆmes de terme constant e´gal a` 1, il
suffira ensuite de multiplier le cardinal obtenu par (p − 1). Pour tout i de 1 a` p − 1, on
pose Ei = {F ∈ Fp[X ] | deg F ≤ d, F (0) = 1, F (i) = 0}. Un calcul rapide montre que
|Ei| = pd−1 et on peut de meˆme calculer, pour i1 < i2 < . . . < ik, 1 ≤ k ≤ min(d, p− 1),
|Ei1 ∩ Ei2 ∩ . . . ∩ Eik | = pd−k. Le principe combinatoire classique d’inclusion-exclusion
montre alors que le nombre de polynoˆmes sans ze´ro dans Fp et de terme constant 1 vaut
m∑
k=0
(−1)k
(
p− 1
k
)
pd−k,
ou` m = min(d, p− 1) car les polynoˆmes concerne´s ne peuvent avoir plus de min(d, p− 1)
ze´ros sur Fp. On en de´duit la valeur deMd(p) par multiplication par (p−1), puis la valeur
de Dd(p) :
Dd(p) = Md(p)/p
d+1 = (1− 1
p
)
m∑
k=0
(−1)k
(
p− 1
k
)
p−k.
On remarque que pour p ≤ d+ 1, on obtient la formule simplifie´e Dd(p) = (1− 1p)p.
Estimation nume´rique On donne dans le tableau suivant les valeurs nume´riques du
facteur arithme´tique Cd(n) ·106, pour d = 3, 4, 5, 6 et n = 20, 25, . . . , 50 ainsi que la valeur
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de
∏
p≤n(1− 1p)p · 106.
d\n 20 25 30 35 40 45 50
3 106.7 36.10 12.19 4.111 1.385 0.1569 0.0528
4 133.8 48.60 17.76 6.503 2.390 0.3242 0.1196
5 130.1 46.76 16.88 6.097 2.208 0.2906 0.1055
6 130.5 46.95 16.97 6.143 2.230 0.2947 0.1073∏
p≤n(1− 1/p)p 130.5 46.94 16.96 6.139 2.227 0.2943 0.1071
Table 3 valeurs nume´riques du facteur arithme´tique Cd(n) · 106
Ce tableau est obtenu par calcul nume´rique de Cd(n) =
∏
p≤nDd(p) avec les valeurs
de Dd(p) de la proposition 1. On remarquera qu’a` partir de d ≥ 5 les valeurs de Cd(n)
sont tre`s proches de la valeur
∏
p≤n(1 − 1/p)p inde´pendante de d. La raison en est que
la contribution principale est en fait celle des nombres premiers p ≤ d + 1 pour laquelle
on dispose de la formule simplifie´e. D’un point de vue asymptotique, on peut facilement
montrer que ∏
p≤n
(1− 1/p)p ∼ Ke−pi(n)/
√
log(n) ou` K ≈ 0.7.
4.5 Le facteur de taille
Le facteur de taille Td(B, n,m) =
∏m+n−1
x=m
logn
log
√
|P (x)| a e´te´ introduit au de´but du para-
graphe 4.3. Nous avions annonce´ au paragraphe 4.2 une de´finition des pave´s FB de l’espace
des coefficients qui ferait de B un majorant du maximum de la valeur absolue des valeurs
prises par les polynoˆmes de FB sur l’intervalle [−n, n]. Ne´anmoins, dans l’estimation du
facteur de taille, ce serait une maladresse de conside´rer seulement cette borne B et de
minorer Td(B, n,m) par
(
logn
log
√
B
)n
. En proce´dant ainsi, non seulement on obtiendrait une
minoration trop infe´rieure a` une estimation raisonnable (et d’ailleurs en de´saccord avec
les re´sultats nume´riques), mais surtout on cacherait comple`tement le resserrement de la
zone d’efficacite´ autour de l’origine. Il faut donc choisir la ”forme” efficace des parties FB
et la faire intervenir dans les estimations.
Nous avons conside´re´ des parties FB ensembles des (d+ 1)-uplets des coefficients des
polynoˆmes dont les coefficients |aj| sont majore´s par des bornes plus petites que B(d+1)nd−j ,
et ce d’autant plus que le degre´ d − j est faible. Ce crite`re qualitatif garantit (heuristi-
quement et expe´rimentalement) que les parties FB contiennent la zone d’efficacite´ ou` se
trouvent la plupart des ”bons” polynoˆmes, et les re´sultats ne de´pendent que faiblement
du choix pre´cis — mathe´matiquement arbitraire. Notre choix s’appuie sur la limitation
|ad| ≤ B3/4 pour le dernier coefficient, limitation tre`s voisine de celle adopte´e dans nos
”explorations” expe´rimentales. Nous avons ainsi pris :
• 1 ≤ a0 ≤ Bnd ,
• 0 ≤ a1 ≤ d2a0 (impose´ par la normalisation de Bonston et Greenwood),
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• |aj| ≤ B
1−
j
4d
nd−j
pour 2 ≤ j ≤ d.
(Pour simplifier les formules, nous continuerons a` nous limiter au cas des polynoˆmes
a` coefficients entiers.) Il faut imme´diatement noter la contrainte B ≥ nd (ne´cessaire pour
que a0 puisse au moins prendre la valeur 1), apparemment triviale, mais qui en fait jouera
un roˆle important quand on voudra effectuer des pre´dictions.
Pour calculer la probabilite´ ponctuelle, nous e´crirons Td(B, n,m) =
(
logn
log
√
B
)n
Kd(B, n,m),
et nous e´tablirons une estimation efficace du facteur correctifKd(B, n,m) =
∏m+n−1
x=m
logB
log |P (x)| ,
pris pour un polynoˆme ”typique” du pave´ FB.
Il faudra ensuite passer de l’estimation de la probabilite´ ponctuelle Pd(B, n,m) a` la
probabilite´ globale Pd(B, n) qu’un polynoˆme ge´ne´rique pre´sente (au moins) n valeurs
conse´cutives premie`res. Comme il s’agit d’e´ve`nements (tre`s) rares, on peut assimiler
les probabilite´s aux espe´rances, ce qui permet d’approcher la probabilite´ de la re´union
d’e´ve`nements non inde´pendants par la somme de leurs probabilite´s. On obtient ainsi
Pd(B, n) =
∑
m∈Z Pd(B, n,m), et l’estimation de cette somme s’effectuera de fac¸on stan-
dard par assimilation a` une inte´grale.
a) Estimation du facteur e´le´mentaire du facteur correctif Kd(B, n,m).
Pour simplifier la suite de la pre´sentation et des calculs, on pose n′ =
[
n
2
]
; compte tenu
des nombreuses approximations effectue´es, on n’introduit aucune erreur significative en
effectuant les calculs comme si on avait exactement n′ = n
2
et comme si l’intervalle [−n′, n′]
contenait exactement n entiers.
C’est maintenant qu’intervient la de´finition pre´cise des parties FB qui vient d’eˆtre
effectue´e : elle implique que le polynoˆme ge´ne´rique P prend a` l’origine des valeurs de l’ordre
de B3/4, que son terme de plus haut degre´ est de l’ordre de B
nd
xd, et que ce terme domine
nume´riquement tous les autres sauf dans un voisinage restreint de l’origine. Pour donner
une estimation analytique du facteur correctif, nous effectuerons la sommation des valeurs
de l(x) := log
(
logB
log |P (x)|
)
, cette fonction e´tant elle-meˆme e´value´e par son approximation
syme´trique non triviale la plus simple, i.e. h(x) = a + bx2. Cela re´alise un compromis
efficace entre une approximation simpliste et des calculs impraticables.
Compte tenu des indications donne´es ci-dessus sur l’ordre de grandeur du polynoˆme
ge´ne´rique P , cette approximation sera ajuste´e pour x = 0 et x = ±n′ :
- en x = 0 : h(0) ≈ l(0) = log
(
logB
logB3/4
)
= log 4
3
,
- en x = n′ : h(n′) ≈ l(n′) = log
(
logB
log B
2d
)
≈ d log 2
logB
.
On trouve alors a = log 4
3
et b = − 4
n2
c log 4
3
en ayant pose´ c = 1− d log 2
logB log 4
3
.
Cette approximation n’est raisonnable que si la valeur |P (n′)| = B
2d
prise en assimilant
le polynoˆme a` son terme de plus haut degre´ est supe´rieure a` l’ordre de grandeur B3/4 du
terme constant. On devra donc respecter la contrainte B ≥ 24d, ce qui de´coule, si n ≥ 16,
de la contrainte plus forte B ≥ nd e´voque´e juste apre`s la de´finition des FB. On peut enfin
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noter que l’ine´galite´ c > 0, ne´cessaire pour que l’origine soit un maximum de h(x), est
alors trivialement satisfaite.
On peut enfin comparer les valeurs l(n) = 0 et h(n) = 4d log 2
logB
− 3 log 4
3
qui est ne´gatif
si B ≥ nd et n ≥ 25 : notre approximation a` partir de la fonction h conduira donc
a` une sous-estimation de la probabilite´ Pd(B, n,m) lorsque l’on s’e´cartera de l’intervalle
central, et par conse´quent a` une sous-estimation globale, mais ce n’est pas vraiment geˆnant
car Pd(B, n,m) de´croit rapidement et les ”queues de distribution” sont sans incidence
nume´rique notable.
b) Fin de l’estimation du facteur correctif Kd(B, n,m)
On approche classiquement logKd(B, n,m) ≈
∑m+n−1
x=m h(x) par l’inte´grale de h corres-
pondante, soit
logKd(B, n,m) ≈
∫ m+n
m
h(x)dx = an +
b
3
(
(m+ n)3 −m3)
= log
4
3
(
n− 4
n2
c(m2n+mn2 + n3/3)
)
= − log 4
3
(
4c
n
(m2 +mn) + n(
4c
3
− 1)
)
= − log 4
3
(
4c
n
(m+ n/2)2 + n(
c
3
− 1)
)
.
c) Estimation de la probabilite´ globale Pd(B, n).
On termine en calculant comme annonce´ plus haut la somme Pd(B, n) =
∑
m∈Z Pd(B, n,m),
ou` Pd(B, n,m) ≈ Cd(n)Td(B, n,m), avec Td(B, n,m) =
(
logn
log
√
B
)n
Kd(B, n,m).
On est donc ramene´ a` e´valuer
∑
m∈ZKd(B, n,m), ce qui se fait en l’approchant clas-
siquement par une inte´grale :
∑
m∈Z
Kd(B, n,m) ≈ exp(−n log 4
3
(
c
3
− 1))
∫ +∞
−∞
exp(−4c log
4
3
n
(x+
n
2
)2)dx
=
(
4
3
)n(1− c
3
)√
n
4c log 4
3
∫ +∞
−∞
exp(−u2)du
=
(
4
3
)n(1− c
3
)√
pin
4c log 4
3
.
Lorsque n et d sont fixe´s et que B tend vers l’infini, c = 1− d log 2
logB log 4
3
tend (lentement)
vers 1, et par conse´quent
∑
m∈ZKd(B, n,m) est e´quivalent a`
(
4
3
)2n/3√ pin
4 log 4
3
. Mais on
conservera c dans l’expression de la proposition 2 ci-dessous, de fac¸on a` pouvoir la rempla-
cer par sa valeur exacte dans les tests de comparaison entre le mode`le heuristisque et les
expe´rimentations nume´riques qui seront effectue´s au paragraphe suivant, et a` conserver
la pertinence de ces comparaisons.
Proposition 2 La probabilite´ globale Pd(B, n) peut eˆtre estime´e de la fac¸on suivante
lorsque, d et n e´tant fixe´s, B tend vers l’infini
Pd(B, n) ≈ Cd(n)
(
log n
log
√
B
)n(
4
3
)n(1− c
3
)√
pin
4c log 4
3
.
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De´monstration : on a
Pd(B, n) ≈
∑
m∈Z
Pd(B, n,m) ≈ Cd(n)
∑
m∈Z
Td(B, n,m)
≈ Cd(n)
(
logn
log
√
B
)n ∑
m∈Z
Kd(B, n,m)
≈ Cd(n)
(
logn
log
√
B
)n(
4
3
)n(1− c
3
)√
pin
4c log 4
3
.
4.6 Etude de l’espe´rance globale, mode`le heuristique
Nous pouvons maintenant conclure. Il reste a` calculer le nombre de points Nd(B, n) d’un
ensemble FB et le produit de la probabilite´ globale Pd(B, n) par Nd(B, n) fournit une
estimation de l’espe´rance mathe´matique Ed(B, n) du nombre de polynoˆmes pour lesquels
np∗(P ) ≥ n.
Proposition 3 Le nombre de points Nd(B, n) des parties FB de´finies ci-dessus peut eˆtre
estime´ par :
Nd(B, n) ≈ d2d−3B
7d
8
+ 7
8
+ 1
4d
n
d2
2
+ d
2
+1
.
De´monstration : Compte-tenu des contraintes 1 ≤ a0 ≤ Bnd et 0 ≤ a1 ≤ d2a0, le
nombre de valeurs possibles des couples (a0, a1) peut eˆtre estime´ par
dB2
4n2d
; par contre les
contraintes sur les coefficients aj , 2 ≤ j ≤ n, sont inde´pendantes de a0, et Nd(B, n) peut
donc eˆtre estime´ par le produit
dB2
4n2d
× 2B
1− 2
4d
nd−2
× . . .× 2B
1− d
4d
nd−d
.
Nous pouvons maintenant conclure. Le produit de la probabilite´ globale Pd(B, n) par le
nombre de points Nd(B, n) fournit une estimation de l’espe´rance mathe´matique Ed(B, n)
du nombre de polynoˆmes pour lesquels np∗(P ) ≤ n.
Proposition 4 L’espe´rance mathe´matique Ed(B, n) de´finie ci-dessus peut eˆtre estime´e
de la fac¸on suivante lorsque, d et n e´tant fixe´s, B tend vers l’infini :
Ed(B, n) ≈ Hd(n)c−1/2
(
4
3
)n(1− c
3
)
(logB)−nB
7d
8
+ 7
8
+ 1
4d ,
avec Hd(n) =
√
pi
log 4
3
dCd(n)2
n+d−4(log n)nn−
d2
2
− d
2
− 1
2 .
De´monstration : On effectue comme annonce´ le produit de Pd(B, n) (proposition 2)
par Nd(B, n) (proposition 3), et on isole le facteur c
−1/2 (4
3
)n(1− c
3
)
B
7d
8
+ 7
8
+ 1
4d (logB)−n qui
regroupe les facteurs e´le´mentaires qui de´pendent de B (on rappelle que c = 1− d log 2
logB log 4
3
).
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Il reste alors le facteur Hd(n) qui regroupe les facteurs e´le´mentaires qui ne de´pendent que
de d et de n, comme de´taille´ dans la proposition 5.
Une analyse fine de la grandeur et de la rapidite´ de croissance/de´croissance des
diffe´rents facteurs de Ed(B, n) sera effectue´e a` la fin du paragraphe 4.7. (ils ont e´te´ e´crits
dans l’e´nonce´ de la proposition 4 par ordre croissant de vitesse de variation). Mais on peut
noter de`s maintenant que la croissance du facteur B7d/8 est fortement pre´ponde´rante et
que par conse´quent (et comme on pouvait s’y attendre), d et n e´tant fixe´s, Ed(B, n) tend
vers l’infini avec B.
Cette formule asymptotique n’a qu’une valeur indicative. Pour comparer les valeurs
nume´riques heuristiques avec les re´sultats expe´rimentaux, nous prendrons les formules
”complique´es” de manie`re a` ne pas introduire de ”brouillage” nume´rique inutile.
4.7 Etude de l’espe´rance globale et validation expe´rimentale
Dans la comparaison des valeurs nume´riques du mode`le heuristique avec les re´sultats de
nos expe´rimentations, on pre´sente, en plus des espe´rances, les nombres de polynoˆmes dans
FB et les probabilite´s, de fac¸on a` montrer clairement leurs ordres de grandeur respectifs.
Les valeurs de Nd(B, n) sont les valeurs exactes (les valeurs de la proposition 3 souffrant
de remplacement de parties entie`res par des valeurs re´elles, ce qui est tre`s mauvais lorsque
B est de l’ordre de nd) et les probabilite´s sont calcule´es avec les vraies valeurs de Cd(n) et
la vraie valeur de c. Enfin, le nombre re´el Rd(B, n) de polynoˆmes dans le pave´ FB avec au
moins n sur n valeurs premie`res est le nombre trouve´ expe´rimentalement sans la contrainte
que les valeurs premie`res soient distinctes en valeur absolue (contrainte convenue par
Boston et Greenwood pour les records, mais artificielle et surtout impossible a` respecter
dans les calculs heuristiques de probabilite´s).
On rappelle que les polynoˆmes P des pave´s FB ve´rifient entre autres deux proprie´te´s :
sur l’intervalle [−n, n] on a |P (x)| ≤ B, et le terme constant ad est infe´rieur a` B3/4 en
valeur absolue. La borne parame´trique B est pre´sente´e sous la forme B = knd et c’est la
valeur de k qui est porte´e dans le tableau. La dernie`re ligne du tableau donne le quotient
de R = Rd(B, n) par E = Ed(B, n), qui mesure l’ade´quation du mode`le.
d = 3 :
n = 20 (C3(20) = 1.067 · 10−4)
k 1 2 4 8 16 32 64 128 256
N3(B, n) 6.1 · 105 5.4 · 106 4.9 · 107 4.9 · 108 5.3 · 109 6 · 1010 6.9 · 1011 8.2 · 1012 9.7 · 1013
P3(B, n) 1.2 · 10−4 2.1 · 10−5 4.3 · 10−6 1 · 10−6 2.7 · 10−7 7.6 · 10−8 2.3 · 10−8 7.7 · 10−9 2.7 · 10−9
E3(B, n) 70.3 112.7 210.5 496.1 1400.8 4527.4 16230.4 63120.7 262563
R3(B, n) 97 297 875 2552 7516 23824 78362 267978 968007
R/E 1.38 2.64 4.16 5.14 5.37 5.26 4.83 4.25 3.69
Table 4 Comparaisons du mode`le heuristique avec les valeurs expe´rimentales pour
d = 3, n = 20
• n = 30, (C3(30) = 1.219 · 10−5),
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k 1 2 4 8 16 32 64 128 256
N3(B, n) 2.8 · 106 2.5 · 107 2.2 · 108 2.2 · 109 2.4 · 1010 2.7 · 1011 3.2 · 1012 3.7 · 1013 4.5 · 1014
P3(B, n) 2.6 · 10−6 2.9 · 10−7 3.9 · 10−8 5.9 · 10−9 10 · 10−10 1.9 · 10−10 3.8 · 10−11 8.6 · 10−12 2 · 10−12
E3(B, n) 7.1 7.3 8.7 13.2 24.1 51.2 122.1 320.6 911.6
R3(B, n) 13 32 61 111 178 329 621 1168 2412
R/E 1.82 4.39 7.01 8.43 7.39 6.43 5.08 3.64 2.65
Table 5 Comparaisons du mode`le heuristique avec les valeurs expe´rimentales pour
d = 3, n = 30
• n = 40, (C3(40) = 1.385 · 10−6),
k 4 8 16 32 64 128 256 512 1024
N3(B, n) 6.6 · 108 6.6 · 109 7.1 · 1010 8 · 1011 9.3 · 1012 1.1 · 1014 1.3 · 1015 1.6 · 1016 1.9 · 1017
P3(B, n) 3.6 · 10−10 3.5 · 10−11 3.9 · 10−12 4.9 · 10−13 6.9 · 10−14 1 · 10−14 1.7 · 10−15 3.1 · 10−16 6 · 10−17
E3(B, n) 0.2 0.2 0.3 0.4 0.6 1.2 2.3 4.9 11.3
R3(B, n) 1 6 7 8 9 12 15 15 15
R/E 4.24 25.9 25.1 20.2 14 10.4 6.56 3.06 1.33
Table 6 Comparaisons du mode`le heuristique avec les valeurs expe´rimentales pour
d = 3, n = 40
d = 4 :
• n = 20, (C4(20) = 1.338 · 10−4),
k 1 2 4 8 16
N4(B, n) 1.5 · 1010 2.1 · 1011 3.4 · 1012 6.2 · 1013 1.2 · 1015
P4(B, n) 4.6 · 10−7 1.2 · 10−7 3.7 · 10−8 1.2 · 10−8 4 · 10−9
E4(B, n) 6709.3 26206.8 125703 727070 4.9D + 06
R4(B, n) 15838 83645 470634 2855234 18639074
R/E 2.36 3.19 3.74 3.93 3.84
Table 7 Comparaisons du mode`le heuristique avec les valeurs expe´rimentales pour
d = 4, n = 20
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• n = 30, (C4(30) = 1.776 · 10−5),
k 1 2 4 8 16
N4(B, n) 2.2 · 1011 3.2 · 1012 5.3 · 1013 9.5 · 1014 1.9 · 1016
P4(B, n) 6.7 · 10−10 1.3 · 10−10 2.7 · 10−11 6.2 · 10−12 1.5 · 10−12
E4(B, n) 150.7 419.7 1438.4 5937 28425.9
R4(B, n) 494 1700 6019 22062 89354
R/E 3.28 4.05 4.18 3.72 3.14
Table 8 Comparaisons du mode`le heuristique avec les valeurs expe´rimentales pour
d = 4, n = 30
• n = 40, (C4(40) = 2.390 · 10−6),
k 1 2 4 8 16
N4(B, n) 1.6 · 1012 2.3 · 1013 3.7 · 1014 6.6 · 1015 1.3 · 1017
P4(B, n) 1 · 10−12 1.4 · 10−13 2.1 · 10−14 3.4 · 10−15 6.1 · 10−16
E4(B, n) 1.6 3.1 7.7 22.8 79
R4(B, n) 10 28 46 100 231
R/E 6.32 8.95 6 4.39 2.92
Table 9 Comparaisons du mode`le heuristique avec les valeurs expe´rimentales pour
d = 4, n = 40
• n = 45, C4(45) = 3.242 · 10−7,
k 1 2 4 8 16
N4(B, n) 3.5 · 1012 5 · 1013 8.1 · 1014 1.5 · 1016 2.9 · 1017
P4(B, n) 1.5 · 10−14 1.7 · 10−15 2.2 · 10−16 3.1 · 10−17 4.7 · 10−18
E4(B, n) 0.1 0.1 0.2 0.4 1.3
R4(B, n) 1 1 2 4 11
R/E 20 11.9 11.5 9.11 8.46
Table 10 Comparaisons du mode`le heuristique avec les valeurs expe´rimentales pour
d = 4, n = 45
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d = 5 :
• n = 10, (C5(10) = 8.250 · 10−3),
k 2 4 8
N5(B, n) 4.5 · 1013 1.4 · 1015 4.6 · 1016
P5(B, n) 3.9 · 10−4 9.4 · 10−5 4.1 · 10−5
E5(B, n) 1.8 · 1010 1.3 · 1011 1.9 · 1012
R5(B, n) 3.0 · 109 5.3 · 1010 1.0 · 1012
R/E 0.17 0.41 0.55
Table 11 Comparaisons du mode`le heuristique avec les valeurs expe´rimentales pour
d = 5, n = 10
• n = 20, (C5(20) = 1.301 · 10−4),
k 1 2 4
N5(B, n) 2.2 · 1015 6.5 · 1016 2 · 1018
P5(B, n) 5.2 · 10−9 1.8 · 10−9 6.7 · 10−10
E5(B, n) 1.1 · 107 1.2 · 108 1.3 · 109
R5(B, n) 24 937 474 294 068 263 3 575 157 628
R/E 2.19 2.52 2.75
Table 12 Comparaisons du mode`le heuristique avec les valeurs expe´rimentales pour
d = 5, n = 20
Pour commenter la comparaison entre les formules heuristiques et les re´sultats expe´rimentaux
ci-dessus, il faut analyser la structure (multiplicative) des formules heuristiques : des
constantes et des facteurs avec un exposant qui peut lui-meˆme eˆtre se´pare´ entre son
terme principal et des termes secondaires.
Pour un premier commentaire, on notera que l’on multiplie un ”tre`s grand” nombre
Nd(B, n) par un ”tre`s petit” nombre Pd(B, n) : si le premier est convenablement connu, le
second est obtenu apre`s un certain nombre d’approximations et de simplifications heuris-
tiques. Il se manifeste alors ce que l’on pourrait appeler un “effet” exposant : la moindre
variation sur l’heuristique du calcul d’un exposant entraˆıne des variations (multiplicatives)
conside´rables sur le re´sultat final Ed(B, n).
On constate entre les valeurs heuristiques et les valeurs expe´rimentales une discordance
d’un facteur de l’ordre de 10 — en fait entre 3 et 6 dans les zones les plus centrales de la
confrontation —, ce qui n’est pas e´norme compte tenu des facteurs du produit (jusqu’a`
1017 pour le ”tre`s grand” nombre, et jusqu’a` 10−17 pour le ”tre`s petit” ). Mais surtout,
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il y a une tre`s grande stabilite´ lorsque B et n varient, ce qui nous permet d’affirmer
que la ”forme” des formules est valide´e, et que les termes principaux des exposants sont
e´galement valide´s.
Il reste a` l’e´vidence des ame´liorations a` apporter aux constantes (multiplicatives) et
aux termes secondaires des exposants, notamment pour supprimer la variation ”convexe”
du quotient R/E en fonction de k (et donc de B). Mais nous ne pensons pas qu’il y
ait aujourd’hui un enjeu suffisant pour se lancer dans ce travail d’ame´lioration, de´licat
(et hasardeux, si l’on ose dire). On peut aussi noter que notre e´valuation heuristique de
la probabilite´ Pd(B, n) a e´te´ guide´e par le comportement des polynoˆmes dans la ”zone
centrale” des FB mais qu’elle pourrait avoir e´te´ surestime´e a` la pe´riphe´rie (qui compte
beaucoup en volume). Cela pourrait expliquer, ou expliquer en partie, l’e´cart. . . De fait,
nous constatons expe´rimentalement cette surestimation, et si la raison est bien celle qui
vient d’eˆtre avance´e, il suffirait de re´duire les parties FB (sous re´serve que B reste la
borne ge´ne´riquement atteinte) pour mieux cibler la zone centrale et ame´liorer l’accord
entre heuristique et expe´rimentation nume´rique. Mais la` encore, nous ne pensons pas
qu’il y ait aujourd’hui un enjeu suffisant.
4.8 Le mode`le dans le cas des polynoˆmes a` coefficients ration-
nels
L’e´tude effectue´e dans le cas des polynoˆmes a` coefficients entiers peut eˆtre facilement
adapte´e au cas de polynoˆmes a` coefficients rationnels. Il est sans inte´reˆt de la re´e´crire au
complet et nous contenterons d’exposer brie`vement les trois points qui sont a` remanier,
et de montrer comment la conclusion est le´ge`rement modifie´e.
Facteur arithme´tique
Il est aise´ de voir que la fonction Sk(x) = x(x − 1) . . . (x − k + 1)/k!, pour x ∈ Z est
pe´riodique modulo p de pe´riode pt+1 ou` pt est la plus grande puissance de p qui divise k!
(autrement dit pt||k!).
Par conse´quent la fonction
P (x) = b0Sd(x) + b1Sd−1(x) + · · ·+ bd−1S1(x) + bd,
est pe´riodique modulo p de pe´riode pt+1 ou` pt||d!.
Notons D′d(p) la probabilite´ pour un polynoˆme ge´ne´rique P du pave´ FB de ne pas avoir
p comme d.p.p. On a alors
- pour p > d, t = 0 et un calcul analogue au cas des polynoˆmes a` coefficients entiers
conduit a` D′d(p) = Dd(p),
- pour p ≤ d, D′d(p) ≤ Dd(p) et sa valeur est calcule´e nume´riquement.
Dans l’e´valuation de l’expression Pd(B, n,m), il suffira de remplacer Dd(p) par D
′
d(p).
Il faudra alors remplacer Cd(n) =
∏
p≤nDd(p) par C
′
d(n) =
∏
p≤nD
′
d(p).
Volume du pave´ FB
On rappelle que les polynoˆmes P des pave´s FB ve´rifient entre autres deux proprie´te´s :
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sur l’intervalle [−n, n] on a |P (x)| ≤ B, et le terme constant bd est infe´rieur a` B3/4 en
valeur absolue.
Pour
P (x) = b0Sd(x) + b1Sd−1(x) + · · ·+ bd−1S1(x) + bd,
on a par la normalisation 1 ≤ b0 ≤ BSd(n) =
B
(nd)
, 0 ≤ b1 ≤ 12b0 et |bj | ≤ B
1−
j
4d
Sd−j(n)
= B
1−
j
4d
( nd−j)
.
Cela donne un nombre de polynoˆmes rationnels N ′d(B, n)
N ′d(B, n) ≈
B2
8
(
n
d
)2 × 2B
1− 2
4d(
n
d−2
) × . . .× 2B1−
d
4d(
n
d−d
) ,
soit encore N ′d(B, n) ≈ 2d−4B
7d
8
+ 7
8
+ 1
4d
((
n
d
)2( n
d−2
)
. . .
(
n
1
))−1
.
Estimation de l’espe´rance E ′d(B, n) et conclusion
Dans la formule estimant l’espe´rance, il faut remplacer Cd(n) par C
′
d(n) et Nd(B, n) par
N ′d(B, n). Globalement l’espe´rance E
′
d(B, n) = P
′
d(B, n)N
′
d(B, n) pour un meˆme triplet
(d, B, n) va augmenter par rapport au cas des polynoˆmes a` coefficients entiers car l’aug-
mentation due a` N ′d(B, n) est plus forte que la diminution due a` C
′
d(n), ce qui va ame´liorer
les perfomances a` d, B, n fixe´s. La comparaison nume´rique avec le cas des polynoˆmes a`
coefficients entiers est illustre´e par le tableau suivant, ou` pour n = 50 et d = 4, 5, 6, on
donne successivement le rapport C ′d(n)/Cd(n), le rapport des estimations pour Nd(B, n)
et N ′d(B, n) (inde´pendant de B) et enfin le rapport E
′
d/Ed qui en re´sulte.
d 4 5 6
C ′d/Cd 1.4 · 10−2 4.6 · 10−4 1.2 · 10−4
N ′d/Nd 1.9 · 102 2.8 · 104 2.8 · 107
E ′d/Ed 2.6 1.3 · 10 3.4 · 103
Table 13 Comparaison de l’estimation de l’espe´rance dans le cas des poynoˆmes a`
coefficients entiers ou rationnels
4.9 Heuristique des pre´visions.
Cas des coefficients entiers
Si l’on veut utiliser notre mode`le heuristique pour effectuer des pre´visions, il faut adopter
la meˆme proble´matique que celle qui a conduit a` la de´finition du mur de Schinzel : pour
d et n donne´s, quelle est la valeur de B = Bc ≥ nd telle que Ed(n,Bc) = 1 ?
C’est un simple proble`me de calcul, un peu long car les formules ”comple`tes” sont
complique´es.
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La recherche expe´rimentale sugge`re que la valeur critique de B est de l’ordre de nd ou
un peu supe´rieure. Si on fixe d et que l’on prend B = nd, lorsque l’on fait croˆıtre n, il
existe une valeur critique n = nc(d) a` partir de laquelle on a Ed(nc(d), n
d) ≤ 1 ; le tableau
ci-dessous donne cette valeur pour les valeurs de d qui correspondent aux recherches
expe´rimentales entreprises :
d 3 4 5 6
nc(d) 37 41 47 61
Table 14 Valeurs de la valeur critique nc(d)
Compte tenu de la forte croissance de Ed(n,B) (facteur principal B
7d/8), la situation
heuristique est la suivante :
- si n = nc(d), la valeur critique Bc est e´gale a` n
d ;
- si n > nc(d), la valeur critique Bc est le´ge`rement supe´rieure a` n
d.
Pour pre´ciser l’adjectif ”le´ge`rement”, nous allons poser B = ntd (ce n’est pas la
convention que nous avions prise pour comparer les valeurs heuristiques et les valeurs
expe´rimentales, mais celle-ci est plus commode pour les calculs de pre´visions).
Imaginons que l’on veuille entreprendre la recherche de polynoˆmes a` coefficients entiers
de performance supe´rieure ou e´gale a` 50, quel est le degre´ optimal ou` rechercher ?
Re´ponse avec notre mode`le heuristique : le degre´ ou` la zone brute a` explorer (i.e. avant
cribles) est la moins e´tendue. Les deux tableaux ci-dessous donnent, pour n = 50, 55 et
60, la valeur tc de t (obtenue nume´riquement par dichotomie) telle que Bc = n
td et le
volume Nd(Bc, n) de la zone a` explorer.
• n = 50
d 3 4 5 6
tc 2.02 1.28 1.04 1.00
Bc 2.1 · 1010 4.6 · 108 6.5 · 108 1.6 · 1010
Nd(Bc, n) 3.7 · 1025 4.6 · 1020 1.2 · 1021 3.9 · 1027
Table 15 Pre´visions des valeurs critiques pour n = 50
La re´ponse est donc a priori pour n = 50 : d = 4 ou 5.
Notons que l’on a trouve´ une performance de 46 sur 46 en degre´ 4 et une performance de
49 sur 49 en degre´ 5.
Une ide´e du temps de calcul ne´cessaire. Avec les performances actuelles des
ordinateurs (juin 2011) , on obtient par exemple en degre´ 5 ou 6, un temps de calcul de
12 s environ pour explorer 1012 polynoˆmes (compte´s avant cribles). Cela donne pour un
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seul processeur 140 jours pour explorer une zone de 1018 polynoˆmes et 38 ans ( !) pour
une zone de 1020 polynoˆmes.
• n = 55
d 3 4 5 6
tc 2.28 1.43 1.11 1.00
Bc 7.6 · 1011 8.3 · 109 4.8 · 109 2.8 · 1010
Nd(Bc, n) 7.2 · 1030 6.0 · 1025 6.2 · 1024 1.6 · 1028
Table 16 Pre´visions des valeurs critiques pour n = 55
La re´ponse pour n = 55 est a priori d = 5 mais le nombre de polynoˆmes a` explorer
rend vaine cette recherche.
• n = 60
d 3 4 5 6
tc 2.53 1.53 1.18 1.00
Bc 2.9 · 1013 7.0 · 1010 2.8 · 1010 5.0 · 1010
Nd(Bc, n) 2.0 · 1036 3.0 · 1029 1.6 · 1028 8.3 · 1028
Table 17 Pre´visions des valeurs critiques pour n = 60
La re´ponse est donc a priori pour n = 60 encore d = 5 mais le nombre de polynoˆmes
a` explorer est astronomique.
Pre´visions dans le cas des polynoˆmes a` coefficients rationnels
On reprend pour d ≥ 4 le meˆme type de calcul avec les formules modifie´es pour le
cas rationnel et on obtient les pre´visions suivantes. On notera que le coefficient t peut
maintenant eˆtre infe´rieur a` 1 puisque la valeur plancher de a0 = 1 correspond a` B =(
n
d
) ≤ nd.
• n = 50
d 4 5 6 7
t 1.26 0.99 0.82 0.74
B 3.4 · 108 2.8 · 108 2.3 · 108 6.2 · 108
Nd(B, n) 2.4 · 1022 2.1 · 1023 2.2 · 1023 1.2 · 1026
Table 18 Pre´visions des valeurs critiques pour n = 50 dans le cas des polynoˆmes a`
coefficients rationnels
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La re´ponse est donc ici pour n = 50, d = 4 . Notons que l’on a trouve´ pre´cise´ment
deux performances de 49 sur 49 en degre´ 4, 6 performances d’au moins 50 sur 50 en degre´
5 et plus de 50 performances en degre´ 6.
Il faut tempe´rer les nombres bruts de polynoˆmes a` tester donne´s dans le tableau car
avec des coefficients rationnels, on peut facilement e´viter les petits d.p.p. en choisissant
convenablement de`s le de´part les coefficients bi. Cela fait chuter conside´rablement le temps
de calcul. Par exemple en degre´ 6, le temps de calcul pour un meˆme nombre de polynoˆmes
est divise´ par environ 6000 par rapport au cas des polynoˆmes a` coefficients entiers. Cela
compense l’augmentation du nombre de polynoˆmes a` tester et expliquer les ”bonnes”
performances obtenues.
• n = 55
d 4 5 6 7
t 1.38 1.07 0.87 0.77
B 4.1 · 109 1.9 · 109 1.1 · 109 2.6 · 109
Nd(B, n) 4.9 · 1026 1.1 · 1027 4.7 · 1026 1.7 · 1029
Table 19 Pre´visions des valeurs critiques pour n = 55 dans le cas des polynoˆmes a`
coefficients rationnels
La re´ponse est donc ici pour n = 55, d = 4 ou 6. Du coˆte´ expe´rimental, la premie`re
performance trouve´e d’au moins 55 sur 55 a e´te´ en degre´ 5 mais nous n’avons pas explore´
les quelques 4.9.1026 polynoˆmes en degre´ 4.
• n = 60
d 4 5 6 7
t 1.51 1.14 0.92 0.81
B 5.7 · 1010 1.3 · 1010 5.9 · 109 1.1 · 1010
Nd(B, n) 2.2 · 1031 7.4 · 1030 1.6 · 1030 3.2 · 1032
Table 20 Pre´visions des valeurs critiques pour n = 60 dans le cas des polynoˆmes a`
coefficients rationnels
La re´ponse est donc ici pour n = 60, d = 6. Notons que l’on a trouve´ pre´cise´ment notre
record de 58 sur 58 en degre´ 6. C’est probablement encore dans ce degre´ qu’il faudrait
chercher le 60 sur 60 si cela e´tait ne´cessaire.
5 Et le cas ”k sur n” ?
Il semble opportun de rappeler ce que Dress et Olivier avaient note´ dans [3] : ”Les per-
formances d’un polynoˆme apparaissent comme la ”somme” d’un terme fonction de sa
constante de Hardy-Littlewood et d’un terme d’apparence ale´atoire (qui est en quelque
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sorte un pseudo-ale´a produit par une situation de´terministe mais extreˆmement com-
plexe)”.
Pour le cas ”n sur n”, l’apparence ale´atoire est totale, que ce soit en degre´ 2 ou en degre´
supe´rieur. Cela explique le succe`s du mode`le heuristique probabiliste qui a e´te´ de´veloppe´
dans ce cet article.
Pour le cas ”k sur n”, et si n est ”grand”, le terme de´terministe est pre´ponde´rant, mais
le pseudo-hasard produit par la complexite´ de la situation se traduit par des performances
qui ont l’apparence du re´sultat d’une e´preuve binomiale dont le parame`tre est proportion-
nel a` la constante de Hardy-Littlewood C(P ) du polynoˆme et inversement proportionnel
log |P (x)|. Cette heuristique, pleinement confirme´e par les re´sultats expe´rimentaux de
Dress et Olivier en degre´ 2, est conforte´e (toujours en degre´ 2) par notre e´tude nume´rique
d’un ”tre`s grand” polynoˆme de Jacobson et Williams (cf. plus haut, 3.2). Il ne fait aucun
doute qu’elle ”fonctionne” pour les degre´s supe´rieurs. Pour autant, il n’existe actuellement
aucun enjeu qui demanderait l’e´laboration d’un mode`le explicite.
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