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The communication complexity of a function f measures the communication 
resources required for computingf. In the design of VLSI systems, where savings 
on the chip area and computation time are desired, this complexity dictates an 
area x time* lower bound. We investigate the communication complexity of sin- 
gularity testing, where the problem is to determine whether a given square matrix 
M is singular. We show that, for n x n matrices of k-bit integers, the communica- 
tion complexity of Singularity Testing is O(k n*). Our results imply tight bounds 
for a wide variety of other problems in numerical linear algebra. Among those 
problems are determining the rank and computing the determinant, as well as the 
computation of several matrix decompositions. Another important corollary con- 
cerns the solvability of systems of linear equations. This problem is to decide 
whether a linear system A x = b has a solution. When A is an n x n matrix of k-bit 
integers and b a vector of n k-bit integers, its communication complexity is O(k 
n*). 0 1991 Academic Press, Inc. 
1. INTRODUCTION 
In parallel computing systems the work load is shared among a number 
of active elements. Thus the computation time can be reduced signifi- 
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cantly. However, the necessity of communication among these active 
elements introduces an additional computational resource that can be 
measured by communication complexity. 
A model of communication complexity was introduced by Yao (1979, 
1981). In this model, there are two agents performing the desired compu- 
tation cooperatively. They do not have any shared memory and their only 
means of communication is to exchange messages. The input is evenly 
divided between the two agents according to some partition rule r. When 
the computation starts, each agent reads its share of the input, and then 
executes a fixed protocol P which leads the two agents to perform local 
computations and communicate messages according to their own infor- 
mation and previously obtained messages. At the end of the computation, 
each agent knows the values of the output variables for which it is respon- 
sible. The number of bits exchanged represents the communication re- 
quirement for this particular computation. 
Let f be the function to be computed. Let rr be any (even) input parti- 
tion and P be any protocol for r. The communication complexity for 
computingf under 7~ and P, Comm(f, r, P), is the maximum number of 
bits exchanged over all input instances of size n. The communication 
complexity for computing f under rr, Comm(f, r), is the minimum of 
Comm(f, r, P) over all correct protocol P for 7~. The communication 
complexity off is defined to be the minimum of CommCf, 7~) over all r. 
Imagine that a VLSI chip is given for computing the functionfin worst 
case computation time T. Let us assume that the chip has a two-dimen- 
sional rectangular layout with area A. Thompson (1979) observed that the 
chip can be cut into two parts such that each part receives approximately 
half of the input bits and such that only few (A ‘j2) wires connect the two 
parts. If we interpret the two parts as agents computing according to the 
chip design, we obtain the lower bound T z Z/A1’2 and consequently the 
tradeoff AT2 = n(Z2) (Thompson, 1979). Subsequently, the area bound 
A = n(Z) was proven (Brent and Kung, 1981; Vuillemin, 1983; Yao, 1981). 
Combining these two formulas, we get AT2” = fl(Z1+a), 0 5 a 5 1. 
We establish the communication complexity of determining whether an 
n x n matrix of k-bit integers is nonsingular. 
THEOREM 1.1. Let M be a square matrix of dimension n, where each 
entry is an integer of up to k bits. The communication complexity of 
“deciding whether M is singular” is O(k n2). 
In contrast to this deterministic bound, it can be shown (Leighton, 
1987) that the probabilistic communication complexity of the above prob- 
lem is O(n2 max{log n, log k}). In the probabilistic model, we allow the 
agents to flip coins and we only want the result be correct with probability 
greater than t + E, where E is a positive constant. 
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A commonly used technique for proving communication complexity is 
the transitivity approach of Vuillemin (1983). Vuillemin’s approach is 
successful for many functions or languages that are powerful enough to 
express the identity problem (given two strings x and y, are x and y 
identical?). However, it does not seem likely to reduce our problem to a 
large enough identity problem. Instead, we reduce our problem to the 
combinatorial problem of Lemma 3.3 below. 
COROLLARY 1.2. Let M be defined as in Theorem 1.1. The communi- 
cation complexity of the following problems is O(k n2). 
(a) Computing the determinant of M, 
(b) Computing the rank of M, 
(c) Computing the QR factorization of M, 
(d) Computing the singular value decomposition of M, 
(e) Computing the LUP decomposition of M. 
The results in (c), (d), and (e) remain correct even if we only require 
that we know the nonzero structure of the factor matrices. The only 
previous result on the VLSI complexity of the determinant is due to 
Chazelle and Monier (1985). They assume a model in which the time of 
propagation along a wire is proportional to the length of the wire. Further- 
more they assume that all input ports are located on the boundary of the 
chip. In this model the time required to compute the determinant of M is 
a(n). They also show T = fi(Z1’2) for their model. Therefore our result 
implies the sharper bound T = a(k’” n). 
Communication complexity shows its real strength when applied to 
area-time tradeoffs. Here we obtain AT = fl(k3’2 n3) (without any 
assumptions on the designs) whereas Chazelle and Monier’s bound is 
AT = O(n2). 
The communication complexity of multiplying n x n matrices was 
shown to be fl(n2) by Savage (1981) and O(k n2) by Lin and Wu (1985) 
provided that each entry has at most k bits. The proof technique of the 
latter paper can be adapted to show the O(k n2> bound for the decision 
problem: “given square matrices A, B, and C, is A x B equal to C?” Now 
I B 
construct a 2n x 2n matrix M = 
i 1 A C 
where Z is the identity matrix 
of order n. Then A x B = C if and only if M has rank n. Hence, we have 
the O(k n2) bound for the problems of “deciding whether an n x n matrix 
has rank n/2,” “ computing the range of an n x n matrix,” and “comput- 
ing the singular value decomposition (SW) of an n x n matrix.” 
On the other hand, this approach fails when we want to determine the 
communication complexity of computing the rank or computing the SVD 
in the practically more interesting case of input matrices of rank larger 
than n/2. The transitivity approach of Vuillemin (1983), used by Lin and 
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Wu, does not seem to work any more when we consider input matrices of 
rank larger than n/2. 
COROLLARY 1.3. Let A be a square matrix of dimension n and b be a 
vector of n components. Every entry in A and every component in b is an 
integer of up to k bits. Then the communication complexity of "deciding 
whether the linear system A x = b has a solution” is O(k n*). 
Ja’Ja’ and Prasanna Kumar (1984) derive a O(k n2) bound for the prob- 
lem of solving an n X n linear system of equations with entries consisting 
of k-bit integers. Their technique applies to problems with multiple output 
bits and proves claims analogous to our claims (2a) and (2b) in Section 2. 
Observe that we prove the same result for an apparently “weaker” prob- 
lem, namely “deciding whether such a linear system has a solution.” 
Let X be a finite set of vectors spanning the vector space U and let L be 
the set of subspaces {V : V is spanned by some subset of X}. The vector 
space span problem is defined as follows: Given two elements VI and V2 
of L, decide whether their union spans U. 
Lovasz and Saks (1988) showed that the fixed-partition communication 
complexity of the vector space span problem is logt(#L). In the fixed 
partition model, one agent reads VI while the other reads V2. Theorem 1.1 
also establishes the unrestricted communication complexity of this prob- 
lem when X is chosen to be the set of integer vectors whose components 
are up to k bits long. 
We present a sketch of our proof techniques in Section 2. Section 3 
contains the proofs of Theorem 1.1 and Corollary 1.3. 
2. PROOF TECHNIQUES 
Let f be some function to be computed using the communication com- 
plexity model. Suppose we fix the size of input to be 2n and fix the input 
partition to be 7~. Then the computation can be viewed as computing a 
function of two arguments, in which the first argument consists of the n 
input bits given to the first agent and the second argument consists of the 
remaining bits. 
Note that all the problems we investigate are decision problems, i.e., 
the output consists of a bit only. So let us restrict our attention to Boolean 
valued functions. As any Boolean function is characterized by a truth 
table, we can characterize a two-argument Boolean function by a truth 
matrix. Each possible instance of the first argument takes up one row of 
the truth matrix and each possible instance of the second argument takes 
up one column. The matrix entry at the intersection of a particular pair of 
row and column contains the output bit corresponding to the arguments 
assigned to this row and this column. 
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If a submatrix of the truth matrix contains only a single value, we call it 
a monochromatic submatrin. More specifically, if this value is 1, the 
monochromatic submatrix is called l-chromatic; otherwise it is called 
O-chromatic. Yao (1979) shows that, given the input partition 7~ (and 
hence the truth matrix) of some Boolean valued functionf, the communi- 
cation complexity off under partition r is at least log d(f) - 2, where 
d(f) is the minimal number of disjoint monochromatic submatrices that 
partition the truth matrix off. 
For the proof of Theorem 1.1, we first tackle the case of a particular 
input partition as defined below; then we show that arbitrary partitions do 
not change the communication complexity asymptotically. 
DEFINITION 2.1. Assume the input is a 2m X 2m matrix. Let 7~~ de- 
note the following input partition: the first agent receives all the bits 
encoding the entries in the first m columns; the second agent receives the 
other half. 
We define an entry of the truth matrix to be “one” if the corresponding 
input matrix is singular. 
Let k denote the number of bits encoding each entry of the input matrix. 
The following two claims concerning the truth matrix (as defined by rO) 
would allow us to apply Yao’s lower bound method: 
(2a) the truth matrix contains a large number (2”1(k n’)) of “one” en- 
tries; 
(2b) every l-chromatic submatrix of the truth matrix is of relatively 
small size. That is, only a 2-eck n’) fraction of the total number of “one” 
entries can be covered. 
Claim (2a) is easy to prove. However, claim (2b) is false even if we 
require that the column vectors read by either agent are linearly indepen- 
dent. For example, when the first and the last column of the input matrix 
are identical, any assignment of values to the remaining bits result in a 
“one” entry. So the largest l-chromatic submatrix of the truth covers at 
least a 2-2k n fraction of the total number of “one” entries. We overcome 
this difficulty by carefully selecting a sufficiently large submatrix of the 
truth matrix in which the above two claims hold. 
3. SINGULARITY TESTING OVER INTEGERS 
In this section we prove Theorem 1.1. The input we consider is a 
2n x 2n matrix, &f, whose entries consist of k bits encoding integer values 
in the range of [O, 2k - I]. We also assume that n is odd. 
The results derived under these assumptions also establish the general 
case as we now show. Given any m x m matrix, M’, we set d := (m - 2) 
mod 4 and n := (m - d)/2 so that n is odd. We fix all entries in the last 
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M= 
1 n+l 2n 
1 0 
O 0 ; 
0 l 
1 (7 
1 4 0 
4 0 0 
1 2n 
FIG. 1. Restricted input format for q. 
d rows and the last d columns of M’ to 0 except M’ [m - i, m - i], 0 5 i 5 
d - 1, which is set to 1. Then, M’ is singular if and only if its 2n x 2n 
proper submatrix, M, is singular for II odd. 
Now, consider the case when the input partition is fixed to 7ro (see 
Definition 2.1). As mentioned in the previous section, we need to select a 
submatrix of the truth matrix defined by 7~~ in which both claims (2a) and 
(2b) hold. 
The first step of this selection is to fix the values of some input variables 
as illustrated in Fig. 1. The first column and the (n + 1)st column of M are 
completely fixed, with M[l, l] and M[n, IZ + l] set to 1 and all other 
entries set to 0. The first n entries of column 2 through column n are set to 
0. The n x (n - 1) submatrix A contains the remaining entries of these 
columns. The submatrix B, which has the same dimension as A, contains 
the last n entries of column (n + 2) through column 2n. We define M[i, jl, 
l~i~nandn+ l~j~2n,tobe 
1, ifi+j= 2n + 1, 
ii: 
if i +j = 2n + 2, 
otherwise, 
where 4 = 2k - 1 and k is the number of bits in each entry. Before 
imposing further restrictions on the submatrices A and B, we motivate the 
restrictions we have so far. 
DEFINITION 3.1. Set 4 equal to 2k - 1. Let u represent the vector 
[(-sY2, (-qY3, . * * , C-q)‘, (-doIT, 
and let Span(A) denote the vector space spanned by the column vectors 
ofA. 
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LEMMA 3.2. Assume that Span(A) has dimension n - 1. Then M is 
singular if and only if B * u E Span(A). 
Proof. If Span(A) has dimension n - 1, then the last 2n - 1 column 
vectors of M are linearly independent. In order to get a linear combination 
of these columns to equal the first column of M, the coefficient of column 
2n - i, 0 5 i 5 n - 1, must be (-4)’ because of the way we fix the first n 
components of the first column. The last n components of this linear 
combination are A * x + B * u for some X, which must be all 0. Hence, M is 
singular if and only if B * u belongs to Span(A). n 
Later, more restrictions will be added to make sure that Span(A) has 
dimension n - 1. Lemma 3.2 seems to indicate a low communication 
requirement for the restricted problem-all it takes is for one agent to 
transfer the encoding of one vector to the other. But note that it takes 
fi(k n2) bits to encode the vector B . u. In particular, B * u encodes the 
matrix B. 
Only the entries in the submatrices A and B are undetermined. There- 
fore, each instance of A (B) represents a row (column) in the truth matrix 
of this restricted problem. Since a “one” entry in the truth matrix indi- 
cates that the corresponding input matrix is singular, we obtain 
LEMMA 3.3. Assume a l-chromatic submatrix has rows correspond- 
ing toA,, . . . , A, and columns corresponding to B,, . . . , B,. See Fig. 
2. Then 
{BI * u, * . * , B, * u} C Span(A1) fl * 9 * II Span(A,). 
Accordingly, we will show that a l-chromatic submatrix with many 
rows can contain only few columns. 
All entries in A and B are further restricted according to Fig. 3. The 
diagonal elements of A are set to 1. In the first t(n - 1) columns of A, the 
B, B, .** B, 
FIG. 2. A l-chromatic submatrix of the restricted truth matrix. 
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A= 
(n - 1)/2 r)og,n1+2/ n-3-hog,nl 
lq0 
Dlq c 2 
. 0 
n-l 
*Ol 
*OlOO B= 
. . . 0 1 0 
3.. .Ol 
100000 1 
FIG. 3. Further restrictions on the submatrices A and B. 
elements above the diagonal are set to q. The dimensions of the subma- 
trices C, D, and E are &z - 1) x &z - I), f(n - 1) x (rlog,ni + 2), and 
t(n - 1) x (n - 3 - I-log,ni), respectively. The row vector y has n - 1 
components. Finally, we restrict all entries in C, D, E, and y to have 
values between 0 and q - 1. 
The restrictions on A ensure that distinct instances of C yield distinct 
vector spaces, Span(A) (Lemma 3.4), and that the intersection of these 
vector spaces has small dimension when the number of spaces is large 
(Lemma 3.6). The dimension of the intersection becomes especially small 
when every vector is projected to its ((n + 1)/2th through (n - l)st 
components. On the other hand, the restrictions on B maintain a large 
number of distinct vectors, B . U, in each Span(A) (Lemma 3.5) while this 
number is not changed much by the projection mentioned above. As a 
consequence, we maintain a large number of “one” entries in the re- 
stricted truth matrix while limiting the sizes of l-chromatic submatrices. 
LEMMA 3.4. There are qCn-‘)Z’4 rows in the restricted truth matrix, each 
corresponding to a distinct vector space Spun(A) of dimension n - 1. 
Proof. The prespecified diagonal elements of A ensure that Span(A) 
has dimension n - 1. There are q(n-‘)2’4 instances for C. We show that any 
two define different vector spaces. 
Let C, and CZ be two distinct instances of C. They define vector spaces 
Span(A,) and Span(Az), respectively. Without loss of generality, we as- 
sume that C, differs from C2 in the last column. 
If Span(A,) = Span(Az), then the last column of A2 must be equal to 
some linear combination of the columns of A,. Let xi, x2, . . . , x,-i be 
the sequence of coefficients in such a linear combination. 
First we observe (i) x1 = 0, because only the first column has a non- 
zero nth component. Also, the fixed diagonal elements require that 
(ii) x(,-1)12+ I = . * * = x,-~ = 0 and (iii) x,-~ = 1. With an inductive 
argument we also obtain that x(,-~)/~, . . . , x2 must be integers. 
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Finally, we utilize the constraint that every element of Cz has a value 
between 0 and q - 1. Another inductive argument establishes that 
(iv) x2 = . . * = x(,-1)12 = 0. Conditions (i) through (iv) imply that the last 
columns of Cr and C2 are identical, contradicting our assumption. n 
The next lemma establishes claim (2a). 
LEMMA 3.5. (a) For all instances of C and E, there are instances ofD 
and y such that B * u E Span(A). 
(b) Each ofthe q(n-1)2’4 rows in the restricted truth matrix contains at 
least qn2/2-0(n log, n) and at most qn2/2 “ one” entries (i.e., singular entries). 
Proof. Part (a): It suffices to show that given any instances of C and E, 
we can fix the entries in D and y so that A * x = B * u, for some vector x = 
[Xl, * . * 9 ~,-r]r of coefficients. For the following we denote the ith row 
Of A (B) by Ui (bi). 
For all i, (n + I)/2 I i 5 n - 1, we set X; = bi * u which establishes 
Ui * x = bi * u. Since only the last n - 3 - [log,nl components of u can 
contribute to the inner product, each of these x:s has absolute value less 
than m = qn-3-Fb, nl. 
Let ci denote the ith row of C. Then the inner product of ci and x 
(restricted to the last t(n - I) components) has absolute value less than 
t(n - l)(q - 1)m. 
Set x+,),2 = (-c+& * [x(,+,),2, * . . , x,-r] mod m. For the remaining 
coefficients xi, 1 5 i < (n - 1)/2, choose xi = (-4) xi+1 - ci . [x(,+1),2, 
. . . ) x,,-r] mod m. Then, for all i 5 f(n - I), we have (i) ai * x = 0 mod m 
and (ii) lai * XI < (q - 1) . qne3. Consequently, we can fix the entries of D 
to obtain ai . x = bi . u for i 5 (n - 1)/2. 
Also, we have lx11 < m. So we can find a vector y to obtain a, * x = 
b, . u. 
Part (b): There are qn”2-o(n’ogq n, distinct instances for the submatrix 
E. Therefore the lower bound follows from part (a). The upper bound 
follows directly since only (n - 1)2/2 + n - 1 = (n2 - 1)/2 entries of B are 
not fixed. n 
Our next goal is to establish claim (2b). Let r denote the value 
4 “‘w+~ log, n. If a l-chromatic submatrix contains fewer than r rows, then it 
covers at most a fraction of qO@ l% n)(r/q@-‘)“4) = q-3nz’16+0(n 1% 4 of the 
“one” entries. So, we only need to consider the l-chromatic submatrices 
that contain at least r rows. First, we note an important side effect of 
having too many rows. 
LEMMA 3.6. Let Al, . . . , A, represent any r = qn2116+n 1% n rows of 
the restricted truth matrix. Then the dimension of Span(AJ n . . . n 
SpamA,) is less than 70 - 1. 
Proof. Let V represent the vector space fli=, Span(AJ. Suppose V 
has dimension 7n/8 - 1. Then let Y be a collection of 7n/g - 1 base 
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vectors of V. The first t(n - 1) columns of the matrix A are fixed as in Fig. 
3. So V must contain these column vectors. 
Given Y, we can enumerate the base vectors for all vector spaces 
Span(Ai) by specifying the additional n/8 base vectors of Span(Ai), 1 5 
i 5 r, chosen from the last $(n - 1) column vectors of Ai. But by the 
restriction specified in Fig. 3, the remaining base vectors can be chosen 
from a set of at most t(n - l)q++‘) vectors. 
Thus, this enumeration can only give at most qn2”6+(n logy *)‘* < r distinct 
vector spaces Span(Ai), a contradiction. n 
In conjunction with Lemma 3.3, the previous lemma will restrict the 
number of columns in any l-chromatic submatrix which has r or more 
rows: 
LEMMA 3.7. Let H be a l-chromatic submatrix which contains at 
least r rows. Then H contains at most q3n”8+0(n’og~n’ columns. 
Proof. Let Br . 24, . . . , B, * u represent the columns covered by H. 
We assume that no instance of the submatrix E occurs twice and we will 
show that s is bounded from above by q 3n2’8. This is sufficient to prove the 
lemma. 
By Lemma 3.3 and Lemma 3.6, there is a vector space V with dimen- 
sion less than 7n/8 - 1 such that Bj * u E V, for allj 5 s. Also, V has a 
basis containing all the first $(n - 1) column vectors of A. 
Now, consider the projection p: Z” --, Z(n-‘)‘2, defined by p(xl , . . . , 
AZ) = (X1/2(n+l) 3 . * . , x,-~). Let w denote the vector [(-q)n-4-r’ogqn1, . . . 
-q’, llT. Then, from Fig. 3, we get p(B * u) = E * w. Set V’ = p(V). The 
dimension of V’ is less than 3n/8, because each one of the first $(n - 1) 
column vectors of A has the zero vector as its projection. 
It remains to be shown that V’ contains at most q3n2’8 distinct E . w’s. 
Since the dimension of V’ is less than 3d8, every vector in V’ can be 
uniquely identified by specifying fewer than 3rd of its components. Con- 
sequently, all vectors E . w belonging to V’ are determined once we 
specify 3n/8 rows of E. Now we just have to observe that each row of E 
has fewer than qn distinct input instances. n 
Together with part (b) of Lemma 3.5, Lemma 3.7 establishes claim (2b) 
when the l-chromatic submatrices contain at least r rows. Therefore, we 
have the O(k n*) bound for the case of input partition 7~0. 
Now we consider the case when the input is evenly but arbitrarily 
partitioned. We begin by defining a class of input partitions called proper 
partitions. 
DEFINITION 3.8 (See Fig. 3). An input partition is a proper partition 
if it assigns at least k(n - I)*/8 bit positions of the submatrix C to the first 
agent and at least k(n - 3 - [log, n-f)/2 bit positions of every row of the 
submatrix E to the second agent. 
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Note that we can permute the rows and columns of a matrix without 
changing its rank. Therefore, two input partitions, 7~1 and ~2, demand the 
same amount of communication in the worst case if ~1 can be transformed 
into ~~ by permuting the rows and columns of the input matrix. The 
following lemma shows that we only need to consider proper partitions. 
LEMMA 3.9. By permuting the rows and columns of the input matrix, 
we can transform an arbitrary input partition into a proper partition. 
Proof. Let us call an agent dominating a part of M if it reads at least 
one-half of the bit positions in that particular part. So, any even partition 
makes both agents dominating the whole matrix M. The definition of a 
proper partition requires that the first agent dominates the submatrix C 
and the second agent dominates every row of the submatrix E. 
See Fig. 4. Since we are free to name the agents and permute the rows, 
we can assume that the second agent dominates every row of the (n - 3 - 
[log, nj) x n submatrix M2 without the loss of generality. We consider 
two cases. 
First, assume the first agent dominates a B(n - 1) x 4(n - 1) submatrix 
of MI. Then, we can permute M so that this submatrix is moved to the 
designated location for C (see Figs. 1 and 3). At least 4(n + 1) rows of the 
first n rows of M (and M2) are not moved in the above permutation. 
Moving them to the bottom of M makes the second agent dominate every 
row of E (see Fig. 3). So, the input partition is transformed into a proper 
partition. 
The Input Matrix M 
2n 
n+3+hogqnl I 
FIG. 4. Auxiliary figure for the proof of Lemma 3.9. 
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In case that the first agent does not dominate any t(n - 1) x t(n - 1) 
submatrix of MI, the second agent reads more than one-half of the bit 
positions in MI and Mz. So, the first agent must dominate a t(n - 1) x 
B(n - 1) submatrix of M3 otherwise the input partition would not be even. 
Now, swap column i of M with column i + IZ, for all 1 5 i I II. After this 
swapping of columns, the first agent cannot dominate more than t(n - 1) 
rows of M2 while it dominates a +(n - 1) x t(n - 1) submatrix in the 
bottom half of Ml. Again, we can obtain a proper partition by permuting 
the rows and columns further. H 
Assume that a proper partition also has the property that all bit posi- 
tions in the submatrix D and the row vector y (Fig. 3) are assigned to the 
second agent. Then the O(k n*> bound can be proven by an argument 
similar to the fixed partition case: 
We fix the values of the bit positions in C which are assigned to the 
second agent and the bit positions in E which are assigned to the first 
agent. Now the proof of Lemma 3.4 establishes that each row of the 
restricted truth matrix has q(n-1)2’8 rows. Modify Lemma 3.5 to show there 
are at least q nz’4-@n log, n, “one” entries in each row of the truth matrix. 
Finally, Lemma 3.7 states that if a l-chromatic submatrix contains at least 
r=q n2’16+n l”gqn rows, then it must contain fewer than q3”*‘16 columns. 
The only remaining problem is that a proper partition may assign some 
bit positions in D and y to the first agent. But observe that D and y contain 
only O(k IZ log n) bit positions. Therefore, the communication complexity 
can only decrease by O(k n log n) for arbitrary proper partitions. 
We conclude this section by proving Corollary 1.3. 
Proofof Corollary 1.3. See Fig. 1 for the following discussion. Let b 
denote the first column of the input matrix M. Define M’ as the matrix 
obtained by replacing b with the zero vector. When the submatrix A is in 
accordance with the restrictions of Fig. 3, the last 2n - 1 columns of M 
will be linearly independent. Correspondingly, M is singular if and only if 
the system of linear equations M’ . x = b has a solution. n 
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