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Abstract
In the past years, multiple objective optimization has been considered, as an important
research area since in many real life problems there exists multiple criteria that need to be
optimized simultaneously. The use of evolutionary algorithms or metaheuristic methods as
solution methodologies lead to a large number of Pareto solutions rather than a single unique
optimum. This Pareto-optimal set most of the time tends to be very large and the decision maker
now faces the challenge of reducing its size to analyze a feasible number of solutions, thus
deciding the best possible solution. In this work, two methods will be introduced for post-Pareto
analysis in order to reduce the size of the Pareto-optimal set. The first method is a scalarization
method using a Non-uniform weight generator with pseudo-ranking scheme. The second method,
the Nash-Dominant Pareto set reduction algorithm, based on Game Theory and the Nash
dominance concept. Furthermore, the two methods will be used to reduce the size of the Paretooptimal set of very popular problems such as DTLZ1 Test Problem, Printed Wiring Board
(PWB) Problem, and the Redundancy Allocation Problem (RAP).
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Chapter 1: Introduction
1.1 Background and Problem Description
Computational optimization or mathematical programming has been recognized as a
powerful tool for multi-criteria optimization problems that arise in many different areas. It
consists of finding the best solution by maximizing or minimizing some objective function under
given constraints in a certain situation. Optimization can be used to improve different systems by
maximizing reliability, minimizing cost or other aspects that need to be improved. Since the
beginning one single objective was taken in to account to be optimized separately from other
objectives, this was not suitable when improving a system due to quality reduction of the
objective functions within the system. Optimizing one objective in most cases, does not serve to
describe many real life problems because most of the time more than one objective needs to be
optimized simultaneously.
In the past decades, multiple objective optimization has emerged as a solution to face
many real life applications. Multiple objective optimization problems can emerge in different
areas across different disciplines such as biology, economics, and engineering to name a few. In
many instances more than one objective needs to be optimized resulting in conflict among the
criteria which leads to a large number of solutions rather than a single unique optimum. These
situations are noticeable on our daily lives when an individual wants to acquire a product. The
individual has many different alternatives to choose from of the same product and the selection
of such product can be determined by the color, brand, cost, reliability, etc. In practice, choosing
the best solution can result in an arduous task for any individual.
There are two main challenges in multiple objective optimization as seen in Figure 1.1.
The first challenge is the generation of multiple trade-off optimal solutions. For this first
1

challenge a large Pareto-optimal set is generate so decision maker can have many alternatives for
solving his/hers problem. Thus, this creates the second challenge and that is to choose one of the
obtained optimal solutions for system implementation. The focus of my thesis will be in the
second challenge of multiple objective optimization, to reduce the size of the Pareto-optimal set.

Figure 1.1: Multiple Objective Optimization

Generally, multiple objective optimization can be divided into two categories:
Scalarization methods and Pareto Methods. Although different names are used throughout
literature to describe these categories, the fundamentals are always the same. The first category is
scalarization method; scalarization means replacing a multiple objective optimization problem by
a fitting scalar optimization problem (Kasimbeyeli, R., 2013). Examples of scalarization methods
include Weighted Sum Approach, Compromise Programming, Utility Theory, Goal
Programming, Lexicographic approaches among others (De Weck, O. L., 2004). The second
category deals with Pareto methods; ideally, there should be sufficient number of Pareto points
to represent the Pareto frontier where each Pareto point represents a solution. A well-distributed
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Pareto set is important to obtain the maximum information on the Pareto surface at a minimum
computational cost (Erfani, T. & Utyuzhnikov, S. V., 2011). Using this second approach results
in a set of non-dominated solutions that is also called the Pareto-optimal set. Examples of Pareto
methods include Normal Boundary Intersection, Adaptive Weight Sum method, Evolutionary
Algorithms to name a few.
Nevertheless, in the past decades there has been an interest in incorporating techniques
from other areas to solve multiple objective optimization problems. Game Theory can better be
associated as a branch of economics that studies the interactions between rational decision
makers. This is a concept that was derived from studying games (i.e. chess, checkers, and poker)
and it became clear that this technique could be applied to all interactions between selfinteresting agents (i.e. players, decision makers) (Parsons, S. & Wooldridge, M., 2002). In Game
Theory, different players take into consideration the decision of the other player and select the
best outcome in order to optimize the result.
The analysis of a game begins by specifying the model that describes the game.
Depending on the model, a simple model structure may cause to overlook important aspects of
the real game, likewise a complicated model structure can obstruct the analysis by overlooking
the fundamental issues. For avoiding the above scenarios, there are different forms for
representing the games, and the most commonly used games are the extensive game models and
the strategic game models. In Extensive game models, the decision-making follows a sequential
structure allowing studying different situations where the decision maker is free to change his
course of action as events unfold (Osborne, M. J., & Rubinstein, A., 1994). Examples of some
extensive games are Tic-Tac-Toe, chess, checkers and poker. On the other hand, strategic game
models rather than having a sequential structure is a model where each decision maker selects his
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strategy and then all the decision makers move simultaneously. Some examples of these types of
games include the prisoner’s dilemma, battle of the sexes and rock, paper scissors models.
Moreover, multiple objective optimization and Game Theory problems provide many
possible solutions for the decision maker to choose. The solution in multiple objective
optimization is represented by the Pareto-optimal set, a set of non-dominated solutions that
usually contains a large number of solutions. In Game Theory, the most used concept for
choosing the optimal solution is Nash equilibrium or the steady state where no decision maker
has an incentive to deviate by changing his strategy. Selecting the best possible solution from
different approaches can be cumbersome making the task of the decision maker complicated. For
that reason, the focus of this research is the decision making stage more importantly the focus on
the post-Pareto optimality stage to reduce the size of the Pareto-optimal set.
1.2 Thesis Objective
The objective of this thesis is to focus on the post-Pareto optimality stage by making use
of multiple objective optimization methods to develop efficient decision-making methods in
order to reduce the size of the Pareto-optimal set. This thesis will identify trade-offs between
different objectives in different scenarios and the performance of the methods will be
demonstrated. The main contribution of this work is on the post-Pareto analysis stage by
introducing two methods. The Non-uniform weight generator with pseudo-ranking scheme
algorithm to expand on the previous work by Carrillo, V. and Taboada, H. in 2012 and the
introduction of a Nash-Dominant Pareto set reduction algorithm to reduce the Pareto-optimal set
to a feasible size for the decision maker to evaluate.
The performance of these methods will be proven by three different problems. DTLZ1 is
a multiple objective test problem with controlled difficulties (Deb, K., 2001) that serve to
4

identify how the method performs. The second problem that will be address is the scheduling of
a Printed Wiring Board (PWB) manufacturing line (Taboada, H. A., & Coit, D. W., 2008). The
last problem that will be address is the Redundancy Allocation Problem for series parallel
systems (Cao, D. et al., 2013)
Additionally, there are other problems as the ones presented in this thesis that have been
solved with different multiple objective approaches. All these approaches have the same
complication, being that the post-Pareto stage can result in many possible solutions (sometimes
in the thousands) making the decision-making process troublesome.
1.3 Thesis Outline
The present work is divided in to seven chapters. The background and problem
description has been provided in chapter 1, providing an overview of multiple objective
optimization methods and how Game Theory is being introduced. It also provides an overview of
different forms for analyzing Pareto sets. The rest of this work is structured as follows.
Chapter 2 provides a historical review of different multiple objective optimization
methods. More importantly, different methods for apriori, a posteriori, interactive methods
(during the search), and will provide a review of different applications of such.
Chapter 3, presents a posteriori methods or the post-Pareto optimization stage of this
work. It will introduce the non-uniform weight generator with a filtering technique and the
performance is tested with three different problems: DTLZ1, scheduling of Printing Wiring
Board (PWB), and the Redundancy Allocation Problem (RAP).
Chapter 4 is dedicated to provide a comprehensive review of Game Theory. It will go in
depth in describing the types of games that exists. This chapter will define the steady state or
Nash equilibrium, and different concepts in literature to identify the best solution for the decision
5

maker. Furthermore, Nash-Dominant Pareto set reduction algorithm (NDPRA) will be
introduced.
Chapter 5 will provide three different case studies to analyze the performance of
NDPRA. The test problems are as follows: DTLZ1, the scheduling of Printing Wiring Board
(PWB) problem, and the Redundancy Allocation Problem (RAP).
Chapter 6 will serve to make conclusions on the performance of the methods.
Chapter 7 will provide future research on an idea of creating a hybrid algorithm using
Game Theory and Fair Division.

6

Chapter 2: Pareto Optimality
In multiple objective optimization, the selection of the best solution depends on the
decision maker preferences and experiences, and this can be achieved by three different ways.
The first way is the a priori method; this method incorporates the decision maker preferences
before generating the solution points. The second one is a posteriori method; that generates first
the solution points or the Pareto-optimal set and then from this set the decision maker decides the
best possible solution. The third way is the interactive method or during the search method where
the decision maker preferences are incorporated during the search of optimization.
Multiple objective optimization, involves the simultaneous optimization of more than one
objective function that leads to conflict among the criteria. Ideally, a set of alternative solutions
is wanted, not a single optimal solution. The alternative solutions can be considered optimal
solutions because no other solutions within the search space are superior to them taking into
account all the objectives. Optimal solutions are solutions that are not dominated by any other
solution and these optimal solutions are known as the Pareto-optimal set in Figure 2.1

Figure 2.1: Pareto Optimization Visualization
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Furthermore, analyzing and evaluating the Pareto-optimal set can be a cumbersome task
for the decision maker since some problems can have as many as thousands of alternative
solutions. It requires knowledge from the decision maker based on the priorities and assigning
weights to each of the objectives. Reducing the size of the Pareto-optimal set can be beneficial to
the decision maker in problems where there is a large Pareto-optimal set.
2.1 Literature Review
Throughout literature, many researches have been identifying different optimization
methods to make the decision making stage less difficult. In (Pinchera, D. et al, 2017) introduces
the function named Quantized Lexicographic Weighted Sum (QLWS) built on the definition of
a Global Cost Function (GCF) for avoiding the evaluation of the Pareto front solutions being that
it is a very time consuming task. To translate priorities correctly among the different targets the
GCF was built by requesting the decision maker to define priorities among targets and
constraints. In (Reynoso-Meza, G. et al., 2010) a multiple objective optimization (MOO) can be
used to solve constrained single objective optimization problems. It uses Differential evolution
and spherical pruning is introduced. Spherical Pruning is less sensitive to loosing non-dominated
solutions and it works as if the designer was standing in the ideal solution, with a given direction
in the objective safe, he will be searching for the non-dominated solutions with the best
constraint tradeoff. As discuss by (Gong D., et al., 2014.) interval multiple objective
optimization problems (IMOPS) have few theories since they are complicated in practical
applications. The goal of an IMOP is to find the decision maker’s most preferred solution, in this
case the authors utilized an interactive method. The study employs NSGA-II in which the
decision maker inputs the importance relations among the objectives before the evolution. Then
based on the relations the corresponding mathematical model is reduced.
8

There have been other methods for reducing the size of the Pareto-optimal set such as, in
(Carrillo, V. and Taboada, H., 2012) a non-uniform weight generator method is introduced to
prune Pareto-optimal set obtained by multiple objective genetic algorithms. (Taboada, H. and
Coit, D., 2008) introduces a multiple objective genetic algorithm using two approaches to filter
the Pareto optimal set: pruning using non-numerical ranking preferences and data clustering.
(Messac, A. and Mattson, C. A., 2004) introduces normal constraint method to generate evenly
distributed Pareto points by reducing the feasible design space and chooses a sequence of
reductions and optimization to obtain Pareto solutions. (Mattson, C. A., et al., 2004) introduces
smart Pareto filtering to control degree of freedom and the Pareto set size. (Syu, Y., et al., 2012)
uses genetic algorithm using prioritize objective functions. In (Venkat, V., et al., 2004) a greedy
reduction algorithm is introduced to allow the decision maker to choose the size of a subset
where a small subset is likely to contain Pareto optima.
In (Soltani, R. et. al. 2015), the study utilizes compromise programming to maximize
reliability and minimize non-linear cost of the system simultaneously, and one consideration
being done is the distribution of the weight components within the subsystems as another form of
entropy. The model being use in this study for the first time maximizes reliability, maximizes
entropy and minimizes the cost simultaneously. In (Cao, 2013 et al.), utilizes exact efficient
Pareto set generation method to identify all the non-dominated solutions. Furthermore the
proposed method was compare with NSGA-II were NSGA-II failed to identify all ParetoOptimal points causing for the proposed method to be more efficient. (Kulturel-Konak S. et. al.,
2008) solved a redundancy allocation problem which uses TS meta-heuristic to generate a Pareto
optimal set and Monte-Carlo simulation where random weights are generated from uncertain
weight function.

9

2.2 Multiple Objective Optimization
Many real life problems have several objectives to be optimized resulting in conflict.
Ideally, the most efficient way to optimize these scenarios is by simultaneously optimizing all
the objectives in regards to the problem. To better understand how multiple objective
optimization works, it is important to understand how single-objective optimization functions. In
single-objective optimization, the aim is to find an optimum solution. Within the search space,
there may exist many local optimal solutions, single-objective optimization aims to always
finding the global optimum solution. In single-objective optimization, an acceptable solution is
one with the best objective function value (Deb, K., 2001).
Basic single-objective optimization problems can be mathematically written as follows:

Where,

is a scalar function and

defines the set of

constraints.
However, multiple objective optimization aims to progress towards the Pareto-optimal
front and it is essential to maintain diversity between the solutions. In multiple objective
optimization, all the objectives are important for that reason it is essential to have a diverse set of
solutions that are close to the Pareto-optimal front, this will result in a variety of optimal
solutions. Maintaining diversity between a diverse set of solution and emphasizing convergence
near the Pareto-optimal front is a dual task that makes multiple objective optimization more
difficult than single-objective optimization. Multiple objective optimization, involves
simultaneously optimizing several objectives that are often competing objectives and can be
mathematically expressed as follows:
10

Subject to

Where, there are
a

objective functions to be minimized or maximized, the parameter

dimensional vector that has

is

decision variables. The solutions to a multiple objective

optimization problem are expressed in terms of non-dominated solutions. For instance consider
vectors a and b. In a minimization problem
and

dominates

for at least one . In maximization problem
for all and

when,
dominates

for all
when,

for at least one .

2.3 Apriori Methods
Scalarization methods are based on different assumptions, one assumption is that the
decision maker knows his preferences before finding the design solutions; second assumption is
that the objectives can be combined to indicate a dimensionless scalar amount that expresses how
good a particular solution is. The following approaches combine all the objective functions into a
single-objective.
2.3.1 Weighted Sum Method
One of the most common approaches to multiple objective optimization is the weighted
sum method, it is mathematically expressed as follows (Augusto, O. B. et al, 2012):

Subject to:

11

Where

represents the total number of objectives , and the decision maker preferences

are expressed by the weights

.

The combination of multiple objectives into a single objective by means of aggregation is
one of the most intuitively ways for optimization. The only main drawback of this method, is
deciding the best weighting coefficients for each of the objectives and it can become a
cumbersome task for the decision maker when he has to prioritize one objective over the other.
This can become especially difficult when there are many objectives to optimize. In addition,
research in the generation of weights has been proposed by different researchers in order to
alleviate the decision making when prioritizing objectives.
2.3.2 Goal Programming
The following methods was originally developed by (Charnes, A., & Cooper, W. W.,
1977). This method is a preference base approach that requires the decision maker to set goals
for all the objectives. The best design solution is one that minimizes the weighted sum of
deviations from the goals. This model separates the values into positive and negative parts that
represent achievement and under achievement respectively, where achievement means that the
goal has been reached. Goal programming can be formulated as follows:

Subject to:
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Where
deviation
weights

represents the goals for all the objectives , underachievement is denoted by

and achievement is denoted by deviation

allowing the decision maker to assign

and to define achievement goal levels.

Goal programming main advantage is its capability of handling large scale problems, this
method can produce an infinite number of alternatives, however it lacks the ability to weight
coefficients and this is one major disadvantage since typically this method is used in combination
with other multi-criteria decision making methods to weight coefficients (Velasquez, M., &
Hester, P. T., 2013). Another disadvantage for this method is that it does not guarantee obtaining
a Pareto-optimal solution.
2.3.3 Multi-Attribute Utility Theory
This method provides the basis for expressing decision between different alternatives in
which the consequences are characterized by multiple attributes. This approach allows for the
comparison of many measures by rescaling numeric values on the scale 0 to 1 where o is the
worst preference and 1 is the best. Utility expresses the satisfaction each attribute provides to the
decision maker and the result is a rank evaluation order of the possible alternatives of the
decision maker preferences.
The utility function can be express as the sum of individual utilities, expressed as follows:

13

The most common form of multi-attribute utility function is additive and can be
expressed as follows (Regier, D. A., & Peacock, S., 2017).
:

Where

is the scaling constant such that

.

The advantages of multi-attribute utility theory are that it allows to use deterministic and
stochastic decision environments, takes uncertainty into account and it allows for the
incorporation of preferences. Major disadvantage of this method is that it requires a lot of input
at every step of the procedure to record the preferences of the decision maker. This method is
extremely data intensive since the decision of the decision maker need to be precise and can be
subjective.
2.3.4 Compromise Programming
Compromise programming, is a multi-criteria decision-making approach considered as a
complement to multiple objective optimization problems. This method allows for the reduction
of the Pareto to a reasonable size. The basic idea of this method is to identify an ideal point
(Zeleny, M., 1973), this ideal point serves as a reference for the decision maker, and this ideal
point is the only assumption made in this method. In order to identify the set of solutions that are
closest to the ideal point, the distance concept is introduced General formulation for the metrics
can be expressed as follows:

14

Where,

is the distance metric for each alternative, the preferences of the decision

maker are denoted by the weights
differences between

of the

objective and

objectives to the ideal point and

denotes the normalized

serves as a weight for the deviation

according to their magnitude. The simplicity of the method makes it an advantage, whereas a
disadvantage is that it can result in corner solutions or extreme solutions.
2.3.5 Lexicographic Method
Lexicographic can be defined as the total order of the sequence of objectives. The main
concept of this method is that it requires the decision maker to rank the objectives in order of
importance. In this approach if the objective ranked as the best by decision maker has a unique
solution no further optimization is need, if that is not the case optimize the second preferred
objective but at the same time the objective rank as best maintains its optimal value. For instance
a mathematical representation is as follows (Hwang, C. L., & Masud, A. S. M., 2012):

Subject to:

If objective

has a unique solution

this solution is favored for the entire problem. If

that is not the case than the second ranked objective is solved as follows:

subject to:

Where

is the solution, if

has a unique solution the solution is favored for the entire

problem. Otherwise, the procedure is repeated until all the objectives have been considered. If
15

the unique solution is found at the

objective, the solution will be chosen and there is no need

to compute the less ranked objectives.
The main drawback of this method is that the decision maker has to rank the objectives,
and this approach is very sensitive to the ranking of the objectives, that is why the decision
maker should exercise caution when two objectives are close in terms of importance.

2.4 A posteriori Methods
In a posteriori methods, a representation of the Pareto-optimal set is generated and the
decision maker has to choose the best possible solution from that set. The following are
examples of methods that are used in the decision making stage.

2.4.1 Adaptive Weight Sum Method
Adaptive Weight-Sum (AWS) Method is a method that was developed to solve the issues
of using the traditional weight-sum method, which, methodically, changes weights across the
objective functions with the intention to find one by one a Pareto-optimal solution. The Adaptive
Weight-Sum method was introduced by Kim, I. Y. & de Weck, O. L. I. in 2004, and is intended
to focus on exploring uncharted regions by changing the weights adaptively rather than by using
a priori weight selection and by specifying additional inequality constraints. The Adaptive
Weight-Sum Method can be formulated as follows:
Minimize:
Subject to:
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Where,

represents the uniform step size of the weighting factor,

distances selected by the user,

and

and

are the offset

are the x and y positions of the ith endpoint and

and

are scaling factors.
The Adaptive Weight-Sum Method produces evenly distributed solutions, finds Pareto
optimal solutions in non-convex regions, and neglects non-Pareto optimal solutions in nonconvex regions. The Adaptive Weight-Sum Method is an extension of the ordinary weight–
method, the adaptive weighted-sum method is known to perform adequately when it is applied in
multidimensional multiple objective optimization problems, meaning to problems where there
are more than two objectives functions. The Adaptive Weight-Sum Method still needs to be
tested with problems with a higher dimensionality to fully see its optimization potential, (Kim, I.
Y., & De Weck, O. L., 2006) and (Kim, I. Y., & de Weck, O. L., 2005).

2.4.2 Normal Boundary Intersection (NBI)
The Normal Boundary Intersection (NBI) Method is a method developed by Das and
Dennis (1998) and it is used to generate the Pareto-optimal front in non-linear multiple objective
optimization problems. One of its biggest advantages over other common multiple objective
approaches, is that it successfully creates an evenly distributed set of solutions across the Pareto
front. Normal Boundary Intersection’s mathematical formulation is written as follows:
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Min
Subject to:

Where

and

are the normalized objective functions,

and

are the set of constraints for experimental region and the cuboidal region,
respectively. This mathematical formulation allows you to find the Pareto-optimal set, and it is
up to the user to define which solutions are more feasible and appropriate than others.
When Normal Boundary Intersection is compared to the Weighted Sum Method, it can be
confirmed that only the Normal Boundary Intersection method was able to generate convex and
equally spaced Pareto frontiers. Normal Boundary Intersection has been used in different areas
for instance, environmental and economic hydrothermal self-scheduling (Ahmadi, A., et al.,
2015), resource scheduling of renewable energy based on micro grids (Izadbakhsh, M., et al.,
2015), and machining process with control and noise variables (Brito, T. G., et al., 2014), just to
mention a few. Other areas where Normal Boundary intersection has been tested yield superior
results when compared to other multiple objective optimization methods (Das, I., & Dennis, J.
E., 1998), and (Costa, D. M., et. al., 2016).

2.4.3 Multiple Objective Evolutionary Algorithm (MOEA)
Since the year 1985, there has been an increasing interest of research in evolutionary
algorithms fitted for multiple objective practices. Multiple objective evolutionary algorithms,
developed with the purpose to solve multiple objectives of a problem in a single run. There are
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an extensive number of diverse methods that are MOEA, and in general, they mainly only differ
in the fitness evaluation phase. Some of the available multiple objective evolutionary algorithms
are: Multiple Objective Genetic Algorithms, Niched Pareto Genetic Algorithm (NPGA)
introduced by Horn, Nafpliotis, and Goldberg (Horn, J., et. al., 1994). Strength Pareto
Evolutionary Algorithm (SPEA) introduced by Zitzlera and Thiele (Zitzler, E., et. al. 2001),
Cultural Algorithm with Evolutionary Programming (CAEP) (Coello, C. A. C, and Becerra, L.
R., 2003). Other evolutionary algorithms include, Vector Evaluated Genetic Algorithm (VEGA),
Non-dominated Sorting Genetic Algorithm (NSGA) to name a few.
Each of them has their own fitness methodology to determine the best set of solutions to a
given problem. General multiple objective evolutionary algorithms have the following
formulation:

Subject to:

Where,
and

is called the decision vector,

is the parameter space,

is the objective vector,

is the objective space. In addition, the set of solutions obtained from applying a Multiple

Objective Evolutionary Algorithm, consists of all decision vectors whose corresponding
objective vectors cannot be improve in any dimension without downgrading in another. These
sets of solutions are called non-dominated solutions and together they compose the Paretooptimal front.
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Figure 2.4.3 shows the flow diagram of a Multiple Objective Evolutionary Algorithm.
Most of all MOEA’s follow the same steps, perhaps, the only variation would be that each has
their own method to perform the fitness evaluation step.

Figure 2.4.3: Multiple Objective Evolutionary Algorithm diagram.
2.5 During the search methods
There are some points in an optimization model where the decision maker is able to
interact in the analysis in order to find the solutions, there are different types of interaction but
the main goal of these methods is to allow the decision maker to be part of the analysis of finding
the solution. These types of methods can also be call during the search methods. A few examples
of the methods are provided below.

2.5.1 Light Beam Search (LBS) Method
The Light Beam Search method was first introduced by (Jaszkiewicz, A., & Slowiński,
R., 1995). Different optimization investigations have been performed using the LBS method, in
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detail, there is the Linear Antenna Array Optimization (An, S. et. al. 2017), the Inverse Problem
Optimization (An, S. et. al., 2016), among other methods and the main concept of this method is
that it enables an interactive analysis in the decision of a multiple objective problem due to the
amount of non-dominated solutions in the Pareto-optimal front, to the decision maker in each
iteration. The decision maker supplies two points: aspiration point and a reservation point. The
points determine the direction of a search during an iteration. The decision maker has the ability
to control the search by performing some modifications while selecting the aspiration and
reservation points. The decision maker also has the possibility to shift the current point to a
selected better point from its neighborhood. It is essential these two points are provided by the
decision maker, in case they are not suggested, any point in the plain, including the ideal point
can be advocated as the aspiration or the reservation points. Wierzbicki’s scalarizing
achievement function is utilized to determine the aspiration point on to the Pareto-optimal front,
a non-dominated middle point is selected (Wierzbick, A. P., 1997). An outranking relation is
used as a local preference model in a neighborhood of the current point. To define the outranking
selection, the decision maker needs to specify three preference thresholds: indifference threshold,
preference threshold and veto threshold. All solutions found must outrank and be indifferent or
incomparable to the middle point.

2.5.2 NIMBUS Method
The Non-differentiable Interactive Multiple objective Bundle-based Optimization System
(NIMBUS) method is an interactive method used for non-differentiable multiple objective
optimization problems. NIMBUS was first introduced by (Miettinen, K. and Makela, M. M.,
1995) (Miettinen, K. and Makela, M. M., 1997), and the uniqueness of the method is that it
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allows the decision maker to analyze the objective functions during each iteration and indicate
what kinds of improvements are coveted. During each iteration, the decision maker will classify
the objective functions into up to five different categories:


Should be improved



Should be improved down until some aspiration level



Are satisfactory at the moment



Are allowed to increase up until some upper bound



Are allowed to change freely
Where, the decision maker will determine the aspiration levels. In addition, the decision

maker can also introduce a weighting coefficient to the objective function. Once the decision
maker has classified the objective functions, the he or she must define how many solutions wants
to compare. From x number of solutions, the decision maker can select any of the solutions as the
final solution or as the starting point for a new classification. It is also possible to generate a
search asking for intermediate solutions found from two promising solutions. It is important to
note that this process is not irrevocable; if the solutions obtained by the decision maker are not
what expected, the decision maker has the liberty to explore intermediate points and find a better
solution for the problem.
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Chapter 3: A Posteriori Method
In a posteriori method a representation of the Pareto-optimal set is first generated,
afterwards the decision maker needs to decide a solution from that set. This type of methods are
intended to alleviate that part of the decision making stage by reducing the Pareto-optimal set to
a more feasible amount of solutions, there can be cases when there are more than a thousand
solutions from which the decision maker needs to choose one solution for system
implementation. It can be difficult to visualize the Pareto-optimal set in cases where there are
more than two objectives, and presenting the Pareto-optimal set to the decision maker is another
challenge to consider.
3.1 Non- uniform Weight Generator with pseudo-ranking scheme
The following approach was developed in (Carrillo, V. & Taboada, H., 2012). This
method uses a non-uniform weight generator to reduce the he size of the Pareto-optimal size. The
distributed weights are used as the basis for non-numerical ranking weights scalar function
. The method is expressed as follows:

To generate the weights
is produce from

, a sequence of

random uniformly distributed variables

where the general iterative formula to solve for

Where

positive values
is produce

is expressed by:

is a randomly generated uniform distribution. Then a non-uniformly distributed

increasing sequence of weights is generated by calculating:
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Where, the sequence of weights

is acquired from

.

The mathematical formulation is as follows:
For

random uniformly distributed variables,

the corresponding

density functions are shown by equation (1):
(1)
Where,

are independent and equation (2) shows its joint probability density

function:
(2)
Furthermore, multiple integration proves that the joint function in equation (2) is a
probability density function since its summation equals to one,

For

values such that

the marginal probability density function

(p.d.f) and cumulative distribution (c.d.f) must be calculated for each
(1) the probability density function for

. According to equation

is,
(3)

Its cumulative distribution function is
transformation theorem
is

. The probability integral

has a uniform distribution

. In order to calculate for

given that

is already known, the conditional

probability density function must be calculated as shown in equation (4):
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. Therefore the first

(4)
The same way

was obtained; the cumulative distribution function of

given that

is known must be calculated as follows:
.
Solving for
sequence of

, the second value

is obtained to be included in the increasing

values needed to construct the collection of weights for the composite function:

Since this is an iterative procedure for the -th case the cumulative distribution function
is:
.
Solving for

we get the general iterative formula equation (5) for each one of the

values:
(5)
For

For

the

sequence obtained is as follows:

values, the weighting search generates a sequence of weights between (0,1).

Let

, and then we can obtain a non-uniformly increasing sequence of weights
as shown in equation (6).
(6)
Furthermore, once the generation of the weights is complete,

will be calculated and

introduced into an algorithm for filtering the solution. Where, the solution that yields the
minimum value for

is assigned a 1 the rest of the solutions are assigned a 0. The process
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repeats for other weight sets for as many as

times, and the counter keeps increasing every time

the solution is assigned a 1. At the end, all solutions that have non-zero values will be the ones
that become the pruned Pareto-Optimal set. Based on the above expressions the algorithm for the
non-uniform weight generator method can be express as follows:
Pseudo code for Non-uniform weight generator with pseudo-ranking scheme algorithm
START
Determine n
1. Randomly generate
2. Calculate
3. Randomly generate an
4. Calculate
5. Continue the iteration according to the formula
6. Finally calculate
After

and

is obtained

7. Convert all objectives to maximization
8. Normalize objectives
9. Sum weighted objectives to form
10. Find the solution with the maximum value
11. Increase the counter that corresponds to that solution
12. Repeat steps (1-11) several thousand times
13. Identify the pruned Pareto optimal set (counter > 0)
END

26

3.2 Case Study 1: DTLZ1 Test Problem
Throughout literature, researches have created different test functions to identify the
suitability of different algorithms to different scenarios. Arguably, these test functions may not
be appropriate for inclusion into multiple objective evolutionary algorithms, since explanations
are rarely offered for the specific problem. Yet, they are highly used by many researches to
understand the performance of the algorithms due to its simplicity in the sense of finding the
optimal solution. The following test problem is from a popular set DTLZ, in most cases these
problems can be adjusted to make them more difficult by using different variables. The general
methodology for formulating these examples can be found in (Abraham, A., & Jain, L., 2005).
The following formulation, and Pareto-optimal sets were obtain from (Coello, CAC., n.d.).The
problem is formulated as follows:

Where,

and

Subject to:
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Moreover, several assumptions where made in this case study and those are that the
decision maker has no knowledge about the priorities of the problem: he does not know how to
generate the weights, nor the specific weight values. A set of =5000 weights will be generated
and the solution where the counter is greater than zero will be chosen as the Pareto-optimal
solution.
Results:
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Figure 3.2.1: DTLZ1 3-Dimensional graph of each objective.

28

Figure 3.2.2: DTLZ1 Bi-Dimensional graph of each objective.
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Figure 3.2.3: DTLZ1 Weight distribution graph.
Figure 3.2.1 is the Pareto-optimal set that the mathematical model generates, that
accounts for a total of 2,500 non-dominated solutions, and it serves to visualize the three
dimensional space. Figure 3.2.2 is a two dimensional graph of all the objective functions
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compare to one another. Figure 3.2.3 shows the frequency of the 5,000 weight sets that were
generated for evaluating our scalar function

. Based on our pseudo-ranking scheme the

following results observed in Table 3.2.1 were obtained:
Table 3.2.1: DTLZ1 Pareto-optimal solutions
Importance
order

Solution #

f1

f2

f3

Counter

f1 < f2 < f3

2500

0.4802

0.0098

0.01

5000

f1 < f3 < f2

2500

0.4802

0.0098

0.01

5000

f2 < f1 < f3

2451

0

0.49

0.01

5000

f2 < f3 < f1

2451

0

0.49

0.01

5000

f3 < f2 < f1

50

0

0

0.5

5000

f3 < f1 < f2

50

0

0

0.5

5000

Figure 3.2.4: DTLZ1 reduced Pareto-optimal set
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In Table 3.2.1 the first columns shows the importance order of the objective functions,
where in the first rows function 1 is less important than function 2 and less important than
function 3. This table provides all the possible combinations in the event that the decision maker
does not know the priorities of the problem. In this scenario three solutions were obtained, and
can be observed in Figure 3.2.4, based on the counter the three solutions were the best in their
respective importance order, this is due on how the weights are generated where weight one has
a very low value compare to weight two and three. Then, from the original Pareto-optimal set of
2,500 solutions the Non-uniform weight generator with pseudo-ranking scheme algorithm
reduces the size to only one solution.
3.3 Case Study 2: Printed Wiring Board (PWB) Problem
The next problem is a popular real world scenario, the scheduling of a Printed Wiring
Board (PWB) manufacturing line in ( Taboada, H. A., & Coit, D. W., 2007). This problem seeks
to minimize overtime
time

, minimize average finish time

and minimize the total cost

,

, minimize the variance of the finish

. The model formulation is expressed as follows:

,

, and

Subject to:
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Where,

Where,

is the overtime of machine ,

number of parallel machines, ,

is the number of lots to schedule,

is the processing time of lot on machine ,

processing a lot on machine , and

is the

is the cost of

is the lot release interval times.

Similarly, as in case study 1 several assumptions are made in this case study; that the
decision maker has no knowledge about the priorities of the problem: he does not know how to
generate the weights, nor the specific weight values. A set of =5000 weights will be generated
and the solution where the counter is greater than zero will be chosen as the Pareto-optimal
solution.
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Results:

Figure 3.3.1: PWB Bi-Dimensional view of the objectives.
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Figure 3.3.2: PWB Weights Distribution Graph.

Figure 3.3.1 is the Pareto-optimal set that the mathematical model generates, that
accounts for a total of 28 non-dominated solutions, and it serves to visualize the interaction of
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the objectives to each other, the visualization is in the two dimensional space. Figure 3.3.2 shows
the frequency of the 5000 weight sets that were generated for evaluating our scalar function

.

Based on our pseudo-ranking scheme the following results observed in Table 3.3.1 were
obtained:
Table 3.3.1: PWB Pareto-optimal solutions
Importance order

f1 < f2 < f3 < f4
f1 < f2 < f4 <f3
f1 < f3 < f2 < f4
f1 < f3 < f4 < f2
f1 < f4 < f3 < f2
f1 < f4 < f2 < f3
f2 < f1 < f3 < f4
f2 < f1 < f4 < f3
f2 < f3 < f1 < f4
f2 < f3 < f4 < f1
f2 < f4 < f3 < f1
f2 < f4 < f1 < f3
f3 < f2 < f1 < f4
f3 < f2 < f4 < f1
f3 < f1 < f2 < f4
f3 < f1 < f4 < f2
f3 < f4 < f1 < f2
f3 < f4 < f2 < f1
f4 < f2 < f3 < f1
f4 < f2 < f1 < f3

Solution #

28
13
24
27
26
1
28
24
28
13
24
1
28
1
28
24
28
27
26
28
13
26
13
1
24
28
24
24
28
26
27

f1

f2

6.6
2.3
4.8
6.2
5.5
0.9
6.6
4.8
6.6
2.3
4.8
0.9
6.6
0.9
6.6
4.8
6.6
6.2
5.5
6.6
2.3
5.5
2.3
0.9
4.8
6.6
4.8
4.8
6.6
5.5
6.2

3.76667
3.76667
4.6
4.26667
4.83333
3.03333
3.76667
4.6
3.76667
3.76667
4.6
3.03333
3.76667
3.03333
3.76667
4.6
3.76667
4.26667
4.83333
3.76667
3.76667
4.83333
3.76667
3.03333
4.6
3.76667
4.6
4.6
3.76667
4.83333
4.26667
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f3

17.4956
0.1089
0.0467
12.1756
1.4689
0.3889
17.4956
0.0467
17.4956
0.1089
0.0467
0.3889
17.4956
0.3889
17.4956
0.0467
17.4956
12.1756
1.4689
17.4956
0.1089
1.4689
0.1089
0.3889
0.0467
17.4956
0.0467
0.0467
17.4956
1.4689
12.1756

f4

Counter

82
125
111
81
85
131
82
111
82
125
111
131
82
131
82
111
82
81
85
82
125
85
125
131
111
82
111
111
82
85
81

5000
3843
1157
4692
308
5000
5000
5000
5000
2829
1770
401
5000
5000
5000
3419
1581
3696
1293
11
5000
5000
3855
1078
67
4744
256
5000
5000
4706
294

f4 < f3 < f2 < f1
f4 < f3 < f1 <f2
f4 < f1 < f3 < f2
f4 < f1 < f2 < f3

27
26
28
28
26

6.2
5.5
6.6
6.6
5.5

4.26667
4.83333
3.76667
3.76667
4.83333

12.1756
1.4689
17.4956
17.4956
1.4689

81
85
82
82
85

4561
439
5000
5000
5000

In Table 3.2.1 the first columns shows the importance order of the objective functions,
where in the first rows function 1 is less important than function 2 and less important than
function 3. Second column shows the solution that was selected as best, column 3 to 5 show the
objectives and column six serves as the counter, how many times that solution was the best from
all the other solutions when solved for

. This table provides all the possible combinations in

the event that the decision maker does not know the priorities of the problem. In this scenario
depending on the importance of our objectives at least one solution is obtain and the largest
number of solutions obtain is three. From the original Pareto-optimal set of 28 solutions the Nonuniform weight generator with pseudo-ranking scheme algorithm reduces the size to at least one
solution and at most three therefore the method is reducing the Pareto-optimal set from 28
solution to a smaller size to be evaluated for the decision maker.
3.4 Case Study 3: Redundancy Allocation Problem (RAP)
The redundancy allocation problem for series parallel is another popular problem that
was addressed by (Cao, D., et al, 2013) the aim of this problem is to maximize reliability ,
maximize cost , and minimize weight

. The problem is mathematically formulated as

follows:

Subject to
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Where,

and

Where,

denotes the reliability,

denotes the cost and

is the number of subsystem for the set of subsystems ,
th type components in subsystem ,
and

denotes the weights.

is the decision variable with

stands for the availability of components for subsystem

stands for the maximum number of components in parallel used in subsystem .
Similarly, as in case study 1 and 2, for the post-Pareto analysis stage assumptions where

made. The decision maker has no knowledge about the priorities of the problem: he does not
know how to generate the weights, nor the specific weight values. A set of =5000 weights will
be generated (this set of weights is determined by the decision maker he can decide of

amount

of weights to test the Pareto-optimal set with) the solution where the counter is greater than zero
will be chosen as the Pareto-optimal solution.
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Results:
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Figure 3.3.1: RAP 3-Dimensional view of the objectives.

Figure 3.3.2: RAP Bi-Dimensional view of the objectives.
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Figure 3.3.3: Weights Distribution Graph.

Table 3.3.1: RAP Pareto-optimal solutions
Importance
order
f1 < f2 < f3

f1 < f3 < f2

f2 < f1 < f3

f2 < f3 < f1

f3 < f1 < f2

Solution
#
30
92
252
92
30
1
16
47
66
48
123
560
730
820
1684
1349
1896
135
182
203
309
154
118

f1
0.44856
0.746404
0.795617
0.746404
0.44856
0.33768
0.41741
0.721702
0.735065
0.583128
0.798078
0.937227
0.952373
0.972991
0.991637
0.980944
0.996053
0.954272
0.969693
0.976293
0.968277
0.958621
0.947507
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f2
12
18
26
18
12
6
10
14
16
14
20
36
40
42
58
52
62
21
23
24
28
22
20

f3
9
14
13
14
9
15
11
18
16
12
17
19
21
24
30
26
32
53
61
65
36
52
54

Counter
3323
1383
294
1550
1444
1387
278
152
114
68
7
4898
102
2093
1348
1160
399
1910
857
639
565
525
323

218
202
156
196
328
440
275
376
297
276
372
408
321
363
492
353
381
368
420
373
342
309
486
433

f3 < f2 < f1

0.955437
0.974112
0.962819
0.951103
0.991644
0.985617
0.986222
0.980015
0.987558
0.987247
0.978237
0.984283
0.970433
0.970038
0.990299
0.991956
0.994254
0.986655
0.971532
0.972198
0.985319
0.968277
0.972799
0.973695

24
24
22
23
29
32
27
30
28
27
30
31
28
30
34
30
31
30
32
30
29
28
34
32

42
60
62
43
81
47
68
44
67
73
42
48
38
34
51
75
85
57
32
36
58
36
30
34

78
54
44
5
1053
808
779
598
502
468
177
94
89
86
68
60
51
41
41
34
25
19
4
3
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Figure 3.3.4: RAP0.5 3-Dimensional view of reduced Pareto-optimal
set
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0.6

In Figure 3.3.1, the Pareto-optimal of the Redundancy Allocation Problem consisting of
6,112 solutions can be observed. In figure 3.3.2 a two dimensional representation of the
objectives comparison can be observed. Figure 3.3.3 represents the set of 5,000 weights that
were generated by the algorithm. Table 3.3.1 represents the Pareto-optimal solutions of all the
possible combinations in regards to the importance order. Where, in the first row function 1 is
less important than function 2 and less important than function 3. Second column shows the
solution that was selected as best, column 3 to 5 show the objectives and column six serves as
the counter, how many times that solution was the best from all the other solutions when solved
for

. The original Pareto-optimal set had a total of 6,112 solutions and from the table we can

see that depending on the importance order the algorithm reduces the Pareto-optimal set size to
at least two solution and at most twenty solutions. Furthermore, the table provided can aid to
identify the decision maker what objectives he can consider more important compare to the rest,
in Figure 3.3.4 the reduced Pareto-optimal set obtain in row one of our table can be observed by
the red marks from the total Pareto-optimal set represented by the green marks.
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Chapter 4: Post-Pareto Optimality using Game Theory
Game Theory can be defined as the study of mathematical models of conflict and
cooperation between intelligent rational decision-makers (Myerson, R. B., 2013). Game Theory
provides a mathematical foundation for analyzing the decisions of two or more players; these
decisions can result in a positive or negative outcome for each player. The term “Game” can be
misleading; in Game Theory, it simply means an interactive situation where the players share
rules and consequences.
In Game Theory, a game can be defined as a model and interaction between two or more
players subject to constrains on actions that players can take based on their interests. Game
Theory allows the players in a game to be animals, humans, government entities, university
programs to name a few making it a cross discipline concept. Generally, there are two types of
games, cooperative and non-cooperative games. Cooperative games are those where the players
are able to make enforceable contracts, and non-cooperative the players are unable to make
enforceable contracts.
The formal application of Game Theory for different problems requires some key
elements: the players or the participants who have a set of significant strategies, their
preferences, the strategic moves or action they are allowed to make, and the outcome or utility of
each decision usually expressed as a measure, profit, quantity or desirability rank. The game
varies from model to model and depending on the game, some other requirements and
assumptions may be necessary. Game Theory models include Strategic games and Extensive
form games explained in the following sections.
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4.1 Literature Review
In order to understand how a game works, we need to identify the type of model we are
trying to solve, then we apply and appropriate mathematical model and define the players, the
possible actions each player can take, and the outcomes. The model is then computed to find the
best decisions the players can take. The following works provide interpretations of how Game
Theory can be applied to different scenarios, also modern changes in the concept of Game
Theory more specific, different ways of obtaining the steady state of a game.
Since its original conception in the early 20th century, it has been a popular method of
modeling both competitive and cooperative games. (Moorthy, K., 1985) explained the
applications of Game Theory in market competition as a way of predicting competitor’s actions
and move to benefit from them through the understanding of equilibriums. Their work, however,
proves more useful in understanding how different real-world concepts can be modeled through
Game Theory rather than in providing concrete examples. (Srivastava, V. et al, 2005) proved the
versatility of Game Theory as a modeling method by using it to analyze Ad Hoc networks,
showing an improvement over previous techniques by having each node in the network as a
player capable of making decisions to improve itself. However, they found difficulties in
choosing the right utility functions and reaching the required model complexity. (Rabin, M.,
1993) attempted applying fairness and Game Theory into economics. His premise was that
people not always tend to work towards their own individual benefit, but that they can, at some
time also work to help or harm others, as a reflection of how others behave towards them. Their
idea of a kindness function can be taken as a tentative model for some measures of fairness.
There has been focus on computing the steady state of a game, reaching the Nash
equilibrium of such. For instance, (Sefrioui, M., & Perlaux, J., 2000) identified Nash genetic
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algorithms as a fast alternative to multiple objective optimization and suggested that Nash
equilibrium is on the Pareto frontier. The Nash Domination evolutionary algorithm was
introduced in (Koh, A., 2012), and proposed that the Nash Dominance concept measures the
proximity of a strategy to Nash equilibrium by counting the number of players that can profitably
deviate.

Others have developed a hybrid algorithm to optimize integrated process and

scheduling (IPPS) problem based on Nash equilibrium approach (Li, X. et al., 2012).
(Dumitrescu, D., et al., 2011) introduces Relational Evolutionary Equilibria Detection (REED)
incorporating Berge Pareto equilibrium. (Pavlidis, N. G., 2005) investigated the effectiveness of
computational intelligence techniques to compute Nash equilibria. Sequential game theoretic
approach for multiple objective clustering, utilizing backward induction to calculate Nash
equilibrium for each game was introduced by (Heloulou, I. et al.,2017)
Furthermore, the application of Game Theory to many different scenarios can best be
observed in the following works where, (Madani, K., 2010) reviews the applicability of Game
Theory to water resource management and conflict resolution, and discussed how the structure of
the games might be changed by third parties to promote Pareto-optimal resolution. (Gao, J., &
You, F., 2017) proposed Stackelberg based game model to optimally design a non-cooperative
gas supply chain considering economic and life cycle GHG emissions. (Ahmad, I., et al, 2008)
showed yet another application of Game Theory, using it to schedule tasks in multi-core
processors to perform a multiple objective optimization of performance and energy use. Game
Theory has also seen applications in politics, such as did (Snidal, D., 1985), economics
(McMillan, J., 2013) and communications (Saad, W., et al., 2009).
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4.2 Game Theory Concepts
In order to model a problem as a game, there are many key elements that need to be
defined, and depending on the model other requirements or assumptions may be necessary. This
section provides general terminology of the key elements a game requires to have in order to
work properly.
4.2.1 Steady State / Nash Equilibrium
In traditional Game Theory, Nash equilibrium is obtained by definition and states that if
there is a strategy with the property that no player can increase their payoff by changing of
strategy while the other players maintain their strategies unchanged then it is said that the
strategy has reached Nash equilibrium or a steady state.
4.2.2 Player Definition
There are two types of players in Game Theory. The first definition for a player is, a
participant who has a nontrivial set of strategies, usually more than one and the participant
chooses a strategy based on the payoff.
4.2.3 Strategy Definition
A strategy can be defined as, set of moves or actions a player may follow in a given
game. An action may be decided by chance, and in some cases, no probability is involved.

Pure Strategy
A pure strategy is defined by a specific move or course of action where there is no
probability involved. For example, a right-footed soccer player always shoots to the left.
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Mixed Strategy
A strategy consisting of different possible moves and preferences (weights) on how
frequently each move is to be played mixed strategy allows the player to choose action
probabilistically. For example, a goalie can flip a coin to decide if he will dive left or right.
4.2.4 Utility Definition
The utilities are used to define the payoff of each player depending on the outcome of the
game. Payoffs in most cases represent a quantity, profit, a measure or may simply rank the
desirability of the outcome
4.3 Strategic Game Models
A strategic game is an interactive decision making model where each decision maker
choses his strategy, each strategy is made simultaneously. Some examples to understand the
general idea behind simultaneous games include:
Rock, Paper, Scissor, a game played by two players, where the players select
simultaneously either, rock, paper or scissors. For this game paper rock, rock scissors, and
scissors paper. The outcome of the game is that the player wins, looses, or draws (Fisher, L.,
2008).
Battle of sexes, in these situation two players: girl and boy tried to decide a place to
spend the evening together. The boy chooses place a and the girl place b, but both would like to
be together. The place they attend will favor one or the other (Nawaz, A., & Toor, A. H., 2004).
Prisoner’s dilemma, players (prisoners) can choose from two strategies: to cooperate or
stay quiet. If both players a and b confess they both get 4 years in prison. If player a confesses
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and player b remains silent, a will be set free and b will be imprisoned for 7 years and vice versa.
If both players remain silent, both will serve one year in prison.
4.3.1 Definition
The mathematical representation of general strategic games consists of the following
(Osborne, M. J., & Rubinstein, A):


a finite set



for each player

a nonempty set



For each player

a preference relation

( set of players)
(the set of actions available to player .
on

(the preference relation

of player .
If the set of actions

of every player

is finite, then the game is finite. In some

situations, preferences may be represented by a payoff function:

The function associates payoff with action profiles, the payoff represents the motivation
(i.e. profit, quantity, utility).

4.4 Extensive Form Game Models
An extensive game depicts the order, in which the players make a move, and the
available information each player has at each decision point. These models are usually described
with a tree on how the game is played. In extensive form games, the players do not act
simultaneously but rather sequentially. Examples of extensive games include:
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Chess Game, a game played by two players. In this game, the player with the white
pieces moves first followed by the player with the black pieces. Following each strategy or move
each player decision is based on what the other decides to move. The outcome of the game is that
either player wins, loses, or draws.
Tic-Tact-Toe, a two-player game where the players move sequentially and each move is
decided based on the other player’s actions. The outcome of the game is that either player wins,
loses or draws.
4.4.1 Definition
Extensive form of a game consists of the following components (Osborne, M. J., & Rubinstein,
A., 1994):


A finite



A set



Set of actions available after nonterminal history

(set of players

)

of consequences (finite or infinite)

and set of terminal histories


Function

.

that assigns to each nonterminal history a member of

player function,

Function
on



that associates with every history

is the

. If

is determined.

for which

a probability measure

, where each such probability is independent of every other measure.

For each player

a partition

whenever
denotes the set
a set

. Where

being the player who takes an action after the history

then the action taken after the history


denoted by

and

and

of

with the property that

are in the same member of partition. For
the player

is an information set of player
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.

,

)

is the information partition of player ;



Utility function

for each player

4.5 Evolutionary Game Theory
Evolutionary Game Theory originated from the idea that frequency introduces a strategic
aspect to evolution. Evolution in this context is often described as cultural evolution, where this
refers to the changes in beliefs over time. In this theory, the agent adapts the chosen strategy
based on its payoff, or its fitness, by doing such, equilibrium in terms of static and dynamic
behavior can be analyzed (Han, Z., 2012). In the past years, Evolutionary Game Theory has
become very popular by, sociologists, economists, and social scientists in general because it
provides a missing element to the traditional game theory as an explicit dynamic theory.
Evolutionary Game Theory studies strategic behavior with respect to evolutionary forces
in terms of a game played many times in large populations by agents with bounded rationality. In
Evolutionary Game Theory, the rational is more appropriate for modeling social systems. These
agents are randomly chosen from a large number population and have no information about the
game.
One key concept in evolutionary game theory is the Evolutionary Stable Strategy (ESS).
This concept provides a static conceptual analysis for finding the evolutionary stability. The
second approach of evolutionary game theory constructs an explicit model of the process and
studies the evolutionary dynamic of the frequency of strategies changed in the population by the
process. This second approach does not intend to find stability it rather defines a model of the
population dynamics.
Furthermore, Evolutionary Game Theory has identified many aspects of human
behaviors. In (Gintis, H., 2007) demonstrated that an endowment effect can be modeled for
private property where, private property is seeing in nature as species territory. The prisoner’s
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dilemma interactions demonstrated that spatial structure benefited cooperation (Hauert, C.,
2006). Other models have been created for understanding the culture increase over time, for
instance in (Enquist, M., et al., 2008) developed a model on how human creativity and cultural
transmission can exponentially increase culture over time. The implementation of environmental
strategies by core enterprises and governments was modeled in (ZHU, Q. H., & DOU, Y. J.,
2007) where the model served to study strategy from which governments and core enterprises
can benefit from implementing a green supply chain management. There are many more
examples from many different disciplines where Evolutionary Game Theory has been
implemented.
4.6 Nash-Dominant Pareto Set Reduction Algorithm
Nash dominance is a relatively new concept, developed by (Lung, R. I., & Dumitrescu,
D., 2008). It is based on the idea of Nash equilibrium, a concept in game theory in which none of
the players would like to switch their strategy. In Nash equilibrium, a specific strategy can be
denoted by

where

said that a strategy

represents the set of all possible strategies that can be taken. It can be

Nash-dominates a strategy

from switching from strategy

to strategy

benefit from switching from a

to :

Lung introduces the operator

if the number of players who would benefit

is greater than the number of players who would

to denote the number of players

benefitting from

to

:

This operator will yield a number of players benefitting from the switch between 0 (no
players will benefit) and

(all players will benefit). From this concept, we can say that a

strategy x dominates a strategy y in the Nash sense, and
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if the inequality:

holds. Thus, a set of Non-Nash-Dominated solutions can be formed.
In order to apply this methodology into a Post-Pareto analysis, we have defined that each
of the objectives in a non-dominated solution set is a player in a game, and each of all the
solutions in the set are to be considered strategies. The players will be designated by
while the strategies are to be designated by

,

. The values of the objective functions for each

of the solutions will be considered as the utility values for each player under each strategy .
As such, the players aim to choose a strategy (or number of strategies) which will benefit the
most of them individually, but which will decide the actions of them all as a team.
In order to find the strategy that will benefit the most players, our first step is to do
pairwise comparisons between all strategies, determining
dominates a strategy

if

for all of them. As before, a strategy

. After obtaining all , a dominance check is

performed, marking the strategies that are dominating and those that are dominated.
For the first option of Pareto set pruning, all dominated strategies are ignored, and only the nondominated solutions are considered for the Nash non-dominant set. However, this method is not
very effective for a small number of

since one strategy will easily dominate all others, yielding

a strategy that may be too undesirable for the other players. This method works better with a
larger number of players, where it is harder for a single strategy to have better results. The basic
algorithm of this method is given below:
1. Determine

for each pair of strategies

and

For =1:
For =1:
=0;
For each player ρ=1:Ρ
If

;
=

+1;
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:

end if
end for
end for
2. For each pair of strategies, determine which strategies are dominated:
For =1:
0(i)=0

For j=1:
If
0(i)=1

End if
End for
End for
3. Save the solutions that were not marked as dominated (Those for which

0=0)

END
The second alternative involves a requirement factor δ applied over the dominant set.
That is, the set of solutions that dominates another solution. This set is determined also through
the k operator, and the number of times each strategy dominates another is recorded as Δ. The
strategies that do not meet the required number of dominances are deleted from the set,
producing another pruned set of solutions. The criterion for determining which strategies are kept
and which are eliminated through this method is as follows where

represents the decision on

whether a solution is kept (1) or eliminated (0):

The capability of arbitrarily choosing δ can be very useful in varying the size of the
pruned set. δ can generally be chosen as maxΔ*(1-ε), where ε is determine by the decision maker,
the data to be kept according to the highest dominance count. It guarantees the presence of
strategies or solutions that, according to their Nash-dominance, can be considered as better,
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while allowing the inclusion of less dominant solutions in order to give the decision maker more
options, which can just as easily be removed. The basic algorithm for this method is given
below:
1. Determine .
2. Obtain

for all pairs of strategies as described previously.

3. . For each pair of strategies, determine how many times each strategy dominates others:
For =1:
=0
For j=1:
If
=

+1

End if
End for
End for
4. Make the decision

for every strategy

5. Save the solutions for which

=1

END
The second method is based partly in a method proposed by (Li, X., et al., 2012). They,
however, propose a normalization for the utility values of each player based on the best result
that player can obtain, which they denote as

:

Where, represents the players and represents the strategies. They then obtain for each
solution the Nash Equilibrium Criterion

:
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They compare all the Nash Equilibrium criteria to the best criterion, and then against ε,
the “Nash equilibrium solution factor”, which simply put is an allowance factor for the
difference between each criterion to the best. The solutions that fall within their solution factor
are recorded within the pruned Pareto set.
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Chapter 5: Post-Pareto Optimality using Game Theory
This chapter will provide three different case studies to identify the performance of the
method developed in section 4.6.
5.1 Case Study 1: DTLZ1 Test Problem
This is the simplest test problem with multiple objectives from the DTLZ set of test
problems. The experiment was run on an acer desktop, with Windows 7 Home Premium 64-bit
operating at 3.2 GHz and 8GB of RAM. The program was coded in MATLAB® R2014b. This
scenario has three objectives to be minimized, represented by functions

. In order to

introduce Game Theory to this problem, the functions will be treated as the players. The
strategies will be represented by the solutions, in this case there are a total of 2,500 solutions.
The utility will be represented by how many times the strategy had the best outcome which is
most likely the preference of the decision maker, where a good strategy is denoted by 1 and a
bad strategy by 0. The data set was obtained from Coello CAC., (n.d.), and mathematically it can
be expressed as follows:

Subject to

Where,
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Results:
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In Figure 5.1.1, a visual representation of the DTLZ1 test problem can be observed. The
Pareto-optimal set represented by the blue green points consists of 2,500 solutions, for this
scenario ɛ=0.3. The introduction of the Nash-Dominant Pareto set reduction algorithm produced
a pruned Nash-Dominant Pareto set of 403 solutions depicted by the red marks. In Figure 5.1.2
the scenario where ɛ=0.1 can be observed and the pruned Pareto-optimal represented by the red
mark consist of 106 solutions. An immediate conclusion that can be observed is that based on
what the decision maker selects as ɛ, he / she can control the size of the Pareto-optimal set to
evaluate. Selecting the size of the Pareto-optimal set to be evaluated is up to the decision maker.
After reducing the size of the Pareto-optimal set in terms of Nash-Dominance the algorithm is
reaching the solution where most of the players chose the best strategy. Alternatively, it can be
observed that this method is selecting solutions at the extreme points for each objective.
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5.3 Case Study 2: Printed Wiring Board (PWB) Problem
The next example is the scheduling of a Printed Wiring Board (PWB) manufacturing line
introduced in section 3.3. The experiment was run on an acer desktop, with Windows 7 Home
Premium 64-bit operating at 3.2 GHz and 8GB of RAM. The program was coded in MATLAB®
R2014b the objective of this problem is to minimize overtime
, minimize the variance of the finish time

, minimize average finish time

and minimize the total cost

model in to a game the players will be

. To represent this

respectively. The strategies will be

represented by the 28 solutions in the Pareto-optimal set. The utility of this game will be
represented by the strategies where a good strategy is denoted by 1 and a bad strategy is denoted
by 0. Based on the NDPRA the strategy that will prefer is based on how many times the strategy
had the best outcome.
The Printed Wiring Board problem is mathematically expressed as follows:

,

,

, and

Subject to
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Where,

Where,

is the overtime of machine ,

number of parallel machines, ,

is the number of lots to schedule,

is the processing time of lot on machine ,

processing a lot on machine , and

is the lot release interval times.

Results:

Figure 5.3.1: PWB Bi-Dimensional view of the objectives.
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Table 5.3.1: PWB Pareto-optimal set
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In Figure 5.3.1, a representation of the Processing Wiring Board can be visualized by the
bi-dimensional graph taking into account the four objectives. Figure 5.3.2 and Figure 5.3.3
shows the three-dimensional space taking into account Min Overtime, Min Average Finish Time,
and Min Cost. Min average variance time is taken in to account for the model but not for the
three dimensional visual representation. For Figure 5.3.2, ɛ=0.1 and it can be observed that the
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NDPRA approach produced two solution from the 28 solution. In Figure 5.3.3, ɛ=0.3 and the
NDPRA approach obtained a Pareto-optimal set of 6 solutions out of the 28. Table 5.3.1 and
Table 5.3.2 show the pruned solutions obtained by the NDPRA respectively. The Pareto-optimal
set represented by the blue color circles consists of 28 solutions. The introduction of the NashDominant Pareto set reduction algorithm reduced the size of the Pareto-optimal set represented
by the red points in the three dimensional graphs.

The main goal is to minimize all the

objectives, and the results show that the NDPRA effectively reduces the Pareto-optimal set, it is
important to note that deciding the reduced size of the Pareto-optimal set can be determine by ɛ.
5.3 Case Study 3: Redundancy Allocation Problem (RAP)
The next example is the Redundancy Allocation problem used in section 3.3. The
experiment was run on an acer desktop, with Windows 7 Home Premium 64-bit operating at 3.2
GHz and 8GB of RAM. The program was coded in MATLAB® R2014b. The objectives of this
problem are to maximize reliability

, maximize cost

, and minimize weight

represent this problem as a game, player one will be represented by
represented by

, and player three will be represented by

. In order to

, player two will

respectively. The strategies will be

represented by the 6112 solutions in the Pareto-optimal set. The utility of this game will be
represented by the strategies; good strategy is represented by 1 and a bad strategy by 0, where in
each strategy the players will simultaneously decide if strategy

is better than strategy

based

on the NDPRA introduced in section 4.6. The strategies will be chosen based on the utility, in
this case the preference of how many times each strategy was the best.
The RAP is formulated as follows (Cao, D., et al, 2013):
,
Subject to:
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Where,

,
Where,

and

denotes the reliability,

denotes the cost and

is the number of subsystem for the set of subsystems ,
th type components in subsystem ,
and

denotes the weights.

is the decision variable with

stands for the availability of components for subsystem

stands for the maximum number of components in parallel used in subsystem .
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In Figure 5.3.1, a representation of the Redundancy Allocation Problem can be observed.
The Pareto-optimal set represented by the green color points and consists of 6112 solutions. The
introduction of the Nash-Dominant Pareto set reduction algorithm produced a pruned The
Pareto-optimal set to 410 solutions using ɛ=0.1. In Figure 5.3.2, ɛ=0.2 and the Nash-Dominant
Pareto set reduction algorithm pruned the Pareto-optimal set to 832 solutions. The redundancy
allocation problem main goal is to maximize reliability and to minimize cost, and weight. The
decision maker can choose ɛ to identify the set of solutions to evaluate and it can be observed
that the algorithm discarded solutions with relatively high costs and high weights and now the
decision maker has a reduce set of the Pareto-optimal set to evaluate.
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Chapter 6: Conclusions
The post-Pareto analysis stage can cause the decision makers a hard time selecting one
solution from the Pareto-optimal set. In many problems, the Pareto-optimal set can be in the
thousands and for that reason, two approaches to reduce the size of the Pareto-optimal set were
introduced.
In chapter three, the Non-uniform weight generator with pseudo-ranking scheme
algorithm was introduced to further expand on the previous work of (Carrillo, V. and Taboada,
H., 2012). In Carrillo, V. and Taboada, H. the Redundancy Allocation Problem was the only
problem that the method’s performance was tested with, and that specific problem consisted of a
Pareto-optimal set of 75 solutions. The method introduces a boundary technique to reduce the
size of the Pareto-optimal set by using thresholds values to reduce the size; by using this value
the Pareto-optimal set was reduced. As the value of the threshold value increases, the Paretooptimal solutions subset increases providing a pruned Pareto-optimal set of at least one solution.
The Non-uniform weight generator with pseudo ranking scheme algorithm introduced in
chapter 3, was tested with three different problems, the method’s selection of the pruned Paretooptimal set is what determines the Pareto-optimal set (counter > 0). For the redundancy,
Allocation Problem a set of 6112 Pareto-optimal solutions was used. The Pareto-optimal set was
found for all the possible combinations in terms of importance of the objective functions to
provide the decision maker with no knowledge about the priorities of the problem different
alternatives. To test the performance of this method the DTLZ1 test problem consisting of a
Pareto-optimal set of 2,500 solutions and Printed Wiring Board (PWB) Problem consisting of a
Pareto-optimal set of 28 solutions were used as well, in all of the cases the algorithm reduced the
size of the Pareto-optimal set.
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Therefore, in Carrillo, V. and Taboada, H. the proposed method was tested with a Paretooptimal set of 75 solutions, on the other hand the method introduced in this thesis uses a Paretooptimal set of 6112 solutions it is hard to assess the improvement of the method due to
differences in data. Although, some advantages and disadvantages can be noted in terms of
improvement. In Carrillo, V. and Taboada, H. by using thresholds values, the advantage is that it
can reduce the Pareto-optimal set to any size depending on what the decision maker wants. This
can also be a disadvantage as it requires additional involvement and knowledge from the
decision maker in selecting a threshold value, and not knowing what threshold value to select it
can lead to no solutions. Moreover, the method proposed in this thesis does not have a boundary
technique, but by the pseudo-ranking scheme provided in order to select the Pareto-optimal set it
provides at least one solution and no extra involvement from the decision maker is required.
The second proposed method is a Game Theory based method. This method uses the
concept of Nash-dominance that was derived from Nash-equilibrium to reach a steady state to a
game. In the proposed method, ɛ was introduced to determine δ, the decision maker decides the
size of the Pareto-optimal set subset to evaluate. The method’s performance was tested by three
different problems, the first problem is the DTLZ1 test problem, the second was Printed Wiring
board Problem (PWB), and lastly the Redundancy Allocation Problem (RAP). Based on the
results the method does reduce the Pareto-optimal set to a small subset, and it can be observed
that by the decision maker selecting high or low ɛ the size of the Pareto-optimal set reduces
accordingly, thus providing a less complicated task for selecting one solution.
In order to introduce the Nash-Dominant Pareto Set reduction algorithm in to other
problem it is important for the problem to be model as a game. For any game there needs to be
players and strategies and for this algorithm to work the strategies of the players need to be
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known, that is all the possible solutions a player can decide. In this thesis, the case studies were
model as a game where the objective functions represented the players, the strategies were
represented by the Pareto-optimal set, and knowing these key elements the Nash-Dominant
Pareto Set reduction algorithm reduced the Pareto-optimal set.
Furthermore, my main contribution to the industrial engineering community is to expand
on the method proposed by Carrillo, V. and Taboada, H. and testing of the method with three
different case studies with large Pareto-optimal sets. Also, by proposing a Game Theory based
algorithm that allows the decision maker to reduce the size of the Pareto-optimal set to a more
suitable size for evaluation.
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Chapter 7: Future Research
In addition to the previously described method in section 4.6, an attempted to create an
evolutionary algorithm incorporating fair division into the Nash equilibrium was performed Fair
division is a mathematical concept concerned with maximizing the satisfaction of each individual
with the portion of a whole it has received. It has been largely studied with resource allocation,
such as did (Thomson, W., 1983) and (Moulin, H., 2004). Its applications have also been
explored in politics (Brams, S. J., 2008). It has also been used in conjunction with game theory in
order to create better models or obtain more fair solutions, which can result in better equilibria
(Tadenuma, K. and Thomson, W., 1995; Crawford V. P., 1977; Haake, C. J., et al, 2002).
The idea is that if, within all the possible non-dominated strategies, each player stands to
gain, on average, the same then there is a fair division when obtaining a sub-set of the strategies.
A genetic algorithm is applied into the dominant set of solutions described previously, where all
objectives have been transformed into the same type (min or max) and the utilities have been
normalized between 0 and 1 for each player.
The chromosome for this evolutionary algorithm is a binary vector with length

, the

number of strategies in the dominant solution set, where 1 would represent the inclusion of the
corresponding strategy into the pruned solution set and 0 its exclusion. This decision to include
or exclude will also be represented by . The algorithm is given as follows:
1. Generate random initial population
2. Evaluate Objective Function for each individual:
a. sum all normalized utility values for each player:
for =1:Ρ
for =1:S
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End for
End for
b. obtain objective function
min OF=range
3. Rank solutions
4. Until the desired number of iterations has been run, perform steps 5 and 6, then go to 7:
5. Perform Crossover to generate a new population, accounting for elitism and mutation
6. Perform steps 2 and 3
7. Obtain optimal solution
This method attempts to generate a pruned Pareto set that is most fair to all players in
terms of possible utility gain. However, as with all metaheuristic algorithms, it is possible to not
obtain an ideal solution. Thus, future research is needed to further develop this hybrid algorithm.
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