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Abstrakt 
Tato diplomová práce je zaměřena na problematiku získávání znalostí z databází, především pak na 
metody klasifikace a predikce. Tyto metody jsou zde podrobně popsány. Dále se práce zabývá obecně 
multimediálními databázemi a způsobem, jakým jsou do těchto databází data ukládána. Především 
jsou tu pak popsány metody pro nízkoúrovňové zpracování obrazových a video dat. V praktické části 
se diplomová práce zaměřuje na implementaci metody GMM používané pro extrakci 
nízkoúrovňových rysů z video dat a obrázků. V dalších částech jsou popsána vstupní data a nástroje, 
se kterými byla implementovaná metoda porovnávána. Poslední část se zaměřuje na experimenty 
porovnávající účinnost extrakce rysů vysoké úrovně z nízkoúrovňových dat implementované metody 
a vybraného klasifikačního nástroje LibSVM. 
 
Abstract 
This thesis is focused on knowledge discovery from databases, especially on methods of classification 
and prediction. These methods are described in detail.  Furthermore, this work deals with multimedia 
databases and the way these databases store data. In particular, the method for processing low-level 
image and video data is described.  The practical part of the thesis focuses on the implementation of 
this GMM method used for extracting low-level features of video data and images. In other parts, 
input data and tools, which the implemented method was compared with, are described.  The last 
section focuses on experiments comparing extraction efficiency features of high-level attributes of 
low-level data and the methods implemented in selected classification tools LibSVM. 
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1 Úvod 
 
V dnešní době, především díky moderním technologiím a technologickému pokroku společnosti 
dochází k velkému nárůstu získaných dat, která je potřeba ukládat. Což vyžaduje stále nové 
a dokonalejší požadavky na ukládání dat a také především na jejich získávání. Dnešní analytické 
a statistické metody si nedokážou poradit s takovýmto objemem uložených dat a neposkytují potřebné 
informace. Proto je obor Získávání znalostí z databází dnes jeden z nejrychleji se vyvíjejícím oborem 
a je tak populární. Takto zpracovávaná data jsou pak často využita pro vytváření různých statistik, 
analýz, průzkumů apod. Ovšem tato data neobsahují pouze užitečné informace, ale také nekvalitní či 
neúplné vzorky dat nazývané také jako „šum“, proto vzniklo několik technik, které jsou součástí 
celého systému získávání dat.  V dnešním moderním světě je pak důraz kladen především na vývoj 
a efektivní práci s multimediálními daty, nové možnosti jejich ukládání a především potřebu 
dotazovat multimediální data na základě jejich obsahu.  
 Tato práce se zaměřuje na získávání znalostí z obrazových databází. Především pak na popis 
a uvedení do problému celého procesu získávání znalostí z databází a na popis a charakteristiky 
nízkoúrovňového zpracování obrazových a video dat.  
 Ve druhé kapitole je tedy podrobněji popsán problém procesu získávání znalostí z databází, 
popis jednotlivých metod a jejich charakteristiky. 
 Třetí kapitola pak podrobně popisuje dvě dolovací úlohy Klasifikace a Predikce. Protože 
součástí zadání diplomové práce je výběr a implementace jedné z klasifikačních metod používaných 
pro zpracování nizkoúrovňových rysů dat. 
 Ve čtvrté kapitole se zaměřuji na nízkoúrovňové zpracování obrazových a video dat, extrakce 
jejich rysů a jejich použití pro dolování v multimediálních datech. Jsou zde popsány základní 
techniky pro získávání lokálních a globálních rysů nízkoúrovňových dat. 
 Pátá kapitola se zaměřuje na technologie, které byly použity pro experimenty. Je zde popsán 
způsob uložení vstupních dat, nástroje, které byly použity pro porovnání výsledků experimentů a také 
je zde popsán návrh a implementace vlastní aplikace, která implementuje vybranou metodu pro 
klasifikaci nízkoúrovňových rysů dat. 
 V kapitole číslo šest jsou podrobně popsány experimenty, které byly prováděny s vybraným 
nástrojem a vlastní aplikací. 
 Cílem diplomové práce bylo vybrat jednu z metod běžně používaných pro klasifikaci 
nízkoúrovňových rysů dat nad datovou sadou TRECVid, tuto metodu implementovat do modlu HLF 
v aplikaci TRECVid Search (dále jen Search). Pomocí implementované metody provést experimenty 
nad zmiňovanou datovou sadou TRECVid. Dále bylo zadáno provedení experimentálních testů 
pomocí již existujícího nástroje běžně používaného pro klasifikaci nízkoúrovňových rysů dat 
a výsledky obou experimentů porovnat. Jako vhodný nástroj, byla vybrána aplikace LibSVM. 
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2 Získávání znalostí z databází 
Získávání znalostí z databází si v poslední době získalo velký ohlas a to především protože, narůstá 
obrovský počet ukládaných dat, která je potřeba zpracovávat. V dnešní době používané metody 
analýz a metody založené na statistice nejsou schopny takovýto objem dat rozumně zpracovat 
a nejsou schopny poskytnout relevantní informace. Proto byly vyvinuty techniky a metody po 
získávání dat z databází nebo obecně z dat [11].  
Na úvod této kapitoly bych rád upozornil na rozdíl mezi českými pojmy Získávání znalostí 
z databází (Knowledge Discovery in Databases, KDD) a Dolování dat (Data minig, DM). Pojem 
„Získávání znalostí z databází“ zahrnuje totiž celý proces získávání užitečných informací, kdežto 
pojem „Dolování dat“ je pouze jedna z jeho součástí. V dnešní době se tyto dva pojmy často zaměňují 
a tak se používají oba dva. Získávání znalostí z databází je pak směr počítačových věd, který asi 
nejlépe vystihuje definice podle [2]: „Jde o dolování zajímavých, netriviálních a potencionálně 
užitečných dat“. Tedy tyto informace jsou pro nás ze začátku skryty a nedají se získat jednoduchým 
dotazem např. jazyka SQL nad databází, která ve většině případů bývá velice rozsáhlá. Další 
charakteristikou tohoto vědního oboru je, že jsou podporovány v mnoha dalších vědních disciplínách, 
jež jsou nejvíce zastoupeny obory obchodních analýz, statistiky, umělé inteligence, počítačové vidění 
a další.  
2.1 Proces získávání znalostí 
Celý proces získávání znalostí z databází není triviální a skládá se z několika iterativních částí, které 
na sebe navazují. Pomocí těchto kroků získáme hledané, doposud skryté informace. Většinou se 
některé kroky opakují, aby se dosáhlo potřebného výsledku. Proces získávání znalostí je zobrazen na 
obrázku 2.1.  
 Proces získávání znalostí bývá často rozdělen do několika následujících kroků. Přičemž první 
tři kroky bývají často souhrnně označovány jako předzpracování dat, které připravují data do podoby 
vhodné pro dolování [2].  
 
1. Čištění a integrace dat: Jelikož bývá v databázích uloženo velké množství dat, je potřeba 
napřed tyto data poupravit, tak aby byla vhodná pro dolování. Úkolem tohoto kroku je tedy 
spojení několika potřebných databází, odstranění nekonzistence, doplnění chybějících 
informací, nebo odstranění tzv. „šumu“. Tyto dva kroky (integrace a čištění) se uvádějí 
většinou jako jeden krok, protože spolu úzce souvisejí. Pokud data vyčistíme a pak spojíme 
s jinou databází, opět může docházet k nekonzistentnosti a potřebě data vyčistit. 
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2. Výběr dat: V tomto kroku vybereme data, která jsou relevantní pro dolovací úlohu. Často 
bývají data uložena v relačních databázích, proto výběr dat představuje výběr relevantních 
sloupců. Jedná li se o datové sklady, výběr představují dimenze. 
3. Transformace dat: Tento krok představuje transformaci dat do podoby vhodné pro danou 
dolovací úlohu. Transformace může zahrnovat operace vyhlazení, generalizace, agregace, 
sumarizace, normalizace, konstrukce atributů. Operace vyhlazení se používá pro odstranění 
šumu, generalizace nahrazuje zdrojová data koncepty z konceptuální hierarchie, při 
agregaci jsou data agregována. Normalizaci vyžadují dolovací algoritmy, aby 
nenormalizovaná data neovlivňovali výsledek dolování. 
4. Dolování dat:  Je jádrem celého procesu. Zde se za použití vhodné techniky dolují hledané 
znalosti, které se pak předávají dalšímu kroku pro jejich reprezentaci. Dolovací techniky 
můžeme rozdělit do několika základních skupin. Tyto techniky budou podrobněji popsány 
v kapitole 2.3. 
5. Hodnocení modelů a vzorů: Cílem tohoto kroku je určit, která z nalezených dat jsou 
zajímavá a užitečná pro další zpracování. Zajímavé vzory dat můžeme rozdělit do 
4 základních vlastností, které je charakterizují. Jsou to vlastnosti: snadná srozumitelnost 
pro člověka, platnost, potenciální užitečnost a novost [9]. 
6. Prezentace znalostí: Jedná se o poslední krok celého procesu získávání znalostí, 
jehož úkolem je samotná prezentace získaných znalostí koncovému uživateli a to 
především srozumitelnou formou. 
 
 
Obrázek 2.1 - Proces získávání znalostí [2] 
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2.2 Typy databází pro dolování 
Znalosti lze dolovat teoreticky z jakéhokoliv druhu databází či úložišť dat. Základní typy databází 
můžeme rozdělit podle způsobů uložení dat v nich na následující [9]: 
 
• Relační databáze: Jde o databázový systém, který vychází z relačního modelu dat 
a především z relační algebry. Relační databáze je založena na tabulkách, jejichž řádky 
vyjadřují jednotlivé záznamy a sloupce obsahují informace o relacích mezi jednotlivými 
záznamy v matematickém slova smyslu. 
• Transakční databáze: Slouží pro ukládání záznamů transakcí. Databázovou transakcí 
rozumíme skupinu příkazů, které převedou databázi z jednoho konzistentního stavu do 
druhého. Transakce pak obsahuje jednoznačný identifikátor, který transakci označuje 
a záznam o transakci.  
• Datový sklad: Jedná se o jiný tip relační databáze, která se zaměřuje převážně na úlohy 
analytického charakteru.  Datový sklad je tedy multidimenzionální databázová kostka, kde 
jednotlivé dimenze odpovídají atributům či skupinám atributů ve schématu a buňky pak 
obsahují agregované údaje. 
 
Dále pak podle typu dat, které chceme vyhledávat [5]: 
• Prostorová data: Jsou data, která se vztahují k určitému prostoru. Zástupci těchto dat mohou 
být např. geografická data, medicíncká data, molekulární biologie a další. 
• Temporální data: Jsou data, která mají navíc časovou dimenzi. Obsahují 3 základní časové 
údaje: uživatelský čas, čas platnosti, čas transakce. Záznamy z této oblasti mohou být: 
bankovnictví, katastrální, medicínské, osobní a další. 
• Multimediální data: V této práci se budu zabývat právě dolováním dat z multimediálního 
obsahu. Tyto data rozdělujeme na 6 základních typů médií: Text/dokument, obraz, video, 
audio, náčrtky/poznámky, klasická strukturovaná data. 
 
2.3 Typy dolovacích úloh 
Samotné dolování dat tvoří jádro celého procesu získávání znalostí z databází. Dolovat znalosti lze 
prakticky z jakéhokoliv zdroje dat od datových souborů, relačních databází přes prostorové 
a multimediální databáze až po samotný web, který v sobě skrývá nespočet zajímavých informací. 
Díky rozsáhlým možnostem a rozlišnosti vstupních dat a především rozdílným účelům získaných 
informací není možné, aby existovala jen jedna dolovací úloha. Proto bylo postupem času vyvinuto 
hned několik metod pro dolování, které si můžeme rozdělit do čtyř základních skupin [1] [11]: 
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• Deskriptivní 
Tyto dolovací úlohy charakterizují obecné vlastnosti analyzovaných dat. Cílem těchto úloh je 
nalezení logické formule, která platí pro některou podmnožinu množiny příkladů. Do této 
množiny úloh patří například asociační pravidla. 
• Prediktivní 
Využívají analýzy stávajících dat pro předpověď chování budoucích dat. Typickým 
představitelem této skupiny je metoda Predikce. 
• S učitelem (supervised learning)  
Slouží k nalezení konceptu na základě příkladů a protipříkladů daného konceptu. 
• Bez učitele (unsupervised learning) 
Hledá rozdělení do skupin podle vzájemně podobných příkladů. Tuto skupinu dolovacích 
metod reprezentuje především shluková analýza. 
 
V následujícím textu budou popsány základní typy dolovacích metod. 
 
• Popis konceptu / třídy 
Principem této metody je, že jednotlivá data sdružuje s určitou třídou nebo konceptem a na 
základě toho se získá popis daného konceptu nebo třídy. Takový popis můžeme získat jedním 
ze dvou způsobů: charakterizace dat – kdy je zkoumána sumarizace obecných vlastností dat, 
diskriminace dat – popisuje rozdíly mezi obecnými vlastnostmi cílové třídy a obecnými 
vlastnostmi jedné, nebo několika rozdílných tříd [1]. 
• Asociační analýza 
Je založena na hledání frekventovaných vzorů dat, které vedou k odhalení zajímavých 
asociací. Asociační pravidla jsou vlastně implikace tvaru X  → Y, která vyjadřují, je li 
v transakci obsažen prvek X, je také s velkou pravděpodobností obsažen i prvek Y. Společně 
s těmito pravidly se také udávají hodnoty podpora a spolehlivost na základě kterých se potom 
určuje míra přijatelnosti daného pravidla. 
• Klasifikace a predikce 
Tato metoda patří do skupiny prediktivních metod. Klasifikační metoda rozděluje datové 
množiny do předem připravených disjunktních množin [7]. Cílem klasifikace je pak tedy 
vytvoření takového modelu, nebo pravidel na základě kterých bude možné zkoumaná data 
popsat a definovat dané třídy. Takto klasifikovaná data se pak dají použít pro predikci třídy 
objektů dat, jejichž třída je neznáma. Celý proces klasifikace se dá rozdělit do tří částí: 
Trénování, Testování, Aplikace, Podrobněji bude tato metoda popsána v následující kapitole. 
• Shluková analýza 
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Shluková analýza se používá stejně jako klasifikační metoda pro rozdělení dat do tříd, ovšem 
na rozdíl od klasifikační metody nepoužívá žádné předem známé modely, či pravidla, podle 
kterých by data rozčleňovala. Cílem této metody je tedy najít data, která jsou si co nejvíce 
podobná uvnitř shluku a co nejméně podobná mezi shluky. Ke shlukování dochází na základě 
maximalizace podobnosti objektů téže třídy a minimalizace objektů různých tříd. Výsledkem 
jsou třídy podobné shlukům [1]. 
• Analýza odlehlých hodnot 
Zajímavé informace nemusí být získány jen pouze z hodnot, které jsou si co nejvíce podobné 
a tudíž by jsme je zařadili do stejného shluku. Tato metoda se zabývá analýzou hodnot, které 
jsou od ostatních odlehlé. Těchto metod se velmi často využívá pro analýzu neobvyklých 
a nestandardních operací, například s kreditními kartami. 
• Analýza evoluce 
Tato analýza modeluje a popisuje pravidelnosti a trendy u objektů, jejichž chování se mění 
v čase [1]. Samozřejmostí je, že i u dat, která se mění v čase je možné použít i jakoukoliv 
jinou metodu popsanou výše. 
2.4 Shrnutí 
V kapitole byl popsán a vysvětlen celý proces získávání znalostí z databází. Byly zde vysvětleny 
základní terminologické pojmy, jakými jsou získávání znalostí z databází a dolování dat, které bývají 
často zaměňovány. Dále jsou zde všeobecně popsány základní dolovací úlohy. Tyto úlohy lze 
v zásadě rozdělit do čtyř skupin: Prediktivní, deskriptivní., s učitelem, bez učitele. Pro každou tuto 
skupinu existují  určité dolovací úlohy,  které danou supinu reprezentují. Pro skupinu deskriptivních 
úloh jsou to asociační pravidla, pro prediktivní úlohy to jsou prediktivní metody, supervised learning 
reprezentují klasifikační metody a pro unsupervised learning to je shluková analýza. 
V další kapitole se práce bude zaměřovat na konkrétní popis jednotlivých klasifikačních 
a prediktivních metod, jelikož zadáním diplomové práce je výběr a implementace jedné klasifikační 
metody, běžně používané pro klasifikaci nízkoúrovňových rysů obrazových dat. 
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3 Klasifikace a Predikce 
Proces klasifikace je, jak již bylo v předchozí kapitole naznačeno, procesem zařazování dat do jistých 
tříd podle jejich vlastností. Každá klasifikovaná data mají tedy jednu či více dominantních vlastností, 
podle kterých se odlišují od ostatních a na základě těchto vlastností jsou zařazena do tříd, kterých je 
konečný počet. Oproti tomu predikce je přiřazování hodnot datům na základně jejich vlastností [11]. 
Jinými slovy předpověď budoucího stavu dat, na základě současné znalosti jejich vlastností. 
Samotný proces klasifikace se pak skládá ze dvou hlavních fází. První fáze je tzv. učící fáze. 
Zde se z databáze vyberou vhodné vzorky dat, u kterých už dopředu víme, do jaké cílové skupiny 
patří. Tato data se pak nazývají klasifikační množina a slouží jako vstup pro klasifikátor, který na 
jejich základě odvodí tzv. klasifikační pravidla nebo-li model. Na základě těchto pravidel můžeme 
s jistou přesností data klasifikovat do jejich tříd. První fáze klasifikace je zobrazena na obrázku 3.1.  
 
 
Obrázek 3.1 – První fáze klasifikace [11] 
 
Ve druhé fázi klasifikace tzv. testovací fáze probíhá testování vytvořeného klasifikátoru 
z první fáze. Znovu se vyberou vhodné vzorky dat tzv. testovací množina, o kterých předem víme, 
do které patří třídy, ovšem tyto vzorky musejí být odlišné od vzorků vybraných v první fázi. Tato data 
se pak použijí jako vstup pro klasifikátor. Díky známostí cílové třídy, do kterých vybraná data patří, 
můžeme procentuálně určit, v kolika případech klasifikátor správně zařadil data a zda jsou vytvořená 
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pravidla vhodná pro klasifikaci skutečných, zkoumaných dat. Podrobněji budou jednotlivé metody 
pro klasifikaci rozebrány v následujících podkapitolách. 
Proces predikce se používá na data, která mají obecně indiskrétní charakter. Nejpoužívanější 
metodou predikce je lineární jednoduchá a lineární násobná regrese. 
3.1 Klasifikace pomocí rozhodovacích stromů 
Na základě testovacích dat se vytvoří stromová struktura, pomocí které jsou pak klasifikována cílová 
data. Rozhodovací strom je acyklický graf stromové struktury, jehož nelistové uzly představují 
testování hodnot jednotlivých atributů a listové uzly pak třídy, do kterých data klasifikujeme. 
Z nelistového uzlu vedou většinou dvě spojnice, které představují rozhodnutí na základě hodnoty 
testovaného atributu. 
Tato metoda se dokáže velmi dobře vypořádat s chybějícími vlastnostmi dat, nebo s daty které 
obsahují velké množství atributů. Stejně tak se dá požít i na data u kterých není známa doménová 
znalost. Patří k metodám, které jsou díky stromové struktuře dobře čitelná a dají se díky této struktuře 
dobře a snadno převést na odpovídající klasifikační pravidla [7]. 
Pro vytvoření rozhodovacího stromu existuje celá řada algoritmů, které jsou ovšem v jádru 
stejná. Vstupem do algoritmu jsou data potřebná pro trénování. Rozhodovací strom je vytvořen 
rekurzivně shora dolů od kořenového uzlu směrem k listovým uzlům metodou „Rozděl a Panuj“ [3]. 
Tímto způsobem je vytvořena stromová struktura a trénovací data jsou rozdělována na podmnožiny 
trénovaných dat. Základní algoritmus je uveden níže a byl převzat z [11]. Tento algoritmus obsahuje 
příkaz „Vyber atribut s největší rozhodovací schopností“. Jde o heuristickou metodu, která na základě 
výpočtu očekávané informace potřebné pro klasifikaci vzorku dat a entropie určí pro každý atribut 
tzv. „gain ratio“. Atribut s největším „gain ratio“ je pak vybrán jako ten s největší rozhodovací 
schopností [3]. 
 
 
Algoritmus 3.1. Vytvoření rozhodovacího stromu [11]. 
 
Vstup 
S = Data z trénovací množiny, jejichž atributy jsou transformované na diskrétní hodnoty 
L = Seznam atributů. 
 
Výstup 
Rozhodovací strom 
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Metoda 
function CreateTree(S, L) : Tree 
begin 
• Vytvoř nový uzel N 
• if(vzorky S jsou ve stejné třídě C) then return N jako list dané třídy C 
• if(seznam atributů L je prázdný) then return N jako list nejběžnějších tříd ve množině 
vzorků S 
• Vyber atribut A ze seznamu L „nejvyšší rozhodovací schopností“ a odstraň jej z tohoto 
seznamu 
• Pojmenuj uzel N jménem vybraného atributu A 
• for (každou možnou hodnotu ai atributu A) do 
o vytvoř větev z uzlu N pro podmínku „ A == ai“ 
o Nechť si je podmnožina vzorků z S u nichž „A== ai“ 
o if(si je prázdná) then připoj k větvi list s nejběžnější třídou v množině S 
else připoj k větvi podstrom vzniklý rekurzivním voláním CreateTree(si, L) 
end 
3.1.1 Ořezání rozhodovacího stromu 
Vzhledem k tomu že data mohou obsahovat tzv. „šum“ nebo-li data, která nejsou žádoucí pro 
klasifikaci či odlehlé hodnoty, může dojít při generování rozhodovacího stromu k vygenerování větví, 
které obsahují taková data. Proto existují metody, které se snaží rozhodovací strom ořezat od 
takovýchto dat a udělat tak strom čitelnější a lépe průchozí. Ořezáním dojde také ke zrychlení celé 
klasifikace.  
 Existují dvě základní metody ořezání. Každá má své výhody, ale i nevýhody. První je tzv. 
„prepruning“ což je metoda, která provádí ořezání stromu již při jeho generování. U každého uzlu se 
rozhoduje, jestli se bude provádět další dělení na podmnožiny trénovacích dat, nebo se nahradí 
listovým uzlem reprezentující třídu nejvíce obsažených vzorků v tomto uzlu. Druhou metodou je tzv. 
„postpruning“, tato metoda ořezává strom až po jeho dokončení. Nežádoucí uzel je nahrazen listovým 
uzlem, kterému je přiřazena třída vyskytující se v odstraněném podstromu nejčastěji. 
3.2 Bayesovská klasifikace  
U této metody se předpokládá, že trénovací data splňují určité pravděpodobnostní rozložení atributů 
pro odlišné třídy a zároveň, že vliv hodnoty jednoho atributu výsledné třídy je nezávislý na ostatních 
hodnotách jiných atributů. Bayesovská klasifikace je metoda založená na statistice 
a pravděpodobnosti. V této metodě je podle statistických metod určeno, s jakou pravděpodobností 
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patří prvky do jednotlivých tříd. Vzorek pak bude zařazen právě do té třídy, u které má největší 
pravděpodobnost, že se v ní nachází [11]. Konkrétně k tomu tato metoda používá tzv. Bayesův 
vzorec. Tato metoda je vhodná pro práci s daty, která obsahují velké množství atributů.  
 
3.2.1 Podmíněná pravděpodobnost, Bayesův vzorec 
Tato klasifikační metoda využívá pro klasifikaci tzv. Bayesův vzorec, ten je založen na podmíněné 
pravděpodobnosti, která bude následně vysvětlena. Informace byly čerpány z [11] a [3]. 
Podmíněnou pravděpodobnost definujeme takto, Nechť A a B jsou dva obecně různé jevy. 
Potom zápisem P(A|B) budeme značit podmíněnou pravděpodobnost jevu A za podmínky jevu B. To 
nám udává pravděpodobnost, že pokud nastal jev B, nastane i jev A. Podmíněná pravděpodobnost je 
pak vypočítána podle vzorce [11]. 
 
                                                    | =  
	
 ∩
	
 (3.1) 
 
Na základě tohoto vzorce a znalosti, že při výpočtu průniku nezáleží na pořadí množin  ∩  =
  ∩ , je možné odvodit Bayesův vzorec. Pokud vycházíme ze vzorců pro podmíněné 
pravděpodobnosti | a |. 
 
                                       | =  
	
 ∩
	
, | =  
	 ∩

	

                      (3.2) 
 
Vyjádřením výše uvedených vzorců a jejich porovnáním dostaneme po úpravách konečně Bayesův 
vzorec. Tento vzorec pak hraje zásadní roli při zařazování dat do příslušných tříd. 
                                       | =  
	
	
 ∩
	
  (3.3) 
 
3.2.2 Jednoduchá Bayesovská klasifikace 
V této kapitole bude popsán princip jednoduché bayesovské klasifikace. Princip činnosti je 
následující podle [3]. 
Pro vstupní vzorek dat do této metody zvolíme označení X = (x1, x2, …x xn), kde x1, … xn, 
představují jednotlivé hodnoty atributů. Pro třídy do kterých tento vzorek budeme zařazovat 
zavedeme označení C1, C2, … , Cm. Z toho vyplívá, že Bayesův vzorec bude mít následující podobu: 
                                         
                                      | =  
		|
	
 (3.4) 
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Jeli pro daný vzorek dat P(Ci|X) maximální, patří zvolený vzorek dat do této třídy. Tento vztah nám 
vyjadřuje pravděpodobnost, že vzorek X patří do třídy Ci. Zde musíme důrazně rozlišovat dva pojmy 
a to P(Ci|X) a P(X|Ci). Jelikož druhý ze zmíněných nám udává, jaká je pravděpodobnost, že libovolný 
prvek vybraný ze třídy Ci bude mít stejné hodnoty atributů jako prvek X [11]. Jelikož je P(X) 
konstantní pro všechny třídy stačí najít pro kterou třídu Ci je hodnota výrazu P(X|Ci)P(Ci) maximální.  
 
P(Ci) nám udává pravděpodobnost, s jakou libovolně zvolený prvek patří do třídy Ci. Ta se jednoduše 
určí pomocí vzorce: 
 
                                                      =  

||  (3.5) 
 
Kde |S| značí počet prvků trénovací množiny S zařazené do třídy Ci a si je počet všech trénovacích 
vzorků patřících taktéž do třídy Ci..  
 
P(X|Ci) udává, jaká je pravděpodobnost, že libovolný prvek vybraný ze třídy Ci bude mít stejné 
hodnoty atributů jako prvek X. Výpočet této pravděpodobnosti je zjednodušen na základě faktu, že 
hodnoty jednotlivých atributů jsou navzájem nezávislé. Formálně to můžeme zapsat následovně: 
 
                                                  (|) = ∏ (, )  (3.6) 
 
Kde hodnoty ( , ) určíme podle toho, jakých hodnot nabývá xk. Rozlišujeme dva případy, které 
mohou nastat. xk může nabývat diskrétních hodnot, nebo spojitých. 
• Pokud xk nabývá diskrétních hodnot potom se daná pravděpodobnost určí podílem: 
 
                                        (|) =     (3.7)  
 
Tedy podílem, kde sik je počet vzorků z trénovací množiny S zařazené do třídy Ci, jejichž k-tý 
atribut má hodnotu xk, a si je počet všech trénovacích vzorků patřících do třídy Ci. 
• Pokud xk nabývá spojitých hodnot, potom se pravděpodobnost určí na základě vzorce: 
         
                                       P() =  (; ;  !) =  1 #√2& '
−12(
)−#
 # )
2
 (3.8) 
 
Kde *( , + ,  + , ) je Gaussovo normální rozložení pro k-tý atribut s hodnotou xk , + je 
průměrná hodnota a  + je směrodatná odchylka pro k-tý atribut patřící do třídy Ci. 
 14
3.3 Klasifikace pomocí neuronové sítě 
Klasifikace pomocí neuronové sítě využívá umělých neuronů, které jsou vytvořeny podle skutečných 
biologických neuronů a procesů probíhajících v mozku. Schéma umělého neuronu je na obrázku 3.2. 
 
Obrázek 3.2 – Schéma neuronu. Převzato z [11] 
 
Jako vstup do neuronu slouží neomezený počet vstupních hodnot x1,x2, …, xn, které jsou získány jako 
výstupy jiných neuronů nebo ze vstupních dat. Hodnoty w1, w2, ..., wn představují jednotlivé váhy 
vstupních dat tzv. synapse. Výstup y se získá jako suma všech vstupních dat a jejich vah, ke kterým je 
přičtena vnitřní konstanta   neuronu a tento výsledek nazýván jako bias je ještě transformován 
pomocí tzv. aktivační funkce f. Tento výstup pak může být použit jako vstup pro další neurony nebo 
může být brán jako výstupní hodnota, na základě které bude provedena klasifikace. Z takovýchto 
neuronů bývá pak sestavena celá neuronová síť. Ta se obvykle skládá z několika vrstev. Vstup bývá 
získán ze vstupní vrstvy, ta dále rozesílá signály do další vnitřní tzv. skryté vrstvy. V síti bývá 
obvykle alespoň jedna skrytá vrstva. Ta předává signály vrstvě výstupní, ze které jsou pak získány 
výstupní hodnoty. Obecně tuto neuronovou síť popisuje obrázek 3.3.  
 
Obrázek 3.3 – Třívrstvá neuronová síť. Převzato z [11] 
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3.3.1 Učení neuronové sítě 
Učení neuronové sítě se provádí pomocí metody Back-Propagation. Toto učení je založeno na tzv. 
gradientní metodě. A jelikož se jedná o učení s učitelem, je možné určit míru chyby pomocí chybové 
funkce [22]: 
 
                                                         , =  ! ∑ (./ − 0/)
!/  (3.9) 
 
Tato funkce vyjadřuje druhou mocninu mezi očekávaným výstupem 0/ j-tého prvku 
a skutečným výstupem [22].  
 Učení neuronové sítě probíhá tak, že na začátku jsou hodnoty vah a biasy nastaveny na nízké 
náhodné hodnoty. Na vstupní vrstvu se přivede první vzorek dat z trénovací množiny. Vstupní vrstva 
tyto hodnoty předá první skryté vrstvě. Zde každý neuron určí sumu součinů jednotlivých vah se 
vstupními hodnotami, ke které přičte svůj bias. Ten je dále upraven pomocí aktivační funkce. 
Výsledek z této aktivační funkce je pak šířen do dalších vrstev. Výstupní vrstva pak vytvoří výstupní 
vektor, který je výsledkem pro vstupní data. V případě klasifikace lze tímto vektorem označit 
přiřazenou třídu. Dále se musí porovnat získaný vektor s vektorem, který byl očekáván jako výstup 
pro zvolená trénovací data. Podle odlišnosti jsou pak zpětně měněny hodnoty vah a biasů jednotlivých 
neuronů tak, aby vektor odpovídal předpokládanému vektoru. Tento krok se pak opakuje pro všechna 
trénovací data, dokud se síť nenaučí správně určit vektor pro všechna data z trénovací množiny. 
3.4 SVM klasifikátor 
Je moderní metoda strojového učení, kterou lze používat pro klasifikaci lineárních i nelineárních dat. 
SVM (Support Vector Machines) využívá efektivních algoritmů pro nalezení lineárních hranic 
a současně umožňuje reprezentovat i složité nelineární funkce. Klasifikace dat pak probíhá na základě 
vytvoření n-dimenozionální hyperroviny, která rozděluje data do dvou tříd. Tato hyperrovina je 
hledána pomocí podpůrných bodů, což jsou body v prostoru reprezentující vzorky dat z trénovací 
množiny, které jsou nejblíže hledané hyperrovině. Cílem je potom nalézt takovou hyperrovinu, která 
maximalizuje vzdálenosti mezi třídami datových vzorků v prostoru [7]. Tento klasifikátor pak pracuje 
na podobném principu jako neuronové sítě.  
 V praxi se pak této metody používá při rozpoznávání obrazu, ručně psaných textů, pro 
analýzu dat tykající se genové exprese a v oblasti bioinformatiky. 
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3.4.1 Lineární separovatelnost dat v SVM klasifikátoru 
V následují kapitole, bude popsán příklad lineární separovatelnosti dat pomocí SVM klasifikátoru. 
Jde o metodu, kdy jsou data rozdělena do tříd pomocí oddělující přímky [3]. Mějme tedy 
dvourozměrný prostor S s atributy (X1,y1), (X2,y1), … (X|n|,y|n|), kde Xi jsou vzorky dat z trénovací 
množiny, které jsou asociovány s třídou yi nabývající hodnoty +1 či -1. Oddělující hyperrovina je pak 
obecně definována jako: 
 
W  X + b = 0 (3.10) 
 
Kde W = {w1, w2, …, wn} reprezentuje váhový vektor a b reprezentuje bias (stejné jako u neuronových 
sítí). 
X = {x1, x2, … , xn} je datový vzorek, který obsahuje n atributů. 
Při rozhodování o tom do jaké třídy nový neoznačený objekt patří, se většinou rozhodujeme na 
základě již známých a označených objektů, které jsou těm novým nejvíce podobné. Pak můžeme říci, 
že pokud jsou si dva objekty Xa a Xb podobné, budou podobné či shodné také jejich třídy Ya a Yb do 
kterých objekty náleží. K porovnání objektů slouží funkce, která vrací číselnou hodnotu určující 
podobnosti objektů pro vstupní objekty z daného prostoru. 
 Pokud budeme uvažovat, že jako bias je požita váha w0 může být hyperrovina zapsána jako  
 
w0 + w1x1 + w2x2 + … + wnxn = 0 (3.11) 
 
Pokud vykreslené přímky jednoznačně oddělují data ve grafu (obrázek 3.4), lze říci, že jsou lineárně 
separovatelná a pro oddělená data, která leží nad oddělující hyperrovinou platí vztah 
 
w0 + w1x1 + w2x2 + … + wnxn > 0 (3.12) 
 
a pro data ležící pod hyerrovinou platí vztah 
 
w0 + w1x1 + w2x2 + … + wnxn < 0 (3.13) 
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Obrázek 3.4 - Lineární separace hyperroviny s okraji. Převzato z [3] 
 
Pokud rovina nedokáže vzorky dat od sebe jednoznačně oddělit, budeme hledat takovou, která to 
udělá jak je to nejlépe možné. Jak již bylo popsáno, snahou je nalezení takové roviny, která bude 
maximalizovat vzdálenosti mezi hyperrovinou a nejbližšími dobře oddělitelnými vzorky dat z obou 
tříd, tím lze zpracovávat i data která obsahují šum. 
 Pro data, která nejsou lineárně separovatelná, je postup vytvoření klasifikátoru obdobný. 
Pouze se liší v prvním kroku, kdy je potřeba provést nelineární mapování vstupních dat do n-
dimenzionálního prostoru, ve kterém již budou tato data separovatelná lineárně. Mějme vstupní 
prostor definovaný atributy x = (x1, x2). Dále mějme pozitivní trénovací hodnoty, dávající hodnotu 
y = + 1, které jsou uvnitř kruhu a negativní hodnoty y = -1, které leží vně kruhu. Pro takovýto vstupní 
vzorek dat lineární hranice neexistuje [23] obrázek 3.5. 
 
Obrázek 3.5 – nelineárně separovatelná data [23] 
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Proto je nutné vstupní data vhodně modifikovat tak, aby vznikl nový vstupní prostor, kde je možné 
pozitivní a negativní vzorky od sebe oddělit linarně. Modifikací se pak rozumí mapování vstupního 
vektoru x do nového vektoru s jinými hodnotami atributů pomocí funkce F(x). Tato modifikace se 
provede třetího atributu založeného na prvních dvou, takže místo původních dvou atributů (x1, x2) 
vzniknou tří definované následujícími funkcemi [23]: 
 
                                                    1 = ! ;       1! = !! ;     12 = 32! ;  (3.14) 
 
Obrázek 3.6 ukazuje původní vzorek vstupních dat mapován do nového trojrozměrného prostoru, ve 
kterém jsou obě třídy lienárně separovatelné. 
 
 
Obrázek 3.6 – Původní vstupní množina dat mapována do tří  
dimenzionálního prostoru [23] 
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3.5 Gaussian Mixture Model  
Tento model je stejně jako Bayesovská metoda klasifikace, založen na statistickém rozpoznávání 
vzorů využívající pravděpodobnosti. Vychází tedy z předpokladu, že modely stejných tříd mohou mít 
i některé společné statistické vlastnosti. Jedná se tedy o model popisující rozložení hustoty 
pravděpodobnosti, který využívá k modelování hledané třídy směsici Gaussových funkcí. Gaussova 
funkce je definována vzorcem: 
 
                                                  4() =  (; ;  !) =  √!567 '
8(98:)7
7;7
 (3.15) 
 
Kde  vyjadřuje střední hodnotu a  ! znamená rozptyl Gaussovy funkce.  
 
Graf této funkce má tvar zvonu a je vyobrazena na obrázku 3.7.  Pro limitu Gaussovy funkce platí, že 
x → ±∞ = 0. 
 
Obrázek 3.7 – Graf gaussovy funkce 
 
 Součástí klasifikačního modelu Gaussian Mixture Model (GMM) je i algoritmus Expection 
Maximization (EM).  Jde o algoritmus, který je řazen mezi iterativní algoritmy hledající maximální 
odhad pravděpodobností parametrů tzv. likelihood modelů.  Algoritmus se skládá ze dvou základních 
kroků, jak již název napovídá, Expection a Maximization. V prvním kroku se algoritmus snaží 
vypočítat odhad pravděpodobností zahrnutím skrytých hodnot jako by byly pozorovány podle vzorce 
3.16.  
 
                                          </() =
=>
(8?)@(A;B>
(8?);∑  (8?)> )
∑ =
(8?)C
D? @(A;B
(8?);∑  (8?) )
 (3.16) 
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Kde E/  jsou váhy jednotlivých gaussových funkcí.  
Druhý krok se snaží o maximalizaci pravděpodobností parametrů očekávaných v prvním kroku. 
V tomto kroku se vypočítávají nové odhady střední hodnoty  (vzorec 3.18), rozptyl gaussovy funkce  
 ! (vzorec 3.19) a váha pro gaussovy funkce (vzorec 3.17). 
 
                                                        E/
() =  @ ∑ </()
@
              (3.17) 
 
                                                       /
() =  ∑ F>(A)
G
D?  A
∑ F>(A)GD?
                                                                (3.18) 
 
 
                                                      ∑ =  ∑ F>HAI B>
()JHAI B>
()J
KG
D?
∑ F>(A)GD?

/                                                 (3.19) 
 
Ukončovacím kritériem celého EM iterativního algoritmu je malý nebo žádný přírustek likelihood, 
nebo je nastaven fixní počet kroků. Pro větší efektivitu výpočtu se používá tzv. log-likelihood, 
protože výsledky likelihood jsou moc velká čísla, zlogaritmováním se nám hodnoty zmenší na 
únosnou mez. 
 
3.6 Predikce 
Metoda predikce na rozdíl od klasifikace je metoda přiřazující datům hodnoty, které mají obecně 
spojitý charakter. Neboli předpovídání výsledků dat. Existují dvě nejpoužívanější metody predikce 
lineární jednoduchá a násobná regrese, nelineární regrese. Tyto metody budou podrobněji pospány 
v následujících kapitolách. 
 
3.6.1 Lineární jednoduchá a násobná regrese 
Regrese je pojem, který označuje statistické metody používané pro odhad hodnoty náhodné veličiny 
(nazývané závislá či cílová proměnná) na základě znalostí jiných veličin (nezávislá proměnná).  
Regrese tedy vyjadřuje závislost mezi jednou či více nezávislých a závislou proměnou nabývající 
spojitých hodnot. Při nasazení metody predikce v procesu získávání znalostí jsou nezávislé proměnné 
reprezentovány jednotlivými atributy datového vzorku a závislá proměnná je reprezentován jako 
cílový atribut, jehož hodnota je predikována. 
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 U lineární regrese je závislost proměnných vyjadřována přímkou a podle počtu proměnných 
hovoříme o regresi jednoduché či násobné. Jednoduchá lineární regrese očekává data ve tvaru (x1, y1), 
(x2, y2), … , (xn, yn), kde x1 reprezentuje vstupní atribut a y1 výstupní atribut. Jednoduchá lineární 
regrese vyjadřuje závislost cílové proměnné na jedné nezávislé proměnné. Tato závislost je 
definována přímkou o rovnici 
 
                           Y = aX + b (3.20) 
 
Kde Y vyjadřuje závislou proměnnou a nezávislá proměnná je vyjádřena X. a, b jsou koeficienty 
určující parametr přímky. Nejznámější metoda pro určení koeficientů a,b je metoda nejmenších 
čtverců, která nalezne takové hodnoty a,b, pro které platí, že součet odchylek skutečných hodnot od 
očekávaných je minimální. Tato metoda je znázorněna na obrázku 3.8. 
 
Obrázek 3.8 - Jednoduchá lineární regrese založená na metodě hledání nejmenších 
čtverců [3] 
 
 Násobná regrese rozšiřuje jednoduchou regresi a to tak, že cílová proměnná nezávisí pouze na 
jedné, ale na více nezávislých proměnných. Násobná regrese má potom tvar 
 
Y = a0 + a1X1 +  a2X2 + … + anXn (3.21) 
 
Kde n označuje počet X nezávislých proměnných a pro výpočet hodnot koeficientů a0,.. ,  an se opět 
použije metoda nejmenších čtverců [3]. 
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3.6.2 Nelineární regrese 
Nelineární regrese vyjadřuje závislost dat nelineárních funkcí (exponenciální, lomená, kvadratická 
funkce) libovolného tvaru s libovolným počtem proměnných a koeficientů. Příkladem nelineární 
regrese je polynomiální funkce tvaru 
 
Y = a0 + a1X +  a2X2 +  a3X3 (3.22) 
 
Často je nelineární regrese řešena transformací na lineární, kterou je pak možno snadno vyřešit 
pomocí metody nejmenších čtverců. Pro důkaz nám stačí zavést nové proměnné X1, X2, X3 kde 
X1 = X, X2 = X2, X3 = X3 a tyto nové proměnné dosadíme do vzorečku 3.21 a dostaneme vztah 
 
Y = a0 + a1X1 +  a2X2 + a3X3 (3.23) 
 
Čili vztah pro výpočet vícenásobné lineární regrese. 
 
 
 
3.7 Shrnutí 
Cílem kapitoly bylo vysvětlit jednotlivé metody používané pro klasifikační a predikční metody 
dolování dat. Kapitola tvoří teoretický základ celé diplomové práce. Z uvedených metod pro 
klasifikaci bude jedna vybrána a implementována do vlastní aplikace.  
Jsou zde popsány metody založené na statistické pravděpodobnosti, jako je Bayesovská 
klasifikační metoda, či Gaussian Mixture Model (GMM), dále klasifikační metody využívajících 
neuronových sítí, nebo metody založené na lineární separovatelnosti dat (SVM). Predikční metody 
zde byly jen nastíněné, neboť nejsou předmětem této diplomové práce.  
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4 Multimediální databáze 
S rychle se rozvíjejícím technologickým pokrokem a čím dál tím větší potřebě multimediálních dat, 
vznikla otázka kam takováto data ukládat. Vhodným prostředkem splňující potřeby uživatelů jsou 
databázové systémy, převážně proto, že splňují základní podmínky, kterými jsou konzistence, 
souběžnost, integrita, dostupnost dat a dále poskytují pro uživatele funkce, které usnadňují manipulaci 
s daty. Těmito funkcemi jsou například snadná manipulace, dotazování a získávání relevantních 
informací z velkého množství dat. Tyto databázové systémy musejí být ale upraveny a to především 
díky tomu, že multimediální data jsou nestrukturovaná a heterogenní a nemohou být použita pro 
jejich uložení relačních databázových systémů převážně určených pro ukládání strukturovaných dat. 
Proto tyto databázové systémy musejí být rozšířeny o postrelační (objektové) vlastnosti [8]. 
K hlavním úkolům multimediálních databází patří poskytovat uložená data a informace, které jsou 
k nim přidruženy. Což díky povaze multimediálních dat není tak lehké. Proto je vyhledávání 
v multimediálních datech založeno na metadatech, čili na datech, které uchovávají informace 
o obsahu, ke kterému náleží. Metadata lze získat dvěma hlavními přístupy. Převzato z [9]. 
Dle popisu dat – Jedná se o sémantický popis dat např. vytvoření názvů, klíčových slov, popis 
osob, objektů, akcí, scénářů. Tyto popisy nelze vytvořit automaticky, proto je musíme vytvořit při 
jejich ukládání, nebo při systematickém třídění obsahu. Tento způsob není nikterak jednoduchý ani 
levný, stejně tak popis dat nebývá moc kvalitní díky subjektivnímu přístupu. 
Automatický popis obsahu – ten se provádí na základě syntaxe dat prováděné plně, nebo 
alespoň částečně automatizovaně. Tento způsob odstraňuje nedostatky předcházející metody. 
Například u zvuku se jedná o popis klíčových slov, nástrojů, not, tempa apod. U obrazových dat 
máme k dispozici histogram barev, textury, hrany, pohyb, umístění, popis biometrické informace. 
Ještě existuje třetí způsob a to kombinace obou předchozích, kdy známe například název 
snímku, datum jeho pořízení a ostatní klíčové vlastnosti jsou extrahovány z jeho obsahu. 
 
Vyhledávání, jak již bylo popsáno výše, není v tomto případě tak jednoznačné a triviální jako 
u relačních databází. V tomto případě se využívá vizuálního vnímání lidí a zejména nalezení 
podobnosti. Ve vyhledávání zaměřeném na obsah se zejména používají dva typy dotazů [9]. 
Specifikace vlastností – pro vyhledávání zadáme například náčrtek, zvolíme barvu, texturu či 
tvar, zadáme úryvek melodie. Z takovéto specifikace obecné vlastností je extrahován deskriptor (např. 
vektorů, popisujících vlastností) a ten je porovnáván s uloženým obsahem. 
Předložení vzorového obrazu – opět je z přiloženého vzorového obrazu extrahován 
deskriptor, který je následně porovnáván s deskriptory obsahů uložených v databázi. Z databáze jsou 
vybrány ty, které jsou nejbližší zadanému a měli by tak být nejpodobnější vyhledávanému obsahu. 
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4.1 Proces dolování multimediálních dat 
Proces dolování dat z multimédií není ve své podstatě některak odlišný od obecného procesu 
získávání znalostí popsaném v kapitole 2. V této kapitole bude tento proces upřesněn z pohledu 
dolování z multimediálních dat. 
 Architektura dolování dat z multimedií je zobrazena na obrázku 4.1. Zde jsou znázorněny 
jednotlivé korky procesu. Přerušované šipky v levé části znázorňují interaktivnost procesu a šipky od 
doménové znalosti její důležitost v daných částech dolovacího procesu. 
 
Obrázek 4.1 - Proces dolování multimediálních dat. Převzato z [10] 
 
Kroky časoprostorová segmentace a extrakce rysů odpovídají předzpracování dat v obecném 
procesu získávání znalostí. Krok časoprostorová segmentace je důležitým krokem, který data 
rozčleňuje na jednotlivé části, které mohou být charakterizovány jednotlivými atributy a rysy. Při 
extrakci rysů se zaměřujeme především na extrakci nízkoúrovňových rysů obrázků a video dat. Tento 
proces je pak popsán v následující kapitole. 
Samotné dolování znalostí je pak prováděno v kroku Získávání vzorů. Tento krok není 
některak odlišný od kroku dolování dat v obecném popisu procesu získávání znalostí. Pro samotné 
dolování se také používají stejné dolovací metody (klasifikace, asociace, shluková analýza, atd.), 
které jsou upraveny pro získávání multimediálních vzorů.  
Posledním krokem je opět vyhodnocení a prezentace získaných znalostí. Jde především 
o definici užitečných znalostí a jejich prezentaci koncovému uživateli.  
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4.2 Extrakce rysů  
Extrakce rysů je prováděna především u automatického získávání popisu multimediálních dat. Jedná 
se o vytváření vektoru rysů tzv. deskriptoru. Za rysy jsou považovány určité charakteristické 
vlastnosti obsahu média. Z video dat a obrázků jsou získávány dva hlavní typy rysů. Jsou to lokální 
a globální rysy. U globálních rysů jsou u obrázku popisovány vlastnosti celého obrázku  u video dat 
jsou to pak vlastnosti celého záběru, který je reprezentován jedním nebo více snímky [8]. 
Také se extrakce rysů rozlišuje na určité úrovně: 
• Nízké úrovně rysů – Představuje jednoduchý mechanizmus extrakce rysů základních 
fyzikálních charakteristik. Tedy nezabývají se získáváním informací o vlastnostech, neboli 
sémantikou. V případě obrazových dat mohou být extrahovány například textury, barva, 
obrazce. U zvukových jsou to například noty, nástroje, amplitudy apd.. Podrobněji budou tyto 
techniky popsány v následující kapitole. 
• Střední úrovně rysů – Tento způsob zastupuje způsob vidění dat. Jedná se o statistické 
výpočty na nízko úrovňových extrahovaných datech, které jsou pak použity pro podobnostní 
porovnávání.  
• Vysoká úroveň rysů – Jedná se o způsob, jakým jsou data vnímána, jde tedy především 
o sémantický význam dat. Zde jsou na výsledky z předchozích kroků použity ve většině 
případů učící algoritmy (Markovy modely, Gaussovy). 
4.3 Nízkoúrovňové vizuální rysy 
Jak již bylo řečeno v předcházející kapitole, nízkoúrovňové rysy jsou získávány automaticky přímo 
z digitální reprezentace multimediálních dat. Výsledkem extrakce jsou pak metadata, která slouží pro 
podobnostní vyhledávání v databázích. Rysy získané na této úrovni nejsou stejné, jako je vnímá 
člověk. Jsou strojovější a jednodušší. Pro popis video dat a obrázků se nejčastěji používají vizuální 
rysy nízké úrovně, které nejčastěji popisují vlastnosti dat, jako jsou barva, textura, tvar, pohyb 
a umístění [8]. 
 
4.3.1 Extrakce lokálních rysů z obrazu 
Lokální nízkoúrovňové rysy se týkají časoprostorové části snímku. Extrakci lokálních rysů si můžeme 
rozdělit do dvou základních kroků. První je detekce „Regionů zájmu“ (ROI) v obraze, ty mohou být 
reprezentovány jako hrany, rohy nebo spojité oblasti. Druhým krokem je pak extrakce lokálních 
obrazových rysů včetně jejich okolí, nebo-li popis detekovaných regionů zájmu. Nejdůležitější 
vlastností je opakovatelnost, neboli schopnost stejných detekcí a popisu při různých fotometrických, 
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geometrických podmínkách a šumu [24]. Pro extrakci lokálních rysů se využívají tři základní metody 
[24]: 
MSER (Maximaly Stable Extremal Regions) metoda pro nalezení spojitých komponent vhodně 
prahovaného obrazu tak, aby byly maximálně stabilní. Extremal zde pak znamená, že všechny pixely 
uvnitř regionu musejí mít intenzitu nižší nebo vyšší než pixely na okraji regionu. Pro popis těchto 
oblastí je použita metoda Scale Invariance Geature Transform (SIFT). 
SIFT (Scale Invariance Geature Transform) je metoda, jak již bylo uvedeno, která se využívá 
pro popis regionů nalezených pomocí metody MSER. SIFT zachycuje určitou informaci 
o elipsovitém okolí středu regionu pomocí histogramu lokálně orientovaných gradientů a ukládá je 
jako 128 bitový vektor. 
SURF (Speeded Up Robust Features) metoda je využívána obdobně jako metoda SIFT pro 
detekci mnoha zájmových bodů. SURF je založen na výpočtu determinantu Hessovy matice 
z integrálního obrazu. Navíc tato metoda popisuje oblasti pomocí  Haarovy vlnové transformace. 
Jelikož je zpracování takto získaných vektorů složité, protože jich je velké množství využívá se 
zpracování pomocí shlukování mnoho dimenzionálních lokálních rysů do velkého počtu tříd, které je 
pak možné považovat za vizuální slova. Celý proces se skládá ze čtyř kroků. V prvním kroku jsou 
extrahovány lokální rysy do 128 bitového vektoru. Ve druhé kroku je provedeno shlukování pro 
nalezení shluků vyjadřujících vizuální slova. Ve třetím kroku je každý záběr vyjádřen váhovým 
vektorem, který se nazývá vektor dokumentu pomocí metody TF-IDF (Term Frequency – Inverse 
Document Frequency) [25]. V posledním kroku je prohledána databáze a jsou vybrány nejpodobnější 
dokumenty vektorů, které odpovídají zadanému dotazu.  
4.3.2 Extrakce globálních rysů z obrazu 
Globální nízkoúrovňové rysy se týkají celého záběru a jsou reprezentovány jedním, nebo několika 
snímky. Jedná se o poměrně jednoduchou metodu. Z obrázků se na nízké úrovni nejčastěji extrahují 
dominantní barvy v obrázku nebo její histogram či struktura [8]. Pro jejich popis se nejčastěji 
používají barevné modely HLS, HSV či YCbCr. Modely RGB ani CMYK nejsou pro tyto rysy příliš 
vhodné, protože příliš neodpovídají lidskému chápání barev.  
 
4.3.2.1 Textura  
Je vlastnost všech reálných povrchů objektů. Jedná se o projekci třírozměrného povrchu reálného 
tělesa do dvourozměrného prostoru. Skládá se většinou z vizuálních vlastností jako je kontrast, 
pravidelnost, zaměřenost, nebo hmatový charakter jako je hrubost, drsnot apod. V digitální 
reprezentaci je složena z opakujících se elementů (primitiv), která mohou být popsána staticky, 
geometrickou nebo frekvenční charakteristikou. Jedním z nejpoužívanějších způsobů popisu 
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texturních informací je extrakce rysů z frekvenční oblasti pomocí Gaborových filtrů nebo Haarových 
waveletů. Ukázka Gaborových filtrů je na obrázku 4.2.  
 
 
Obrázek 4.2 - Ukázka Gaborových frekvenčních filtrů. Převzato z [8] 
 
4.3.2.2 Barva 
Jedná se o základní rys společně s barevným rozložením, používaný k popisu video dat a obrázků. 
Mezi základní rysy barvy patří například histogram, dominantní barva, struktura. Pro popis barevných 
rysů existují tyto základní barevné modely: HLS, HSV či YCbCr. Modely RGB ani CMYK nejsou pro 
tyto rysy příliš vhodné, protože příliš neodpovídají lidskému chápání barev.  
Barevný model HSV skládá výslednou barvu složením barev červená, zelená a modrá. Tento 
model se skládá ze tří složek: Hue, neboli barevný tón určující převládající barvu, Saturation, neboli 
sytost barvy, která představuje příměs jiných spektrálních barev a Value, neboli jas, který udává 
příměs bílé barvy neboli bílého světla [19].  
Barevný model YCbCr je na rozdíl od barevných modelů, které znázorňují jednotlivé barevné 
složky, složen z oddělené jasové a chromatické složky. Je založen na faktu, že lidské oko dokáže 
dobře rozlišit změnu světlosti, ale nedokáže rozlišit změny v chromizačních signálech. Přenos barvy 
je zde reprezentován dvěma komponentami. Komponenta Cb představuje chromizační signál, který je 
určen rozdílem barvy modré a referenční hodnoty a komponenta Cr udává chromizační signál 
definovaný rozdílem červené barvy a referenční hodnoty. Komponenta Y obsahuje informace 
o světelnosti, neboli luminaci (dle Internacional Commission on Illumination, CIE), která udává sílu 
jasu, váhovanou funkcí spektrální citlivosti, která je charakteristická pro příslušný vizuální systém 
[18].  
4.3.2.3 Škálovatelné rozložení barvy v obraze 
Pro výpočet rozložení se používá deskriptor popsaný v MPEG-7 [20], který je podobný kódování 
JPG. Proces výpočtu je rozdělen do několika navazujících kroků. V prvním kroku je obrázek 
převeden do modelu YCbCr a následně převzrokovány všechny tři složky obrázku na velikost 8x8 
pixelů. V druhém kroku jsou prostorové souřadnice x a y převedeny na frekvenční souřadnice pomocí 
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kosínové transformace (DCT) u všech tří složek. V posledním kroku je provedena kvantizace 
výsledků. Z výsledků získaných pro všechny tři složky modelu YCbCr je vytvořen vektor rysů 
obsahující 51 koeficientů, kde prvních 21 je tvořeno výsledky ze složky Y, dalších 15 ze složky Cb 
a posledních 15 koeficientů ze složky Cr [14]. 
4.3.2.4 Tvar 
Abychom byly schopni detekovat tvary v obrázku, je nutné ho rozdělit na objekty, neboli regiony, 
které jsou definované jistou barvou, texturou, hranami, Tyto oblasti ovšem mohou mít stejné 
vlastnosti a přitom úplně jiný význam, či naopak. Oblasti je pak možné popsat jako plochy, které 
reprezentuje malá bitmapa, nebo za pomocí hran. Dalším způsobem je popis tvaru objektu za pomocí 
3D mřížky. Ta vznikne jako extrakce 3D tvaru objektu z jeho 2D reprezentace [8]. Jednotlivé 
reprezentace tvaru znázorňuje obrázek 4.3. 
 
Obrázek 4.3 - Reprezentace tvaru 3D mřížkou, hranami, plochou. 
 
4.3.2.5 Pohyb a umístění 
Pohybem je myšlen pohyb objektu mezi jednotlivými snímky záznamu, ale také transformace, rotace 
a deformace objektu. Nejjednodušším pohybem objektu je pohyb v jedné rovině, kdy objekt nemění 
svůj tvar, vzhled či velikost. Jedná se o translaci a někdy i rotaci objektu.  
Dalším typem pohybu je pohyb kamery. Ta se může pohybovat po svislé i vodorovné ose, 
přibližovat a vzdalovat a ve všech těchto úrovních může rotovat. Pohyb kamery se dá vypočítat 
pomocí fundamentálních matic. Ty lze odhadnout například pomocí shody několika náhodných bodů 
v následujících snímcích [8]. 
Obecným pohybem objektu na ploše je perspektivní transformace. Její výpočet je jen o málo 
jednodušší jako výpočet fundamentální matice [8]. 
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Umístění se používá k identifikaci pohyblivých objektů, které je pak možno obalit konvexní 
obálkou a zaznamenat jejich souřadnice. Pokud doplníme časové razítko, získáme tak časoprostorový 
lokátor [8]. 
4.4 Shrnutí 
Kapitola pojednávala o základech multimediálních databází a získávání znalostí z multimediálních 
databází, které jsou založeny na extrakci rysů. Rozlišujeme tři základní typy rysů a to: rysy nízké 
úrovně (textury, barva, pohyb), rysy střední úrovně (způsob zastupující vidění dat) a rysy vysoké 
úrovně (způsob jakým jsou data vnímána). Byly zde popsány také základní charakteristiky lokálních 
a globálních nízkoúrovňových rysů, jako jsou: SIFT, SURF, Barva, Škálovatelné rozložení barvy 
v obraze, Textura a Pohyb. Tyto informace slouží jako dobrý základ pro pochopení dat, nad kterými 
bude v rámci diplomové práce prováděna klasifikace. 
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5 Použité technologie 
Zadáním diplomové práce bylo vybrat jednu z metod, které jsou běžně používané pro klasifikaci dat 
s nízkoúrovňovými rysy a tuto metodu zakomponovat do vlastní aplikace. Dále bylo požadováno 
provedení experimentálních testů, jak s vlastní vytvořenou aplikací, tak s již existující aplikací 
LibSVM, které porovnají schopnosti správně klasifikovat vzorky dat obou klasifikátorů. Experimenty 
budou provedeny nad stejným datovým vzorkem a výsledky porovnány a vyhodnoceny. 
5.1 Datová sada TRECVid 
Dle zadání byla klasifikace rysů nízké úrovně prováděna nad datovou sadou TRECVid (TREC Video 
Retrleval Evalution). Jde o sérii konferencí, jejichž vznik se datuje do roku 2003 a jejím cílem je 
podpořit prostřednictvím otevřené mezinárodní evaluace výzkum v oblasti vyhledávání informací ve 
videu. Účastníkům konference je poskytnuta předpřipravená kolekce dat, nad kterou se provádí 
experimenty. Výsledky experimentů a použitých metod jsou pak účastníky konference porovnávány 
a vyhodnocovány [26]. 
 Pro uložení dat ze soutěže TRECVid je použit databázový systém PostresSQL. Databáze, nad 
kterou byly prováděny experimenty, nese název hlf_search.  
Diplomová práce se zabývá metodami extrakce rysů vysoké úrovně z nízkoúrovňových rysů 
dat. Tato metoda spočívá v klasifikaci snímků do konceptuálních tříd, tak jak lidé vnímají přítomnost 
či nepřítomnost konceptuálních tříd ve snímcích. Do tříd neboli konceptů mohou být definovány 
libovolné objekty či subjekty jako např.: auto, dveře, obličej, strom apod.  
Pro reprezentaci anotovaných videi z datové sady TRECVid bylo použito vhodného rozdělení 
tak, aby bylo možné provádět extrakci rysů vysoké úrovně nad velkým množstvím datových vzorků. 
Videa byla napřed rozdělena na menší snímky tzv. shots, které tvoří významné celky videí. Dále je 
každý úsek reprezentován jedním klíčovým snímkem tzv. keyframes, které jsou tvořeny především 
globálními nízkoúrovňovými rysy, jako jsou: barva, deskriptor škálovatelného rozložení barvy 
v obraze, deskriptor založeny na histogramu barev, deskriptor založený na vícestupňovém gradientu 
a deskriptor textur pomocí Gaborových funkcí. A pro každý takovýto klíčoví snímek je vytvořeno 
několik lokálních rysů snímku tzv. localfeatures. Jeden záznam lokálních rysů obsahuje deskriptory 
získané metodou SIFT a SURF. Jednak jsou zde uloženy jejich hodnoty označované též jako váhy 
a také indexy, kterých se tyto váhy týkají. Každý snímek je anotován do jednoho a více konceptů tyto 
snímky označujeme jako pozitivní, ale vyskytují se i snímky, které nebyly anotovány do žádného 
konceptu, tyto snímky označujeme jako negativní. 
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5.2 Databázový systém PostgresSQL 
Jedná se o objektově relační databázový systém, který je volně ke stažení i se zdrojovými kódy pod 
BSD licencí. Tato licence vyžaduje uvedení autora a informací o licenci doplněnou o upozornění na 
zřeknutí se odpovědnosti díla [27]. Tento databázový systém je plně kompatibilní s většinou 
operačních systémů Windows, Linux i různé verze UNIXů.  
 Databáze PostgresSQL splňuje základní vlastnosti, jakými jsou ACID (Atomicicty, 
Consistency, Isolation, Durability) Neboli Atomičnost, která zajišťuje provádění transakcí jako celek 
nebo vůbec, Konzistence znamená vzájemný soulad údajů v databázi, Isolovanost je podmínka 
zaručující, že operace uvnitř transakce jsou skryty před vnějšími operacemi a Trvanlivost, která 
zaručuje stálost dat po dokončení transakce.  
Jednou z mnoha výhod tohoto databázového systému je jeho rozšířitelnost. Systém může být 
rozšířen o nové datové typy, funkce, nebo procedurální jazyky. Díky této vlastnosti je možné přenést 
část aplikační logiky na stranu databázového serveru. Má také definován vlastní procedurální jazyk 
PL/pgSQL, který je odvozen od jazyka PL/SQL používaného u databází Oracle. Další výhodou této 
databáze je možnost manipulovat s velkými objemy dat.  
Data TRECVid potřebná pro klasifikaci nízkoúrovňových rysů jsou uložena právě 
v databázovém systému PostgresSQL, který je umístěn na školním serveru minerva2. 
Databáze obsahuje několik schémat, datové sady TRECVid, která jsou rozdělena podle logické 
příslušnosti k daným úlohám. Data, která byla použit pro klasifikaci nízkoúrovňových rysů jsou 
uložena ve schématu tv_serach, které obsahuje 18 tabulek. Ovšem pro účely diplomové práce byly 
použity jen některé z nich, které jsou popsány níže. Dále je na obrázku 5.1 vyobrazen objektový 
diagram využitých tabulek. 
•  tv_anotation 
Tato tabulka obsahuje všechny anotace pro klíčové snímky. Klíčový snímek může být 
anotován do několika různých konceptů, nebo do žádného konceptu. Proces anotace probíhá 
tak, že pro každý snímek je vytvořeno tolik záznamů kolik je definováno konceptů (v případě 
tv_search je to nyní 99 konceptů). Každý takový záznam snímků obsahuje příznak zda li je 
anotace jistá. Jelikož jsou data používána pro trénování klasifikátoru, jsou všechny snímky 
označeny jako jisté. Naopak snímky, které nejsou zahrnuty do žádného konceptu, jsou 
označeny jako negativní. 
• tv_ concept 
V této tabulce jsou obsaženy definice všech používaných konceptů společně s jejich popisem. 
Pro účely diplomové práce bylo použito prvních 20 konceptů z celkových 99 (např.: Parade, 
Exiting car, Running, Airplain Crash atd.). 
• tv_datasets 
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Jelikož se datová sada postupně rozrůstá o nová data, je potřeba je odlišovat od těch starých. 
K tomuto účelu slouží tato tabulka. Zde jsou definovány veškeré datové sady. 
• tv_keyframes 
Tato tabulka obsahuje popis klíčových snímků (takzvaných globálních rysů). Pro každý 
snímek jsou zde uloženy hodnoty 4 deskriptorů, kterými jsou: deskriptor škálovatelného 
rozložení v obrázku, deskriptor založený na histogramu, deskriptor založený na 
vícestupňovém gradientu a deskriptor textur pomocí Gaborových filtrů.  
• tv_localfeatures 
Obsahuje takzvané lokální rysy. Jde o shluky hodnot vyextrahovaných rysů metodou SIFT 
a SURF. SIFT slouží pro popis regionů nalezených pomocí metody MSER. Zachycuje tedy 
informace o středu regionu pomocí histogramu lokálně orientovaných gradientů. SURF je 
metoda pro detekci oblastí založená na výpočtu determinantu Hessianovy matice 
z integrálního obrazu. 
 
 
Obrázek 5.1 – ER diagram využité části databáze hlf_search – převzato od vedoucího 
diplomové práce Petra Chmelaře 
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5.3 Nástroj LibSVM 
LibSVM je nástroj, který v sobě integruje nejrůznější implementace SVM klasifikátorů sloužící pro 
řešení mnoha problémů. Nástroj je vyvíjen na univerzitě National Taiwan Univerzity, která leží na 
Taiwanu. Autory jsou Chih-Chung Chang a Chih-Jen Lin. Nástroj je volně šiřitelný pod BSD licencí. 
Jelikož LibSVM obsahuje jednoduché rozhraní, které je kompatibilní s programovacím jazykem 
C/C++ a Java, je možné LibSVM implementovat do vlastní aplikace jako modul pro klasifikaci 
pomocí SVM klasifikátoru.  
 Mezi hlavní výhody nástroje patří například různé implementace SVM klasifikátoru 
a regrese, efektivní všetřídní klasifikace, možnost použití cross-validace, výpočet pravděpodobnosti, 
váhování vstupu pro nevyvážená vstupní data a srozumitelné rozhraní pro ostatní prostředí a jazyky 
jak jsou například Matlab, Perl, Ruby a mnoho dalších [13]. 
Nástroj LibSVM může využívat pro grafickou prezentaci výsledků i externí nástroj Gnuplot 
dostupný na adrese [28]. Této aplikace využívá nástroj grid.py, kterému je potřeba parametry předat 
optimální nastavení a také cestu k souboru pgnuplot.exe obsažený právě v adresáři aplikace Gnuplot. 
5.3.1 Načtení vstupních dat 
U nástroje LibSVM je přesně definován formát v jakém musejí být vstupní data. Tento formát je 
potřeba dodržet jinak aplikace nebude správně fungovat. Formát vstupních dat musí mít následující 
syntaxi: 
<concept1> <index1>:<value1> <index2>:<value2> <index3>:<value3> …. 
<concept2> <index1>:<value1> <index2>:<value2> <index3>:<value3> …. 
…. 
Položka concept označuje u klasifikace příslušnou klasifikační třídu a nabývá číselných hodnot. 
U regrese pak tato položka představuje cílovou položku, nabývající reálných hodnot. Atribut index 
udává pozici, na které se nachází hodnota vyjádřená atributem value za dvojtečkou.  
5.3.2 Použití nástroje LibSVM 
Pro použití nástroje LibSVM slouží dva hlavní skripty svm-train, který dostane jako parametr vstupní 
data ve správném formátu a nad nimi provede trénování klasifikátoru. Výsledné modely, slouží pak 
jako vstup pro skript svm-predict, který provede samotnou klasifikaci nad natrénovanými daty. 
Výsledkem je celková přesnost klasifikátoru. Pro předzpracování dat je možné využít skript svm-
scale, který provede normalizaci vstupních dat do zadaného intervalu <-1,1>, nebo <0,1>. Kromě 
těchto hlavních skriptů obsahuje složka s LibSVM také pomocné nástroje Easy.py, grid.py a další. 
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 Easy.py je nástroj, který ulehčí práci méně zkušeným uživatelům. Jeho výhodou je, že 
provádí veškeré úkony za uživatele sám. Nástroj provede automaticky předzpracování dat, 
optimalizaci a výběr vhodných parametrů. Jediným vstupem nástroje jsou trénovací a testovací data. 
Pro nalezení optimálních parametrů C-SVM klasifikátoru slouží nástroj grid.py. Pro nalezení 
optimálních parametrů je použita metoda cross-validace, která vyhodnocuje jednotlivé výsledky 
klasifikace a hledá tak optimální kombinace parametrů. Jak již bylo zmíněno výše, proto aby bylo 
možné výsledek zobrazit je potřeba mít nainstalovaný nástroj Gnuplot, který slouží pro grafické 
vyjádření výsledků. Cestu ke spustitelnému souboru gnuplot.exe je potřeba předat nástroji grid.py 
jako jeden z jeho parametrů. 
 
5.4 Návrh vlastní aplikace 
Součástí zadání diplomové práce je také implementace zvolené metody pro získávání rysů vysoké 
úrovně z nízkoúrovňového popisu dat do vlastní aplikace. Po konzultaci s vedoucím byla vybrána 
metoda Gaussian Mixture Model (GMM), která byla společné s cross-validací implementována jako 
modul klasifikátoru aplikace Search vyvíjené pro evaluaci TRECVid. Autorem této aplikace je Ing. 
Petr Chmelař. Aplikace se postupně vyvíjí a v současné verzi 1.02 není plně funkční. Důvodem pro 
výběr této metody byl záměr porovnat schopnosti klasifikační metody SVM implementované 
v aplikaci LibSVM a klasifikační metody GMM, která by měla dosahovat lepších výsledků. 
Metoda GMM využívá obecného iterativního algoritmu EM (Expecation Maximiation) 
rozšířeného o odhad parametrů pomocí sady gaussových funkcí. Princip je založen na předpokladu, 
že existují podobné statistické vlastnosti mezi modely stejných tříd. Podrobnější popis naleznete 
v kapitole 2.10. 
5.4.1 Návrh aplikace 
Cílem aplikace je rozšíření již existující aplikace Search o implementaci modulu klasifikátoru s cross-
validací. Jako vhodné jádro klasifikátoru byla vybrána metod GMM. Aplikace obsahuje grafické 
uživatelské rozhranní, které je přehledné a intuitivní a jednotlivé modulu aplikace jsou rozděleny 
pomocí záložek. Záložka určená pro modul klasifikátoru nese název HLF. 
Aplikace pracuje nad databází PostgresSQL trecvid, kde jsou uloženy vstupní data obsahující 
nízkoúrovňové rysy a příslušný koncept, do kterého se mají vstupní data klasifikovat. Dalšími 
vstupními údaji jsou počet kroků cross-validace, počet gaussových funkcí, minimální rozptyl, které se 
zadávají přímo v modulu aplikace určeného pro klasifikaci a nastavení zda li budou klasifikovány 
pozitivní nebo pozitivní a negativní vzorky dat. Výstupem jsou potom údaje udávající celkovou 
přesnost klasifikace a dále tabulka reprezentující počet pozitivních klasifikací pro jednotlivé koncepty 
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a počty klasifikací do ostatních konceptů. Tabulka také obsahuje celkový počet testovaných vzorků 
a přesnost klasifikace pro daný koncept. 
Aplikace obsahuje metodu pro export vstupních dat do formátu potřebného pro nástroj 
LibSVM. Jak již bylo popsáno v kapitole 5.3.1 tento nástroj vyžaduje přesně definovaný formát 
vstupních dat. Více informací o vstupních datech je popsáno v kapitole 5.2. 
5.4.2 Implementace 
Pro implementaci byl zvolen objektově orientovaný jazyk JAVA [29]. Jako vývojové prostředí bylo 
použito prostředí NetBeans IDE 6.7 a 6.8. Kromě standardních knihoven dostupných v základním 
balíku JAVA SDK, byly pro implementaci použity knihovny postgressql a knihovna jama.  
Knihovna jama obsahuje mnoho tříd určené pro vědecké a technické výpočty, nebo například 
optimalizované maticové datové struktury, nad kterými lze provádět základní maticové operace, 
statistické operace jako například výpočet průměru apod. Tuto knihovnu vyvinuli autoři z National 
Institute of Standards and Technology (NIST). Pro maticové struktury byla využívána třída Matrix 
a to především pro ukládání objemných dat určených pro zpracování vstupních dat nebo vyhodnocení 
výsledků klasifikace. 
Jak již bylo zmíněno v kapitole 5.4.1. zadáním bylo rozšířit funkčnost aplikace Search o modul 
pro klasifikaci dat. Tento modul je implementován záložkou HLF na hlavním panelu aplikace. 
Ukázka aplikace je na obrázku 5.2. Další úpravou aplikace bylo přidání nastavení klasifikátoru do 
hlavní nabídky menu. Nastavení bylo přidáno do položky Data, GMM Settings obrázek 5.3.  
Samotná implementace klasifikátoru s cross-validací by se dala rozdělit do 4 základních fází. 
První fáze představuje načtení vstupních dat z databáze, nad kterými bude prováděna klasifikace. Asi 
nejdůležitějším fází je druhá, která představuje implementaci samotné cross-validace s klasifikační 
metodou GMM. Třetí fází je samotná prezentace výsledků klasifikace a posledním čtvrtou fází je 
export vstupních dat do vhodného formátu pro nástroj LibSVM. 
Jednotlivé třídy, které byly použity pro implementaci modulu jsou obsaženy v základním 
balíku aplikace označeným trecvid.search. Digram tříd, který zobrazuje implementované třídy 
modulu pro klasifikaci je uveden na obrázku 5.4. 
V následujících podkapitolách bude podrobně popsán způsob implementace jednotlivých fází.  
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Obrázek 5.2 – Ukázka aplikace Search 
 
 
Obrázek 5.3 – Ukázka dialogového okna pro nastavení klasifikátoru 
 Obrázek 5.4. - Diagram tříd modulu klasifikátoru 
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5.4.2.1  Načtení vstupních dat 
Načtení vstupních dat je prováděno z databáze popsané v kapitole 5.2. Pro připojení k databázi je 
využito rozhraní JDBC (Java DataBase Connectivity). Rozhraní lze použít u aplikací, které jsou 
nezávislé na platformě a u kterých není nutné dopředu vědět, nad jakou databází bude pracovat. Tato 
nezávislost je dosažena díky správci ovladačů, který poskytuje objekty ovladačů pro komunikaci 
s jednotlivými databázemi (např. org.postgresql.Driver pro postgresSQL). 
 Připojení k dané databázi je pak realizováno pomocí databázového URL, které obsahuje 
použitý protokol (JDBC), název ovladače pro komunikaci s databází, port a identifikátor databáze. 
Příklad použitého databázového URL v aplikaci:  
 
jdbc:postgresql://minerva2.fit.vutbr.cz:5432/trecvid?  
 
Dále je možné uvést nakonec URL ještě přihlašovací údaje jako login a heslo. 
 Komunikace s databází je implementována v hlavní třídě TrecvidSearch.java, která obsahuje 
základ aplikace Search. Dotazy mají standardní tvar SQL jazyka. Ve třídě TrecvidSearch.java, jsou 
dvě hlavní metody, které pracují s databází. První metodou, která komunikuje s databází a provádí 
samotné načítání dat z databáze je metoda prepareConceptQuery(). Tato metoda dostane jako první 
parametr tabulku, do které uloží výsledek dotazu, koncept pro který se mají data získávat a příznak 
pro klasifikaci více modelů. Pro rozpoznání které rysy (lokální, globální) se mají z databáze získat, 
metoda dekóduje text, který je vybrán v comboboxu umístěném na hlavním panelu modulu. Základní 
strukturou pro uložení načtených dat je tabulka JTable, která může být dále použita k jejich 
prezentaci. Data jsou z této tabulky dále separována do datové struktury matice, která se předává ke 
zpracování a klasifikaci. Druhá metoda použitá ke komunikaci s databází je metoda 
prepareConceptQuery(), která je volána při procesu exportu vstupních dat do souboru ve vhodném 
formátu pro aplikaci LibSVM.  
 Jako rozhraní mezi třídou obsluhující klasifikátor a hlavní třídou slouží třída PrepareData2. 
Třída má na starosti volat příslušné metody pro získání dat z databáze a transformovat načtená data 
z tabulky do matice. Jelikož je klasifikace prováděna nad dvěma tipy nízkoúrovňových rysů a to 
lokálními a globálními je odlišné i jejich zpracování. Zatím co lokální rysy mají hodnoty a jejich 
indexy uloženy každý zvlášť ve sloupečku u globálních rysů pozice hodnoty odpovídá indexu 
hodnoty. Vzniknou nám tak dva tipy matice: pro lokální rysy je to tzv. řídká matice (ne všechny 
indexy mohou být obsazeny), pro globální rysy hustá matice (jsou obsazeny indexy od začátku až po 
index odpovídající počtu prvků). Zpracování tabulky mají na starosti dvě metody 
getDataFromLocal() a getDataFromGlobal(), která z nich se použije závisí na typu dotazovaných 
dat. Obě vytvoří z jedeno řádku tabulky pole hodnot, které je dále uloženo jako řádek do hlavní 
matice. Tato matice je vytvořena vždy pro jeden koncept a je dále předána ke zpracování 
a klasifikaci. 
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5.4.2.2 Klasifikace  
Implementace metody GMM pro klasifikaci je ve třídě s názvem GMM. Tato třída obsahuje tři 
základní metody: prepareEM_GMM(), ExpecationStep() a MaximizationsStep(). Metoda 
prepareEM_GMM(),  slouží k nastavení základních vlastností algoritmu, jak jsou počáteční odhad 
středů gaussovských funkcí, který je určen náhodným výběrem. Metody ExpecationStep() 
a MaximizationsStep() pak implementují samotný EM algoritmus. Metoda ExpecationStep() 
vypočítává odhad normálního rozložení tzv. loglikelihood vysvětleného v kapitole 2.10. Následuje 
metoda MaximizationsStep(), která provede maximalizaci likelihood parametrů a nastavuje další 
parametry, jako jsou minimální rozptyl, středy gaussovských funkcí apod.  
 Pro trénování a testování vstupních dat byla použita metoda cross-validace. Tato metoda 
provede na základě zadané hodnoty xvalidation (zadává se prostřednictvím JTextFieldu v záložce pro 
modul klasifikace) rozdělení vstupní matice poměrem definovaným právě touto hodnotou. Například 
pro hodnotu 4 se matice rozdělí na 1/4 a 3/4. Nad větší částí 3/4 se provede trénování dat a menší část 
1/4 se použije pro testování klasifikátoru. Tento postup se opakuje 4 krát a pokaždé se vyberou jiné 
3/4 a 1/4 dat.  
Klasifikace probíhá v cyklu postupně pro všechny koncepty. Horní hranici je možné omezit 
v nastavení aplikace. Postupně pro každý koncept se načtou data z databáze a pomocí cross-validace 
se rozdělí na trénovací a testovací. Nejprve je potřeba natrénovat vzorky všech konceptů a teprve až 
jsou vzorky natrénovány, může začít testování zbylého vzorku dat z každého konceptu. Tento postup 
se opakuje tolikrát, jaká je zadána hodnota cross-validace. 
Trénování vzorku dat je implementováno pomocí metody train(), která je obsažena ve tříde 
TrainTestGMM2. Tato metoda postupně volá metody třídy GMM popsané na začátku této kapitoly. 
Poté co je provedeno trénování prvního vzorku dat každého konceptu, je v cyklu pro každý koncept 
volána metoda test() taktéž implementována ve třídě TrainTestGMM2, která provede testování 
zbylého vzorku dat každého konceptu. Metoda test() provede ohodnocení vstupního vzorku dat 
pomocí metody getGMMLikelihoods() implementované ve třídě GMM, která vrací hodnotu 
loglikelihood vyjadřující s jakou pravděpodobností daný vzorek patří do testovaného konceptu. Toto 
ohodnocení dále porovnává v cyklu s hodnotami získanými při trénování. Při prvním kroku tj. 
porovnání s prvním konceptem, je získaná hodnota nejvyšší, proto je rovnou uložena do výsledkové 
matice. Při dalším kroku je získaná hodnota loglikelihood porovnávána s hodnotou získanou při 
trénování a v případě, že je nová hodnota vyšší, jak hodnota získaná při trénování je uložena do 
výsledkové matice. Výsledek se ukládá do výsledkové matice tak, že první sloupec reprezentuje 
testovaný koncept, druhý sloupec reprezentuje koncept, do kterého se vzorek klasifikoval a třetí 
sloupec vyjadřuje hodnotu loglikelihood.  
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5.4.2.3 Reprezentace výsledků 
Po ukončení testování je výsledková matice transformována do matice určené pro prezentaci 
výsledků. Tato transformace je implementována metodou prepareResult() ve třídě TrainTestGMM2. 
Data jsou v matici určené pro prezentaci výsledků uložena tak, že sloupce odpovídají testovanému 
konceptu a řádky konceptu do kterého se vzorky klasifikovali. Hodnoty buněk potom vyjadřují počet 
klasifikovaných vzorků konceptu daného číslem sloupce do konceptu vyjádřeným číslem řádku.  
 Samotná reprezentace výsledků je implementována pomocí JTable struktury umístěné 
v záložce HLF s modulem klasifikátoru. Tabulka obsahuje přesný obraz matice určené pro prezentaci 
výsledků a také počty testovaných řádků matice u jednotlivých konceptů a také přesnost klasifikace 
pro každý koncept. Tato přesnost cp je vypočítána podle vzorce: 
 
                                                                            #4 =  |L	||	|                                                             (5.1) 
 
Kde |TP| vyjadřuje počet správně zařazených vzorů do patřičného konceptu a |P| je celkový počet 
vzorků, které byly pro daný koncept testovány a zařazeny do nějakého konceptu. Ukázka výstupu je 
na obrázku 5.5. Na diagonále celé tabulky jsou pak vyneseny počty správně klasifikovaných vzorků 
dat (všechny |TP| vzorky).  
Další evidovaným údajem je celková přesnost klasifikace. Tento údaj je zobrazován 
ve formátu procenta nad tabulkou výsledků a je vypočítán jako podíl sumy všech vzorků úspěšně 
klasifikovaných do příslušného konceptu (|TP|) a celkového počtu testovaných vzorků podle vzorce: 
 
   M##NOM#0 =  ∑ |L	|PQQ_STSU_VPSP                                                      (5.2) 
 
 Obrázek 5.5 
5.4.2.4 Spuštění aplikace
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pro spuštění aplikace z prostředí NetBeans. Druhá možnost je přidání parametrů k příkazu spuštění 
aplikace do příkazového řádku např.: 
 
java -Xmx5000m –Xms900m -jar ./TrecvidSearch.v102.jar 
 
Kde parametr Xmx znamená maximální alokovaná paměť a parametr Xms minimální alokovaná 
paměť. 
 Po spuštění aplikace se přepneme na záložku HLF která obsahuje implementovaný modul 
klasifikace. V horním comboboxu vybereme model, nad kterým chceme provádět klasifikaci. Na 
výběr máme tyto možnosti: nízkoúrovňové lokální rysy SURF, SIFT, globální rysy color + gabor, 
dále kombinaci obou lokálních rysů SIFT+SURF a kombinaci všech tří rysů SIFT+SURF+GLOBAL. 
Po výběru vhodného modelu provedeme nastavení klasifikátoru a to buď to přímo v záložce HLF, 
nebo v hlavním menu aplikace na položce Data → GMM Settings. Jakmile je klasifikátor nastaven, 
můžeme zahájit klasifikaci stisknutím tlačítka GMM/EM, nebo můžeme vybraný model 
vyexportovat pro nástroj LibSVM pomocí tlačítka Export for LibSVM. 
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6 Experimenty 
Zadáním diplomové práce je provést experimentální porovnání výsledků implementované metody 
používané pro klasifikaci nízkoúrovňových rysů a vybraného nástroje, který se běžně používá pro 
klasifikaci nízkoúrovňových rysů. Implementovanou metodou byla Gaussian Mixture Model (GMM), 
která je blíže popsána v kapitole 2.10 a vybraným nástrojem je aplikace LibSVM. Dalším 
požadavkem je na základě výsledků, určit rozlišitelnost jednotlivých atributů nízkoúrovňových rysů 
dat. 
Experimenty byly prováděny nad datovou sadou ze soutěže TRECVid, která je blíže popsána 
v kapitole 5.1 a 5.2 Pro porovnání výsledků byly použity 3 nízkoúrovňové rysy a to: lokání rysy 
SIFT, SURF a globální rysy škálovatelné rozložení bary (dále jen color) společně s deskriptorem 
textur pomocí Gaborových filtrů (dále jen gabor). Z datové sady byla získána skupina vstupních dat 
s datasetovým označením 921, která obsahovala pouze tzv. pozitivní vzorky dat. To jsou taková data, 
která byla anotována alespoň do jednoho konceptu (při klasifikaci je tato množina označována 
příznakem „1“ u atributu class v tabulce tv_anotation). Pro další experiment byla získána data jak 
pozitivní tak i negativní z téže datasetové sady. 
6.1 Experimenty pomocí aplikace LibSVM 
Jako experimentální nástroj pro srovnání výsledků s implementovanou metodou GMM byla vybrána 
aplikace LibSVM, která je blíže popsána v kapitole 5.3. Testování bylo rozděleno na několik částí. 
V první části byly nejprve použity data obsahující pouze pozitivní vzorky, tyto vzorky byly při 
klasifikaci úspěšně zařazeny minimálně do jednoho konceptu a jsou označovány v tabulce 
tv_anotation u atributu class hodnotou „1“. Při druhém testu byly použity data skládající se jak 
z pozitivních tak i z negativních vzorků dat. Při klasifikaci pomocí nástroje LibSVM je doporučeno 
použití normalizovaných vstupních dat. Normalizace se provádí pomocí nástroje svm-scale 
obsaženého v adresáři LibSVM. Normalizování lokálních rysů SIFT a SURF nebylo možné 
z hlediska velkého množství vzorků. Pro takto velké množství nebylo možné na školním serveru 
Athena výstupní soubor uložit. Jelikož nástroj LibSVM nepodporuje podrobný výstup s počtem 
vzorků klasifikovaných do jednotlivých tříd, byly testy zaměřeny na procentuální úspěšnost celé 
klasifikace za pomocí cross-validace. 
 Při prvních testech, jak již bylo zmiňováno, byly použity data obsahující pouze pozitivní 
vzorky. Pro klasifikaci bylo využito implicitního nastavení klasifikátoru SVM. Výsledky budou 
posléze porovnány s optimálním nastavení parametrů pomocí nástroje grid.py. Následující graf 
ukazuje úspěšnost klasifikace pro nízkoúrovňové lokální rysy SURF, SIFT a globální rysy color + 
gabor (GLOBAL).  
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 Obrázek 6.3 – Výsledky klasifikace 
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Závěr 
Zaměřením diplomové práce bylo získávání znalostí z multimediálních databází. Teoretický 
základ práce tvoří popis procesu získávání znalostí z databází a popis nejčastěji používaných metod. 
Z uvedených metod jsou v diplomové práci pak důkladněji pospány metody klasifikace a predikce. 
Práce dále obsahuje teoretický úvod do multimediálních databází a problematiky získávání znalostí 
z těchto databází. V navazující části se práce zaměřuje na oblast dolování multimediálních dat se 
zaměřením na nízkoúrovňové rysy, které jsou dále použity pro prováděné experimenty. U globálních 
rysů jsou zde popsány rysy typu barva, textura, škálovatelné rozložení barvy v obraze pro lokální rysy 
jsou zde uvedeny metody SIFT a SURF. Všechny zde popsané rysy jsou obsaženy v datové sadě 
TRECVid, která byla použita jako vstupní množina testovaných vzorků.  
Výsledkem diplomové práce je implementace vybrané metody, běžně používané pro klasifikaci 
nízkoúrovňových rysů a její porovnání s již existujícím nástrojem. Vybranou metodou pro 
implementaci byla metoda Gaussian Mixture Models (GMM). Experimenty byly prováděny 
pomocí nástroje LibSVM a pomocí zmiňované vlastní aplikace. Experimenty byly prováděny nad tzv. 
pozitivními vzorky dat, neboli dat, které při klasifikaci byly anotovány alespoň do jednoho konceptu 
a daty v kombinaci pozitivních a negativních vzorků dat.  
Shrnutí dosažených výsledků je popsáno v kapitole 6.3. Hlavním výsledkem bylo porovnání 
úspěšnosti klasifikací obou vybraných metod.. Ukázalo se tedy, že metoda GMM je pro klasifikaci 
lokálních nízkoúrovňových rysů vhodnější a přesnější. Výsledná přesnost GMM metody se 
pohybovala okolo 40% a to za použití metody cross-validace s hodnotou 2. Časové nároky, kterých 
dosahovala implementovaná metoda GMM se pohybovali okolo 25 minut při 10 000 vzorků. 
Překvapivě metoda GMM dosahovala slabších výsledků u globálních nízkoúrovňových rysů, než 
nástroj LibSVM. Dalším experimentem bylo hledání optimálních parametrů pro klasifikaci pomocí 
nástroje LibSVM. Při tomto experimentu bylo prokázáno zlepšení klasifikacace oproti implicitnímu 
nastavení klasifikátoru SVM. Na nepřesnost klasifikátoru LibSVM mělo také značný vliv nemožnost 
vstupní data normalizovat pomocí nástroje svm-scale. Tato skutečnost byla dána omezeními, která 
jsou kladena na vytváření výstupních souborů na školním serveru Athena. 
Možností pokračování této práce spatřuji hned několik. Základní z nich je optimalizace 
ukládaných struktur tak, aby aplikace nevyžadovala takové paměťové nároky. S tímto vylepšením 
souvisí také druhá optimalizace a to především vhodné předzpracování vstupních dat. Tento krok by 
měl zajisté za následek přesnější klasifikaci dat a také redukci počtů vstupních vzorků. Zvolenou 
metodou by mohla být metoda PCA (Principal Component Analysis), tato metoda slouží k deklaraci 
dat. Často se používá ke snížení dimenze dat s co nejmenší ztrátou informace. Dále by vytvořená 
aplikace mohla sama statisticky vyhodnocovat úspěšnost klasifikace a výsledek graficky zobrazovat 
například pomocí nástroje gnuplot, podobně jak tomu je u nástroje LibSVM. 
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Příloha 1. Přesnost klasifikace pro jednotlivé koncepty pomocí vlastní aplikace. (Pozitivní 
vzorky)  
 
Koncept 
Přesnost 
SIFT SURF GLOBAL 
1 43.18% 47.73% 35.8% 
2 48.84% 69.62% 30% 
3 28.47% 43.06% 31.94% 
4 45.56% 17.78% 24.44% 
5 49.27% 48.85% 30.27% 
6 22.45% 18% 68% 
7 64.82% 70.08% 36.57% 
8 34.72% 45.83% 26.39% 
9 45.16% 43.55% 56.45% 
10 84.97% 84.52% 32.03% 
11 44.19% 47.29% 25.58% 
12 47.66% 48.6% 39.25% 
13 35.34% 37.07% 19.83% 
14 41.67% 50% 56.25% 
15 32.02% 55.94% 40.87% 
16 14.38% 9.52% 24.49% 
17 15.38% 7.05% 43.17% 
18 40.24% 40.88% 45% 
19 5.39% 45.58% 47.65% 
20 40.48% 6.57% 26.99% 
 
Počet testovaných vzorků 
SIFT SURF GLOBAL 
6112 6123 6127 
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Příloha 2. Přesnost klasifikace pro jednotlivé koncepty pomocí vlastní aplikace. (Pozitivní a 
negativní vzorky)  
 
Koncept 
Přesnost 
SIFT SURF GLOBAL 
0 0.53% 1% 30.93% 
1 42.61% 47.73% 37.5% 
2 46.33% 67.5% 28.46% 
3 29.86% 42.36% 24.31% 
4 15.56% 8.89% 41.11% 
5 49.06% 48.02% 33.61% 
6 26.53% 22% 74% 
7 64.82% 70.36% 37.4% 
8 38.89% 45.83% 33.33% 
9 45.16% 40.32% 54.84% 
10 86.15% 84.75% 30.73% 
11 44.96% 48.06% 17.83% 
12 47.66% 48.6% 35.51% 
13 37.07% 44.83% 21.55% 
14 35.42% 50% 47.92% 
15 46.6% 56.37% 33.44% 
16 8.22% 10.2% 34.69% 
17 20.83% 10.9% 55.56% 
18 38.76% 40.88% 47.94% 
19 3.93% 45.24% 56.82% 
20 43.25% 6.57% 28.03% 
 
Počet testovaných vzorků 
SIFT SURF GLOBAL 
7612 7623 7627 
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Příloha 3. Přesnost klasifikátoru při klasifikaci 2 a 3 modelů. 
 
  
Klasifikace 2 modelů 
SIFT + SURF 
Klasifikace 3 modelů 
SIFT + SURF + 
GLOBAL 
Koncept Positive 
Positive + 
Negative Positive 
Positive + 
Negative 
0 - 0.53% - 10.53% 
1 45.45% 45.17% 43.18% 44.13% 
2 57.9% 56.17% 52.31% 46.41% 
3 36.11% 35.76% 36.11% 34.26% 
4 25.56% 41.67% 24.07% 38.52% 
5 49.58% 48.96% 42.94% 42.73% 
6 23.23% 22.22% 34.9% 35.57% 
7 67.31% 67.45% 58.26% 59.28% 
8 41.67% 40.28% 38.43% 38.89% 
9 44.35% 44.35% 45.7% 44.62% 
10 84.62% 84.39% 67.13% 66.22% 
11 45.35% 44.57% 39.28% 36.95% 
12 48.13% 48.13% 47.04% 45.17% 
13 40.09% 40.95% 33.91% 33.05% 
14 42.71% 43.75% 43.06% 42.36% 
15 51.01% 42.77% 45.18% 45.61% 
16 9.9% 7.51% 17.73% 15% 
17 12.66% 11.38% 25.99% 25.56% 
18 41.45% 41.15% 41.55% 40.96% 
19 25.22% 25.22% 33.35% 35.55% 
20 25.61% 25.61% 26.76% 23.41% 
Celkem 69,99% 36,69% 43,97% 37,80% 
Počet 
vzorků 12235 15235 18362 22862 
 
 
 
 
 
 
 
 
 
 
 
 Příloha 4. Výstupy nástroje grid.py 
• Lokální nízkoúrovňové rysy SIFT
• Lokální nízkoúrovňové rysy S
 
 – Pozitivní vzorky dat 
URF – Pozitivní vzorky dat 
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 • Globální nízkoúrovňové rysy COLOR + GABOR
• Lokální nízkoúrovňové rysy SIFT
 
 – Pozitivní vzorky dat
 – Pozitivní a negativní vzorky dat 
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 • Lokální nízkoúrovňové rysy SURF 
• Globální nízkoúrovňové rysy COLOR + GABOR 
– Pozitivní a negativní vzorky dat 
– Pozitivní a negativní vzorky dat
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Příloha 5. Jednoduchý návod na použití aplikace Search s implementovaným modulem 
klasifikátoru. 
 
• Spuštění aplikace 
Před spuštěním aplikace je nutné se ujistit, že počítač, na kterém aplikace bude spuštěna, je 
připojen v sítí VUT Brno (např. pomocí VPN: vpn.vutbr.cz). Aplikace pro svůj běh potřebuje 
velký paměťový prostor, proto je nutné, aby počítač, na kterém je aplikace spouštěna měl 
k dispozici minimálně 5000 MB volného paměťového prostoru.  
Spuštění aplikace je možné provést dvěma způsoby: 
 
1. Otevřením projektu v prostředí aplikace NetBeans, zde klikneme pravým tlačítkem myši 
na námi otevřený projekt v levém menu. Zvolíme Vlastnosti a zde klikneme na položku 
Run v levém menu. Otevře se nám okno (obrázek A) ve kterém je nutné vyplnit položku 
VM Options. Zde napíšeme hodnoty -Xmx5000m –Xms900m udávající maximální 
a minimální alokovanou paměť. Klikneme na OK a na hlavním panelu aplikace NetBeans 
zvolíme tlačítko Run Main Project. Po chvíli se nám objeví okno vytvořené aplikace. 
 
Obrázek A – Nastavení potřebné paměti pro běh aplikace 
 
2. Aplikaci spustíme z příkazové řádky (Linux). Pro tento případ je v hlavní složce projektu 
adresář dist, který obsahuje spustitelný soubor TrecvidSearch.v102.jar. Příkaz, kterým 
 aplikaci spustíme 
prostoru např.: 
 
java -Xmx5000m 
 
Po spuštění aplikace se p
klasifikační modul GMM. 
 
• Klasifikace pozitivních vzork
Nejprve provedeme nastavení klasifikátoru. Základní nastavení je p
aplikace (Obrázek B). Zde je možné nastavit hodnotu cross
gaussových funkcí (Mixtures)
  
Obrázek B – Záložka HLF obsahující implementovaný modul klasifikátoru GMM
  
Rozšířené nastavení aplikace je dostupné z
Settings (Obrázek C)
a Concepts count). Ostatní nastavení je t
použít nad jinou strukturou databáze,
musí obsahovat parametry pro alokování potř
–Xms900m -jar ./TrecvidSearch.v102.jar
řepneme do záložky HLF, která obsahuje implementovaný 
 
ů 
římo na hlavním panelu 
-validace (xvalidation), po
 a minimální rozptyl (minCov). 
 hlavního menu aplikace v záložce 
. Zde je možné omezit počet klasifikovaných koncept
řeba měnit jen v případě, že by jsme aplikaci cht
 omezení počtu konceptů pro export do souboru pro 
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ebného paměťového 
 
čet 
 
 
Data → GMM 
ů (Start index 
ěli 
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nástroj LibSVM (Export max Concepts), či pro klasifikaci negativních vzorků (Max negative 
counts). 
 
Obrázek C – Okno nastavení klasifikátoru 
 
Jestliže máme nastavené vhodné parametry vybere z nabídky model, který chceme 
klasifikovat (z lokálních to jsou SIFT a SURF, globální, či kombinace SIFT+SURF, či 
SIFT+SURF+GLOBAL), zaškrtneme volbu Positive a stiskneme tlačítko GMM/EM. Jakmile 
klasifikace doběhne do konce, objeví se tabulka s výsledky v záložce GMM result. 
 
• Klasifikace pozitivních i negativních vzorků 
Postup pro klasifikaci tzv. všech vzorků je obdobný jako pro klasifikaci pozitivních vzorků 
jen je potřeba správně nastavit klasifikátor v hlavním nastavení Data → GMM Settings. Zde 
je potřeba jako Start index udat hodnotu „0“ (jelikož negativní vzorky nemají přiřazen 
koncept budou označeny konceptem „0“) a dále se doporučuje omezit počet načítaných 
negativních vzorků (Max negative counts), podle paměťových možností počítače. Jakmile 
máme nastaven klasifikátor, vybereme si z nabídky model, jaký chceme klasifikovat, 
vybereme volbu Positive & Negative a stiskneme tlačítko GMM/EM.  
 
• Export vzorků do výstupního souboru pro nástroj LibSVM 
V hlavním nastavení Data → GMM nastavíme maximální počet konceptů, které chceme 
exportovat (Export max Concepts) stiskneme OK. Na hlavním panelu klasifikátoru vybereme 
model, pro který chceme exportovat vzorky, vybereme volbu Positive, či Positive & Negativ 
a stiskneme tlačítko Export for LibSVM. Vybereme umístění a název souboru a potvrdíme 
volbu. 
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Příloha 6. Obsah CD 
 
1. Adresář: Search.v102 – obsahuje zdrojové kódy (src), programovou dokumenty (doc), 
spustitelný soubor TrecvidSearch.v102.jar (dist), potřebné knihovny (lib). Adresář je 
projektovou složkou, takže se dá otevřít v prostředí NetBeans 6.7 a vyšší. 
2. Adresář: LibSVM - vstupni data – obsahuje soubory se vstupními daty pro nástroj LibSVM 
3. Adresář: LibSVM - vystupni data – obsahuje soubory s výstupními daty z nástroje LibSVM 
4. Soubory: Dokumentace.pdf  a Dokumentace.docx – obsahují textové znění diplomové 
práce 
5. Soubor: README.txt – obsahuje instrukce pro zacházení s aplikací 
