Time-Frequency Analysis of Distorted Electric Signals using a Complex Space-Phasor by Leonowicz, Z
Time-Frequency Analysis of Distorted Electric 
Signals using a Complex Space-Phasor 
 
Z. Leonowicz, Member, IEEE 
Wroclaw University of Technology 
Wyb. Wyspianskiego 27 
50-370 Wroclaw, Poland 
 
 
Abstract- We consider applying non-parametric and 
parametric methods for calculation of time-frequency 
representation of non-stationary electric waveforms. Space-
phasor is applied as a complex representation of 3-phase 
signals and visualization of the spectrum of positive and 
negative-sequence components. We compare the uncertainty of 
measurements using described time-frequency representations, 
as well as a widely used Fourier techniques. Proposed methods 
allow tracking instantaneous frequency as well as magnitude of 
non-stationary signals in power systems. Possible applications 
in diagnosis and power quality area are targeted.  
I. INTRODUCTION 
Representation of signals in time and frequency domain 
has been of interest in signal processing areas for many 
years, especially when analyzing time-varying non-
stationary signals. This kind of representation attracts 
nowadays more attention also in electrical power 
engineering.  
Modern frequency power converters generate a wide 
spectrum of harmonics components, which can deteriorate 
the quality of the delivered energy, increase the energy 
losses and decrease the reliability of a power system 
The standard method for studying time-varying signals is 
short-time Fourier transform (STFT) which is based on the 
assumption that for a short-time period the signal can be 
considered as stationary. The crucial drawback of this 
method is that the length of the window is related to the 
frequency resolution.  
The time-frequency characterization of signals that can 
overcome the above-mentioned drawback became a major 
goal of signal processing research. Observing recent 
approaches to the time-frequency representations we can 
distinguish two main groups, namely, non-parametric and 
parametric methods. 
Long development (for details see [1]) led to Wigner and 
Wigner-Ville distribution, which can be treated as a basic 
equation of a one wide family (Cohen’s class [2]). Time-
varying spectra obtained using the Wigner Distribution (WD) 
shows better frequency concentration and less phase 
dependence than Fourier spectra [4]. 
Considering the second group of spectrum estimation 
methods, namely parametric methods, which are based on 
the linear algebraic concepts of subspaces, leads to so-called 
''subspace methods''. Its resolution is theoretically 
independent of the signal-to-noise ratio. One of the most 
important is the Min-Norm method [5]. In order to adapt 
this high-resolution method for analysis of non-stationary 
signals we use a similar approach as in short-time Fourier 
transform. The time-varying signal is broken up into minor 
segments with the help of the temporal window function and 
each segment is analyzed independently. 
In the paper we present results of investigations of a 
converter-fed induction motor drive under transient 
conditions. Proposed approach includes representation of 3-
phase system by complex space-phasor and its subsequent 
time-frequency analysis using Min-Norm method and 
Wigner Distribution. General purpose of the work is to 
emphasize the advantages and disadvantages of proposed 
methods in point of their application for time-varying 
spectral estimation in electrical power engineering.  
II. SHORT OUTLINE OF APPLIED METHODS 
Complex Space-Phasor 
Considering a 3-phase voltage system , ,R S Tf f f  we can 
define complex space-phasor pf f j fα β= + ⋅  given by [3]: 
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Figure 1. Three-phase current signal at the converter output during a two-
phase short-circuit [1]. 
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Figure 2. Trajectory of complex-space-phasor of signal from Fig. 2 [1]. 
Wigner Distribution 
The Wigner (WD) and Wigner-Ville (WVD) distributions 
are the time-frequency representations given by [2]: 
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where: t - time, ω - angular frequency, τ - time shift, ( )x t  
- analysed real signal, ( )xa t   analytic signal, ( ) ( ) ɵ ( )x x xa t t j t= + , with orthogonal imaginary part 
obtained using the Hilbert transform. 
Bilinear nature of above equation (2) manifests itself in 
existence of undesirable components, called cross-terms (c-
t). Cross-terms are located between the auto-terms and have 
an oscillating nature. When real signals are investigated, the 
undesirable cross-terms appear as interactions between 
components localized in negative and positive part of the 
frequency axis. 
The sense of proposed new approach is based on the 
knowledge that spectrum of the space-phasor contains 
information about positive- and negative-sequence 
components simultaneously, along the positive and negative 
part of frequency axis, respectively. Thus, time-frequency 
analysis would track  the changes of positive and negative 
sequence components simultaneously. Application of 
specific kernel functions leads to modified WVD 
distributions. This group is represented in this paper by 
Choi-Williams Distribution (CWD) (for details, see[1]). 
Min-Norm Method  
This method assumes that data can be modeled as a sum 
of M complex sinusoids in complex white Gaussian noise[5]. 
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for n = 0,1,...,N-1, z[n] is complex white Gaussian noise 
with zero mean and variance δ0. Ai – amplitudes fi – 
frequencies and iΦ - phases. 
The N×N autocorrelation  matrix of the above signal for 
N> M is defined as: 
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where Pi stands for powers of each complex sinusoid, ei 
for eigenvectors of the autocorrelation matrix and I for 
identity matrix. xxR  is the sum of a signal autocorrelation 
matrix signalR  and a noise autocorrelation matrix noiseR . 
The frequency information is contained within the matrix 
signalR , which eigenvectors corresponding to the M largest 
eigenvalues contain information about signal parameters. To 
extract the information it is also possible to use the property 
of the orthogonality of eigenvectors.  
Min-Norm method uses only one optimal vector d for 
frequency estimation. This vector, belonging to the noise 
subspace, has minimum Euclidean norm and his first 
element equal to one, defined as: 
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Pseudospectrum (not a true spectrum, because it does not 
contain any information about the true energy of the signal) 
is defined with the help of d as: 
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The time varying signal is broken up into minor segments 
(with the help of the temporal window function) and each 
segment (possibly overlapping) is analyzed. 
Pseudospectrum (6) is estimated for each time instant. 
Instantaneous estimates of ( )jP e ω⌢  can be regarded as 
estimates of the instantaneous frequency of the signal. 
III. INVESTIGATIONS AND DISCUSSION 
In the paper we show investigation results of a 3kVA-
PWM-converter drive with a modulation frequency of 1 kHz 
supplying a 2-pole, 1 kW asynchronous motor (supply 
voltage 220 V, nominal power 1,1 kW, slip 6 %, cosφ=0.81). 
The design the intermediate circuit includes typical L, C 
values for a 3 kVA converter. Fault operation of the 
converter drive is chosen as a short-circuit between motor 
leads (A and B) which occurs at the time instant of 19ms.  
Time-frequency representations of the complex space-
phasor were investigated using parametric Min-Norm 
method with a sliding temporal window function. 
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Figure 3. Time-frequency representation of the complex-space phasor from 
Fig. 3, obtained using Min-Nom method with sliding window (a) and its 
cross-section for time t=22ms (b) [1]. 
Instantaneous spectrum of calculated space-phasor, was 
shown in Fig. 3a.  The Min-Norm method enabled to detect 
two inter-modulation frequencies (880 Hz and 1120 Hz), 
and two additional components (1920 Hz and 2070 Hz) after 
the short-circuit. Details of tracked instantaneous spectrum 
for particular time after the short-circuit can be observed in 
Fig. 3b. For comparison, the classical power spectral density 
(PSD) is presented. Proposed method is characterized by 
more accurate detection of investigated components than 
classical Fourier algorithm. 
IV. ACCURACY OF APPLIED METHODS 
The comparison of uncertainty of measurements using all 
described methods, as well as a widely used power spectrum 
estimator can be useful for practitioners, helping to choose a 
method which provides most accurate results under special 
requirements of a given measurement setup. 
From the engineering point of view, in the area of interest 
of the author, it is more important to know what the limits of 
each method are and how the accuracy is affected in usual 
experimental setup. 
In power systems, the analyzed waveforms usually consist 
of many harmonic components, sometimes with low-
amplitude, sub- or interharmonics added [4]. Such signals 
are not difficult to analyze using FFT-based methods, 
provided that a long recording of a stationary signal is 
available. Such assumption is often not fulfilled, since many 
fault-mode or transient state records contain highly 
nonstationary components of relatively short duration. 
The following experiment is designed to compare the 
uncertainty in time and frequency of parameter estimation 
(amplitude and frequency of each signal component). 
Testing signals are designed to belong to a class of 
waveforms often present in power systems. Several 
experiments with simulated stochastic signals were 
performed, in order to compare different performance 
aspects of parametric (Min-Norm) and non-parametric 
methods (WVD, and power spectrum - PSD).  
Selected results are presented in Fig. 4. From the analysis 
of presented results it follows that parametric Min-Norm 
method shows very high accuracy in frequency estimation 
but relatively low in amplitude estimation (this is most 
likely caused by the inaccuracies in estimation of the 
autocorrelation matrix when its size is limited to 50) [1]. 
The power spectrum shows very high dependence of the 
error on the amplitude of higher harmonics, i.e. very high 
degree of masking effect of low-amplitude harmonics by 
main high-amplitude harmonic components, clearly visible 
in Fig. 4b. Well-known deficiency of FFT-based methods 
(sometimes called “error of synchronization”) which 
consists of  minimization of the estimation error for window 
lengths equal to the integer multiple of one period of the 
fundamental components influences the accuracy of 
estimation. Such dependence (which can be troublesome for 
sub- or interharmonic analysis) does not affect the 
performance of any other investigated method. 
Comparing non-parametric family with Min-Norm 
method we can notice better accuracy of frequency 
estimation in case of parametric family. 
On the other hand, non-parametric methods allow 
estimating amplitude of tracked components with better 
accuracy than Min-Norm technique. 
 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.910
-1
100
101
102
103
104
105
amplitude of higher harmonics (pu)
m
ea
n
 
sq
u
ar
e 
er
ro
r 
of
 
fre
qu
en
cy
 
(-)
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.910
-4
10-3
10-2
10-1
100
amplitude of higher harmonics (pu)
m
ea
n
 
sq
u
a
re
 
e
rr
or
 
of
 
a
m
pl
itu
de
 
(-)
Influence of higher harmonics level on accuracy of
frequency estimation
Influence of higher harmonics level on accuracy of
amplitude estimation
a)
b)
MN
WVD
CWD
PSD
MN
WVD
CWD
PSD
 
Figure 4. Influence of amplitude of higher harmonics on accuracy of 
frequency (a) and amplitude (b) estimation. [1]. 
V. CONCLUSIONS 
Proposed methods can be treated as reliable detection and 
measurement methods of distorted waveforms in power 
engineering area. Additional degree of freedom which bring 
two-dimensional time-frequency representations allow to 
track distribution of frequency components over the 
frequency spectrum parallel with dynamics of investigated 
phenomena over the time. 
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