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Abstract 
Prospective Memory (PM), or remembering to perform actions in the future, is of crucial importance for everyday life. 
This kind of memory is often impaired in stroke survivors and can interfere with independent living. We have developed 
a computer-based treatment which uses visual imagery to teach participants how to remember time- and event-based 
prospective memory tasks better. After the treatment, participants practiced their PM skills using videos first, and later in 
a Virtual Reality (VR) environment. The VR environment uses Constraint-Based Modeling (CBM) to track the user 
actions and provide individual feedback. We report on a study with 15 stroke survivors, which shows that our treatment is 
highly effective. 
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1. Introduction 
Stroke is a major cause of death and disability1,2. Stroke patients often have cognitive impairments which affect 
daily functioning and therefore determine their quality of life3,4,5,6, and often necessitates constant care. 
Rehabilitation provided by medical staff is effective, but is expensive7. Neuropsychological research3,8 suggests that 
appropriate cognitive training could improve functioning, and positively affect quality of life.  
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The problem with cognitive rehabilitation of stroke patients is two-fold. First, to further neuropsychological 
research, training needs to be provided to large populations of patients9. Adaptive training requires significant 
clinical input, and also requires variables to be strictly controlled, which is difficult to control for human 
experimenters. As a result, guidelines used by clinicians to provide specialized care have been criticized10 as being 
based on expert opinion rather than on empirical evidence. Second, even if ideal training is identified, it has to be 
accessible cost effectively to all patients, anytime, anywhere, and at their level and pace. Presently, these goals are 
not achievable, and rehabilitation research and practice focus on managing disabilities rather than improving 
cognitive outcomes.  
Stroke patients often have severely impaired prospective memory11,12. Prospective memory, or remembering to 
perform actions in the future, is crucial for everyday life13. Prospective memory failure can interfere with 
independent living, as it can result in forgetting to take medication or missing doctor’s appointments. It is a complex 
cognitive ability, which requires coordination of multiple cognitive abilities: spatial navigation, retrospective 
memory, attention and executive functioning14.  
In this paper, we present our computer-based environment for rehabilitation of prospective memory in stroke 
survivors. Section 2 presents a discussion of related work. In Section 3, we describe a treatment based on visual 
imagery which teaches participants how to remember memorize PM tasks better. After undergoing the treatment, 
participants practice their PM skills using videos first, and later in a Virtual Reality (VR) environment. We report on 
a recently conducted study with 15 stroke survivors, which shows that our treatment is highly effective. 
2. Related Work 
There are two critical aspects of PM: retrospective memory (remembering what was learnt and experienced 
previously) is required, as it is necessary to remember what the task is in order to actually perform the task. The 
other aspect is the retrieval of the intention at the time appropriate for the action. There is a distinction between 
event- and time-based PM tasks. In the case of a time-based task, a certain action needs to be performed at a certain 
time (e.g. having a doctor’s appointment at 10am). In event-based tasks, an action needs to be performed when a 
certain event happens (like asking a friend a question when we see them next).  
Prospective memory is very difficult to assess using neuropsychological tests as conventional tests consist of 
simple, abstracted activities that are very different from real-world tasks. In the last decade, many research projects 
have used Virtual Reality (VR) in neuroscience research and therapy15, ranging from the use of VR for assessing 
cognitive abilities, over neuro- and motor rehabilitation to psychotherapy, such as treatment of phobias. VR 
environments are computer-generated environments that simulate real-life situations and allow users to interact with 
them. They provide rich, multisensory simulations with a high degree of control and rich interaction modalities. 
They can also have a high level of ecological validity. VR has been used for assessment of prospective memory in 
patients with traumatic brain injury14 and stroke patients12. VR is suited for prospective memory as it supports 
complex, dynamic environments that require coordination of many cognitive abilities.  
Although there has been some research done on how to assess PM, there is very little available on rehabilitation 
strategies for PM. Yip and Man16 involved 37 participants in 12 sessions of PM training using non-immersive VR. 
The participants were asked to perform a set of event- and time-based PM tasks in parallel with an ongoing task. 
The PM training was based on remedial and process approaches. The remedial approach provides repetitive exercise 
within the VR environment. The process approach, on the other hand, aims to support multiple facets of PM, and 
supports encoding of intention, retention and performance interval and recognition of cues. Participants were given a 
list of four shopping items they needed to memorize, and their recall was tested before entering the VR environment, 
where they needed to perform the tasks. The VR training showed significant improvement in participants’ 
immediate recall of PM tasks, performance on both time- and event-based tasks as well as ongoing tasks, and also a 
significant improvement in self-efficacy. 
In our previous work, we have adopted and extended Constraint-Based Modeling17 (CBM) to develop18 many 
successful Intelligent Tutoring Systems (ITSs). In this paper, we present the VR environment we developed for PM 
training. We describe how we utilize CBM for tracking the user’s PM skills in this environment.  
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3. Our Approach to PM Rehabilitation 
We developed a training based on visual imagery, and a VR environment in which the participant will be able to 
improve their prospective memory. Visual imagery is a technique in which the participant forms a visualization of a 
given word. The same strategy can also be used to make a visualization of a pair of words, by linking the words and 
making the visualization memorable. Previous work19 has shown that visual imagery improves retrospective 
memory. McDaniel and Einstein20 showed that PM performance improved when participants were given pictures of 
targets, or when participants formed mental images of cues. 
Our visual imagery training teaches participants to remember a list of tasks with their associated cues using visual 
imagery as a mnemonic strategy. The training is presented on a computer in the form of a set of pages. Pages 
contain audio, images, video, written text, navigation buttons, and a replay button. Sometimes participants are asked 
to interact with the page (e.g. during testing). On such pages, buttons are provided for the user to record the answers. 
During training, participants gradually progress from remembering individual pairs of words to remembering 
complex, real-world tasks. The training contains 9 levels, with gradually reduced support for creating visualization 
so that the user becomes more independent. At each level, the user first receives guidance in order to remember 
three pairs of words/tasks on which she/he is then tested, followed by unguided testing on further five pairs. 
Initially, participants are introduced to visual mnemonics by being shown how to form mental images in order to 
remember a list of paired words. For example, for the pair (rabbit, pipe), the participant is first shown pictures of a 
rabbit and a pipe, and they listen to the recording of the following text: Look at the image displayed of a rabbit. 
Imagine its bristly fur and its long ears wriggling. Really focus on it, like it’s right there in front of you. Now look at 
the picture of a pipe. Imagine this in your mind. Smoke is coming out of the pipe, giving off a smoky smell. Imagine 
grasping the pipe, and feeling it. The pipe feels round and smooth in your hands. The more senses you use, the more 
memorable the image will be.  
Figure 1 presents the following training page, which shows the two previously shown pictures of a rabbit and a 
pipe, and also the combined picture, and plays the recording of this text: Now that you have imagined the two 
images individually, we are going to visually link them 
together, which will help you to remember them. This 
technique of visually linking them together will allow you to 
recall the individual words in the future. So, what I want 
you to do right now is to imagine the rabbit smoking the 
pipe, like it is in the third image. Close your eyes and really 
think about it. The rabbit is puffing away and more and 
more smoke is coming out. In your mind, imagine the rabbit 
taking the pipe out and blowing a smoke ring and then 
putting it back in its mouth. What a silly rabbit! Ok, now 
open your eyes. Now that you’ve done this, the image of the 
rabbit smoking the pipe should be firmly in your memory, so 
that if we gave you the image of a rabbit, you would 
immediately think of it smoking a pipe, which will lead you 
to the second word: pipe! 
Instruction is designed to be as descriptive as possible to better aid the user’s visualisation. The user is 
encouraged to mentally add to the presented images, personalizing them and making them more concrete. After 
presenting the initial three pairs of words at level 1, the user is tested by presenting one word from the pair and 
asking them to record the other paired word. Next, the user is presented five pairs at once, which he/she needs to 
visualize, and then the user is quizzed on them.  
At the next level, users need to generate their own combined images. At level 3, the training becomes even more 
demanding, as the user needs to visualize both given words as well as the combined picture. The later phases 
provide the user with example tasks and show how the context could be related to the items to be done. Tasks 
consist of either object-action pairs or time-action pairs. Users are taught that the more concrete (using real places, 
people, things, or real time), more detailed, more silly or humorous a combined image was, the more memorable it 
would be. 
 
Fig. 1. The screenshot for the paired words 
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In the next phase of training, the user practiced with four problems, based on videos. For each problem, the 
participants first needed to memorize a list of 11 tasks, followed immediately by a 25 second distractor task, 
followed by a 7 minute video. Each problem was based on a different scenario, and involved the video taken from a 
car travelling from destination A to destination B. All videos were taken in Christchurch, and involved shopping 
malls and public buildings the participants were familiar with. While watching the video, at the appropriate place in 
time (when the cues were present in the video or at a particular time), participants stopped the video and recorded 
the task that was to be performed during that time. Each video only included ambient sounds; no cues or instructions 
were given verbally during the video. At no other time (other than at the start of the problem) did participants have 
access to the list of tasks. The problems were presented in a random order for each participant. The distractor task 
was 25 seconds of mental arithmetic, to clear the working memory. This task was given to ensure that participants 
were not rehearsing the tasks or storing them in working memory.  
After completing the training, the participant starts practising PM tasks in the VR environment. We have used the 
Unity game engine (https://unity3d.com/unity) to develop a VR environment, which represents a house with 
common household objects. Figure 2 shows two scenes from the environment. The user is given a problem, which 
consists of several PM tasks he/she needs to visualize first. The user can perform various actions on objects in the 
VR environment, such as turning the radio on. To perform an action, the user first selects the object, and then 
specifies the desired action from a menu. The user can view a clock whenever they choose, which is necessary for 
time-based tasks. The tasks vary in complexity: the ones in early sessions consist of a cue and a single action, such 
as Turn on the TV at 6pm and listen to the news. In later sessions, the user is given more complex tasks, such as 
When the oven timer beeps, take the roast out of the oven and put it on the dining table. Some tasks, such as taking 
the roast out of the oven, involve other objects, which are added to the inventory. Other tasks require inventory 
items to be collected beforehand.  The user can view the inventory at any time. The problems range in complexity: 
the initial ones contain only three simple tasks, and they become more complex as the user practices in the 
environment. 
 
 
Fig. 2. Two scenes from the VR environment 
The VR environment maintains the list of active tasks. Time-based tasks become active several minutes before 
the stated time. Event-based cues only begin when the stated event occurs. Consider the task: When the courier van 
arrives, pick up the parcel.  For this task, the user does not know when the van will arrive, and so he/she cannot 
perform the action before the cue is discovered. For every task, there is a finite amount of time for which the task 
can be completed before it becomes obsolete or impossible. However, this alone is not the only factor in determining 
which tasks are more important. Some tasks, such as turning off the stove, have worse outcomes for failing to 
complete than other tasks do, such as turning on the radio. Each task therefore has a priority level, which is an 
integer from 0 (lowest) to 5 (highest). Tasks with a level 5 priority are tasks with a very real chance of injury or 
household damage if they are not completed on time.  
We have defined a set of 15 constraints that enable us to evaluate the participant’s actions and provide feedback. 
Each constraint has two components: a relevance condition and a satisfaction condition. The relevance condition 
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specifies features of situations for which the constraint is relevant, while the satisfaction condition details what must 
be true for the constraint to be satisfied. Our constraints deal with navigation, prioritization of tasks, selection of 
objects to perform actions on, remembering/selecting actions to be performed and general skills of interacting with 
VR (selecting objects, selecting items from the menu or crouching). In order to be able to specify relevance and 
satisfaction conditions, we have defined a set of functions and predicates. For example, the OnRouteTo predicate 
takes the current user position (i.e. the room the user is currently in), the target position needed in order to perform 
the current task, and returns True if the current position is on a path to the target position.  
Each constraint contains three feedback messages. On the first violation, the user is given a general message, in 
order to remind them that they have missed something. For example, Figure 3 shows feedback informing the user 
that there is a more pressing task. If the user cannot recall the task, the next feedback message is more specific, and 
provides a hint about the object he/she needs to interact with. In the case of the third violation, the user will be told 
which task needs to be performed. 
In our ITSs, constraints are evaluated when the student demands feedback. The timing of constraint evaluation in 
the VR environment differs: the constraints that deal with task prioritization are evaluated at intervals of 0.5s. Other 
constraints are evaluated in the appropriate contexts: for example, navigation constraints are evaluated every time 
the user changes room, while constraints that deal with objects are evaluated when the user selects an object or an 
action.
4. Study Design 
We performed an evaluation study with stroke survivors, who were recruited from the community. The inclusion 
criteria were: 1) Have suffered from a stroke at least six months prior the study; 2) Adequate or corrected hearing 
and vision; 3) English as the primary spoken language. Exclusion criteria were: 1) History of moderate or severe 
head injury; 2) Major neurological impairment; 3) Major medical illness other than having suffered a stroke; 4) 
Significant psychiatric illness requiring hospitalization; 5) Diagnosis of, or special education for, a learning 
disability; 6) Major depressive episode in the previous 6 months; 7) Pre-morbid IQ estimated at <85 using National 
Adult Reading Test (NART, www.academia.edu/2515150/National_Adult_Reading_Test_NART_test_manual_Part_1#).  
The study was based on an experimental design with repeated measures including one condition. Each participant 
had ten individual sessions. In session 1, the participants were tested to determine whether they met our inclusion 
 
Fig. 3. Feedback from a violated constraint 
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criteria. Session 2 was scheduled two weeks after the first session, with no treatment in between. This period of two 
weeks allowed us to establish a baseline for PM functioning, and use our participants as their own control.  
Starting from the second session, there were two one-hour-long sessions per week, for four weeks. The 
participants completed the visual imagery training in sessions 2-4, followed by videos in sessions 5 and 6. There 
were four different videos, presented to the participants in a random order. In sessions 4 and 5, the participant was 
also introduced to the VR environment so that they could become familiar with it and get used to the joystick. 
Sessions 6-9 involved practice in the VR environment. There were 14 problems presented in the VR environment, in 
the fixed order. The initial VR problem had only three tasks to memorize. The number and complexity of tasks 
gradually increased, with the last problem having 8 tasks, some of which had more than one action to perform (e.g. 
Once the cake in the oven is done, take it out and put it on the table). At the end of session 9, the participant’s PM 
was again assessed, which allowed us to measure the effectiveness of the treatment. The last session was held four 
weeks later, and included a repeated assessment of the participant's PM.  
5. Results 
Fifteen participants (six females and nine males) met the inclusion criteria and completed all sessions. They were 
aged 45 to 82 (mean = 65, sd = 10). Only two participants were employed, with the rest being either unemployed or 
retired. Table 1 reports the cut-off values for each of the tests, as well as means and standard deviations. The 
Modified Mini Mental State (3MS) estimates the severity of cognitive impairment, and incorporates four additional 
items: long-term memory, abstract thinking, category fluency and delayed recall. The Mini Mental State Exam 
(MMSE) tests a person’s memory, attention and language. A low score on MMSE might indicate other reasons or 
difficulty hearing. Only one participant scored below the cut-off on both 3MS (78) and MMSE (23), showing early 
dementia. We have kept that participant in the study, as we believed our intervention might be useful for mild 
dementia patients. The other participant with a low MMSE score scored above the cut-off on 3MS, and therefore has 
met the inclusion criteria. The Visual Association Test (VAT) is designed to test for anterograde amnesia (i.e. the 
ability to create new memories). 
 
Table 1. The scores on the initial tests 
Test Cut-off Mean (sd) 
NART  85 118.13 (7.37) 
Digit span  4 14.33 (3.31) 
3MS (Modified Mini Mental State) 79 93.8 (5.61) 
MMSE (Mini Mental State Exam)  27 27.8 (2.18) 
VAT (Visual Association Test) 7 11.8 (0.56) 
Table 2 reports the percentage scores from the visual imagery training. As discussed in Section 3, at each level 
the participant received three guided pairs, followed by five unguided pairs. Table 2 presents the average scores at 
various levels, for both guided and test pairs (overall mean 93.57%), and using only test pairs (93.93%). The scores 
are high, showing that the participants were successful in using visual imagery to memorize the pairs. As training 
started with easier pairs and more support, it is pleasing to see the participants maintaining high scores at later 
levels.  
Table 2. Percentage scores from the visual imagery training 
 1 2 3 4 5 6 7 8 9 
All pairs 93.75 90 95 91.25 98.33 97.1 90.83 92.92 92.92 
Test only 95.33 90 94 89.33 98 96.67 92 97.33 92.67 
Table 3 reports the means and standard deviations of the scores the participants received on the video problems, 
and the times they spent memorizing the tasks. There were no significant differences on the reported measures. 
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The last phase of the study involved the participants in practicing their PM skills in the VR environment. There 
were 14 problems, presented in four separate VR sessions, as discussed in Section 4. We have scored the 
participants on each problem, in terms of memorizing the cue (event or time) and performing the action(s) correctly. 
In Table 4, we report the average score of problems presented together, in one VR session. The table presents the 
scores for all tasks, and then separately scores for the event-based and time-based tasks.  
Table 3. Percentage scores for the four videos 
Video Video 1 Video 2 Video 3 Video 4 
Score (%) 62.66 (20.57) 68.6 (16.31) 68.5 (16.75) 63.25 (28.25) 
Time (s) 370 (206) 336 (167) 330 (177) 355 (187) 
Table 4. Percentage scores from the VR sessions 
VR Session Overall Score Event-based Time-based 
1 32.22 (17.21) 30 (22.06) 41.67 (20.95) 
2 43.58 (20.25) 45.56 (21.33) 42.5 (26.03) 
3 42.02 (22.27) 34.86 (22.5) 47.78 (27.91) 
4 44.58 (20.58) 35.83 (18.22) 53.33 (27.73) 
 
The one-way repeated measures ANOVA revealed a statistically significant difference on the overall scores, F(3, 
42) = 3.006, p < .005, partial Ș2 = .177. The only two significantly different scores are those from VR sessions 1 and 
2 (p<0.05). The two-way repeated measures ANOVA with session time and task type (event-based or time-based) as 
within factors revealed a statistically significant interaction between the two factors on the score, F(3, 42) = 
3.353, p < .005, partial Ș2 = .193.  
Table 5. The average scores (sd) on the paired associates test and CAMPROMPT 
Session Paired Associates CAMPROMPT 
1 13.2 (8.63) 25.13 (5.39) 
2 17.2 (10.63) 25.07 (6.24) 
9 15.33 (9.27) 31 (3.32) 
10 20.8 (9.47) 30.6 (4.20) 
The most important test for our study is CAMPROMPT21, which is a valid and reliable psychological test of PM 
functioning. The test was administered by a clinical psychologist, and required the participant to accomplish three 
event-based and three time-based tasks. During the test, the participant completed short quizzes and puzzles, which 
serve as ongoing tasks. The total possible score for CAMPROMPT is 36, with 18 marks for event-based and time-
based tasks. Higher scores show better PM performance. Two versions of the CAMPROMPT test (A and B) were 
administered alternatively to participants. Version A was used in sessions 1 and 9, and version B was used in 
sessions 2 and 10. 
A one-way repeated measures ANOVA revealed that the CAMPROMPT scores (reported in Table 5) were 
significantly different, F(3, 42) = 12.28, p < 0.005, partial Ș2 = .47. The scores remained at a constant level between 
sessions 1 and 2 (two weeks apart), thus showing that the PM level is stable without treatment (Figure 4). There was 
a sharp increase in session 9, post-intervention (p < 0.05). The scores then remained the same in the final session 
(four weeks later), which is a significant achievement. 
The Paired Associates (PA) test measures the ability to remember pairs of words. In this test, the participant is 
given 8 pairs of words, presented four times in different orders. The maximum score for PA is 32. There were four 
versions of the PA test. The PA scores are reported in Table 5, and illustrated in Figure 4. There was a lot of 
variance, with one participant never scoring more than 3, and another participant always scoring 28 or higher. The 
PA scores improved over time, with the highest scores being reached in Session 10. A one-way repeated measures 
ANOVA revealed that the PA scores were significantly different, F(3, 42) = 7.19, p < 0.005, partial Ș2 = .34. There 
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were statistically significant differences in scores between sessions 1 and 2 (p < 0.05), and between sessions 1 and 4 
(5 < 0.01). 
 
6. Conclusions 
We presented a computer-based treatment that teaches stroke survivors to memorize PM tasks, and a VR 
environment in which they can practice their PM skills in a safe and realistic environment. A lab study with 15 
participants revealed that the PM skills of participants have improved significantly after the treatment, as measured 
by the CAMPROMPT test. Even more impressively, a delayed CAMPROMPT test, administered four weeks after 
the VR practice, showed that the improvement is stable. Analyses of the data collected from the visual imagery 
training, as well as the data from the video and VR practice show that the participants have improved their 
performance during the study.  
We also received some subjective feedback from the participants, who found the visual imagery technique easy 
to use. The majority of the participants reported enjoying the VR environment, but some found joystick difficult to 
use. Generally the participants found that their memory has improved. The results from the lab study show a 
significant improvement in prospective memory functioning as measured by the independent CAMPROMPT test. 
We plan to conduct a larger clinical study and also explore the effect of our treatment on brain-injury patients. 
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