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HI have no data yet. It is a capital mistake to theorize 
before one has data. Insensibly one begins to twist facts 
to suit theories, instead of theories to suit facts. *
-A Scandal in Bohemia, from the Adventures of Sherlock 
Holmes, by Sir A.Conan Doyle.
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ABSTRACT
There has been speculation for a nuiber of years that 
the grain boundaries in the nuclear fuel, polycrystalline 
uranium dioxide (urania), may affect the electrical and 
in turn the thermal conductivity. Analysis of electrical 
data, using impedance profiling, can give insight into 
the interactions that grain boundaries and other physical 
features make upon the electrical conductivity in a 
number of materials. To date, conductivity measurements 
of this type on urania have been limited to the single 
crystal form. This thesis details the construction of a 
new impedance profiling system and its first application 
to polycrystalline urania.
The electrical impedance of disc-shaped samples of 
urania have been measured over the frequency range 10Hz 
to 10MHz within two temperature regions: (i) 77K-413K,
(ii) 350K-1800K.
The low temperature measurements reveal three distinct 
contributions to the conductivity; these are correlated 
to (a) an electrode polarisation effect, (b) the bulk 
conducting properties of the grains and (c) grain 
boundary conduction. These conductivities are shown to be 
thermally activated with different activation energies. 
It is this range of activation energies which plausibly 
accounts for the disparity between previous d.c. 
conductivity measurements. The bulk and grain boundary 
impedance features have been analysed using both a
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microstructural and an effective medium model. These 
analyses reveal a flattening in the conductivity 
Arrhenius plot (to that expected for single crystal 
material) will occur (around 500K) below the 
extrinsic-intrinsic conduction transition. This implies 
that the activation energies for single and 
polycrystalline urania should be the same for 
measurements above 500K. High temperature studies have 
indicated this to be true. It is proposed that any 
effects due to polycrystal1inity are likely to affect the 
conductivity prefactors. In light of this work the 
currently accepted Mott-Hubbard energies used in high 
temperature theoretical models are satisfactory however 
no conclusions on the validity of single crystal 
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Chapter 1 
INTRODUCTION *
In the aid 1960’s there was a trend to switch from 
Magnox-type nuclear power stations, employing metal alloy 
fuels, to A.G.R., P.W.R. and fast reactor systems using 
metal oxide fuels. Currently interest exists in the use 
of mixed oxide fuels and larger fuel ’burn-ups* [Mathews 
(1987)]. As a consequence of these developments a 
thorough understanding of the thermophysical properties 
of these fuels in both the solid and liquid phases is 
necessary. However, even after the efforts of over thirty 
years, knowledge of the physical properties of the basic 
actinide oxide, uranium dioxide (urania), upon which 
these fuels are based is far from complete especially
under extreme conditions of temperature and pressure. 
This is in part due to the very high melting point of the 
material which makes experimental measurements of the 
properties of urania difficult. Since ’in-pile*
experiments have their own very particular problems
theoretical modelling of urania has been favoured. In 
many calculations including those which relate to 
hypothetical accidents, the thermal conductivity is a 
crucial parameter. Indirectly the electrical conductivity 
and its thermal activation are also important as these 
parameters enable an estimate of the electrical
contribution to the thermal conductivity (the ambipolar 
contribution) to be calculated (section 2.5.2,
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equation 2.11). Consequently a detailed knowledge of the 
electrical behaviour of urania, in its ceramic form, is 
essential for^dteas of work relating to reactor safety.
Currently the electrical conductivity data used to 
underpin such models is based upon d.c. measurements 
performed by Bates et al [1967] on single crystal urania. 
In addition to certain inconsistencies which exist 
between this data and more recent studies, it is of 
course polycrystalline UO2 which is used in reactor fuel 
rods which directs experimental attention to such 
materials. It has been widely reported that conductivity 
data for many ceramics are perturbed by contributions 
from other phases or modified regions within the 
material. This leads to the possibility of distinct 
inter-granular and intra-granular conductivities. An 
additional perturbation is that ceramics always have
densities less than that of the single crystal polymorph; 
this porosity need not be distributed homogeneously. This 
inhomogeneity in porosity, whether inter- or 
intra-granular, could have a significant effect on the
electrical conductivity. This casts some doubt on the 
validity of the currently accepted conductivity data
which is used in the calculations of many physical 
propert ies.
The purpose of this study has been to measure the
electrical conductivity of polycrystalline urania over as 
large a temperature range as possible with a view to
establishing its high temperature properties. A technique




which has been used extensively for electrical studies of 
ceramic materials is impedance profiling sometimes 
referred to as complex plane analysis (C.P.A.)* This 
thesis details the basis of C.P.A. (chapter 3) and the 
construction of a new high resolution impedance profiling 
system (chapter 4). Measurements have been performed in 
two temperatures regions: (1) 77K to 413K in a nitrogen
cryostat, (2) 350K-1800K in a furnace. The results and
discussion of these studies are given in chapters 5 and 6 
respectively. Finally a summary of all the work is 
presented in chapter 7.
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Chapter 2
PHYSICAL PBOPBBTIBS OF URANIUM DIOIIDK AND RELATED 
COMPOUNDS
The thermal conductivity and specific heat of uranium 
dioxide, two of the most crucial properties for the 
nuclear industry, are very difficult to measure in the 
range of temperatures normally or incidentally reached in 
nuclear reactors. This is as consequence of the extremely 
high melting point 3120K [Rand et al (1978)] of this 
material. Coupled with this high melting temperature 
uranium dioxide also reacts with tungsten at elevated 
temperatures further complicating measurements. As a 
consequence most of the standard characterisation 
techniques have been applied to this material in its 
various forms, and theoretical modelling of the material 
favoured. To review all the publications would be beyond 
the scope of this thesis. The primary emphasis in this 
review chapter is therefore placed upon the electrical
conductivity, the subject of this current study, together 
with its relationship and importance to other physical
properties. Throughout the discussion comparison is made 
with other materials of the same crystalline structure 
whose properties have been better characterised due to 
their lower melting points. It must be remembered however 
that these material differ fundamentally from UO2 in that 
their cations have closed shells.
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2.1 PHYSICAL STRUCTURE
Uranium dioxide, UO2 , crystallises with the same 
structure as that adopted by the naturally occurring 
mineral fluorite: calcium fluorite (CaF2 ). A number of
materials are known to crystallise with this fluorite 
structure in particular: (1) the alkaline earth halides
strontium chloride (SrCl2 ), strontium fluoride (SrF2 ), 
lead fluoride (PbF2 ) and barium fluoride (BaF2 ), (2) the
fluorite oxides ceria (Ce02), praseodymium oxide (Pr02), 
terbium oxide (Tb02), plutonium oxide (PUO2 ) and thoria 
(Th02), (3) stabilised zirconia ZrC>2 . This structure can 
be visualised as an array of simple cubic cells, of side 
ao/2, with anions (oxygen) at each of the corners and the 
cations (uranium) in alternate cube centres (figure 2.1). 
A close packing of the metal ions takes place whilst the 
oxygens occupy all the tetrahedral sites.
2.2 ELECTRICAL (IONIC) CONDUCTION IN FLUORITE STRUCTURED 
COMPOUNDS
The electrical, ionic, conductivity of the fluorite 
structured alkaline-earth halides (CaF2 , SrF2 , PbF2 , BaF2 
and SrCl2 ) and the oxides (Ceria, Thoria and stabilised 
zirconia) have shown unusually high ionic conductivities 
at high temperatures (onset of region II in figure 2.2). 
As a consequence these materials have potential 
technological applications as solid electrolytes in solid 
state batteries or as electrochemical sensors and have 
been the subject of many studies [Derrington and O ’Keeffe
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Figure 2.1 The fluorite structure of uranium diox
(1973); Derrington, Lindner and O ’Keeffe (1975); Dell and 
Hooper (1978); Oberschmidt and Lazarus (1980) and Nafe 
(1984)]. An excellent review of the high temperature 
transport phenomena in these fluorite structured 
materials has been written by Chadwick [1983].
The conductivity, or Arrhenius, plot (loge (0” T) vs the 
reciprocal of the temperature) for CaF2 , SrF2 , PbF2 , 
BaF2 , SrCl2 all have the same general features and plots 
like figure 2.2 for CaF2 [Oberschmidt and Lazarus (1980)] 
can be regarded as typical of the fluorites. At a 
temperature a few hundred degrees below the melting point 
(Tm) the fluorite structured solids CaF2 , SrF2 , PbF2 , 
BaF2 and SrCl2 exhibit superionic conductivities of the 
order of 10L_1cm~1 , (region III in figure 2.2) comparable 
to those found in the molten salts [Derrington and
O ’Keeffe (1973); Derrington, Lindner and O ’Keeffe 
(1975)]. These materials have subsequently been refered 
to as superionic or more accurately fast-ion conductors. 
Although other fluorite structured solids probably 
exhibit this type of behaviour the temperature at which 
this transition occurs is too high to be readily
accessible experimentally. Thus attention has tended to 
focus upon PbF2 , SrF2 and SrCl2 . In the same temperature 
regime (region II) as the rise in conductivity, a broad 
specific heat anomaly, or Lambda type transition, has
been observed as shown in figure 2. 3b* [Dworkin and Bredig 
(1968)]. The specific heat passes through a maximum at a 







Figure 2.2 Temperature dependence of the electrical 
conductivity of SrCl2 [Chadwick (1983)]. The origin of 
the three regions of the conductivity denoted I, II and 
III are discissed in the text.
conductivity data. In general this transition temperature 
occurs at approximately 0.8Tb , Table 2.1. The departure 
of PbF2 from this generally observed rule is probably an 
experimental artefact since lead readily precipitates 
from this material.
The specific heat anomaly and onset of fast-ion 
conduction have been ascribed to a disordering or melting 
of the anion sub-lattice. Neutron diffraction studies 
[Hutchings (1981)] indicate that the disorder that occurs 
ivolves approximately 30X of the anions leaving their 
normal lattice sites in the superionic state. However 
molecular dynamics calculations by Chadwick [1983] 
suggest the extent of disorder could be substantially 
lower (3%). It is proposed that these anions form 
clusters which then move in discrete jumps giving rise to 
the measured conductivity.
Crystal T.(K) Tc (K) Tc /Tb
CaF2 1633 1430 0.88
SrF2 1723 1400 0.81
BaF2 1550 1275 0.82
SrCl2 1146 1001 0.87
PbF2 1158 712 0.61
Table 2.1 Melting temperatures, Tm, and the temperatures, 
Tc, of the maximum in the specific heat curve of fluorite 

























Figure 2.3 Temperature dependence of (a) the electrical 
conductivity of SrCl2 at high temperatures and (b) 
isobaric specific heat of SrCl2 [Chadwick (1983)].
i2.3 THB ELECTRICAL CONDUCTIVITY OF URANIUM DIOXIDE
Electrically uranium dioxide is a Mott insulator at 
low temperatures (<1250K), a poor semiconductor above 
this temperature and a fast-ion conductor at temperatures 
close to its melting point. Although the electrical 
conduction in both single and polycrystalline UO2 has 
been measured using a number of techniques (both a.c. and 
d.c) under a variety of sample conditions, these data can 
be broadly characterised as those measurements of; (i) 
nearly stoichiometric UO2 , (ii) the conductivity as a 
function of stoichiometry and (iii) the effects of
dopants.
2.3.1 ELECTRICAL CONDUCTIVITY OF NEARLY STOICHIOMETRIC 
URANIA
A number of workers have made measurements, including 
both a.c. and d.c. techniques, of the conductivity of 
nearly stoichiometric uranium dioxide [Meyer (1933); 
Hartmann (1936); Willardson, Moody and Goering (1958); 
Aronson, Rulli and Schaner (1961); Nagels, Denayer and 
Devreese (1963); Wolfe (1963); Myers, Johnston and Westin 
(1964); Iida (1965); Bates, Hinman and Kawada (1966 and
1967); Tateno and Naito (1969); Ishii, Naito and Oshima 
(1970); Lee (1975); Alexas and Lindner (1977); Killeen
(1980); Dudney, Coble and Tuller (1981); Munir (1981) and 
Tateno (1984)]. With few exceptions [Nagels et al (1963); 
Iida (1965) and Bates et al (1966 and 1967)] the
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electrical conductivity of urania has been determined for 
polycrystalline UO2 . Except for Iida’s [1965] work, on 
hypostoichiometric material UO2 -X, all the conductivity 
data concern nearly stoichiometric UO2 which has small 
excess amounts of oxygen (hyperstoichiometric).
The most comprehensive studies of nearly 
stoichiometric UO2 , in its single and polycrystalline 
forms at elevated temperatures were those performed by 
Bates [1967] and Bates, Hinman and Rawada [1966 and 
1967]. These results best illustrate the general trends 
found by most workers since their data encompasses the 
entire temperature range of other reported works. Both 
d.c. and a.c. measurements were performed using a 4-probe 
technique in order to reduce the effects associated with 
2-probe measurements. Two pointed tungsten probes were 
used to monitor the voltage whilst a current passed 
through contacts on the end of the bar shaped sample. The 
conductivity plots of single and polycrystalline urania 
for the temperature range 298R to 3000R are presented in 
figure 2.4. The figure indicates that the electrical 
conductivity of UO2 is thermally activated and shows a
break (change of gradient) in the Arrhenius plot around 
1250K. This indicates a change in conduction mechanism at 
this temperature (conduction mechanisms are discussed in
2.3.2). The discrepancy between the reported temperature 
at which this break occurs (1200-1400R) is most likely
due to differences in sample stoichiometry or purity. In
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Figure 2.4 Electrical conductivity of p o 1ycrysta11ine and 
single crystal UO2 after Bates, Hinman and Kawada [1967J.
the onset of fast-ion conduction is apparent in 
figure 2.4, even though the measurements extend to 3000K 
(£0.95Tm). This is because the conductivity in urania is 
principally electronic in nature which masks any possible 
ionic contribution; in any case the electrodes used in 
the conductivity studies of urania would be blocking to 
ionic conduction. Although there is no sign of enhanced 
conduction at high temperatures (around 0.8Tm) there have 
been widespread reports of a specific heat anomaly. The 
specific heat of urania is discussed in section 2.5.1. 
The thermal activation energies associated with the two 
temperature regions of the conductivity can be determined 
from the gradients of the Arrhenius plot (section 2.3.2). 
It is apparent from figure 2.4 that two activation 
energies exist; the first associated with the low 
temperature (<1250K) behaviour and the second with high 
temperature conduction. A summary of the reported 
activation energies for these two temperature 
conductivity regions are given in tables 2.2 and 2.3, and 
the conduction mechanisms discussed in section 2.3.2.
Bates et al [1967] observed no difference between data 
for single and polycrystalline samples (figure 2.4) and 
concluded that neither grain boundaries nor porosity have 
any effect on the conductivity. This result contradicts 
the works of Wolfe [1963], Iida [1965] and Hampton 
[1986]. Wolfe observed a significant difference in the 
high temperature (>1300K) conductivity as a function of 
grain size, the larger grained oxide having a higher
- 10 -




Conduct iv i t y 
prefactor (7Z




Meyer [1933]** d .c . 4 contacts 0.3-0.9I
Hartmann [1936]** d.c. 4 contacts 0. 25
Willardson [1958]** 300 -673 d.c. 4 contacts ----- 0.28-0. 84
Aronson [1961]* 773-1373 •i.e. 4-probe 3.8x106 0. 30
Nagels [1963]* 90-900 d.c. 4 probe Van de Pauw 0. 34 (s.c.)
Wolfe [1963]** <1300 d.c. 4-probe 0.13-0. 2
Iida [1965]** 77-700 d.c. 4-probe Valdes 0.21 (s.c.)
Bates [1966]** <1250 d.c. 4-probe Valdes 
and a.c. Valdes 5Hz-5kHz
0. 17
Lee [1975]** 800-1340 a.c. 2-contacts 500Hz-10kHz 300 0.31
Killeen [1980]** <673 d.c. 4-probe Valdes 0.9 0. 14
Munir [1981]** 435-1248 d.c. 4-probe Valdes 1.010 0. 13
Matsui [1985]** 1282-1373 d.c. 4-probe Valdes 0. 27








Matsui [1987]** <1173 d.c. 4-probe 0.13
* parameters calculated assuming small polaron conduction CT T = (7o exp [-Ea/kT]
** parameters calculated assuming classical band conduction (T =(7£ exp [-Ea/kT ]
Table 2.2 Reported activation energies and conductivity prefactors for low temperature 









Willardson [1961]** d.c. 4 contact 1.5
Wolfe [1963]* >1300 <i. c . 4 - p robe 1 . 64
Myers [1964]** 1373-2273 d.c. 4 probe van de Pauw 5000 1 . 30
I i da [1965]** 700-1200 d.c. 4-probe Valdes 1.25 (s.c.)
Bates [1966]** >1250 d.c. 4 probe Valdes 
and a.c. Valdes 5Hz 5kHz
3.569x10-3 1 . 15
Killeen [1980]** 673-2000 d.c. 4-probe Valdes 2600 1.07
Dudney [1981]* * 1073 1673 a.c. 4-probe d.c. -20kHz 1 . 4






Matsui [1987]** > 1173 d.c. 4-probe 0. 27
* parameters calculated assuming small polaron conduction (T* T = 0£ exp [-Ea/kT]
* * parameters calculated assuming classical band conduction CT (JZ exp [-Ea/kT]
Table 2.3 Reported activation energies and conductivity prefactors for intrinsic conduction 
in polycrystalline and single crystal uranium dioxide. N.B. only the first author is quoted 
in the source due to limited space and (s.c.) indicates the material was single crystal.
conductivity. As well as a grain size dependence Iida 
also observed a large difference between single crystal 
and sintered materials. Using impedance spectroscopy 
(section 2.3.4 and chapter 3) Hampton [1986] noted that 
an additional feature appeared in the impedance spectra 
for polycrystalline urania. However these data were not 
good enough to identify the origin of this feature and it 
was only tentatively ascribed to a grain boundary effect.
Wright et al [1980], using a capacitor discharge 
technique, have made the only measurements of 
conductivity through the melt (3120K). Pellets of urania 
were heated below the melting point, before discharging a 
capacitor through them and recording the discharge 
voltage and current waveforms as shown in figure 2.5. The 
data shows an initial rise in conductivity, signified by 
an increasing current and falling voltage, for the first
2.4 mS of the discharge. Between 2.4 and 2.9 mS the 
current remained constant which is assumed to be 
consistent with the heat of fusion of the sample. After 
this period a significant drop (25%) in sample current, 
consistent with a 25% drop in conductivity, occured. This 
effect was observed in a number of samples and the time 
at which it occured varied with the level of preheating. 
It was concluded that the conductivity of UO2 decreases 
when it is heated through the melt which is consistent 
with the theory put forth by Young [1979] to explain an 
apparent increase in thermal conductivity as being a 



























CAPACITOR DISCHARGE TINE (ms)
Figure 2.5 Capacitor discharge voltage and current 
waveforms as a function of time for a pre-heated sample 

















below the melt point, to radiative heat transport above 
the melt.
2.3.2 INTERPRETATION OF CONDUCTIVITY DATA
Initially electrical conductivity data were 
interpreted on the basis that UO2 was a "classical” 
semi-conductor with a band structure [Meyer (1933), 
Hartmann (1936) and Willardson (1958)]. Consequently the 
thermal activation of the conductivity was assumed to be 
of the form
0“ =(0o)exp(-Ea/kT) (2.1)
in which k is the Boltzmann constant, T the absolute 
temperature and the activation energy Ea was associated 
with the thermal activation of the carrier concentration. 
However it became evident that UO2 was not a classical 
semiconductor and that band theory (equation 2.1) was 
inappropriate. In ionic crystals, the interactions 
between the holes and the phonons are so strong that the 
ion polarizes its surroundings and becomes self-trapped 
(localised) in the lattice. The hole plus the associated 
strain field is called a small polaron. The theory of 
small polarons gives a conductivity relation of the form
0“ = (<7o/T) exp(-Ea/kT) (2.2)
where the activation energy Ea now contains the mobility
- 12 -
activation energy as well as any carrier production 
energy. The 1/T factor originates from the 
Nernst-Einstein mobility relation.
Aronson, Rulli and Schaner [1961] using the ideas of 
Heikes and Johnston [1957] were the first authors to 
explain the electrical conduction in UO2 +X in terms of a 
hopping mechanism involving the production and movement 
of these polarons. They proposed that conduction took 
place by activated jumping of localised holes between U5 + 
and U4+ cations, with the activation energy being 
associated with the mobility of the charge carriers 
rather than with the carrier concentration. The 
activation energy represents the difference between the 
trapped polaron site and a normal interstitial site. This 
energy is provided by the absorption of an acoustic 
phonon.
Both Aronson, Rulli and Schaner [1961] and Bates 
[1967] have noted statistically that the linearity of 
their data was the same for equations 2.1 or 2.2, though 
the latter gave activation energies that are 20% higher. 
Throughout subsequent years various authors have 
interchangeably used both models when plotting their 
data.
LOW TEMPERATURE CONDUCTION (<1400K)
There is reasonable agreement concerning the 
current-carrying mechanisms at low temperatures (<1373K).
- 13 -
In this temperature range the carrier is believed to be a 
small polaron, or bound hole, on the uranium lattice 
site. This carrier is thermally activated and hops from 
one site to another so giving rise to an electric 
current. The carrier concentration is temperature 
independent and is determined by the concentration of 
extrinsic defects in the UO2 lattice. The extrinsic 
defect for undoped urania is assumed to be oxygen and 
conduction occurs via holes, U5+, which compensate for 
the excess oxygen, x, according to the relation
u4+or + |o2(g) ^  uf:2xui;o£x (2-3)
This is supported by the fact that; (i) a stoichiometry 
dependent conductivity is observed (section 2.3.3), (ii) 
the conductivity is dependent upon extrinsic defects or 
doping (section 2.3.4) and (iii) evidence of a carrier 
concentration dependence on oxygen partial pressure over 
UO2 has been widely reported [Ishii, Naito and Oshima 
(1970); Dudney, Coble and Tuller (1981); Killeen (1982); 
Matsui and Naito (1985 and 1986)]. Willis [1963], using 
neutron diffraction studies, suggested that defect 
clusters of oxygen interstitials and oxygen vacancies are 
formed when a large incorporation of excess oxygen into 
the structure occurs.
Studies on the thermoelectric behaviour of UO2 
[Willardson et al (1958); Aronson, Rulli and Schaner 
(1961); Wolfe (1963); Bates (1966); Lee (1975) and
- 14 -
Killeen (1984)] have confirmed that the sign of the 
predominant charge carrier at these temperatures is 
positive. A thermally activated conductivity can arise 
from either: (i) activation of the carrier concentration,
(ii) activation of carrier mobility, (iii) a combination 
of both (i) and (ii). Thermal activation of the 
thermoelectric power (Seebeck coefficient) results from 
an activated carrier concentration. Killeen [1980] has 
measured the thermoelectric power for both single and 
polycrystalline UO2 samples upto 1500K. The results, 
figure 2.6a, show that the thermoelectric power is 
invariant with temperature upto 1073K and that the sign 
of the charge carrier changes from positive to negative 
at approximately 1383K. The temperature independence, at 
low temperatures, suggests the conductivity is a 
consequence of a thermally activated mobility and is
consistent with the theory of small polaron conduction
(equation 2.2). Recently Hampton et al [1987] have
suggested that it is more appropriate to use
equation 2.1 since the low temperature activation energy 
essentially appears to in the nature of a binding energy 
(see section 2.3.5). The average activation energy in low 
temperature conductivity regime is approximately 0.21eV 
assuming band conduction and 0.28eV on the basis of the 
small polaron model (the arithmetic means of table 2.2).
In summary the conductivity at low temperatures
(<1400K) is extrinsic p-type and results from defects or 
deviations in stoichiometry. The temperature dependence
- 15 -
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Figure 2.6 Thermoelectric power for (a) extrinsic p-type 
conduction in single and polycrystalline UO2
[Killeen (1980)] and (b) high temperature intrinsic 
n-type conduction [Killeen (1984)].
of the conductivity is a consequence of a thermal 
activation of the hole mobility in which the holes 
compensate for excess oxygen in the lattice 
(relation 2.3). The average activation energy associated 
with this mechanism is 0.28eV (small polaron model).
HIGH TEMPERATURE CONDUCTION (>1400K)
Thermoelectric power measurements by Myers, Jonsson
and Westin [1964], Bates [1966] and Killeen [1980 and 
1984] show that the low temperature p-type conduction 
changes to become n-type at temperatures above 1400K.
Within this temperature range the conductivity no longer 
exhibits a dependence upon stoichiometry or doping (see 
sections 2.3.3 and 2.3.4). The most frequent explanation 
for this behaviour has been to assume that UO2 is
exhibiting normal intrinsic n-type semiconduction, with 
equal concentrations of thermally activated holes and 
electrons, in which the more mobile electrons give rise 
to the observed n-type behaviour. Catlow and Lidiard 
[1975] propose this pair production takes place by a 
thermal disproportionation of the uranium sublattice or 
disruption of the Mott-insulating state according to the 
equat ion
2 U « + ( 5 f ) 2 ^  U5+(5f)i + U3*(5f)3 (2.4)
- 16 -
and that the extra electron and hole on the U3+ and Us+ 
ions are treated as small polarons.
Hyland and Ralph [1983] have suggested that the 
electrons should also be bound in polaron-type 
eigenstates and consequently move with a hopping 
mobility, rather than exhibit band conduction. In their 
analysis it is assumed that the hole and electron 
mobilities are equal, and as a consequence the 
thermopower in the intrinsic region will be independent 
of temperature. The apparent saturation ot the Seebeck 
coefficient at high temperatures, figure 2.6b [Killeen 
(1984)], does not serve to confirm Hyland and Ralph's 
assumption but they are consistent with it. However, the 
results do show that a simple semiconductor model is not 
adequate to explain the electrical conduction at high 
temperatures. The average activation energies associated 
with high temperature (1400K) intrinsic conduction are 
1.3eV and 1.6eV assuming band and small polaron models 
respectively (the arithmetic mean of table 2.3).
To summarise conduction above 1400K is intrinsic 
n-type semiconduction and shows no dependence upon 
stoichiometry, extrinsic defects or doping. Carriers are 
believed to be generated by a disproportionation of the 
uranium sublattice into electrons (U3+) and holes (U5+), 
according to relation 2.4, in which the more mobile 
electrons give rise to an electric current. The average 
activation energy associated with this mechanism is 1.6eV 
(small polaron model).
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i2.3.3 THE EFFECT OF STOICHIOMETRY OW THE ELECTRICAL 
CONDUCTIVITY OF URANIUM DIOXIDE
A number of studies on the effects of excess oxygen 
(hyperstoichiometry) on the electrical conduction of 
urania have been published for a wide range of 
experimental techniques. The most comprehensive data are 
those by Aronson, Rulli and Schaner [1961], Nagels, 
Denayer and Devreese [1963], Lee [1975] and Tateno 
[1984]. All of these measurements were performed in the 
extrinsic conductivity region for temperatures up to 
1340K. The results of Lee [1975] figure 2.7 show that the 
extrinsic conductivity increases with excess oxygen 
content. Willardson et al [1958] and Ishii, Naito and 
Oshima [1970] have also observed an increase in 
conductivity with increasing O/U ratio. Aronson, Rulli 
and Schaner [1961] empirically fitted their data using 
the relationship
CT = (3.8xl06 )/T(2x)(l-2x) exp[(-0.30+0.03)/kT] (2.5)
where x is related to the stoichiometry in UO2 +X. In 
addition to the dependence of conductivity upon 
stoichiometry Nagels, Denayer and Devreese [1963] and Lee 
[1975] also observed that the activation energy decreased 
with excess oxygen content; no such dependence was 
measured by Aronson, Rulli and Schaner [1961]. Table 2.4 
summarises these results. Nagels et al concluded that an 
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Figure 2.7 Conductivity plots for uranium dioxide at 
selected stoichiometries [Lee (1975)].










Table 2.4 Conductivity activation energies as a function 
of atomic oxygen/uranium (0/U) ratio as reported by 
Nagels, Denayer and Devreese [1963] and Lee [1975].
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content was consistent with a small polaron model. This 
assumes that as small polarons approach each other their 
polarization clouds (strain fields) start to overlap and 
the energy required for hopping is consequently reduced.
Extensive studies of the effect of the oxygen partial 
pressure have appeared in the literature and have been 
reviewed by Perron [1968]. The results of Dudney, Coble 
and Tuller [1981] are shown in figure 2.8. The isotherms 
display a characteristic "S" shape, indicating that the 
oxidation and reduction of urania become increasingly 
sluggish for high oxygen partial pressures and low 
temperatures. The conductivity dependence upon oxygen 
partial pressure has been attributed to changes in 
stoichiometry. Holes are believed to compensate for the 
oxygen and give rise to the conductivity. At high 
temperatures the dependence was less pronounced 
indicating that conductivity occurred via a different 
mechanism.
The only electrical conductivity data for 
hypostoichiometric, oxygen deficient UO2 -X, are those of 
Iida [1965]. Iida reported that all the samples displayed 
intrinsic n-type conductivity above 700K. The low 
temperature (<700K) activation energy decreased with 
decreasing oxygen content whilst the high temperature 
intrinsic properties showed no significant relation to 
the 0/U ratio (table 2.5).
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F i g u r e  2 . 8  Conductivity of pure urania as a function of 
oxygen partial pressure [Dudney, Coble and Tuller 
(1981)].






1.999 0.179 1. 230
1.994 0.432 1.291
1.990 0.119 1. 360
Table 2.5 Conductivity activation energies for oxygen 
deficient (hypostoichiometric) uranium dioxide for 
extrinsic and intrinsic conduction [Iida (1965)].
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2.3.4 THE ELECTRICAL CONDUCTIVITY OF DOPED PRANIPM
DIOXIDE
Considerable interest in doping of uranium dioxide has 
been generated, in part, from the reported influence of 
certain additives on grain size and sintering properties 
which are crucial to its use as a fuel. Interest also 
exists in the introduction of burnable poisons to attain 
greater burn-ups [Mathews (1987) and Killeen (1975)]. 
These additives are reported [Turnbull 1974] to reduce 
the release of fission gases and fission products from 
the fuel during irradiation. The additives most 
frequently investigated are Gadolinium Gd, Niobium N b , 
Chromium Cr, Titanium Ti, Lanthanum La and Yttrium Y.
A number of studies on the effects of additives upon 
the electrical conductivity have appeared in the 
literature [Killeen (1980); Dudney, Coble and Tuller 
(1981); Munir (1981); Matsui and Naito (1985, 1986 and
1987) and Arai et al (1987)]. Munir [1981] has examined 
the effects of Cr203, Gd203, La2 0 3 , Ti02 and Nb2 0 s
additives for temperatures between 300K and 1600K. In 
agreement with the earlier studies of Killeen [1980] it 
was reported that niobium extended the intrinsic 
conductivity of urania (see figure 2.9). The conductivity 
of the doped material was approximately four orders of 
magnitude lower than that of pure UO2 and the 
extrinsic-intrinsic conductivity transition was reduced 
from 1373K to 750K by the addition of niobium. The 
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Figure 2.9 Conductivity plots for pure (o single crystal 
and + polycrystalline) and Niobium (0.5% Nb20s) doped 
(X, D > •) uranium dioxide [Lee (1975)].
this temperature) associated with these regions were 
unaffected by the addition of niobium. In contrast 
measurements of the thermoelectric power [Killeen (1980)] 
suggested that this change in the conductivity mechanism 
occured at the higher temperature of 1053K. However it 
was not possible to perform thermopower and conductivity 
measurements simultaneously on the same sample and the 
difference in the reported temperature was attributed to 
sample variation. The impurity compensation mechanism 
believed to be responsible for the enhancement of 
intrinsic conduction is that the niobium atoms provide 
sites for the holes, produced by the excess oxygen in the 
lattice, to become localised in preference to uranium 
atoms. The localised hole on the niobium atom will not be 
mobile and consequently the hole concentration and 
conductivity are reduced.
Data for pure UO2 and samples doped with Cr2(>3 and 
Gd203 are shown in figure 2.10 [Munir (1981)]. The 
conductivity increased with dopant concentration. Arai et 
al [1987], in studies of (U,Gd)02 solid solutions, 
reported that Gadolinium whilst increasing conductivity 
also decreased the activation energy. The decrease in 
activation energy is believed to result, from the small 
polarons’ polarization clouds overlapping.
Dudney, Coble and Tuller [1981] also examined the 
conductivity of yttrium doped urania as a function of 
oxygen partial pressure. The results, figure 2.11, show 
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Figure 2.10 The effect of dopant concentration on the 
electrical conductivity of Gd2 0 3 - and Cr2 0 3 ~ doped urania 
[Munir (1981)]. The solid line represents data for the 
nominally pure material.
oxygen partial pressures, resulting in a conductivity 
that is independent of oxygen partial pressure. At higher 
oxygen partial pressures the conductivity increases as 
for pure urania (figure 2.8). An Arrhenius plot of the 
dopant independent conductivity (low oxygen partial 
pressure region of figure 2.11) showed that at high 
temperatures the conductivity becomes independent of the 
dopant concentration and has an activation energy of 
1.4eV. It was concluded that this was clear evidence that 
at high temperatures the conductivity in urania is 
intrinsic in nature.
2.3.5 A.C. CONDUCTIVITY STUDIES
Conductivity measurements performed using d.c. 
conditions and those at a single frequency give a measure 
of conduction at the macroscopic scale. In addition to 
the bulk conduction these results may include 
contributions from grain boundaries and the effects of 
porosity. Even when 4-probe measurements are performed 
the data can be perturbed by electrode effects when 
finite area contacts are used. Impedance measurements on 
fast-ion conductors obtained over a wide frequency range 
have been shown to resolve these separate contributions 
to the conductivity [Ikeda et al (1985)]. Although a.c. 
conductivity studies have been reported for UO2 by a 
number of workers [Bates (1967); Gesi and Tateno (1969]); 
Lee (1975); Dudney (1981); Tateno (1984) and Matsui
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F i g u r e  2 . 1 1  Conductivity of yttria doped urania as a 
function of oxygen partial pressure at selected 
temperatures and doping levels [Dudney, Coble and Tuller 
(1975)]. N.B. To add clarity the conductivity data at 
each temperature have been offset by one decade.
(1986)3 few have observed any frequency dependence over 
the few kilo Hertz range investigated (see tables 2.2 and 
2.3), and those who did, discarded it as an experimental 
artifact. The only reported measurements that have used 
the frequency to probe the conduction mechanism in UO2 
are those by Hampton et al [1985, 1986a and 1988] and 
Hampton, Saunders and Stoneham [1986]. The pertinent 
features of these papers are now summarised.
In all these spectroscopic studies, the a.c. impedance 
(real and imaginary components) of single crystal urania 
was measured between 5Hz and 5MHz using an impedance 
analyser. Electrodes were evaporated onto the two faces 
of the disc-shaped samples so that the sample formed the 
dielectric medium of a parallel plate capacitor. The real 
component of the impedance was used to deduce information 
on the electrical conduction whilst the imaginary 
component gave data on the dielectric properties (see 
section 2.4.1) of the material. The impedance data was 
plotted in the complex plane, (ie imaginary vs. real as a 
function of frequency) and revealed the existence of two 
different regions, as shown in figure 2.12 [Hampton, 
Saunders and Stoneham (1986)]. To model this response and 
enable extraction of resistance values; Hampton et al 
[1986] ascribed a resistance and capacitance to each of 
the curved regions. The form of the response was reported 
to be consistent with an equivalent circuit composed of 
two serially connected parallel elements as indicated in 


























Figure 2.12 Logarithmic plots of the electrical impedance 
of single crystal UO2 after Hampton,Saunders and Stoneham 
[1986]. Also shown are the equivalent circuit (top left 
hand corner) used to analyse the data and a schematic 
representation of the impedance expected from the circuit 
shown.
attributed to a thin (0.06|un) barrier layer (the result 
of applying electrodes) and the other to the bulk 
properties of the material itself. Above 200K, for the 
frequency range studied, the impedance was dominated by 
the barrier element alone and consequently data was not 
representative of the material properties. However below 
200K the bulk properties are measured which accounts for 
the anomalous frequency dependence of the conductivity 
reported in other studies [Hampton et al (1985)]. The 
barrier region was interpretated as being composed of 
UO2 , possibly modified by a space charge layer, since 
the activation energy in the barrier region (0.18eV) was 
comparable in magnitude to the bulk value (0.23eV). It 
was also noted that the barrier region was voltage 
dependent whilst the second region showed no such 
dependence.
Hampton et al [1987] have also made complex impedance 
studies as a function pressure (25 and 70kbars) at 
ambient temperature. It was reported that over the entire 
frequency range the behaviour was dominated by the 
boundary layer. This layer was assumed to be composed of 
urania thus enabling the pressure dependences of the 
conductivity and dielectric constant to be estimated. The 
conductvity was found to increase linearly with pressure 
consistent with the d.c. resistance measurements of 
Vaidya et al [1976]; though the rate of increase differed 
(2. 5jiSkbar~1 and 0.68^iS kbar-1 respectively). From these 
pressure dependences an estimate of the carrier hopping D
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and binding B energies was made. The pressure dependence 
of the conductance comes from two sources the effects of 
pressure on; (i) the carrier concentration associated 
with B and (ii) the carrier mobility related to D. The 
two energies were calculated as a function of interionic 
distance R and the results can be summarised as follows;
0.025 eV < Binding energy < 0.17 eV 
0.141 eV > Hopping energy > 0 eV.
It was postulated that the low temperature activation 
energy (0.17eV), which is the sum of the hopping and 
binding energies, is principaly binding in nature. This 
would imply that extrinsic conductivity data should be 
analysed on the basis of equation 2.1.
Finally the a.c. electrical impedance was measured up 
to 1500K using four probes to preclude the effects 
associated with electrodes [Hampton et al (1988)]. 
Although a single impedance feature could not be fully 
traversed the segments available suggested the response 
comprised a semicircle with a spur at high frequencies. 
As a consequence the data were modelled using a parallel 
combination of a resistor and capacitor connected in 
series to a capacitor. The series capacitance was not 
identified and was tentatively assigned to stray lead or 
contact effects. A distinct kink in the Arrhenius plot at 
1300k was observed consistent with the
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extrinsic-intrinsic conductivity transition, with 
activation energies of 0.12eV and 1.4 eV below and above 
the transition. In the same paper Hampton et al [1988] 
also reanalysed the data of Bates [1967]. Bates reported 
that conductivity data showed a positive frequency 
dependence above 1273K and negative below 1273K 
(figure 2.13). He ascribed this to experimental artefacts 
(surface conduction effects associated with the current 
and voltage leads) and discarded all his data above 5kHz. 
Hampton et al, using Bates data, constructed master 
curves (section 3.9) for the low and high temperature 
frequency dependent conductivity. This they achieved by 
laterally displacing the data at different temperatures 
with respect to each other so that superposition of the 
data onto a single curve, or master curve, was obtained. 
The normalised conductivity curves below and above 1273K 
are shown in figure 2.14a and 2.14b respectively. When 
the logarithm of the displacement, necessary to ensure 
overlap of the data sets, was plotted in the Arrhenius 
format (figure 2.14c and 2.14d) thermal activation 
energies of 0.2eV(<1273K) and 1.25eV(>1273K) were 
obtained. It was concluded that the frequency dependence 
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Figure 2.14 Normalised conductivity curves for Bates 
[1967] data (figure 2.13) after Hampton, Saunders and 
Stoneham [1988] (a) below and (b) above 1273K. Arrhenius
plots of the displacement necessary to ensure overlap of 
the data (c) below and (d) above 1273K.
2.4 DIELECTRIC PROPERTIES
The dielectric properties which are conveniently 
characterised by the low frequency Eat (static) and high 
frequency Boo (optical) dielectric constants, of UO2 have 
been studied by a number of workers [Ackermann, Thorn and 
Winslow (1959); Briggs (1964); Axe and Pettit (1966); 
Huntley (1966); Gesi and Tateno (1969); Tateno and Naito 
(1969); Schoenes (1980); Tateno (1984); Hampton,
Saunders and Stoneham (1986) and Hampton et al 
(1987a and b)]. In general optical techniques have been 
used to probe the high frequency properties whilst 
capacitive and microwave measurements have been employed 
in the study of static dielectric constant. The data for 
both of these constants are summarised in table 2.6 and 
are discussed in the following sections.
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and Winslow [1959] 5.3
Briggs [1964] 23.7+1.7














* dependent upon measurement temperature and frequency.
Table 2.2 Published values of the static and high 
frequency dielectric constants of UO2 .
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2.4.1 STATIC DIELECTRIC CONSTANT
The first reported value for the static dielectric 
constant of UO2 was that by Briggs [1964] using a Q-meter 
measurement, at 178kHz, of the capacitance of a slice of 
single crystal material. The value, 23.7+1.7, was the 
average of three measurements. Similar capacitive 
techniques have been used by Iida [1965a] (100Hz-10MHz), 
Tateno and Naito [1969](l-20kHz) and Axe and Pettit 
[1966] (300KHz). These results are summarised in
table 2.6 where it is apparent that the results are
somewhat inconsistent. There have been a number of 
reasons proposed for this variability, most of which have 
hinged upon the properties of UO2 .
Tateno and Naito reported a strong increase of the
dielectric constant with temperature, and a dependence 
upon measurement frequency. It was suggested that these 
dependences resulted from a Maxwel1-Wagner type 
dielectric dispersion and was a consequence of the
relatively high electrical conductivity of the material. 
Axe and Pettit noted that the high conductivity of the
single crystal material prevented an evaluation of the 
static dielectric constant to be made. Microwave 
measurements [Gesi and Tateno (1969)] have been made to 
avoid the effects of Maxwel1-Wagner type polarisation; 
the results show that the dielectric constant is 
essentially independent of temperature.
It has been established that the static dielectric
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constant is stoichiometry dependent [Tateno (1984)]. The 
results of these microwave studies on the effects of 
stoichiometry are shown in figure 2.15a. Both the real 
and imaginary components of the static dielectric 
constant were observed to increase with increasing non 
stoichiometry.
Huntley [1966] has measured the effect of porosity 
upon the dielectric constant, figure 2.15b, by measuring 
the capacitance and resistance as function of frequency 
(15-500KHz). The measurements at room temperature gave an 
apparent dielectric constant a thousand times larger than 
that expected; this he attributed to the Maxwe11-Wagner 
effect. A transition in the resistance and capacitance 
values from anomously high values, at low frequencies, to 
acceptable frequency independent values, at high 
frequencies, was reported. It was assumed that the 
process responsible for the transition would be thermally 
activated and consequently the transition frequency could 
be displaced with temperature. By cooling the sample 
temperature to 77K the transition frequency was found to 
occur well below the measurement frequency range and 
sensible values for the dielectric constant could be 
obtained. It is worth noting that within this work the 
sample stoichiometry also varied with porosity (UO2 . 0 0 7  
for 2.5* porosity to UO2 . 1 1 for 40* porosity). The data 
in figure 2.15b therefore includes combined effects due 
to porosity and variations in stoichiometry.
Complex impedance studies (chapter 3) [Hampton,
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Figure 2.15 (a) Dielectric constants in UO2 +X as a
function of excess oxygen concentration x [tateno
(1984)]. (b)Static dielectric constant of urania as a 
function of porosity [Huntley (1966)].
Saunders and Stoneham (1986) and Hampton et al 
(1987a and b)] over a wider frequency range (5Hz to 5MHz) 
have accounted for the range of experimental values 
reported. Hampton reported that the measured impedance of 
single crystal urania had two contributions, one due to 
the bulk material and a second due to the interface 
resulting from the application of measurement electrodes 
(section 2.3.5). The bulk conducting properties were 
found to occur at higher frequencies. The transition 
frequency reported by Huntley was in fact the change over 
from bulk to electrode properties. Anomously high values 
for the dielectric constant can then be accounted for 
because the thickness of electrode region is of the order 
of a few microns and this dimension should be used when 
calculating the dielectric constant. This approach yields 
dielectric constants three orders of magnitude smaller 
than those reported by Huntley.
Hampton et al [1987a] have also made measurements on 
the pressure dependence of dielectric constant within the 
boundary layer. It was assumed the boundary layer 
thickness was invariant of pressure and consequently the 
capacitance directly proportional to the dielectric 
constant. The experimental pressure 'dependence (-0.03 
kbar-1) was in good agreement with calculations based 
upon standard interatomic potentials (-0.02 kbar-1). 
Finally, Hampton et al [1987b] reported measurements on 
the dielectric constant through the phase transition 
(Neel point) at 30K. Only a marginal effect (0.05*) was
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reported and the dielectric constant was essentially the 
same above and below the transition.
2.4.2 HIGH FREQUENCY DIELECTRIC CONSTANT
The reststrahlen spectrum of single UO2 and Th02 were 
investigated by Axe and Pettit [1966] who made infrared 
reflectivity measurements from 60 to 2500 cm-1. The real 
and imaginary components of the dielectric response were 
then determined through the Kramers-Kronig relationship, 
figure 2.16. Analysis of the data using the 
Lyddane-Sachs-Teller relation [Lyddane, Sachs and Teller 
(1941)]
£ s t / 6 « o  = (w l o / w t o )2 (2.6)
in which w l o  and w t o  are the longitudinal and transverse 
optic frequencies respectively, indicated good agreement 
when applied to TI1O2 , whereas a descrepancy of 12% was 
observed with UO2 , table 2.7. It was suggested that a 
value of Sst determined at lower frequencies was 
necessary. Schoenes [1980] remeasured the spectrum of 
UO2 down to energies as low as 20cm-1. It was then 
possible to establish that UO2 does obey the L.S.T. 
relation, table 2.7. Schoenes also noted that the 
imaginary component of the dielectric constant indicated 
that UO2 is a semiconductor with an energy gap of 
approximately 2eV. Lowdnes [1971] has noted that the 
































Figure 2.16 Real (8 *) and imaginary (8 ’’) components of 
the dielectric constant of UO2 as a fuction of photon 
energy at 300K [Schoenes (1984)]. The data were 
calculated from reflectivity data using the 
Kramers-Kronig transformation.
fluorites; CaF2 , SrF2 and BaF2 . The L.S.T. relation 
provides one useful check of theoretical calculations ie 
the ratio of the longitudinal and transverse optic 
frequencies extracted from calculated phonon dispersion 
curves can be compared with the ratio of the measured 
dielectric constants and indicates why there is interest 
in experimental values of both dielectric constants.
Quant ity Schoenes [1980] 
U02
Axe and Pettit [1966]
UO2 Th02
w t o  (cm-1) 280+2 278+2 279+2
w l o  (cm-1) 578+2 556+2 568+4
£s t 21.5+1.0 24* 18.9+0.4
$00 5+0.05 5.3 4.30+0.05
B a t /Boo 4.30 4.53 4.39
(w l o / w t o )2 4.26 4.00 4.14
* value reported by Briggs (1964).
Table 2.6 Dielectric parameters used to validate the 
Lyddanne-Sachs-Teller (L.S.T.) relation.
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2.5 THERMAL PROPERTIES OF UBANIUM DIOXIDE
2.5.1 THE HEAT CAPACITY
From the view point of the nuclear industry the heat 
capacity and thermal conductivity of uranium dioxide are 
the most important properties for evaluating the thermal 
behaviour of this fuel. Ideally, measurements of the heat 
capacity Cp up to the melting point are required. 
Although in principle it should be possible to measure 
this, it has been found in practice that direct
evaluation of the heat capacity for temperatures above
1000K are unreliable. As a consequence most of the
thermal data above 1000K have been obtained from enthalpy 
measurements using drop calorimetry techniques [Hein, 
Flagella and Conway (1968); Szwarc (1969) and Kerrisk and 
Clifton (1972)]. The heat capacity is determined by 
fitting a smooth differentiable curve (continuous) to the 
discrete enthalpy data and then differentiating this 
fitted function with respect to temperature. The results 
of Kerrisk and Clifton [1972] for the measured thermal
enthalpy and the calculated heat capacity are shown in 
figures 2.17a and b respectively. The heat capacity 
figure 2.17b indicates that an unexpected rise in the 
heat capacity occurs above 1500K. The origin of this 
anomalous rise in Cp has been the subject of 
considerable interest for a number of years.
Szwarc [1969] and Kerrisk and Clifton [1972] 
postulated that this rise resulted from the thermal 
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i n  ( b ) .
they claimed was supported by the fluorite structured 
compounds CaF2 , BaF2 and SrCl2 in which a high 
temperature anomaly in Cp was umambiguously attributed to 
defect formation [Dworkin and Bredig (1968)]. Bredig 
[1971] noted that Szwarc’s [1971] experimental enthalpy 
data, to which Szwarc had fitted a single smooth function 
over the entire temperature range (1100-3100K), showed a 
step around 2700K and a linear dependence above this 
temperature. A linear enthalpy would indicate a 
temperature independent heat capacity. Bredig [1971] 
re-interpolated Szwarc’s enthalpy data taking account of 
these observations and reported a lambda type 
order-disorder transition in the heat capacity of UO2 at 
2670K (0.86Tm). This he attributed to a partial melting
of the oxygen sublattice consistent with his findings in 
other fluorite structured materials. Rand et al [1978] 
and Fink, Chasanov and Leibowitz [1981] have also 
reported a similar transition when they re-analysed the 
sets of enthalpy data used by Kerrisk and Clifton [1972]. 
In an analysis of enthalpy data, Fink [1982] identified a 
similar diffuse transition in most reactor fuels (see 
table 2.8). The existence of the Bredig transition, which 
is of signif icance to the nuclear industry, has been 
discussed and contested ever since. No evidence of 
enhanced electrical conduction around this temperature 
has been reported (section 2.3.1) to support the theory 
of superionic conduction taking place. However, as 
already noted any increased ionic conduction would be
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UO2 3120 2670 0.86
Th02 3643 2950 0.81
(U,Pu)02 3002 2750 0.92
( Uo . 0 8 Tho . 9 2 ) O2 3609 2850 0.79
(Uo . 1 5 Tho.8 5 )O2 3550 2950 0.83
( Uo . 3 0 Tho . 7 0 ) O2 3460 2900 0.84
Table 2.8 Reported temperatures for the *Bredig-type* 
transition of various nuclear fuels after the work of 
Fink [1985].
electronically masked in conductivity measurements of 
UO2 . No such masking would be expected in the specific 
heat.
Catlow [1977], Naclnnes [1978], Thorn [1979] and 
Browning [1981] challenged the Frenkel defect model and 
proposed an electronic contribution to account for the 
anomalous rise in the heat capacity above 2000K. They 
reported no Lambda type transition. Browning*, Hyland and 
Ralph [1983] have re-analysed the data of Hein et al 
[1968] assuming the excess heat capacity contribution 
resulted from electron-hole formation discussed in 
section 2.3.2 (equation 2.4). They concluded that the 
enthalpy data could be adequately accounted for up to
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2500K. However, above this temperature, the excess 
enthaly was attributed to the onset at 2500K of a diffuse 
structural transition, believed to be the Bredig 
transition. The appearance of a lambda type feature in
the heat capacity curve is dependent on how the enthalpy 
data are fitted and differentiated [Hyland and Ralph
(1985)]. Ralph and Hyland [1985] have re-differentiated 
the enthalpy data of Hein et al [1968], using quasi-local 
linear regression (this is a model-independent method for 
differentiating data) and reported a pronounced heat 
capacity peak at 2610K as indicated figure 2.18. This is 
in close agreement to that of Bredig (2670K). Neutron 
diffraction studies by Clausen et al [1983,1984] and 
Hutchings et al [1985] reported the occurence of 
considerable oxygen Frenkel disorder above 2400K which is 
believed to support the occurence of a Bredig transition 
and the existence of Frenkel disorders at high 
temperatures.
2.5.2 THE THERMAL CONDUCTIVITY
A second important thermophysical property important 
in reactor safety analysis is *the thermal conductivity. 
In certain areas, such as post-accident heat removal or 
interactions of coolant with molten fuel, the thermal 
conductivity is of prime concern. Direct experimental 
measurement of the thermal conductivity is only 











Figure 2.18 The calculated heat capacity of urania as a 
function of temperature after Ralph and Hy1 and [1985]. 
These data have been obtained from re-analysing the 
enthalpy data of Hein et al [1968].
this temperature the conductivity is determined from 
thermal diffusivity data. However, conversion to 
conductivity values, relies upon a knowledge of the heat 
capacity Cp which is somewhat uncertain (section 2.5.1) 
on account of its derivation from the measured enthalpy 
data. The thermal conductivity K is related to the heat 
capacity through the equation
K = a f  CP (2.7)
in which *a* is the thermal diffusivity and J° the 
density. The thermal conductivity is composed of three 
components
K = Kl a t t + Kr a d + Ke 1 (2.8)
namely, lattice or phonon, radiation and electronic 
(Kiatt, Krad, Kei respectively). The relative importance 
of these contributions depends upon the temperature and a 
detailed discussion of these, together with an evaluation 
of their magnitude has been made by Hyland [1983]. At 
higher temperatures the degree of upswing in the 
conductivity data is the source of conjecture and the 
band of reported experimental values for the thermal 
conductivity is shown in figure 2.19 [Hyland (1983)].
A number of authors [Ainscough and Wheeler (1968) , 
Schmidt (1971) and Brandt, Hauffler and Neuer (1976), 
Preston et al (1989)] have established that at low
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Figure 2.19 Experimental and calculated values of the 
thermal conductivity of UO2 as a function of temperature 
Hyland [ 1 9 8 3 ] .  The cross hatched area denotes the range 
of reported experimental values. The dotted and solid 
lines show the calculated (assuming lattice and 
electronic contributions) data of Killeen [ 1 9 8 0 ]  and 
Hyland [ 1 9 8 3 ]  respectively.
Hyland
Killeen 1 s 
Recommendation
temperatures, below 1500K, the thermal conductivity 
satifies the relation
K(T)=l/(a+bT) (2.9)
implying that lattice conduction is the dominant process 
of heat transport. The constant *a* incorporates the 
extrinsic behaviour associated with phonon scattering by 
lattice imperfections and the term *bT* the intrinsic 
contribution arising from anharmonic phonon-phonon 
interactions.
The upswing in the thermal conductivity above 2000K 
was initially ascribed to thermal radiation which has a 
T3 dependence on temperature. However Young [1979] 
suggested that this contribution should be negligible 
and, emphasis has centred upon the electronic component 
of thermal conduction.
Initially this electronic contribution was based upon 
the thermal conductivity of a semiconductor [Killeen 
(1980)]. Figure 2.19 shows the results of these 
calculations. The effect of the electron-to-hole mobility 
ratio on the thermal conductivity was also investigated 
in this study. The best fit to the data of Brandt et al 
[1976] was obtained assuming a ratio for the electron to 
hole mobility electrical conductivity of between 3 and 4. 
Hyland and Ralph [1983] pointed out that in its ground 
state UO2 is a Mott insulator and that conduction takes 
place by hopping of small polarons. A Mott insulator is
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an insulator characterised not by a filled valence band, 
but rather by the existence of incompletely filled 
cationic shells in which the conduction electrons are 
localized by their mutual coulombic interactions [Mott 
(1978)]. This electronic component (characterised by 
equation 2.4) is termed the ambipolar contribution. 
Taking this into account Hyland and Ralph obtained the 
following expression for the electronic component of the 
thermal conductivity
in which 07T and Op are the electron and hole electrical 
conductivities respectively and U is the energy required 
to disrupt the Mott-insulating state (ie the energy to 
drive equation 2.4). The factor of 2 occurs because an 
electron/hole pair is being generated. Further to this it 
was reported that since the Seebeck coefficient appears 
to become temperature independent at high temperatures 
,[Killeen (1980)] section 2.3.2, is consistent with the 
equality
Ke 1 = U 2 07,01 1 (2 .10)
e (On + 0p ) T
O n  - O p
so that equation 2.10 simplifies to
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where 0~ is the measured electrical conductivity. The 
value of U (1.86eV) was obtained from the available 
experimental electrical data. This value is equal to 
twice the difference between the high and low temperature 
activation energies associated with the electrical 
conductivity. The results of these calculations, assuming 
lattice and electronic contributions (equations 2.7 and 
2.9) are included in figure 2.19. Recent electrical 
conductivity studies [Hampton et al (1988)] have 
estimated that the high temperature activation energy 
(intrinsic activation energy) must be less than 1.3eV 
giving a Mott-Hubbard energy gap that cannot be greater 
than 2.2-2.3eV, figure 2.20.
Measurements of the thermal conductivity of molten UO2 
disagree significantly, table 2.9. The first measurements 
of this quantity by Kim et al [1977] employed a modulated 
electron beam method to determine the diffusivity of 
molten urania clad in tungsten. Values of the thermal 
conductivity were calculated from the smoothed thermal 
diffusivity data using relation 2.6. Similarly Otter and 
Damien [1982] determined the thermal diffusivity of 
tunsten clad UO2 at the melting point using a flash laser 
technique. These results appeared to confirm the earlier 
studies. In contrast Tasman et al [1983] made direct 
measurements of the thermal conductivity using a novel
50
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Figure 2.20 Caculated thermal conductivity data composed 
from the sum of the ambipolar (eq. 2.10) and lattice (eq. 
2.8) terms for various activation energies of the 
electrical conductivity as indicated Hampton et al 
(1988). The shaded area represents the range of 
experimental values of the thermal conductivity.
quasistationary method. Samples were heated using three 
CO2 lasers to melt a pool of material on the sample 
surface. The thermal conductivity was determined from 
measurement of the depth of penetration of the melt front 
and comparison with calculated values of melt thickness 
as a function of thermal conductivity. This technique 
gave values for the thermal conductivity substantially 
lower than the previous studies and indicated that the 
conductivity fell upon melting. Tasman et al [1983] 
questioned the validity of the earlier studies of Kim et 
al and Otter et al, proposing that tungsten contamination 
of the sample was probably occurring and that heat 
conduction through the cladding had not adequately been 
accounted for. Fink and Leibowitz [1985] re-analysed all 
of these data taking account of heat conduction through 
the tungsten cladding using a transient heat transfer 
code (THTB). This analysis gave much closer agreement 
between reported values, table 2.9, and a mean value of
5.6 Wm“1K“1, which is still higher than the solid value 
of melting; in contrast to Tasman's value which is lower.
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Author Thermal conductivity of molten urania 
(Wm-IK"1)
As reported As re-analysed by 
Fink [1985]





Table 2.9 Reported values for the thermal conductivity of 
molten urania. Also given in the table are the values 
obtained by Fink [1985J in a re-analysis of the data.
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Chapter 3
IMPEDANCE SPECTROSCOPY OR COMPLEX PLANE ANALYSIS (C.P.A.)
3.1 INTRODUCTION
Electrical measurements, although one of the oldest 
characterization techniques, remain one of the most 
sensitive and versatile tools for the characterization of 
defects and mobility mechanisms in ionic conductors, 
semiconductors and materials which are partially 
insulating. The most commonly made measurement in the 
study of these materials is a.c. impedance at various 
frequencies as a function of temperature. Such 
measurements can reveal the effects of interfacial 
phenomena, polycrystallinity and porosity on the 
electrical conductivity and dielectric properties. One 
technique which has come into general usage to resolve 
problems such as these is Complex Plane Analysis 
(C.P.A.); this is often termed Impedance Spectroscopy. In 
general this term may be applied to any technique which 
involves measuring the electrical impedance or admittance 
over a range of frequencies and plotting this in the 
complex plane as a frequency dispersion. From the shape 
of the plots, which ideally consist of semicircles and 
straight lines, an equivalent circuit to model the 
response can be established through a ’fingerprinting* 
technique. One of the most attractive features of C.P.A. 
for materials research is that a direct connection can be 
made between the behaviour of the real system and that of
- 46 -
a simple idealized model circuit consisting of discrete 
electrical components. This results in the data being
much more easily analysed as there is a framework within 
which the analysis can take place .
C.P.A. has been applied to a diversity of studies, 
most extensively to solid electrolytes, evidencing their 
ionic conductivity, electrode interfacial properties, 
dielectric properties, high temperature electrochemical
sensors, electrochemical corrosion, membrane behaviour in 
living cells and to the new high Tc superconductors 
[Jonscher and Reau (1978); Lilley and Strutt (1979); 
Armstrong and Sellick (1980); Hunter, Ingram and West
(1982); Almond and West (1983); Bruce and West (1983);
Verkerk and Burggraaf (1983); Hill and Dissado (1984);
Almond and West (1985); Hill and Pickup (1985); Ikeda et
al (1985); Hampton, Saunders and Stoneham (1986); Martin
(1986); Belford and Owen (1987); Kaatze, Lonnecke and
Pottel (1987); Taylor and Macdonald (1987); Bentzen et al 
(1988); Campet et al (1988); Chaudhry and Jonscher
(1988); McCarter, Garvin and Bouzid (1988); Hampton et al
(1988); Isard (1988) and Vischjager et al (1988)]. The
technique can in fact be applied to the study of any 
system or property provided that it modifies the
electrical properties to some degree. It is not proposed
to provide an extensive dicussion of C.P.A. here, as this 
has been done in a number of texts [Bauerle (1969); 
Franklin (1975); Hodge, Ingram and West (1976); Jonscher 
(1978); Hooper (1980); Stratton et al (1980); Jonscher
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(1983); Raistrick (1986); Bhatnagar, Gupta and Shahi 
(1988); Macdonald (1988); Spinolo et al (1988) and 
Growcock (1989)]. Macdonald’s book is by far the most 
comprehensive work on the subject. In this chapter a 
briefer description of the analysis method is given.
3.2 REVIEW OF BASIC A.C. THEORY
All basic a.c. theory is concerned with the response 
of circuit elements to sinusoidally varying voltages and 
currents of the form,
V(w)=Vo[cos(wt)+jsin(wt)] (3.1)
and I(w)=Io[cos(wt)+jsin(wt)] (3.2)
in which w is the angular frequency, Vo is the maximum 
voltage amplitude and Io is the maximum current 
amplitude. The real components Vo(cos wt) and Io(cos wt) 
are the experimentally observable quantities where 
cos(wt) gives the phase relations of the responses. A 
voltage V(w) applied across a pure resistance R will 
cause a current flow given by Ohm’s Law of
I(w)=V(w)/R = (Vo/R)[(cos(wt)+ jsin(wt)] (3.3)
whose magnitude is (Vo/R) and is in phase with the 
voltage. For a purely capacitive load the current is 
determined from
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I(w)=dQ/dt = C (dV(w)/dt)
= C (d/dT)[Vo cos(wt)+Vojsin(wt)] 
=-wCVosin(wt)+jwCVocos(wt) (3.4)
The real component of the current has a magnitude wCVo 
and leads the voltage by 90°. Similarly it can be shown 
for an inductive load that the current lags the voltage 
by 90°. A convenient way of visualising this is through 
vector representation (figure 3.1). For a general load 
comprising of both reactive (capacitive and inductive) 
and resistive components the phase relation between the 
current and voltage will have some intermediate value. 
This vector representation, although elegant for a single 
frequency, is cumbersome when a range of frequencies or a 
number of circuit elements are to be studied.
A more elegant method of representing data for a range 
of frequencies is to consider the complex impedance 
(figure 3.2). The impedance Z*(w) is given by
where Z*(w)= R 
component (R) is 
component (X) t 
algebraically the 
to resistance, 
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Figure 3.1 Phasor representation of the voltage-current 









Figure 3.2 Complex plane (or Nyquist) representations for 
a general load impedance Z that (a) is 
predominantly inductive (Xl) and in (b) is 
predominantly capacitive ( X c ) .  The figure also 
shows the phase angles 0 and S which are 
associated with the quality and dissipation 
factors respectively
current and voltage are in phase. It is the imaginary 
component (reactive term) that gives rise to any phase 
difference between the voltage and current. By convention 
the phase angle is measured relative to the real axis in 
an anticlockwise direction.
Generally inductive elements X l  are associated with 
stored energy and active devices, such as coils or 
operational amplifiers. In the context of this work 
C.P.A. is constrained to materials research; consequently 
inductive elements can be excluded in further
discuss ions.
3.3 IMPEDANCE PROFILING
Consider a resistor Ri and a capacitor Ci connected in
series (see figure 3.3a in which ideal frequency
independent components are assumed); the circuit
impedance is given by
Z*(w)=Ri+1/(jwCi)=Ri-j/(wCi) (3.6)
Graphically this can be represented as a Nyquist plot (ie 
imaginary component Z"=l/wCi versus real component Z*=Ri) 
by a vertical straight line whose length is inversely 
proportional to frequency and which intercepts the real 
axis at Ri (figure 3.3a).
As well as the impedance, which is familiar, there are 


















Figure 3.3 The complex impedance Z* and admittance Y*
representations for simple (a) series and (b) 
parallel circuits.
Y* =1/Z* =Y*+jY" ADMITTANCE (3.7)
C* =1/jwZ* =C'+jC" COMPLEX CAPACITANCE (3.8) 
M* = jwZ* =M*+jM" COMPLEX MODULUS (3.9)
In some texts the complex capacitance is termed complex 
permittivity and this nomenclature should not be confused 
with the complex permittivity derived from the Debye 
equations (Section 3.10.3). Similarly it is important not 
to confuse the complex modulus representation with the 
mathematical magnitude of the impedance. It is perhaps 
easier to consider the modulus as being analogous to 
inductive reactance (Xl=jwL) and the complex capacitance 
being analogous to the capacitive reactance (Xc=l/jwCi).
Since the admittance Y* (w) is the reciprocal of the 
impedance Z*(w) the transformation from one 
representation to another can be performed either 
graphically or analytically. The straight line impedance 
profile transforms into a semicircle of diameter 1/Ri in 
the admittance plane (see figure 3.3a) [Jonscher (1983)]. 
Conventionally complex plane profiles are plotted in the 
positive quadrant of the complex plane although the data 
from some sources do not follow this convention. 
Although both complex representations (impedance and 
admittance) are derived from the same data, both are 
quite distinct and emphasise separate aspects of the 
electrical response. Schematic plots for a simple 
parallel circuit are shown in figure 3.3b. These 
representations are the reciprocal of those of the series
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circuit, with the semicircular feature occurring in the 
impedance representation and the straight line form in 
the admittance form.
As circuit complexity increases many of the impedance 
and admittance profiles become very similar and it 
becomes necessary to examine not only the impedance and 
admittance representations but also plots of complex 
capacitance C* (w) and complex modulus M*(w). Even after 
examination of all four representations ambiguity as to 
the most appropriate circuit may remain and in these 
circumstances it may be useful to resort to statistical 
analysis of the data [Spinolo et al (1988) and Macdonald 
(1988)]. It is worthwhile at this point adding a note of 
caution; these semicircular plots should not be confused 
with the well known Cole-Cole plots [Cole and Cole 
(1941)]; which are used to solve graphically Debye type 
equations and in the context of this work have no 
physical connection with impedance profiles (section 
3.10.3).
The two simple circuits discussed so far provide the 
building blocks for more complicated networks. The 
profile complexity changes in a the logical manner with 
increasing network complexity. For example the nearest 
descendent of the simple parallel circuit is produced by 
the addition of a series resistance R2 (figure 3.4a). The 
series resistance offsets the impedance semicircle along 
the real axis by an amount R2 . The corresponding 
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Figure 3.4 Complex impedance and admittance profiles for 
the simple parallel circuit of 3.3(b) with 
series (a) resistive [R2 ] and (b) capacitive 
[C2 ] elements.
vertically inclined line to a semicircle. The addition of 
a series capacitance C2 (figure 3.4b) causes a spur to 
develop at the low frequency end of the impedance 
profile. A similar upcurving occurs in the admittance 
representation. An important last example is two parallel 
configurations connected in series whose impedance 
profile is two adjoining semicircles (figure 3.5). The 
relative diameters and heights of the two semicircular 
features are determined by the magnitude of the 
resistances Ri and R2 . The admittance representation is a 
semicircle with a spur at higher frequencies.
The sets of complex profiles for the simple circuits 
(figures 3.3-3.5) are distinct and characteristic of the 
circuit configuration. A more comprehensive library of 
circuit types and associated impedance profiles is given 
in Appendix A. Figures 3.3-3.5 indicate how resistance 
values can be derived from the circular-arc or straight 
line intercepts on the real axis of the admittance or 
impedance representations. The capacitance values can be 
determined in two ways, either directly from the 
intercepts in the capacitance and modulus plots or from 
expressions involving the peak frequencies in the 
impedance and admittance forms as indicated. An 
alternative procedure involves applying a nonlinear 
least-squares regression to the circular arcs to help in 
determination of the component values.
Data is normally measured in one of two formats either 





Ri Ri +R2 I/R2 1/Ri
Figure 3.5 Complex impedance and admittance plots for two 
parallel configurations connected in series.
values (real and imaginary components). The data may then 
be transformed into any of the required complex plane 
formats and examination of these profiles through a 
’fingerprinting* technique enables the most appropriate 
equivalent circuit to be established. In general for a 
given set of measured profiles there exists more than one 
possible equivalent circuit. The choice of circuit is 
made on the basis of (i) simplicity and (ii) consistency 
with what is known about the physical processes of the 
system. For example the two serially connected parallel 
elements would be an appropriate analogue for a system 
with two physical processes which occur in sequence. When 
an equivalent circuit has been established, component 
values can be determined from the position of peak 
heights and intercepts. To check the validity of the 
circuit, complex plots can be calculated and compared 
with those measured. Once a circuit that models the 
observed a.c. response has been determined the effects 
of external parameters upon physical mechanisms may be 
assessed.
3.4 EFFECT OF TIME CONSTANTS UPON PROFILE FEATURES
The relative magnitudes of the time constants of the 
constituent circuit elements has two main effects, one on 
the position of the profile features and secondly on the 
clarity of the features.
The first of these effects is illustrated in 








Figure 3.6 The effect of resistance values on the
impedance profiles for the circuit in figure
3.5 In all cases the time constant CiRi>>C2 R2 .
equal and consequently the two semi-circular features in 
the impedance representation have the same diameters. The 
arc occuring at the lower end of the impedance spectrum 
(ie within the higher frequency range) is a consequence 
of the circuit C 1 R1 because the time constant Hi=CiRi is 
very much larger than -fc2=:C2 R2 . In figure 3.6b Ri is 
chosen to be half R2 and consequently one circular arc is 
half the size of the other; again the element containing 
C1 R1 occurs at lower values of Z because of the ratio of 
the circuit element time constants (Ti>><t2 ie
CiRi>>C2R2 ). Figure 3.6c shows the situation in which Ri 
is twice R2 with Ti>>T2 . The figures serve to illustrate 
how the position of the features within the frequency 
spectrum and consequently which values of Z they occur at 
is dictated by the ratio of the circuit element time 
cons tants.
For the circuits discussed so far the circuit
element time constants have been very different giving 
rise to sharp and clearly defined features. Figure 3.7 
shows the effect on the impedance plots of altering the 
time constant ratio whilst keeping resistances Ri and R2 
unchanged for the circuit in figure 3.5. The features
remain the same because the res is tanc es die t at e the
prof ile features in the impedanc e repres entat ion but the
clarity of the features is determ ined by the rat io of the
t ime constants. When the t ime constant s tend to be come
similar , superposition of the curves occurs and the






Figure .3.7 The effect of relative time constants upon profile clarity for the circuit in
Figure 4.5. The time constants are in the ra ti o’s (a) 1:100 (b) 1:50 (c) 1:20 and 
(d) 1:2.
the time constants (C1 R 1 and C2 R2 ) become equal, only 
one circular feature remains.
It is worth noting how the heights of the circles in 
figure 3.7 are indirectly affected by the ratio of the 
time constants. As the time constants become increasingly 
similar, distortion of the arcs occurs with the height of 
the large feature increasing whilst its diameter remains 
constant. When the time constants become equal only one 
circle remains whose diameter and height is equal to the 
sum of the resistances.
3.5 LOGARITHMIC REPRESENTATION
The large frequency range and impedance bandwidths 
over which measurements are made, often many decades, has 
necessitated logarithmic representation of data. 
Logarithmic representations not only aid clarity but also 
facilitate establishment of the best equivalent circuit 
as the full extent of profiles and their dependence upon 
an external parameter (eg temperature, bias voltage, 
pressure etc) can be examined. This is demonstrated by 
the simple parallel combination (figure 3.3b); such a 
combination gives a semicircular impedance profile that 
passes through the origin. Denoting the real part x and 
the imaginary part y, we may write the equation of a 
circular arc of radius r as
x2-2rx+y2 =0.
Near the origin (x->0) this can be approximated to
y=(2rx)1y2 
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which in logarithmic form is
log(y)=0.51og(x)+constant.
Consequently the part of the circular arc near the origin 
will be a straight line of gradient 0.5 extending to 
infinity downwards to the left (figure 3.8). If the 
circular arc does not pass through the origin, then the 
shape of the logarithmic plot becomes altered with the 
left part of the arc approaching the abscissa as a 
vertical straight line. Due to the limited frequency 
range and impedance bandwidth of the measuring device, 
for most practical measurements only a small fraction of 
the semicircle is available, making it difficult to 
distinguish whether it is a semicircular or an inclined 
line; logarithmic plots add clarity in these cases. 
Another problem encountered when using impedance plots is 
to establish whether the high frequency real intercept 
passes through the origin or whether there is a small 
offset. Here the logarithmic representation is useful: a
zero intercept will produce a straight line inclined at 
0.5; a non-zero intercept would result in a curving over 
of the log plot which shows up more prominently than it 
does in the linear counterpart. In conclusion, 
logarithmic plotting is more than an aid to presenting 
data and is, in it’s own right, a powerful diagnostic 
tool.




Figure 3.8 Linear and logarithmic representations of 
circular arcs.
3.6 IMPEDANCE SPECTRA
As its name suggests this mode of analysis involves 
plotting one part of a complex quantity (normally the 
imaginary part) as a function of the measurement 
frequency. This type of representation is often referred 
to as a Bode plot. In common with most spectroscopic 
techniques, the peak heights and their positions are the 
important features. This technique is most convenient for 
directly comparing complex quantities. A word of 
caution: a good understanding of the equivalent circuit
is essential before this form of analysis can be 
performed with confidence.
For simplicity consider the parallel combination of a 
resistance and a capacitance (figure 3.3b), the magnitude 
of the imaginary component of the impedance is given by:
Z"=wCiRi2/(l+w2Ci2Ri2 ) (3.10)
This has a maximum value at w=l/CiRi and a peak amplitude 
of Ri/2. For a circuit of two parallel combinations 
connected in series (figure 3.5) the imaginary parts of 
the impedance and modulus are:
Z"=-(wCiRi2/Ki)-(wC2R22/K2 ) (3.11)
where Ki =1+w2Ci2 Ri 2
and K2=l+w2C22R22
The imaginary spectrum has two peaks at w=l/CiRi and
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w=1/C2R2 with amplitudes of Ri/2 and R2 / 2  respectively. 
If an inappropriate circuit is used in the analysis 
erronious conclusions may be drawn. To validate further 
the circuit choice, the frequency of the half peak 
heights can also be analysed. For this particular circuit 
these heights should be equal to Ri/4 and R2 / 4  
respectively. Consequently for the first peak
Z"=Ri/4= wCiRi2/(1+w2 Ci2 Ri2 ) (3.12)
w2 Ci2 Ri2 +w4CiRi+1 = 0
and hence at the half peak height the frequencies are
w=3.732/CiRi and w=0.268/CiRi.
The choice of circuit can be confirmed by such an 
analysis. An additional problem is that the time 
constants of the two portions may overlap, which will 
cause a problem with analysis as only one broadened peak 
may result (section 3.4). This problem may be reduced by 
using fourier transformations of the data to separate out 
the two component peaks [Franklin and De Bruin (1983)]..
3.7 TEMPERATURE PROFILING
To resolve fully all of the profile features, an
infinite frequency range and impedance bandwidth are
required. In real applications only a portion is
available, a frequency window. To visualise this,
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consider a profile that contains two full semicircles 
(figure 3.5); the frequency range available may be viewed 
as a window cut in a piece of cardboard whose width is 
insufficiant to view the full profile when placed over 
it. If the temperature of the material is varied this is 
analogous to sliding the profile behind the stationary 
window so revealing different features as the temperature 
is swept. In practice the situation is more complicated 
as the impedance bandwidth must also be considered and 
the shape and relative position of the features can alter 
as the thermal activation of the time constants is 
unlikely to be the same (section 3.4). This can be 
thought of as a second window placed over the first so 
that as the temperature is varied the size of the window 
alters as well as the position of the profile behind it. 
In reality varying the temperature at which the 
measurement is made can reveal different features of a 
given profile providing some of the circuit elements are 
thermally activated. An example is one in which there 
are two profile features one due to the application of 
the measuring electrodes and the other due to the 
material itself. Often at room temperature only the 
electrode layer feature is observed. To investigate the 
effects due to the bulk material, the measurements can be 
repeated either by using a wider frequency range, which 
is usually impractical, or by lowering the temperature to 
move the frequency window. Consequently by sweeping the 
temperature properties, which are otherwise
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unmeasureable, can be studied.
3.8 CHOICE OF COMPLEX REPRESENTATION
Although all the complex plane plots are derived from 
the same experimental data (normally either the magnitude 
and phase, or the real and imaginary components of the 
impedance or admittance), each representation has 
advantages in particular circumstances. For example, high 
frequency information is highlighted by admittance and 
capacitance plots whilst the impedance and modulus plots 
provide better low frequency discrimination. The choice 
of representation may be influenced by the circuit 
component magnitudes. Similar resistance values (for 
example Ri=R2 in the circuit of figure 3.5) are best 
resolved from impedance or modulus plots and similar 
capacitance values by the other representations. In 
general the abscissa intercepts of the impedance 
representation yield resistance values, but those of the 
admittance plot reciprocal resistance values. The complex 
capacitance and modulus forms give capacitance and 
reciprocal capacitance values respectively. For the 
impedance and admittance forms the resistances dictate 
the shape whilst the capacitance values determine the 
clarity of the features. The converse is true for the 
other two representations. In conclusion it is advisable 




Often the clarity of profile features, particularly 
when time constants are similar (section 3.4), can make 
extraction of component values difficult. When the data 
is clearly defined, distinct intercepts or maxima exist 
which can be used to characterise the temperature 
dependence; this is needed for an Arrhenius-type 
analysis. However often only a few data points can be 
considered out of the total data in determining an 
intercept. A method for determining the relative change 
for less clearly defined data is to construct a master 
curve (or normalised set of data) for different 
temperatures [Jonscher (1983)]; this involves shifting 
the data sets until the features of interest coincide. 
This technique is commonly used in Dynamic Mechanical 
Analysis (D.M.A.) [Wetton (1989)]. The advantage of 
constructing a master curve is that a global fitting 
takes place and all the available data is utilized.
An example of the approach is ilustrated in figure 3.9 
which shows a family of curves obtained at selected 
temperatures. An arbitrary reference point M (x) M is 
marked on the original data set (figure 3.9a) and the 
axes traced. The first data set, usually chosen to be 
that at the lowest or highest temperature, is traced with 
the position of the reference point " (x)". Then the 
tracing paper is translated laterally and vertically 
until data for the next temperature overlaps as closely 
as possible the first set. This second data set is traced
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F i g u r e  3 . 9  I l l u s t r a t i o n  o f  how a m a s t e r  c u r v e  i s
c o n s t r u c t e d ,  ( a )  l o g a r i t h m i c  i m p e d a n c e  p l o t s  f o r  
p o l y c r y s t a l l i n e  UO2 a t  s e l e c t e d  t e m p e r a t u r e s .
( b )  N o r m a l i s e d  i m p e d a n c e  c u r v e  o r  m a s t e r  c u r v e  
o b t a i n e d  b y  t h e  l a t e r a l  d i s p l a c e m e n t  o f  t h e  
c u r v e s  i n  ( a ) .  The b r o k e n  l i n e  r e p r e s e n t s  t h e  
l o c u s  o f  t h e  r e f e r e n c e  p o i n t  © •
and the new position of the reference point marked. The 
procedure is repeated until a complete master curve is 
constructed for the full temperature range. The example 
given is somewhat unusual in that all data superimpose 
exactly on a single curve. This implies that only the 
relative position of the intercept changes whilst the 
overall shape remains the same. Consequently the locus of
the point M (x)" gives the relative change with
temperature of every point. More normally the shape also 
changes and only data for a particular feature can be
superimposed. When determining activation energies of
thermally activated processes relative values are 
adequate.
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3,10 DIELECTRIC BEHAVIOUR AND MEASURED RESPONSES
3.10.1 DIELECTRICS IN STATIC FIELDS
The capacitance of a capacitor increases if the space 
between the conductors is replaced with a dielectric 
material. A dielectric is an insulator which is capable 
of sustaining an electric field. The ratio of the 
capacitances with and without the dielectric is constant 
being independent of the sample geometry. This constant 
is refered to as the relative permittivity or dielectric 
constant of the material. It gives a measure at the 
macroscopic level of the effect of interactions between 
the externally applied field and atoms or molecules of 
the material.
Dielectrics are broadly classified as those that are 
polar and those that are non-polar. For non-polar 
materials in the absence of an applied field the centres 
of positive and negative charge distribution coincide. 
When an external field is applied, the electrons which 
are tightly bound are displaced a very small distance 
(10“10-10“11m) relative to their nuclei. The centres of 
charge no longer coincide and a dipole is formed. This 
polarisation is termed induced (or electron polarisation) 
because the charges resume their normal distribution and 
the dipoles disappear when the external field is removed. 
Not only can the electrons but also the nuclei be 
displaced by the field leading to ionic polarisation.
In polar materials the electrons are distributed with
- 64 -
respect to the positive nuclei so that the individual 
molecules possess permanent dipoles in the absence of a 
field. These dipoles are randomly orientated due to 
thermal agitation and no average dipole moment exists 
over the total volume. When a field is applied, the 
dipoles partially orientate, total alignment is not 
possible due to thermal agitation. This type of 
polarisation is termed orientational polarisation.
Initially consider a capacitor with no dielectric 
present. When a voltage is applied, equal and opposite 
charges build up on the plates until the potential 
developed balances the applied field. This charge is 
referred to as free charge. When a dielectric is placed 
between the plates, the dipoles orientate themselves with 
the field so that within the bulk of the material their 
charges cancel, but those at the surface remain unpaired 
(figure 3.10). This surface charge neutralizes part of 
the free charge on the plates forming bound charges and 
thus allowing further charge to develop. Consequently the 
capacitance increases and the relative permittivity 
gives a measure of the total to free charge ratio.
3.10.2 DIELECTRICS IN ALTERNATING FIELDS
It is well known that the dielectric constants of many 
liquids and solids depend markedly on the measurement 
frequency. In general there is a decrease from a static 
value Bs at low frequencies to a smaller limiting value 
Boo at high frequencies. When a dielectric material is
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DIELECTRIC MATERIAL







Figure 3.10 Schematic representation of a capacitor
containing a dielectric medium in an applied 
electric field.
subjected to an alternating field, the orientation of the 
dipoles and hence polarisation will tend to reverse with 
changes in the field polarity. For low frequencies
(sub MHz) the polarisation follows the field exactly and 
the permittivity is independent of frequency 
(figure 3.11). As the frequency increases (106-10i:iHz)
the permanent dipoles can no longer reorientate
themselves fast enough and they lag behind the field. 
Eventually the dipoles will no longer contribute to the 
static permittivity £e and the orientational
polarisation ceases. The only contributions remaining are 
the ionic and electronic polarisations. At frequencies in 
the infra-red (1011-1014 Hz) these relatively heavy 
positive and negative ions cannot follow the field
fluctuations and their contribution to the permittivity 
also ceases leaving only electronic polarisation. This 
leads to a further fall in the permittivity. These 
overall effects are termed anomolous dielectric 
dispers ion.
The dispersion arising during the transition from full 
orientational polarisation at low frequencies to 
negligible orientational polarisation at radio 
frequencies is termed dielectric relaxation.
3.10.3 DIELECTRIC RELAXATION AND COLE-COLE PLOTS
Debye [1929] calculated dielectric relaxation in the 
case of a weak solution of spherical permanent dipoles 
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F i g u r e  3 . 1 1  D i a g r a m m a t i c  r e p r e s e n t a t i o n  o f  t h e  variation 
o f  p e r m i t t i v i t y  and l o s s  f a c t o r  w i t h  
f  r e q u e n c y .
provides the retarding force thereby preventing the 
dipoles from matching the field fluctuations. The 
equations for the real and imaginary components of the 
permittivity are
E ,=&oo + (£s-Bo<D)/(l + jw2T2) (3. 13)
and 6" = (fcs-8o©)wT/(l+jw2T2) (3.14)
in which w is the angular frequency, Es is the static 
dielectric constant, Eoo is the high frequency 
permittivity when only ionic and electronic polarisation 
exist and T is the relaxation time of the medium. Cole 
and Cole [1941] (refered to as Cole-Cole in subsequent 
discussion) proposed that these two two constants could 
be determined graphically by plotting the real and 
imaginary components of the measured capacitance for a 
range of frequencies (figure 3.12). The dielectric 
constants can be determined from the intercepts of the 
semi-circle on the real axis. Though Cole-Cole plots 
resemble the complex capacitance plots discussed earlier 
the two should not be confused. Cole-Cole plots are a 
graphical technique for Solving the Debye equations and 
consequently they can only strictly be applied within the 
constraints of the Debye model.
Debye’s model assumes only a single relaxation time 
and a dilute solution of dipoles. For nearly 
materials including polar gases and dilute solutions of 






Figure 3.12 Theoretical complex plane plots of the complex 
dielectric constant as proposed by Cole-Cole 
[1941] for (a) Debye theory and (b) non-ideal 
Debye behaviour.
and the semicircles become depressed below the real axis 
or distorted, see figure 3.12. Cole-Cole explained this 
departure from non-ideal Debye behaviour as being a 
consequence of a distribution of dipolar relaxation 
times, the extent of depression providing a measure of 
the breadth of this distribution. Jonscher [1978, 1983] 
suggests that rather than an arbitary distribution of 
Debye-like parameters there are a number of relaxation 
times for the system and only a single dipolar 
relaxation. The additional relaxation times result from 
short range and long range interactions of the dipoles.
3.10.4 REAL C.P.A. RESPONSES
Often measured complex impedance and capacitance plots 
for non-polar dielectrics show a similar depression of 
their circle centres. This is not necssarily related to 
the dielectric relaxation process discussed so far. To 
model this observed behaviour but not explicitly account 
for it, a number of models have been introduced. The most 
common is the constant phase element [Jonscher (1983)].
Jonscher introduced a frequency dependent capacitance 
Cn(w) which has been shown empirically to have the 
general form
Cn ( w) =B (jw)n “ 1 =B ( s in (nTT/2) - j cos ( nff/2)) wn “ 1 (3.15)
When this is placed in parallel with a finite conductance 






( a )  ( b )
Figure 3.13 The constant phase element (C.P.E.) or
universal capacitance used to represent a 
’real* capacitor, (a) The impedance profile 
resulting from the ’real’ capacitor depicted,





in which s=w(B/Go)1*n . The exponent n defines the 
frequency dependence and must satisfy the equality 0<n<l. 
This form of response has the striking property that, 
whilst the resistive and reactive components are a 
function of frequency, the phase angle is constant and 
independent of frequency. Consequently this type of 
response is referred to as a constant phase element 
(C.P.E.) or universal capacitance. The admittance 
representation for a C.P.E. is shown schematically in 
figure 3.13(b) with linear axes. At low frequencies the 
profile is a straight line displaced along the real axis 
by an amount Go and inclined at an angle of nTT/2. This 
form of representation presented as an impedance profile 
as in figure 3.13(a) results in a semicircle whose centre 
lies on a line depressed by an angle (l-n)T^/2 to the real 
axis. In determining the presence of any frequency 
dependent components it is often easier to establish 
whether the admittance representations are vertical 
straight lines rather than whether the semicircular 
impedance arcs are depressed below the axis. The centres 
may be determined statistically or by a process of 
constructing normals to tangents.
It has been shown [Armstrong and Sellick (1980) and
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Wang and Bates (1986)) that the surface roughness of the 
sample can also give rise to inclined admittance and 
depressed semi-circular plots. The extent of inclination 
or depression has been shown empirically to depend upon 
how smooth the surface is prior to the application of 
electrodes. A number of workers have modelled the effects 
of interfacial properties using fractal surfaces [Liu, 
Kaplan and Gray (1986, 1987); Wang and Bates (1986); Wong 
(1987); Macdonald (1988) and Wang (1988a and b)].
3.11 LIMITATIONS OF C.P.A.
There are a number of factors which may constrain the 
performance of a C.P.A. system, the major ones being 
those introduced by the material under test. It is 
important to realise that the profiles shown are 
idealized, in that an infinite frequency range has been 
assumed, which is not the case in a practical situation. 
In all situations the measuring instrument has finite 
frequency and impedance bandwidths. This often results in 
only a small fraction of the complete profile being 
available, thus hampering circuit identification and 
extraction of component values. The relative magnitude of 
circuit components controls the relaxation times of the 
circuit elements and have been shown (section 3.4) to 
affect greatly the degree of overlap of profile features. 
A general rule of thumb would be that the time constants 
of each element of the circuits should differ by two 
orders of magnitude if the details of the profiles are to
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be easily resolved. Finally increasing network complexity 
leads to increasingly similar profiles, thus compounding 





Impedance measurements are usually characterized by 
the type of excitation employed, in particular by the 
independent variable. Consequently two main groupings 
exist, those that operate in the time domain and those 
that operate in the frequency domain. Frequency domain 
impedance measurements are performed using a 
low-amplitude sinusoidal signal with frequency as the 
independent variable. Alternatively the electrical 
impedance of the system may be determined by measuring 
its response to an applied pulse as a function of time 
and converting to the frequency domain using Laplace or 
Fourier transforms. In the following sections these two 
types of methodology are discussed with reference to the 
most common measuring devices including the one used 
here.
4.1.1. FREQUENCY DOMAIN
The most common devices used in the frequency domain 
are what may be termed Impedance Analysers, Frequency 
Response Analysers (F.R.A.) and a.c. bridges. The latter 
include instruments such as audio frequency, Wien and 
transformer ratio arm bridges.
All bridges are loosely based upon the simple arm 
arrangement shown in figure 4.1. The components within 










AT BALANCE! Z u n k n o w n  = ( Z i / Z 2 ) Z s
F i g u r e  4 . 1  S i m p l e  s c h e m a t i c  o f  t h e  p r i n c i p l e  o f  o p e r a t i o n  
o f  an i m p e d a n c e  b r i d g e .
null condition varies between instruments. In general 
bridges operate by balancing the real and imaginary parts 
of the unknown test impedance with a standard Zs so that 
no current flows through the unknown at the balance 
condition. The balance condition is usually maintained 
using a phase sensitive detector. The unknown can then be 
determined from the simple ratio of the components within 
the bridge arms at the balance condition using the 
express ion
Zunknown= (Zi/Z2 )Zs (4.1)
In contrast to bridge techniques impedance analysers 
allow a current to flow through the unknown impedance at 
the so-called null condition. An a.c. voltage is applied 
to the unknown and the resulting current flow detected. 
The schematic diagram, figure 4.2, illustrates the 
principle by which the current is deduced. The oscillator 
that produces the test signal Vi also outputs in-phase 
and quadrature, 90° out-of-phase, reference signals that 
are proportional to Vi. Attenuated fractions of these are 
summed with the unknown current until the current id to 
the null detector is zero. At this condition the low 
terminal is a virtual earth and the impedance can be 
established from the relation
Zunknown = Zs/(5+j b) (4.2)
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I N - P H A S E
AT BALANCE! Z u n k n o w n  - Zs / ( a + j b )
F i g u r e  4 . 2  S c h e m a t i c  d i a g r a m  o f  t h e  p r i n c i p l e  o f  o p e r a t i o n  
o f  an i m p e d a n c e  a n a l y s e r .
in which Z5 is the standard resistance and a and b are 
the attenuation factors imposed by the null detector. The 
advantage of this method over conventional bridges is 
that impedance analysers can be fully automated and 
consequently fast computer controlled C.P.A. systems can 
be constructed around them.
Frequency response analysers, F.R.A.’s, also determine 
the unknown impedance directly by correlating the 
measured response with two synchronous reference signals, 
one in-phase with the test signal and one the 
phase-quadrature. A schematic diagram of the principle of 
operation of an F.R.A. is given in figure 4.3. Instead of 
summing the two reference signals with the unknown y(t) 
as with impedance analysers, it is multiplied by them. 
The results of the multiplication are then fed to two 
identical integrators, where they are averaged over a 
period of t seconds. As this averaging time t increases, 
the contribution from all unwanted frequency components 
in the unknown y(t) disappear and the integrator output 
becomes a constant value which depends upon the gain and 
phase of the system transfer function. It can be shown 
that the period over which averaging is carried out must 
be an integer multiple of the test period. Although 
F.R.A.’s offer potentially huge frequency ranges (jiEz to 
MHz) they have the disadvantage that up until recently 
they were considerably more expensive than the other 
techniques discussed. Another disadvantage is that 
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F i g u r e  4 . 3  S c h e m a t i c  d i a g r a m  o f  a c o r r e l a t i o n  f r e q u e n c y  
r e s p o n s e  a n a l y s e r  ( F . R . A . ) .
which in the micro hertz region leads to measurement 
periods of many days for a given frequency often making 
it impossible to maintain any external test conditions.
4.1.2 TIME DOMAIN
With the advent of cheap, powerful, fast computational 
systems, real time digital signal processing has become 
viable. This allows measurements to be performed in the 
time domain and mathematically converted to the frequency 
domain using Fourier or Laplace tranforms. In practice a 
known voltage excitation is applied to the sample and the 
response of the system recorded for sufficient time to 
allow transformation to the the desired frequency range. 
Although in principle the technique offers an unlimited 
frequency range in operation this is limited by the 
stability of components and period of time required for 
the measurement.
4.1.3 TWO AND FOUR TERMINAL MEASUREMENT TECHNIQUES
When any impedance measurement is performed, care must 
be exercised in the application of electrodes to the 
sample and the type of connecting leads used. The 
simplest form of measurements are those that use only two 
terminals; a more refined measurement involves four leads 
and the most sophisticated is the four terminal pair 
configuration. The relative merits of the three 
techniques are now discussed.
The accuracy of impedance measurements performed using
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a two terminal device is subject to errors resulting from 
parasitics in the connecting leads (figure 4.4). The lead 
impedance R+jwL and contact resistance r are connected in 
series with the unknown causing a voltage drop to occur 
before the voltage is monitored, thereby introducing 
errors into the measurement. The effects of stray 
capacitance C between the leads are usually negligible, 
if the unknown impedance is small and can be reduced 
through the use of screened leads. Low test impedances 
also enhance the errors due to lead effects. Despite the 
inherent disadvantages with two terminal techniques they 
are still extensively used because of their simplicity 
especially in complex experimental set-ups such as high 
pressure equipment.
Virtually all the errors introduced using the two 
terminal technique can be eliminated by using a four 
terminal configuration (figure 4.5). Instead of using the 
same leads to measure the voltage and current, separate 
leads are employed. The input impedance of the voltage 
detector should be substantially greater than the test 
impedance so that virtually no current flow to the 
voltmeter occurs: the voltage drop associated with the
parasitics is eliminated. The two main sources of error 
associated with the technique are (i) the mutual 
inductance M between the current and voltage leads and 
(ii) the sensitivity of the system to external noise 
pickup. A source of noise common to these measurements 
results from transients involved in mains switching of
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Figure 4.4 Generalised parasitic effects arising when 
using 2 terminal electrical measurements.
MUTUAL INDUCTANCE 







Figure 4.5 Generalised parasitics introduced when using a 
4 terminal electrical measurement.
heating elements. The mutual inductance effect is usually 
only a problem with low impedances and when high test 
frequencies are employed. These effects can be reduced, 
but not eliminated, by twisting the test leads together.
The four terminal pair configuration, the principle of 
which is shown in figure 4.6, reduces the problems 
associated with the four terminal technique. This 
arrangement is an extension of the four terminal method 
with a built in guard structure in which the voltage 
developed between two probes as a result of the current 
passed through the others is monitored. The distinctive 
feature of the four terminal pair configuration is that 
the outer shield of each test lead is the return path for 
the measurement signal. The same current flows through 
the outer and centre conductors but in opposite 
directions, ensuring that the magnetic fields produced by 
the conductors completely cancel each other out. Because 
the measurement signal generates no inductive magnetic 
field, the test leads do not contribute additional
measurement errors due to self or mutual-inductance
between the individual leads. Common mode noise, that is 
noise that is common to both inner and outer cables, is 
also substantially reduced using this system.
It is often necessary for a four terminal arrangement 
to revert to a two terminal configuration at the point of 
contact with the sample; as is the case when performing 
dielectric measurements by the techniques used here
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.6 Principle of operation of the four terminal 
pair measurement technique.
made using the van der Pauw [1958] electrode arrangement 
(chapter 6).
4.2 IMPEDANCE PROFILING SYSTEM
The impedance profiling system developed for this work 
is based upon a Hewlett Packard HP 4192A LF impedance 
analyser interfaced to a Archimedes micro computer. This 
system is a development of a previous equipment [Hampton 
(1986)] which used a Commodore Pet computer. In the 
latter system the control of the sample temperature was 
achieved using a conventional glass dewar apparatus and a 
technique of controlled temperature drift; the absence of 
temperature control proved a significant limitation 
[Hampton (1986)]. Studies of the voltage dependence of 
the electrode region were not possible because the 
temperature could not be maintained for a sufficiently 
long period of time for detailed analysis of the 
electrode interface. As a consequence examination of the 
electrode region was only possible at room temperature. 
Due to the finite time needed to take a given measurement 
only a limited number of frequencies and hence a finite 
resolution of C.P.A. profiles could be examined. These 
limitations have been eliminated in the new system by the 
use of temperature controlled cryostats (sections 4.3.1 
and 4.3.2). Hampton’s analysis system was also very slow 
and inflexible only allowing hard copies of the impedance 
representation to be plotted. The current system offers 
extremely fast and highly flexible data presentation.
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In principle the impedance analyser offers an 
impedance bandwidth of 0.1m to 10M ohms with a possible 
frequency range of 5Hz to 13MHz though this upper 
frequency limit has been only rarely used due to 
parasitic effects from connecting leads. The impedance 
analyser employs a four terminal pair configuration the 
principle of which has been discussed in section 4.1.3.
4.2.1 COMPUTER CONTROL
The use of computer control is vital because of the 
quantity of data being handled. For example a breakdown 
of the data collected for a typical run at a given 
temperature is given below:
Typical minimum number of frequencies 50
Each value averaged over 10 readings
Number of bias voltages 5
Total number points per run 50x10x5=2500
Time taken for readings 120 seconds
Computer control not only offers an otherwise 
unattainable resolution and ease of use, but also ensures 
a self-consistent data set for each temperature. It 
provides a more versatile analysis system, offering a 
fast graphical response and facilitating real-time 
decisions as to which course of action to follow. The 
control programs have been split into two sections: data
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acquisition, data processing. Separation of the 
acquisition and processing facilities has distinct 
advantages. The acquisition process should be mostly 
unattended and the data stored for subsequent analysis. 
On the other hand the data analysis has to be highly 
interactive to allow experimenters to use their 
judgement. The two programs are now discussed.
4.2.2 DATA ACQUISITION
The impedance analyser is set to measure the magnitude 
and corresponding phase angle of the admittance as a 
function of test frequency for a range of applied test 
voltages. The basic functional flow chart of the 
acquisition program is shown in figure 4.7.
In order to minimise the input of test conditions for 
each sucessive run, the previous test parameters are 
stored on the data disc in a file called "default’' at the 
end of each run. These parameters include the sample 
type, the date of measurement, the measurement
temperature, starting and stopping frequencies, the 
oscillator level, starting and finishing bias voltages, 
the type of frequency sweep (eg. logarithmic or linear), 
the frequency increment and the number of readings over 
which each value has been averaged. Having established 
these previous test conditions, the user has the option 
to alter any of these as desired. The analyser is then 
initialised to be controlled remotely and the appropriate 
test conditions set. Although the HP4192A analyser has an
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Figure 4.7 Functional flow chart for the data acquisition 
program.
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a version number 1 frequency
b number of readings 2 magn i tude
c sample type 3 standard deviation
d date of measurement of magnitude
e temperature 4 angle
f start frequency 5 standard deviation
g finish frequency of angle
h number of readings per decade XXX terminator to
i oscillator level signify the end of
j swept bias on/off a data set for a
k start bias given bias
1 finish bias
m averaging number
Figure 4.8 The data storage format used to save 
experimental data on disc.
"default”, to store the default parameters and a file,
"catalog”, to record the names of previous files for the
directory. Theoretically this offers a total storage
capacity of 100 files per disc. The current test
parameters are used to update the "default" file stored 
on the data disc; the file catalogue is also updated to 
prevent the accidental overwriting of data files.
4.2.3 DATA PROCESSING
The data processing program is menu driven with 
summary menus ensuring that keyboard entry is kept to a 
minimum (figure 4.9). From the magnitude and angle of the 
admittance the real and imaginary components of the 
impedance, admittance complex capacitance and complex 
modulus can be calculated (Chapter 3). This data can 
then be presented in tabular or graphical forms with 
either logarithmic or linear scales. From such plots, 
which are characteristic of the electrical response of 
the sample, a simple equivalent circuit representing this 
response can be determined (Chapter 3). The program 
performs linear regressions on the data which helps in 
the determination of the position of intercepts which are 
necessary for establishing circuit component values.
A more comprehensive understanding of the system 
architecture can be obtained from Appendex B. This 
contains complete program flow charts and a list of all 
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Figure 4.9 Functional flow chart for the data processing 
program.
4.3 ATTAINMENT OF TEMPERATURE
Measurements were made in two regimes: (i) those at
low temperatures 80K to 500K, (ii) at high temperatures 
500K to 1700K. Figure 4.10 shows how the two temperature 
regions available relate to some of the common physical 
properties of UO2 . Control of the temperature within the 
lower region was achieved using two commercial liquid 
nitrogen cryostats. The high temperature measurements 
were performed using a purpose built furnace. Each of 
the three methods will be discussed in the following 
sections.
4.3.1 NITROGEN FLOW VARISTAT
The initial measurements in the low temperature region 
were made using a Thor nitrogen flow varistat (C600) see
figure 4.11. With this system it was only possible to run
two coaxial leads to the sample thereby partially 
defeating the use of the four terminal pair system. This 
exposes measurements made in this cryostat to
perturbations from lead impedances.
The Thor varistat uses a constant flow of liquid 
nitrogen to maintain any given temperature to within 0.5K 
for up to 4 hours. In essence it consists of an outer 
evacuated chamber within which the sample is in thermal 
contact with a temperature controlled face thereby 
enabling the sample to be kept out directly of a nitrogen 
environment. Liquid nitrogen from the main reservoir






















Figure 4.10 Temperature regimes within which measurements were performed and 














Figure 4.11 Nitrogen flow varistat (Thor C600).
out of the system through an exhaust line. The exhaust 
valve controls the back pressure and hence the flow of 
liquid nitrogen through the varistat. The temperature is 
controlled by balancing the nitrogen flow with an 
electrical power input to the heaters situated in the 
sample block. Hence by adjusting the flow to attain a 
temperature just below that required use of the heaters 
achieves the final desired temperature. The heaters are 
controlled using a Thor E3010 temperature controller with 
a copper/constantan thermocouple within the block as the 
control sensor. Another copper/constantan thermocouple 
mounted in the vicinity of the sample was used to monitor 
the sample temperature. All the electrical leadthroughs 
and control valves are situated in the stainless steel 
top plate of the varistat. The inner vacuum is improved 
by an absorbent material which is attached to the bottom 
of the nitrogen reservoir.
4.3.2 CONTINUOUS NITROGEN FLOW CRYOSTAT
The second cryostat employed was an Oxford Instruments 
DN1704 cryostat. This had the important feature that the 
potential problems associated with the lead resistance in 
the Thor varistat were eliminated because four coaxial 
leads could be run to the sample. Unlike the Thor 
varistat this cryostat has interchangeable sample rods. 
The cryostat operates on the principle of the controlled 
continuous transfer of liquid nitrogen from a reservoir 
to a heat exchanger which surrounds the sample. The main
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Figure 4.12 C o n t i n u o u s  nitrogen flow cryostat 
(Oxford D N 1 7 0 4 ) .
components of the cryostat are shown in figure 4.12. The 
liquid nitrogen coolant flows from the reservoir down the 
feed capillary and into the copper heat exchanger. It 
leaves the heat exchanger and is released through the 
exhaust valve at the top. Heat transfer from the heat 
exchanger to the sample is via a helium exchange gas as 
opposed to direct thermal contact in the case of the Thor 
varistat. A platinum resistance thermometer situated in 
the heat exchanger allows temperature control using the 
heaters to within better than one degree over a virtually 
unlimited period. A platinum resistance thermometer was 
used to measure the sample temperature directly.
4.3.3 HIGH TEMPERATURES
Measurements in the temperature range 500K to 1700K 
have been made using a custom built furnace. Furnace 
heating was provided by the resistive heating of ten 
silicon carbide elements arranged around a recrystallised 
alumina outer tube (figure 4.13). The furnace temperature 
was controlled using a Eurotherm 818P three term 
temperature controller and a Platinum/Platinum-13%Rhodium 
thermocouple located near the heating elements. This 
arrangement provides a constant temperature region 200mm 
long; the temperature within this region could be 
controlled to within ten degrees. To reduce sample 
movement, the whole furnace system was verticallly 
orientated.
The sample holder arrangement is shown in figures 4.14
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Figure 4.13 High t e mperature furnace.
and 4.15. Hydrogen gas passes up through the centre of
the sample holder tube and then discharges through two
holes in the sample platform into the sa'mple area. The 
gas is then expelled through the flange mounting at the 
bottom of the outer tube. A hydrogen atmosphere at
elevated temperatures reduces the sample to, at most, 
UO1 .9 6 . This stoichiometry should then remain constant 
provided the atmosphere is maintained [J. Edwards and A. 
Murray private communications]. It is more satisfactory 
to adopt this approach than try to maintain a given 
stoichiometry from ambient temperature by using a
complicated mixture of carbon monoxide/carbon 
dioxide/hydrogen. Such atmospheres are difficult to use 
as the oxygen partial pressure needs to be monitored and 
kept constant [J. Killeen private communication].
Cylinders of nitrogen and hydrogen were connected to 
the furnace each with its own double isolating valves. 
Before running the system to elevated temperatures the
furnace was always purged with nitrogen to eliminate the 
possibility of an explosive mixture of hydrogen and
oxygen being formed. In addition the presence of oxygen 
at elevated temperatures would oxidise the sample. The 
non-return system, a bubbler, at the exhaust prevents 
oxygen entering when the nitrogen is switched off. The 
hydrogen is then introduced into an oxygen 
free-environment. The exhaust gas is burnt off at a pilot 
flame. Whenever the system had to be left unattended for
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Figure 4.14 High t e m p e r a t u r e  sample h o l d e r .
Figure 4.15 P h o t o g r a p h s  of the high t e m p e r a t u r e  s a m p l e  
h o l d e r  showing; (a) the s a m p l e  holder, (b) and (c) the 
s p r i n g  a r r a n g e m e n t  used to t e n s i o n  the t u n g s t e n  p r o b e s  
and (d) the four t u n g s t e n  p r o b e s  and sample.
environment was used.
Electrical contacts were made to the samples using 
four spring-loaded pointed tungsten rods (1mm)(see figure 
4.15); spring loading allows for any thermal expansion 
effects and physically holds the sample in place. Points 
were applied to the tungsten by heating in a gas/oxygen 
flame. The electrical contacts were guided in separate 
tubes placed externally on the sample tube; this 
facilitated the spring loading of these rods, 
figures 4.14 and 4.15. It was not sufficient to determine 
the sample temperature using the temperature of the 
furnace, so a second Platinum/Platinum-133»Rhodium 
thermocouple was inserted near the sample (figure 4.14). 
The temperature difference between the sample and furnace 
varied between 5 and 50 degrees depending on the 
measurement temperature.
4.3.3 HIGH TEMPERATURE DIELECTRIC MEASUREMENTS
To determine the dielectric properties of a material, 
from capacitance data, a well defined sample geometry 
must be used (eg parallel plate geometry or coaxial). A 
parallel plate geometry was formed by evaporating 
platinum electrodes on to to the two flat surfaces of the 
sample. Modified sprung loaded tungsten contacts were 
then used to make electrical contacts to these surfaces 
and physically hold the sample in place.
Preliminary measurements using this geometry gave no 
meaningful data. The data often gave negative real
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resistance values which would usually indicate that power 
is being generated rather than dissipated. Obviously this 
should never be the case for a passive material and such 
behaviour is only observed in active circuits such as 
operational amplifiers in which a means of gain is 
plausible. The data also showed large discontinuities, 
indicative of instrument range changes, and a strong 
dependence upon applied bias voltage. A voltage 
dependence is consistent with the effects arising from 
the application of the metal contacts to the 
semiconductor/semi-insulating sample. Verification that 
the electrodes were the major contribution to the 
measured response is obtained by the capacitance values 
that give a dielectric constant of a few thousand when 
the' sample dimensions are used in the calculations. With 
the available frequency range and impedance bandwidths it 
appears therefore only information on the electrodes is 
available. As a consequence no worthwhile data could be 
established and the technique was pursued no further.
4.4 SAMPLE SOURCE AND PREPARATION
The samples used in this work were obtained from 
various sources, A.E.R.E. Harwell, A.E.R.E. Windscale and
B.N.F.L. Springfields. The sample details for the various 
types are given in table 4.1.
The sample stoichiometry could not be measured 
directly for all of the samples; however the sample 



















TABLE 4.1. Details of the samples used for both the low 
temperature (L.T.) and high temperature (H.T.)
measuremen ts.
(0:U>2 ie U02+x). In the case of the high temperature 
measurements, which were performed in a free flowing 
hydrogen atmosphere, the samples became
hypo-stoichiometric (0:U<2 ie U02-x).
Two sample geometries were used in this work: disc and 
annular pellets. The disc shaped samples; were prepared 
by slicing from polycrystalline pellets and polishing the 
faces. The annular pellets were used as received with 
their end faces polished.
All measurements made at elevated temperatures were 
performed on disc shaped samples, whereas those at low 
temperatures were made using both geometries. The 
electrode configuration at high temperatures is shown in 
figure 4.16a and has been discussed in 4.3.3; those used 
in low temperature experiments are now described.
For disc shaped samples electrodes were evaporated 
onto the faces forming a parallel plate capacitor in 
which the sample is the dielectric medium, figure 4.16b. 
Aluminium, silver and gold electrode materials have all 
been tested though even after this the relative merits of 
each is a matter of conjecture. The addition of 
connecting leads to the electrodes was made using 
conducting paint. For the annular samples two different 
electrode configurations were used: coaxial and 4
terminal. The two terminal coaxial arrangement was 
achieved by coating the outer curved surface with 
conducting paint and filling the central hole (lmra) with 
the second contact, figure 4.16c. Four terminal
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(a) (b)
Figure 4.16 The various electrode configurations employed 
for (a) high temperature 4 terminal 
measurements (b) low temperature disc shaped 
samples (c) low temperature coaxial 
arrangement and (d) low temperature 4 terminal 
measurements.
measurements were performed by sandwiching the sample 
between two printed circuit boards, figure 4.16d. Each 
board contained two contacts.
- 90 -
Chapter 5
THE LOW TEMPERATURE A.C. IMPEDANCE OF POLYCRYSTALLINE U02
RESULTS AND DISCUSSION
5.1 COMPLEX PLANE PROFILES
The only reported C.P.A. studies on uranium dioxide 
are those by Hampton [1986] and Hampton et al [1987(a), 
1987(b), 1988] (section 2.3.5). That work was carried 
out predominantly on single crystal material and revealed 
two semicircular features in the complex impedance plane. 
One of these features varied markedly with bias voltage 
while the other was independent of it. These features 
were linked to electrode and bulk conduction effects, 
respectively. Hampton [1986] also made preliminary C.P.A. 
measurements on the polycrystalline material. Although 
three features were reported, no equivalent circuit was 
determined and the regions were not explicitly linked to 
any physical mechanisms.
The C.P. A. studies on polycrystal1ine UO 2 reported
here have be en performed for temperatures between 77K and
413K at ten deg ree intervals. Measurements hav e be en made
on a number of di f f erent samp les (sect ion:4 .4) in the two
comme rcial cryostats, Thor (section 4.3. 1) and Oxford
(sect ion 4.3 .2) A typ ical measurement at a single
tempe rature ex tended from 10Hz to 10MHz at 5 di f f erent
b ias vo1tage s. This gave a to tal of 600 dat a poin ts per
run (20 per de cade x 6 decad es x 5 bias vo 11 ages = 600).
Ex aminat ion of a consec utive series 0 f complex
imped ance prof iles in orde r of decreasi ng meas urement
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temperature, figure 5.1-5.3 (N.B. logarithmic
presentation is used, section 3.5), at a number of bias
voltages reveals three distinct regions. This may not be
immediately apparent since only one or two features are 
traversed with the available frequency range at any given 
temperature. However, thermal activation of the network
components alters their characteristic frequencies 
sufficiently to enable different portions of the total 
profile to be resolved at different temperatures. 
Starting with figure 5.1(a), only a single voltage 
dependent region is apparent. As the temperature is 
reduced (figures 5.1(b)-5.2(b)) a second voltage 
independent feature appears at low values of Z* (ie high 
frequency). As this new feature increases in size and 
clarity, the voltage dependent region progressively 
merges into it. The reason why the voltage dependent
region becomes more difficult to resolve is that its time 
constant is becoming increasingly similar to that of the 
second feature (see figure 3.7 of section 3.4). At 243K 
(figure 5.2(c)) a third region, signified by an upcurving 
at low Z* values, can be seen. At this temperature the 
voltage dependent region is just visable at the low 
frequency end of the spectrum. This new voltage 
independent region grows in size as the first gradually 
reduces (figure 5.2(c)-5.3(c)). Finally at 173K, 
(figure 5.3(d)) only the third region remains. This 
feature appears to extend indefinitely to the left with a 
gradient of a half (section 3.5); a value which indicates
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Figure 5.1 Logarithmic impedance plots (lOHz-lOMHz) for po1ycrysta]1ine UO2 (5mm disc) at 
selected temperatures and bias voltages (6-OV, A-0.5V, +-1V, X-1.5V, $-2V). The figure 
illustrates how different features are resolved by varying the temperature. The features 






Figure 5.2 Logarithmic impedance plots (lOHz-lOMHz) for polycrystalline U02 (5mm disc) at 
selected temperatures and bias voltages (0-OV, A-0.5V, + -1V, X-1.5V, ^-2V). The figure
illustrates how different features are resolved by varying the temperature. The features 
are identified in the text (section 5.1).
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Figure 5.3 Logarithmic impedance plots (lOHz-lOMHz) for polycrystalline UO2 (5mm disc) at 
selected temperatures and bias voltages (0-OV, A-0.5V, +-1V, X-1.5V, $-2V). The figure 
illustrates how different features are resolved by varying the temperature. The 
featuresare identified in the text (section 5.1).
that in the linear representation (section 3.5 
figure 3.8) the feature is a semicircle that passes 
through the origin. This can be confirmed by plotting the 
data on linear scales. Similarly it can be shown that the 
other two adjoining features are also semicircular. To 
summarise, the total profile is therefore composed of 
three adjoining semicircular features of which the one 
occuring at highest frequencies, ie lowest values of Z*, 
passes through the origin and the one occuring at lowest 
frequencies is voltage dependent.
These three regions are also clearly identifiable in 
the complex admittance, capacitance and modulus 
representations, two examples of which are given in 
figures 5.4 and 5.5. At 283K (figure 5.4) two features 
are apparent, one voltage dependent and one independent 
of applied bias voltage. Figure 5.5 shows the situation 
at 203K in which two voltage independent features are 
visable. It can be shown that the right hand feature in 
figure 5.5 is in fact the same as the voltage 
independent, left hand, feature of figure 5.4. 
Confirmation of the connectivity of the features can be 
gained by: (1) constructing a master curve for the
region, figure 5.12 (section 3.9), (2) studying a
complete set of temperature ordered profiles (c.f. 
figures 5.1-5.3), (3) calculating idealised complex
profiles at intermediate temperatures.
All three features have been observed at a single 








Figure 5.4 Logarithmic impedance, admittance, capacitance and modulus plots (lOHz-lOMHz) 
for polycrystalline UO2 (5mm disc) at selected bias voltages (6-OV, A-0.5V, + -1V, X-1.5V, 
£-2V) and at a temperature of 283K.
2 0 3 K
IMPEDANOf
2 0 3 K
CAPACITANCE MODULUS
Figure 5.5 Logarithmic impedance, admittance, capacitance and modulus plots (lOHz-lOMHz) 
for polycrystalline UO2 (5mm disc) at selected bias voltages (0-OV, A-0.5V, + -1V , X-1.5V,
£~2V) and at a temperature of 203K.
complex capacitance profiles in figures 5.6-5.8 for a 
temperature of 250K. It should be highlighted that these 
profiles are not from the same sequence as those in 
figures 5.1-5.5. The data in figures 5.1-5.5 are from 
measurements performed on the 5mm diameter sample in the 
continuous nitrogen flow cryostat (section 4.3.2). Those 
in figures 5.6-5.8 are from measurements on the 12.5mm 
diameter disc shaped sample using the Thor nitrogen flow 
varistat (section 4.3.1).
Data for both samples showed a slight inclination in 
the 'vertical* portions of the admittance profiles at 
high temperatures. This indicates a small depression of 
the impedance semicircle centres below the real axis 
(section 3.10.4). Cole-Cole analysis (section 3.10.3) and 
the use of constant phase elements (section 3.10.4) was 
impractical because as a consequence of the circuit 
element time constants being too similar (section 3.4) 
the clarity of the profile features were not sufficiently 
well defined.
Having established that the measured impedance and 
capacitance responses contain three features it is now 
necessary to link each of these three regions to physical 
mechanisms. The linking of the features to mechanisms is 
an iterative one. Firstly an equivalent circuit that 
closely models the measured response is chosen. This 
circuit then enables the intercepts from the measured 
response to be interpreted in terms of the circuit 
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Figur 5.6 Logarithmic impedance profiles for
polycrystalline UO2 (12.5mm disc) at 250K for different 
applied voltages. The insert shows a calculated impedance 
profile using the circuit in figure 5.9(a) and component 
values extracted from the intercepts of the measured 
profile (see insert of figure 5.11).
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Figure 5.7 Complex admittance profiles of polycrystalline 
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Figure 5.8 Complex capacitance profiles of
polycrystalline UO2 (12.5mm disc) at 250K for two 
different applied voltages.
magnitude of the components are then correlated to those 
that would be expected from known physical phenomena and 
in this way a positive link between features and 
phenomena can be established. If no such correlation can 
be made the circuit is refined and the process repeated.
5.2 ESTABLISHMENT OF EQUIVALENT CIRCUIT
The basic electrical parameters (electrical 
conductivity and dielectric constant) of each portion of 
the a.c. impedance or capacitance can only be extracted 
from the data if a suitable equivalent circuit can be 
established. Hampton, Saunders and Stoneham [1986] 
interpreted their data on single crystal UO2 with a 
circuit consisting of two parallel combinations of 
resistors and capacitors joined in series
(figure 5.9(a)). Intuitively, the equivalent circuit for 
the polycrystalline material must, at the very least, 
contain three capacitive and three resistive elements 
associated with the presence of the three semicircular 
features. The two circuits most commonly used are shown 
in figure 5.9 [Bauerle (1969); Franklin (1975); Armstrong 
and Sellick (1980); Stratton et al (1980); Winnubst, 
Verkerk and Burggraaf (1980); Van Dijk and Burggraaf 
(1981); Verkerk, Middelhuis and Burggraaf (1982); 
Wernicke (1982); Brailsford and Honke (1983); Bruce and 
West (1983); Gerhardt and Nowick (1986); Matsui (1986); 
Raistrick (1986 a and b); Tanaka, Baumard and Abelard 
(1987) and Macdonald (1988)].
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Figure 5.9(a) and (b):Equivalent circuits used for the
analysis of the impedance, admittance, capacitance and
modulus data. The circuit elements are correlated to
physical mechanisms in the text.
Equivalent circuits on their own are abstract networks 
and, for them to be of any practical use, their 
components need to be correlated with physical 
mechanisms. Tentatively, at this stage, R e and C e can be 
attributed to an electrode layer, Rb and Cb to the bulk 
of the material and Rgb and Cgb to the grain boundaries 
(N.B. in many texts the bulk capacitance Cb is often 
termed the geometrical capacitance). Both circuits in 
figure 5.9 give three adjoining semicircles in the 
impedance representation. Although the hooking back of 
the capacitance profile at high frequencies (figure 5.8) 
suggests the circuit in figure 5.9(b) may be the more 
appropriate, the circuit in figure 5.9(a) was adopted for 
the initial analysis. This high frequency hooking back 
in the capacitance plot is consistent with effects from 
the two coaxial leads in the Thor varistat. No such 
hooking back has been observed for measurements performed 
in the Oxford Instruments cryostat in which four coaxial 
test leads were run to the sample. The advantages of the 
circuit in figure 5.9(a) are its simplicity and the 
consistency with the previous single crystal work 
[Hampton (1986)]. The circuit is the same as that used to 
model single crystal UO2 with an additional parallel 
element to account for grain boundary effects. Factors 
that contribute to the simplicity of this circuit are: 
(1) the impedance intercepts are simple combinations of 
resistances (see figure 5.10); those in figure 5.9(b) are 
complex expressions involving Re, Ce , Rb , C b , Rgb , Cg b
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Figure 5.10 Idealised impedance response (ie an infinite frequency range and parasitic 
free components are assumed) for the circuit in figure 5.9(a). Attention is drawn to the 
facts that (i) the peak height of each feature corresponds to half the resistance 
associated with that element, (ii) the intercepts on the real axis are simple additions of 
resistance values and (iii) the frequency at the peak is related to the time constant, CR, 
of the element. The ordering of the features is determined by their relative time 
constants and the identification of this order is given in section 5.3.
which means all three intercepts would be required at 
every temperature; this is rarely the situation with this 
data (2) the heights of the semicircular features 
correspond to half the resistance associated with that 
element, figure 5.10; this equality is only correct for a 
circuit composed of serially connected parallel elements. 
N.B. the ordering of the features (ie bulk, grain 
boundary and electrode) indicated in figure 5.10 is 
explained in section 5.3. As the discussion proceeds it 
will become apparent that the circuit gives an adequate 
description of the measured data and further analysis of 
the data on the basis of the other circuit 
(figure 5.9(b)) is unnecessary.
5.3 LINKING OF THE PROFILE FEATURES TO PHYSICAL 
MECHANISMS
The ordering of the features in figure 5.10 is 
determined by the relative magnitudes of the circuit time 
constants CR (see section 3.4). It is now necessary to 
establish at which frequency in the impedance spectrum 
the bulk, grain boundary and electrode features will 
occur.
5.3.1 ELECTRODE REGION (LOW FREQUENCY FEATURE)
The low frequency portion (large values of Z ’) of the 
impedance profiles, figures 5.1-5.2(c) and 5.6, show a 
significant voltage dependence. The effect of increasing
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the bias voltage is to decrease the low frequency 
intercept on the abscissa and the magnitude of the peak. 
This suggests that in this region the resistance values 
extracted from the Z* intercept are highly non-ohmic. 
Such behaviour is also clearly demonstrated in the 
complex capacitance representation (figures 5.4(c) and 
5.8) in which the electrode capacitance (low frequency C* 
intercept) is voltage dependent. The voltage dependent 
part of the profile can be identified, physically, as 
being due to an electrode polarization effect [Jonscher 
(1983); Hampton, Saunders and Stoneham (1986) and 
Macdonald (1987)]. The effect of the voltage on both the
resistance and capacitance can be interpreted as being
due to a dependence of the effective barrier height on 
the applied voltage. Consideration of this effect is 
given in section 5.5.
5.3.2 BULK REGION (HIGH FREQUENCY FEATURE)
C.P.A. data for single crystal material [Hampton
(1986) and Hampton, Saunders and Stoneham (1986)] uses 
the high frequency voltage independent portion of the 
profile (low Z* values) to determine information on the 
bulk properties of the material. This approach gave a 
value of approximately 24 for the static dielectric
constant. The ordering of the semicircular features in 
figure 5.10 is determined by the relative magnitudes of 
the time constants. It is therefore sensible to assume 
that the highest frequency portion will be associated
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with the bulk effects due to the large geometrical
considerations: A/d*3. If this assumption is true then
the high frequency capacitance intercept (figure 5.5)
will give a dielectric constant around 24 when the sample 
dimensions are used to determine it [fis = (Cd)/ (So A)]. This 
capacitance can also be extracted from the impedance 
representation using the frequency of the peak and the 
resistance intercept (see figure 5.10). The magnitude of 
the high fequency capacitance intercept (a few Pico 
Farads) in the complex capacitance corresponds to a 
dielectric constant of 22.5. This value is lower than 
that normally expected for single crystal stoichiometric 
UO2 (fi=24) [Briggs (1964)] though this reduction may be 
attributed to the sample porosity [Huntley (1966)] or to 
differences in stoichiometry [Tateno (1984)]. The effect 
of sample porosity is discussed in section 5.6 where it 
is shown that porosity on its own cannot cause the
appearance of this feature. It would therefore appear 
that the assumption of the bulk occurring at high 
frequencies is adequate.
5.3.3 GRAIN BOUNDARY REGION (FEATURE AT INTERMEDIATE 
FREQUENCIES)
The remaining region of the impedance profiles, at 
intermediate frequencies, can be considered to be due to 
the effects of grain boundaries. Due to the intermediate 
size (A/d) of the grain boundaries (between the electrode 
and bulk values of A/d) it would be expected that their
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effects will occur in the impedance response between 
those of the bulk and electrodes. C.P.A. investigations 
on a diverse range of materials have shown features that 
have been correlated to grain boundary effects [Beekmans 
and Heyne (1976); Stratton et al (1980); Stratton, Reed 
and Tuller (1982); Gerhardt and Nowick (1986) and Tanaka, 
Baumard and Abelard (1987)]. In fact Dragoo et al [1982] 
have established a direct link between the appearance of 
an additional impedance feature at the introduction of a 
single grain boundary in yttria stabilized zirconia.
Even though the polycrystalline UO2 studied here has
significant porosity (7%), it is most unlikely that this, 
on its own, would be able to cause the formation of the
intermediate impedance feature. It is possible that the 
spatial distribution of the porosity may alter the
resistances of the bulk material or grain boundaries of 
the corresponding impedance features (section 5.6). 
However a more plausible cause is what may be thought of 
as an extra region with different electrical properties 
within the material [Macdonald (1987)]. The key features 
associated with grain boundaries are discussed in
sect ion 5.7.
5.3.4 SUMMARY
The measured impedance response is composed of three 
semicircular features one of which is voltage dependent. 
Following the previous work on single crystal material an 
equivalent circuit composed of three serially connected
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parallel elements was assigned (figure 5.9a). The feature 
occuring at the highest frequency results from the bulk 
material, that occuring at intermediate frequencies is 
being derived from grain boundaries and the low frequency 
region being due to the electrodes (figure 5.10). These 
identifications were determined as follows:-
The low frequency feature is voltage dependent which 
is characteristic of an electrode effect.
The magnitude of the capacitance intercept for the 
high frequency feature gives a dielectric constant, 
£s=22.5, consitent with that of bulk urania.
The remaining feature, at intermediate frequencies was 
assigned to grain boundary effects following previous 
C.P.A. studies of ceramics.
The insert in figure 5.6 shows a calculated impedance 
profile using the circuit of figure 5.9(a) with component 
values (Re , Ce, Rb, Cb, Rgb and Cgb) estimated from the 
measured impedance response at 250K (figure 5.6). The 
agreement between the forms in the measured and 
calculated profiles indicate that the circuit provides a 
good description of the materials electrical behaviour.
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5.4 ACTIVATION ENERGIES AND PREFACTORS
Now that a suitable circuit for analysis has been 
established, the resistances Rb , Rgb and Re can be 
graphically extracted reliably from the Z* intercepts of 
the three regions. It can be seen from the measured 
complex impedance profiles (figures 5.1-5.3) that these 
intercepts are dependent upon temperature; this is almost 
certainly due to thermal activation of the equivalent 
circuit resistances. These (thermally activated) 
resistances have been used in conjunction with the 
equivalent circuit (figure 5.9(a)) to calculate C.P.A. 
profiles and their temperature dependences. Good 
qualitative and quantitative agreement exists between the 
measured and calculated C.P.A. profiles at selected 
temperatures; such agreement lends support to the choice 
of circuit.
Some workers calculate activation energies and 
conductivity prefactors assuming small polaron conduction 
[Nagels, Denayer and Devreese (1963)] in which
0~T = Go exp[-EA/kT]. (5.1)
Use of this equation has been shown to be applicable for 
the analysis of high temerature conductivity data (near 
1400K or above), in which the measured activation energy 
is due to contributions from a hopping and a binding 
energy [Hampton et al (1987)]. At low temperatures the
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hopping energy contribution to the activation energy is 
not significant contribution compared to the binding 
energy [Hampton et al (1987)] and it is more appropriate 
to make calculations on the basis of band conduction 
[Bates (1967); Bates, Hinman and Kawada (1967); Killeen 
(1980b) and Munir (1981)]
0“ = CJ^exp [-Ea /kT] . (5.2)
Data for measurements performed on the 12.5mm disc shaped 
sample in the Thor varistat (section 4.3.1) will be 
discussed first. The Arrhenius plot (figure 5.11), 
described by equation 5.2, has been determined from the 
resistance intercepts of the impedance profiles; an 
example is shown in figure 5.6. Activation energies and 
conductivity prefactors for both types of analysis 
(equations 5.1 and 5.2) are given in table 5.1.
The bulk behaviour ln(l/Re) shows a distinct and 
unexpected change of gradient starting at approximately 
240K (figure 5.11). Closer inspection of the impedance 
curves, measured between 263K and 287K and plotted on 
linear scales, reveals that the beginning of the 
impedance semicircle (representing the bulk conduction) 
is offset in a positive sense along the real impedance 
axis (cf figure 3.4(a)). This indicates the presence of a 
further resistive element in series with the circuit of 
figure 5.9(a). Consequently the extracted impedance 
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Figure 5.11 Arrhenius plot of the equivalent circuit 
resistances extracted from the impedance profiles (eg 
figure 5.6)(obtained on the 12.5mra sample) assuming the 
circuit of figure 5.9(a). The insert identifies the 
physical origins of the regions exhibited in the 
impedance profiles.
saall polaron 
(T T= (Jo exp [-Ea /kT ]
band conduction 
0~=07exp[-Ea/kT]
07 Mr***1 EA/eV os EA/eV
THOR VARISTAT:
BULK (1.2+0. 2)xlO4 0. 14 + 0.01 25+4 0.13+0.01
GRAIN BOUNDARY (1.2+0. 6)xlQ5 0.31+0.02 220+30 0.29+0.02
ELECTRODE LAYER 3.7 +1.0 0.19^0.02 {5+3)xl0-3 0.17+0.02
OXFORD CRYOSTAT:
BULK (9.4 + 2 )xl04 0.23+0.01 137+21 0.20+0.01*
GRAIN BOUNDARY (2.4+0.8)xlO5 0.39+0.02 350+120 0.36+0.02*
ELECTRODE LAYER 150+70 0.21+0.02 0.15+0.06 0. 18+0.02*
* determined using master curves and direct evaluation. 
Table 5.1. Activation energies and conductivity 
prefactors for the bulk, grain boundary and electrode 
regions for polycrystalline UO2 obtained on the basis of 
both band conduction and small polaron models. 
Differences in the activation energies are probably a 
result of variations in sample stoichiometry or porosity. 
The conductivity prefactors for the electrode region are 
calculated for a temperature of 272K (at which the 
electrode thickness would be expected to be about 0.9jim, 
figure 5.15). The grain boundary prefactors have been 
calculated using equation 5.6 and assuming a grain 
boundary volume fraction Agb=0.015 (ie a dielectric 
constant of 8gb=24).
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an extra resistance. The magnitude of this additional 
resistance (20-30 ohms) is consistent with it being a 
lead resistance associated with the two coaxial cables 
within the Thor varistat. Subtraction of this lead 
resistance R l from the impedance intercept (Rb + R l ), 
enables the kink in the bulk Arrhenius plot to be 
”straightened-out” in a satisfactory manner; this is 
shown by the straight line portion labelled In(1/(R b - R l )) 
in figure 5.11. At temperatures greater than 287K the 
frequency range available does not allow the lead 
resistance to be evaluated accurately and consequently 
this correction cannot be applied above this temperature. 
At lower temperatures the lead resistance, although 
probably present, is only a few percent of the bulk 
resistance and the correction is insignificant.
The Arrhenius data obtained for the 5mm disc shaped 
sample using the Oxford cryostat will now be discussed. 
The relative change of the resistance values with 
temperature for the various regions have been determined 
in two ways: (1) by direct evaluation of the intercepts
from the impedance profiles (figures 5.1-5.3), (2) by
constructing a master curve (figure 5.12 and section 3.9) 
and using the locus of the reference point to determine 
an Arrhenius plot (figure 5.13). This figure shows that 
the Arrhenius data (activation energy and prefactor) are 
identical for both types of analysis. There is no visable 
kinking in the Arrhenius plots (figures 5.13 and 5.14). 

























Figure 5.12 Master curve or normalised impedance plot for 
the the bulk region intercept of polycrystalline UO2 (5mra 
sample). The broken line represents the locus of the 
reference point Qn which was used to establish the 









Figure 5.13 Arrhenius plot for the bulk resistance of 
po1ycrysta 11ine UO2 (5mm disc). Data has been determined 
by direct evaluation of the impedance intercepts 
(figures 5.2(d)-5.3) (0) and from the locus of the
reference point of the Master curve in figure 5.12.
cryostat lead resistances are absent in the Oxford 
cryostat in which four coaxial leads are run to the 
sample. Consequently no additional series resistance need 
be considered.
The Arrhenius plots for both samples (figures 5.11 and 
5.14) clearly show three different activation energies 
associated with the bulk (intra-grain), grain boundary 
(inter-grain) and electrode conduction mechanisms 
(table 5.1). In common with work on other materials the 
largest activation energy is for what has been labeled 
grain boundary (inter-grain) conduction [Stratton et al 
(1980); Van Dijk and Burggraaf (1981); Verkerk, 
Middelhuis and Burggraaf (1982); Wang and Nowick (1982); 
Gerhardt and Nowick (1986) and Tanaka, Baumard and 
Abelard (1987)]. In both plots (figures 5.11 and 5.14) 
the bulk conductance (1/R b ) is higher than that of the 
grain boundary (1/R g b ) at lower temperatures. The two 
reach parity in the same temperature range 250-294K. The 
conductivities of the two regions would not necessarily 
be expected to reach parity in this temperature range 
since the geometrical factors needed to establish the 
conductivity are different. The ratio of the bulk and 
grain boundary conductivities are discussed in 
section 5.7.1 and it will be shown that the 
conductivities become equal in the temperature range 
530-880K. Separate analysis of the impedance data 
obtained for each of the three regions is now discussed.
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Figure 5.14 Arrhenius plot of the equivalent circuit 
resistances extracted from the impedance profiles 
(figure 5. 1-5.3) for polycrystalline UO2 (5mm sample) 
assuming the circuit of figure 5.9(a).
5.5 ELECTRODE LAYER CAPACITANCE
So far the voltage dependence of the electrode layer 
capacitance (Ce ) has been used to help identify the 
portions of the impedance curves. However the physical 
effect resulting from the application of a conductor to 
the surface of the material needs to be examined further. 
The capacitances of the electrode layer have been 
extracted from the complex capacitance plots at selected 
voltages and temperatures and subsequently analysed using 
a technique reported by English and Gossick [1964] and 
Henisch [1984]. This assumes that the layer is a Schottky 
barrier and enables an estimate of the electrode layer 
width to be made. The Schottky model pictures a metal in 
contact with a uniform semiconductor. A potential barrier 
occupies a space charge layer which is bounded by the 
metal-semiconductor interface and extends into the 
semiconductor. The potential within the space charge 
region is assumed to vary quadratically with distance. 
The technique of determining the electrode thickness
involves plotting dV/d(C/A)“2 (which is related to the 
donor concentration), calculated from the local curvature 
of the capacitance-voltage plot, against £o£r/(C/A) 
(which is related to the depth from the boundary), 
figure 5.15. The value of Br (=22.5) is calculated from 
the high frequency C* intercept of the capacitance 
profile. In the region of the boundary edge the donor
concentration should change rapidly allowing
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Figure 5.15 Plot of dV/d(C/A)-2 versus £0Er/(C/A) at 
selected temperatures. The insert indicates the 
approximate dependence of electrode layer thickness with 
temperature. For comparison the thickness calculated by 
Hampton [1986] ( Q  is shown.
abscissa intercept. The voltage (V) is not simply the 
voltage applied across the specimen but is the voltage 
across the barrier, which needs to be calculated using 
the bulk, grain boundary and barrier resistances. The 
inherent errors are quite significant, so the approach 
can only be regarded as giving an order of magnitude for 
the layer thickness and indicating any possible thermal 
effects. Notwithstanding these problems, the calculations 
show that the electrode layer thickness decreases with 
increasing temperature within the temperature range 210K 
to 272K (table 5.2 and insert in figure 5.15). In 
comparison Hampton [1986] estimated the thickness to be 
0. 6yum at 293K which is consistent with this work as shown 
in figure 5.15.
Analysis of the electrode layer has been based on the 
assumption of a charge separation across a thin layer of 
material. In this case, the average layer thickness L 
should vary inversely as the square root of the 
temperature [Hayes and Stoneham (1985)]. The observation 
that LT1/2 is approximately constant (table 5.2) 
indicates that this approximation is reasonable at lower
temperatures; the discrepancy at 272K may be a result of
the complicating effecls of the varistat lead resistance 
in this range. If L is a Debye-Huckel screening length, 
then cZ2 can be deduced from LT1/2, here c is the number 
of charges [Ze] per molecular unit of UO2 . It is found 
that cZ2 is 0.2, ie one charge per 5 molecular units if
Z=l, or one per 20 units if Z=2. These are high
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concentrations, but they do suggest that a space-charge 
layer is a good description of the observed electrode 
contribution. At this stage there is no indication of why 
the observed activation energy is higher than that for 
the bulk.






Table 5.2. Temperature dependence of the electrode layer 
thickness (see figure 5.15) calculated using a technique 
reported by English and Gossick [1964]. The analysis 
assumes L varies inversely with the square root of the 
temperature, consequently LT1/2 should be a constant.
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5.6 EFFECT OF POROSITY UPON BULK PROPERTIES
The static dielectric constant for the bulk material 
was calculated as Br equals 22.5 from the high frequency 
C* intercept of the capacitance profile. This is somewhat 
lower than would be expected for single crystal
stoichiometric UO2 . Huntley [1966] has shown that (in 
common with many other ceramic materials [Macdonald 
(1988)]) polycrystalline urania exhibits a dependence upon 
porosity of its electrical properties. Huntley measured a 
dependence of the measured dielectric constant Em of a 
urania sample held at 77K on porosity (figure 5.16). A 
complication of his work was that the sample stoichiometry 
could not be kept constant over the whole range of 
porosities. However at low porosities, ie for highly dense 
samples, it can be assumed that the stoichiometries
remained reasonably constant. His data were analysed using 
a number of equations proposed for mixed conductors; by
inspection the data at low porosities were best fitted by
an equation given by Maxwell [1891]
Em -E2 1- 3 (E2 -Ei)P
_ (E1 +2 E2 ) + (P(fi2-£i ))
$ 2 = d i e l e c t r i c  co ns tant of m e dium 
Ei= d i e l e c t r i c  co ns tant of void 
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Figure 5.16 The variation of the effective dielectric constant with porosity as reported 
by Huntley [1966]. The solid line represents Maxwell's [1891] model for mixed conductors,
(equation 5.3).
For UO2 the sample density was measured, using 
Archimedes principle, as 10.27 10-3 kgm-3 compared with 
11.04 10-3 kgm-3 for single crystal material, which gives 
a porosity of 1%. A simplistic approach is to assume that 
all of the porosity is distributed within the grains and 
that the voids are empty and consequently set €1 to 1. 
Substituting values of B2 into the equation and setting 
£m to 22.5 allows the zero porosity dielectric constant to 
be estimated as £ 2 equal to 24. This value is in good 
agreement with values previously measured for single 
crystal UO2 [Briggs (1964) and Hampton, Saunders and 
Stoneham (1986)].
Electron photo-micrographs, figure 5.17, show that the 
assumption of isotropic porosity wholly within the grains 
is not really valid, and a proportion is provided by the 
mismatch between the packing of the grains. This will 
reduce the effective area of contact between the grain 
boundaries and therefore increase the grain boundary 
resistance intercepts in the impedance response (since 
R=d/(0“ A). Consequently, effects due to porosity may be 











F i g u r e  5 . 1 7  (a ) and (b ) o p t i c a l  pho t o -m i e r o g r a p h s  of 
p o l y c r y s t a l l i n e  U O 2 ( m a g n i f i c a t i o n  x500). (c) and (d)
E l e c t r o n  p h o t o m i c r o g r a p h s  s h o w i n g  the d i s t r i b u t i o n  of 
porosity within the grains and mismatch between grains 
( m a g n i f i c a t i o n  x4 0 00 and x 7 0 0 0  r e s p e c t i v e l y ) .
5.7 GRAIN BOUNDARY REGION OF THE IMPEDANCE PROFILES:
CORRELATION WITH MODEL MICROSTRUCTURES AND CALCULATIONS 
OF TOTAL CONDUCTIVITY
The effects of two phase structures upon complex plane 
profiles are usually analysed in terms of either layer 
models or using effective medium theorems. Both of these 
approaches have been reviewed by Macdonald [1988] and a 
general review of the effects of inhomogeneous media upon 
electrical conductivity has been given by Landauer
[1978]. While layer models are easier to relate 
physically to equivalent circuits, effective media are 
easier to handle mathematically. Layer models will be 
considered first. Throughout the analysis the term total 
macroscopic conductivity will be used to represent the 
conductivity without a contribution from electrode 
impedances, ie that measured by a d.c. four-terminal 
method.
5.7.1 LAYER MODELS
The grain boundary phase can be associated 
structurally with the grain interior phase in one of two 
ways: (1) as a second phase completely enveloping the
grains or (2) as the same phase but with a constriction 
localised at the point linking the grains (sometimes 
referred to as easy paths). Previous studies on a number 
of related materials have shown identical activation 
energies for the bulk and grain boundary portions of the 
C.P.A. profiles; this finding was attributed to the
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constriction effect [Bauerle (1969); Lilley and Strutt
(1979); Dragoo et al (1982); Bruce and West (1983) and de 
Oliveira Damasceno, de Oliveira and de Oliveira (1988)].
In the present work the grain boundary activation 
energy is higher than that of the bulk (section 5.4, 
table 5.1); therefore it is unlikely that the boundary 
features are produced by the constriction effect. This 
suggests that there is a second phase enveloping the 
grains.
The most commonly used layer model is the 
Hbrick-layer” model, shown schematically in
figure 5.18(a): cubic grains of side D are surrounded by
a second phase of thickness d (d<<D) [Beekmans and Heyne 
(1976); Van Dijk and Burggraaf (1981); Wernicke (1982); 
Nafe (1984); Winnubst, Verkerk and Burggraaf (1984); 
Tanaka, Baumard and Abelard (1987) and Macdonald (1988)]. 
The current flow is assumed to be one-dimensional (and in 
the Z direction) and curvature of the current paths at 
the grain corners is neglected. Two paths for 
one-dimensional current flow are apparent
(figure 5.18(b)): (1) through the grain and then across
the grain boundary (figures 5.18(c)), (2) along the grain
boundaries only (figure 5.18(d)). Depending on the 
relative magnitudes of the bulk (grain) and grain 
boundary conductivities, (7b and Og b respectively, one of 
these paths may dominate. If the grain boundary 
conductivity is substantially greater than the bulk 
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"brick-layer” model, (b) Exploded view of a single cell, 
showing parallel electrical paths: (i) through grains and
grain boundaries, (ii) along grain boundaries. (c ) and (d) 
Enlarged views of the two conduction paths (i) and (ii)
 
respectively, indicating their physical dimensions.
carried along the grain boundaries (figure 5.18(d)) and 
only one arc will be observed in the impedance or modulus 
spectra. The alternate conduction path (ie OtT> >0g: t. , 
figure 5.18(c)), which includes two material phases, 
produces dual arcs in the impedance or modulus spectra.
In the present work the complex profiles which 
represent the total macroscopic conductivity of the 
material (figures 5.2(d) and 5.3) exhibit dual impedance 
arcs, lending support to the "brick-layer" model with 
conduction through the grains and then across the grain 
boundaries (figure 5.18(c) ie (Jb>>0g,b). With this model 
it is possible to obtain crude estimates of some of the 
microstructural properties from the measured electrical 
responses [Van Dijk and Burggraaf (1981) and Macdonald 
(1988)]. The total conductivity is analysed using two 
serially connected parallel elements, one representing 
the bulk and the other the boundary phase, in which the 
components of the equivalent circuit are weighted in 
terms of the fraction of the total volume occupied by the 
grain boundaries. The key parameter is the fraction of 
the total volume occupied by the boundary phase (or grain 
boundary volume fraction Agb):
Xgb = 3 d = 3 Cb Eg b
D Cgb 6 b
(5.4)
Or in terms of the ratio of grain boundary thickness (d ) 
to grain size (D ):
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d_ Cb.' Egb
D Cg b Eb 
-  ^
(5.5)
In these expressions, Cb and Cgb are the inter-grain 
(grain interior) and intra-grain boundary capacitances, 
fib and Egb are the inter-grain and intra-grain boundary 
static dielectric constants, D is the grain size and d is 
the thickness of the enveloping boundary phase. In this 
analysis the effect of porosity is neglected 
(section 5.6). Data for Cgb, Cb and Bb can be directly 
obtained from the complex capacitance profile intercepts; 
however setting a value for Egb needs to be considered 
with care. Normal practice is to assume that the two 
dielectric constants (Eb and Egb) are equal. However, in 
uran ia there can be significant deviations from 
stoichiometry [Tateno (1984)] which affect the dielectric 
constant. Induced oxygen tracer diffusion work has shown 
that anion diffusion occurs along the grain boundaries at 
a different rate than for the bulk material [Matzke 
(1976)], providing a plausible mechanism for achieving 
different stoichiometries and hence activation energies 
for the grain interiors and encapsulating phases. 
Fluorite structured urania (U02+x) exhibits a large 
degree of non-stoichiometry and undergoes a structural 
phase transition to U4 O9 for x=0.25. The dielectric 
constant of U4 O9 is approximately 100 [Tateno (1984)]. 
This sets an upper limit for the grain boundary
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dielectric constant. To enable an estimate of the 
microstructural properties the grain boundary dielectric 
constant can be taken to lie within the range:
B (UO2 )=24 < Egb < 100=E(U409)
In turn this leads to a range of values for the grain 
boundary volume fraction:
1.5* < JSTgb < 6.25*
Optical and scanning electron photo-micrographs 
(figures 5.17) of the sample have established the average 
value for the grain size (D) to be approximately 8jim. 
This provides a range of values for the effective grain 
boundary thickness ( d) :
0.04^im < d < O.Hjim 
This range implies that the electrical response may be 
modelled using a second phase of this order of thickness. 
The spatial extent of the mismatch between the grains 
could conceivably be smaller than this as charge 
separation might occur at the grain boundaries.
The range of grain boundary fractions calculated using 
equation 5.4 allows suitable values for the conductivity 
prefactor (table 5.1) of the grain boundary phase to be 
calculated using the method suggested by Van Dijk and 
Burggraaf [1981].
= IX* b (5.6)
3Zo(m a c )A
This equation gives the relationship between the
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(To (Die) — Uo (mac)
microscopic Oo(mic ) and macroscopic (To(mac) grain 
boundary conductivity prefactors. The parameters A and 1 
are the area and length of the sample, Zo(mac) and Xgt 
are the grain boundary impedance and volume fraction 
respectively (the ordinate intercept of the Arrhenius 
plot is equal to l / Z o d a o  ). In this relation it is 
immaterial whether the grain boundaries are ’’intrinsic” 
due to segregation effects or ’’extrinsic” due to the 
formation of a second phase. Use of equation 5.2 enables 
the ratio Gb/Ggb to be calculated (equation 5.7) from the 
measured data over a range of temperatures at selected 
grain boundary fractions (figure 5.19): equation 5.6 is 





0T( m i c )
exp[(EAgb-EAb)/kT] (5.7)
This figure shows that at low temperatures (100K) the 
conductivity of the grains is significantly greater than 
that of the grain boundaries (~107 times). As the 
temperature is raised the two conductivities become 
increasingly similar. The temperature at which the two 
become equal depends upon the grain boundary volume 
fraction assumed. For a grain boundary volume fraction 
Xg b = 0.015 (ie assuming a grain boundary dielectric
constant £Sgb=24) the temperature at which the two reach 
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Figure 5.19 Plot of CJb/CJgb versus temperature for 
selected grain boundary volume fractions Xg b , calculated 
assuming band conduction using equation 5.7 and the data 
given in table 5.1.
(ie assuming Bgb=100) it is about 530K. Above these 
temperatures the boundaries exhibit a higher conductivity 
than the grains. Brailsford and Hohnke [1983] noted that 
when (Jgb>>CTb the importance of the spatial distribution 
of the pores upon the conductance is enhanced. A more 
significant effect occurs for a sample of identical 
porosity in which the voids appear at the grain 
boundaries as opposed to those in which they are 
distributed within the grains.
The total conductivity can be calculated explicitly by 
summing the resistances (figure 5.20) of the various 
phases in the brick-layer model in a similar manner to 
that of Nafe [1984]. The total resistance is built up by 
considering the sum of the component resistances in a 
column in the z direction. These columns are summed in 
the y direction to form a slab and similarly the slabs 
are combined in the x direction to give the whole sample. 
The total sample resistance, assuming conduction through 
both paths in the brick layer model, is then given by
Rt o t a 1 - Nj
NxNy
Rg b 1 (Rb+Rgb2) 
Rg b1+Rb+ Rgb 2
(5.8)
in which N x , N y , Nz are the number of grains in the x, y 
and z directions respectively, Rb is the grain (bulk) 
resistance, Rgbi the resistance of the grain boundaries 
at the side of the grains (path (ii)) and Rgb2 the 
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Figure 5.20 The arrangement of resistances Rb, Rgbi and 
Rg b 2 used in equations 5.8 and 5.9 to calculate the total 
conductivity. The complete circuit is constructed by 
inserting the replication unit circuit (figure 5.18(b)) 
at all points "A" in space. The number of replication 
units in the three directions (x, y and z) is given by 
Nx , Ny and Nz respectively.
macroscopic conductivity can then be calculated using the 
relat ionship
OT o t a 1 — 1 1 = NxNy Rg b1+Rb +Rgb 2 Nz ( d+ D )
Rt o t a 1 _A_ Nz . Rg b 1 ( Rb +Rg b 2 )_ Nx ( </+D)Ny ( rffD)
Ot o t a 1 - 1
(rftD)
Rgbi+Rb + Rg b 2
Rgbl ( Rb + Rg b 2)
(5.9)
in which A and 1 are the area and length of the sample 
respectively; d and D the thicknesses of the boundary 
phase and grain size. The temperature dependence of the
total conductivity can be more easily calculated when 
equation 5.9 is written in terms of conductivities (Ot> 
bulk and Ogb grain boundary) rather than resistance 
values. The requisite resistances can be calculated using 
the relations
Rb = D/Ob D2 = 1/ObD (5.10.1)
Rgb l = ( </+D)/CJib ( </+2D) d (5.10.2)
Rg b 2 — tf/OgbD2 (5.10.3)
Substituting these into equation 5.9 and rearranging 
gives
OT o t a 1 -
0Tb 0~b (l + d/D) + (d/U) (2+d/D) (Ob (d/D)+(Jib ) (5.11)
(1+tf/D)2 OTb + Ob ( df D )
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The temperature dependence of each conductivity (bulk or 
grain boundary) is given by equation 5.2. The effect of 
the grain boundary volume fraction is introduced through 
the equality (<//D) = Xg b/3 and the grain boundary
conductivity prefactor (Jodnic ) (equation 5.6). The total 
conductivity calculated using equation 5.11 for selected 
temperatures and grain boundary volume fractions plotted 
in the Arrhenius format is given in figure 5.21. 
Experimental data are also included in the figure for 
comparison. An excellent agreement between the measured 
and calculated values exists.
Above 200K (ie 1000/T<5) the Arrhenius plot
(figure 5.21) exhibits significant curvature. The degree 
of curvature above 250K depends upon the grain boundary 
volume fraction. A similar transition in the
conductivity Arrhenius plot was also predicted by Nafe 
[1984] for ThOa and Zr02 based electrolytes. The 
magnitude of this curvature is increasingly apparent if 
the local gradient of figure 5.21 is calculated. The data 
displayed in figure 5.22 are derived from the local
gradients of figure 5.21 calculated over a 20° range 
centred at selected temperatures between 100 and 1000K. A 
similar calculation has been carried out for a 100°
temperature range and these data are given in table 5.3.
THESE DATA DO NOT SUGGEST THAT THE ACTIVATION ENERGY 
FOR URANIA IS TEMPERATURE DEPENDENT (remember these data 
were calculated assuming temperature independent
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Xg b = 0. 0625
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Figure 5.21 Calculated values of the total conductivity 
of polycrystalline urania as a function of temperature at 
selected grain boundary volume fractions Xgb. Data has 
been calculated using the models in figures 5.18 and 20 
and equation 5.11. The experimental data are also 
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F i g u r e  5 . 2 2  C a l c u l a t e d  a c t i v a t i o n  e n e r g i e s  ( l o c a l  
c u r v a t u r e  o f  f i g u r e  5 . 2 1 )  o f  t h e  t o t a l  c o n d u c t i v i t y  o f  
UO2 as a f u n c t i o n  o f  t e m p e r a t u r e  f o r  s e l e c t e d  g r a i n  
b o u n d a r y  v o l u m e  f r a c t i o n s  ^ g b . E n e r g i e s  w e r e  c a l c u l a t e d  
f o r  a t e m p e r a t u r e  r a n g e  o f  20°  c e n t r e d  a b o u t  t h e  t h e  
t e m p e r a t u r e s  i n d i c a t e d .  F o r  c o m p a r i s o n  t h e  r a n g e  o f  
r e p o r t e d  v a l u e s  o f  t h e  l ow t e m p e r a t u r e  s t o i c h i o m e t r y  
d o m i n a t e d  a c t i v a t i o n  e n e r g y  a r e  i n d i c a t e d  by  t h e  d a s h e s  
t o g e t h e r  w i t h  t h e  w o r k e r  c o n c e r n e d .
Xgb Activation energy (eV)
(for temperature range indicated)
100-200 200-300 300-400 400-500 500-600 600-700
0.01 0.293 0.228 0.151 0.135 0. 132 0. 130
0.02 0.293 0.228 0. 151 0.135 0.132 0. 131
0.03 0.293 0.228 0.151 0.136 0.133 0. 133
0.04 0.293 0.228 0. 151 0. 136 0. 134 0. 135
0.05 0.293 0.228 0. 152 0. 137 0. 136 0. 138
0.06 0.293 0.228 0. 152 0.138 0. 138 0. 141
Table 5.3. Activation energies calculated for a 100° 
temperature range for selected grain boundary volume 
fractions. The values have been calculated using the 
model in figure 5.20, equation 5.11 and the data in 
table 5.1.
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activation energies for the bulk and grain boundaries 
!). The figure infact indicates how different activation 
energies could be erroneously calculated for urania if 
data for a narrow temperature range were used for the
analys is.
The range of reported values for the low 
temperature activation energy for UO2 (section 2.1 and 
table 2.1) is also shown in figure 5.22 for comparison. 
It worth noting that the variation in reported values, 
0.14 to 0.3eV, is equivalent to the bulk and grain
boundary activation energies determined in this present 
work. This identifies the possibility that rather than 
measuring only the bulk activation energy as reported 
there may have been other processes being measured (eg 
associated grain boundaries). The results shown in 
figure 5.22 also suggest that the range in reported 
values could conceivably be a consequence of differences 
in the temperature ranges over which activation energies 
were determined by the other workers as well as
variations in grain boundary volume fraction, or in other 
words the grain size.
The curvature of the total conductivity data 
(figure 5.21) with temperature can be qualitatively
explained by recourse to the model shown in figure 5.18a 
and the two possible conduction paths in 5.18b. For a 
given grain boundary conductivity, dg b , it is apparent
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that the resistance Rgbi (figure 5.20 and
equation 5.10.2) will always be substantially larger than 
Rgb2 (figure 5.20 and equation 5.10.3) since d<<D. 
Further more it can be shown numerically that over the 
range of temperatures (100-1000K) used to construct 
figure 5.22 that the resitance of path(ii) (figure 5.18b)
is substantially greater than that of path(i)
(figure 5.18) in the brick layer model: ie
(Rgb2 +Rb)>>(Rgbi/2). As a consequence only conduction 
through path(i) (ie conduction through the grain and then 
across the grain boundary) is necessary to describe the 
curvature. At low temperatures the grains have a 
significantly higher conductivity than the grain boundary 
(figure 5.19) which results in the resistance of path 
(Rg b 2 +Rb) being principally determined by the grain 
boundary (Rgb2 ). Consequently an activation energy
calculated at a low temperature range would be determined 
by the higher boundary value (0.3eV). As the temperature 
is raised the conductivities of the bulk and grain 
boundary material will become equal (figure 5.19). Now 
the resistance of the bulk, Rb, will principally 
determine the resistance of path(i), because d<<D. As a 
consequence measurements made at higher temperature 
ranges will have a activation energy closer to that of 
the bulk (0.13eV). The upcurving in figure 5.22 for
temperatures above 500K and a grain boundary volume
fraction ^gb=0.0625 indicates that the assumption of
conduction through a single path (path(i)) is valid no
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longer; conduction now takes place through both of the 
possible paths. Figure 5.22 shows that conductivity 
measurements made above 500K (this temperature only 
applies to this particular sample) will lead to 
calculated activation energies closer to those of the 
bulk than of the grain boundaries. It therefore follows 
that the grain boundaries in polycrystalline urania have 
a negligible effect on the measured activation energy 
above ~500K. The prime effects that can be associated 
with polycrys tall ini ty manifest in the conductivity 
pre factors.
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5.7.2 EFFECTIVE MEDIUM THEORY
Although conceptually simple, the layer model
(section 5.7.1) is based upon unrealistic assumptions 
regarding the current distribution (what happens at the 
corners of the grains ?). The effective medium theory 
takes account of more realistic current distributions and 
was first postulated in the early 19th century by 
Clausius, Mossotti, Lorenz and Lorentz.
In general the approach may be summarised as follows. 
A continuous medium, referred to as the effective medium, 
of conductivity OTff has a portion removed and replaced 
by a heterogeneous system consisting of phases 1 and 2. 
Assuming that the current distribution within the
effective media is unaffected by this operation, an
expression for OTYf may be established in terms of 01 and 
O2 . The total conductivity CJFota 1 is then equal to OTff.
The first model of this type was postulated by Maxwell 
[1891] (equation 5.3) for d.c. conduction and it has 
subsequently been shown to apply to a.c. conduction by 
Wagner [1914] (referred to as the Maxwel1-Wagner model). 
Huntley [1966] has shown this to be true empirically for 
low porosity UO2 .
Brailsford and Hohnke [1983] have applied such a 
technique to model grain interior-grain boundary phase
systems. Their model consists of a spherical grain 
encapsulated by a grain boundary phase. The total 
conductivity for such a system is given by the expression
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0 t o t a 1 - 3 Ob -2 Xg. b ( QF~(Tg b )
3 + iig b ( Ob — Og b ) /Og b
(5.12)
in which Ot> is the conductivity of the grain (bulk) 
phase, 07b the conductivity of the encapsulating grain 
boundary phase and igb the grain boundary volume 
fraction. This expression is in fact none other than 
equation 5.3, which is based on the Maxwel1-Wagner model. 
The response of the effective phase to temperature can be 
calculated from the response of the component phases, in 
an analagous manner to that used with equation 5.11. The 
Arrhenius plot for the total macroscopic conductivity for 
UO2 in the temperature range 100-1000K at selected grain 
boundary volume fractions (igb) is given in figure 5.23 
with experimental values for comparison. Table 5.4 gives 
activation energies calculated over a 100° temperature 
range centred about selected temperatures. The results 
are identical to those determined on the basis of the 
microstructural approach.
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Figure 5.23 Calculated values of the total conductivity 
of polycrystalline urania obtained from effective medium 
theory (equation 5.12) as a function of temperature at 
selected grain boundary volume fractions Xgb . The 
experimental data are also included in the figure.
Xgb Activation energy (eV)
(for temperature range indicated)
100-200 200-300 300-400 400-500 500-600 600-700
0.01 0.293 0.228 0. 151 0. 135 0. 131 0. 130
0.02 0.293 0.228 0. 151 0. 135 0. 132 0. 131
0.03 0.293 0.229 0. 151 0. 136 0. 133 0. 134
0.04 0.293 0.229 0. 152 0. 137 0. 135 0. 137
0.05 0.293 0.229 0. 152 0. 137 0. 136 0. 141
0. 06 0.293 0. 229 0. 152 0. 138 0. 138 0. 147
Table 5.4. Cal culated activation energies for different 
grain boundary volume fractions and a 100° temperature 
range about selected temperatures. The values have been 
calculated using the effective medium proposed by 
Brailsford and Hohnke [1983] (equation 5.12). The 
activation energies and prefactors assumed are those in 
table 5.1.
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5.7.3 COMPARISON OF THE TWO APPROACHES
The total conductivity calculated using the effective 
medium theory and those from the explicit calculation of 
the conductivity give virtually identical results. The 
correlation between them and the experimental data is 
good. It is gratifying that two different approaches to 
the total conductivity problem give the same results as 
this lends further support to the suggested 
microstructure and the equivalent circuit used to 
establish it. The question of which of the approaches to 
use as a framework for the analysis (microstructural or 
effective medium) has been reviewed by Landauer [1978] 
and is one of personal preference; the effective medium 
provides simplicity in its use whereas the 
microstructural approach maintains a firm link between 
the equivalent circuit and the physical structure of the 
sample. In light of the brick-layer model (figure 5.18) 
an arguably more appropriate equivalent circuit to model 
the total impedance response (ie including contributions 
from electrode, bulk and grain boundary) is that shown in 
figure 5.24. However, since the impedance intercepts for 
this circuit are complex mathematical expressions 
involving Rb , Cb , Rgbi, Rgb2 , Cgb, Re and C e , all three 
intercepts would be necessary at every temperature for 
any analysis to take place. As highlighted in section 5.1 
(figures 5.1-5.3) this was rarely the case and 
consequently application of this circuit would not have
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Figure 5.24 An arguably more appropriate equivalent 
circuit in the light of the microstructural analysis 
(figures 5.18 and 5.20). Reanalysis of the data on the 
basis of this circuit is not possible because all three 
impedance intercepts would be required at all 
temperatures which was rarely the case.
been possible.
5.8 CONSEQUENCES OF THE MICROSTRUCTURE
In practice, both of types of analysis show that the 
measured values of the macroscopic conductivity and its 
activation energy depend on the exact temperature of 
measurement and to a lesser extent on the grain size of 
the material. As was highlighted in sections 2.3.1 and
5.7.1 there is considerable disparity between reported 
values for the low temperature activation energy which is 
stoichiometry dominated. It is suggested that this may
possibly be a consequence of two effects: (1) measuring
additional conduction mechanisms (eg grain boundary or 
electrode effects), (2) differences between temperature 
ranges, grain sizes and stoichiometry. In fact long ago 
as Wolfe [1963] and Iida [1965] reported a dependence 
of the electrical conduction in UO2 on the grain size. 
Iida gave data for oxygen deficient UO2 which showed that 
the activation energy for conduction at low temperatures 
(<700K) decreases with increasing grain size. To a first 
approximation an increase in grain size corresponds to an 
decrease in grain boundary volume fraction. Therefore
Iida’s data are consistent with this work in that
increasing grain boundary volume fraction yields lower 
activation energies (tables 5.3 and 5.4).
Three main consequences of the microstructure upon the 
physical properties exist. The first is that those 
thermophysical properties which depend on the electrical
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conduction, eg thermal conductivity, may be 
inhomogeneous. This is because of the existence of an 
ambipolar contribution to the thermal conductivity 
(section 2.5.2). For a small polaron conductor the 
ambipolar contribution is given by [Kyland and Ralph 
(1983) ]
(5.13)
in which CP is the total conductivity and U is the energy 
for the reaction
2U4+ — * U3+ + U5 + (5.14)
This ambipolar contribution, Kamb, is used in reactor 
safety analysis to account for the thermal conductivity 
at high temperatures (ie >2000K). From equation 5.13 it 
is apparent that small changes in U will be more 
significant than those of 0” , since Kamb is proportional 
to U2 . It was shown at the end of section 5.7.1 that 
polycrystal1 inity is unlikely to affect the activation 
energy and hence values of U (section 6.3). Consequently 
the values of U currently used in such calculations, 
based on single crystal data, are still valid. Since the 
effects of polycrystallinity are likely to affect the 
conductivity, 0 7" casts doubt on whether conductivity data 
based on single crystal material is acceptable.
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The second consequence is that the total macroscopic 
conductivity will exhibit two, possibly three, regions 
(changes of gradient) in the Arrhenius plot upto the 
extrinsic-intrinsic transition (1250K): (1) the initial
gradient at low temperatures will be determined by the 
grain boundaries (0.29eV), (2) a flattening of the plot,
for temperatures above 500K, towards the bulk activation 
energy (0.13eV) will occur as conduction is dominated by 
the bulk phase, (3) a slight upcurving may then be
observed (depending on the grain boundary volume fraction 
ie grain size) as conduction through the grain boundaries 
and bulk become comparable.
The third consequence is that at temperatures above 
500K the bulk (grain) resistance will be sustantially 
larger than the grain boundary resistance and it is
possible that C.P.A. will not be able to resolve the two 
(grain boundary and bulk) regions. This is experimentally 
important. At high temperatures only two arcs would be
expected: one due to the grains (bulk), the second due to
the electrodes. The temperature at which this effect will 
occur also depends upon the temperature dependences of 
the two dielectric constants, as these are also factors 




The electrical impedance of polycrystalline UO2 has 
been measured over a frequency range of 10Hz to 10MHz at 
temperatures between 77 and 413K. The work has shown 
that:
(1) Three regions exist in the measured impedance 
profiles. These have been correlated to (i) an electrode 
polarisation effect, (ii) the bulk conducting properties 
of the material and (iii) conduction due to the 
polycrystal1 inity ie a grain boundary effect.
(2) The measured impedance response can be adequately 
modelled using a circuit comprising of three parallel 
circuit elements connected in series, in which each 
element represents one of the regions highlighted in 
point (1).
(3) The electrical conductivities of each of the regions 
are thermally activated with different low temperature 
activation energies and conductivity prefactors 
(table 5.5). The activation energy for the grain boundary 
is approximately twice that of the bulk.
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small polaron 
0"T= Oo exp [ -Ea / k T ]
band conduction 
0" = 01 exp [ -Ea /kT]
07  i EA /eV OZ ft' 1 nr 1 EA /eV
THOR V A R I S T A T : 
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0 . 3 6 + 0 . 02 
0 . 18+0.02
Table 5.5
(4) Modelling of the highly non-ohmic effects at the 
metal-sample interface on the basis of a Schottky barrier 
has shown the barrier thickness to be approximately ljiin 
at 265K and that it decreases with temperature, 
table 5.2.
(5) The low frequency dielectric constant has been 
measured as 22.5. When the sample porosity ( 7 % ) has been 
taken into account this gives a static dielectric 
constant of 24.
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(6) The bulk and grain boundary properties have been 
studied using a microstructural model (brick-layer) and 
also effective medium theorems. The physical 
microstructure can be modelled by cubic grains (8^ im) of a 
bulk material, completely enveloped by a thin 
(0.04-0. 17jim) grain boundary layer which displays 
different properties to those of the bulk material.
The models reveal that the total conductivity for 
polycrystalline urania (ie including contributions from 
bulk and grain boundary conduction only) will exhibit 
two, possibly three, regions (changes of gradient) in the 
Arrhenius plot upto the extrinsic-intrinsic transition 
(1250K): (1) the initial gradient, at low temperatures,
will be determined by the grain boundaries (0.3eV) since 
their resistance dictates the measured sample resistance,
(2) a flattening of the plot towards the bulk activation 
energy (0.13eV) will occur as the resistance of the bulk 
phase is dominent, (3) a slight upcurving may be observed 
(depending on the grain boundary volume fraction ie grain 
size) as the resistance of the two paths in figure 5.18b 
become comparable.
(7) In conclusion the grain boundaries in polycrystalline 
urania will have a negligible effect on the measured 
activation energy above ~500K. The prime effects that can 




THE HIGH TEMPERATURE A.C. IMPEDANCE AND D.C. CONDUCTIVITY 
OF POLYCRYSTALLINE U02 :RESULTS AND DISCUSSION
In reactor safety calculations and the modelling of 
the high temperature thermophysical properties of nuclear 
fuels it is desirable to have data on the electrical 
properties above and below the extrinsic-intrinsic 
conduction transition (1250K). To this end both the a.c. 
four terminal impedance and d.c. conductivity have been 
measured for polycrystalline urania from room temperature 
to 1800K. Both types of measurements were carried out on 
the same sample in a reducing (hydrogen) atmosphere, 
using the four probe arrangement described in
section 4.3.3. Since the experimental procedures for both 
measurement techniques were the same, direct comparison 
of both types of data can be made. The d.c. results are 
discussed first.
6.1 HIGH TEMPERATURE D.C. CONDUCTIVITY MEASUREMENTS
Before making high temperature C.P.A. studies on 
polycrystalline UO2 , d.c. conductivity measurements were 
made. Readings were taken for temperatures between 350 
and 1800K at twenty degree intervals. True four probe 
measurements [Van der Pauw (1958)] (section 4.1.3 
figure 4.5) were made. A Time Electronics 9818 current 
source was used to pass a constant current through two of 
the terminals and the voltage developed across the other 
monitored using a Racal-Dana 5004 D.V.M.. To check that
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the contacts were ohmic, all measurements were performed 
with the current passing in both directions and for a 
range of currents. The current was varied between 0.1mA 
and 10mA, dependent upon the sample resistance. This 
meant that the maximum possible voltage development 
occurred ensuring the highest possible accuracy of the 
resistance. Ohmic heating of the sample has a minimal 
effect at high temperatures.
On heating thermal expansion of the sample holder 
(section 4.3.3 figure 4.14) altered the probe geometry, 
preventing consistent measurements being obtained below 
350C°. However on cooling it should have been possible to 
make such measurements but the loss of the sample 
thermocouple, due to attack by the hydrogen atmosphere, 
prevented these data being obtained.
An example of a typical Arrhenius plot resulting from 
these measurements is shown in figure 6.1. The plot
shows two linear regions which is in agreement with other 
reported studies (section 2.3.1). The pronounced change 
(increase) of gradient at appproximately 1200K is 
consistent with the extrinsic-intrinsic transition 
temperature (1250K) [Bates (1966)]. Activation energies 
calculated on the basis of both small polaron
(section 5.4 equation 5.1) and band conduction 
(equation 5.2) models for the high and low temperature
regions of the Arrhenius plot are given in table 6.1.
The data in table 6.1 are given in chronological 
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Figure 6.1 Arrhenius plot of the d.c. conductivity for 
po1ycrysta 11ine UOz. Activation energies for the two 
regions of the plot are given in table 6.1.
temperature and the activation energies for the low 
temperature region decrease with sucessive runs. Within 
this low temperature region the conductivity is 
determined by deviations from stoichiometry. Therefore it 
is plausible that this decreasing activation energy is 
indicative of progressive sample reduction. This effect
was also reported by Iida [1965] whose data is included 
in table 6.1 for comparison. Verification that the 
stoichiometry was decreasing on sucessive runs was not 
possible as no explicit means of determining the 
stoichiometry was available.
The use of a four probe technique should preclude any 
electrode contributions to the measured resistance 
(section 4.1.3). Consequently the measured activation 
energies are determined by the bulk and grain boundary 
conduction mechanisms. As highlighted by the low 
temperature data (sections 5.7.1 and 5.7.2) the 
activation energy for the total conductivity at higher 
temperatures (up to the extrinsic-intrinsic transition 
1250K) should be nearer that of the bulk (0.13-0 . 20eV) 
than that of the grain boundaries (0.29-0.36eV). The 
activation energies obtained from the d.c. measurements,
for the low temperature region of the Arrhenius plot, are
consistent with this prediction. It should be noted that
variations in grain size (section 5.8) could also
account for differences in activation energies [Iida 
(1965) and Wolfe (1963)].
The conduction mechanism responsible for the high
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temperature region of the Arrhenius plot is intrinsic. 
The activation energies for this region are discussed 
collectively with those obtained using C.P.A. studies in 
section 6.3. The results of the a.c. C.P.A. are now 
discussed.
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Trans i t ion Activation energy Ea (eV)
t emperature Band c o n d uction Small polaron
(K) <T ex p[-E*/kT] <T  T-doexp[-EA/kT]
L.T. H.T. L.T. H.T.
1613 0.20+0.02 1. 11+0.03 0 . 25i0.02 1.24+0.03
1266 0. 17 + 0.02 1 .23 + 0.03 0.22+0.02 1 .36 + 0.03




0 0 ro 0 . 8 8+0.04
Iida [1965]:
U O 2 . 0 0 0 0.21 --- --- ---
U O i . 9 9 9 0. 179 --- --- ---
U O l .990 0.119 --- --- ---
Table 6.1 Activation energies for polycrystalline uranium 
dioxide for the low temperature (L.T.) and high 
temperature (H.T.) regions of the d.c. conductivity 
Arrhenius plot (figure 6.1). The data are given in 
chronological order and the energies have been calculated 
on the basis of both band (equation 5.2) and small 
polaron (equation 5.1) conduction models. It is worth 
noting how the low temperature activation energy 
decreases with increased exposure to the reducing 
hydrogen atmosphere. This trend was also observed by 
Iida [1965] whose data is given in the table for 
compa r i s on.
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6.2 HIGH TEMPERATURE C.P.A. STUDIES
Despite the inherent problems associated when 
performing high temperature measurements two complete 
runs were obtained for temperatures between 377 and 
1771K. The two main problems encountered when making high 
temperature measurements were: (1) hydrogen attack of the
platinum/platinura-rhodium thermocouples, (2) thermal 
expansion of the spring-loaded tungsten probes. As a 
consequence of the first, it was not possible to perform 
repeated measurements without dismantling the equipment 
and repairing the thermocouples between runs. Removing 
the sample from the reducing atmosphere between runs is 
undesirable because the stoichiometry may change from a 
value near UOi.96 [J. Edwards and A. Murray private 
communications] to one closer to that of its 
stoichiometric value. This may reduce the consistency 
between results from different runs. The consequence of 
the thermal movement of the contacts is that the probe 
geometry can alter and consequently absolute conductivity 
values can not be determined. Therefore only conductance 
(reciprocal of resistance) data were obtained.
6.2.1 IMPEDANCE PROFILES AND DETERMINATION OF THE 
EQUIVALENT CIRCUIT
Examination of a typical impedance profile 
(figure 6.2) reveals a single impedance arc that appears 
to cross the origin. The feature exhibits no voltage
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F i g u r e  6 . 2  Linear impedance profile for po 1y cry s t a 11 i n e 
U02 at 1173K.
dependence over the entire temperature and voltage 
ranges. The absence of a voltage dependence indicates 
that the electrodes make no contribution to the measured 
response. This would be expected from the use of a four 
probe technique.
In section 5.8 it was postulated that at high
temperatures (above approximately 500K and below the
extrinsic-intrinsic transition 1250K) the dominance of
the bulk resistance would possible result s in only a
single impedance feature. The activation energy
associated with the impedance intercept of this feature
should therefore be closer to that of the bulk
(0.13-0.20eV). It is unlikely that sole conduction
through the boundaries (path(i) in the brick-layer model
figure 5.18 section 5.7.1) will take place; however the
contribution to the conductivity from the second
(path(ii)) conduction path (section 5.7.1 figure 5.18)
may have only a minimal effect upon the impedance
profile. Closer examination of this impedance profile
(figure 6.2) indicates the possible presence of a second
feature signified by a slight indent (section 3.4 
figure 3.7(c)) in the impedance arc around real Z values
equal to five ohms. Even when the other forms of data
presentation (ie admittance, capacitance and modulus) are
considered the quality of the data does not give
conclusive proof as to the existence of two features. A
possible cause of this indent could be the impedance
analyser changing ranges; such instrument range changes
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have been observed to lead to discontinuities in 
impedance feature.
For simplicity in all subsequent analysis only a 
single impedance arc will be assumed. It can be stated, 
with confidence that the intercept on the real axis 
represents the total impedance associated with the 
material. This resistance should be the same as that 
measured by the d.c. conductivity measurements in 
section 6.1. Since the height of the arc (figure 6.2) is 
equal to half the intercept, the response is assumed to 
be a single semicircle whose centre lies on the real 
axis. The simplist circuit that gives rise to such a 
response is a single parallel CR network (section 3.3 
figure 3.3(b)). On this basis the intercept, which 
corresponds to the total resistance, was used to make the 
Arrhenius plots shown in figure 6.3. The two Arrhenius 
plots obtained are consistent with one another and those 
of the d.c. data (figure 6.1). Activation energies 
calculated on the basis of both small polaron 
(section 5.4 equation 5.1) and band conduction 
(equation 5.2) models for the low and high temperature 
regions are given in table 6.2. As highlighted in 
section 6.1 the activation energy associated with the low 
temperature region decreases with increased exposure to 
the reducing atmosphere. This same trend is also evident 
for data obtained using C.P.A. data.
It is interesting to note that the activation energies 
obtained are very similar to those of the single crystal
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Figure 6.3 Arrhenius plot of the equivalent. circuit 
resistance extracted from the impedance profiles 
(figure 6.2) for po1ycrysta 11ine UO2 . Two sets of data 
are given signified by triangles and circles. Activation 
energies for the two regions of the plot are given in 
table 6.1.
data reported by Hampton [1986] figure 6.4. This supports 
the assumption that polycrystallanity has only a 
negligible upon the activation energies. Unfortunately 
because absolute conductivity values were not obtained it 
is not possible to state positively whether the 
boundaries affect the conductivity prefactors. No direct 
comparison of conductance values can be made between 
figures 6.3 and 6.4 because the electrode geometries are 
not the same in the two studies. The conductivity data 






Activation energy E a (eV)
Band conduction 
0“ =0^exp[-EA /kT]
S m a l 1 polaron 
0“ T = 0 7 e x p [ - E A /kT]
L.T. H.T. L.T. H.T.
1333 0. 17 + 0.02 1 .01 + 0.04 0.22+0.02 1.14+0.04
1250 0.15+0.02 1.09+0.04 0.20+0.02 1.22 + 0.04
Hampton [1986] * 0. 12 1.40 0.19 1 .52
* data for single crystal material
Table 6.2 Activation energies for po1ycrysta11ine uranium 
dioxide for the low temperature (L.T.) and high
temperature (H.T.) regions of the a.c. conductance 
Arrhenius plot (figure 6.3). Data are given in 
chronological order and the energies have been calculated
on the basis of both band (equation 5.2) and small
polaron (equation 5.1) conduction models. It is worth
noting that the low temperature activation energy 
decreases with increasing exposure to the reducing
hydrogen atmosphere. For comparison the results of 
Hampton’s [1986] single crystal C.P.A. studies are 
included.
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6.3 DISCUSSION OF D.C. AND A.C. CONDUCTIVITY DATA:
CALCULATION OF THE MOTT-HUBBARD ENERGY GAP
The conductivity data for both the d.c (figure 6.1 
table 6.1) and a.c. (figure 6.3 table 6.2) measurements 
give virtually identical activation energies. The small 
differences in activation energies result from changes in 
stoichiometry which occurred with continued exposure of 
the sample to the reducing atmosphere. No conductivity 
prefactors could be determined because the contacts were 
lost before measurements could be performed for different 
electrode orientations.
Although the activation energy associated with the 
high temperature region is important, it is the 
Mott-Hubbard energy that is usually used in high 
temperature calculations. This is the energy required to 
disrupt the Mott insulating state and is used to 
calculate the ambipolar contribution to the thermal 
conductivity (equation 5.13.) [Hyland and Ralph (1983)]. 
It is normally determined from the activation energies 
associated with low temperature and high temperature 
regions of the conductivity Arrhenius plot. The magnitude 
of this energy gap is equal to twice the difference 
between the high and low temperature activation energies 
[Hyland and Ralph (1983)].
U=2(Ea ch .t .)-Ea <l .t .)) (6.1)
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Hyland and Ralph applied this to Killeen’s [1980] 
Arrhenius fit to this data and determined a value of 
1.86eV. The present data gives energy gaps that are 
consistent with this value table 6.3. Since these current 
studies for polycrystalline UO2 give essentially the same 
activation energies as those for single crystal urania 
[Hampton (1986)] confirms the belief that the effects of 
polycrystallinity on the Mott-Hubbard energy are small. 
It is more likely that grain boundaries will affect the 








energy gap (eV) 





a.c. 1333 1.68+0.05 1.84+0.05
4-terminal 1250 1.88+0.05 2.04+0.05
d.c. 1613 1.82+0.04 1.98+0.04
4-terminal 1266 2.12+0.04 2.28+0.04
1176 1.18+0.04 1.34+0.04
Bates [1963] 1250 1.96 ----
Wolfe [1963] 1.86 ----
Iida [1965]:
UO2 . 0 0 0 700 2.08 ----
UOi. 9 9 9 700 2. 10 ----
UOl.990 700 2.48 ----
Hampton [1986] 1275 2.66 2.56
single crystal
Table 6.3 Mott-Hubbard energy gaps for polycrystalline 
uranium dioxide calculated from the low temperatures 
(L.T.) and high temperature (H.T.) activation energies 
given in tables 6.1 and 6.2 for both d.c. and a.c. data. 




All too often the effects of polycrystal1inity and 
other physical features upon electrical measurements are 
overlooked or assumed to be negligible. It has been shown 
in this thesis how impedance profiling or complex plane 
analysis (C.P.A.) can shed new light on the several 
contributions that determine the electrical conductivity 
in polycrystalline uranium dioxide. Not only have general 
features been resolved but also quantitative data for the 
various physical regions of the material have also been 
extracted. This has enabled an assessment of their 
importance at higher temperatures, through a modelling 
process, to be made. The results of the measurements 
performed at low temperatures (chapter 5) and those made 
at high temperatures (chapter 6) are now summarised.
7.1 LOW TEMPERATURE IMPEDANCE STUDIES
The electrical impedance of disc-shaped samples of 
polycrystalline UO2 has been measured over a frequency 
range of 10Hz to 10MHz at temperatures between 77K and 
413K. The work has shown the existence of three distinct 
regions in the measured impedance profiles. These have 
been correlated to (i) an electrode polarisation effect 
(the voltage dependent region) , (ii) the bulk conducting 
properties of the material (the region at intermediate 
frequencies) and (iii) conduction due to grain boundaries 
effect (the remaining high frequency feature).
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To enable the data to be modelled using an equivalent 
circuit, the measured response was assumed to be composed 
of three interconnecting semicircles (figure 5.10). The 
circuit selected for the analysis was that of three 
parallel CR elements connected in series (figure 5.9). 
Each CR element of the circuit represents one of the 
regions highlighted earlier. The electrical
conductivities associated with the various regions have 
been found to be thermally activated with different 
activation energies (0.17-0.18, 0.13-0.20 and 0.29-0.36 
eV for the electrode, the bulk and grain boundary 
contributions, respectively (figures 5.11 and 5.14 and 
tab1e 5.1).
The highly non-ohmic effects at the metal-sample 
interface (resulting in the voltage dependent impedance 
feature) have been modelled on the basis of a Schottky 
barrier. This analysis shows the barrier thickness to be 
approximately inversely proportional to the square root 
of the measurement temperature (figure 5.15) and of the 
order of one micron thick at 265K.
Analysis of the capacitance associated with the bulk 
material (the grain interiors) gives a value for the low 
frequency (static) dielectric constant of 22.5. When the 
sample porosity (7S») is taken into account 
(equation 5.3), this gives a static dielectric constant 
of 24 which is in agreement with other reported studies.
The bulk and grain boundary impedance features have 
been collectively studied using a microstruetural model
(brick-layer) and an effective medium theorem. The 
physical microstructure (figure 5.18) can be thought of
as an assemblage of cubic grains (composed of the bulk 
material with sides of about 8^ im) completely enveloped by 
a thin grain boundary layer which is approximately
0.04-0.17^im thick (depending upon the grain boundary 
stoichiometry assumed in the model). The boundary layer 
displays different properties to those of the bulk 
material. It has been shown that at low temperatures
(100K) the boundary phase has a much lower conductivity 
(^107 times smaller) than the grain interiors
(figure 5.19). However the two attain parity between 500K 
and 900K depending upon the grain boundary stoichiometry 
assumed in the calculations.
On the basis of these results an explicit calculation 
of the thermal activation energy of the total macroscopic 
conductivity (ie including contributions from bulk and 
grain boundary conduction only) was made. This reveals 
that the activation energy decreases from the grain
boundary value (0.29eV) at low temperatures to that of
the bulk (0.13eV) at high temperatures (figure 5.22). 
Analysis of the data assuming an effective medium
(section 5.7.2) gives identical results (figure 5.23). 
These two activation energies (figure 5.22) may explain 
the existence of a range of reported values for the low 
temperature, stoichiometry dominated, activation energy.
Therefore in light of this modelling it can be 
postulated that the total conductivity for
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polycrystalline urania can exhibit two, possibly three 
regions (changes of gradient) in the Arrhenius plot up to 
the extrinsic-intrinsic transition: (1) the initial
gradient, at low temperatures (<500K), will be determined 
by the grain boundaries (0.3eV) since their resistance
dictates the measured sample resistance, (2) a flattening 
of the plot towards the bulk activation energy (0.13eV) 
will occur as the resistance of the bulk phase is 
dominent, (3) a slight upcurving may be observed 
(depending on the grain boundary volume fraction ie grain 
size) as the resistance of the two paths in figure 5.18b 
become comparable.
In conclusion the grain boundaries in polycrystalline 
urania will have a negligible effect on the measured 
activation energy above ^500K. The prime effects that can 
be associated with polycrystallinity manifest in the 
conductivity prefactors.
7.2 HIGH TEMPERATURE IMPEDANCE STUDIES
D.c. conductivity (section 6.1) and a.c. impedance 
studies (section 6.2) have been made for temperatures
between 350K and 1800K. Both sets of measurements were 
performed using a four terminal technique to preclude the 
effects of electrodes observed in the low temperature 
impedance data (chapter 5). At high temperatures the
impedance data could be adequately modeled by a single 
semicircle, in contrast to the three adjoining 
semicircles observed at low temperatures. These data were
- 151 -
consequently analysed on the basis of a single CR 
element. The resistance (conductance) associated with the 
intercept of the impedance semicircle and the d.c. 
conductivity measurements in the Arrhenius format gave 
corresponding plots. A marked increase of gradient at 
1200-1330K has been observed, consistent with the 
extrinsic-intrinsic condivity transition which occurs in 
this temperature range. The activation energies
associated with low temperature extrinsic conduction 
range between 0.15-0.20eV and those for high temperature 
intrinsic conduction between 0.75-1.23eV. It has been 
found that the low temperature activation energy
decreases with prolonged exposure to a reducing 
atmosphere. This is consistent with reduction of the
sample stoichiometry. Since the d.c. and a.c.
studies give the same activation energies as those of 
single crystal material suggests that the conductivity 
activation energies are unaffected by polycrystallinity. 
It is proposed that the grain boundaries will affect the 
magnitude of the conductivity through the conductivity 
prefactor though this could not be confirmed
experimentally. Nevertheless it is an important result
that the Mott-Hubbard energy, U, is unaffected by grain 
boundaries since the electronic contribution to the 
thermal conductivity is proportional to the square of 
this energy.
In light of the work described in this thesis the 
currently accepted Mott-Hubbard energies used in high
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temperature theoretical models, to calculate the thermal 
properties of polycrystalline UO2 , are satisfactory. 
However because absolute conductivity values for 
polycrystalline urania could not be obtained from the 
measurements described here, no conclusions on the 
validity of the use of single crystal conductivty data in 
theoretical models can be drawn.
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Complex plane analysis (C.P.A.) or impedance 
spectroscopy involves measuring the electrical impedance 
of a material over a range of frequencies and plotting 
the data in the complex plane as a frequency dispersion. 
Four complex representations are commonly considered: (i)
impedance Z* , (ii) admittance Y*=I/Z*, (iii) complex 
capacitance C*=l/jwZ*, (iv) complex modulus M*=jwZ*. From 
the shape of these plots, which ideally consist of 
semicircles and straight lines, an equivalent circuit to 
model the response can be established through a 
’fingerprinting* technique. The sets of profiles for a 
given circuit are distinct and characteristic of the 
circuit configuration. The following library of circuits 
and associated profiles are given as a look-up table for 
those engaged in C.P.A. work. It should be noted that the 
profiles are idealised in that (i) components are assumed 
to be ideal, ie parasitic free and frequency independent 
(ii) an infinite frequency range is available ensuring 
that the features are fully resolved and (iii) the 
circuit time constants differ sufficiently to give sharp 
features, see section 3.4.
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APPENDIX B
DATA PROCESSING AND ACQUISITION FLOW DIAGRAMS (INCLUDING
PROCEDURE DETAILS)
The use of computer control in both the acquisition 
and processing of experimental data is vital because of 
the large quantity of data being handled. Computer 
control not only offers an otherwise unattainable 
resolution and ease of use, but also ensures a
self-consistent data set and fast flexible data analysis. 
The control programs have been logically split into data 
acquisition and data processsing.
The function of the acquisition program is to set the 
test parameters on the impedance analyser and to measure 
the magnitude and phase angle of the admittance. The 
program also controls the sweep of the test frequency and 
bias voltage, as specified by the user.
The processing program calculates the real and
imaginary components of the representaion chosen by the 
user (impedance, admittance, complex capacitance or
complex modulus) from the measured admittance values. The 
processed data can be presented in a tabular or graphical 
formats. The graphical format includes screen and plotter 
displays.
The acquistion and processing programs are long and 
involve many repeated functions and have been split into 
procedures/subroutines. The functional flow diagram for
the two programs are given. The letters corresponding to 
the functional block refer to the procedure/subprogram 
and an explanation of their function is given at the end 
of each flow diagram.
DATA ACQUISTION FLOW PROGRAM
^  START ^
/  ENTER FILE NAME /
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Allows the user to alter the 
default test parameters.
Stores the current test parameters 
(the default parameters for the 
next run) to a file on drive 0 
(default).
Displays the frequency, the 
magnitude and corresponding phase 
angle of the admittance in tabular 
form as it is read from the 
impedance analyser.
Displays the previous test 
parameters.
Displays a list of the data file 
names used previously which are 
stored in a file on drive 0 
("catalog"). It allows the user to 
enter the current file name which 
is checked to prevent filename 
duplication and invalid characters 
in the name.
Initialises the IEEE interface and 
sets the terminator characters for 
data input and output.
Sets the parameters of the 
impedance analyser eg measure 
magnitude and phase of impedance, 
Bias voltage off etc.
Reads data from impedance analyser 
for the given frequency. If ten 
unsucessful attempts are made for a 
given frequency the reading is 
declared void and the frequency 
incremented.
Converts the frequency to the 
correct output string for the 
analyser and sets the analyser to 
this value.
store Stores the current set of data to
disc (drive 1 default) from the 
internal arrays where it is 
temporarily stored. The filename is 
entered in the procedure "filecat".
table Draws the table outline for
displaying the data.
update Updates the file catalogue 
("catalog") that stores all the 
previously used filenames.
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DESCRIPTION
Draws the appropriate linear or 
logarithmic axes for screen plot.
Calculates the real and imaginary 
components of the impedance, 
admittance, complex capacitance and 
complex modulus from the magnitude 
and phase of the admittance. It 
also determines their maximum and 
minimum values.
Defines the graph plotting 
characters eg circles, crosses etc.
Clears a specified area of the 
screen.
Mouse operated cursor used to 
determine data values from a screen 
plot and allow fast replotting of a 
specified portion of the data. 
Converts the mouse x and y screen 
coordinates to x and y data values.
Determines and displays the default 
scales for linear and logarithmic 
scales.
Prints error message if an attempt 
is made to plot unsuitable data on 
logarithmic scales.
Displays a list of the data files 
available in a specified directory.
Reads the the header at the start 
of each data file. The header 
contains information on the test 
conditions for that data.
Displays a summary of the selected 
files test conditions from the file 
header.
Changes the sign of all the x or y 
values as selected. It enables 



















Allows the labelling for the plot 
set up to be altered eg x and y 
axis labels, title caption etc.
Labels and number the axes for the 
screen plot.
Determines the default labels.
Displays the default labels.
Draws the legend on the screen 
plot. The appropriate bias voltage 
and corresponding symbol is 
displayed if an automatically swept 
bias is selected.
Generates the menu options.
Allows specification of frequency 
range.
Plots data for the screen plot.
Plotting routine for Phillips 
plotter.
Plotting routine for Advance Bryan 
plotter.
Allows the plotter set up to be 
altered eg the plot orientation, 
legend caption, plotter type etc.
Allows the plotting set up to be 
altered eg plot character, number 
of x divisions etc.
Gives summary of plotting set up.
Gives summary of plotter set up.
Displays the range of data values.
Performs and displays results of 
linear regression.
Enables the scales to be altered eg 
starting x value, finishing x value 
etc.
scalesum Displays the current scales.
screen save Saves the screen image to disc. It 
enables the plotting of more than 
one set of data on the same set of 
axes. The menu screen and plot are 
stored on disc under "SCREEN.menu” 
and "SCREEN.plot” respectively.
screen load Loads the stored screen image from 
disc to the screen.
summary
tab lei
Displays a summary of chosen 
options from the procedure ’menu*.
Displays the contents of a 
specified file (frequency, 
magnitude and phase of the 
admittance and their standard 
deviations) in tabular form on the 
screen.
table2 Prints the total contents of a 
specified file including the file 
header that contains the original 
test conditions.
table3 Displays a table of calculated 
values.
table4 Prints a table of calculated 
values.
templat Draws the menu templates.








Calculates values for the quick 
plot opt ion.
Determines the maximum and minimum 
values used to determine the 
default scales.
Draws axes and plots data.
Determines default scales.
These procedures are used for both the acquisition 
and processing programs. All the procedures are stored on 
disc as a library (IEEE488) and installed into memory at 








Inputs data from a specified 
device.
Outputs data to a specified device
Specifies the end of string 
character (terminator character) 
when reading data in from a device
Specifies the end of string 
character (terminator character) 
when outputing data to a device.
Initialises the IEEE interface.
Conducts a serial poll of a 
specified device. It is used to 
determine the current status of a 
device and whether it is ready to 
accept further data.
