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1. Introduction
In [3,4] it was shown how algebraic geometry may be enlarged by adjoining a “Fermat
quotient type operation” δ; the resulting geometry will be referred to, in this introduction,
as δ-geometry and should be viewed as an arithmetic analogue of the Ritt–Kolchin
geometry of algebraic differential equations [9,11]. The main motivation for introducing
δ-geometry in [3,4] was to give a geometric framework for certain quotients of algebraic
varieties by Zariski dense equivalence relations; cf. [1–8]. Such quotients cannot exist (or
rather “reduce to one point”) in usual algebraic geometry but, in many remarkable cases,
they become rather interesting in δ-geometry. Among the cases treated in [1–8] are orbit
spaces of certain classical discrete dynamical systems on P1 and orbit spaces of Hecke
correspondences on P1. The approach in these papers was to introduce certain graded
rings that should be interpreted as rings of sections of appropriate line bundles on the
corresponding orbit spaces in δ-geometry. In a number of cases these graded rings turn
out to be isomorphic to (or intimately related to) certain graded rings, R{x}∗ and R{x}∗,
that seem to be basic for the whole theory; cf. [6] for an overview. (The homogeneous
elements of these rings will be called homogeneous p-differential polynomials; they are an
arithmetic analogue of Kolchin’s homogeneous differential polynomials [10].) The aim of
the present paper is to study various ring theoretic properties of R{x}∗ and R{x}∗. We will
not develop a systematic study of these rings but rather concentrate on those properties
that were interpreted as “δ-geometric” properties of the various “orbit spaces” in [1–8].
The papers [1–8] constitute merely a motivation for the present paper; they will not be
used in what follows.
Here is the plan of our paper. Section 2 contains a general ring theoretic construction of
graded algebras. This is used in Section 3 to construct our basic rings R{x}∗ and R{x}∗;
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ring of differential polynomials. In Section 4 we show that the structure of these rings is
particularly simple in degrees  p. In Section 5 we study a natural Z×p -action on R{x}
which is necessary for our further analysis. In Section 6 we explicitly describe the p-adic
completion of a certain basic ring of fractions attached to R{x}∗; this completion turns out
to be isomorphic to the “ring of formal rational functions” on various “orbit spaces” in
δ-geometry [6,8]. Sections 7 and 8 are devoted to the analysis of homomorphisms between
our basic rings; these homomorphisms have a “δ-geometric” interpretation explained in
[6,8].
2. A construction of graded rings
In order to introduce our main rings referred to in the introduction we need a
preparation. By a local p-ring we will understand, in what follows, a discrete valuation ring
of characteristic zero with maximal ideal generated by a prime integer p. We will say that
a ring A is a global p-ring if p is a non-zero divisor in A, the principal ideal (p) is prime
in A, and A is p-adically separated; note that A is then necessarily an integral domain.
Any local p-ring is, of course, a global p-ring. In what follows we will consider graded
rings A=⊕γ∈Γ Aγ graded by various (Abelian) semigroups Γ ; we will sometimes use
upper indices (Aγ instead of Aγ ) if we want to distinguish between various gradings on
the same ring. If A is a global p-ring that has a structure of graded ring then we let A((p))
denote, as usual, the degree 0 component of the graded ringS−1A where S consists of all
homogeneous elements of A lying outside the prime ideal (p); then A((p)) is a local p-ring.
(In particular if Γ = 0 then A((p)) coincides with the local ringA(p) of A at the prime ideal
(p); when a ring will be given without any specification as to a grading on it we will view
it as a graded ring trivially graded by Γ = 0.) Let us fix, from now on, a local p-ring R
with fraction field K and residue field k; all our graded rings will be assumed to be graded
R-algebras. Let  :Γ → Γ ′ be a semigroup homomorphism and let
A=
⊕
γ∈Γ
Aγ →B =
⊕
γ ′∈Γ ′
Bγ ′ (2.1)
be a ring homomorphism sending Aγ into B(γ ) for all γ . We will say that the
morphism 2.1 is telescopic if for any γ ∈ Γ the following hold:
(i) Aγ →B(γ ) is injective;
(ii) Aγ ⊗ k→ B(γ )⊗ k is injective.
If this is the case then one easily checks that if B is a global p-ring then A is also a global
p-ring and we have an induced injective homomorphism A((p))→ B((p)). Here is a recipe
to construct telescopic maps. We start with a flat R-algebra B such that B ⊗ K has a
structure of graded K-algebra,
B ⊗K =
⊕
(B ⊗K)γ .
γ∈Γ
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Bγ := (B ⊗K)γ ∩B ⊂ B ⊗K,
and define the graded ring
B∗ :=
⊕
γ∈Γ
Bγ .
Then the natural map B∗ → B is injective and telescopic (where we view B as graded by
the trivial semigroup); moreover we have an induced isomorphism
B∗ ⊗K  B ⊗K. (2.2)
(It often happens in applications, however, that the induced map B∗ ⊗ k → B ⊗ k is not
injective.) If we use an upper index notation ((B ⊗ K)γ instead of (B ⊗ K)γ ) then we
shall write B∗ instead of B∗. Let us note that, due to the isomorphism 2.2, the interesting
features of the rings B∗ in all our applications disappear after tensorization with K; our
theory will consequently focus on “integrality” properties related to the rings B∗.
3. The rings R{x}, R{x}∗, R{x}∗
We want to apply the constructions above to introduce our main rings R{x}∗ and
R{x}∗. Assume from now on that R is complete and k is perfect (so R is the Witt
ring on k). Let x, x ′, x ′′, . . . , x(i), . . . be n-tuples of variables (where n  1), and let
R{x} := R[x, x ′, x ′′, . . .] be the polynomial ring in this infinite collection of variables.
(The ring R{x} can be called the ring of p-differential polynomials and, together with the
operation δ on it to be defined below, is an analogue of the Ritt–Kolchin ring of differential
polynomials [9,11].) If F ∈ R{x} we say F has order r if
F ∈ R[x, x ′, . . . , x(r)], F /∈R[x, x ′, . . . , x(r−1)];
if x consists of one variable and F ∈ R{x} has order r and degree d in x(r) then by
the leading term of F we will understand the monomial of F that contains (x(r))d .
Let φ :R → R be the unique ring homomorphism that lifts the p-power Frobenius
endomorphism of k and let us still denote by φ :R{x} → R{x} the unique ring
homomorphism that extends φ :R→R and sends
x(i) → (x(i))p + px(i+1).
(Here the components of the n-tuple (x(i))p are, by definition, the pth powers of the
components of the n-tuple x(i).) Write Fφi in place of φi(F ) for any F . So
Fφ = F(x, x ′, . . .)φ = F (φ)(xp + px ′, (x ′)p + px ′′, . . .),
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view the ring
R{x} ⊗K =K[x, x ′, x ′′, . . .] =K[x, xφ, xφ2 , . . .] (3.1)
as a graded ring in two ways.
On way is to view (3.1) as graded by Z+ such that the components of the n-tuples
x, xφ, xφ
2
, . . . are viewed as homogeneous of degree 1. We denote by K[x, xφ, xφ2, . . .]m
the component of degree m ∈ Z+ in R{x} ⊗K . According to our general recipe above we
may consider the graded ring
R{x}∗ :=
⊕
m∈Z+
R{x}m,
R{x}m :=R{x} ∩K
[
x, xφ, xφ
2
, . . .
]
m
.
Note that, since R{x} is a global p-ring and R{x}∗ ⊂ R{x} is telescopic it follows that
R{x}∗ is a global p-ring. (Note however that the map
R{x}∗ ⊗ k→ R{x} ⊗ k (3.2)
is far from injective: its kernel contains the elements
(
xφ
i − xpi )⊗ 1,
none of which is zero.) The elements of R{x}m can be called Z+-homogeneous p-dif-
ferential polynomials of degree m. The terminology above is justified by the following
considerations. Note that R{x} comes equipped with a natural map
δ :R{x}→ R{x}, δF := F
φ − Fp
p
,
which, morally, should be viewed as an analogue of a derivation. Then, for any λ ∈R, one
can define an R-algebra endomorphism [λ] :R{x}→R{x} by requiring that
[λ](x(i))= δi(λx), i ∈ Z+.
It is then trivial to check that if λ is any non-zero element of Zp which is not a root
of unity, then R{x}m identifies with the set of all f ∈ R{x} s.t. [λ]f = λmf . Note that
the ring endomorphism φ of R{x} sends each R{x}m into itself hence induces a ring
endomorphism, still denoted φ, of R{x}∗. On the other hand the map δ :R{x} → R{x}
does not send R{x}∗ into itself; for instance, δx = x ′ /∈R{x}∗.
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the ring of polynomials with Z-coefficients in the variable φ and let W+ be the set of all
w =∑aiφi ∈W with ai  0; for any w =∑aiφi ∈W+ and any F ∈R{x} set
Fw =
∏
i
(
Fφ
i )ai .
For any w = ∑ri=0 aiφi ∈ W with ar = 0 we set ord(w) = r , deg(w) := ∑ai , and
w(p) :=∑aipi ; we also set ord(0) = 0, deg(0) = 0. Let us view (3.1) as a ring graded
by the semigroup W+ such that the components of xφ
i have degree φi . We denote by
K[x, xφ, xφ2, . . .]w the component of degree w ∈ W+ in R{x} ⊗ K . According to our
general recipe above we may consider the graded ring
R{x}∗ : =
⊕
w∈W+
R{x}w,
R{x}w : =R{x} ∩K[x, xφ, xφ2 , . . .]w.
Note that, since R{x} is a global p-ring and R{x}∗ ⊂ R{x} is telescopic it follows
that R{x}∗ is a global p-ring. The elements of R{x}w can be called W+-homogeneous
p-differential polynomials of degree w. The terminology above is justified by the
following considerations. Let z, z′, z′′, . . . , z(i), . . . be new variables and consider the
unique R-algebra endomorphism [z] :R{x}→ R{z, x} satisfying
[z](x(i))= δi(zx), i ∈ Z+.
It is then trivial to check that R{x}w identifies with the set of all f ∈R{x} s.t. [z]f = zwf .
Note also that δ :R{x} → R{x} does not send R{x}∗ into itself; nevertheless δ induces
operators on certain inhomogeneous rings of fractions as follows.
The ring R{x} comes equipped with a map
{ , } :R{x}×R{x}→ R{x},
{G,F } := G
pFφ −FpGφ
p
=Gp · δF − Fp · δG.
Note that if F,G ∈ R{x}m then {F,G} ∈ R{x}m(p+1); if F,G ∈ R{x}w then {F,G} ∈
R{x}wω where ω = φ + p ∈W . Then one can define a map δ :R{x}(p) → R{x}(p) by the
formula
δ
(
F
G
)
= 1
p
(
Fφ
Gφ
− F
p
Gp
)
= {G,F }
Gω
.
Note that for any G ∈R{x}m we have Gω ∈R{x}m(p+1); also for any G ∈ R{x}w we have
Gω ∈ R{x}wω. In particular, δ on R{x}(p) sends (R{x}∗)((p)) into itself. Similarly δ on
R{x}(p) sends (R{x}∗)((p)) into itself.
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k〈x〉, k〈x〉∗, k〈x〉∗
the residue fields of the local p-rings
R{x}(p), (R{x}∗)((p)), (R{x}∗)((p)).
Note that
k〈x〉 = k(x, x ′, x ′′, . . .).
4. Structure of R{x}m and R{x}w for m p and deg(w) p
Proposition 4.1. Let x be one indeterminate. For any m p the R-module R{x}m is free
with basis
{
xw; w ∈W+, deg(w)=m
}
.
Remark 4.2. The above fails for m= p+ 1, for instance, because
xp+φ2 − (xφ)p+1
p
∈ R{x}p+1.
Proof. Any element y ∈ R{x}m can be written uniquely as
y =
∑
λwx
w
with λw ∈K and λw = 0 only if w ∈W+ and deg(w)=m. We must show that λw ∈R for
all w. Assume this is not the case. Let −ν < 0 be the minimum of the p-adic valuations of
the λw’s and set cw := pνλw ; then all the cw’s belong to R and not all their images c¯w ∈ k
in k are zero. On the other hand, we have∑
cwx
w ∈ p ·R{x}.
Reducing mod p we get
∑
c¯wx
w(p) = 0 ∈ k[x, x ′, x ′′, . . .].
To derive a contradiction it is enough to check that if ai, bi (i = 0,1, . . .) are non-negative
integers such that
∑
aip
i =
∑
bip
i,
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∑
bi  p,
then ai = bi for all i; this is a trivial exercise, using the unicity of the expansion of integers
to base p. ✷
Using the same method one can prove the following:
Proposition 4.3. Let x be an n-tuple of indeterminates x1, . . . , xn. For any w ∈W+ with
deg(w) p the R-module R{x}w is free with basis
{
x
w1
1 · · ·xwnn ; wi ∈W+, w1 + · · · +wn =w
}
.
Remark 4.4. The above fails for deg(w)= p+ 1, n 2, for instance, because
x
p
i x
φ
j − xpj xφi
p
∈ R{x}φ+p.
5. Automorphisms of R{x}
We would like to study in more detail the natural action of Z×p on R{x}
ρ : Z×p → Aut(R{x}/R), λ → [λ],
where x consists of one variable. This action induces an action of Z×p on the field k〈x〉.
Denote, as usual, by k〈x〉Z×p the field of all Z×p -invariant elements of k〈x〉.
Theorem 5.1. The extension
k〈x〉Z×p ⊂ k〈x〉
is an algebraic Galois extension with Galois group Z×p .
Remark 5.2. Note that if K〈x〉 denotes the quotient field of R{x} then Z×p continues, of
course, to act on K〈x〉, but the extension
K〈x〉Z×p ⊂K〈x〉
is not algebraic.
To prove our Theorem 5.1 note first that the action of Z×p on k〈x〉 preserves each of the
subfields k(x, x ′, . . . , x(n)). Then we have:
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ρn : Z×p → Aut
(
k
(
x, x ′, . . . , x(n−1)
)/
k
)
equals 1 + pnZp . In particular, each of the extensions
k
(
x, x ′, . . . , x(n−1)
)Z×p ⊂ k(x, x ′, . . . , x(n−1))
is a Galois extension with Galois group Z×p /(1 + pnZp)= (Z/pnZ)×.
Proof. It is easy to check that if F,G ∈ R{x} are such that F ≡G mod pi then δF ≡ δG
mod pi−1. This shows that 1 + pnZp ⊂ Kerρn. On the other hand one easily checked by
induction that for any λ ∈ Z×p and any i  0 we have an equality in Zp[x, x ′, . . . , x(i)] of
the form
δi(λx)= (δiλ) · xpi +Di,
where Di belongs to the ideal generated by x ′, x ′′, . . . , x(i). So if λ ∈ Kerρn then
λ≡ 1 modp, δiλ≡ 0 modp
for i = 1, . . . , n− 1. The last conditions immediately imply that λ ∈ 1 +pnZp and we are
done. ✷
Note that our Theorem 5.1 follows from Lemma 5.3 and the following general fact. Let
G be a group acting on a field L. Assume L is an ascending union of subfields Ln stable
under G and let
Gn := Ker
(
G→ Aut(L)).
Assume G/Gn are all finite and G is the inverse limit of the system G/Gn. Then the
extension LG ⊂ L is algebraic Galois with Galois group G.
6. Structure of ((R{x}∗)((p)))ˆ
In what follows the ˆ superscript will always denote p-adic completion. Also x will
denote one variable. Recall that the morphism R{x}∗ → R{x} is telescopic so it induces
a field extension k〈x〉∗ → k〈x〉; the image of the latter is obviously contained in k〈x〉Z×p .
Finally let us consider the elements
yn := δn
(
xφ
/
x
) ∈ (R{x}∗)((p))
and their images in the residue field of (R{x}∗)((p)): ηn ∈ k〈x〉∗. Note that η0 = xp−1.
500 A. Buium, K. Zimmerman / Journal of Algebra 269 (2003) 492–507Theorem 6.1. The elements η0, η1, η2, . . . are algebraically independent over k and we
have the following equalities of fields:
k(η0, η1, η2, . . .)= k〈x〉∗ = k〈x〉Z×p .
Corollary 6.2. The elements y0, y1, y2, . . . are algebraically independent over R and we
have isomorphisms:
(
R[y0, y1, y2, . . .](p)
)ˆ ((R{x}∗)((p)))ˆ  ((R{x}(p))Z×p ) .ˆ
Proof of the Corollary. A homomorphism of local p-rings that induces an isomorphism at
the level of residue fields also induces an isomorphism at the level of p-adic completions.
So the corollary follows from Theorem 6.1 if we show that the residue field, call it L, of
(R{x}(p))Z×p equals k〈x〉Z×p . Clearly L is contained in k〈x〉Z×p ; on the other hand, since
(R{x}(p))Z×p contains (R{x}∗)((p)), it follows that L contains k〈x〉∗ which equals k〈x〉Z×p
by Theorem 6.1, again. So L= k〈x〉Z×p . ✷
For the “geometric content” of Theorem 6.1 and Corollary 6.2 we refer to [6,8].
(Morally (R{x}∗)((p)) turns out to be isomorphic to the “rings of formal rational functions”
on various “orbit spaces” in “δ-geometry.” So our Theorem 6.1 and Corollary 6.2 morally
say, among other things, that certain “orbit spaces” in “δ-geometry” are “rational”.)
For the proof of Theorem 6.1 we need a preparation. Consider the elements
xω
n ∈ R{x}(p+1)n,
where ωm is the mth power of ω in the ring W . Also, define a sequence of elements
Fn ∈ R{x}, n 0, by letting F0 := xφ ∈ R{x}1 and letting
Fn :=
{
xω
n−1
,Fn−1
} ∈R{x}(p+1)n
for n 1. Then, of course, yn = Fn/xωn . A direct computation needed later shows that
F1 =
{
x, xφ
}= xp(x ′)p + pxpx ′′ − x ′(xp + px ′)p. (6.1)
Lemma 6.3. For any n 1 we have
xφ
n − pnx(n) ∈ Z[x, x ′, . . . , x(n−1)].
Moreover,
δ
(
xω
n)= xφωn−φn+1pnx(n+1) +Cn,
where Cn ∈ Z[x, x ′, . . . , x(n)].
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the first. ✷
Let us define a sequence of elements wn ∈W+ by letting w1 = p and
wn := φwn−1 + pωn−1, n 2.
Note that ord(wn) n− 1 and
wn(p)=
(
2n − 1)pn.
Lemma 6.4. For any n 1 we have
Fn = p · xwnx(n+1) +An + pBn (6.2)
with An,Bn ∈ Z[x, x ′, . . . , x(n)] such that An has leading term
αn ·
(
x(n)
)p
,
with αn ∈ Z[x, x ′, . . . , x(n−1)] and
αn ≡ xwn(p) modp.
Proof. We proceed by induction on n. For n = 1 we conclude by Eq. (6.1). For the
induction step assume Eq. (6.2) is true for some n 1 and note that
δFn = 1
p
(
Fφn − Fpn
)
= 1
p
{
pxφwn
[(
x(n+1)
)p + px(n+2)]+Aφn + pBpn +p2δBn
− (pxwnx(n+1) +An + pBn)p}
= p · xφwnx(n+2) + A˜n+1 + pB˜n+1,
where
A˜n+1 := xφwn
(
x(n+1)
)p +Bpn + Aφn −Apn
p
,
and B˜n+1 ∈ Z[x, . . . , x(n+1)]. Note that the leading term of A˜n+1 equals(
xφwn + αφn pp−1
) · (x(n+1))p.
Then
Fn+1 = xpωn · δFn −Fpn · δ
(
xω
n)= p · xφwn+pωnx(n+2) +An+1 + pBn+1,
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An+1 = xpωnA˜n+1 − Fpn Cn,
Bn+1 = xpωnB˜n+1 − pn−1Fpn xφωn−φn+1x(n+1).
Note that the leading term of An+1 equals(
xpω
n+φwn + xpωnαφn pp−1 − ppxpwnCn
) · (x(n+1))p,
which closes our proof. ✷
Lemma 6.4 implies in particular that
∂Fn
∂x(n+1)
= p · xwn (6.3)
in R{x}. Also, formula 6.1 implies that
∂F1
∂x ′
≡ −xp2 mod (p) (6.4)
in R{x}. Let us define a sequence of integers un ∈ Z+ by u1 = p2,
un+1 = pun +pωn(p), n 1;
clearly,
un =
(
2n + p− 2)pn.
Lemma 6.5. For all n 1 we have the following congruence in R{x}:
∂Fn
∂x(n)
≡−xun mod(p).
Proof. We proceed by induction on n. The case n= 1 follows from Eq. (6.4). Assume the
congruence in our lemma is true for some n  1. Using the inductive definition of Fn+1
we have
∂Fn+1
∂x(n+1)
= xpωn ∂δFn
∂x(n+1)
− δ(xωn) · p · Fp−1n · ∂Fn
∂x(n+1)
− Fpn · ∂(δ(x
ωn))
∂x(n+1)
. (6.5)
By Lemma 6.3 the third term in Eq. (6.5) is ≡ 0 mod(p) in R{x}; the same is, of course,
true for the second term in Eq. (6.5). On the other hand the first term in the right-hand side
of the Eq. (6.5) equals
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n ∂
∂x(n+1)
{
1
p
[
Fn
(
xp + px ′, . . . , (x(n))p + px(n+1), (x(n+1))p + px(n+2))− Fpn ]
}
= 1
p
xpω
n
[(
∂Fn
∂x(n+1)
)φ
· p · (x(n+1))p−1 +( ∂Fn
∂x(n)
)φ
· p− p · Fp−1n · ∂Fn
∂x(n+1)
]
.
Using Eq. (6.3) and the induction hypothesis the latter expression is congruent mod (p), in
R{x}, to −xun+1 which closes our proof. ✷
Lemma 6.6. For all n 1 we have:
ηn = x−pn
(
x(n)
)p − xpn+1−2pnx(n) + γn,
with γn ∈ k[x, x−1, x ′, . . . , x(n−1)].
Proof. Combine Lemmas 6.4 and 6.5. ✷
Proof of Theorem 6.1. Consider the extensions
k(η0, η1, . . . , ηn−1)
α⊂ k(x, x ′, . . . , x(n−1))Z×p β⊂ k(x, x ′, . . . , x(n−1)).
By Lemma 5.3 the degree of β equals (p−1)pn−1. By Lemma 6.6 the extension β ◦α has
degree at most (p− 1)pn−1. This forces α to be an equality. Hence the inclusion
k(η0, η1, η2, . . .)⊂ k〈x〉Z×p
is an equality. But k〈x〉∗ is an intermediate field in the latter inclusion. This forces the 3
fields in the statement of the Theorem to be equal. ✷
7. Morphisms R{u, v}∗ →R{x}∗
Let u,v, x be three variables. For any ai, bi ∈R (0 i  r) there is a unique R-algebra
homomorphism R{u,v} → R{x} that commutes with the action of δ (and hence with the
action of φ) and sends
u →U :=
∑
aix
φi , v → V :=
∑
bix
φi .
This homomorphism induces a homomorphism R{u,v}∗ → R{x}∗ that preserves the
grading in the sense that it sends each graded piece R{u,v}w into the graded piece
R{x}deg(w). Moreover, by Proposition 4.3, any R-algebra homomorphism R{u,v}∗ →
R{x}∗ that preserves the grading and commutes with the action of φ arises in this way.
Let us say that the homomorphism R{u,v}∗ → R{x}∗ has order r if the maximum of the
orders of U and V is r; if this is the case we say that the homomorphism is non-degenerate
if arbr−1 − ar−1br ≡ 0 mod p.
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the induced field extension
k〈u,v〉∗ → k〈x〉∗
is an isomorphism.
Corollary 7.2. If R{u,v}∗ → R{x}∗ is non-degenerate of order 1 then the induced
morphism
(
(R{u,v}∗)((p))
)ˆ→ ((R{x}∗)((p)))ˆ
is an isomorphism.
Note that ((R{u,v}∗)((p)))ˆ was interpreted “geometrically” in [6,8] as the “ring of
formal rational functions” on the projective line in “δ-geometry.” So, from the viewpoint
of [6,8] what the Corollary morally says is that certain natural maps of “orbit spaces in
δ-geometry” to projective lines are “birational.”
Proof of Theorem 7.1. By a linear change of the variables u,v we may assume a0 =
b1 = 1 and a1 = b0 = 0 so we may assume u → x and v → xφ . Let us show that the map
R{u,v}∗ →R{x}∗ is telescopic. Note that any element in f ∈R{u,v}w can be written as
uw · F (v/u, δ(v/u), δ2(v/u), . . .) (7.1)
in the ring R{u,v}[u−1, (uφ)−1, . . .], where F is a polynomial with coefficients in R.
Assume f /∈ p · R{u,v}∗. Then not all coefficients of F are divisible by p; indeed this
follows from the injectivity of the map
R{u,v}w ⊗ k→R{u,v} ⊗ k→R{u,v}[u−1, (uφ)−1, . . .]⊗ k.
The image of the element 7.1 via the map
R{u,v}[u−1, (uφ)−1, . . .]→ k〈x〉
equals xw(p) ·F(η0, η1, η2, . . .) and the latter is non-zero due to the algebraic independence
of η0, η1, η2, . . .; cf. Theorem 6.1. In particular the image of f via the map
R{u,v}w →R{x}deg(w) ⊗ k
is non-zero which closes the proof that R{u,v}∗ → R{x}∗ is telescopic. Now note that,
due to the representation (7.1), the image of the extension in the statement of our Theorem
equals the field k(η0, η1, η2, . . .); this field coincides with the field k〈x〉∗ by Theorem 6.1
again and we are done. ✷
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Let x consist of one variable. As we have seen, the ring R{x}∗ possesses a distinguished
ring endomorphism, φ. We would like to study all the R-algebra endomorphisms of R{x}∗
that commute with φ and preserve the grading. For any Λ(x) :=∑λixφi with λi ∈R, the
R-algebra endomorphism [Λ] of R{x} defined by
x(i) → δi(Λ(x)), i ∈ Z+
induces an R-algebra endomorphism (still denoted by [Λ]) of R{x}∗ that commutes with
φ and preserves the grading. Moreover, by Proposition 4.3, any R-algebra endomorphism
of R{x}∗ that commutes with φ and preserves the grading arises in this way. Let Λ(x)=∑
λix
φi (with λi ∈ R) have order r; we will say that Λ(x) is non-degenerate if λr ≡ 0
mod p. Of special interest for applications are endomorphisms [Λ] of R{x}∗ where Λ is
non-degenerate of order 1 or 2; the next lemma addresses this situation.
Lemma 8.1. Let Λ=∑λixφi (with λi ∈R) have order r ∈ {1,2} and λr = 1. Then
δi
(
Λ(x)
)≡ (x(i))pr mod(p) in R{x}.
Proof. We shall prove the statement for r = 2; the proof for r = 1 is similar (and easier).
So we assume that
Λ(x)= φ2(x)+ λ1φ(x)+ λ0x,
where λ1, λ0 ∈R. Our proposition will follow if we prove the following:
Claim. For any i  0 we have
δi
(
Λ(x)
)= p2x(i+2) + pAi +Bi,
where Ai,Bi ∈ R{x} and
(1) the leading term of Ai belongs to (1 +pR) · (x(i+1))p,
(2) the leading term of Bi belongs to (1+ pR) · (x(i))p2 .
Proof. We prove the claim by induction on i . For i = 0 note that
Λ(x)= (xp + px ′)p + p((x ′)p + px ′′)+ λ1(xp + px ′)+ λ0x,
which clearly has the desired form. Assume the claim holds for some i . Then
δi+1
(
Λ(x)
)= 1
p
{
p2
[(
x(i+2)
)p + px(i+3)]+ pφ(Ai)+ φ(Bi)
− (p2x(i+2) + pA +B )p}i i
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where
Ai+1 =
(
x(i+2)
)p + A(φ)i (xp + px ′, . . . , (x(i+1))p + px(i+2))−A(φ)i (xp, . . . , (x(i+1))p)
p
− (p
2x(i+2) + pAi +Bi)p − (pAi +Bi)p
p2
,
Bi+1 =A(φ)i
(
xp, . . . ,
(
x(i+1)
)p)+ B(φ)(xp + px ′, . . . , (x(i))p + px(i+1))−Bpi
p
− (pAi +Bi)
p −Bpi
p
.
If Ai has leading term α · (x(i+1))p and Bi has leading term β · (x(i))p2 , (α,β ∈ 1 + pR),
then it is trivial to check that Ai+1 has leading term(
1+ αφpp−1 − p2p−2) · (x(i+2))p
and Bi+1 has leading term
(
αφ + βφpp2−1 − αppp−1) · (x(i+1))p2,
which concludes our proof. ✷
In the following statement a field endomorphism σ : L→ L is said to have a certain
property if the extension L/σL has that property.
Theorem 8.2. Let Λ =∑λixφi (with λi ∈ R) be non-degenerate of order r ∈ {1,2}.
Then the endomorphism [Λ] of R{x}∗ is telescopic and induces an algebraic inseparable
endomorphism of the field k〈x〉∗.
Proof. We may assume λr = 1. Using Lemma 8.1 one immediately see that [Λ] is
telescopic on R{x}. Since the map R{x}∗ → R{x} is telescopic it follows that [Λ] is
telescopic on R{x}∗. By Lemma 8.1 again, the endomorphism of k〈x〉 induced by [Λ]
is purely inseparable. On the other hand, by Theorems 5.1 and 6.1, the extension k〈x〉∗ ⊂
k〈x〉 is algebraic and separable. We conclude that the endomorphism of k〈x〉∗ induced by
[Λ] is algebraic and inseparable. ✷
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