Invariant density estimation for a reflected diffusion using an Euler scheme by Cattiaux, Patrick et al.
HAL Id: hal-01683980
https://hal.inria.fr/hal-01683980
Submitted on 15 Jan 2018
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Invariant density estimation for a reflected diffusion
using an Euler scheme
Patrick Cattiaux, Clémentine Prieur, Jose R. Leon
To cite this version:
Patrick Cattiaux, Clémentine Prieur, Jose R. Leon. Invariant density estimation for a reflected dif-
fusion using an Euler scheme. Monte Carlo Methods and Applications, De Gruyter, 2017, 23 (2),
pp.71-88. ￿10.1515/mcma-2017-0104￿. ￿hal-01683980￿
INVARIANT DENSITY ESTIMATION FOR A REFLECTED DIFFUSION
USING AN EULER SCHEME.
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1. Introduction and main results.
Let D be a bounded, open domain (hence connected) in Rd with a smooth (say C∞) boundary
∂D. We denote by D̄ the closure of D and for x ∈ ∂D we introduce n(x) the unit normal vector
to ∂D at x pointing inward.
Let σ be some C∞(D̄) (d,m) matrices field, b and V be C∞(D̄) vectors field. We assume that
a(x) = σ(x)σ∗(x) ≥ a Id for some a > 0 and all x ∈ D̄, uniform ellipticity, (1.1)
V (x).n(x) ≥ v for some v > 0 and all x ∈ ∂D, reflection. (1.2)
We then consider the associated diffusion process X. with oblique reflection on ∂D, i.e. the
solution of the following system of stochastic differential equations with reflection







1IXs∈∂D ds = 0 .
(1.3)
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Vj(x) ∂jf(x) = 0 for all x ∈ ∂D, (1.4)
the process t 7→ f(Xt)− f(x)−
∫ t
0 Lf(Xs)ds is a martingale.
Existence and uniqueness of a solution is well known (see e.g. Ikeda and Watanabe (1981)).
Denote by Px the law of the solution (here we mean the law of X.). Then on the paths space
C0(R+, D̄) equipped with the standard filtration, the family (Px)x∈D̄ is a strong Markov family.
We can then define on L∞(D̄) the semi-group
Ptf(x) = Ex[f(Xt)] .
Actually this semi-group is strong Feller, i.e. is mapping L∞ into C0(D̄) and its generator
coincides with L on the set of f ∈ C∞(D̄) satisfying (1.4).
Much more is known. Using results in partial differential equations or using Malliavin calculus
and some large deviations arguments, one can show the following
Proposition 1.5. For all t > 0, Ptf(x) =
∫
D̄ f(y) pt(x, y) dy where p. is continuous from
]0,+∞[ into C∞(D̄ × D̄).
In addition for all t > 0,
inf
(x,y)∈D̄×D̄
pt(x, y) = αt > 0 . (1.6)
For all this and what follows we refer to Cattiaux (1992), in particular Section 2 for the existence
of smooth density kernels, and Section 5 for strict positivity using a smart large deviations
argument. The results in Cattiaux (1992) include some elliptic degenerate situations. We shall
explain later why we only consider here the non degenerate situation.
(1.6) allows to prove the existence and uniqueness of an invariant probability measure π for the
process (see Section 5 in Cattiaux (1992)). Once again it is easily seen from the ellipticity
assumption (1.1) that
π(dy) = pinv(y) dy where pinv ∈ C∞(D̄) and inf
y∈D̄
pinv(y) > 0.
Our goal in this paper is to provide a pointwise estimate of pinv(y) for some y ∈ D.
Of course using Green’s formula, π satisfies some boundary value problem
L∗π = 0 in D ,
V ∗π = 0 on ∂D ,
where L∗ is the adjoint of L and V ∗ the adjoint of V with respect to the co-normal derivative
(see Cattiaux (1992) p. 605 for the explicit calculations). So one can use numerical schemes to
get approximate values for pinv. These schemes can be more or less efficient.
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Here we propose an alternative stochastic method, combining a kernel estimator and some Euler
scheme. More precisely, consider the symmetrized Euler scheme Xh. introduced by Bossy et al.












for some non-negative smooth kernel K compactly supported in a neighborhood of the origin
and such that
∫





in terms of n, h and the choice of the bandwidth bn.
At the same time we obtain a similar result for the error evaluation in the estimation of an
observable. For some smooth function f let us consider π(f) =
∫
f dπ. The practical evaluation












Up to our knowledge, it is the first time that such an estimation for the invariant density
is obtained. Indeed, on one hand, there are a lot of papers dealing with the approximation of
the density at a finite time t by the one of the corresponding Euler scheme for non reflected
diffusion processes (see e.g. Bally and Talay (1996) Gobet and Labart (2008)), and others
dealing with the approximation of some observable at finite time like Bossy et al. (2004) for an
elliptic reflected diffusion. On the other hand, using Meyn and Tweedie’s theory ( Meyn and
Tweedie (2009)), some authors obtained approximation results for an observable of the invariant
measure using approximation schemes, in particular see Talay (1990), Mattingly, Stuart and
Higham (2002) and Shardlow and Stuart (2000).
Here we shall combine finite time approximation results with mixing properties of the process
in the spirit of Dedecker and Prieur (2005) and our previous work Cattiaux, Leon and Prieur
(2014). Our method extends to non-reflected diffusion processes satisfying some Lyapunov
condition as in Mattingly et al. (2002) Shardlow et al. (2000) Talay (1990), and actually
the compact situation we are looking at, introduces more intricacies. We decided not to detail
the non reflected case to keep this note as short as possible. The theoretical study we conduct
hereafter in the compact framework is motivated by some concrete application described in
Valera et al. (2016). In that paper, the authors compare several models for the study of the
transport of pollutants on water surfaces. In particular, the authors are showing that a reflected
diffusion model is promising.
Relaxing the ellipticity assumption (1.1) also introduces some intricacies we shall not discuss
here.





Figure 1. Euler scheme for the reflected diffusion
The paper is organized as follows. Section 2 is devoted to the study of System of Equations
(1.3) and of its symmetrized Euler scheme. Long time behaviour is investigated in Section 3. In
Section 4 we provide error estimates for kernel estimation procedures based on the symmetrized
Euler scheme. In the last section (Section 5), we provide numerical experiments which illustrate
the convergence of the kernel density estimator based on the scheme. In this section, we also
show the difficulties induced by the tuning of the various parameters involved in the definition
of the scheme.
2. Study of the system and its symmetrized Euler scheme.
In Bossy, Gobet and Talay (2004) (after the previous work Gobet (2001a)), the following
Euler scheme for the reflected diffusion is proposed (see Figure 1).
For some given 1 ≥ h > 0, we introduce the time discretization tk = kh, for k ∈ N. Next we
choose some R > 0 and look at the set d(y, D̄) ≤ R.
Set Xh0 = x and for tk ≤ t ≤ tk+1 define
Y ht = X
h
tk
+ b(Xhtk) (t− tk) + σ(X
h
tk
) (Wt −Wtk) .
Finally
(1) if Y htk+1 ∈ D̄, then X
h
tk+1
= Y htk+1 .




(3) If R ≥ d(Y htk+1 , D̄) > 0, then we choose for X
h
tk+1
the symmetric of Y htk+1 with respect
to ∂D in the direction of the reflection vector field V . To be sure that this symmetric
belongs to D̄ we have to choose R small enough, what is assumed from now on. One can
remark that this transformation F is smooth (see Gobet (2001a) Appendix for more
details.)
For the sequel we shall need a little bit more, namely we need to choose R in such a way
that the previous transformation is a C1 diffeomorphism from 0 < d(y, D̄) < R to some open
subset of D. This is also possible. Indeed, first we may choose Ry such that F is a local
diffeomorphism in the neighborhood B(y,Ry) of any y ∈ ∂D. This is done by choosing a local
chart Cy at y for which Cy ∩ ∂D is sent to some open subspace of an hyperplane, and by using
the reflexion assumption (1.2) to prove that the Jacobian matrix of F at y is invertible (see
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Gobet (2001a) appendix A), so that the local inverse function theorem applies. Then using
compactness one can recover ∂D by a finite number of such local charts Cj , and show that
this covering contains 0 < d(y, D̄) < R for all small enough R. Finally it remains to show
that F is one to one, and use the global inverse function theorem. To prove that F is one to
one on 0 < d(y, D̄) < R when R is small enough, consider a sequence Rn going to 0 and a
sequence (zn, z
′
n) ∈ {0 < d(y, D̄) < Rn} × {0 < d(y, D̄) < Rn} such that F (zn) = F (z′n). Using
compactness, we may assume that (zn, z
′
n) converges to some (z, z
′) ∈ ∂D × ∂D. Since F is
smooth we get z = F (z) = limn F (zn) = F (z
′) = z′. It follows that zn and z
′
n belong to the same
local chart Cj for n large enough, so that this contradicts the local diffeomorphism property.
Introduce as before the discrete time semi-group P ht f(x) = E(f(Xht )|Xh0 = x) for t ∈ hN and
the marginal distribution P ht (x, dy). We clearly have the following Hahn decomposition
P ht (x, dy) = p
h
t (x, y)dy + r(t, h) δx .
Indeed for k = 1 this distribution is obtained by considering some gaussian random variable
restricted to D̄ (when Y ht1 ∈ D̄), or a smooth image (through the diffeomorphism F ) of the same
gaussian restricted to R ≥ d(y, D̄) > 0, or some Dirac mass at x if some huge increment of
the gaussian occurred. Starting from an absolutely continuous distribution, any step furnishes
again an absolutely continuous distribution (even if a huge increment occurred since the starting
distribution is absolutely continuous). Indeed the singular part is supported by the initial point
x.
Also notice that there exists some constant C(b, σ,R) which is strictly positive provided h is
small enough, such that for all x ∈ D̄,
r(kh, h) ≤ exp
(




as the successive increments are independent (conditionally to Xhtk = x) and r(h, h) is less than
the probability for a centered gaussian random variable with variance (max |σ|2)h to be larger
than (R− (max |b|)h)/d.
Finally let us recall the main result (Theorem 1) obtained in Bossy, Gobet and Talay (2004)
Theorem 2.2. Under all our assumptions, for T > 1 there exists some constant K(T ) such
that for all N ∈ N with Nh ≤ T and all x ∈ D̄,
sup
x∈D̄
∣∣∣Ex(f(XhNh))− Ex(f(XNh))∣∣∣ ≤ K(T )h ‖ f ‖C5b (D̄) ,
where as usual






We will give some useful explicit bound for K(T ),
Proposition 2.3. There exist some constants κ > 0 and c > 0 such that K(T ) in Theorem 2.2
is bounded, i.e. K(T ) ≤ ceκT , uniformly in h for h small enough, for instance h ≤ 14 .
Proof. Let Nh be the unique integer such that Nhh ≤ 1 < (Nh + 1)h, and define th = Nh h.
Changing the constant c if necessary it is enough to prove the proposition for T = N th. Indeed
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if Nth ≤ T ≤ (N + 1)th, then K(T ) ≤ ceκ(N+1)th ≤ c eκ(T+th) ≤ ceκ eκT since th ≤ 1.
Now, using the Markov property∣∣∣Ex(f(Xh(N+1)th))− Ex(f(X(N+1)th))∣∣∣ =
=




∣∣∣Ey(f(Xhth))− Ey(f(Xth))∣∣∣+ ∣∣∣∣∫ (P hNth(x, dy)− PNth(x, dy))(∫ f(z)pth(y, z)dz)∣∣∣∣
≤ K(th)h ‖ f ‖C5b (D̄) +K(Nth)h ‖
∫
f(z)pth(., z)dz ‖C5b (D̄) .
Notice that 12 ≤ th ≤ 1, for all h ≤
1
4 , so that
‖
∫
f(z)pth(., z)dz ‖C5b (D̄)≤ C ‖ f ‖∞
for some constant C which only depends on sup 1
2
≤u≤1 ‖ pu ‖C5b (D̄). A very rough majorization
thus yields ∣∣∣Ex(f(Xh(N+1)th))− Ex(f(X(N+1)th))∣∣∣ ≤ hK(Nth) (1 + C) ‖ f ‖C5b (D̄)
hence the result with eκ = (1 + C)1/th0 for some given h0, and c = K(1)e
κ for instance. 
The previous proof indicates that we may in a sense improve the control by ‖ f ‖C5b (D̄). This
kind of improvement can (and will) be of great help, since the previous one only gives some
errors for the approximate distribution in a very general space (the dual space of C5 functions).
To this end introduce the ordinary diffusion process Z. and its Euler scheme Z
h
. , associated to
the same coefficients σ and b (or a C∞b extension of them outside D̄). Recall that (see e.g.
Bally and Talay (1995)), in this situation we have the existence of an universal constant (only
depending on D̄ and the coefficients) such that∣∣∣Ex(f(Zhs ))− Ex(f(Zs))∣∣∣ ≤ C(t)h ‖ f ‖∞ . (2.4)
Only few results are known for the density. According to Bally and Talay (1996) Theorem 2.1
and Corollary 2.1, we also have
Theorem 2.5. Let f be a smooth function compactly supported. Then there exists some q > 0
such that for t > 0, there exist positive constants Q(t) and c(t) such that for all 0 < s ≤ t and






‖ F ‖∞ ,
where F denotes the distribution function of the (signed measure) f(z) dz. Accordingly, if h ≤
c|x− y|,










where q. and q
h
. denote respectively the densities of Z. and Z
h
. .
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Actually these results are given in the more general framework of hypo-elliptic diffusions for a
modified Euler scheme, but are true for the usual Euler scheme in the uniformly elliptic situation.
The power sdq in the pre-factor is improved in Gobet and Labart (2008) and Guyon (2006),
and actually under some regularity assumptions is s(d+1)/2.
One can expect to use these results together with well known estimate for hitting times, in order
to obtain similar results in the reflected case.
Let us give a first result in this direction
Theorem 2.6. There exist positive constants C, θ and c(d) such that for all smooth f with
compact support included in D and all T = Nh,
sup
x∈D̄
∣∣∣Ex(f(XhT ))− Ex(f(XT ))∣∣∣ ≤





‖ f ‖∞ .
Consequently, there exist positive constants C and κ′ such that for all smooth f with compact
support included in D, all ε > α > 0 and all T = Nh,
sup
x∈D̄
∣∣∣Ex(f(XhT ))− Ex(f(XT ))∣∣∣ ≤
≤ C
α




κ′ (1 + ε)T
d2(suppf, ∂D)
)
‖ f ‖∞ .
Though the result is written in a very heavy form, the reader will understand in the next
section why we are giving such a general form.
Proof. Introduce a small time sh such that
sh
h ∈ N
∗ to be precisely defined in (2.8). Replacing
th by sh in the previous proof, we have∣∣∣Ex(f(Xh(N+1)sh))− Ex(f(X(N+1)sh))∣∣∣ =
=




∣∣∣Ey(f(Xhsh))− Ey(f(Xsh))∣∣∣+K(Nsh)h ‖ ∫ f(z)psh(., z)dz ‖C5b (D̄) .
Remark that for the second term we may either get
‖
∫
f(z)psh(., z)dz ‖C5b (D̄)≤ C sup
(x,z)∈D̄×D̄




f(z)psh(., z)dz ‖C5b (D̄)≤ C sup
(x,z)∈D̄×D̄
‖ psh(., .) ‖C6b (D̄×D̄) ‖ F ‖∞ .
Indeed to control the derivatives w.r.t. x, it is enough to differentiate up to five times under the
integral sign, and then to integrate by parts one time for introducing F . Finally according to
Cattiaux (1992) Proposition (2.25) we have for some q > 0 depending on the data
sup
(x,z)∈D̄×D̄




8 P. CATTIAUX, J. LEÓN, AND C. PRIEUR
Actually the result in Cattiaux (1992) is more general (dealing with the hypo-elliptic case).
In the elliptic case we think that the right power is less than k + d/2 but we did not find any
reference in the P.D.E. literature.
It remains to control Ey(f(Xhsh))− Ey(f(Xsh)).
There are two cases: either d(y, suppf) > d(suppf, ∂D)/4 or d(y, suppf) ≤ d(suppf, ∂D)/4. In
the first case introduce
Tf = inf{s > 0 , Xs ∈ suppf} and T hf = inf{s > 0 , Xhs ∈ suppf} .
It is well known that there exists some constants c and c′ such that
Py(Tf < s) ≤ c′ e−c
d2(y,suppf)
s .
We claim that, provided h < C d(suppf, ∂D) for some sufficiently small constant C only de-
pending on V , R, σ and the curvature of ∂D,






Some similar statement is shown for T hf in Bossy et al. (2004). Actually this result is a
consequence of the very general control of exit time for a one dimensional semi-martingale
(see e.g. Ikeda and Watanabe (1981) lemma 8.5 p.342 or lemma 1 in Bossy et al. (2004))
which can be written for continuous or discrete time. The first thing to do is to introduce
the continuous time version of the Euler scheme (see Bossy et al. (2004) p.883). Then if
d(y, suppf) ≤ 12 d(suppf, ∂D) we may simply replace T
h
f by the smaller T
h
f ∧ T∂D where T∂D
denotes the hitting time of the boundary and the result is a straightforward application of lemma
8.5 in Ikeda and Watanabe (1981). If d(y, suppf) ≥ 12 d(suppf, ∂D), one can feel the reflection
term. But if h < C d(suppf, ∂D) as we said, the reflection will send the starting point at a
distance less than d(suppf, ∂D)/2 of ∂D up to a probability smaller than the probability for the
norm of a standard gaussian vector to be larger than C ′ d(suppf, ∂D)/2
√
h for some constant
C ′, which is exactly the order we want. Hence, up to this error, the new starting point is again at
a distance larger than d(suppf, ∂D)/2 of the support of f . This shows that the reflection when
it occurs does not allow to get closer than d(suppf, ∂D)/2 of the support of f , up to an error of
order (s/h) e−c
d2(∂D,suppf)
s , the pre-factor s/h corresponding to the rough bound for the number
of possible steps with reflection. Hence, up to this error, only the steps with no reflection can
lead to enter the support of f . Of course in case of a huge gaussian increment the scheme does
not move so does not enter the support of f too.
As a consequence if d(y, suppf) > d(suppf, ∂D)/4, for some new constants c and c′, it holds




≤ ‖ f ‖∞
(







sh ‖ f ‖∞ .
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Now if d(y, suppf) ≤ d(suppf, ∂D)/4, we may replace X. and Xh. respectively by Z. and Zh.
before the exit time of D. A similar reasoning shows that






and since the same holds for the usual diffusion we finally get for d(y, suppf) ≤ d(suppf, ∂D)/4,










sh ‖ f ‖∞ .
It remains to use Theorem 2.5 or (2.4). We thus obtain on one hand∣∣∣Ex(f(Xh(N+1)sh))− Ex(f(X(N+1)sh))∣∣∣ ≤ (2.7)(
C K(Nsh)h s
−c(d)








‖ f ‖∞ .
On the other hand ∣∣∣Ex(f(Xh(N+1)sh))− Ex(f(X(N+1)sh))∣∣∣ ≤
≤ C sup
(x,z)∈D̄×D̄



























sh ‖ f ‖∞ .









sh ≤ h2 ,
there exist some constants C and K such that∣∣∣Ex(f(XhNsh))− Ex(f(XNsh))∣∣∣ ≤ C hs−c(d)h KN ‖ f ‖∞ .
Of course we have to choose sh in such a way sh/h belongs to N.
Hence we have obtained the first part of the Theorem, i.e.
sup
x∈D̄
∣∣∣Ex(f(XhT ))− Ex(f(XT ))∣∣∣ ≤





‖ f ‖∞ .
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This result is of course nor surprising, nor optimal. It just means that up to a time of order
the square of the distance to the boundary, precisely Th = d
2(suppf, ∂D)/(1 + ε)θ, the reflected
process and its Euler scheme do not feel the boundary, so that the evaluated quantity satisfies
sup
x∈D̄
∣∣∣Ex(f(XhTh))− Ex(f(XTh))∣∣∣ ≤ C hε/(1+ε) lnc(d)(1/h) (d(suppf, ∂D))−2c(d) ‖ f ‖∞ .
But now we can use this result one more time writing again, this time for th/h the integer part
of the previous Th/h, ∣∣∣Ex(f(Xh(N+1)th))− Ex(f(X(N+1)th))∣∣∣ =
=




∣∣∣Ey(f(Xhth))− Ey(f(Xth))∣∣∣+K(Nth)h ‖ ∫ f(z)pth(., z)dz ‖C5b (D̄)
≤ C
(
hε/(1+ε) lnc(d)(1/h) (d(suppf, ∂D))−2c(d) + hK(Nth) (1 ∧ th)− c(d)
)
‖ f ‖∞
≤ C (d(suppf, ∂D))−2c(d) (1 + ε)c(d) hε/(1+ε) lnc(d)(1/h) (1 ∨K(Nth)) ‖ f ‖∞ .
Consequently, there exist positive constants C and κ′ such that for all smooth f with compact
support included in D, all ε > 0 and all T = Nh,
sup
x∈D̄
∣∣∣Ex(f(XhT ))− Ex(f(XT ))∣∣∣ ≤
≤ C (d(suppf, ∂D))−2c(d) (1 + ε)c(d) hε/(1+ε) lnc(d)(1/h) exp
(
κ′ (1 + ε)T
d2(suppf, ∂D)
)
‖ f ‖∞ .
If we write ε = α+ β for some positive α and β, we may maximize
h 7→ hα/(1+ε) lnc(d)(1/h) for h ∈ [0, 1] ,
yielding the second statement in the theorem. 
The accurate reader remarked that at some places we introduced ‖ F ‖∞, but that we were
not able to eliminate all terms with ‖ f ‖∞, even if they have some very small pre-factor.
Actually we think that the absolutely continuous part of the law of the Euler scheme satisfies a
result similar to Theorem 2.5, but do not succeed in proving it. Notice that a statement similar
to our Theorem 2.6 is given in Gobet (2001b) Theorem 3.1. without proof.
3. Long time behaviour.
3.1. Mixing for the reflected diffusion.
If we write (1.6) in the form
inf
x∈D̄
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where md denotes the Lebesgue measure, we recognize the so called Doeblin’s condition. Doe-
blin’s condition implies the following convergence result: let ρu = 1 − αumd(D̄) which is of
course positive and strictly less than 1, then for t > u,
sup
x∈D̄
|Pt(x, dy) − π(dy)|TV ≤ 2 ρt−u−1u
Here | · |TV denotes the total variation distance. The process is thus φ-mixing (see, e.g., in
Doukhan (1994), Section 2.4).
The main advantage of the previous derivation is that we have some explicit bound for the
mixing rate.
For the aficionados of functional inequalities here is another proof of φ-mixing. It is well
known that for any smooth compact domain D̄ the normalized Lebesgue measure λd(dx) =
md(dx)/md(D̄) satisfies a Poincaré inequality
Varλd(f) ≤ CP (D̄)
∫
|∇f |2(x)λd(dx) .
Since σ is uniformly elliptic, we deduce that
Varλd(f) ≤ CP (D̄, σ)
∫
|σ∇f |2(x)λd(dx) .
Since pinv is bounded from below and from above, Holley-Stroock classical perturbation argu-
ment shows that





from which we derive the exponential convergence
Varπ(Ptf) ≤ e−C
′(D̄,σ)t Varπ(f) .
Of course one can come back to the φ-mixing, using the following simple argument. Assume
that t ≥ 1 and that f is bounded by 1. Replacing f by f − π(f) we may assume that f is π
centered but now bounded by 2. Now, using the Markov property, we have
|Ex(f(Xt))| =





∣∣∣∣(∫ f(y) pt−1(z, y) dy)∣∣∣∣ π(dz)
so that for t ≥ 1,
sup
x∈D̄





In the sequel we shall use the following notation (similar to Shardlow et al. (2000)):
sup
x∈D̄
|Pt(x, dy)− π(dy)|TV ≤ C e−ω t . (3.1)
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3.2. Long time behavior of the symmetrized Euler scheme.
We start this subsection by proving the Doeblin’s condition for the Euler scheme. One way to
get the Doeblin’s condition is to derive a uniform in x lower bound for the density pht (x, .) (whose
total mass is less than one), since the singular part is a Dirac mass at x. Actually, despite the
closeness of pt and p
h
t , this seems to be a difficult problem.
The first immediate lower bound is obtained for phh(x, .) i.e. the absolutely continuous part
after one step, just taking into account the possible gaussian step and forgetting the possible
reflection step. Hence thanks to uniform ellipticity we immediately have
phh(x, y) ≥ C(σ)h−d/2 exp
(









phh(x, y) ≥ c h−d/2 e−C/h = αhh .
Hence




and the Doeblin’s condition is satisfied. We thus get first the existence of an invariant measure πh
for the Euler scheme, second the fact that πh(dy) = phinv(y)dy thanks to (2.1), since P
h
Nh(x, dy)
converges in total variation to πh as N goes to infinity, and finally the fact that the Euler scheme
is φ-mixing with rate t 7→ (1− αhhmd(D̄))t. Of course this bound for the rate of convergence is
disastrous for small h’s.
One can think that for h small enough the rate of convergence to equilibrium is more or less
the same as for the reflected process. Actually and surprisingly, this result is quite difficult to
prove rigorously, first of all because there is no result for the approximation of the densities of the
Euler scheme by the ones of the original process. Hence to prove some exponential convergence
uniform in h we shall follow another way, the usual Meyn-Tweedie approach as suggested in
Mattingly, Stuart and Higham (2002). Since we are in a compact situation, we shall actually
follow the spirit of the method, and simplify the argument.
We will use the notations Z. and Z
h
. as in the previous section for the non reflected diffusion
process and Euler scheme, as well as q. and q
h
. for their densities. Recall the following results
which are classical or contained in Gobet and Labart (2008)
Lemma 3.2. There exist constants depending only on the dimension and the bounds of the
coefficients and their derivatives such that for all x and y in Rd, and all s > 0,
1)
C1 s
−d/2 e− c1 |x−y|
2/s ≤ qs(x, y) ≤ C2 s−d/2 e− c2 |x−y|
2/s ,
2)
qhs (x, y) ≤ C3 s−d/2 e− c3 |x−y|
2/s ,
3)
|qs(x, y)− qhs (x, y)| ≤ C4 h (1 ∨ s) s−(d+1)/2 e− c4 |x−y|
2/s .
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1) is standard for elliptic diffusions, 2) is given in Gobet and Labart (2008) Proposition 3.5, 3)
is Theorem 2.3 in Gobet and Labart (2008) (written here in a general form including small and
large times).
We will use these estimates to get a “local” Doeblin condition. Recall that R is defined at the
beginning of Section 2.
Lemma 3.3. Let ε > 0 and B ⊂ D be some closed ball of radius ε. Define Bε = {z; d(z,B) ≤
c ε} for c2 = 2c1/c3. Assume that d(Bε, ∂D) > R. Then there exist h0, α0 and s0 ≤ 1 such that
for all h ≤ h0, and all x ∈ B,




where [t]h denotes the biggest number of the form Nh which is less than or equal to t.
Proof. Let f be a smooth non-negative function supported by B. Denote by T the first time
the process Xh. exits Bε. Here and in all what follows, all the considered times are of the form
Nh. Pick some x ∈ B and s ≤ 1. Then
Ex(f(Xhs )) ≥ Ex(f(Xhs ) 1T>s) ≥ Ex(f(Zhs ) 1T>s) .
Notice that the final inequality is an inequality since the reflected Euler scheme stays at the
initial point x when the usual one performs a big jump.
For the usual Euler scheme we have




Ex(f(Xhs ) 1T>s) ≥
∫




qhs−T (y, z)) dz .
We thus have to bound from below
a(x, z, h, s) = qhs (x, z)− Ex(1T≤s sup
y/∈Bε
qhs−T (y, z)) .
According to Lemma 3.2, we get
a(x, z, h, s) ≥ C1 s−d/2 e− c1|x−z|






≥ C1 s−d/2 e− c1ε





Notice that if s ≤ c3 c2 ε2/(d/2), the supremum in the last term is achieved for u = s. Hence















so that choosing s small enough i.e.
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Let x ∈ D̄. Using the Chapman-Kolmogorov relation we get
P ht+s(x, dy) ≥
∫
Ps(z, dy) 1B(z)Pt(x, dz) .
Choose s = [s0]h = t. According to the previous lemma we get







But according to Theorem 2.6 with f = 1B,
P h[s0]h(x,B) ≥ P[s0]h(x,B)− C h
γ
for some γ > 0 and some constant C that does not depend on h. Accordingly, thanks to (1.6),
if h is small enough
inf
x∈D̄
P h[s0]h(x,B) ≥ α
′
0 > 0 .
We have thus proved that the following global Doeblin condition is satisfied: there exists a
probability measure ν(dy) = 1B(y)
md(dy)
md(B)
and a positive constant c such that
inf
x∈D̄
P h[s0]h(x, dy) ≥ c ν(dy) .
According to Doeblin’s theorem we thus have obtained
Theorem 3.4. There exists h1 > 0, C > 0 and ω
′ > 0 such that for all N ∈ N∗, for all h ≤ h1,
sup
x∈D̄
|P hNh(x, dy)− πh(dy)|TV ≤ C e−ω
′Nh .
We conclude this section by proving some results on the invariant measures using the beautiful
argument in Shardlow and Stuart (2000) Theorem 3.3. with G0 therein given by the unit ball of
C5b (D̄) and Ḡ = 1. We get (recall that ω and κ are defined respectively in (3.1) and proposition
2.3)
Theorem 3.5. Let T (h) = 1ω+2κ ln(1/h). Assume that h is small enough for T (h) to be larger
than 1 and define γ = ωω+2κ .
Then there exists some C > 0 such that for all N with Nh ≥ T (h),
sup
x∈D̄
∣∣∣∣Ex(f(XhNh))− ∫ f(y)π(dy)∣∣∣∣ ≤ C hγ ‖ f ‖C5b (D̄) .
Consequently ∣∣∣∣∫ f(y)πh(dy)− ∫ f(y)π(dy)∣∣∣∣ ≤ C hγ ‖ f ‖C5b (D̄) .
As a by-product we get the following
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Corollary 3.6. For all t ≥ 0 it holds
sup
x∈D̄
∣∣∣Ex(f(Xht ))− Ex(f(Xt))∣∣∣ ≤ C hγ ‖ f ‖C5b (D̄) .
Proof. Using homogeneity we may assume that ‖ f ‖C5b (D̄)= 1.
For t ≤ T (h) we know from Theorem 2.2 and Proposition 2.3 that∣∣∣Ex(f(Xht ))− Ex(f(Xt))∣∣∣ ≤ C eκt h ≤ C eκT (h) h ≤ C h ω+κω+2κ ≤ C hγ ,
provided h < 1. For t > T (h) we have according to the previous Theorem∣∣∣∣Ex(f(Xht ))− ∫ f(y)π(dy)∣∣∣∣ ≤ C hγ
and thanks to (3.1)∣∣∣∣Ex(f(Xt))− ∫ f(y)π(dy)∣∣∣∣ ≤ C e−ωt ≤ C e−ωT (h) ≤ C hγ .

Similarly, choosing for G0 the set of bounded functions (bounded by 1 for instance), compactly
supported in D such that d(suppf, ∂D) ≥ η > 0 to which we add the function Ḡ = 1, we may
again apply Theorem 3.3 in Shardlow and Stuart (2000). To help the reader let us describe
the exact relationship with the notation therein: their ε is our h, R1 and ω in assumption ACI
are here C and ω, R2, κ and s in assumption ACII are here respectively
C
α η
− 2c(d) (1 + ε)1+c(d),
κ′ (1 + ε)/η2 and (ε− α)/(ε+ 1). We thus get the following
Theorem 3.7. Let ε > α > 0 and η > 0. Let
T (h) =
ε− α
(1 + ε)(ω + 2κ′ (1 + ε)/η2)
ln(1/h) .
Assume that h is small enough for T (h) to be larger than 1 and define
γ =
ω
ω + 2κ′ (1 + ε)/η2
.
Then there exists some C > 0 such that for all N with Nh ≥ T (h), and all bounded function f
such that d(suppf, ∂D) ≥ η,
sup
x∈D̄
∣∣∣∣Ex(f(XhNh))− ∫ f(y)π(dy)∣∣∣∣ ≤ C (1 + 1α η− 2c(d) (1 + ε)1+c(d)
)
hγ ‖ f ‖∞ .
As before it follows
Corollary 3.8. For all N ≥ 0, all f as in the previous theorem, it holds
sup
x∈D̄




ε+1 ‖ f ‖∞ .




ε+1 ‖ f ‖∞ .
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4. Error estimation using Euler scheme.
In this section we will evaluate the L2 error made when replacing the reflected diffusion process
by the symmetrized Euler scheme in the standard estimation procedures.
4.1. Estimation of an observable.
Consider some smooth function f and its associated “observable” π(f) =
∫
f dπ. A natu-







for some discretization step h. Using (3.1) we immediately have
sup
x∈D̄
Ex [|π̂n(f)− π(f)|] ≤ C
1
n(1− e−ω h)
‖ f ‖∞ .





































‖ f ‖2∞ .












[∣∣∣π̂hn(f)− πh(f)∣∣∣2] ≤ C 1n(1− e−ω′ h) ‖ f ‖2∞ .
In order to evaluate the least mean square error Ex
[∣∣π̂hn(f)− π(f)∣∣2] we can introduce (add




[∣∣∣π̂hn(f)− π(f)∣∣∣2] ≤ C ( 1n(1− e−ω′ h) ‖ f ‖2∞ +h2γ ‖ f ‖2C5b
)
. (4.2)
Equilibrating the two terms in the right hand side of Inequality (4.2) we obtain Theorem 4.3
below.
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Theorem 4.3. Let f be some smooth function with associated observable π(f) =
∫
D fdπ. Let




[∣∣∣π̂hn(f)− π(f)∣∣∣2] ≤ C n −2γ2γ+1 ,
with γ = ωω+2κ .
4.2. Kernel estimation for the invariant density.











for some non-negative smooth kernel K compactly supported in a neighborhood of the origin
and such that
∫
K(z)dz = 1. Additional conditions on K will be introduced later. As we said














+ 2 |Eπh(p̂n,h(y))− pinv(y)|2 .































On one hand, if we choose K smooth and such that
∫
P (u)K(u) du = 0 for all polynomial with








∣∣∣∣2 ≤ C b2mn .
On the other hand we may use Theorem 3.5 or Corollary 3.8 to get bounds for the first term,
namely:













where C(K) depends on the C5b norm of Kand γ =
ω
ω+2κ ,








∣∣∣∣2 ≤ C(K, d) (1 + (d−1(y, ∂D))2c(d))2 h2γ′b2dn ,
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where C(K, d) depends on d and on the L∞ norm of K, and for some constant c(d) and
γ′ < 12
ω
ω+4(κ′/d2(y,∂D)) (we apply Corollary 3.8 with ε = 1).

















πh(dz). We have, using the fact that K̃ is bounded
by 2 ‖ K ‖∞ and the control in Theorem 3.4,






























n b2dn (1− e−ω
′h)
.
Let us gather all the results
Theorem 4.4. Let K be some non-negative smooth kernel, compactly supported in a neigh-
borhood of the origin such that
∫
K(z)dz = 1 and
∫
P (u)K(u) du = 0 for all polynomial with
degree between 1 and m− 1.
Then there exist some C depending on the domain, the coefficients and K, and some H > 0





≤ C E(n, h, bn)
where
• for γ = ωω+2κ ,
E(n, h, bn) = max
(
1









• for y ∈ D and γ′ = ω
ω+4(κ′/d2(y,∂D)) ,
E(n, h, bn) = max
(
1
n b2dn (1− e−ω
′h)
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5. Numerical investigations
The goal of this section is twofold. On one hand one wants to illustrate the convergence of
the estimator of the invariant density based on the Euler scheme. On the other hand, one raises
the issue of tuning the parameters of the reflected Euler scheme, that is the initial point, the
step h, and the parameter R (see Section 2). We do not provide a theoretical answer to these
issues, we rather show few simulations as a warning.
The model for {Xt = (X1,t, X2,t), t ≥ 0} we have chosen is driven by Equation (5.1) below:












with β > 1, D = {(x1, x2) ∈ R2, x21 + x22 < r}, r > 0, and with the vector field defining
the reflection direction normal to the boundary. The invariant density is then defined for x =










The invariant density is estimated with the kernel density estimator defined by (1.7) with






2 , bn = n







obtained by running the reflected Euler scheme from point (x1, x2) and during [n/2] steps.
In the experiments below, we run the simulations for different values of n, h, (x1, x2), R and
β. Recall that if a particle is sent outside the R-neighbourhood of ∂D, that is is sent outside
the region {(x1, x2) ∈ R2, x21 + x22 ≤ r + R}, then the simulation is restarted. For each set of
values of these parameters, we compute the mean integrated quadratic error of our estimation
procedure, based on K = 30 independent realizations, on a regular grid. More precisely, we
consider a regular grid (uj , vj)j=1,...,(20 r+1)2 of [−r, r]× [−r, r] with a step of size equal to 0.1 in














p̂n,hk (uj , vj)− pinv(uj , vj)
)2
(5.3)
where p̂n,hk , k = 1, . . . ,K K independent realizations of our estimator.
The discretization of the theoretical invariant density, pinv, is drawn on Figure 2 for respec-
tively β = 2 and β = 1.1. Then, for each experiment below, we provide two graphs representing
the set of the 30 particles at the end of the simulation, and the estimated density.
First experiment: β = 2, r = 4, R = 0.1, h = 0.05, (x1, x2) = (0, 0), n = 5 .10
4 (Figure 3).
Second experiment: β = 1.1, r = 4, R = 0.1, h = 0.05, (x1, x2) = (0, 0), n = 5 .10
4 (Figure 4).
Third experiment: β = 2, r = 2, R = 0.1, h = 0.05, (x1, x2) = (0, 0), n = 5 .10
4 (Figure 5).
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Figure 2. pinv with (left) β = 2, (right) β = 1.1
Figure 3. 1st experiment, (left) K = 30 particles at the final time step, (right) p̂n,h
Figure 4. 2nd experiment, (left) K = 30 particles at the final time step, (right) p̂n,h
Fourth experiment: β = 2, r = 4, R = 0.1, h = 0.05, (x1, x2) = (1, 0.5), n = 5 .10
4 (Figure 6).
Fith experiment: β = 2, r = 4, R = 0.1, h = 0.1, (x1, x2) = (0, 0), n = 5 .10
4 (Figure 7).
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Figure 5. 3rd experiment, (left) K = 30 particles at the final time step, (right) p̂n,h
Figure 6. 4th experiment, (left) K = 30 particles at the final time step, (right) p̂n,h
Figure 7. 4th experiment, (left) K = 30 particles at the final time step, (right) p̂n,h
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The conclusion of these five experiments, all realized with n = 5 .104, is that the most influent
parameters are the ratio r/R (see Figure 5) and the value of β in the equations driving the model
(see Equations (5.1) and Figure 4). The invariant probability measure with β = 1.1 (Figure 2
on the right) has heavier tails than the one with β = 2 (Figure 2 on the right). On Figure 4 we
see that the scheme has difficulties to escape from the inside boundary of the disc. It seems a
rather intricate issue to get an analytical expression for the rate of convergence of our estimate
with respect to these parameters. The choice of the initial point (x1, x2), of the step h seems
less important (see Figures 6 and 7).
We now study the convergence of our estimate, with parameters fixed as in the fisrt experi-
ment, except n which varies from n = 5 .102, 5 .103 and 5 .104. For each value of n we compute
the mean integrated square error defined by (5.3). The results are stated in Table 1.
n 500 5000 50 000
error 5.4933e-04 1.7677e-04 3.0297e-05
Table 1. Evolution of the mean integrated squared error for n = 5 .102, 5 .103
and 5 .104 with β = 2, r = 4, R = 0.1, h = 0.05, (x1, x2) = (0, 0). The error is
computed on K = 30 independent realizations.
6. Overall conclusions
The problem of approaching the invariant measure of an ergodic diffusion is an important
problem with many applications in the simulation of natural processes. As a paradigmatic
example, we can cite the Langevin method to simulate a random sample of a random variable in
Rd having a given density. The procedure is also used in molecular dynamics, neuronal modeling,
environmental studies, etc. Usually the true system is replaced by an approximating numerical
scheme, for instance the Euler scheme or any other. The main issue in such a study is that the
global time of the scheme must be chosen sufficiently large for approaching well the invariant
measure. This latter fact makes difficult to evaluate the error of approximation. In the present
work we have tackled the case when the system under study is a reflected diffusion in a smooth
domain of Rd. As it is well known, the reflection introduces intricacies in the control of the
Euler scheme, while the compactness of the domain helps in the control of densities. We have
obtained a bound for the error in the case of approaching an observable i.e. π(f) (this case has
been already studied for other systems by different authors, see for instance Talay (1990) and
more recently the article of Honoré et al. (2016) where the approximation is obtained via a
recursive algorithm) but we also consider, for the first time, the problem of approaching the
density of the invariant measure. The obtained bounds are not optimal and at this stage, they
do not allow to establish other interesting results as for example a central limit theorem for
the estimators. Ergodic diffusions in unbounded domains can be similarly studied, this time
with better controls on the numerical scheme, but with a more careful study of their ergodic
properties. To complete and extend the results of this work will be the goal of further studies.
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