Across a range of motor and cognitive tasks, cortical activity can be accurately described by low-dimensional dynamics unfolding from specific initial conditions on every trial. These "preparatory states" largely determine the subsequent evolution of both neural activity and behaviour, and their importance raises questions regarding how they are -or ought to be -set. Here, we formulate motor preparation as optimal prospective control of future movements. The solution is a form of internal control of cortical circuit dynamics, which can be implemented as a thalamo-cortical loop gated by the basal ganglia. Critically, optimal control predicts selective quenching of variability in components of preparatory population activity that have future motor consequences, but not in others. This is consistent with recent perturbation experiments performed in mice, and with our novel analysis of monkey motor cortex activity during reaching. Together, these results suggest optimal anticipatory control of movement.
M1 x = f (x, u) , movement is generated by internal dynamics in M1. Prior to movement, the population activity state x(t) must be controlled into an optimal, movement-specific subspace in a phase of movement preparation; this requires internally generated control inputs u(t). (B) Schematic state space trajectory during movement preparation and execution.
(C) Schematics of our M1 model of motor pattern generation. The dynamics of an excitation-inhibition network (Hennequin et al., 2014) unfold from movement-specific initial conditions, resulting in firing rate trajectories (left; 5 neurons shown) which are linearly read out into joint torques (middle), thereby producing hand movements (right). The model is calibrated for the production of eight straight center-out reaches; firing rates and torques are shown only for the movement colored black. To help visualize initial conditions, firing rates are artificially clamped for the first 100 ms. (D) Effect of three qualitatively different types of small perturbations of the initial condition on the three processing stages leading to movement, as already shown in (C) . Unperturbed traces are shown as solid lines, perturbed ones as dashed lines. Perturbations of all types on the initial condition have the exact same size, but different consequences. "Potent" perturbations (top) result in errors at every stage. "Readout-null" perturbations (middle) cause sizeable changes in internal network activity but not in the readout. "Dynamic-null" perturbations are inconsequential at every stage.
generally, may provide a useful language for reasoning this calibration, we noted that-in line with the dy-151 namical systems view of movement generation (Shenoy 152 et al., 2013)-movements produced by our model de-153 pend strongly on the "initial condition", i.e. the cortical 154 state x just before movement onset (Churchland et al., 155 2010b; Afshar et al., 2011) . We thus "inverted" the 156 model numerically, by finding eight different initial con-157 ditions and a common readout matrix C such that the 158 dynamics of the nonlinear model (Equations 2 and 3), 159 seeded with each initial condition, would produce the 160 desired movement. Importantly, we constrained C so 161 that its nullspace contained the network's spontaneous 162 activity state, as well as all eight initial conditions. This 163 constraint ensures that movement does not occur spon- 164 taneously, and is a minimum requirement (though not 165 a guarantee) for movement not to occur prematurely 166 during preparation. 167 We re-analyzed population recordings of monkey shrinking back to spontaneous levels (Hennequin et al., 178 2014). Third, these transients can be summarized as 179 state-space rotations at the population level, as revealed 180 by jPCA (Churchland et al., 2012) . Finally, canonical 181 correlations analysis (Sussillo et al., 2015) 
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The existence of readout-null and dynamic-null direc-221 tions imply that, for each movement, many initial condi- that matter for movement.
234
We now formalize these insights in a normative model 235 of preparatory motor control. We assume that, prior 236 to movement, the initial condition for cortical dynam-237 ics is progressively reached during a preliminary phase 238 of movement preparation. In this phase, the cortical 239 network receives additional movement-specific control 240 inputs u(t) ( Figure 1A and B, green) which are rapidly 241 switched off to initiate movement:
How should these preparatory inputs u(t) be chosen? At 243 any time t during preparation, we can assign a "prospec- rate movement production in short order. We therefore 252 propose the following cost functional: reach at 0-degree angle. Optimal control inputs are fed to the cortical network during preparation, and subsequently withdrawn to elicit movement. Top: firing rates of a selection of ten model neurons. Middle: generated torques (black), compared to targets (brown). Bottom: the prospective motor error C[x(t)] quantifies the accuracy of the movement if it were initiated at time t during the preparatory phase. Under the action of optimal control inputs, C[x(t)] decreases very fast, until it becomes small enough that an accurate movement can be triggered. The control input is calculated so as to minimize the green area under the curve over an infinite preparation horizon (only 600 ms of which are shown here), plus an energy cost that prevents control inputs from growing unrealistically large (Equation 5 ). The dashed line shows the evolution of the prospective cost for the naive static strategy (see text). 
where δx(t) is the momentary deviation of x from the 267 desired initial condition. In Equation 6, the constant 268 input u is movement specific, but the optimal gain ma- Figure 2B ).
288
We note, though, that it is possible to achieve an arbi-289 trarily small motor cost, and therefore arbitrarily fast Top: 200 orthogonal state-space directions were identified, going from the most to the least "motor potent" (c.f. text). These directions were ordered and grouped into twenty 10-dimensional subspaces. The average motor potency in each subspace is shown here, as measured by the prospective motor error C. Bottom: the state of the cortical network in the thalamo-cortical model of Figure 3 was artifically set to deviate randomly from the target movement-specific initial state at time t = 0, prior to movement preparation. The squared Euclidean deviation from target (averaged over trials and movements) is decomposed into contributions from the twenty subspaces, and shown using a consistent color code.
to pass through another brain area, fast modulation of 316 excitability in that relay area would provide a rapid 317 and flexible switch. We therefore propose the circuit 318 model shown in Figure 3A , where the motor thala- 
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-that is, δx(t) 0. We found we could readily Figure 5A ). We provided strong 418 excitatory input to a random subset (60%) of inhibitory 419 neurons, for a duration of 400 ms starting 400 ms after 420 preparation onset. We found that "photoinhibition" has 421 mixed effects on the targeted neurons: some are caused 422 to fire at higher rates, but many are paradoxically sup-423 pressed ( Figure 5B, top) . For E cells and untargeted 424 I cells, though, the effect is uniformly suppressive, as 425 shown in Figure 5B (middle and bottom).
426
The perturbation transiently resets the prospective mo-427 tor error to pre-preparation level, thus nullifying the 428 benefits of the first 400 ms of preparation ( Figure 5C ).
429
Following the end of the perturbation, the prospective Figure 5C ). This is due to the selective elimination of Figure 5D ). Remarkably, however, activ-466 ity recovers promptly along the CD, but not along the 467 other two modes -as in Li et al. (2016) To flesh out the specific predictions of our optimal con-499 trol hypothesis for variability, we introduced stochastic-500 ity in the input to every neuron, in the form of inde-501 pendent Gaussian noise processes (Section S5.6). These 502 noisy inputs propagate through the recurrent dynam-503 ics, and cause variability in the firing rate of each neu-504 ron across time and trials . 505 We found that firing rate variability drops at prepara-506 tion onset ( Figure 6A , lightest purple), consistent with 507 the drop in Fano factor previously reported in monkey 508 M1/PMd (Churchland et al., 2006b (Churchland et al., , 2010b -and re-509 produced here in our own analysis of the monkey data 510 ( Figure 6B ). Although variability suppression in the 511 model was relatively mild on average, we found that 512 the effect grew as we added "phantom muscles" to the 513 model. Specifically, we noted that the solution to the 514 optimal preparation problem (Equation 6) does not de-515 pend on the details of the desired "muscle" (i.e. torques) 516 activities, but only on the way they are read out from 517 the cortical population (the readout matrix C in Equa-518 tion 1). We thus artificially increased the dimension-519 ality of the network readout, and observed increasingly 520 strong variability suppression ( Figure 6A , shades of pur-521 ple). grows with the number of muscles ( Figure 6A , darker 546 purples).
547
Importantly, because prospective errors decay faster 548 along motor-potent preparatory directions (Figure 4 ), 549 the model should exhibit selective quenching of trial-550 by-trial variability in these directions. To verify this, we 551 decomposed firing rate variability in the model into con-552 tributions from potent and non-potent state space di-553 rections, using the same orthogonal basis as used previ-554 ously in Figure 4 . We confirmed that during the prepa-555 ration epoch, variability is more strongly quenched in 556 potent directions than in null directions ( Figure 6C ).
557
We then sought to test this model prediction by ana-558 lyzing the structure of variability in the monkey data.
559
We reasoned that, although it is difficult to determine 560 the motor potency of a given state space direction in Selective quenching of across-trial spike count variability in model and monkey. (A) Acrosstrial firing rate variance in the model, averaged across cells and reach conditions. Different lines denote different numbers of "muscles" involved in the movement (see text). (B) Fano factor averaged over all neurons and reach conditions in the monkey data (shaded area: ± s.e.m.). (C) Firing rate variance decomposed in the twenty 10-dimensional subspaces of Figure 4 (same color code), in our base model with two "muscles" (m = 2). Traces are normalized to the variance obtained at preparation onset (t = 0). (D) Spike count co-variability in the monkey data, projected onto the coding subspace (CS, black), the early-change subspace (ECS, blue), and the latechange subspace (LCS, green). Values are normalized by the average projected variance in the 100 ms window preceding preparation onset (t = 0). See text for details. Shaded areas denote ± s.e.m. (boostrap). In (B) and (D), 123 neurons (single and multi-units) were analyzed across 8 straight reaches. Spikes were aligned onto target onset, and only trials with a delay period longer than 400 ms were analyzed (an average of ≈ 26 per condition).
ences between the eight reach-specific preparatory end- Having identified putative potent and null directions 587 using trial-averaged responses only, we next partioned 588 across-trial variability in these different subspaces.
589
Specifically, for each time t, neuron i, reach condition 590 m and trial k, we counted the number of spikes c imk (t) 591 that fell in a 150 ms-long window centered on t. We 592 then constructed normalized residuals, 593c
where µ im is the average of c imk across trials (note that 594 in particular, the mean ofc imk over trials is zero). This 595 construction recovers the standard Fano factor as the 596 across-trial mean ofc 2 imk , but also lets us generalize the 597 Fano factor to measure spike count co-variability more 598 specifically along any state space direction d, as Figure 2B . The monkey performed similar, though not identical, straight reaches (Figure S5) . (B) Fraction of variance explained during movement preparation (left) and execution (right) by principal components calculated from preparatory (green) and movement-related (magenta) trial-averaged activity (Section S5.4). Only the first 10 components are shown for each. Variance is across reach conditions and time in 300 ms prep. and move. windows indicated by green and magenta bars in (A). (C) Alignment index (calculated as in Elsayed et al., 2016) for the monkey data (square), our optimal circuit model of Figure 3 (circle, overlapping with the square) and the naive control strategy based on static control inputs (triangle). Control values refer to the average alignment index between random subspaces drawn as in Elsayed et al., 2016 (see text and Section S5.4).
ance during preparation (by construction; Figure 7B , to activate those neurons that are responsible for the 750 next loop in the sequence (Logiaco et al., 2019) . In-751 terestingly, their cortical network must still be properly 752 initialized prior to each movement chunk, as it must in 753 our model. For this, they proposed a generic prepara-754 tory loop similar to the one we have studied here. How-755 ever, theirs does not take into account the degenera-756 cies in preparatory states induced by prospective mo-757 tor costs, which ours exploits. In sum, our two models 758 address complementary facets of motor control (prepa-759 ration and sequenching), and could be combined into a 760 single model.
761
Sloppy preparation for accurate movements 762 Two elements might mitigate the need for exquisite con-763 trol of cortical preparatory states. First, ongoing move-764 ments can be corrected rapidly based on sensory feed-765 back, presumably enabling compensation for a "bad 766 start" (Scott et al., 2015) . Second, as we found, the 767 mapping from initial condition to movement may be 768 many-to-one, and optimal control dictates that only 769 those components of the initial condition that matter for 770 the subsequent movement ought to be controlled during Hennig et al., 2018) . In motor con-801 trol, movement trajectories are highly degenerate w.r.t. 802 the goal; e.g. there are very many ways to reach for a cup 803 of coffee. Todorov and Jordan viewed motor variability 804 through the lens of stochastic optimal control, arguing 805 that only those motor fluctuations that interfere with 806 task goals should be corrected, while other aspects of 807 the movement can vary freely. Here, we have shown 808 that principles of optimal control can also explain the 809 structure of neural variability in M1/PMd during prepa-810 ration, due to an analogous degeneracy in preparatory activity. In particular, optimal elimination of prospective motor errors during preparation predicts suppression of trial-by-trial variability, which occurs in monkey
