Optimal control of ordinary differential equations by Bonnans, Frédéric,
Optimal control of ordinary differential equations
Fre´de´ric Bonnans
To cite this version:
Fre´de´ric Bonnans. Optimal control of ordinary differential equations. 3rd cycle. Castro Urdiales
(Espagne), 2006, pp.81. <cel-00392170>
HAL Id: cel-00392170
https://cel.archives-ouvertes.fr/cel-00392170
Submitted on 5 Jun 2009
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Optimal control of ordinary differential equations1
J. Fre´de´ric Bonnans2
August 11, 2006
1Lecture notes, CIMPA School on Optimization and Control, Castro Urdiales, August 28 -
September 8, 2006.
2INRIA-Futurs and Centre de Mathe´matiques Applique´es (CMAP), Ecole Polytechnique,
91128 PALAISEAU Cedex, France. Email: Frederic.Bonnans@inria.fr.
Contents
1 Linear quadratic control and control constrained problems 3
1.1 Unconstrained problems . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.1 Critical points of quadratic functionals . . . . . . . . . . . . . . . 3
1.1.2 Shooting function and Hamiltonian flow . . . . . . . . . . . . . . 5
1.1.3 Riccati equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.1.4 Expression of the critical value . . . . . . . . . . . . . . . . . . . . 8
1.1.5 Legendre forms and minima of quadratic functions . . . . . . . . 8
1.1.6 Spectral analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2 Polyhedric constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2.2 second-order necessary optimality conditions . . . . . . . . . . . . 11
1.2.3 Polyhedric sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.2.4 Stability of solutions . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2.5 Sensitivity analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.2.6 Bound constraints in spaces of summable square . . . . . . . . . . 16
1.3 Convex constraints on control variables . . . . . . . . . . . . . . . . . . . 17
1.3.1 Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.3.2 First-order necessary optimality conditions . . . . . . . . . . . . . 17
1.3.3 Second-order necessary optimality conditions . . . . . . . . . . . . 20
1.4 Notes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2 Nonlinear optimal control, 25
2.1 Unconstrained nonlinear optimal control . . . . . . . . . . . . . . . . . . 25
2.1.1 Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.1.2 First-order optimality conditions . . . . . . . . . . . . . . . . . . 26
2.1.3 Pontryaguin’s principle . . . . . . . . . . . . . . . . . . . . . . . . 27
2.1.4 Legendre-Clebsch conditions . . . . . . . . . . . . . . . . . . . . . 29
2.1.5 Abstract second-order necessary optimality conditions . . . . . . . 30
2.1.6 Specific second-order necessary optimality condition . . . . . . . . 31
2.1.7 Second-order sufficient optimality conditions . . . . . . . . . . . . 32
2.2 Control constrained problems . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2.1 Bound constraints: necessary conditions . . . . . . . . . . . . . . 34
2.2.2 General sufficient second-order conditions . . . . . . . . . . . . . . 35
2.3 Notes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
i
sii
Foreword
These notes give an introduction to the theory of optimal control of ordinary differen-
tial equations, and to some related algorithmic questions. We put the emphasis on the
question of well-posedness (or not) of a local minimum.
For a system of nonlinear equations the main tool for checking well-posedness of a local
solution is the implicit function theorem. We are sometimes able to reduce optimality
conditions to this setting. However, there are situations when we cannot, and then
several concepts of well-posedness may be used, based on the stability or uniqueness of
local minimizers, solutions of optimality conditions, at different rates (strong regularity,
strong stability, Ho¨lder stability, etc.) In addition a number of functional analysis tools
are needed: characterization of dual spaces, separation theorems, convex analysis.
The point of view taken in these notes is, starting from “concrete situations” (i.e.
optimal control problems), to introduce gradually the needed theoretical concepts that
are needed for either a numerical resolution or a sensitivity analysis of the problem.
So in some sense we take the point of view of a (mathematical) engineer, but without
being afraid of using abstract tools if necessary. Two chapters have been written at the
occasion of the course, and the notes include also the papers [6] and [9], coauthored with
A. Hermant and J. Laurent-Varin, respectively. Let me mention also the related papers
[3, 8, 7].
These notes are in some sense a continuation of the book [10] written with A. Shapiro,
devoted to the sensitivity analysis for general optimization problems. Many papers have
since clarified the link between optimization theory and optimal control problems. A
classical and still useful reference is Ioffe and Tihomirov [17]. A more recent book on
optimal control is Milyutin and Osmolovskii [21].
I thank Eduardo Casas and Michel The´ra for giving me the opportunity of presenting
this material, and wish that these notes will motivate students for entering in this field
and obtaining new results. All remarks are welcome.
iii
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Chapter 1
Linear quadratic control and control
constrained problems
Linear quadratic optimal control problems occur in several situations:
(i) linearization of the dynamics around a stationary point (where the derivative is zero)
and stabilization around that point
(ii) study of the optimality conditions of a critical point of an optimal control problem
(iii) sensitivity analysis of a local solution of an optimal control problem.
The first section of this chapter we try first present the theory of critical points,
including the shooting formulation and the Riccati equation. Then we relate the notion
of Legendre form to the case when we have to solve a minimization problem.
In the second section we present a no-gap theory of second-order optimality conditions
as well as a sensitivity analysis, in an abstract framework: nonlinear cost function and
polyhedric constraints. We show how this applies to linear quadratic optimal control
problems with bound constraints.
In the third section we study the case of nonlinear local constraint on the control, of
the form
U = {u ∈ Rm; gi(u) ≤ 0, i = 1, . . . , r}, (1.0.1)
and functions gi are convex continuous. Then the curvature of these functions has to be
taken into account.
Notations We denote the Euclidean norm of x ∈ Rn by |x|. The transposition of a
matrix A is A>.
1.1 Unconstrained problems
1.1.1 Critical points of quadratic functionals
Consider the following dynamical system
y˙t = Atyt +Btut, t ∈ [s, T ]; ys = x, (1.1.2)
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where s ≤ T , and matrices At et Bt, measurable functions of time, are of size n× n and
n×m respectively, and essentially bounded. Denote the control and state spaces by
U := L2(0, T,Rm); Y := H1(0, T,Rn).
We know that with each u ∈ U is associated a unique solution in Y of (1.1.2), called the
state and denoted y(u). Define the criterion
F (u, y) := 1
2
∫ T
s
[yt · Ctyt + 2ut ·Dtyt + ut ·Rtut] dt+ 12yT ·MyT . (1.1.3)
The matrices Ct, Dt and Rt are measurable, essentially bounded functions of time of
appropriate dimension. The function F is therefore well-defined U × Y → R. Denote
f(u) := F (u, y(u)).
Being quadratic and continuous, f has a gradient and the latter is an affine function of
u. We say that u is a critical point of f if Df(u) = 0.
In order to compute the gradient, let us introduce the adjoint state (or costate) equa-
tion
−p˙t = A>t pt + Ctyt +D>t ut, t ∈ [s, T ]; pT = MyT . (1.1.4)
The costate p ∈ Y associated with the control u ∈ U is defined as the unique solution of
(1.1.4), where y = y(u).
Remark 1.1 A general method for finding the costate equation is as follows: let
L(u, y, p) := F (u, y) +
∫ T
s
p(t) · (Atyt +Btut − y˙t)dt
denote the Lagrangian associated with the cost function F and state equation (1.1.2).
Then the costate equation is obtained by setting to zero the derivative of the Lagrangian
with respect to the state.
Proposition 1.2 The quadratic mapping u→ f(u) is of class C∞ from U to R, and its
gradient satisfies
Df(u)t = B
>
t pt +Rtut +Dtyt, t ∈ [0, T ]. (1.1.5)
where y and p are the state and costate associated with u.
The stationary points of f are therefore characterized by the (algebraic-differential)
two-point boundary value problem (TPBVP)
y˙t = Atyt +Btut, t ∈ [s, T ]; y0 = x, (1.1.6)
−p˙t = A>t pt + Ctyt +D>t ut, t ∈ [s, T ]; pT = MyT , (1.1.7)
0 = B>t pt +Rtut +Dtyt. (1.1.8)
In the sequel we will often assume Rt uniformly invertible:
∃ α > 0; |Rtv| ≥ α|v|, for all v ∈ Rm, t ∈ (0, T ). (1.1.9)
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Eliminating then the control variable from relation (1.1.8) we obtain then that the triple
(u, y, p) is solution of (1.1.6)-(1.1.8) iff (y, p) is solution of the differential two-point bound-
ary value problem
y˙t = (At −BtR−1t Dt)yt − BtR−1t B>t pt, t ∈ [s, T ]; (1.1.10)
−p˙t = (Ct −D>t R−1t Dt)yt + (A>t −D>t R−1t B>t )pt, t ∈ [s, T ]; (1.1.11)
ys = x, pT = MyT . (1.1.12)
Equations (1.1.10)-(1.1.12) may be rewritten as
Ψ(y, p) = 0
(by putting all expressions on the right-hand-side), the mapping Ψ(y, p) being linear and
continuous
Y × Y → L2(0, T,Rn)× L2(0, T,Rn)× R2n.
The only nonhomogeneous term is due to the given initial point x. Therefore the set of
stationary points is a closed affine space, and there exists at most a stationary point iff
the above system, when x = 0, has the only solution y = 0 and p = 0.
1.1.2 Shooting function and Hamiltonian flow
Let us introduce the shooting function
Ss,T : R
n → Rn; q 7→ pT −MyT ,
where (y, p) ∈ Y × Y is solution of (1.1.10)-(1.1.11), with initial condition (x, q) at time
s. We can easily see that
Lemma 1.3 Assume that (1.1.9) holds. Then the control function u is a stationary point
of f iff the associated costate p is such that ps is a zero of S.
The problem of finding the critical points of f reduces therefore to the one of solving
a linear equation in Rn.
Denote by Φs,t the “flow” associated with (1.1.10)-(1.1.11). In other words, Φs,t
associates with (x, q) the value (yt, pt) obtained by integrating (1.1.10)-(1.1.11) over [s, t].
Denote by Φys,t and Φ
p
s,t the n first and last components of Φs,t. We have
d
dt
Φs,t =
(
At − BtR−1t Dt −BtR−1t B>t
−Ct +D>t R−1t Dt −A>t +D>t R−1t B>t
)
Φs,t (1.1.13)
The Hamiltonian function: Rm×Rn×Rn → R, asociated with the original system, is
H(u, y, p, t) := 1
2
(y · Cty + 2u ·Dty + u ·Rtu) + p · (Aty +Btu). (1.1.14)
By substituting u = −R−1t (B>t p+Dty), we obtain the reduced Hamitonian
H(y, p, t) := 1
2
y · Cty + p · Aty − 12(B>t p+Dty)R−1t (B>t p+Dty). (1.1.15)
5
The matrix in (1.1.13) denoted by MHt , is called the Hamiltonian matrix associated with
the critical point problem. It satisfies the relation
MHt =
(
∂2H(y,p,t)
∂p∂y
∂2H(y,p,t)
∂y∂y
∂2H(y,p,t)
∂p∂p
∂2H(y,p,t)
∂y∂p
)
(1.1.16)
We may write the shooting equation under the form
Φps,T (x, p0) = MΦ
y
s,T (x, p0). (1.1.17)
Since Φs,t is linear, this can be rewritten as
Φps,T (0, p0)−MΦys,T (0, p0) = −Φps,T (x, 0) +MΦys,T (x, 0). (1.1.18)
Lemma 1.4 Assume that (1.1.9) holds. Then when s is close to T , Ss,T is invertible,
i.e., there exists a unique stationary point of f .
Proof. It is easy to check that Ss,T is a continuous function of s, and Ss,T (q) → q−Mx
when s ↑ T . Therefore Ss,T is invertible for s close to T . The conclusion follows. 
Definition 1.5 We say that s < T is a conjugate point of T if Ss,T is not invertible.
Denote by T the set of times s < T which are not conjugate, i.e., for which Ss,T is
invertible.
Obviously T is an open set. If all matrices are (real) analytic functions of time
(i.e., locally expandable in power series), then the shooting function is also an analytic
function, and has for each s, at most finitely many zeroes. To see this, observe that the
determinant of the Jacobian of the shooting function is a nonzero analytic function of
time, so that it may have only a finite number of zeroes over a bounded interval of R.
Now T is the set of times for which this determinant does not vanish.
We say that (y, p) is a singular solution of the two-point boundary value problem
(1.1.10)-(1.1.12) if it is a nonzero solution of (1.1.10)-(1.1.12) with x = 0. We can
express the fact that a time is a conjugate point using singular solutions.
Lemma 1.6 A time τ is a conjugate point of T iff there exists a singular solution of
(1.1.10)-(1.1.12).
Proof. We have that τ is a conjugate point iff the shooting equation has a nonzero
solution q with zero initial condition x. Integrating (1.1.10)-(1.1.12) with initial condition
(0, q), we derive the conclusion. 
1.1.3 Riccati equation
Let s ∈ T . Since Ss,T is affine, with right hand side linear function of x, ps is a linear
mapping of x. So we may write
ps = Psx,
where Ps is a square matrix of size n. For all σ ∈ T ∩]s, T [, (y, p) solution of (1.1.10)-
(1.1.12), restricted to [σ, T ], is a stationary point with initial condition yσ, and so
p(t) = Pσy(t).
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By standard results on ordinary differential equations, St and hence, Pt are differentiable
functions of t. Substituting Py to p in (1.1.11), and factorizing by yt, we get
0 = Pty˙t +
[
P˙t + (Ct −D>t R−1t Dt) + (A>t −D>t R−1t B>t )Pt
]
yt, t ∈ T . (1.1.19)
Using the expression of y˙t in (1.1.10) with pt = Ptyt, we obtain
0 =
[
P˙t + PtAt + A
>
t Pt + Ct − (PtBt +D>t )R−1t (B>t Pt +Dt)
]
yt, t ∈ T . (1.1.20)
Since this must be satisfied for all possible values of yt (take s = t and then yt = x is
arbitrary) we obtain that P is solution of the Riccati equation
0 = P˙t + PtAt + A
>
t Pt + Ct − (PtBt +D>t )R−1t (B>t Pt +Dt) t ∈ T . (1.1.21)
Denote by τ0 the largest conjugate point (i.e., the first starting backwards from T ). If no
conjugate point exist, we set τ0 = −∞.
Lemma 1.7 The Riccati operator Pt (defined on T ) is symmetric.
Proof. (i) We have that Pt is symmetric on (τ0, T ], since the final condition is symmet-
ric, and the derivative is symmetric on the subspace of symmetric matrices1.
(ii) We approximate the data by convolution with a smooth kernel (so as to obtain C∞
data), and then by polynomials. In that case Φs,T is an analytic function of time, and
hence the solution p0 of (1.1.18)) too. Since each column of Ps is the solution of (1.1.18))
when w is one basis vector, we obtain that Ps is also an analytic function of time. Being
symmetric for values close to T , it must be symmetric everywhere. 
Lemma 1.8 Assume that τ0 is finite. Then the Riccati equation (1.1.21), with final
condition PT = M , has a unique solution over (τ0, T ], that if τ0 is finite, satisfies
limt↓τ0 ‖Pt‖ = +∞.
Proof. It is a standard result of the theory of ODEs that, since (1.1.21) is a differential
equation with locally Lipschitz dynamics, it has a unique solution over a segment of the
form (τ1, T ], and if τ1 is finite, limt↓τ0 ‖Pt‖ = +∞.
Since (1.1.21) has a solution over T , we obtain that τ1 ≤ τ0. If τ0 = −∞ the
conclusion follows. Otherwise assume that lim supt↓τ0 ‖Pt‖ < +∞. Then (1.1.21) would
have a solution over [τ1, T ]. But then pt = Ptyt is solution of the two point boundary value
problem over [τ1, T ], for any initial condition x. This contradicts the non invertibility of
the shooting mapping. 
Remark 1.9 Let τ be a (necessarily isolated) conjugate point. Then
lim
s→τ±
‖Ps‖ = +∞
otherwise Pτ would be well-defined, and p = Pτx would provide a solution of the shooting
equations, for arbitrary x, in contradiction with the definition of a conjugate point.
1So that the Riccati equation may be viewed as an equation over the subspace of symmetric matrices.
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1.1.4 Expression of the critical value
With every critical point u at time s is associated he critical value f(u). The latter has,
when s ∈ T , a simple expression involving Ps. Since
yT ·MyT = yT · pT = x · ps +
∫ T
s
(y˙t · pt + yt · p˙t) dt (1.1.22)
we obtain, combining with (1.1.2) et (1.1.4), that
yT ·MyT = x · ps +
∫ T
s
(
pt ·Btut − yt · Ctyt − yt ·D>t ut
)
dt (1.1.23)
Using (1.1.23) and (1.1.8) for evaluating the critical value as a function of x, denoted
F (x), we obtain
f(x) = x · ps. (1.1.24)
In particular, if s ∈ T , then
f(x) = x · Psx. (1.1.25)
Consequently, the nonnegativity f is equivalent to the positive semidefiniteness of Ps.
1.1.5 Legendre forms and minima of quadratic functions
We consider in this section the problem of minimizing the quadratic cost f . A local
minimum u¯ satisfies the second-order necessary condition2
Df(u¯) = 0 and D2f(u¯)  0. (1.1.26)
Since D2f(·) is constant, this means that u¯ is a stationary point of f and that f is convex.
In that case we know that critical points coincide with global minima.
The next step is to study the well-posedness of local minima. The latter may be
defined as the invertibility of D2f(u¯), so the the implicit function theorem applies to a
smooth perturbation of the critical point equation Df(u¯) = 0. The following is proved
in [10, Lemma 4.124].
Lemma 1.10 Assume that D2f(u¯) ≥ 0. Then D2f(u¯) is invertible iff it is uniformly
positive, in the following sense: there exists α > 0 such that
D2f(u¯)(h, h) ≥ α‖h‖2. (1.1.27)
Since f is quadratic, its Hessian is uniformly positive iff f satisfies the following
quadratic growth condition
Definition 1.11 Let u be a stationary point of f . We say that the quadratic growth
property is satisfied if there exists α > 0 such that f(u) ≥ f(u¯) + α‖u− u¯‖2U , for all u in
some neighborhood of u¯.
Let us now relate these notions to the one of Legendre forms [10, Sections 3.3.2 et
3.4.3].
2If Q is a quadratic form, Q  0 means that Q is nonnegative, i.e., Q(x) ≥ 0 for all x.
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Definition 1.12 Let X be a Hilbert space. We say that Q : X → R is a Legendre form
if it is a weakly lower semi continuous (w.l.s.c.) quadratic form over X, such that, if
yk → y weakly in X and Q(yk) → Q(y), then yk → y strongly.
Set wk := yk − y. Using
Q(yk) = Q(y) +DQ(y)wk +Q(wk),
and since DQ(y)wk → 0 as wk → 0 weakly, we have that Q is a Legendre form iff for any
sequence wk weakly converging to 0, Q(wk) → 0 iff wk → 0 strongly.
The following examples apply easily to the quadratic costs for optimal control prob-
lems:
Example 1.13 Let Q be a quadratic form over a Hilbert space X.
(i) Let Q(y) = ‖y‖2 be the square of the norm. Then obviously Q(wk) → 0 iff wk → 0
strongly. Therefore Q is a Legendre form.
(ii) Assume that Q is nonnegative, and y 7→ √Q(y) is a norm equivalent to the one of
X. Then (the weak topology being invariant by under a new equivalent norm) Q is a
Legendre form.
(iii) Assume that Q(y) = Q1(y) +Q2(y), where Q1 is a Legendre form, and Q2 is weakly
continuous. Then Q is a Legendre form.
The notions of quadratic growth and Legendre form are related in the following way:
Lemma 1.14 Let Q : X → R be a Legendre form, and C a closed convex cone of X.
Then the two statements below are equivalent:
Q(h) > 0, for all h ∈ C \ {0} (1.1.28)
∃ α > 0; Q(h) ≥ α‖h‖2, for all h ∈ C. (1.1.29)
Lemma 1.15 The functional f is w.l.s.c. over U iff Rt  0 a.e., and D2f is a Legendre
form iff there exists α > 0 such that Rt  αId a.e.
Proof. (i) We can decompose f as f = f1 + f2, where f1 is the part that does not
depend on the state (obtained by setting Ct and Dt to 0) and f2 = f − f1. It is easily
checked that f2 is weakly continuous. Therefore f is w.l.s.c. iff f1 is w.l.s.c.
(ii) If Rt  0 a.e., then f1 being convex and continuous, is w.l.s.c.; If not, it is easily
shown that there exists β > 0 and a measurable set I ⊂ (s, T ) such that
h ·Rth ≤ −β‖h‖2, for all h ∈ Rm, a.e. t ∈ I. (1.1.30)
Let UI be the subset of U of functions that are zero a.e. outside I. Since UI is infinite
dimensional, there is an orthonormal sequence uk in UI . We have that uk → 0 weakly in
U , whereas
lim sup
k
f(uk) = lim sup
k
f1(u
k) ≤ −β < 0 = f(0). (1.1.31)
Therefore f is w.l.s.c. iff Rt  0 a.e.
(iii) If Rt  αId a.e., then
√
f1 defines a norm equivalent to the one of U , and since f2 is
weakly continous, D2f is a Legendre form (see case (iii) example 1.13).
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Otherwise there exists an orthonormal sequence uk such that a := lim sup f1(u
k) ≤ 0.
Since uk → 0 weakly, either a < 0 contradicting the weak l.s.c. of f1, or a = 0 so that
f1(u
k) → f1(0), but uk does not strongly converge to 0, contradicting the definition of
the Legendre form. 
1.1.6 Spectral analysis
In this section, for simplicity, we assume that all matrices in the definition of the quadratic
problem are constant over time, and that R is positive definite. We can make a change
of variable on Rm,
v = Lu
such that L>L = R, and then
|v|2 = u ·Ru.
The corresponding change of variables on U has the effect of reducing R to identity. So
in the sequel we assume that R is the identity matrix. Also for simplicity we assume that
D = 0. So we may write f = f1 + f2, with
f1(u) =
1
2
∫ T
s
|ut|2dt = ‖u‖2 (1.1.32)
and
f2(u) =
1
2
∫ T
s
yt · Ctytdt + 12yT ·MyT (1.1.33)
Let Hs denote the Hessian of f2, and Qs denote the associated quadratic form.
If X, Y are Banach spaces, an operator A ∈ L(X, Y ) is said to be compact if the
image of BX (unit ball) by A has a compact closure. The following lemma is classical
(see e.g. Dunford and Schwartz [13]).
Lemma 1.16 The operator Hs is selfadjoint and compact. Consequently, there is an
orthonormal basis of Us composed of eigenvectors of Hs.
Proof. The first statement is a consequence of the compactness of the mapping Us →
Ys, v 7→ z, where z is the unique solution of the linearized equation
z˙ = Az +Bv; z(s) = 0. (1.1.34)
The second statement comes from the well-known theory of compact operators; see e.g.,
Balakrishnan [2, Section 3.3] 
Lemma 1.17 We have that
lim sup
s↑T
Hs(v, v)
‖v‖Us
= 0 (1.1.35)
Proof. The conclusion follows easily from the inequalities below, that are consequence
of Gronwall’s lemma and the Cauchy-Schwarz inequality:
‖z‖∞ ≤ C
∫ T
s
|v(t)|dt ≤ √T − s ‖v‖Us (1.1.36)
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For s close to T , the above lemma implies that the Hessian of f , i.e., Id + Hs, is
uniformly positive, and hence f is strongly convex, and has a unique critical point that
is a minimum point. Therefore the first conjugate point τ0 is the first for which Hs has
an eigenvalue equal to -1.
1.2 Polyhedric constraints
1.2.1 Overview
Here we study problems of the form
Min f(x); x ∈ K, (P )
with K closed convex subset of the Hilbert space X, and f : X → R of class C2. The
essential hypothesis is that the set K is polyhedric (definition 1.22). It allows a rather
complete theory of second-order optimality conditions and sensitivity.
Although the cost function is not necessarily quadratic, the application we have in
view is linear quadratic optimal control problems with bound constraints on the control
variable. Dealing with nonquadratic cost functions has its own interest since it suggests
how to deal with nonquadratic optimal control problems (where as we will see two norms
are to be used for the control space).
1.2.2 second-order necessary optimality conditions
In the statements below, X is a Hilbert space and f is of class C2, X → R.
Define the (abstract) critical cone as
C(x) := {h ∈ TK(x); Df(x)h ≤ 0}.
A second-order necessary optimality condition is as follows.
Proposition 1.18 Let x¯, local solution of (P ). Then x¯ satisfies the first-order necessary
optimality condition
Df(x¯)h = 0, for all h ∈ C(x¯). (1.2.37)
In addition,
D2f(x¯)(h, h) ≥ 0, for all h ∈ RK(x¯) ∩Df(x¯)⊥. (1.2.38)
Proof. Relation follows from the well-known first-order optimality condition
Df(x¯)(x− x¯) ≥ 0, for all x ∈ K (1.2.39)
and the definition of the critical cone. If in addition h ∈ RK(x¯)∩Df(x¯)⊥, then x¯+th ∈ K
for t > 0 small enough, and hence
0 ≤ lim
t↓0
f(x¯+ th)− f(x¯)
1
2
t2
= D2f(x¯)(h, h).
Since h→ D2f(x¯)(h, h) is continuous, this implies (1.2.38). 
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Remark 1.19 The conclusion holds even if K is nonconvex.
We now introduce a second-order sufficient optimality condition.
Proposition 1.20 Let x¯ ∈ K, satisfying the second-order necessary optimality condition
(1.2.37). Assume that D2f(x¯) is a Legendre form, and that
D2f(x¯)(h, h) > 0, for all h ∈ C(x¯), h 6= 0. (1.2.40)
Then x¯ is a local solution of (P ), that satisfies the quadratic growth condition.
Proof. If the conclusion is not satisfied, then there exists a sequence xk → x, xk 6= x
for all k, such that
f(xk) ≤ f(x¯) + o(‖xk − x¯‖2). (1.2.41)
Denote tk := ‖xk − x¯‖ and hk := t−1k (xk − x¯). Then xk = x¯ + tkhk, and hence,
f(xk) = f(x¯) + tkDf(x¯)h
k + 1
2
t2kD
2f(x¯)(hk, hk) + o(t2k). (1.2.42)
Combining with (1.2.41), get
Df(x¯)hk + 1
2
tkD
2f(x¯)(hk, hk) ≤ o(tk). (1.2.43)
Extracting if necessary a subsequence, we may assume that hk weakly converges to some
h¯, and so Df(x¯)hk converges to Df(x¯)h¯, so that with (1.2.43), Df(x¯)h¯ ≤ 0. On the other
hand, h¯ ∈ TK(x¯) (since a closed convex set is weakly closed), and hence, h¯ is a critical
direction.
By the first-order optimality condition Df(x¯)hk ≥ 0, so that with (1.2.43),
D2f(x¯)(hk, hk) ≤ o(1),
and passing to the limit, D2f(x¯)(h¯, h¯) ≤ 0. Condition (1.2.40) implies
D2f(x¯)(h¯, h¯) = 0, (1.2.44)
and so D2f(x¯)(h¯, h¯) = limkD
2f(x¯)(hk, hk). Since D2f(x¯) is a Legendre form, this im-
plies the strong convergence of hk towards h¯, and so ‖h¯‖ = 1. Then (1.2.44) gives a
contradiction with (1.2.40).

1.2.3 Polyhedric sets
It seems that there is an important gap between the previous necessary or sufficient
second-order conditions, since they involve directions in the sets RK(x¯) ∩Df(x¯)⊥ and
C(x¯), respectively. These two sets may be quite far one from each other, as shows the
next example.
Example 1.21 Take X = R2, K the unit closed ball, and f(x) = x2. At the minimum
point x¯ = (0,−1)>, we have
C(x¯) = R× {0}; RK(x¯) ∩Df(x¯)⊥ = {(0, 0)}. (1.2.45)
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That said, these two sets coincide in some important cases. Note that the first-order
optimality condition may be written as
−Df(x¯) ∈ NK(x¯).
Definition 1.22 Let x ∈ K and q ∈ NK(x). We say that K is polyhedric at x w.r.t.
the normal direction q, if
TK(x) ∩ q⊥ = RK(x) ∩ q⊥. (1.2.46)
If that property holds for all x ∈ K and q ∈ NK(x), we say that K is polyhedric.
We will check that this applies to the case of bound constraints on the control. See
section 1.2.6.
Proposition 1.23 Assume that K is polyhedric, and that x¯ ∈ K is such that D2f(x¯)
is a Legendre form, then x¯ is a local minimum of (P ) satisfying the quadratic growth
condition iff it satisfies (1.2.37) and (1.2.40).
Proof. By proposition 1.20, (1.2.37)-(1.2.40) implies local optimality with quadratic
growth. Con,versely, assume that the quadratic growth condition holds. Then x¯ satisfies
the first-order condition (1.2.37), and is for α > 0 small enough a local minimum of the
problem
Min f(x)− 1
2
α‖x− x¯‖2; x ∈ K.
Proposition 1.18 implies therefore the relation
D2f(x¯)(h, h)− α‖h‖2 ≥ 0, for all h ∈ RK(x¯) ∩Df(x¯)⊥,
implying itself (1.2.40). 
1.2.4 Stability of solutions
Consider now a family of optimization problems of the form
Min f(x, u); x ∈ K, (Pu)
with X a Hilbert space and U a Banach space, K a nonempty, closed and convex subset
of X, and f : X × U → R of class C2. We assume that D2xxf(x¯, u¯) is a Legendre form,
and x¯ local solution of (Pu¯) satisfying the second-order sufficient condition
Dxf(x¯, u¯)h = 0 and D
2
xxf(x¯, u¯)(h, h) > 0, for all h ∈ C(x¯, u¯), h 6= 0, (1.2.47)
where C(x¯, u¯) denotes the critical cone
C(x¯, u¯) := {h ∈ TK(x¯); Dxf(x¯, u¯)h ≤ 0}. (1.2.48)
By proposition 1.20 the quadratic growth condition is satisfied. More precisely, define
the local problem (around x¯)
Min f(x, u); x ∈ K, ‖x− x¯‖ ≤ θ (Pu,θ)
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with θ > 0. Then for θ > 0 small enough (we assume that this holds in the sequel), x¯ is
unique solution of (Pu¯,θ), and there exists α > 0 such that
f(x, u¯) ≥ f(x¯, u¯) + α‖x− x¯‖2, for all x ∈ K, ‖x− x¯‖ ≤ θ. (1.2.49)
Let us show the stability of the local solution of (Pu) w.r.t. a perturbation.
Proposition 1.24 Assume f w.l.s.c., D2xxf(x¯, u¯) a Legendre form, the second-order con-
dition (1.2.47) satisfied, and let θ > 0 be such that (1.2.49) holds. Then , for all u ∈ U ,
the local problem (Pu,θ) has at least one solution and , if xu ∈ S(Pu,θ), we have
‖x− x¯‖ = O(‖u− u¯‖). (1.2.50)
Proof. A minimizing sequence of problem (Pu,θ) is bounded. Since X is a Hilbert space,
there exists a limit-point (for the weak topology) xu. The set K is weakly closed, and f
is w.l.s.c.; therefore xu ∈ S(Pu,θ). Combining relations
f(xu, u¯) = f(xu, u) +
∫ 1
0
Df(xu, u+ σ(u¯− u))(u¯− u)dσ
f(x¯, u¯) = f(x¯, u) +
∫ 1
0
Df(x¯, u+ σ(u¯− u))(u¯− u)dσ
with the quadratic growth condition (1.2.49), we get
α‖xu − x¯‖2 ≤ f(xu, u¯)− f(x¯, u¯)
≤ f(xu, u¯)− f(xu, u) + f(x¯, u)− f(x¯, u¯)
=
∫ 1
0
[Df(xu, u+ σ(u¯− u))−Df(x¯, u+ σ(u¯− u))] (u¯− u)dσ
= O (‖xu − x¯‖ ‖u− u¯‖) ,
implying (1.2.50). 
1.2.5 Sensitivity analysis
We have a mapping R+ → U , t→ u(t) with d ∈ U , be such that
u(t) = u¯+ td+ r(t); ‖r(t)‖ = o(t). (1.2.51)
Set v(t) := val(Pu(t),θ), where θ > 0 is such that (1.2.49) is satisfied. Define the subprob-
lem
Min
h∈C(x¯)
D2f(x¯, u¯)((h, d), (h, d)). (SP )
Theorem 1.25 Assume that K is polyhedric, that f is weakly l.s.c., that D2f(x¯) is a
Legendre form, and that the second-order condition (1.2.47) is satisfied. Then the value
function may be expanded as follows:
v(t) = v(0) +Duf(x¯, u¯)(u(t)− u¯) + 12t2 val(SP ) + o(t2). (1.2.52)
In addition, any weak limit-point h¯ of (xt − x¯)/t is a strong limit-point, and satisfies
h¯ ∈ S(SP ). If (SP ) has the unique solution h¯, then the following expansion of solutions
holds
xt = x¯ + th¯+ o(t). (1.2.53)
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Proof. a) Upper estimate. Let ε > 0. Since K is polyhedric, there exists h ∈ RK(x¯) ∩
Df(x¯)⊥ such that
D2f(x¯, u¯)((h, d), (h, d)) ≤ val(SP ) + ε.
The following holds:
f(x¯ + th, u(t)) = f(x¯, u¯) +Duf(x¯, u¯)(u(t)− u¯)
+1
2
t2D2f(x¯, u¯)((h, d), (h, d)) + o(t2).
(1.2.54)
Since x¯+ th ∈ K pour t > 0 small enough, we have
v(t) ≤ f(x¯+th, u(t)) ≤ f(x¯, u¯)+Duf(x¯, u¯)(u(t)−u¯)+ 12t2 (val(SP ) + ε)+o(t2). (1.2.55)
This being true for any ε > 0, we obtain
v(t) ≤ f(x¯, u¯) +Duf(x¯, u¯)(u(t)− u¯) + 12t2 val(SP ) + o(t2). (1.2.56)
b) Lower estimate. Let xt ∈ S(Pu(t),θ). By proposition 1.24, we know that
‖xt − x¯‖ = O(‖u(t)− u¯‖) = O(t),
and ht := (xt − x¯)/t is therefore bounded. Let h¯ be a weak limit-point. We have
f(xt, u(t)) = f(x¯+ tht, u(t))
= f(x¯, u¯) +Df(x¯, u¯)(xt − x, u(t)− u¯)
+1
2
t2D2f(x¯, u¯)((ht, d), (ht, d)) + o(t
2).
Comparing to (1.2.56), obtain after division by 1
2
t2
2t−1Dxf(x¯, u¯)ht +D
2f(x¯, u¯)((ht, d), (ht, d)) ≤ val(SP ) + o(1). (1.2.57)
This implies Dxf(x¯, u¯)ht ≤ o(t), and hence, Dxf(x¯, u¯)h¯ ≤ 0. Since ht ∈ RK(x¯), we have
h¯ ∈ TK(x¯), therefore h¯ is a critical direction. On the other hand, ht ∈ RK(x¯) combined
with the first-order necessary condition implies Dxf(x¯, u¯)ht ≥ 0. Using the weak l.s.c. of
D2f(x¯, u¯), get with (1.2.57)
D2f(x¯, u¯)((h¯, d), (h¯, d)) ≤ lim inf
t↓0
D2f(x¯, u¯)((ht, d), (ht, d)) ≤ val(SP ).
As h¯ ∈ C(x¯), this im plies h¯ ∈ S(SP ) and hence,
D2f(x¯, u¯)((ht, d), (ht, d)) → D2f(x¯, u¯)((h¯, d), (h¯, d)).
Since h¯ is a weak limit-point of ht, this implies D
2
xxf(x¯, u¯)(ht, ht) → D2xxf(x¯, u¯)(h¯, h¯).
Since D2xxf(x¯, u¯) is a Legendre form, we deduce that h¯ is a limit-point of ht for the strong
convergence. In particular, if (SP ) has a unique solution, then ht → h¯, implying (1.2.53).

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1.2.6 Bound constraints in spaces of summable square
In this section we apply the above results to the case when Ω is an open subset of Rn,
X := L2(Ω) is the Hilbert space of summable square over Ω, and K := L2(Ω)+ is the set
of nonnegative a.e. functions of X. We recall the following result, due to Lebesgue.
Theorem 1.26 (Dominated convergence) Let xn a sequence of elements of L
2(Ω).
Suppose that there exists g ∈ L2(Ω) such that |xn(ω)| ≤ g(x), a.e. and that, for almost
all ω, xn(ω) converges. Set x(ω) = limn xn(ω). Then x ∈ L2(Ω), and xn → x in L2(Ω).
Given x ∈ L2(Ω), denote
I(x) := {ω ∈ Ω; x(ω) = 0}; J(x) := {ω ∈ Ω; x(ω) > 0},
the contact set and its complement, defined up to a null measure set. The lemma below
states the essential properties for the sequel.
Lemma 1.27 (i) The cone K is a closed subset of L2(Ω).
(ii) Its dual cone is K− = L2(Ω)−, the set of functions of X that are nonpositive a.e.
(iii) Let x ∈ K. Then
TK(x) := {h ∈ X; h ≥ 0, a.e. sur I(x)}, (1.2.58)
NK(x) := {h ∈ X−; h = 0, a.e. sur J(x)}. (1.2.59)
In addition, let q ∈ NK(x). Then
TK(x) ∩ q⊥ = {h ≥ 0, a.e. sur I(x); h(ω)q(ω) = 0 a.e. }. (1.2.60)
(iv) The positive cone of L2(Ω) is polyhedric.
Proof. (i) Let xn → x¯ in L2(Ω), xn nonnegative a.e. The function
yn(ω) := min(0, xn(ω))
has value zero, and converges in L2(Ω) towards min(0, x¯) in view of the dominated con-
vergence theorem. Therefore min(0, x¯) = 0 in L2(Ω), so that x¯ ≥ 0 a.e., as was to be
shown.
(ii) If y ∈ L2(Ω)−, then clearly
∫
Ω
y(ω)x(ω)dω ≤ 0 for all x ∈ K, and hence, L2(Ω)− ⊂
K−. Conversely, if y ∈ K−, let x ∈ L2(Ω) defined by x(ω) := max(0, y(ω)) a.e.; then
x ∈ K and hence, 0 ≥ ∫
Ω
y(ω)x(ω)dω =
∫
Ω
(y(ω))2+dω. Therefore y(ω) ≤ 0 a.e., implying
(ii).
(iii) The expression of normal directions is a direct consequence of the formula of normal
cones when the set K is a cone, see e.g. [10, Example 2.62]:
NK(x) = K
− ∩ x⊥ (1.2.61)
The one of the tangent cone follows, using the relation TK(x) = NK(x)
−, and the latter
implying (1.2.60).
(iv) Let h ∈ TK(x) ∩ q⊥. Set, for ε > 0, hε := ((x + εh)+ − x)/ε. Then x + εhε =
(x + εh)+ ∈ K, and hence, h ∈ RK(x). By the dominated convergence theorem, hε → h
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in L2(Ω). Point (ii) implies that hε(ω)q(ω) is zero for almost all ω, and hence, h ∈ q⊥.
We have shown that K is polyhedric. 
For problem
Min
x∈L2(Ω)+
f(x),
with f of class C2 : L2(Ω) → R, the second-order sufficient optimality condition (1.2.40)
writes, taking into account the previous lemma, when D2f(x¯) is a Legendre form:

Df(x¯)(ω) ≥ 0, Df(x¯)(ω)x(ω) = 0, a.e.
D2f(x¯)(h, h) > 0, for all h ≥ 0 over I(x¯),
Df(x¯)(ω)h(ω) = 0 a.e.
(1.2.62)
1.3 Convex constraints on control variables
1.3.1 Framework
In this section we assume that the state equation is linear, and that the cost function is
quadratic, given by (1.1.2) and (1.1.3) respectively. The problem is
Min
u
f(u); u ∈ K. (P )
The novelty is that we have now control constraints of the form
u ∈ K,
where
K := {u ∈ U ; g(u(t)) ≤ 0, a.e. t ∈ (0, T )}. (1.3.63)
The convex function g : Rm →: Rng is assumed to be C2 : R → R. For simplicity we
assume that
g(0) = 0. (1.3.64)
1.3.2 First-order necessary optimality conditions
Let u¯ be a local solution of the problem
Min
u
f(u); u ∈ K.
Since K is convex, a first-order necessary optimality condition is
Df(u¯)(u− u¯) ≥ 0, for all u ∈ K, (1.3.65)
or equivalently
Df(u¯) +NK(u¯) 3 0. (1.3.66)
We can prove the following result of smoothness of optimal control (for which no
qualification condition is needed). We denote by y¯, p¯ the state and costate associated
with a solution or critical point u¯.
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Lemma 1.28 Assume that Rt is uniformly positive:
∃ α > 0; u ·Rtu ≥ α|u|2, for almost all t ∈ (0, T ). (1.3.67)
Then any solution of the first-order necessary optimality conditions is essentially bounded.
Proof. Let u¯ be such a solution. Combining proposition 1.2 and (1.3.65), we obtain
that the following holds:
(B>t pt +Rtu¯t +Dtyt) · (v − u¯t) ≥ 0, for all v ∈ g−1(]−∞, 0]), t ∈ [0, T ]. (1.3.68)
In view of (1.3.64), we may take v = 0, obtaining (using (1.3.67) and the fact that Bt,
Dt, p, y are essentially bounded)
α|u¯t|2 ≤ u¯t ·Rtu¯t ≤ (B>t pt +Dtyt) · u¯t ≤ c|u¯t| t ∈ [0, T ], (1.3.69)
for some constant c. Then by the Cauchy Schwarz inequality, |u¯t| ≤ c/α for a.a. t. 
Again without any qualification condition, we can show the local nature of the tangent
and normal cones to K. Denote
Kg := g
−1(R
ng
− ).
Lemma 1.29 Let u ∈ K. Then
TK(u) = {v ∈ U ; vt ∈ TKg(ut) for almost all t ∈ (0, T )}. (1.3.70)
NK(u) := {µ ∈ U ; µt ∈ NKg(ut) for almost all t ∈ (0, T )}. (1.3.71)
Proof. Denote by PK the orthogonal projection onto K (well-defined since K is a closed
convex set of the Hilbert space U). We have that v ∈ TK(u) iff, given ε > 0,
vε := ε−1(PK(u+ εv)− u)
is such that vε → v in U when ε ↓ 0. Obviously
vεt = ε
−1(PKg(ut + εvt)− ut), a.e. t ∈ (0, T ). (1.3.72)
Since PKg is non expansive, |vεt | ≤ |vt| a.e., therefore the dominated convergence theorem
implies that vε → v in U when ε ↓ 0 iff vεt → vt a.e. The latter holds iff vt ∈ TKg(ut) a.e.;
relation (1.3.70) follows, and (1.3.71) is an easy consequence of (1.3.70). 
We need however a qualification condition in order to relate the expression of the
Lagrange multipliers to g(u) and Dg(u). So let us assume that
∃ β > 0 and u0 ∈ Rm; g(u0) < −β. (1.3.73)
In that case it is well-known that for all u ∈ Rm:
TKg(u) = {v ∈ Rm; Dgi(u)v ≤ 0, for all i; gi(u) = 0} (1.3.74)
NKg(u) =
{
ng∑
i=1
λiDgi(u); λ ∈ Rm+ ; λi = 0, for all i; gi(u) < 0
}
. (1.3.75)
Denote the set of active constraints at a point u ∈ U (defined up to a null measure set)
by
It(u) := {1 ≤ i ≤ ng; gi(ut) = 0}. (1.3.76)
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Lemma 1.30 Let u ∈ U , and assume that the qualification condition (1.3.73) holds.
Then
TK(u) = {v ∈ U ; Dgi(ut)vt ≤ 0, for a.a. t ∈ (0, T ), i ∈ It(ut)}, (1.3.77)
NK(u) = { u ∈ U ; µt =
∑ng
i=1 λi,tDgi(ut); λi,t ∈ Rm+ ;
λi,t = 0, for all i; gi(ut) < 0 a.e. t ∈ (0, T )}. (1.3.78)
In addition we have that if λ satisfies (1.3.78), then∑
i
|λi,t| ≤ β−1|µt| |u0 − ut|. (1.3.79)
Proof. Relations (1.3.77) and (1.3.77) are immediate consequences of the above rela-
tions. If λ satisfies (1.3.78), then since g is convex, then a.e., for all i ∈ It(u):
−β ≥ g(u0) ≥ Dgi(ut)(u0 − ut). (1.3.80)
Multiplying by λi,t and summing over i (the contribution of non active constraints is zero)
we get
−β
∑
i
|λi,t| ≥ µt · (u0 − ut) ≥ −|µt| |u0 − ut|, (1.3.81)
from which (1.3.79) follows. 
Remark 1.31 Note that the above λ is not necessarily measurable. A measurable λ can
be constructed as follows. Given J ⊂ {1, . . . , ng}, denote the (measurable) set of times
for which the set of active constraints is J (defined up to a null measure set) by
TJ := {t ∈ (0, T ); It(ut) = J}. (1.3.82)
Next, denote by ϕJ(ηt, γt) the solution of the following problem
Min
λ∈R
ng
+
|λ|; ηt :=
∑
i∈J
λiγi; λi = 0, i 6∈ J. (1.3.83)
When t ∈ TJ , ηt = µt and γt = Dg(ut), the problem has a unique solution that (in view
of the qualification condition) depends continuously on (ηt, γt); otherwise observe that if
η = 0, the solution is λ = 0. Now the minimum-norm λ can be expressed as
λt :=
∑
J⊂{1,...,ng}
ϕJ(1t∈TJµt, Dg(ut)). (1.3.84)
Being a sum of continuous functions of measurable mappings, this is a measurable func-
tion.
Denote the set of Lagrange multipliers by
Λ(u) :=
{
λ ∈ L2(0, T ; Rng); λt ∈ NKg(ut) a.e.; Df(u)t +
ng∑
i=1
λi,tDgi(ut) = 0
}
.
(1.3.85)
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Lemma 1.32 The point u¯ satisfies the first-order necessary optimality conditions iff Λ(u)
is not empty. If in addition Rt is uniformly positive, then Λ(u) is a bounded and weakly∗
closed subset of L∞(0, T,Rm).
Proof. The expression of the set of Lagrange multipliers is a consequence of the ex-
pressions of the normal cone to K given before.
The L∞ boundedness follows from lemma 1.28 and (1.3.79). It remains to show that
Λ(u) is weakly∗ closed. Since a half-space of the form
Hψ,β := {γ ∈ L∞(0, T,Rng);
∫ T
0
γt · ψtdt ≤ β} (1.3.86)
is weakly∗ closed whenever ψ ∈ L1(0, T,Rng), it suffices to show that Λ(u) is an intersec-
tion of such spaces. Obviously Df(u) +
∑ng
i=1 λi,tDgi(ut) = 0 iff∫ T
0
[Df(u) +
ng∑
i=1
λi,tDgi(ut)ψi,t]dt = 0, for all ψ ∈ L1(0, T,Rn). (1.3.87)
That λ ≥ 0 holds iff ∫ T
0
λtψtdt ≥ 0, for all ψ ∈ L1(0, T,Rng)+. Finally the complemen-
tarity condition can be written as
∫ T
0
λtgi(ut)dt = 0. 
1.3.3 Second-order necessary optimality conditions
The essential ingredient here is to build paths that are “second order feasible”. The set
of “strongly active constraints” is defined as
I+t (u) := {1 ≤ i ≤ ng; λi,t > 0, for all λ ∈ Λ(u)}. (1.3.88)
The critical cone is a as follows
C(u) := {v ∈ TK(u); Dgi(ut)vt = 0, i ∈ I+t (u), a.a. t} (1.3.89)
Let, for ε > 0, the ε-“almost active” constraints be defined by
Iεt (u) := {1 ≤ i ≤ ng; −ε ≤ gi(ut) < 0}. (1.3.90)
Denote by Cε(u¯) the cone of pseudo-feasible and essentially bounded critical directions,
in the following sense:
Cε(u¯) := {v ∈ C(u¯); ‖v‖∞ ≤ 1/ε; vt = 0 if Iεt (u) 6= ∅, for a.a. t}. (1.3.91)
Lemma 1.33 The set ∪ε>0Cε(u¯) is a dense subset of C(u¯).
Proof. Let v be a critical direction. Let v1,ε be the truncation
v1,εt := max(−1/ε,min(1/ε, vt)), for all t ∈ (0, T ), (1.3.92)
and vε be defined by
vεt =
{
0 if Iεt (u¯) 6= ∅
v1,εt if not
(1.3.93)
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Obviously vε ∈ Cε(u¯). Since meas(∩ε>0Iεt ) = 0, we have that vε → v a.e. when ε ↓ 0.
Since |vεt | ≤ |vt| a.e., the dominated convergence theorem implies that vε → v in U . The
result follows. 
Let us see now, for given v ∈ Cε(u¯), build a “second-order feasible” path (this corre-
sponds to the “primal form” of the second-order necessary conditions)
Lemma 1.34 Given ε > 0 and v ∈ Cε(u¯), let w ∈ L∞(0, T ; Rm) be such that
Dgi(u¯t)w +D
2gi(u¯t)(vt, vt) ≤ −ε, i ∈ It(u¯) ∪ Iεt (u¯). (1.3.94)
Then for θ > 0 small enough, the path uθ defined below is contained in K:
uθ := u¯+ θv + 1
2
θ2w. (1.3.95)
Proof. This is an immediate consequence of a second-order expansion of g(uθ), com-
bined with the definitions of It(u¯) and I
ε
t (u¯). 
Define the set of “ε-augmented Lagrange multipliers” as
Λε(u) :=

λ ∈ Ng(u); Df(u)t +
∑
i∈It(u¯)∪Iεt (u¯)
λi,tDgi(ut) = 0

 . (1.3.96)
The qualification condition (1.3.73) implies that these sets are uniformly bounded when
ε < β, and we have that Λ(u) = ∩ε>0Λε(u).
Define the Lagrangian of problem (P ) as L : U × U → R,
L(u, λ) = f(u) +
∫ T
0
ng∑
i=1
λtg(ut)dt. (1.3.97)
Theorem 1.35 Let u¯ be a local solution of (P ). Then for any critical direction v, there
exists a Lagrange multiplier λ such that
D2uuL(u, λ)(v, v) ≥ 0. (1.3.98)
Proof. a) Given ε > 0, let v ∈ Cε(u¯). Consider the subproblem
Min
w∈U
Df(u¯)w +D2f(u¯)(v, v);
Dgi(u¯t)w +D
2gi(u¯t)(vt, vt) ≤ −ε, i ∈ It(u¯) ∪ Iεt (u¯).
(SPε)
We choose L2(0, T,Rng) as constraint space. By lemma 1.34, for any feasible w in
F (SPε) ∩ L∞(0, T ; Rm), the path uθ defined in (1.3.95) is feasible. Since v is a criti-
cal direction, Df(u¯)v = 0. Using the fact that u¯ is a local minimum of (P ), we get
0 ≤ lim
θ↓0
f(uθ)− f(u¯)
1
2
θ2
= Df(u¯)w +D2f(u¯)(v, v) (1.3.99)
Now let w ∈ F (SPε). For γ > 0, let wγ ∈ F (SPε) ∩ L∞(0, T ; Rm) be the unique solution
of
Min
w∈U
∫ T
0
|wt − wγt |2dt; ‖wγ‖∞ ≤ 1/γ;
Dgi(u¯t)w +D
2gi(u¯t)(vt, vt) ≤ −ε, i ∈ It(u¯) ∪ Iεt (u¯).
(1.3.100)
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Let us show that for ε < 1
2
β and small enough γ, this problem is feasible. Indeed if
i ∈ It(u¯) ∪ Iεt (u¯), then gi(u¯t) ≥ −ε, so that
−β > gi(u0) ≥ gi(u¯t) +Dgi(u¯t)(u0 − u¯t) ≥ −ε+Dgi(u¯t)(u0 − u¯t), (1.3.101)
That is, set wˆ := (u0 − u¯t). Then
wˆ ∈ L∞(0, T,Rn) and Dgi(u¯t)wˆt ≤ −12β, for a.a. t ∈ (0, T ). (1.3.102)
Since u¯ is essentially bounded, this proves that the linear constraints may be satisfied by
some essentially bounded w such that ‖w‖∞ ≤ c(‖v‖2∞+ε), for some c > 0 not depending
on v or ε. Finally if 1/γ ≥ c(‖v‖∞ + ε), feasibility of (1.3.100) holds.
Now wγt = wt if |wt| ≤ 1/γ, and |wγt | ≤ |wt| a.e.; it follows that when γ ↓ 0, wγ → w
in U . Passing to the limit in (1.3.99) (in which w is wγ) we obtain that
Df(u¯)w +D2f(u¯)(v, v) ≥ 0, for all w ∈ F (SPε). (1.3.103)
In other words, F (SPε) has a nonnegative value.
b) The dual (in the sense of convex analysis) of (SPε) is the problem
Max
λ∈Λε(u¯)
D2uuL(u, λ)(v, v) + ε‖λ‖L1. (SDε)
The problem obtained by an additive perturbation of the constraints, i.e.,
Minw∈U Df(u¯)w +D
2f(u¯)(v, v);
Dgi(u¯t)w +D
2gi(u¯t)(vt, vt) ≤ −ε+ η, i ∈ It(u¯) ∪ Iεt (u¯), (1.3.104)
where η ∈ U , is feasible; indeed, using wˆ satisfying (1.3.102), it suffices to take w of the
form
wt = c(1 + |ηt|)wˆt, for large enough c > 0. (1.3.105)
It follows that the primal and dual values are equal. In addition, we know that the set
of dual solutions is bounded and weakly∗ compact. In view of step a), we obtain that
val(SDε) ≥ 0.
c) It is easily checked that Λε(u¯) is bounded in L
∞(0, T,Rng). We may check that it is a
weakly∗ compact subset of L∞(0, T,Rng), using arguments similar to those of the proof
of lemma 1.32.
d) Let v ∈ C(u¯), and for ε > 0, vε ∈ Cε(u¯) be such that vε → v in U . It follows that
D2f(u¯)(vε, vε) → D2f(u¯)(v, v) and D2g(u¯)(vε, vε) → D2g(u¯)(v, v) in L1(0, T,Rng). For
each ε > 0 there exists λε ∈ Λε(u¯) such that D2uuL(u¯, λε)(vε, vε) + ε‖λε‖L1 ≥ 0. Given
ε0 > 0, λ
ε belongs to Λε0(u¯) when ε < ε0. Since Λε0(u¯) is weakly∗ compact, there exists
a sequence εk ↓ 0, such that there exists λk ∈ Λεk(u¯) that weakly∗ converges to some λ¯,
and denoting by vk the corresponding sequence extracted from vε,
D2uuL(u¯, λ
εk)(vk, vk) + εk‖λk‖L1 ≥ 0.
We obtain that λ¯ ∈ Λε(u¯) for all ε > 0, and hence λ¯ ∈ Λ(u¯), and
D2uuL(u¯, λ¯)(v, v) = limD
2
uuL(u¯, λ
ε)(vε, vε) ≥ 0 (1.3.106)
as was to be proved. 
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1.4 Notes
The theory of unconstrained linear quadratic problems is classical and can be found in
many textbooks. We have taken the point of view of studying the critical points. Also we
emphasize the role of Legendre form in the case of minimization problems. The concept
of polyhedricity is due to Haraux [16] and Mignot [20]. Our presentation in section 1.2
follows [5]. Various extensions are presened in [10]. Section 1.3 is an adaptation to the
case of the control of ODEs of results obtained when dealing with the optimal control of
a semilinear elliptic system [4].
23
24
Chapter 2
Nonlinear optimal control,
2.1 Unconstrained nonlinear optimal control
2.1.1 Setting
We consider in this section unconstrained optimal controls problems, with nonlinear
dynamics and cost functions. Due to this we restrict the analysis to the case of essentially
bounded control variables. So the function spaces for the control and state variables will
be
U := L∞(0, T ; Rm); Y := W 1,∞(0, T ; Rn). (2.1.1)
The optimal control problem is as follows
(P) min
(u,y)∈U×Y
F (u, y) :=
∫ T
0
`(u(t), y(t))dt+ φ(y(T )) (2.1.2)
subject to y˙(t) = f(u(t), y(t)), a.e. t ∈ (0, T ) ; y(0) = y0 (2.1.3)
The functions involved in this setting, all of class C∞, are:
• ` : Rm × Rn → R, distributed cost,
• φ : Rn → R, final cost,
• f : Rm × Rn → Rn, dynamics (assumed to be Lipschitz).
Remark 2.1 The existence of solutions in this setting is a difficult question. A coercivity
hypothesis on ` of the type
∃ β ∈ R, α > 0; `(u, y) ≥ α|u|2 − β (2.1.4)
implies that minimizing sequences are bounded in L2(0, T,Rm). Therefore a subsequence
weakly converges. However, we cannot pass to the limit in the state equation, using the
above functional framework. One has to rely on the theory of relaxed controls, see e.g.
Ekeland and Temam [14]. In the sequel we assume the existence of a (locally) optimal
control.
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2.1.2 First-order optimality conditions
We may apply the implicit function theorem to the state equation, viewed as written
in the space L∞(0, T,Rn). It follows that the mapping u 7→ yu (solution of the state
equation) is of class C∞, U → Y. Denote the cost function, expressed a depending on
the control only, as
J(u) :=
∫ T
0
`(u(t), yu(t))dt+ φ(yu(T )) (2.1.5)
Then J(·) is of class C∞ over U . We next show how to compute its first derivative. We
define first the Hamiltonian function H : Rm × Rn × Rn → R by
H(u, y, p) := `(u, y) + pf(u, y). (2.1.6)
Observe that the state equation may be written as
y˙(t) = Hp(u(t), y(t), p(t)) = f(u(t), y(t)) a.e. t ∈ [0, T ] ; y(0) = y0. (2.1.7)
Next, the adjoint state equation is defined as
−p˙(t) = Hy(u(t), y(t), p(t)) a.e. t ∈ [0, T ], p(T ) = Dφ(y(T )). (2.1.8)
Introduce the linearized state equation
z˙(t) = Df(u(t), y(t))(v(t), z(t)) a.e. t ∈ [0, T ] ; z(0) = 0. (2.1.9)
Then for all u and v in U , using the chain rule:
DJ(u)v :=
∫ T
0
D`(u(t), yu(t))(v(t), z(t))dt +Dφ(yu(T ))z(T ). (2.1.10)
Use
Dφ(yu(T ))z(T ) = p(T )z(T ) =
∫ T
0
[p˙(t)z(t) + p(t)z˙(t)]dt
=
∫ T
0
[−Hy(u(t), y(t), p(t))z(t) + p(t)Df(u(t), y(t))(v(t), z(t))]dt
=
∫ T
0
[−`y(u(t), y(t))z(t) + p(t)Duf(u(t), y(t))v(t)]dt.
(2.1.11)
We deduce that
DJ(u)v :=
∫ T
0
Hp(u(t), y(t), p(t))v(t)dt. (2.1.12)
In other words, Hp(u(t), y(t), p(t)) is the derivative of J at point u. Therefore
Proposition 2.2 Let J attain a local minimum at the point u ∈ U . Then, denoting by
y and p the state and costate associated with u, we have
Hp(u(t), y(t), p(t))v(t) = 0, a.e. t ∈ (0, T ). (2.1.13)
26
Remark 2.3 The above relations are reminiscent of classical Hamiltonian systems, in-
troduced by Hamilton in [15]. The latter are defined as follows. Given a smooth function
(the Hamiltonian) H : Rn × Rn → R, the associated (dynamical) Hamiltonian system is
y˙(t) = Hp(y(t), p(t)); −p˙(t) = Hy(y(t), p(t)). (2.1.14)
An obvious invariant of the Hamiltonian system is the value of the Hamiltonian itself,
since d
dt
Hy(y(t), p(t)) = Hy(y(t), p(t))y˙(t) +Hp(y(t), p(t))p˙(t) = 0. For mechanical con-
servative systems, the Hamiltonian function represents the mechanical energy (sum of
potential and cinetic energy). In (2.1.7)-(2.1.8) we have the additional “algebraic” vari-
able u, and if u is locally optimal, the additional “algebraic” relation (2.1.13). We show
in section 2.1.4 that in some cases u can be eliminated from the algebraic relation.
2.1.3 Pontryaguin’s principle
Let z ∈ L1(0, T ). We say that t0 ∈]0, T [ is a Lebesgue point of z if
z(t0) = lim
γ↓0
1
2γ
∫ t0+γ
t0−γ
z(t)dt. (2.1.15)
This property is satisfied almost everywhere, see e.g. Rudin [24, theorem 7.7].
Definition 2.4 We say that (u, y) ∈ U × Y is a Pontryagin extremal it the following
holds:
u(t) ∈ argmin
w∈Rm
H(w, y(t), p(t)), a.e. t ∈ (0, T ). (2.1.16)
Theorem 2.5 Let u¯ and y¯ be an optimal control and the associated optimal state. Then
(u¯, y¯) is a Pontryagin extremal.
Proof.
a) Let v be a feasible control, with associated state y. Denote w := y − y¯. Since f is
Lipschitz, we have that
‖w˙(t)‖ ≤ |f(u(t), y(t))− f(u¯(t), y(t))|+ |f(u¯(t), y(t))− f(u¯(t), y¯(t))|
≤ O(‖u(t)− u¯(t)‖) +O(‖w(t)‖).
We deduce that
‖yu − y¯‖∞ = O(‖u− u¯‖1). (2.1.17)
b) Denote by p¯ the costate associated with u¯. Let v be a feasible control, with associated
state y. Set ∆ := J(v)− J(u¯). Adding to ∆ the null amount
∫ T
0
p¯(t) · [f(v(t), y(t))− f(u¯(t), y¯(t))− y˙ + ˙¯y] dt,
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obtain ∆ = A+B, where
A :=
∫ T
0
[H(v(t), y¯(t), p¯(t))−H(u¯(t), y¯(t), p¯(t))] dt,
B :=
∫ T
0
[H(v(t), y(t), p¯(t))−H(v(t), y¯(t), p¯(t))] dt+
∫ T
0
p¯(t) · [ ˙¯y − y˙] dt
+ Φ(y(T ))− Φ(y¯(T )).
Since − d
dt
p¯(t) = Hy(u¯(t), y¯(t)) and p(T ) = Φ
′(y¯(T )), integrating by parts the term∫ T
0
p¯(t) · [ ˙¯y − y˙] dt, we can write B = B1 +B2, with
B1 =
∫ T
0
[H(v(t), y(t), p¯(t))−H(v(t), y¯(t), p¯(t))−Hy(u¯(t), y¯(t))(y(t)− y¯(t))] dt
=
∫ T
0
[Hy(v(t), yˆ(t), p¯(t))−Hy(u¯(t), y¯(t), p¯(t))( y(t)− y¯(t))dt,
B2 = Φ(y(T ))− Φ(y¯(T ))− Φ′(y¯(T ))(y(T )− y¯(T ))
= (Φ′(y˜(T )))− Φ′(y¯(T ))) (y(T )− y¯(T )),
where (by the mean value theorem) yˆ(t) ∈ [y¯(t), y(t)] for all t, and y˜ ∈ [y¯(T ), y(T )]. By
(2.1.17), |B2| = o(‖v − u‖1). On the other hand, by Lebesgue’s theorem,
Hy(v(t), yˆ(t), p¯(t)) → Hy(u¯(t), y¯(t), p¯((t)) in L1(0, T ).
Combining with (2.1.17), get
|B1| ≤ ‖Hy(v, yˆ, p) → Hy(u¯, y¯, p)‖1‖yˆ − y¯‖∞ = o(‖v − u‖1).
We have proved that
∆ = A + o(‖v − u¯‖1). (2.1.18)
c) Consider now the spike perturbations, i.e.,fix γ > 0, t0 ∈]0, T [, w ∈ U and
vγ(t) = w if |t− t0| ≤ γ, u¯(t) sinon.
Then
A =
∫ t0+γ
t0−γ
[H(w, y¯(t), p¯(t))−H(u¯(t), y¯(t), p¯(t))] dt,
and ‖vγ − u¯‖1 = O(γ).
Almost each t0 ∈]0, T [ is a Lebesgue point of t → H(u¯(t), y¯(t), p¯(t)). Therefore, by
(2.1.18), we have, for almost all t0 ∈]0, T [,
0 ≤ lim
γ↓0
J(vγ)− J(u¯)
2γ
= H(w, y¯(t0), p(t0))−H(u¯(t0), y¯(t0), p(t0)) (2.1.19)
as was to be proved. 
In addition, it is easy to prove that each Pontryagin extremal is such that the Hamil-
tonian is constant over the trajectory:
28
Lemma 2.6 Let (u, y) be a Pontryagin extremal, and p be the associated costate. Then
t 7→ H(u(t), y(t), p(t)) is a constant function (up to a set of measure 0 !).
Proof.
a) Set g(t) := minu∈U H(u, y(t), p(t)). For R > ‖u‖∞, let UR := U ∩BR, where BR is the
ball of radius R and center 0 in Rm. Using
|g(t′)− g(t)| ≤ supu∈U¯R |H(u, y(t′), p(t′))−H(u, y(t), p(t))|≤ c (‖y(t′)− y(t)‖+ ‖p(t′)− p(t))‖) , (2.1.20)
(with c independent of t and t′) as well as the absolute continuity of y and p, we deduce
thta g is absolutely continuous. So there exists a set T ⊂ [0, T ], of full measure in [0, T ],
such that (2.1.16) is satisfied, and y, p and g are differentiable, for all t ∈ T . Let t0 ∈ T .
By (2.1.16), for t > t0, we have
g(t)− g(t0)
t− t0 ≤
H(u(t0), y(t), p(t))−H(u(t0), y(t0), p(t0))
t− t0
and so with the state and costate equations:
g˙(t0) ≤ lim
t↓t0
H(u(t0), y(t), p(t))−H(u(t0), y(t0), p(t0))
t− t0
= Hy(u(t0), y(t0), p(t0))y˙(t0) +Hp(u(t0), y(t0), p(t0))p˙(t0) = 0.
Taking t < t0, we would prove in a similar way that g˙(t0) ≥ 0. Therefore g˙(t) = 0 a.e.,
which since g is absolutely continuous, implies that g is constant. 
Remark 2.7 We have stated Pontryaguin’s principle for a global minimum. However,
the proof indicates that it also holds for a local minimum in the topology of L1(0, T,Rm).
It also holds for a strong relative minimum in the sense of calculus of variations, i.e.,
a point at which the cost function is less or equal than for every other control whose
associated state is close in the uniform topology.
2.1.4 Legendre-Clebsch conditions
If (u¯, yu¯) is a Pontryaguin extremal, denoting y¯ = yu¯ and p¯ = pu¯, then obviously the
so-called weak Legendre-Clebsch condition holds:
D2uuH(u¯(t), y¯(t), p¯(t))  0 a.e. (2.1.21)
It is easily seen that this condition also holds for local minima in U .
We say that a stationary point u¯ of J satisfies the strong Legendre-Clebsch condition
whenever
∃α > 0; D2uuH(u¯(t), y¯(t), p¯(t))(v, v) ≥ α|v|2, for all v ∈ Rm, a.e. t ∈ (0, T ).
(2.1.22)
From the proof of Pontryaguin’s principle it can be checked that the strong Legendre-
Clebsch condition is a necessary condition for quadratic growth (in the sense of proposi-
tion 2.16).
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Another consequence of the strong Legendre-Clebsch condition is that we can apply
the IFT (implicit function theorem) to the stationarity equation
DuH(u¯(t), y¯(t), p¯(t)) = 0. (2.1.23)
Since the IFT has a local nature, the strong Legendre-Clebsch condition allows the control
to have large jumps, but not small ones. Therefore the following holds.
Proposition 2.8 Let u¯ be a stationary point of J satisfying the strong Legendre-Clebsch
condition. Then there exists ε > 0, such that for all t0 ∈ [0, T ], and t ∈ Vε(t0) :=
[t0 − ε, t0 + ε] ∩ [0, T ], there exists a C∞ function Υ : Rn × Rn → Rm such that, either
u¯(t) = Υ(y¯(t), p¯(t)), or ess sup{|u¯(t)− u¯(t′)|; t, t′ ∈ Vε(t0)} > ε.
Remark 2.9 If in addition H(., y¯(t), p¯(t)) is pseudo-convex (i.e., has convex level sets)
for all t ∈ [0, T ], then we obtain that t→ u¯(t) is of class C∞.
2.1.5 Abstract second-order necessary optimality conditions
For the sake of clarity, we introduce first the second-order optimality conditions in an
abstract setting. Let in this subsection U , Y and W be arbitrary Banach spaces. Consider
a C2 mapping A : U × Y →W. Define the state equation as
A(u, y) = 0. (2.1.24)
Let (u0, y0) be a zero of A (a solution of (2.1.24)). Assume that DyA(u0, y0) is invertible.
Then by the Implicit Function Theorem, (2.1.24) is locally equivalent to y = yu, where
the function yu : U → Y is of class C2, and we have for all v ∈ U
yu0+v = y0 + z + o(‖v‖), (2.1.25)
where z ∈ Y is the unique solution of
DA(u0, y0)(v, z) = DuA(u0, y0)v +DyA(u0, y0)z = 0. (2.1.26)
Consider a C2 cost function F (u, y), with F : U × Y → R. In a neighborhood of u0,
the reduced cost function J(u) := F (u, yu) is well defined. Let the Lagrangian function
be defined a s
L(u, y, p) := F (u, y) + 〈p,A(u, y)〉 (2.1.27)
with here p ∈ W∗. Let the costate pu ∈ W∗ be defined as the unique solution of
0 = DyL(u, yu, pu) = DyF (u, yu) +DyA(u, yu)>pu. (2.1.28)
Locally, J(u+ v) is well-defined and equal to L(u+ v, yu+v, pu). It follows that
J(u+ v) = L(u+ v, yu+v, pu) = L(u, yu, pu) +DuL(u, yu, pu)v + o(‖v‖), (2.1.29)
and therefore an expression of the derivative of J is
DJ(u) = DuL(u, yu, pu). (2.1.30)
In particular, if J attains a local minimum over a convex set K at the point u¯, then the
following first-order necessary optimality condition holds:
〈DuL(u, yu, pu), v − u¯〉 ≥ 0, for all v ∈ K. (2.1.31)
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Remark 2.10 We easily recover of course as a particular case the results of the previous
section. We proved there a very interesting regularity result: the derivative of the cost
function happens to be (identifiable to) a function in U (instead of U ∗).
Now we compute second-order expansions. Using again J(u+ v) = L(u+ v, yu+v, pu),
(2.1.25), and the convention ((x))2 ≡ (x, x):
J(u+ v) = L(u, yu, pu) +DuL(u, yu, pu)v
+1
2
D2((u,y))2L(u, yu, pu)((v, yu+v − yu))2 + o(|v‖2),
= J(u) +DuL(u, yu, pu)v + 12D2((u,y))2L(u, yu, pu)((v, z))2 + o(‖v‖2).
(2.1.32)
Therefore:
Lemma 2.11 The second-order dervative of J is characterized by
D2J(u¯)(v, v) = D2((u,y))2L(u, yu, pu)((v, z))2, for all v ∈ U . (2.1.33)
An immediate consequence is the following second-order necessary optimality condi-
tion:
Proposition 2.12 Let J attain a local (unconstrained) minimum at u¯. Then for all
v ∈ U and z solution of (2.1.26), the following holds:
D2((u,y))2L(u, yu, pu)((v, z))2 ≥ 0. (2.1.34)
Of course this is nothing else that the condition D2J(u¯)  0, where “ 0” means that
the associated quadratic form is nonnegative.
Remark 2.13 As is well-known, a second-order sufficient optimality condition is that
there exists α > 0 such that for all v ∈ U and z solution of (2.1.26), the following holds:
D2((u,y))2L(u, yu, pu)((v, z))2 ≥ α‖v‖2. (2.1.35)
Note however that then the function v →
√
D2((u,y))2L(u, yu, pu)((v, z))2 is a norme equiv-
qlent to the one of U . This means that U is Hilbertisable (i.e., endowed with an equivalent
norm, is a Hilbert space). So we see that (2.1.35) never holds for a non Hilbertisable space
like Ls for s 6= 2. In particular, it never holds in our application to optimal control ! We
wil have to rely on two norms second-order sufficient optimality conditions.
2.1.6 Specific second-order necessary optimality condition
We just apply the previous results. The expression of the Lagrangian is
L(u, y, p) = F (u, y) +
∫ T
0
p(t)(`(u(t), y(t))− y˙(t))dt
=
∫ T
0
H(u(t), y(t), p(t))dt+ φ(y(T ))−
∫ T
0
p(t)y˙(t))dt.
(2.1.36)
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Here we may take the multiplier p in U , since we know that the costates associated with
control variables are in this space. The last term in the r.h.s. of (2.1.36) being linear in
y, has no contribution to the Hessian of the Lagrangian, and it remains
D2J(u)(v, v) =
∫ T
0
D2((u,y))2H(u(t), yu(t), pu(t))((v, z))
2dt +D2φ(yu(T ))(v, v). (2.1.37)
Therefore the expression of the second-order necessary optimality condition is as follows:
Proposition 2.14 Let J attain a local (unconstrained) minimum at u¯. Then for all
v ∈ U , z being the solution of the linearized state equation (2.1.9), the expression in the
r.h.s. of (2.1.37) is nonnegative.
2.1.7 Second-order sufficient optimality conditions
We know that u 7→ J(u) is of class C∞, U → R. Therefore, we may write
J(u+ v) = J(u) +DJ(u)v + 1
2
D2J(u)(v, v) + r(u, v) (2.1.38)
where for fixed u we have, denoting by ‖ · ‖s the norm in Ls (s ∈ [1,+∞[):
r(u, v) = O(‖v‖3∞). (2.1.39)
For the theory of second-order sufficient conditions we need to check that (under appro-
priate hypotheses) the second-order term of the expansion of J dominates the remainder
r(u, v). Since this second-order term involves “integrals of squares” it will be of the order
of the L2 norm. Therefore it is useful to check that r(u, v) is small with respect to the
L2 norm of v. Note that (2.1.39) gives no guarantee in this respect, since no inequality
of the type ‖ · ‖∞ ≤ C‖ · ‖2 holds.
Lemma 2.15 For any M > 0, there exists cM > 0 such that, if ‖u‖∞ ≤M and ‖v‖∞ ≤
M , then
|r(u, v)| ≤ CM‖v‖33 ≤ CM‖v‖∞‖v‖22. (2.1.40)
Proof. The last inequality being obvious, we just have to prove the first one. In the
sequel we use Gronwall’s lemma several times, and often omit the time argument. Using
Taylor’s expansions up to order q with integral remainders, and since derivatives of any
order are Lipschitz on bounded sets, we see that the remainder over a bounded set is
uniformly of order q + 1.
We first obtain an expansion of the mapping yu. Set δ = (v, yu+v−yu), δy = yu+v−yu.
Since
δ˙y(t) = f(u+ v, yu+v)− f(u, y) = O(|v(t)|+ |yu+v(t)− yu(t)|) (2.1.41)
(with O(·) ≤ c| · | uniformly whenever ‖u‖∞ ≤M and say ‖v‖∞ ≤ 1, we obtain that
‖yu+v − yu‖∞ = O(‖v‖1). (2.1.42)
Next, set
δyz := yu+v − yu − z.
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We have that
δ˙yz = f(u+ v, yu+v)− f(u, y)−Df(u, y)(v, z)
= f(u+ v, yu+v)− f(u, y)−Df(u, y)(v, yu+v − yu) +Dyf(u, y)δyz
= Dyf(u, y)δyz +
1
2
D2f(u, y)((v, δy))
2 +O(|v(t)|3 + |yu+v(t)− yu(t)|3).
(2.1.43)
This proves that
yu+v = yu + z + zv,v + rv,v (2.1.44)
where zv,v is solution of
z˙v,v = Dyf(u, y)zv,v +
1
2
D2f(u, y)((v, δy))
2 (2.1.45)
and
rv,v(t) = O(|v(t)|3 + ‖v‖31). (2.1.46)
Note that, since v → zv,v is a quadratic mapping, zv,v is nothing but the second derivative
of yu in direction v. Omitting the time argument, get
`(u+ v, yu+v) = `(u, yu) +D`(u, yu)(z + zv,v) +
1
2
D2`(u, yu)((v, z))
2 + r`(u, v)
(2.1.47)
and r`(u, v) is the remainder in the second-order expansion (since it includes no linear or
quadratic term), and satisfies
rL(u, v)(t) = O(|v(t)|3 + ‖v‖31) = O(|v(t)|3 + ‖v‖33). (2.1.48)
Integrating the above relation over time, we obtain the desired result. 
Proposition 2.16 Let u ∈ U satisfy the second-order sufficient condition:
DJ(u) = 0 and D2J(u)(v, v) ≥ α‖v‖22, for all v ∈ U . (2.1.49)
Then for all α′ < α, there exists ε > 0 such that u satisfies the (two-norms) quadratic
growth property
J(u+ v) ≥ J(u) + 1
2
α′‖v‖22, for all v; ‖v‖∞ ≤ ε. (2.1.50)
Remark 2.17 The statement of the second-order sufficient condition uses two norms:
the L2 norm for the estimate of increase of the cost function, and the L∞ norm for the
neighborhood.
Remark 2.18 The above results correspond to the following abstract situation. Let
the Banach space U be included in a Hilbert space X, and denote by ‖ · ‖U , ‖ · ‖X the
norms of U and X resp. Assume that J is a C2 function over U , and set r(u, v) :=
J(u + v) − J(u) − 1
2
D2J(u)(v, v). If u¯ ∈ U is such that DJ(u¯) = 0, and there exist
constants α > 0, ε ∈ (0, α), and ε′ > 0 such that{
D2J(u¯)(v, v) ≥ α‖v‖2X, for all v ∈ U ;
|r(u, v)| ≤ 1
2
(α− ε)‖v‖2X , when ‖v‖U < ε′, (2.1.51)
then J has a local minimum at u¯, and the following quadratic growth condition is satisfied:
J(u¯+ v) ≥ J(u¯) + 1
4
ε‖v‖2X , when ‖v‖U < ε′. (2.1.52)
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2.2 Control constrained problems
In this section we briefly indicate how to deal with control constrained problems, when
the control space is U = L∞(0, T,Rm).
2.2.1 Bound constraints: necessary conditions
We consider here the case when we have the constraint u ∈ K, where
K := {u ∈ U ; u ≥ 0 a.e. } = U+ (2.2.53)
We first check that the polyhedricity theory applies.
Definition 2.19 Let C be a closed convex cone of a Banach space X. We assume that
C is pointed, i.e., c∩ (−C) = {0}. The induced order relation over X defined by a C b,
means that b − a ∈ C. We say that w is the least upper bound of a and b if a K w,
b K w, and if a K u, b K u for some u ∈ X, then w K u.
We say that C induces a lattice structure on X if, for any a and b in X, the least
upper bound a ∨ b exists and the operator ∨ : Y × Y → Y is continuous.
We quote the following result [10, Thm. 3.58]:
Proposition 2.20 Suppose that C induces a lattice structure on X. Then C is poly-
hedric.
It immediatly follows that the positive cone of Ls(0, T,Rm) is, for all s ∈ [0,+∞],
polyhedric (the same conclusion holds for C([0, T ])). In particular, U+ is polyhedric.
Therefore:
Proposition 2.21 Let J attain a local minimum on U+ at u¯. Then
D2J(u¯)(v, v) ≥ 0, for all v ∈ C(u¯). (2.2.54)
We remind that C(u¯) is the critical cone, defined by
C(u¯) = {v ∈ TU+(u¯); DJ(u¯)v = 0}. (2.2.55)
In the case of the control space L2(0, T,Rm), we have given in lemma 1.27 the ex-
pression of tangent and normal cones. Unfortunately no such simple expressions hold in
the case of L∞(0, T,Rm). Still we have the following, see Cominetti and Penot [11] (our
formulation is slightly different, but equivalent):
Proposition 2.22 Let u ∈ U+. For v ∈ U , and ε > 0, set
aε(v) := ess sup{v(t); u(t) ≥ −ε}. (2.2.56)
Then v ∈ TK(u) iff limε↓0 aε(v) ≤ 0.
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We will now obtain a stronger second-order necessary condition based on the following
observation. Since v 7→ D2J(u¯)(v, v) is continuous L2(0, T,Rm) → R, obviously (2.2.54)
implies
D2J(u¯)(v, v) ≥ 0, for all v ∈ C2(u¯), (2.2.57)
where C2(u¯) is the closure in L
2(0, T,Rm) of C(u¯). We obtain the result below:
Lemma 2.23 Let J attain a local minimum on U at u¯. Then
D2J(u¯)(v, v) ≥ 0, for all v ∈ C2(u¯), (2.2.58)
and
C2(u¯) = {L2(0, T,Rm)+; v(t)DJ(u¯)(t) = 0 a.e. }. (2.2.59)
Proof. We only have to prove (2.2.59). So let Cˆ2(u¯) denote the r.h.s. of (2.2.59). Given
v ∈ Cˆ2(u¯) and ε > 0, let vε ∈ U
vε :=
{
0 if u¯(t) > −ε,
max(1/ε,min(1/ε, v(t))) otherwise.
(2.2.60)
Then vε ∈ C(u¯) and limε↓0 vε = v in L2(0, T,Rm). It follows that C2(u¯) ⊃ Cˆ2(u¯). Since
Cˆ2(u¯) is a closed subset of L
2(0, T,Rm) containing C(u¯), the converse also holds. 
Remark 2.24 Of course the “stronger” second-order necessary condition of lemma 2.23
can be obtained directly, without refering to the polyhedricity theory. We prefered,
however, to show how these concepts are linked.
2.2.2 General sufficient second-order conditions
It is more instructive to state sufficient second-order conditions with (general control)
constraints of the type u ∈ K, where here K is any nonempty closed convex subset of U .
Let u¯ be a stationary point, i.e.
DJ(u¯)(v − u¯) ≥ 0, for all v ∈ K. (2.2.61)
Define the critical cone
C(u¯) := {v ∈ TK(u¯); DJ(u¯)v = 0} (2.2.62)
as well as its closure in X := L2(0, T,Rm):
C2(u¯) := C(u¯)
L2(0,T,Rm)
. (2.2.63)
Proposition 2.25 Let u ∈ U satisfy the second-order sufficient condition:
DJ(u) = 0 and D2J(u)(v, v) ≥ α‖v‖22, for all v ∈ C2(u¯). (2.2.64)
Then u satisfies for some α′ > 0 a (two-norms) quadratic growth property of the form
J(u+ v) ≥ J(u) + 1
2
α′‖v‖22, for all v; ‖v‖∞ ≤ ε. (2.2.65)
The proof is a variant of the one of proposition 1.20. We leave it as an exercice.
35
2.3 Notes
The stability of solutions to control constrained nonlinear optimal control problems is
discussed in Alt [1] The two-norm approach for stability and sensitivity analysis was
considered in Dontchev and Hager [12], and Malanowski [18]. Related results can be
found in Pales and Zeidan [22, 23]. It is possible to check in certain cases the positiveness
of the Hessian of the reduced cost, by solving a differential Riccati equation; see Maurer
and Oberle [19].
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1 Introduction
Considerable efforts have been done in the past for reducing the gap between
second-order necessary and sufficient optimality conditions for optimization
problems in Banach spaces, with so-called cone constraint (i.e. the constraint
mapping must be in a convex cone, or more generally in a convex set). This
framework includes many optimal control problems. The theory of second-
order necessary optimality conditions involves a term taking into account the
curvature of the convex set, see Kawasaki [20], Cominetti [12]. By contrast,
second-order sufficient optimality conditions typically involve no such term;
see e.g. Maurer and Zowe [29]. We say that a no-gap condition holds, when
the only change between necessary or sufficient second-order optimality con-
ditions is between a strict and non strict inequality. In that case it is usually
possible to obtain a characterization of the second-order growth condition.
There are essentially two cases when no-gap conditions were obtained: (i) the
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polyedric framework, in the case when the Hessian of Lagrangian is a Leg-
endre form, originating in the work by Haraux [14] and Mignot [30], applied
to optimal control problems in e.g. Sokolowski [38] and Bonnans [4], and the
extended polyhedricity framework in [9, Section 3.2.3]; this framework es-
sentially covers the case of control constraints (and finitely many final state
constraints); and (ii) the second-order regularity framework, introduced in
[6] and [5], with applications to semi definite optimization. We refer to [9]
for an overview of these theories.
Our paper deals with state-constrained optimal control problems. This
occurs in many applications, see e.g. [2,3,10,1]. In optimal control theory,
no-gap second-order optimality conditions were known for mixed control-
state constraints, see e.g. Milutyin-Osmolovski˘ı [31, Part. 2], Osmolovski˘ı [32,
33], and Zeidan [39], whose results use conjugate point theory and Ricatti
equations.
Generally speaking, problems with non positivity constraints in spaces of
continuous functions do not fit into these frameworks, where no-gap second-
order conditions were obtained. The expression of the curvature term in this
case was obtained by Kawasaki [22,21] in the one dimensional case, and
generalized in Cominetti and Penot [13]. Necessary conditions for variational
problems with state constraints taking into account the curvature term can
be found in Kawasaki and Zeidan [23]. However, only sufficient conditions
without curvature terms were known. Two exceptions are a quite specific
situation studied in [6] (with applications to some eigenvalue problems), and
the case of finitely many contact points, when the problem can be reduced
locally to finitely many inequality constraints in semi-infinite programming,
see e.g. Hettich and Jongen [16].
Our main result is the following. By a localization argument, we split the
curvature term into a finite number of contributions of boundary arcs and
touch points. Using the theory of junction conditions in Jacobson et al. [19]
and Maurer [27], we are able to prove that, under quite weak assumptions,
the contribution of boundary arcs to the curvature term is zero. For touch
points, we use a reduction argument for those that are essential (i.e. that
belong to the support of the multiplier) and we make no hypotheses for the
non essential ones. The only delicate point is to compute the expansion of
the minimum value of a function in W 2,∞. Since it is not difficult to state
sufficient conditions taking into account essential reducible touch points, we
obtain in this way no-gap conditions, that in addition characterize quadratic
growth in a convenient two-norms setting.
The paper is organized as follows. In section 2, we recall the material
needed, in both points of view of abstract optimization and junction con-
ditions analysis. The main contributions of the paper are in sections 3-5
where the no-gap second-order condition is established. Section 3 states the
second-order necessary condition (computation of the curvature term). Sec-
tion 4 handles the second-order sufficient condition. In section 5, a reduction
approach is presented in order to deal with the non-zero part of the curvature
term.
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2 Framework
We consider the following optimal control problem with a scalar state con-
straint and a scalar control:
(P) min
u,y
∫ T
0
`(u(t), y(t))dt + φ(y(T )) (1)
s.t. y˙(t) = f(u(t), y(t)) a.e. t ∈ [0, T ] ; y(0) = y0 (2)
g(y(t)) ≤ 0 ∀t ∈ [0, T ]. (3)
The data of the problem are the distributed cost ` : R × Rn → R, the final
cost φ : Rn → R, the dynamics f : R × Rn → Rn, the state constraint
g : Rn → R, the final time T > 0, and the initial condition y0 ∈ Rn. We
make the following assumptions on the data:
(A0) The mappings `, φ, f and g are k-times continuously differentiable
(Ck) with k ≥ 2 and have locally Lipschitz continuous second-order
derivatives, and the dynamics f is Lipschitz continuous.
(A1) The initial condition satisfies g(y0) < 0.
Throughout the paper, it is assumed that assumption (A0) holds.
2.1 Abstract Optimization
For 1 ≤ p ≤ ∞, Lp(0, T ) denotes the Banach space of functions such that
‖u‖p :=
(∫ T
0
|u(t)|pdt
)1/p
< ∞ for p < ∞; ‖u‖∞ := supess |u(t)| < ∞,
and W 1,p(0, T ) denotes the Sobolev space of functions having a weak deriva-
tive in Lp. The space of continuous functions over [0, T ] is denoted by C[0, T ],
with the norm ‖x‖∞ = sup |x(t)|.
Denote by U := L∞(0, T ; R) (resp. Y := W 1,∞(0, T ; Rn)) the control
(resp. state) space. A trajectory is an element (u, y) ∈ U × Y satisfying the
state equation (2). Given u ∈ U , denote by yu ∈ Y the (unique) solution of
(2). Under assumption (A0), by the Cauchy-Lipschitz Theorem, this mapping
is well-defined and of class Ck . We may write problem (P) as:
min
u∈U
J(u) ; G(u) ∈ K (4)
where J : U → R and G : U → C[0, T ] are defined, respectively, by J(u) =∫ T
0
`(u(t), yu(t))dt + φ(yu(T )) and G(u) = g(yu). These mappings are C
k.
Here K = C−[0, T ] is the set of continuous functions over [0, T ], with values
in R−.
We say that u ∈ U is a (weak) local optimal solution of (4) that satisfies
the quadratic growth condition, if there exists α > 0 and ρ > 0 such that:
J(u˜) ≥ J(u) + α ‖u˜− u‖2
2
for all u˜ ∈ B∞(u, ρ), G(u˜) ∈ K (5)
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where B∞(u, ρ) denotes the open ball in L
∞(0, T ) with center u and radius
ρ. This condition involves two norms, L∞(0, T ) for the neighborhood, and
L2(0, T ) for the growth condition.
The space of row vectors is denoted by Rn∗. The space of Radon measures,
the dual space to C[0, T ], is denoted by M[0, T ] and identified with functions
of bounded variation vanishing at zero. The cone of nonnegative measures is
denoted by M+[0, T ] and is equal to K−, the polar cone of K. The duality
product over M[0, T ]× C[0, T ] is denoted by 〈η, x〉 = ∫ T
0
x(t)dη(t). Adjoint
operators (and transpose in Rn) are denoted by a star ∗. Fre´chet derivatives
of f , etc. w.r.t. arguments u ∈ R, y ∈ Rn, are denoted by a subscript, for
instance fu(u, y) = Duf(u, y), fuu(u, y) = D
2
uuf(u, y), etc.
Define the classical Hamiltonian and Lagrangian functions of problem
(P), respectively H : R× Rn × Rn∗ → R and L : U ×M[0, T ] → R by:
H(u, y, p) := `(u, y) + pf(u, y) ; L(u, η) := J(u) + 〈η, G(u)〉 . (6)
Denote by BV (0, T ) the space of functions of bounded variation. Given
u ∈ U and η ∈ M+[0, T ], let the costate pu,η be the unique solution in
BV (0, T ; Rn∗) of:
−dpu,η = (`y(u, yu) + pu,ηfy(u, yu))dt + gy(yu)dη ; pu,η(T ) = φy(yu(T )).
(7)
Given v ∈ U , let the linearized state zu,v ∈ Y be solution of:
z˙u,v = fy(u, yu)zu,v + fu(u, yu)v ; zu,v(0) = 0. (8)
The mapping U → Y , v 7→ zu,v is the Fre´chet derivative of the mapping
u 7→ yu at point u.
The next lemma gives the expressions of derivatives of Lagrangian, with
respect to the control. For simplicity of notation, we write in the sequel
D2H(u,y)2(u, y, p)(v, z)
2 instead of D2
(u,y),(u,y)H(u, y, p)((v, z), (v, z)).
Lemma 1 Let η ∈ M+[0, T ]. Then u 7→ L(u, η) is of class C2 over U , with
first and second derivatives given by, for all v ∈ U (omitting time argument):
DuL(u, η)v =
∫ T
0
Hu(u, yu, pu,η)vdt, (9)
D2uuL(u, η)(v, v) =
∫ T
0
D2H(u,y)2(u, yu, pu,η)(v, zu,v)
2dt
+ zu,v(T )
∗φyy(yu(T ))zu,v(T ) +
∫ T
0
z∗u,vgyy(yu)zu,vdη,
(10)
where H is given by (6), zu,v and pu,η are the solutions, respectively, to (8)
and (7).
Proof Since u 7→ yu is C2, the Cauchy-Lipschitz Theorem ensures the exis-
tence of the second-order expansion of the state
yu+v = yu + zu,v +
1
2
zu,vv + o
(
‖v‖2∞
)
. (11)
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It is easily seen, substituting (11) into the state equation and keeping the
terms of second-order, that zu,vv is solution of:
z˙u,vv = fy(u, yu)zu,vv + D
2f(u,y)2(u, yu)(v, zu,v)
2 ; zu,vv(0) = 0. (12)
Using costate equation (7) and linearized state equations (8) and (12), we
get easily (omitting arguments):
DuL(u, η)v = −
∫ T
0
(dpu,ηzu,v + pu,η z˙u,vdt) + φy(yu(T ))zu,v(T )
+
∫ T
0
Huvdt;
D2uuL(u, η)(v, v) =
∫ T
0
D2H(u,y)2(v, zu,v)
2dt + zu,v(T )
∗φyy(yu(T ))zu,v(T )
+
∫ T
0
z∗u,vgyy(yu)zu,vdη
−
∫ T
0
(dpu,ηzu,vv + pu,η z˙u,vvdt) + φy(yu(T ))zu,vv(T ).
To obtain (9) and (10) it suffices, in view of Lemma 33 in the Appendix,
to integrate by parts in the above expressions pu,η with zu,v and with zu,vv,
respectively.
First Order Necessary Condition. For x ∈ K = C−(0, T ), define the first
order contact set I(x) := {t ∈ [0, T ] ; x(t) = 0}. The expression of the
tangent and normal cones (in the sense of convex analysis) to K at point x,
respectively TK(x) and NK(x), are well-known (see e.g. [9]) and given, for
x ∈ K (these sets being empty if x /∈ K), by:
TK(x) = {h ∈ C[0, T ] ; h(t) ≤ 0 on I(x)},
NK(x) = {η ∈M+[0, T ] ; supp(dη) ⊂ I(x)}.
Here by supp(dη) we denote the support of the measure η ∈ M[0, T ], i.e.
the complement in [0, T ] of the largest open set W ⊂ [0, T ] that satisfies:∫ T
0
x(t)dη(t) = 0, for all functions x ∈ C[0, T ] vanishing on [0, T ] \W .
Let u ∈ U . We say that η ∈M+[0, T ] is a Lagrange multiplier associated
with u if the following first order necessary optimality condition holds:
DuL(u, η) = DJ(u) + DG(u)
∗η = 0 ; η ∈ NK(G(u)). (13)
The set of Lagrange multipliers associated with u is denoted by Λ(u).
Robinson’s constraint qualification (see [35,36]) for problem (4) is as fol-
lows:
∃ ε > 0, εBC ⊂ G(u) + DG(u)U −K. (14)
Here BC denotes the unit (open) ball of C[0, T ].
The next theorem is well-known (see e.g. [9], Lemma 2.98 and Theorem
3.9). Note that for v ∈ U , we have DG(u)v = gy(yu)zu,v , i.e., (DG(u)v)(t) =
gy(yu(t))zu,v(t), for all t ∈ [0, T ].
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Theorem 2 (i) A characterization of (14) is:
There exists v ∈ U ; gy(yu(t))zu,v(t) < 0, for all t ∈ I(g(yu)). (15)
(ii) Let u be a local solution of (4), satisfying (15). Then with u is associated
a non empty and bounded set of Lagrange multipliers.
Second Order Analysis. Let the critical cone be defined by:
C(u) = {v ∈ U ; DG(u)v ∈ TK(G(u)) ; DJ(u)v ≤ 0}. (16)
For h ∈ TK(x), the second-order contact set is defined by:
I2(x, h) = {t ∈ I(x) ; h(t) = 0}. (17)
If (13) holds, then DJ(u)v ≥ 0 for all v such that DG(u)v ∈ TK(G(u))
and DJ(u)v = 0 iff η ⊥ DG(u)v. Since η ≥ 0 has support in I(G(u)), and
DG(u)v ≤ 0 on I(G(u)), we obtain the following (classical) statement:
Lemma 3 Let (u, η) satisfy the first order necessary condition (13). Then:
C(u) = {v ∈ U ; DG(u)v ∈ TK(G(u)); supp(dη) ⊂ I2(G(u), DG(u)v)}.
(18)
The inner and outer second-order tangent sets, respectively T 2,iK (x, h) and
T 2K(x, h), are defined by:
T
2,i
K (x, h) := {w ∈ C[0, T ]; dist(x + εh + 12ε2w, K) = o(ε2), ε ≥ 0},
T 2K(x, h) := {w ∈ C[0, T ]; ∃εn ↓ 0, dist(x + εnh + 12ε2nw, K) = o(ε2n)}.
We recall the characterization of the inner second-order tangent set T 2,iK (x, h)
due to Kawasaki [22,21] (see also Cominetti [13]): if x ∈ K and h ∈ TK(x),
then
T
2,i
K (x, h) = {w ∈ C[0, T ] ; w(t) ≤ ςx,h(t) on [0, T ]}, (19)
where ςx,h : [0, T ] → R is given by:
ςx,h(t) =


0 if t ∈ (int I(x)) ∩ I2(x, h)
liminf
t′→t ; x(t′)<0
(h(t′)+)
2
2x(t′)
if t ∈ ∂I(x) ∩ I2(x, h)
+∞ otherwise.
(20)
Here h(t)+ := max{h(t), 0}, and int S and ∂S denote respectively the interior
and boundary of set S. Set T (x, h) := ∂I(x) ∩ I2(x, h). We have ςx,h(τ) ≤ 0
for τ ∈ T (x, h) and it is not difficult to check that t 7→ ςx,h(t) is lower semi-
continuous. Consequently, T 2,iK (x, h) 6= ∅ iff ςx,h(t) > −∞ for all t. In that
case, ςx,h is the upper limit of a increasing sequence of continuous functions
(ςn). Given η ∈ M+[0, T ], we may define (see e.g. [22]):∫ T
0
ςx,h(t)dη(t) := sup
{∫ T
0
ς(t)dη(t); ς ≤ ςx,h
}
∈ R ∪ {+∞}.
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Then:
σ(η, T 2,iK (x, h)) =
∫ T
0
ςx,h(t)dη(t), (21)
where σ(η, S) = supw∈S 〈η, w〉 denotes the support function of the set S. If
the support of η satisfies supp(dη) ⊂ I2(x, h), then
σ(η, T 2,iK (x, h)) ≤ 0. (22)
A second-order necessary condition due to Kawasaki [20] is:
Theorem 4 Let u be a local optimal solution of (4) satisfying (14). Then,
for all v ∈ C(u), the following holds:
sup
η∈Λ(u)
{
D2uuL(u, η)(v, v)− σ(η, T 2,iK (G(u), DG(u)v))
}
≥ 0. (23)
Remark 5 The above second-order necessary condition was improved by
Cominetti in [12], by stating that for all convex set Su,v ⊂ T 2K(G(u), DG(u)v),
sup
η∈Λ(u)
{
D2uuL(u, η)(v, v)− σ(η,Su,v)
} ≥ 0. (24)
Th. 4 is obtained for the particular choice of Su,v = T 2,iK (G(u), DG(u)v). For
the problem considered in the present paper, we gain sufficient information
from (23) (see Proposition 14).
2.2 Junction Condition Analysis
We first recall some classical definitions. A boundary (resp. interior) arc is a
maximal interval of positive measure I ⊂ [0, T ] such that g(y(t)) = 0 (resp.
g(y(t)) < 0) for all t ∈ I. If [τen, τex] is a boundary arc, τen and τex are
called entry and exit point, respectively. Entry and exit points are said to
be regular if they are endpoints of an interior arc. A touch point τ in (0, T )
is an isolated contact point (endpoint of two interior arcs). Entry, exit and
touch points are called junction points (or times). We say that the junctions
are regular, when the junction points are regular. In this paper, only the case
of finitely many regular junctions is dealt with.
The first-order time derivative of the state constraint when y satisfies the
state equation (2), i.e., g(1)(u, y) = d
dtg(y(t)) = gy(y)f(u, y), is denoted by
g(1)(y) if the function R×Rn → R; (u, y) 7→ gy(y)f(u, y) does not depend on
u (that is, the function (u, y) 7→ g(1)u (u, y) is identically zero). We may define
similarly g(2), . . . , g(q) if g, f are Cq and if g
(j)
u ≡ 0, for all j = 1, . . . , q − 1,
and we have g(j)(u, y) = g
(j−1)
y (y)f(u, y), for j = 1, . . . , q.
Let q ≥ 1 be the smallest number of times derivations of the state con-
straint, so that a dependence w.r.t. u appears, i.e. g
(q)
u 6≡ 0. If q is finite, we
say that q is the order of the state constraint (see e.g. Bryson et al. [11]).
Let u ∈ U be a solution of the first order necessary condition (13), with
Lagrange multiplier η and costate pu,η solution of (7). Since η and pu,η are of
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bounded variation, they have at most countably many discontinuity times,
and are everywhere on [0, T ] left and right continuous. We denote by [η(τ)] =
η(τ+) − η(τ−) where η(τ±) = limt→τ± η(t) the jump discontinuity of η at
time τ ∈ [0, T ]. We make the following assumptions:
(A2) The Hamiltonian is strongly convex w.r.t. the control variable, uni-
formly w.r.t. t ∈ [0, T ]:
∃ γ > 0, Huu(uˆ, yu(t), pu,η(t±)) ≥ γ ∀uˆ ∈ R, ∀t ∈ [0, T ]. (25)
(A3) (Constraint regularity) The data of the problem are C2q , i.e. k ≥ 2q
in (A0), the state constraint is of order q and the condition below holds:
∃ β > 0, |g(q)u (uˆ, yu(t))| ≥ β, ∀uˆ ∈ R, ∀t ∈ [0, T ]. (26)
(A4) The trajectory (u, yu) has a finite set of junction times, that will be
denoted by T =: Ten ∪ Tex ∪ Tto, with Ten, Tex and Tto the disjoint
(and possibly empty) subsets of respectively regular entry, exit and touch
points, and we suppose that g(yu(T )) < 0.
Remark 6 1) An assumption weaker than (A2), that is enough for the
sufficient conditions in section 4 and 5, is
(A2’) (Strengthened Legendre-Clebsch condition)
∃ γ > 0, Huu(u(t), yu(t), pu,η(t)) ≥ γ a.e. t ∈ [0, T ]. (27)
Condition (27) does not imply the continuity of the control.
2) In assumption (A3), it is in fact sufficient to assume that (26) holds for
t in the neighborhood of the contact set I(g(yu)). In the definition of the
order of the constraint q, it is sufficient as well to restrict the variable y to a
neighborhood in Rn of {yu(t) ; t ∈ I(g(yu))}.
A touch point τ ∈ Tto is said to be essential, if the Lagrange multiplier η
satisfies [η(τ)] > 0. The set of essential touch points of the trajectory (u, yu)
will be denoted by T essto .
The above hypotheses imply the continuity of the control variable and
of some of its derivatives at junction points. The next proposition is due to
Jacobson et al. [19]. Its proof was later clarified in Maurer [27], see also the
survey by Hartl et al. [15].
Proposition 7 Let u ∈ U satisfying (13) with Lagrange multiplier η and
assume that (A2)-(A4) hold. Then:
(i) The control u is continuous over [0, T ] (in particular at junction points
τ ∈ T ) and Cq on [0, T ]\T . The multiplier η is continuously differentiable
on [0, T ] \ T .
(ii) If τ ∈ Ten ∪ Tex is a regular entry or exit point, then: (a) if q is odd, η
and the q − 1 first time derivatives of u are continuous at τ ; (b) if q is
even, the q − 2 first time derivatives of u are continuous at τ .
(iii) If τ ∈ Tto is a touch point, then: (a) the q − 2 first derivatives of u are
continuous at τ ; (b) if q = 1, then η and u˙ are also continuous at τ (that
is, if q = 1, then (u, yu) does not have essential touch point).
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Remark 8 Under the assumptions of Prop. 7, we have the following decom-
position: dη(t) = η0(t)dt+
∑
τ∈T ντδτ (t) where δτ denotes the Dirac measure
at time τ , the density η0 ∈ L1(0, T ) is equal to dηdt almost everywhere and
ντ := [η(τ)] ≥ 0. We have ντ = 0 if q is odd and τ is a regular entry/exit
point, and if q = 1 and τ is a touch point.
We end this section by a result on constraint qualification and uniqueness
of the multiplier. For this we need the expression of the time derivatives of
DG(u)v.
Lemma 9 Assume that f, g are Cq and that g
(j)
u ≡ 0, for j = 1, . . . , q − 1.
Then: (i) For all v ∈ U , the following relations hold:
dj
dtj
gy(yu)zu,v = g
(j)
y (u, yu)zu,v, j = 1, . . . , q − 1, (28)
dq
dtq
gy(yu)zu,v = g
(q)
y (u, yu)zu,v + g
(q)
u (u, yu)v. (29)
(ii) If in addition, (26) is satisfied, then DG(u) is an isomorphism between
L∞(0, T ) and the space W defined by:
W := {ϕ ∈ W q,∞(0, T ) ; ϕ(j)(0) = 0 ; j = 0, . . . , q − 1}. (30)
Proof (i) By (8), we have:
d
dt
gy(yu)zu,v =gyy(yu)f(u, yu)zu,v + gy(yu)fy(u, yu)zu,v + gy(yu)fu(u, yu)v
=g
(1)
y (u, yu)zu,v + g
(1)
u (u, yu)v.
Since g
(j)
u ≡ 0 for j = 1 to q−1, we obtain by induction that djdtj gy(yu)zu,v =
g
(j)
y (u, yu)zu,v is independent on v, and that the derivative of order q has the
expression in (29).
(ii) If in addition (26) is satisfied, it is easily seen by (29) that for all ϕ ∈ W ,
there exists a unique v ∈ U such that gy(yu)zu,v = ϕ. The conclusion follows
from the open mapping theorem.
Proposition 10 Assume that (A1) holds, and let u ∈ U satisfy (A3). Then:
(i) Robinson’s constraint qualification (14) holds; (ii) if Λ(u) 6= ∅, the La-
grange multiplier η associated with u is unique.
Proof It is obvious by Lemma 9(ii) and Th. 2(i) that (14) holds iff (A1)
does. This proves (i). Assume that η1, η2 ∈ Λ(u) and set µ := η2 − η1 ∈
M[0, T ]. Since DG(u)∗µ = 0, it follows that ∫ T
0
ϕ(t)dµ(t) = 0, for all ϕ ∈
W . Since g(y0) < 0, we have supp(dµ) ⊂ [2ε, T ] for some ε > 0. Taking
the restriction to [ε, T ] of functions in DG(u)U , we obtain the whole space
W q,∞(ε, T ). By density of the latter in C[ε, T ] we deduce that for all ϕ ∈
C[0, T ],
∫ T
0
ϕ(t)dµ(t) =
∫ T
ε ϕ(t)dµ(t) = 0. Hence dµ ≡ 0, which achieves the
proof of (ii).
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3 Second-order Necessary Conditions
3.1 Basic Second-order Necessary Conditions
Let u ∈ U satisfy assumptions (A2)-(A4) and η ∈ Λ(u). We make the follow-
ing assumptions. Let qˆ := 2q − 1 if q is odd and qˆ := 2q − 2 if q is even.
(A5) (Non Tangentiality Condition)
(i) For all entry times τen ∈ Ten and all exit times τex ∈ Tex:
(−1)qˆ+1 d
qˆ+1
dtqˆ+1
g(yu(t))|t=τ−en < 0 ;
dqˆ+1
dtqˆ+1
g(yu(t))|t=τ+ex < 0. (31)
(ii) For all essential touch points τto ∈ T essto :
d2
dt2
g(yu(t))|t=τto < 0. (32)
(A6) (Strict Complementarity on boundary arcs): int I(G(u)) ⊂ supp(dη).
Remark 11 1) By Proposition 7, the expressions appearing in assumption
(A5)(i)-(ii) are well-defined, and qˆ+1 is the smallest possible order for which
the corresponding derivative of g(yu) may be nonzero at an entry or exit
point. Therefore assumption (A5) does not contradict the junction conditions
in Prop. 7. Note that qˆ = q for q = 1, 2.
2) Only the assumption (A6’) below, weaker than (A6), is used in necessary
condition of Theorem 12, in order to ensure that the second-order tangent
set T 2,iK (G(u), DG(u)v) is not empty, for all v ∈ C(u):
(A6’) (Strict Complementarity near entry/exit of boundary arcs): For all
entry points τen ∈ Ten and exit points τex ∈ Tex, there exists ε > 0 such
that:
(τen, τen + ε) ⊂ supp(dη) ; (τex − ε, τex) ⊂ supp(dη). (33)
Note that we do not assume strict complementarity at touch points.
Theorem 12 Assume that (A1) holds. Let u ∈ U be an optimal solution of
(4), with its Lagrange multiplier η, satisfying (A2)-(A5) and (A6’). Let T essto
denote the (finite) set of essential touch points of the trajectory (u, yu) and
ντ = [η(τ)] > 0, for τ ∈ T essto . Then, for all v ∈ C(u):
D2uuL(u, η)(v, v)−
∑
τ∈T essto
ντ
(g
(1)
y (yu(τ))zu,v(τ))
2
d2
dt2 g(yu(t))|t=τ
≥ 0. (34)
Corollary 13 Under the assumptions of Theorem 12, if the trajectory (u, yu)
has no essential touch point (in particular, if the state constraint is of first
order q = 1), then D2uuL(u, η)(v, v) ≥ 0, for all v ∈ C(u).
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In the sequel, we denote I2(G(u), DG(u)v) by I2u,v . For all v ∈ C(u), by
(18), we have T essto ⊂ (Tto∩I2u,v). Let us denote the subset of critical directions
that “avoid” non essential touch point (i.e., such that g(yu(τ))zu,v(τ) < 0,
for all τ ∈ Tto \ T essto ) by:
C0(u) := {v ∈ C(u) ; Tto ∩ I2u,v = T essto }.
The first step of the proof of Theorem 12 consists in computing the sigma-
term for the critical directions in C0(u).
Proposition 14 Let v ∈ C0(u). Under the assumptions of Theorem 12, we
have that
σ(η, T 2,iK (G(u), DG(u)v)) =
∑
τ∈T essto
ντ
(g
(1)
y (yu(τ))zu,v(τ))
2
d2
dt2 g(yu(t))|t=τ
. (35)
Proof The proof is divided into 3 steps. We first analyse the contribution of
entry/exit points, then the one of touch points, and finally conclude.
Remind that by (20), only the points in ∂I(G(u))∩I2u,v have a contribution
to the sigma term. Note that ∂I(G(u)) = T . Set ςu,v := ςg(yu),gy(yu)zu,v =
ςG(u),DG(u)v and let τ ∈ T ∩ I2u,v . By (20), we have:
ςu,v(τ) = liminf
t→τ ; g(yu(t))<0
({gy(yu(t))zu,v(t)}+)2
2g(yu(t))
. (36)
1) (Entry/exit point). Assume that τ ∈ Ten∪Tex. According to Prop. 7(ii),
time derivatives of the control at regular entry/exit points are continuous
until order q−2 if q is even, and q−1 if q is odd. Consequently, by definition of
the order of the state constraint, the time derivatives of g(yu) are continuous
at τ until order 2q−2 is q is even, and 2q−1 if q is odd. Hence they all vanish
at entry/exit time τ of a boundary arc. It follows that for t in a neighborhood
of τ on the interior arc side, a Taylor expansion gives, by definition of qˆ:
g(yu(t)) =
dqˆ+1
dtqˆ+1
g(yu)|t=τ±
(t− τ)qˆ+1
(qˆ + 1)!
+ o((t− τ)qˆ+1), (37)
where, for the sake of simplicity, we denote by τ± either τ− if τ ∈ Ten or τ+
if τ ∈ Tex.
Combining Lemma 3 and (A6’), we see that for all v ∈ C(u), the function
(of time) gy(yu)zu,v vanishes just after entering or before leaving a boundary
arc on a small interval [τ, τ±ε], and so do its first q−1 time derivatives since
the latter are continuous by Lemma 9(i). The q-th derivative of gy(yu)zu,v
being a bounded function by (29), we have, on the interior arc side:
|gy(yu(t))zu,v(t)| ≤ C|t− τ |q . (38)
If q is odd, combining (37) with qˆ = 2q− 1 and (38) and by tangentiality
assumption (A5)(i), we deduce from (36) that:
ςu,v(τ) ≥ lim
t→τ±
C2(t− τ)2q
d2q
dt2q g(yu)|t=τ± (t−τ)
2q
(2q)! + o((t − τ)2q)
> −∞.
12 J. Fre´de´ric Bonnans, Audrey Hermant
If q is even, (37) with qˆ = 2q − 2, (38) and (A5)(i) in (36) give:
ςu,v(τ) ≥ lim
t→τ±
C2(t− τ)2q
d2q−1
dt2q−1 g(yu)|t=τ± (t−τ)
2q−1
(2q−1)! + o((t− τ)2q−1)
= 0.
Since ςu,v(τ) ≤ 0 by (20) at an entry or exit point, it follows that (when q is
even) ςu,v(τ) = 0.
2) (Touch point). Assume now that τ ∈ Tto ∩ I2u,v . If that case happens,
since v ∈ C0(u), our hypotheses imply that τ is an essential touch point sat-
isfying (32), and hence, that q ≥ 2. Since g(yu) has a isolated local maximum
at τ , g(yu) and g
(1)(yu) vanish at τ while
d
dtg
(1) = g(2)(u, yu) is nonpositive
and continuous at τ since u is continuous by Prop. 7(i). We thus have:
g(yu(t)) =
d
dt
g(1)(yu)|t=τ (t− τ)
2
2
+ o((t− τ)2). (39)
Since τ ∈ I2u,v , we also have gy(yu(τ))zu,v(τ) = 0. The function gy(yu)zu,v
being C1 (since q ≥ 2) with almost everywhere a bounded second derivative,
we get by (28), taking the nonnegative part:
(gy(yu(t))zu,v(t))+ = (g
(1)
y (yu(τ))zu,v(τ)(t − τ))+ + o(t− τ). (40)
From (39), (40) and (A5)(ii), (gy(yu)zu,v)
2
+
/g(yu) is left-and right continuous
when t → τ . Therefore, taking the lim inf when t → τ comes to take the min
of both limits when t → τ+ and t → τ−, thus we obtain:
ςu,v(τ) = min
{
(g
(1)
y (yu(τ))zu,v(τ))
2
g(2)(u(τ), yu(τ))
; 0
}
=
(g
(1)
y (yu(τ))zu,v(τ))
2
g(2)(u(τ), yu(τ))
> −∞.
(41)
3) (Conclusion). For all τ ∈ T ∩I2u,v , we showed that ςu,v(τ) > −∞. There-
fore we may apply (21). Set I0 := int I(G(u)). By (18), we have supp(dη) ⊂
I2u,v and in view of remark 8 we may write that:
σ(η, T 2,iK (G(u), DG(u)v)) =
∫
I0
ςu,v(t)η0(t)dt +
∑
τ∈T ∩I2u,v
ντ ςu,v(τ) (42)
where η0 ∈ L1(I0) and ντ = [η(τ)]. By (20), ςu,v vanishes on I0 ∩ I2u,v and
thus on I0∩ supp(η0). Hence,
∫
I0
ςu,v(t)η0(t)dt = 0. If τ ∈ Ten∪Tex, we have,
if q is odd, ντ = 0 by Prop. 7(ii)(a) and we showed that ςu,v(τ) > −∞. If q
is even, we showed in point 1) that ςu,v(τ) = 0 (and we have ντ < +∞). In
both cases, we deduce that ντ ςu,v(τ) = 0.
It remains only in (42), when q ≥ 2, the contribution of finitely many
touch points τ in Tto ∩ I2u,v = T essto with ςu,v(τ) given by (41). Hence (35)
follows.
Proof (Proof of Theorem 12) Combining Theorem 4 and Propositions 10 and
14, we obtain that (34) holds, for all v ∈ C0(u). Since the left-hand-side of
(34) is a continuous quadratic form, it remains nonnegative on the closure
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of C0(u). We end the proof by checking that the latter is equal to C(u), the
cone of critical directions.
Since C(u) is closed and contains C0(u), we have of course C0(u) ⊂ C(u).
We prove the converse relation. Let v0 ∈ C(u). We remind that v ∈ C(u) iff
gy(yu)zu,v ≤ 0 on I(g(yu)) and gy(yu)zu,v = 0 on the support of the Lagrange
multiplier η. Let ρ : R → R be a function of class C∞ having support
on [−1, 1] which is positive on (−1, 1). For ε > 0, set ρε(t) := εq+1ρ(t/ε),
thus we have ρε → 0 in W q,∞. By Lemma 9(ii), for ε > 0 small enough,
there exists a unique vε ∈ L∞(0, T ) such that g(yu)zu,vε = g(yu)zu,v0 −∑
t∈Tto\T essto
ρε(t− τ) ∈ W q,∞(0, T ). Then we have gy(yu)zu,vε = gy(yu)zu,v0
outside (τ−ε, τ +ε), for all non essential touch point τ , gy(yu(τ))zu,vε (τ) < 0
for such τ , and hence, the touch points being isolated, for ε > 0 small enough,
vε ∈ C0(u). Since DG(u)vε → DG(u)v0 in W , where W was defined in (30),
and DG(u) has a bounded inverse by Lemma 9(ii), we have vε → v0 in
L∞(0, T ) when ε ↓ 0. The conclusion follows.
3.2 Extended Second-order Necessary Conditions
The solution zu,v of the linearized state equation (8) when v ∈ L2(0, T ), is
well-defined and belongs to H1(0, T ) ⊂ C[0, T ]. Thus we may extend contin-
uously DJ(u) and DG(u) over L2(0, T ) (we keep the same notations for the
extensions). Since DG(u) : L2(0, T ) → C[0, T ], it makes sense to extend the
critical cone C(u) defined in (16) to critical directions in L2, as follows:
CL2(u) = {v ∈ L2(0, T ) \ DG(u)v ∈ TK(G(u)) ; DJ(u)v ≤ 0}. (43)
Note that when (u, η) satisfies (13), relation (18) remains true with CL2(u)
and L2(0, T ) instead of C(u) and U , respectively.
The necessary and sufficient second-order conditions involve respectively
C(u) and CL2(u) (see sections 4 and 5). Therefore, to obtain the no-gap
second-order conditions, we need the following variant of Theorem 12.
Corollary 15 The statements of Theorem 12 and Corollary 13 still hold
replacing assumption (A6’) and C(u) respectively by (A6) and CL2(u).
Corollary 15 is obtained as a consequence of Th. 12, the continuity of
the left-hand side of (34) w.r.t. v ∈ L2, and the density of C(u) in CL2(u)
(Lemma 17). To prove the latter, we first need a general result.
Lemma 16 Let q ≥ 1 and a < b ∈ R. Then for all xˆ ∈ Hq(a, b) =
W q,2(a, b), there exists a sequence (xn) of W
q,∞(a, b) such that x
(j)
n (a) =
xˆ(j)(a), x
(j)
n (b) = xˆ(j)(b) for all j = 0, . . . , q− 1, n ∈ N and ‖xn − xˆ‖q,2 → 0.
Proof Set xˆa := (xˆ(a), . . . , xˆ
(q−1)(a))∗, xˆb := (xˆ(b), . . . , xˆ
(q−1)(b))∗ ∈ Rq and
uˆ := xˆ(q) ∈ L2(a, b). For u ∈ L2(a, b), let xu ∈ Hq(a, b) be the solution of:
x(q)u (t) = u(t) a.e. on [a, b] ; (xu(a), . . . , x
(q−1)
u (a)) = xˆ
∗
a. (44)
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For n ∈ N, consider the following problem:
(Pn) min 12‖u− uˆ‖22 ; Au = xˆb ; u ∈ Un, (45)
where Un := {u ∈ L2(0, T ) ; |u(t)| ≤ n a.e.} and A : L2 → Rq ; u 7→
(xu(b), . . . , x
(q−1)
u (b))∗. By construction, Auˆ = xˆb. It is readily seen that the
mapping L2(a, b) → Hq(a, b); u 7→ xu solution of (44) is continuous. Since
Hq(a, b) has a continuous inclusion into Cq−1[a, b], it follows that the linear
mapping A is also continuous.
Let us first show that for n large enough, the problems (Pn) are feasible
and uniformly qualified, that is there exist n0 ∈ N and δ0 > 0 such that
xˆb + δ0BRq ⊂ AUn0 ⊂ AUn ∀n ≥ n0, (46)
with BRq the unit ball in R
q . Indeed, consider e.g. for δ ∈ Rq the (unique)
polynomial function xδ of degree 2q−1 that takes with its q−1 first derivatives
the values xˆa and xˆb at a and b. It is easily seen that its coefficients are
solution of a full-rank linear system with xˆb−xˆa+δ as right-hand side, hence,
taking the sup over (t, δ) ∈ [a, b]×BRq (0, δ0) of the functions uδ(t) = x(q)δ (t)
that are C∞ w.r.t. t and δ provides an uniform bound n0 such that (46)
holds.
Since Robinson’s constraint qualification holds for n large enough, there
exists a (unique) optimal solution un of (Pn) and a normal Lagrange mul-
tiplier λn ∈ Rq∗, such that (throughout the proof, 〈·, ·〉 denotes the scalar
product over L2):
0 ≤ 〈un − uˆ +A∗λn, v − un〉 ∀v ∈ Un. (47)
Since the feasible set of problem (Pn) is increasing for inclusion when n →
+∞, the cost function is decreasing, thus ‖un − uˆ‖2 is bounded. Hence the
sequence (un) converges weakly to some u¯ ∈ L2. We may rewrite (47) as:
‖un − uˆ‖22 + λn(xˆb −Av) ≤ 〈un − uˆ, v − uˆ〉 ∀v ∈ Un. (48)
Qualification property (46) implies that δ0|λn| ≤ supv∈Un0 λn(xb − Av),
hence, taking the sup for v ∈ Un0 successively in the right and left hand
side of (48), we deduce that for some constant K(n0) > 0 that depends on
n0, we have δ0|λn| ≤ K(n0), for all n ≥ n0. Therefore the sequence (λn) is
uniformly bounded. Define now vn ∈ Un as vn(t) = max{−n; min{n, uˆ(t)}}
a.e. By the Lebesgue dominated convergence Theorem, vn → uˆ in L2 and by
(48):
‖un − uˆ‖22 ≤ 〈un − uˆ, vn − uˆ〉 + λn(Avn − xˆb) −→ 0,
since un− uˆ ⇀ u¯− uˆ weakly in L2, vn− uˆ → 0 strongly in L2, λn is bounded
and Avn → Auˆ = xˆb by continuity of A. It follows that ‖un − uˆ‖2 → 0 and
the sequence xn := xun satisfies all the required properties, so the proof is
completed.
Lemma 17 Let u ∈ U and η ∈ Λ(u) such that (A3), (A4) and (A6) are
satisfied. Then C(u) is a dense subset of CL2(u).
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Proof Since (A4) holds, denote by 0 < τ1 < . . . < τN < T the junction times
of the trajectory (u, yu), and set τ0 := 0, τN+1 := T . Let v ∈ CL2(u) and
set x := DG(u)v. By Lemma 16 applied on intervals [τk, τk+1] that are not
boundary arcs, there exists a sequence xn ∈ W q,∞(0, T ) such that xn = 0 = x
by (A6) on boundary arcs, x
(j)
n (τk) = x
(j)(τk) for all j = 0, . . . , q − 1 and
k = 0, . . . , N + 1, and xn → x in Hq. By (A3), we may define vn ∈ L∞(0, T )
such that DG(u)vn = xn for all n. It is readily seen that vn ∈ C(u) for all n
and vn → v in L2, which achieves the proof.
4 Second-order Sufficient Conditions
The second-order sufficient conditions theory classically involves two norms,
namely L2 and L∞, see Ioffe [17, Part III] and Maurer [28].
Assume that X, Z are Banach spaces endowed with the norms ‖·‖X and‖·‖Z , respectively, such that Z ⊂ X with continuous embedding. Let k ∈ N.
We say that r(x) = OZ(‖x‖kX) if |r(x)| ≤ C‖x‖kX for some C > 0 when ‖x‖Z
is small enough. We say that r(x) = oZ(‖x‖kX) if |r(v)|/‖x‖kX goes to zero
when ‖x‖Z goes to zero. In the sequel, ‖ · ‖p (resp. ‖ · ‖r,p) denotes the norm
of the space Lp(0, T ) (resp. the Sobolev space W r,p(0, T )), for 1 ≤ p ≤ ∞
and r = 1, . . . < +∞. We write Op and Or,p for respectively O‖·‖Lp andO‖·‖W r,p , and we use the same convention for op and or,p. Similarly, Bp and
Br,p denote open balls in L
p and W r,p, respectively.
We remind that a quadratic form Q(v) on a Hilbert space is a Legendre
form (Ioffe and Tihomirov [18]), if it is weakly lower semi-continuous (w.l.s.c.)
and if vn ⇀ v weakly and Q(vn) → Q(v) imply that vn → v strongly.
The next theorem gives the second-order sufficient condition in its well-
known form (i.e. without the curvature term).
Theorem 18 Let u ∈ U satisfy (13) with Lagrange multiplier η and assume
that (A2’) holds. If the following second-order sufficient condition is satisfied:
D2uuL(u, η)(v, v) > 0 ∀ v ∈ CL2(u) \ {0} (49)
then u is a local solution of (4) satisfying the quadratic growth condition (5).
Conversely, if (A1)-(A6) hold and if (u, yu) has no essential touch point
(in particular, if the state constraint is of first order q = 1), then the second-
order sufficient condition (49) is satisfied iff the quadratic growth condition
(5) is satisfied.
The proof of Theorem 18 will be given after a sequence of short lemmas.
Lemma 19 Let (u, η) ∈ U ×M+[0, T ] and v ∈ U . The following holds, for
all σ ∈ [0, 1]:
‖yu+σv − yu‖∞ = O∞(‖v‖1) (50)
‖pu+σv,η − pu,η‖∞ = O∞(‖v‖1) (51)
‖zu+σv,v‖∞ = O∞(‖v‖1) (52)
‖zu+σv,v − zu,v‖∞ = O∞(‖v‖22). (53)
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Proof Set uσ := u + σv, and let C denote a positive constant. Since f is
Lipschitz continuous by (A0), (50) is an easy consequence of Lemma 32.
Thus, u and v being essentially bounded, uσ and yuσ take values a.e. in a
compact set of type
Vδ = {(uˆ, yˆ) ∈ R× Rn ; |uˆ|+ |yˆ| ≤ δ}, (54)
for some δ > 0. The mappings f , ` and g as well as their first order derivatives
are C1, and hence Lipschitz continuous over the compact set Vδ . Lemma 32,
applied to the costate equation (7), ensures that puσ ,η also remains uniformly
bounded. The derivation of (51) and (52) being similar to the one of (53),
we detail only the latter. We have (omitting time argument):
|z˙uσ,v(t)− z˙u,v(t)| ≤ ‖fy‖∞|zuσ ,v − zu,v|
+ (|Df(uσ, yuσ )−Df(u, yu)|) (|zu,v|+ |v(t)|) .
Since Df is Lipschitz on V , we have by (50) |Df(uσ, yuσ ) − Df(u, yu)| ≤
C(‖v‖1 + |v|). Combining with (52) and the inequality ab ≤ 12 (a2 + b2), we
deduce from the above display that
|z˙uσ ,v(t)− z˙u,v(t)| ≤ ‖fy‖∞|zuσ,v − zu,v|+ C
(‖v‖2
1
+ |v(t)|2) .
We conclude with Lemma 32 and the inequality ‖v‖1 ≤
√
T‖v‖2.
Lemma 20 Let (u, η) ∈ U ×M+[0, T ] and v ∈ U . Then:
L(u + v, η) = L(u, η) + DuL(u, η)v +
1
2
D2uuL(u, η)(v, v) + r(v) (55)
with r(v) = O∞(‖v‖33). In particular, r(v) = o∞(‖v‖22).
Proof For σ ∈ [0, 1], set again uσ := u + σv and puσ := puσ ,η. By Lemma 1:
r(v) =
[∫
1
0
(1− σ) (D2uuL(u + σv, η)−D2uuL(u, η))dσ
]
(v, v) (56)
=
∫
1
0
∫ T
0
∆1(t)dtdσ +
∫
1
0
∫ T
0
∆2(t)dη(t)dσ +
∫
1
0
∆3dσ,
with (omitting time argument)
∆1(t) = D
2H(u,y)2(uσ, yuσ , puσ)(v, zuσ ,v)
2 − D2H(u,y)2(u, yu, pu)(v, zu,v)2
∆2(t) = z
∗
uσ,vgyy(yuσ )zuσ,v − z∗u,vgyy(yu)zu,v
∆3 = zuσ,v(T )
∗φyy(yuσ(T ))zuσ ,v(T )− zu,v(T )∗φyy(yu(T ))zu,v(T ).
Under assumption (A0), second-order derivatives gyy, etc. are Lipschitz con-
tinuous over a compact set Vδ defined in (54) for some δ > 0. By Lemma 19
we get, for some constant C > 0:
∆2(t) ≤ C
(|yuσ − yu||zuσ,v |2 + (|zuσ ,v|+ |zu,v|)|zuσ ,v − zu,v|)
≤ O∞(‖v‖31 + ‖v‖1 ‖v‖22) ≤ O∞(‖v‖33),
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since by the Cauchy-Schwarz and Ho¨lder inequalities, that give respectively
‖·‖2
2
≤ ‖·‖3/2
3
‖·‖1/2
1
and ‖·‖
1
≤ T 2/3 ‖·‖
3
, we have ‖·‖2
2
‖·‖
1
≤ T ‖·‖3
3
. Since
the measure dη is bounded and the O∞ are uniform w.r.t. time, we obtain∫ T
0
∆2(t)dη(t) = O∞(‖v‖33). The same upper bound holds for ∆3(T ). As for
∆1(t), we have in the same way, by Lemma 19:
∆1(t) ≤ C(|yuσ − yu|+ |puσ − pu|+ σ|v|)(|zuσ ,v|2 + |v|2)
+ C(|zuσ ,v|+ |zu,v|+ |v|)|zuσ ,v − zu,v|
≤ C(‖v‖3
1
+ ‖v‖2
1
|v(t)|+ ‖v‖
1
|v(t)|2 + |v(t)|3).
Hence,
∫ T
0
∆1(t)dt = O∞(‖v‖33). Finally, since the O∞ do not depend on
σ ∈ [0, 1], we obtain after integration over [0, 1] that r(v) = O∞(‖v‖33). Since
‖·‖3
3
≤ ‖·‖2
2
‖·‖∞, it follows that r(v) = o∞(‖v‖22).
Lemma 21 Let (u, η) ∈ U × M+[0, T ] satisfy (A2’). Then the quadratic
form U → R, v 7→ D2uuL(u, η)(v, v) has a unique extension to a continuous
quadratic form over L2(0, T ), and the latter is a Legendre form.
Proof Since L∞ is a dense subset of L2 and v 7→ D2uuL(u, η)(v, v) is continu-
ous for the norm of L2, it has a unique continuous extension Q over L2. Set
p := pu,η. By (10), we can write Q(v) = Q0(v) + Q1(v) + Q2(v) with:
Q2(v) =
∫ T
0
Hyy(u, yu, p)(zu,v, zu,v)dt
+ zu,v(T )
∗φyy(yu(T ))zu,v(T ) +
∫ T
0
z∗u,vgyy(yu)zu,vdη
Q1(v) = 2
∫ T
0
Hyu(u, yu, p)(zu,v, v)dt
Q0(v) =
∫ T
0
Huu(u, yu, p)(v, v)dt
Let vn ⇀ v¯ ∈ L2(0, T ). The mapping L2(0, T ) → H1(0, T ) ; v 7→ zu,v being
linear continuous, zn := zu,vn converges weakly to z¯ := zu,v¯. Since (zn) is
bounded in H1(0, T ) and the inclusion of the latter in C[0, T ] is compact,
(zn) is strongly convergent to z¯, and thus Q2(vn) converges strongly to Q2(v¯).
The term Q1(vn), bilinear in (zn, vn), also converges strongly to Q1(v¯) when
zn converges strongly and vn weakly. Therefore, Q is a Legendre form iff Q0
is.
Since Huu(u(t), yu(t), p(t)) is essentially bounded and, by (27), is uni-
formly invertible for almost all t ∈ [0, T ], v 7→ √Q0(v) is a norm equivalent
to the one of L2(0, T ). Hence by [9, Prop. 3.76(i)], Q0 is a Legendre form,
and therefore so is Q.
Proof (Proof of Theorem 18) Assume that (49) holds but that the quadratic
growth condition (5) is not satisfied. Then there exist a sequence un → u in
L∞, un 6= u, such that G(un) ∈ K for all n and
J(un) ≤ J(u) + o(‖un − u‖22). (57)
Since G(un) ∈ K and η ∈ NK(G(u)), we have:
J(un)− J(u) = L(un, η)−L(u, η)− 〈η, G(un)−G(u)〉 ≥ L(un, η)−L(u, η).
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Since un − u → 0 in L∞, Lemma 20 yields r(un − u) = o(‖un − u‖22). As
DuL(u, η) = 0, we have:
o(‖un − u‖22) ≥ J(un)−J(u) ≥
1
2
D2uuL(u, η)(un−u, un−u)+ o(‖un − u‖22).
Let (vn, n) be such that un−u = nvn with ‖vn‖2 = 1 and n = ‖un − u‖2 →
0. Dividing by 2n > 0 the above inequality, we get:
D2uuL(u, η)(vn, vn) + o(1) ≤ o(1). (58)
The sequence (vn) being bounded in L
2(0, T ), taking if necessary a subse-
quence, we may assume that (vn) converges weakly to some v¯ ∈ L2(0, T ).
Since D2uuL(u, η) is weakly l.s.c., we get passing to the limit:
D2uuL(u, η)(v¯, v¯) ≤ 0. (59)
From (57), we derive that J(u + nvn) − J(u) = nDJ(u)vn + rn ≤ o(2n),
where rn = O(2n) (by the same arguments as in the proof of Lemma 20).
Thus DJ(u)vn +O(n) ≤ o(n), and passing to the limit, since the mapping
v 7→ DJ(u)v = ∫ T
0
(`y(u, yu)zu,v + `u(u, yu)v)dt+φy(yu(T ))zu,v(T ) is weakly
continuous, we obtain:
DJ(u)v¯ ≤ 0. (60)
Since u + nvn ∈ G−1(K) (the inverse image of the set K), v¯ is a weak limit
of vn = (un − u)/n ∈ DG(u)−1TK(G(u)). Since K is closed and convex,
so is TK(G(u)). The mapping DG(u) being continuous, DG(u)
−1TK(G(u))
is also a closed convex set, and hence weakly closed. It follows that v¯ ∈
DG(u)−1TK(G(u)). Therefore, with (60), v¯ ∈ CL2(u). Thus (49) and (59)
imply that v¯ = 0. On the other hand, (58) gives (with Q := D2uuL(u, η)):
0 = Q(v¯) ≤ lim Q(vn) ≤ lim Q(vn) ≤ 0
therefore Q(vn) → Q(v). But Q is a Legendre form by Lemma 21 and vn ⇀ v¯,
which implies that vn → v¯ in L2(0, T ), hence ‖vn‖2 → ‖v¯‖2. The expected
contradiction arises since ‖vn‖2 = 1 for all n whereas ‖v¯‖2 = 0.
The converse, that holds under stronger assumptions, is a consequence of
Corollaries 13-15. For convenience, we prove it later with Theorem 27.
5 Reduction Approach
There is still a gap between statements of Corollary 15 of Theorem 12 and
Theorem 18, whenever essential touch points occur. We show in this section
how to deal with this case, using a reduction approach in order to reformulate
the constraint.
The idea of reduction methods (see e.g. [16] and [9, section 3.4.4]) is,
when the constraint has finitely many contact points, to replace it by finitely
many inequality constraints. The Hessian of Lagrangian of the corresponding
reduced problem has an additional term that matches the curvature term.
We obtain thus a no-gap second-order condition.
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5.1 General results on reduction
It is known that the Sobolev spaces W 1,∞(0, T ) and W 2,∞(0, T ), endowed
with the norms ‖x‖1,∞ = ‖x‖∞ + ‖x˙‖∞ and ‖x‖2,∞ = ‖x‖1,∞ + ‖x¨‖∞,
coincide with the spaces of Lipschitz continuous functions and the one of
functions having a Lipschitz continuous derivative, respectively. For all t, t0 ∈
[0, T ], h ∈ W 1,∞(0, T ) and x ∈ W 2,∞(0, T ), we have:
|h(t)− h(t0)| ≤ |t− t0|‖h˙‖∞, (61)
|x(t) − x(t0)− x˙(t0)(t− t0)| ≤ 12 |t− t0|2‖x¨‖∞. (62)
We now give some general results about zeros of functions of W 1,∞(0, T ),
and local minima/maxima of functions of W 2,∞(0, T ).
Lemma 22 Let h0 ∈ W 1,∞(0, T ) and τ0 ∈ (0, T ) satisfy the three following
conditions: h0(τ0) = 0 ; h˙0 is continuous at τ0 ; h˙0(τ0) 6= 0. Then for some
δ, ε > 0, the mapping:
Ξ : B1,∞(h0, δ) 7→ (τ0 − ε, τ0 + ε) ; h 7→ τh such that h(τh) = 0, (63)
is well-defined and Lipschitz continuous on B1,∞(h0, δ), and Fre´chet differ-
entiable at h0, with derivative given by:
DΞ(h0)d = −d(τ0)/h˙0(τ0), for all d ∈ W 1,∞. (64)
More precisely, we have for all h, hi ∈ B1,∞(h0, δ), i = 1, 2 and τi = τhi :
τ2 − τ1 = O1,∞(‖h2 − h1‖∞), (65)
h˙0(τ0)(τh − τ0) + h(τ0) = o1,∞ (‖h− h0‖∞) . (66)
Proof Assume w.l.o.g that β := h˙0(τ0) > 0, and denote by c(·) the modulus
of continuity of h˙0 at τ0. Fix ε > 0 such that c(ε) <
1
4
β. Thus, h˙0 ≥ 34β on
(τ0−ε, τ0+ε) and it follows that h0(τ0−ε) < − 34βε and h0(τ0+ε) > 34βε. Set
δ := min{ 1
4
βε; 1
4
β} and let h ∈ B1,∞(h0, δ). Thus, h(τ0 − ε) < 0 < h(τ0 + ε)
and h is continuous, so h has at least one zero τh in (τ0 − ε, τ0 + ε). Let
(h1, h2) ∈ B1,∞(h0, δ) and τi such that hi(τi) = 0, i = 1, 2. By the definition
of δ, we have h˙1 ≥ 12β a.e. on (τ0 − ε, τ0 + ε), and, in consequence,
β
2
|τ2 − τ1| ≤ |h1(τ2)| = |h1(τ2)− h2(τ2)| ≤ ‖h2 − h1‖∞. (67)
Hence |τ2− τ1| ≤ 2β ‖h2−h1‖∞, which shows the uniqueness of the zero (take
h1 = h2), Lipschitz continuity and (65).
By continuity of Ξ and h0, and (61) applied to h− h0, we have:
h0(τh)− h˙0(τ0)(τh − τ0) = o(|τh − τ0|)
(h− h0)(τh)− (h− h0)(τ0) = h0(τh)− h(τ0) = O(‖h˙− h˙0‖∞|τh − τ0|).
Since τh − τ0 = O1,∞(‖h − h0‖∞) by (67), summing the above expansions
yields (66), from which (64) follows.
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Lemma 23 Let x0 ∈ W 2,∞(0, T ) and τ0 ∈ (0, T ) be such that x˙0(τ0) = 0,
x¨0 is continuous at τ0 and x¨0(τ0) < 0. Thus x0 has a local maximum at τ0,
and for ε > 0 and δ > 0 small enough, x ∈ B2,∞(x0, δ) attains its maximum
over (τ0 − ε, τ0 + ε) at a unique point τx. The mapping Θ : B2,∞(x0, δ) →
(τ0 − ε, τ0 + ε) ; x 7→ τx is Lipschitz continuous over B2,∞(x0, δ), Fre´chet
differentiable at x0, with derivative given by:
DΘ(x0)w = −w˙(τ0)/x¨0(τ0) ∀ w ∈ W 2,∞. (68)
Furthermore, the mapping
Φ : B2,∞(x0, δ) → R ; x 7→ x(τx), (69)
that associates with x the value of its maximum on (τ0 − ε, τ0 + ε), is C1
over B2,∞(x0, δ) and twice Fre´chet differentiable at x0 with first and second
derivatives given by, for all x ∈ B2,∞(x0, δ) and d ∈ W 2,∞:
DΦ(x)d = d(τx) ; D
2Φ(x0)(d, d) = − d˙(τ0)
2
x¨0(τ0)
. (70)
More precisely, for all x, xi ∈ B2,∞(x0, δ), i = 1, 2 and τi = τxi , we have:
x2(τ2) = x2(τ1) +O2,∞(‖x2 − x1‖21,∞), (71)
x(τx) = x(τ0)− x˙(τ0)
2
2x¨0(τ0)
+ o2,∞(‖x− x0‖21,∞). (72)
Proof Define δ as in the proof of Lemma 22, with h0 replaced by −x˙0. It
follows that for all x ∈ B2,∞(x0, δ), there exists a unique τx satisfying x˙(τx) =
0, and we have x¨(t) ≤ x¨0(τ0)/2 < 0 a.e. on (τ0 − ε, τ0 + ε). Hence x˙ is
decreasing on (τ0− ε, τ0 + ε), and x has unique maximum over [τ0− ε, τ0 + ε]
attained at time τx. By composition of the mapping Ξ of Lemma 22 by the
mapping x 7→ h = x˙ ∈ W 1,∞, Θ is well-defined, continuous over B2,∞(x0, δ)
and Fre´chet differentiable at x0, and (68) follows from (64).
By (62) applied to x2−x1, as x˙1(τ1) = 0 and τ2−τ1 = O2,∞(‖x2−x1‖1,∞)
by (65), we get:
x2(τ2) = x2(τ1) + (x˙2(τ1)− x˙1(τ1))(τ2 − τ1) +O(|τ2 − τ1|2)
= x2(τ1) +O2,∞(‖x2 − x1‖21,∞)
which shows (71) and proves that Φ is C1 with first order derivative given by
(70). By continuity of x¨0 and (62) applied to x− x0, we have, as x˙0(τ0) = 0:
x0(τx) = x0(τ0) + x¨0(τ0)
(τx−τ0)
2
2
+ o(|τx − τ0|2),
(x− x0)(τx) = (x− x0)(τ0) + x˙(τ0)(τx − τ0) +O(‖x¨− x¨0‖∞|τx − τ0|2).
Summing the above expansions, and since by (66),
τx − τ0 = − x˙(τ0)
x¨0(τ0)
+ o2,∞ (‖x− x0‖1,∞) ,
we obtain (72). Hence Φ is twice Fre´chet differentiable at x0 with second-
order derivative given by (70).
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5.2 Application to optimal control problems.
If the state constraint is of first order q = 1, then Theorem 18 gives a no-gap
second-order condition, that characterizes the quadratic growth. We show
in this section how to extend this no-gap condition to the case when the
trajectory has essential touch points (see Theorem 27).
Therefore, we assume in this section that the state constraint is not of
first order, that is, the function g(1)(u, y) = gy(y)f(u, y) does not depend on
u (which means g
(1)
u (u, y) ≡ 0). Note that this implies that G(u) = g(yu) ∈
W 2,∞, for all u ∈ U .
Definition 24 Assume that g
(1)
u ≡ 0 (the state constraint is not of order
one). Let u ∈ G−1(K). We say that a touch point τ of the trajectory (u, yu)
is reducible, if the following conditions are satified: (i) the function t 7→
g(2)(u(t), yu(t)) is continuous at τ ; (ii) non-tangentiality condition (32) is
satisfied at τ .
Remark 25 1) Point (i) in the above definition is always satisfied if the
state constraint is of order q > 2, since in that case g(2)(u, yu) = g
(2)(yu).
2) If q = 2 and η ∈ Λ(u) 6= ∅, sufficient conditions for point (i) are assump-
tions (A2)-(A4), since by Prop. 7(i) they imply the continuity of u.
Let u ∈ G−1(U), and let Tred be a finite subset of reducible touch points
of the trajectory (u, yu). By definition of touch points, there exists ε > 0 such
that (τ − 2ε, τ + 2ε) ⊂ (0, T ) and (τ − 2ε, τ + 2ε) ∩ I(g(yu)) = {τ}, for all
τ ∈ Tred. Set Ia = ∪τ∈Tred(τ − ε, τ + ε) and Ib = [0, T ] \ Ia. Note that Ib is
closed. Let N be the cardinal of Tred and denote by τ1u , . . . , τNu the elements
of Tred. By definition of reducible touch points and continuity of the mapping
U 7→ W 2,∞, u 7→ g(yu), we may apply Lemma 23. Reducing ε if necessary,
there exists δ > 0, such that for all i = 1, . . . , N , the mappings
Ri : B∞(u, δ) → R ; u˜ 7→ g(yu˜(τ iu˜)),
such that g(yu˜) attains its (unique) maximum over [τ
i
u−ε, τ iu +ε] at time τ iu˜,
are well-defined. It follows that for all u˜ ∈ B∞(u, δ),
G(u˜) ∈ K iff g(yu˜(t)) ≤ 0 ∀t ∈ Ib and Ri(u˜) ≤ 0 ∀i = 1, . . . , N. (73)
Denote by g(yu˜)|b the restriction of g(yu˜) to Ib and R : u˜ 7→ (Ri(u˜))1≤i≤N .
The reduced problem is defined as follows:
min
u˜∈B∞(u,δ)
J(u˜) ; G(u˜) =
(
g(yu˜)|b
R(u˜)
)
∈ K := C−[Ib]× RN− . (74)
From (73), it follows that (74) is locally equivalent to problem (4) in a L∞
neighborhood of u. The Lagrangian L of the reduced problem (74) is given,
for u˜ ∈ B∞(u, δ) and λ = (ηb, ν) ∈M+[Ib]× RN+ , by:
L(u˜, λ) = J(u˜) +
∫
Ib
g(yu˜(t))dηb(t) +
N∑
i=1
νiRi(u˜). (75)
The next lemma shows how the Lagrangian, multipliers and critical cone
of the reduced problem (74) are related to the ones of problem (4).
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Lemma 26 Assume that g
(1)
u ≡ 0, and let u ∈ G−1(K) and Tred, Ia, Ib, R,
G and L be defined as above. Let λ = (ηb, ν) ∈ M+[Ib] × RN+ . For δ > 0
small enough, the function u˜ 7→ L(u˜, λ) is C1 on B∞(u, δ) and twice Fre´chet
differentiable at u. Define η ∈ M+[0, T ] by:
dη(t) = dηb(t) on Ib ; dη(t) =
N∑
i=1
νiδτ iu(t) on Ia. (76)
Then we have: L(u, λ) = L(u, η), DuL(u, λ) = DuL(u, η),
DG(u)−1TK(DG(u)) = DG(u)−1TK(G(u)),
λ ∈ NK(G(u)) iff η ∈ NK(G(u)),
(77)
D2uuL(u, λ) = D2uuL(u, η)−
N∑
i=1
νi
(g
(1)
y (yu(τ
i
u))zu,v(τ
i
u))
2
g(2)(u(τ iu), yu(τ
i
u))
. (78)
Proof Note that Ri = Φi ◦ G, i = 1, . . . , N , where the mappings Φi are
defined by (69) in Lemma 23 applied to (x0, τ0) = (g(yu), τ
i
u). It follows from
Lemma 23 that R is C1 over a small ball B∞(u, δ). By (70), the second-order
expansion of the state (11) and (28) (since g
(1)
u ≡ 0), that gives ddtDG(u)v =
g
(1)
y (yu)zu,v, we see that, for all v ∈ U :
DRi(u)v = DΦi(G(u))DG(u)v = gy(yu(τ iu))zu,v(τ iu), (79)
D2Ri(u)(v, v) = DΦi(G(u))D2G(u)(v, v) + D2Φi(G(u))(DG(u)v, DG(u)v)
= zu,v(τ
i
u)
∗gyy(yu(τ
i
u))zu,v(τ
i
u) + gy(yu(τ
i
u))zu,vv(τ
i
u)
− (g
(1)
y (yu(τ
i
u))zu,v(τ
i
u))
2
g(2)(u(τ iu), yu(τ
i
u))
.
The conclusion follows easily from the above expressions (see the proof of
Lemma 1), (77) is obtained as a consequence of (79).
It follows that if u ∈ U and Λ(u) 6= ∅, the Lagrange multipliers λ and η
associated with u in problems (74) and (4) respectively, are related by (76).
By (77), it follows also that the critical cone C(u) for problem (74) is equal to
C(u). We shall show that the statement of Th. 18 remains true by replacing
L(u, η) by L(u, λ). That is, the main result of this paper, with Th. 12 (and
Th. 18 for first-order state constraint), is the next theorem.
Theorem 27 Assume that g
(1)
u ≡ 0 (the state constraint is not of first or-
der). Let u ∈ U satisfy (13) with Lagrange multiplier η, and assume that
(A2’) holds. Let Tred be a finite set of reducible touch points of u, and
ντ := [η(τ)]. If the following second-order sufficient condition is satisfied:
D2uuL(u, η)(v, v)−
∑
τ∈Tred
ντ
(g
(1)
y (yu(τ))zu,v(τ))
2
d2
dt2 g(yu(t))|t=τ
> 0 ∀v ∈ CL2(u) \ {0}
(80)
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then u is a local solution of (4) satisfying the quadratic growth condition (5).
Conversely, if (A1)-(A6) hold, then the finitely many essential touch
points of the trajectory (u, yu) are all reducible, and the second-order suf-
ficient condition (80) is satisfied with Tred = T essto iff the quadratic growth
condition (5) is satisfied.
Remark 28 Note that if Tred = ∅, (80) coincides with (49). If Tred contains
essential touch points, then by (32) the contribution in (80) of points in Tred
is such that the sum is nonpositive, and therefore the sufficient condition
(80) is in general weaker than (49).
We first need to extend Lemma 20 to the Lagrangian L. Note that L is
not C2 in a L∞ neighborhood of u, thus (56) does not hold with L.
Lemma 29 For δ > 0 small enough and all v ∈ B∞(0, δ),
L(u + v, λ) = L(u, λ) + DuL(u, λ)v + 1
2
D2uuL(u, λ)(v, v) + r˜(v), (81)
with r˜(v) = o∞(‖v‖22).
Proof It is easily seen from (75) and (76) that
L(u + v, λ) = L(u + v, η) +
N∑
i=1
νi(g(yu+v(τ
i
u+v))− g(yu+v(τ iu))).
We may write r˜(v) = r(v) + rˆ(v), where r(v) is given by (55) and satisfies
r(v) = O(‖v‖3
3
) by Lemma 20, and by (78) we have rˆ(v) =
∑N
i=1 νirˆi(v) with,
for i = 1, . . . , N :
rˆi(v) := g(yu+v(τ
i
u+v))− g(yu+v(τ iu)) +
(g
(1)
y (yu(τ
i
u))zu,v(τ
i
u))
2
2g(2)(u(τ iu), yu(τ
i
u))
. (82)
Fix i = 1, . . . , N , and set x0 := g(yu) and τ0 := τ
i
u. By definition of re-
ducible touch points, (x0, τ0) satisfy the assumptions of Lemma 23. Set
x := g(yu+v) ∈ W 2,∞, then τx = τ iu+v , and since the state constraint is
not of first order, we have x˙ = g(1)(yu+v), x¨ = g
(2)(u + v, yu+v) and hence,
by (50):
‖x− x0‖1,∞ = O∞(‖v‖1) ; ‖x¨− x¨0‖∞ = O∞(‖v‖∞). (83)
Since g(1)(yu+v)− g(1)(yu)− g(1)y (yu)zu,v =
∫
1
0
(g(yu+σv)zu+σv − g(yu)zu)dσ,
we also have by (50) and (52)-(53), setting h := g
(1)
y (yu)zu,v, that
‖x˙− x˙0 − h‖∞ = O∞(‖v‖22). (84)
We may now write rˆi(v) = rˆi,1(v) + rˆi,2(v) with:
rˆi,1(v) = x(τx)− x(τ0) + x˙(τ0)
2
2x¨0(τ0)
; rˆi,2(v) =
h(τ0)
2 − x˙(τ0)2
2x¨0(τ0)
.
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By (72) and (83), we have rˆi,1(v) = o∞(‖v‖21). From |a2 − b2| ≤ (2|a| +
|a− b|)|a− b|, ‖h‖∞ = O∞(‖v‖1) by (52), (84) with x˙0(τ0) = 0, and ‖·‖2 ≤‖·‖
1
‖·‖∞, we see that rˆi,2(v) = O∞(‖v‖1‖v‖22) ≤ O∞(‖v‖21‖v‖∞). It follows
that rˆi(v) = o∞(‖v‖21) for all i and finally that r˜(v) = o∞(‖v‖22), which
achieves the proof.
Proof (Proof of Theorem 27) Since the sum of a Legendre form and of a
weakly continuous quadratic form remains a Legendre form, we deduce easily
from (75) and Lemma 21, since the additional terms
v 7→ zu,v(τ iu)∗
g
(1)
y (yu(τ
i
u))
∗g
(1)
y (yu(τ
i
u))
g(2)(u(τ iu), yu(τ
i
u))
zu,v(τ
i
u)
are weakly continuous quadratic forms, that the unique continuous extension
of DuuL(u, λ) over L2 is a Legendre form. In addition, since r˜(v) = o∞(‖v‖22)
by Lemma 29, the proof of Theorem 18 still applies, replacing L(u, η) by
L(u, λ). It follows that (80) implies the quadratic growth condition (5).
Conversely, if (A1)-(A6) hold, there are finitely many essential touch
points of (u, yu), all being reducible. Assume that (5) holds. Then for suffi-
ciently small ε > 0, u is solution of the following problem:
(Pε) min
u˜∈L2
{ Jε(u˜) := J(u˜)− ε‖u˜− u‖2
2
} ; G(u˜) ∈ K, (85)
with the same (unique) Lagrange multiplier η, since DuJ
ε(u) = DuJ(u).
Since in addition (Pε) and (4) have the same constraints, they have the
same critical cone. Denote the Lagrangian of (Pε) by Lε(u, η). Note that if
assumptions (A0)-(A6) are satisfied for problem (4), so are they for problem
(85), so that, for ε small enough, Hεuu = Huu − ε is positive, uniformly over
t. Since D2uuL
ε(u, η)(v, v) = D2uuL(u, η)(v, v) − ε‖v‖22, the extended second-
order necessary condition in Corollary 15 for (Pε) yields:
D2uuL(u, η)(v, v)−
∑
τ∈T essto
ντ
(g
(1)
y (yu(τ))zu,v(τ))
2
d2
dt2 g(yu(t))|t=τ
≥ ε‖v‖2
2
, ∀v ∈ CL2(u).
(86)
Hence (80) is satisfied with Tred = T essto .
Note that taking Tred = ∅ = T essto proves the converse in Th. 18, when
(u, yu) has no essential touch point (including the case q = 1).
Remark 30 The second-order sufficient condition in (80) remains in quite
an abstract form, of little help to check the optimality of a trajectory in
application to real life problems. Some verifiable second-order sufficient con-
ditions exist in the literature that are based on Riccati equations, see e.g.
Maurer [28]. They may be too strong, however, since they ensure in general
the coercivity of the Hessian of the Lagrangian over a space that is larger
than the critical cone CL2(u). See also Malanowski et al. [25,26] for first order
state constraints.
Second-order Conditions for State-constrained Optimal Control Problems 25
Remark 31 Handling an infinite number of junction points remains an
open problem. It was shown indeed by Robbins in [34], on an example in-
volving a third order state constraint, and though satisfying all regularity
assumptions (A0)-(A3), that the optimal trajectory has a boundary arc, but
except for a nowhere dense subset of initial conditions y0, the latter is not
regular, its entry point being the cluster point of an infinite sequence of touch
points.
It happens that boundary arcs with regular junctions may occur for any
order of the state constraint q, see for instance the example given in [7, Rem.
4.10]. However, when q is greater than or equal to three, it seems that regular
boundary arcs occur only in degenerate (i.e., non generic) situations, and that
generically, as Robbins’ example suggests, the junctions at boundary arcs are
irregular with an infinite sequence of touch points.
6 Conclusion
Our main result is a no-gap condition for an optimal control problem with
a single state constraint of any order and only one control. The main hy-
potheses are that there are finitely many junction points, the essential touch
points being reducible, the entry/exit points being regular, and strict com-
plementarity on boundary arcs. The extension of the result to the case when
g(yu(T )) = 0 should present no difficulty.
In our recent work [7], we relate these second-order conditions to the study
of the well-posedness of the shooting algorithm, and to the characterization
of strong regularity in the sense of Robinson [37] (see also related results [9,
Section 5.1] and Malanowski [24]). We study in [8] first-order state constraints
with non essential touch points, and describe transitions between touch points
and boundary arcs.
We hope in the future to extend some of the results of these papers to
the case of several state constraints and control variables.
Acknowledgements The authors thank two anonymous referees for their useful
suggestions.
A Appendix
Lemma 32 (Extension of Gronwall Lemma) Let p ∈ BV ([0, T ]; Rn) be such
that:
|dp(t)| ≤ κ|p(t)|dt + dµ(t), ∀t ∈ [0, T ], (87)
for some positive constant κ, and a nonnegative bounded measure µ. Then:
‖p‖∞ ≤ e
κT |p(0)| +
Z T
0
eκ(T−t)dµ(t).
Proof Set ρ(t) = |p(t)|. Then ρ is a nonnegative bounded measure, and for all
t ∈ [0, T ) and s → 0+, we have:
Z t+s
t
dρ(σ) = ρ(t + s)− ρ(t) = |p(t + s)| − |p(t)|
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≤ |p(t + s)− p(t)| = |
Z t+s
t
dp(σ)| ≤
Z t+s
t
|dp(σ)|.
From (87) it follows that ρ(t) ≤ ϕ(t) for all t ∈ [0, T ], where ϕ is solution of
ϕ(t) = |p(0)|+ κ
Z t
0
ϕ(s)ds +
Z t
0
dµ(s), for all t ∈ [0, T ].
Then
d(e−κtϕ(t)) = e−κtdϕ(t)− κe−κtϕ(t)dt = e−κtdµ(t).
Therefore, e−κtρ(t) = |p(0)|+
R t
0
e−κsdµ(s). The result follows.
Lemma 33 (Integration by parts) The following relation holds, for any p ∈
BV ([0, T ], Rn∗) and z ∈ W 1,1(0, T ; Rn):
Z T
0
dp(t)z(t) = −
Z T
0
p(t)z˙(t)dt + p(T )z(T )− p(0)z(0). (88)
Proof It is sufficient to give the proof when n = 1. Since p is of bounded variation, it
has at most countably many discontinuity times. Assume first that p is continuous
(but possibly not absolutely continuous). Then z and p are uniformly continuous
over [0, T ]. Let ε > 0, and N > 0 such that |z(t) − z(t′)|, |p(t) − p(t′)| ≤ ε for
all |t − t′| ≤ 1/N . For i = 0, . . . , N , set ti := iT/N . Let M > 0 be larger than
|p(T )− p(0)| and |z(T )− z(0)|. We have:
Z T
0
dp(t)z(t) ≤
N−1X
i=0
(p(ti+1)− p(ti))(z(ti) + ε)
≤ p(T )z(T )− p(0)z(0) +
NX
i=1
p(ti)(z(ti−1)− z(ti)) + Mε
≤ p(T )z(T )− p(0)z(0)−
Z T
0
p(t)z˙(t)dt + 2Mε.
The converse inequality is obtained in the same way. Letting ε → 0, we obtain the
result.
Assume now that p has finitely many discontinuity times distinct of 0 and T
(to simplify) 0 ≤ τ1 < . . . < τN ≤ T . Set τ0 := 0 and τN+1 := T . We have:
Z T
0
dp(t)z(t) =
N+1X
n=1
Z τn
τn−1
p˙(t)z(t)dt +
NX
n=1
[p(τn)]z(τn).
Since on (τn−1, τn), p is continuous and of bounded variation and z is absolutely
continuous, we may integrate by parts using the above result and obtain
Z T
0
dp(t)z(t) =
N+1X
n=1
Z τn
τn−1
−p(t)z˙(t)dt−
N+1X
n=1
p(τ+n−1)z(τn−1)
+
N+1X
n=1
p(τ−n )z(τn) +
NX
n=1
[p(τn)]z(τn),
which immediately gives (88). Assume now that p has countably many discontinuity
times, (τn), n ∈ N, (the latter being not necessarily in increasing order) with
jumps discontinuities νn = [p(τn)], such that
P
n∈N
|νn| ≤ ‖dp‖ < +∞. Denote by
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pc the continuous part of p, such that dp = dpc +
P
n∈N
νnδτn . For N > 0, set
dpN := dpc +
PN
n=0
νnδτn . It follows that, for all N ,
Z T
0
dpN (t)z(t) = −
Z T
0
pN (t)z˙(t)dt + pN (T )z(T )− pN (0)z(0). (89)
Since we have
|d(p− pN )(t)| ≤
∞X
n=N+1
|νn|δτn(t),
by Lemma 32 we deduce that ‖p− pN‖∞ ≤
P
∞
n=N+1
|νn| → 0 when N → +∞.
Hence we can pass to the limit in (89), which gives the result.
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Abstract We derive order conditions for the discretization of (unconstrained)
optimal control problems, when the scheme for the state equation is of Runge-Kutta
type. This problem appears to be essentially the one of checking order conditions
for symplectic partitioned Runge-Kutta schemes. We show that the computations
using bi-coloured trees are naturally expressed in this case in terms of oriented free
tree. This gives a way to compute them by an appropriate computer program.
Mathematics Subject Classification (2000): 49M25 · 34M99 · 65L06
1 Introduction
The motivation of this work comes from an analysis by Hager [8] of order condi-
tions for optimal control problems (of an ordinary differential equation). The idea
is to discretize the state equation by a RK (Runge-Kutta) scheme, with a different
value of control associated with each “inner state”. Hager observes that the result-
ing optimality system, after some change of variable, is a PRK (partitioned RK)
scheme. Then he computes (by hand, i.e., without a computer code) the order con-
ditions for order up to 4. See also the results of [6] and [7] on constrained optimal
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control problems (a first order state constrained problem, discretized by Euler’s
scheme, and a control constrained problem with a RK discretization).
There are essentially two hypotheses in the analysis of [8], one on the original
problem and the other being a restriction on the scheme. One has to assume that the
Hamiltonian is strongly convex w.r.t. the control, or more generally that the second
derivative of Hamiltonian w.r.t. the control is invertible. This allows to eliminate
the control thanks to the implicit theorem, so that we have an equivalent scheme
for the reduced (state, adjoint state) system. The second hypothesis is that none of
the coefficients bi’s (of the particular RK scheme) is zero.
The main result of Hager [8] is that, if the original RK scheme is of (global) order
p (i.e., when applied to an uncontrolled differential equation) then the resulting
scheme has order q ≤ p, with equality if p ≤ 2 but strict inequality in some cases
whenever p ≥ 3. In addition, q = p if the scheme is explicit of order at most 4.
For an order greater than four, one cannot do computations by hand. It is then
useful to rely on the theory of order conditions for PRK schemes. This theory,
based on bi-coloured rooted trees with which certain numbers are associated, is an
extension of the original work by Butcher for (non partitioned) RK schemes, see
Butcher [5, p. 88].
It appears that the class of PRK schemes coming from the discretization of
optimal control problems is in fact partitioned symplectic RK schemes, character-
ized by relation (4) below. So the question boils down to the one of expressing
order conditions for this class. The main result of this paper is that we can obtain
the desired expressions using a “calculus” on oriented free trees. To be specific,
some weights are associated with each oriented free tree, and the main operation
is to “split” any rooted tree into a sum (with coefficients ±1) of such oriented free
trees.
We use the correspondance between bi-coloured rooted trees and oriented free
trees due to Murua [13]. Our contribution is to show how to construct an explicit
expression of the order conditions, whereas [13] gives only a means to compute the
number of conditions. Let us also mention the work by Sofroniou and Oevel [14],
where order conditions for symplectic, non partitioned RK schemes are obtained
using a specific parametrizatic of coefficients a and b.
The paper is organized as follows. In the next section we detail the discreti-
zation of optimal control problems by RK schemes, and show the relation with
partitioned symplectic RK schemes. satisfying (4). Then in Section 3 we review
the theory of order conditions for PRK schemes. Section 3.1 introduces oriented
free trees, and shows how the order conditions can be expressed in terms of the
latter. Finally section 4 discusses the implementation, and displays the results for
order up to 5 and the number of conditions for order up to 7.
2 Discretization of unconstrained optimal control problems
Let f : IRm × IRn → IRn and  : IRn → IR be C∞ mappings, and consider the
following unconstrained optimal control problem:
Min (y(T )); y˙(t) = f (u(t), y(t)), t ∈ [0, T ]; y(0) = y0. (P )
We restrict the analysis to continuous control functions. Let us denote byH(u, y, p)
:= p · f (u, y) the pseudo-Hamiltonian of the problem. The first order necessary
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optimality conditions of this problem are:



y˙(t) = f (u(t), y(t)),
p˙(t) = −Hy(u(t), y(t), p(t)),
0 = Hu(u(t), y(t), p(t)),



t ∈ [0, T ],
p(T ) = ′(y(T )), y(0) = y0.
(OC)
We say that (u¯, y¯, p¯) is an extremal if it satisfies (OC) (u¯ being a continuous
function). Let (u¯, y¯, p¯) be an extremal. If
u → Huu(u, y, p) is invertible along the trajectory, (1)
then by the implicit functions theorem, in a small L∞ neighbourhood of this tra-
jectory, we have that Hu(u(t), y(t), p(t)) = 0 iff u = φ(y(t), p(t)), where φ
is a C∞ mapping. Define the true Hamiltonian as H(y, p) := H(φ(y, p), y, p).
Using Hu(φ(y(t), p(t)), y(t), p(t)) = 0, obtain
Hy(y, p) = Hy(φ(y, p), y, p); Hp(y, p) = Hp(φ(y, p), y, p). (2)
Consequently, under hypothesis (1), (OC) is locally equivalent to the reduced
Hamiltonian system
y˙(t) = Hp(y(t), p(t)), −p˙(t) = Hy(y(t), p(t)), t ∈ [0, T ],
p(T ) = ′(y(T )), y(0) = y0. (3)
Let us turn now to the discussion of the discretization of the optimal control problem
(P ). The RK discretization considered in [8] is



Min (yN);
yk+1 = yk + hk
∑s
i=1 bif (uki, yki),
yki = yk + hk
∑s
j=1 aijf (ukj , ykj ),
y0 = y0,
(DP1)
for k = 0, . . . , N − 1, i = 1, . . . , s, where hk > 0 is the k step size, and (a, b)
is the set of RK coefficients. Choosing different values of controls ukj associated
with inner states ykj contrasts with other approaches, in which the discretization
of controls is coarser than the one of the state (e.g. [1–3]). Let us rewrite (DP1)
under the equivalent form
Min (yN);



0 = hk
s∑
i=1
biKki + yk − yk+1,
0 = f (uki, yk + hk
∑s
j=1 aijKkj ) − Kki,
0 = y0 − y0,
(DP2)
for k = 0, . . . , N − 1, i = 1, . . . , s. Contract yk + hk
∑s
j=1 aijKkj into yki . The
Lagrangian function associated with (DP2) is:
(yN) + p0 · (y0 − y0)
+
N−1∑
k=0
{
pk+1 ·
(
hk
s∑
i=1
biKki + yk − yk+1
)
+
s∑
i=1
ξki · (f (uki, yki) − Kki)
}
.
Here pk+1, ξki , and p0 are Lagrange multipliers associated with constraints of
(DP2). Variables pk will be interpreted as the discretization of co-state of contin-
uous formulation. We obtain the optimality conditions :
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pN = ′(yN), p1 = p0,
pk − pk+1 =
s∑
i=1
fy(uki, yki)
ξki,
0 = hkbipk+1 + hk
s∑
j=1
ajify(ukj , ykj )
ξkj − ξki,
0 = fu(uki, ykj )ξki, k = 0 . . . N − 1, i = 1 . . . s.
Using now the hypothesis that bi 	= 0, set pki := ξki/(hkbi) for all k = 0 to N −1,
and i = 1 to s. Eliminating the ξki’s, get



yk+1 = yk + hk
∑s
i=1 bif (uki, yki),
yki = yk + hk
∑s
j=1 aijf (ukj , ykj ),
pk+1 = pk − hk
∑s
i=1 bˆiHy(uki, yki, pki),
pki = pk − hk
∑s
j=1 aˆijHy(ukj , ykj , pkj ),
0 = Hu(uki, yki, pki),
y0 = y0, pN = ′(yN),
(DOC)
where coefficients bˆ and aˆ are defined by the following relations:
bˆi := bi, aˆij := bj − bj
bi
aji, i = 1, . . . , s j = 1, . . . , s. (4)
If the algebraic constraints Hu(uki, yki, pki) = 0 are locally equivalent to
uki = φ(yki, pki), then (DOC) is equivalent to the same PRK scheme applied
to the reduced system (3). This approach based on formulation (DP2) is slightly
simpler, but equivalent to the one of Hager [8].
It is said that a PRK scheme (or more generally any one step scheme) is symplec-
tic if the corresponding flow is symplectic. It is known that PRK schemes satisfying
(4) are symplectic, see [11, Theorem 4.6]; we denote this class by SPRK. We obtain
that the scheme obtained by discretization of problem (P ) belongs to SPRK. In
particular the following diagram commutes, when we use the above discretization:
(P )
discretization−−−−−−−−−→ (DP )
optimality
conditions



optimality
conditions



(OC)
discretization−−−−−−−−−→ (DOC)
(D)
For a detailed presentation of PRK and symplectic methods we refer to the books
[9,10].
3 Order conditions for symplectic PRK schemes
A basic tool in the study of order conditions is the theory of B-series and associated
calculus on rooted trees, Butcher [5]. For PRK schemes an extension of this theory
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is the one of expansion in P-series, and the associated calculus on bi-coloured
rooted trees, see [9]. The latter allows to state the order conditions in terms of
coefficients a, b, aˆ, and bˆ, of the following type: certain polynomials (which are
in fact the sum of monomials with unit coefficients) in these variables have to be
equal to certain fractional numbers. The substitution of aˆ, and bˆ (using (4)) would
give complicated expressions, since instead of each monomial we would have a
sum of rational fractions. We will show that among all these terms it is sufficient
to express a condition on a “principal term” since the other terms of the sum are
already determined by previous conditions. The resulting simplification allows us
to display these conditions up to order 5.
We assume that the reader has some basic knowledge of B and P-series, see
[9]. As in [13] we use H-trees, i.e., oriented free trees. These are connected graphs
defined by a pair (V ,E), the sets of vertices and edges resp., such that #E = #V −1.
Bi-coloured graphs are graphs together with a mapping that to each vertex v
associates a colour c(v), of value B or W (black and white).
We denote by VB = c−1({B}), VW = c−1({W }) the set of black, white vertices,
and by EB , EW the set of edges ending on black, white vertices.
For RK (PRK) schemes, we have order condition of the form : φ(t) = 1/γ (t)
where t is a (bi-coloured) rooted tree, φ the elementary weight function of coeffi-
cient of the scheme, and γ the density associated to the tree. We will extend the
formalism for symplectic PRK, and get order condition of the form (h) = δ(h),
where h is now an H-tree, (h) its elementary weight and δ(h) is a rational num-
ber, defined respectively in definition 1 and theorem 2. The advantage of the new
condition (h) = δ(h) is that its expression is much simpler than the one of
φ(t) = 1/γ (t), t being a bi-coloured rooted tree, for PRK schemes, expressed in
terms of a and b.
3.1 Calculus on oriented free trees
We may assume that the set of vertices V is {1, . . . , #V }. We start by stating alter-
native expressions of the elementary weight φ(t), where t is a rooted bi-coloured
tree, for a general partitioned scheme. For a given bi-coloured graph, whose vertices
are associated with letters i, j, . . . it is convenient to denote
b˜ik = bik if vertex k is white, bˆik otherwise.
a˜ik i = aij if vertex  is white, aˆij otherwise.
(5)
Here ik associates with each vertex k ∈ {1, . . . , #V } a number varying from 1 to s.
Definition 1 For a given oriented bi-coloured graph g = (V ,E, c) we define the
elementary weight as follows :
(g) :=
s∑
iv=1,v∈V
∏
k∈V
b˜ik
∏
(k,)∈E
a˜iki/b˜i , (6)
where
∑s
iv=1,v∈V =
∑s
i1=1 . . .
∑s
i#V =1.
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This definition is consistent with the one of weights φ for bi-coloured rooted trees,
stated in the theory of PRK schemes (e.g. [10, ch. II 15]). Indeed, the root induces an
orientation on edges from root to leaves. For the corresponding oriented bi-coloured
graph g, all the b˜i in (6) cancel except b˜i1 so that (g) = φ(t). However we can
observe, that the above formula makes sense for (non necessarily connected) bi-col-
oured oriented graphs. Any such graph g is a finite union of connected graphs with
empty intersections of vertices, called connected components of g, and denoted
{gq, q ∈ Q}.
Lemma 1 Let the bi-coloured oriented graph g = (V ,E, c) have connected com-
ponents {gq, q ∈ Q}. Then (g) =∏q∈Q (gq).
Proof The product term in (g) may be factored on terms depending on each
connected component:
(g) =
s∑
iv=1,v∈V
∏
q∈Q


∏
k∈Vq
b˜ik
∏
(k,)∈Eq
a˜iki
b˜i

 .
Denote by Vq the set of vertices in the qth connected component. We may then
rewrite this sum of products as products of sums:
(g) =
∏
q∈Q


s∑
iv=1,v∈V


∏
k∈Vq
b˜ik
∏
(x,y)∈Eq
a˜iki
b˜i



 .
The conclusion follows. 
unionsq
Given an oriented graph g = (V ,E), and F ⊂ E, the set of arcs in opposite
direction to those of F is denoted as
F := {(x, y) ∈ V × V ; (y, x) ∈ F }. (7)
Theorem 1 The elementary weight of a bi-coloured oriented graph g = (V ,E, c),
when (4) holds, satisfies
(g) =∑EˆB∈P(EB)(−1)#EˆB(V,EW ∪ EˆB ). (8)
where all vertices of oriented graph (V ,EW ∪ EˆB ) are white, and P(EB) denotes
the set of all subsets of EB .
Proof Substituting the expressions of aˆ and bˆ in (4), we may write the elementary
weight (6) as follows:
(g) =
s∑
iv=1,v∈V
∏
k∈V
bik
∏
(k,)∈EW
aiki
bi
∏
(k,)∈EB
(
1 − aiik
bik
)
. (9)
Expanding the last term, we get
(g) =
∑
EˆB∈P(EB)
(−1)#EˆB
s∑
iv=1,v∈V
∏
k∈V
bik
∏
(k,)∈EW
aiki
bi
∏
(k,)∈EˆB
aiik
bik
.
The conclusion follows. 
unionsq
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In the expression (8), the graphs (V ,EW ∪ EˆB ) on the right hand side, are mono-
coloured oriented graph. Let h be a bi-coloured H-tree. Then the only connected
graph in sum of the right-hand-side of (8) is the one with EˆB = EB . Observe that
given an (mono-coloured) H-tree h, we can reconstruct a bi-coloured rooted tree
th of the same order having h in its expansion in (8), as follows: take an arbitrary
vertex of h as the root, of say white colour (since b = bˆ, a black root would give
the same elementary weight); then for each path from root to leaves, let the next
vertex be white if the edge is oriented towards the leaves, and black otherwise. In
view of the expression of weights for bi-coloured rooted trees [10, ch. II 15] we
can rewrite (8), separating the principal term for the others, as
φ(th) = σ0(h) +
∑
i∈I σi(g
h
i ), (10)
where
I = P(EB) \ EB, ghi = (V ,EW ∪ i), σi = (−1)#i , σ0 = (−1)#EB . (11)
Theorem 2 For an SPRK scheme, the conditions for global order n are given by :
(h) = δ(h) (12)
for all H-trees h of order not more than n, with (I, ghi , σi, σ0) defined by (11), and
δ(h) inductively defined as
δ(h) = σ0
(
1
γ (th)
−∑i∈I σi
∏
j∈Ji δ(h
j
i )
)
. (13)
Here hji , j ∈ Ji , are the connected components of ghi .
Proof An SPRK scheme being a PRK scheme, we have to check the order con-
ditions for PRK schemes, whose expression for order n is (t) = 1/γ (t), for all
bicoloured rooted trees t of order not more than n. Let us now proceed by induction
over this order n of a SPRK scheme. For order 1, the statement is obvious. Assume
it to hold for n − 1. Lemma 1 combined with our induction hypothesis implies
(ghi ) =
∏
j∈Ji (h
j
i ) =
∏
j∈Ji δ(h
j
i ), where ghi is defined in (11) and hji are its
connected components. We conclude with (10). 
unionsq
Remark 1 We recover the result of Murua [13]: there are as many order conditions
as there exist H-trees of order n. As mentioned in the introduction, the derivation
of the H-tree from a bi-coloured rooted tree is already in [13]. Our "calculus" on
graphs has the property of generating additional non connected graphs. They allow
to take advantage of the order conditions for smaller n, to simplify the expression
of order conditions.
3.2 Computation procedure
Theorem 2 provides an algorithm for computing order conditions of SPRK. We
generate all H-trees h of order up to n, the corresponding bi-coloured tree th and
its density γ (th). Our induction over n allows to compute δ by (13).
Since we used a code for tree generation of Li and Ruskey [12], we generated
all bi-coloured trees and computed the conditions for all related H-trees (checking
the compatibility of results in the case of already generated H-trees).
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Table 1 Number of order conditions
Order 1 2 3 4 5 6 7
Simple 1 1 2 4 9 20 48
Symplectic 1 1 3 8 27 91 350
Partitioned 2 4 14 52 214 916 4116
4 Computational results
Table 1 states the number of conditions. Let us observe the rapid increase of these
numbers with p for symplectic schemes, and even more with general partitioned
schemes.
The next tables use ci =
∑
j aij . Indexes in sum vary from 1 to s, is the number
of stages in the RK method. All (latex source latex) the tables are automatically
generated by the computer code. Conditions for order 1 to 4 were already obtained
by Hager [8]. We display the order conditions up to order 5 (order 6 conditions are
displayed in [4]).
Table 2 Ordre 1
Graph Condition

∑
bi = 1
Table 3 Ordre 2
Graph Condition

∑
dj = 12
Table 4 Ordre 3
Graph Condition Graph Condition





∑
cjdj = 16





∑
bic
2
i =
1
3



∑ 1
bk
d2k =
1
3
Table 5 Ordre 4
Graph Condition Graph Condition



 ∑ 1
bk
alkdkdl = 18 



∑
ajkdj ck = 124



∑ bi
bk
aikcidk = 524




∑
biaij cicj = 18




∑
c2j dj =
1
12



 ∑
bic
3
i =
1
4




∑ 1
bk
ckd
2
k =
1
12 



∑ 1
b2l
d3l =
1
4
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Table 6 Ordre 5
Graph Condition Graph Condition






∑ bi
bk
aikaildkcl = 340






∑
biaikaij cj ck = 120





∑
alkakj cj dl = 1120





∑
biaikakj cicj = 130





∑ bi
bk
alkailcidk = 11120





∑ bi
bk
alkaikcidl = 340





∑ bibj
bk
ajkaikcicj = 215






∑ bi
blbm
aimaildldm = 215





∑ 1
bk
amlalkdkdm = 130 





∑ 1
bk
amkalkdldm = 120






∑ 1
blbm
almd
2
l dm =
1
15 




∑ 1
bk
akld
2
k cl =
1
60






∑ 1
b2l
amld
2
l dm =
1
10






∑ bi
b2l
ailcid
2
l =
3
20






∑ 1
bk
alkdkcldl = 7120 





∑
ajkcj dj ck = 140






∑ 1
bk
alkckdkdl = 140






∑ bi
bk
aikcickdk = 7120





∑ bi
bk
aikc
2
i dk =
3
20






∑
biaij c
2
i cj =
1
10





∑
akj c
2
j dk =
1
60






∑
biaij cic
2
j =
1
15





∑
c3j dj =
1
20






∑
bic
4
i =
1
5






∑ 1
bk
c2kd
2
k =
1
30 





∑ 1
b2l
cld
3
l =
1
20





∑ 1
b3m
d4m =
1
5
Acknowledgements We thank the associated editor and two referees for their useful remarks.
References
1. Betts, J.T.: Survey of numerical methods for trajectory optimization. AIAA J. Guidance,
Control and Dynamics 21, 193–207 (1998)
2. Betts, J.T.: Practical methods for optimal control using nonlinear programming. Society for
Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 2001
10 J.F. Bonnans, J. Laurent-Varin
3. Bonnans, J.F., Launay, G.: Large scale direct optimal control applied to a re-entry problem.
AIAA J. of Guidance, Control and Dynamics 21, 996–1000 (1998)
4. Bonnans, J.F., Laurent-Varin, J.: Computation of order conditions for symplectic partitioned
runge-kutta schemes with application to optimal control. Rapport de recherche RR-5398,
INRIA, 2004. http://www.inria.fr/rrrt/rr-5398.html
5. Butcher, J.C.: The numerical analysis of ordinary differential equations.AWiley-Interscience
Publication. John Wiley & Sons Ltd., Chichester, 2003
6. Dontchev, A.L., Hager, W.W.: The Euler approximation in state constrained optimal control.
Math. Comput. 70, 173–203 (2001)
7. Dontchev, A.L., Hager, W.W., Veliov, V.M.: Second-order Runge-Kutta approximations in
control constrained optimal control. SIAM J. Numer. Anal. 38, 202–226 (2000) (electronic)
8. Hager, W.: Runge-Kutta methods in optimal control and the transformed adjoint system.
Numerische Mathematik 87(2), 247–282 (2000)
9. Hairer, E., Lubich, Ch., Wanner, G.: Geometric numerical integration. Springer Series in
Computational Mathematics, vol 31, Springer-Verlag, Berlin, 2002
10. Hairer, E., Nørsett, S.P., Wanner, G.: Solving ordinary differential equations. I, volume 8
of Springer Series in Computational Mathematics. Springer-Verlag, Berlin, second edition,
1993
11. Hairer, E., Wanner, G.: Solving ordinary differential equations. II. Springer-Verlag, Berlin,
second edition, 1996
12. Li, G., Ruskey, F.: The advantages of forward thinking in generating rooted and free trees. In:
10thAnnualACM-SIAM symposium on discrete algorithms (SODA), 1999. http://www.the-
ory.csc.UVic.CA/ fruskey/ ou http://www.theory.csc.UVic.CA/ cos
13. Murua, A.: On order conditions for partitioned symplectic methods. SIAM J. Numer. Anal.
34, 2204–2211 (1997)
14. Sofroniou, M., Oevel, W.: Symplectic Runge-Kutta schemes. I. Order conditions. SIAM J.
Numer. Anal. 34, 2063–2086 (1997)
