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Abstract
We extend the result [11] of Phillips by showing that one-homogeneous
solutions of certain elliptic systems in divergence form either do not
exist or must be affine. The result is novel in two ways. Firstly, the
system is allowed to depend (in a sufficiently smooth way) on the spa-
tial variable x. Secondly, Phillips’s original result is shown to apply
to W 1,2 one-homogeneous solutions, from which his treatment of Lip-
schitz solutions follows as a special case. A singular one-homogeneous
solution to an elliptic system violating the hypotheses of the main the-
orem is constructed using a variational method.
1 Introduction
One of the main results of this paper is a regularity theorem which extends
an earlier result of Phillips [11]. It turns out that the extension is reasonably
straightforward. It can be used to rule out the possibility that a non-trivial
(i.e., non-affine) one-homogeneous function can be a stationary point of a
functional such as
I(u) =
∫
Ω
f(x,∇u(x)) dx, (1.1)
where f is strongly rank-one convex in the gradient argument, sufficiently
regular in the spatial variable x in a two-dimensional domain Ω containing
zero as an interior point. Here, u : Ω→ Rm, where m ≥ 1. The second and
more substantial part of the paper is devoted to finding circumstances under
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which the extended version of Phillips’s result fails. This involves proving
the existence of a non-trivial one-homogeneous solution to an elliptic system
which violates at least one of the hypotheses of the theorem. The resulting
function is W 1,2 but not Lipschitz, and it has an interesting topological
effect on its domain of definition. It is not a solution of the Euler-Lagrange
equation associated with the functional it minimizes, but it does solve the
so-called Equilibrium equations. See sections 3 - 5 for more details.
Several examples of non-smooth minimizers of functionals such as (1.1),
though with an x−independent integrand, are based on positively one-
homogeneous functions: see [8], [13], [14]. This is the main reason for our
interest in one-homogeneous solutions of elliptic systems. For an overview
of the example [8] and other singular solutions to elliptic systems see [9].
It is perhaps worth pointing out that while De Giorgi’s example [7] of a
singular minimizer, set in three space dimensions, is based on a functional
of the form (1.1), the minimizer he constructs is not one-homogeneous.
All examples cited here are set in dimensions strictly larger than two. In
two and higher dimensions it is shown in [10] and [15] that stationary points
can in general be nowhere C1. Examples of singular local or global minimiz-
ers (in a suitable sense) in two dimensions are, however, still lacking. This
is the motivation for our study of the functional (1.1) above. In order to
rule out certain classes of singular solutions, such as the one-homogeneous
solutions considered here, it is sufficient to show that they cannot be sta-
tionary points of (1.1). Together with [11], this argument can be applied to
the functionals appearing in [6], with the result that none is strongly elliptic.
We remark that the theorem in this note and that of [11] are also of in-
terest because they yield smoothness in a case not covered by the regularity
theory of elliptic manifolds [12]. This is possibly why one-homogeneous func-
tions often feature in counterexamples: the tangent spaces to their gradient
sets are suitably ‘degenerate’.
1.1 Notation and definitions
Recall that a function u : Rn → Rm is positively one-homogeneous (hence-
forth one-homogeneous) if, for each x in Rn,
u(λx) = λu(x) for all λ ≥ 0. (1.2)
It follows that any one-homogeneous function: Rn → Rm can be represented
as
u(x) = Rg
(
x
|x|
)
, (1.3)
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where g : Sn−1 → Rm, R = |x| and Sn−1 is the boundary of the unit
ball in Rn. Conversely, any choice of the angular function g produces a
one-homogeneous function, ug say, defined by (1.3). We shall employ the
notation
ug(x) = Rg
(
x
|x|
)
throughout the rest of the paper.
In the following, we denote them×n real matrices by Rm×n. The elliptic
system initially under consideration is
2∑
q=1
∂
∂xq
Apq(x,∇u) = 0, 1 ≤ p ≤ m, (1.4)
which is to be understood in the distributional sense, namely∫
B
A(∇u) · ∇ϕdx = 0 ∀ϕ ∈ C1c (B,R
m).
Here, B is the unit ball in R2.
The function A : B × Rm×2 → Rm×2 is C1 and uniformly elliptic in the
F argument, that is, on summing over repeated indices,
∂Apq(x, F )
∂Frs
apbqarbs ≥ ν|a|
2|b|2 (1.5)
for all a ∈ Rm and b ∈ R2. The constant ν is independent of x and F . We
say that a C2 function f : Rm×n → R is strongly rank-one convex if there
is µ > 0 such that
∂2f(F )
∂Frs∂Fpq
arbsapbq ≥ µ|a|
2|b|2
for all a ∈ Rm, b ∈ Rn. Replacing arbs and apbq respectively with πrs and πpq
on the left, and |a|2|b|2 with |π|2 on the right, leads to the usual definition
of strong convexity for f : Rm×n → R.
Other, standard notation includes || · ||k,p for the norm on the Sobolev
space W k,p, || · ||p for the norm on L
p, and ⇀ to represent weak convergence
in both of these spaces. The tensor product of two vectors a ∈ Rm and
b ∈ Rn is written a ⊗ b; it is the m × n matrix whose (i, j) entry is aibj .
The inner product of two matrices X,Y ∈ Rm×n is X · Y = tr (XTY ). This
obviously holds for vectors too. The 2×2 matrix J will represent a rotation
anticlockwise through π2 radians, so that
J =
(
0 −1
1 0
)
.
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2 A regularity result for one-homogeneous maps
We begin by establishing a regularity result for one-homogeneous station-
ary points of elliptic systems in two dimensions. A differencing method in
the angular variable is used to show that W 1,2 solutions must in fact be
W 2,2. It then follows from the Sobolev embedding theorem that all W 1,2
one-homogeneous stationary points must be Lipschitz, which observation is
useful later in the paper. Although we have focused on the case of L2 inte-
grable weak derivatives, it is plausible that similar arguments could be used
to improve the regularity of ug in W 1,p with p 6= 2, provided the growth
and ellipticity hypotheses are suitably modified. We do not do this since
the improvement of regularity is ultimately put to a negative use in showing
that such solutions are either affine or could not have existed in the first
place.
Lemma 2.1. Let Ω ⊂ R be open and suppose it contains 0. Let A : Ω ×
R
m×2 → Rm×2 be C1 in both arguments, and let ug(x) = |x|g(θ) be in
W 1,2(Ω;Rm) and such that∫
Ω
A(x,∇ug(x)) · ∇ϕ(x) dx = 0 (2.1)
for all ϕ ∈ C1c (Ω;R
m). Suppose further that there are positive constants C, ν
independent of x such that
(H1) |DFA(x, F )| ≤ C(1 + |F |) for all F ∈ R
m×2
(H2)
∂Aij
∂Frs
(x, F )aibjarbs ≥ ν|a|
2|b|2 for all a ∈ Rm and b ∈ R2.
Then g ∈W 2,2(S1;Rm).
Remark 2.1. The same result can be obtained if we replace the assumption
that 0 is an interior point of Ω with the assumption that Ω contains an
(open) annulus. The proof requires only minor changes to the last step of
the argument given below.
Proof. Since 0 ∈ Ω and Ω is open we assume without loss of generality that
Ω = B(0, δ) for sufficiently small δ. Let
Q(h) =
(
cos h sinh
− sinh cos h
)
for all real h, and let B(x0, 2ρ0) ⊂ Ω \ {0}. Let ϕ be a smooth test function
with compact support in B(x0, 2ρ0) and define
ϕh(x) = ϕ(Q(h)x)
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for all real h. Since ϕ has compact support in Ω\{0} then so does ϕh for all
sufficiently small h. Inserting ϕh into (2.1) and changing variables we have
∫
Ω
A(Q(h)x,∇ug(Q(h)x))Q(h) · ∇ϕ(x) dx = 0.
Recall that in polar coordinates one has, for non-zero R and with eR =
(cos θ, sin θ) and eθ = (− sin θ, cos θ), that
∇ϕ = ϕ,R ⊗ eR +
1
R
ϕ,θ ⊗ eθ, (2.2)
which gives, on setting
Ah(x) = A(Q(h)x,∇ug(Q(h)x)),
in the above that∫
Ω
AhQ(h) · ∇ϕdx =
∫
Ω
(AeR)
h · ϕ,R + (Aeθ)
h ·
ϕ,θ
R
dx.
Here we have used the fact that Q(h)eR(θ) = eR(θ + h), and similarly for
Q(h)eθ(θ). Hence, on using the notation
∆hz(x) =
1
h
(z(Q(h)x) − z(x))
for any function z on R2 (which includes the matrix valued functions),
∫
B(x0,2ρ0)
∆h(A(x,∇u
g)eR) · ϕ,R +
1
R
∆h(A(x,∇u
g)eθ) · ϕ,θ dx = 0. (2.3)
Now,
∆h(A(x,∇u
g)eR) = A
h(x)∆h(eR) +
1
h
(Ah(x)−A(x,∇ug(Q(h)x))eR
+
1
h
(A(x,∇ug(Q(h)x)) −A(x,∇ug(x)))eR.
Write this as
∆h(A(x,∇u
g)eR) = T1(h) + T2(h),
where
T1(h) = A
h(x)∆h(eR) +
1
h
(Ah(x)−A(x,∇ug(Q(h)x))eR
T2(h) =
1
h
(A(x,∇ug(Q(h)x)) −A(x,∇ug(x)))eR.
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The differentiability and growth hypotheses on A together with the assump-
tions on g imply
||T1(h)||L2(B(x0,2ρ0)) ≤ c(||g||1,2, x0, ρ0)
for some constant c depending only on the quantities indicated (and in
particular not on h). A similar procedure can be followed for the other
differenced term appearing in (2.3). The results are
∆h(A(x,∇u
g)eθ) = S1(h) + S2(h),
where
||S1(h)||L2(B(x0,2ρ0)) ≤ c(||g||1,2, x0, ρ0)
for some constant c depending only on the quantities indicated (and in
particular not on h), and
S2(h) =
1
h
(A(x,∇ug(Q(h)x)) −A(x,∇ug(x)))eθ .
As is usual in these cases, we write, for each 1 ≤ p ≤ m,
(S2(h))p = (DA)pqrs(∆h(∇u
g))rs(eθ)q,
where
(DA)pqrs =
∫ 1
0
∂Apq
∂Frs
(x, (1 − t)∇ug(x) + t∇ug(Q(h)x)) dt.
Similarly,
(T2(h))p = (DA)pqrs(∆h(∇u
g))rs(eR)q.
The rest of the proof consists in choosing ϕ suitably and applying the
ellipticity hypothesis to show that the quantity
∫
B(x0,ρ0)
|∆hg,θ |
2
R
dx
is bounded above independently of h. One can then conclude the proof by
applying Nirenberg’s lemma.
Now
∆h(∇u
g)(x) = ∆h(g,θ)⊗ eθ + g,θ (θ + h)⊗∆h(eθ) + ∆h(g ⊗ eR),
where the second and third terms are bounded in L2 independently of h.
By an approximation argument based on the growth and differentiability
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hypotheses on A we may set ϕ = η2∆hg in (2.1) , where η is a smooth func-
tion with compact support in B(x0, 2ρ0) and satisfying η = 1 in B(x0, ρ0),
|∇η| ≤ c
ρ0
. With this choice of ϕ it can be checked that
S1(h) ·
ϕ,θ
R
= U1(η,∇η, h,∆hg, g,θ ) ·
η∆h(g,θ)
R
+U2(η,∇η, h,∆hg, g,θ ), (2.4)
where ||U1||2 and ||U2||2 are bounded above independently of h. Similarly,
S2(h) ·
ϕ,θ
R
= η2R(DA)pqrs
(∆hg,θ )p
R
(∆hg,θ)r
R
(eθ)q(eθ)s
+U3(η,∇η, h,∆hg) ·
η∆h(g,θ )
R
,
where ||U3||2 is bounded above independently of h. The quantity (T1(h) +
T2(h)) · ϕ,R contributes only terms which appear on the right-hand side of
(2.4). Therefore (2.3) can be written in the form
∫
B(x0,2ρ0)
R(DA)pqrs
(η∆hgθ)p
R
(η∆hg,θ)r
R
(eθ)q(eθ)s dx =
∫
B(x0,2ρ0)
(
V1 ·
η(∆hg,θ)p
R
+ V2
)
dx, (2.5)
where the Vi do not depend on ∆h(g,θ) and ||Vi||2 are bounded above inde-
pendently of h for i = 1, 2. The uniform ellipticity of A implies that
∫
B(x0,2ρ0)
R(DA)pqrs
(η∆hg,θ)p
R
(η∆hg,θ)r
R
(eθ)q(eθ)s dx ≥ ν
∫
B(x0,2ρ0)
|η∆hg,θ |
2
R
dx.
Using standard inequalities, the right-hand side of (2.5) can be bounded
above by
ǫ2
2
∫
B(x0,2ρ0)
|η∆hg,θ |
2
R
dx+
1
2ǫ2
||R−
1
2V1||
2
2 + ||V2||1,
where ǫ 6= 0 may be chosen as small as we please, and in particular smaller
than ν2 . Absorbing the term in
ǫ2
2 into the term
ν
∫
B(x0,2ρ0)
|η∆h(g,θ)|
2
R
dx,
we have
ν
2
∫
B(x0,2ρ0)
|η∆h(g,θ )|
2
R
dx ≤
1
2ǫ2
||R−
1
2V1||
2
2 + ||V2||1.
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Recalling that η = 1 on B(x0, ρ0), it follows that∫
B(x0,ρ0)
|∆h(g,θ )|
2 dR dθ ≤ c, (2.6)
where c is independent of h. Choosing |x0| =
δ
2 , ρ0 =
δ
8 and γ to be
the smallest postive solution of tan γ = 15−
1
2 , it can be checked that the
subdomain
Bρ0 :=
{
x = R(cos θ, sin θ) : θ0 −
γ
2
≤ θ ≤ θ0 +
γ
2
}
∩B(x0, ρ0)
is such that
sup{R : R(cos θ, sin θ) ∈ Bρ0} − inf{R : R(cos θ, sin θ) ∈ Bρ0} > ρ0
for each fixed θ ∈ [θ0 −
γ
2 , θ0 +
γ
2 ]. Therefore, from (2.6),
ρ0
∫ θ0+γ
θ0−γ
|∆h(g,θ )|
2 dθ ≤ c.
Hence g ∈ W 2,2loc (S
1,Rm). Since γ is independent of ρ0 it follows that g ∈
W 2,2(S1,Rm).
The previous result can be used as follows:
Theorem 2.1. Let u be a W 1,2(B,Rm) one-homogeneous solution to (1.4),
where A satisfies
(H1) A(x, F ) is uniformly elliptic and C1 in the gradient argument F ;
(H2) |x|∂xiA(x, F ) is continuous on (B \ {0}) × R
n×2 for i = 1, 2;
(H3) limR→0R∂xiA(x,∇u) = 0 for i = 1, 2.
Then u is linear.
Remark 2.2. (H3) can hold for for functions A whose spatial derivatives
are singular at the origin, for example when
c(F )R−σ ≤
∣∣∣∣∂A(x, F )∂xi
∣∣∣∣ ≤ C(F )R−σ
for σ ∈ (0, 1) and appropriate functions c and C.
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Proof. Writing u as
u = Rg(θ),
where
g(θ) := u(cos θ, sin θ),
it follows that ∇u depends only on the angular variable θ:
∇u = g ⊗ eR + g
′ ⊗ eθ. (2.7)
As observed by Phillips, the elliptic system (1.4) can be written as
0 = ∂R(A(x,∇u)eR) +
1
R
(∂θ(A(x,∇u)eθ) +A(x,∇u)eR) . (2.8)
By Lemma 2.1, we may assume that u is Lipschitz. From the independence
of ∇ug on R it follows that
R∂R(A(x,∇u
g)eR) = R
∂A(x,∇ug)eR
∂xi
(eR)i.
Since g′ is essentially bounded and by (H2) it follows that for each fixed
R > 0 the function
θ 7→ R∂R(A(x,∇u)eR) +A(x,∇u)eR
is essentially bounded. Therefore from (2.8) for each fixed R the function
θ 7→ ∂θ(A(x,∇u)eθ) has a continuous representative. Now we set about
improving the regularity of the angular function g(θ) using the ellipticity
hypothesis (1.5). We refer the reader to [11] for a clear exposition in the
x−independent case; in our case a similar argument works because (1.5) is
a uniform condition.
Now A is strongly rank-one monotone, that is if F −G = ξ ⊗ η then
(Apq(F )−Apq(G))(F −G)pq ≥ ν|ξ|
2|η|2.
By taking F (θ) = ∇u(θ) and G(θ, ϕ) = g(θ)⊗ eR(θ) + g
′(ϕ)⊗ eθ(θ) for any
fixed θ and ϕ in [0, 2π] it follows that
F (θ)−G(θ, ϕ) = (g′(θ)− g′(ϕ))⊗ eθ(θ),
and hence that
|A(x(R, θ),∇u(θ))eθ(θ)−A(x(R, θ), G(θ, ϕ))eθ(θ)| ≥ ν|g
′(θ)−g′(ϕ)|. (2.9)
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But |A(x(R, θ), G(θ, ϕ))eθ(θ)−A(x(R,ϕ),∇u(ϕ))eθ(ϕ)| → 0 as θ → ϕ, and
since for fixed R the function A(x(R, θ),∇u(θ)eθ(θ) is continuous in θ it
must be that the left-hand side of (2.9) converges to zero as ϕ→ θ. Thus g′
is continuous. But then (2.8) implies that ∂θ(A(x,∇u)eθ) is a C
1 function
of θ for each fixed R. It is now possible to follow Phillips’s argument with
only minor changes to deduce that g′′ exists.
From (2.8), we see that for each 1 ≤ p ≤ m
R
∂Apq(x,∇u)
∂xi
((eR)q(eR)i + (eθ)q(eθ)i)+
∂Apq(x,∇u)
∂Frs
(g+g′′)r(eθ)s(eθ)q = 0.
(2.10)
Multiplying (2.10) by (g′′(θ) + g(θ))p (and summing over p, therefore)
one has, on applying the ellipticity hypothesis, that
ν|g(θ) + g′′(θ)|2 ≤ −R
∂Apq(x,∇u)
∂xi
((eR)q(eR)i + (eθ)q(eθ)i) (g(θ) + g
′′(θ))p.
(2.11)
Letting R→ 0 and applying (H3) forces the right-hand side to converge to
zero. Therefore u is linear.
3 Singular one-homogeneous stationary points
In trying to prove the optimality of the results above it is natural to consider
elliptic functionals which violate some of the conditions (H1) - (H3). In
this section we consider a specific functional which fails to be C1 in its
gradient variable, thereby violating two of the conditions of Theorem 2.1.
The functional depends on the spatial variable as well as on the gradient of
the competing functions. Specifically, it is shown that there are non-trivial
one-homogeneous solutions ug to a stationarity equation associated with the
functional
E(u) =
∫
a(R0,R1)
1
|x|2
W (∇u) dx.
Here, 0 < R0 < R1 and a(R0, R1) is the annulus in R
2 centred on zero
and with inner and outer radii R0 and R1 respectively. The reason for this
particular choice of integrand will be made clear later on. The choice of an
annular domain (as opposed to a ball) is forced on us. To see why, note that
E(ug) = ln
(
R1
R0
)∫
S1
W (∇ug) dθ.
Thus R0 > 0 for all but the most trivial of problems where the integral over
S
1 is zero. But by cutting 0 out of the domain we can no longer argue that
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the one-homogeneous functions are singular at 0. Something else has to be
done to induce a singularity, which is the theme of the example discussed
below.
There are two strands to the argument of this section and the rest of
the paper: one is concerned with existence, the other with ensuring that the
solution, should it exist, is not linear. Recall that Phillips’s theorem [11]
and Theorem 2.1 above conclude either that solutions are affine or do not
exist at all. We wish to avoid both possibilities.
We turn first to the question of existence. The stationarity condition
referred to above is the so-called Equilibrium equation, meaning that
d
dǫ
|ǫ=0E(u(x + ǫΦ(x))) = 0 ∀ Φ ∈ C
1
c (a(R0, R1),R
2).
In the x−independent case, and under suitable hypotheses, it is implied
by the Euler-Lagrange equation. See, for instance, [3]. The integrand W
mentioned above will be polyconvex and singular, after the fashion of the
well-known stored-energy functions introduced by Ball in [1, 2]: for F ∈
R
2×2, let
W (F ) =
1
2
|F |2 + h(detF ), (3.1)
where h(t) = ∞ if t ≤ 0, and h(t) → ∞ as t → 0+. The function h is
positive, C2 and strongly convex on (0,∞). One immediate consequence of
this choice for W is that the functional
I(g) =
∫
S1
W (∇ug) dθ (3.2)
is sequentially weakly lower semicontinuous with respect to weak conver-
gence in W 1,2(S1,R2). This is a special case of the well-known results of
Ball and Murat [5]; we shall return to it in Proposition 3.1 below.
The second reason for choosing W as above is to ensure that the min-
imizer g of I in some appropriate class C, say, is not the angular part of a
linear map. That is, we wish to prevent
g(θ) = TeR(θ), (3.3)
where T is a constant 2×2 matrix. (This condition is necessary and sufficient
for the corresponding mapping ug(x) = Tx to be linear.) Clearly, the success
or otherwise of this approach will also depend on the class of functions C over
which I is minimized. For now, suppose that any element g of C satisfies
(i) I(g) <∞, and
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(ii) g has a continuous representative which visits the origin in R2 at least
once.
If we suppose that some element g of C (not necessarily the minimizer)
satisfies (3.3) then, by condition (ii), rankT ≤ 1. But then I(g) = ∞
because det∇ug is identically zero, contradicting (i). Thus no element g
of C satisfying (i) and (ii) is such that ug is linear. This condition differs
other, more topological methods in ensuring that solutions are not linear.
For example, in the second half of their paper [3], Bauman et al achieve
the same goal essentially by restricting attention to a subclass of double-
twist maps. These methods do not seem to apply to problems involving
one-homogeneous mappings.
The Equilibrium equation arises in the context of singular integrands
in [2] and [3], and it is an appropriate starting point in the solution of
problems in nonlinear elasticity theory. In particular, it has been used as a
stepping stone on the way to proving that certain of its solutions also solve
the Euler-Lagrange equation.
The one-homogeneous solution ug we construct will turn out to be sin-
gular in the sense that it is has an unbounded gradient on a half-line in
R
2. It will be shown that this prevents ug from solving the Euler-Lagrange
equation associated with E. We investigate why this is so by giving a fairly
detailed description of the manner in which the minimizer of I in C visits
the origin in R2.
3.1 Necessary conditions satisfied by a minimizer of I
In the following we shall assume g : S1 → R2, with the convention that
g(θ) = g(cos θ, sin θ), where θ represents the polar angle. Let ϕ : S1 → R be
a smooth function with compact support in S1, and let us refer to such ϕ as
test functions.
Let C be a subset of functions in W 1,2(S1,R2) with the following prop-
erties:
(P0) C is non-empty and closed with respect to weak convergence inW 1,2(S1,R2);
(P1) I(g) <∞ for all g ∈ C;
(P2) for each g ∈ C and each test function ϕ there is ǫ0 > 0 such that g
ǫ ∈ C
for all ǫ ∈ (−ǫ0, ǫ0), where
gǫ(θ) := g(θ + ǫϕ(θ));
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(P3) for each g ∈ C, each smooth ϕ : S1 → R and each ǫ, the condition
inf
θ∈S1
{|1 + ǫϕ(θ)|} ≥
1
2
implies that (1 + ǫϕ)g ∈ C.
We remark that the test functions ϕ need not have compact support
in S1 in order that integration by parts functions properly. Instead, the
periodicity of these functions suffices.
Proposition 3.1. Let I(g) =
∫
S1
W (∇ug) dθ, where W is as per (3.1), and
let C satisfy (P0) and (P1) above. Then C contains a global minimizer of I.
Proof. The direct method of the calculus of variations applies. Any mini-
mizing sequence gj is bounded uniformly in W
1,2(S1,R2), which in view of
the expression
∇ugj = gj ⊗ eR + gj
′ ⊗ eθ,
means that, for a subsequence,
∇ugj ⇀ ∇ug
for some g ∈ C. By [5, Theorem X], I is lower semicontinuous with respect
to sequential weak W 1,2 convergence. Thus g globally minimizes I.
Next, we derive two weak equations, (3.4) and (3.5), that the global
minimizer of I in C must satisfy. Notice that C has so far only been described
in terms of fairly generic properties. In particular, we have not used any
condition on the number of visits that curves in C make to the origin, nor
indeed any other kind of ‘boundary condition’.
The calculations involved are non-trivial because of the singular inte-
grand. In proving (3.4) we follow the useful precedent in [2] and the subse-
quent paper [3].
Proposition 3.2. Let C have properties (P0), (P1), (P2) and (P3) above.
Let g be a global minimizer of I in C, where
I(g) =
∫
S1
W (∇ug) dθ
and where W is given in (3.1). In addition to the properties of h assumed
above, we suppose that there is a fixed and positive s such that tsh(t) and
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ts+1h′(t) remain bounded as t→ 0+. Then g satisfies
∫
S1
(
f(d) +
1
2
|g′|2 −
1
2
|g|2
)
ϕ,θ dθ = 0 (3.4)∫
S1
(
|g′|2 + |g|2 + 2dh′(d)
)
ϕ+ (g′ · g)ϕ,θ dθ = 0 (3.5)
for all test functions ϕ : S1 → R2. Here, f(t) = th′(t) − h(t) and d =
det∇ug. In addition, the quantity f(d) + 12 |g
′|2 − 12 |g|
2 ∈ L1(S1).
Proof of (3.4) For any ϕ we may choose ǫ so small that
zǫ(θ) := θ + ǫϕ(θ)
is a diffeomorphism; we denote its inverse by ψǫ. Taking gǫ(θ) = g(zǫ(θ)) as
above and applying (P2), we may suppose that gǫ ∈ C and hence that
lim
ǫ→0
I(ug
ǫ
)− I(ug)
ǫ
= 0 (3.6)
whenever the limit on the left-hand side exists. Let
d(θ) = det∇ug(θ)
dǫ(θ) = det∇ug
ǫ
(θ).
Changing variables, we compute
∫
S1
1
2
|∇ug
ǫ
|2 dθ =
∫
S1
1
2
(
|g′(z)|2(z′(ψǫ(z)))2 + |g(z)|2
) dz
z′(ψǫ(z))∫
S1
h(dǫ(θ)) dθ =
∫
S1
h(z′(ψǫ(z))d(z))
dz
z′(ψǫ(z))
.
We focus on the derivative of the second term with respect to ǫ. For
brevity, let y = z′(ψǫ(z)). Write
∫
S1
h(dǫ(θ))− h(d(θ))
ǫ
dθ =
∫
S1
h(yd(z)) − h(d(z))
ǫy
dz+
∫
S1
h(d(z))
ǫ
(
1
y
− 1
)
dz.
We take the limit as ǫ → 0 in the second integral by applying a version of
the dominated convergence theorem and using the fact that
lim
ǫ→0
1
ǫ
(
1
y
− 1
)
= −ϕ′(z). (3.7)
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Here, z is treated as the dummy variable: this is valid once ǫ has been set
to zero, as can be seen by looking at the definition of the diffeomorphism
zǫ given above. The first integral can be rewritten, using Fubini’s Theorem
and other standard results, as
∫
S1
h(yd(z)) − h(d(z))
ǫy
dz =
∫
S1
∫ 1
0
h′(tyd(z) + (1− t)d(z))d(z)(y − 1)
ǫy
dz dt.
(3.8)
Note that the assumptions on h and y mean that the pointwise bound
h′(tyd(z) + (1− t)d(z))d(z)(y − 1)
ǫy
≤ Ch(d(z))
holds for some positive constant C depending on ϕ. This is sufficient to
validate (3.8) above. It is now straightforward to take the limit as ǫ→ 0 by
applying the dominated convergence theorem, using (3.7) and noting that
the pointwise limit of the integrand in (3.8) is independent of t. The results
are
lim
ǫ→0
∫
S1
h(dǫ(θ))− h(d(θ))
ǫ
dθ =
∫
S1
(
d(θ)h′(d(θ))− h(d(θ))
)
ϕ′(θ) dθ
=
∫
S1
f(d(θ))ϕ′(θ) dθ, (3.9)
according to the definition of f given in the statement of the proposition.
Arguing similarly, it can be shown that
lim
ǫ→0
∫
S1
|∇ug
ǫ
|2 − |∇ug|2
2ǫ
dθ =
∫
S1
(
|g′(θ)|2
2
−
|g(θ)|2
2
)
ϕ′(θ) dθ. (3.10)
Equation (3.4) now follows by combining equations (3.6), (3.9) and
(3.10). The last sentence of the statement is a straightforward consequence
of the growth assumptions on h.
Proof of (3.5) Let ϕ : S1 → R be an arbitrary smooth function and take ǫ
so small that
inf
θ∈S1
{|1 + ǫϕ(θ)|} ≥
1
2
. (3.11)
Let gǫ,ϕ = (1 + ǫϕ)g. Applying (P3), gǫ,ϕ ∈ C for each fixed ϕ and all
sufficiently small ǫ. Since g is a minimizer,
lim
ǫ→0
I(gǫ,ϕ)− I(g)
ǫ
= 0
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whenever the limit on the left-hand side exists. But
I(gǫ,ϕ)− I(g)
ǫ
=
∫
S1
1
2 |(1 + ǫϕ)g
′ + ǫϕ′g|2 − 12 |g
′|2
ǫ
dθ
+
∫
S1
1
2(1 + ǫϕ)
2|g|2 − 12 |g|
2
ǫ
dθ
+
∫
S1
h((1 + ǫϕ)2d)− h(d)
ǫ
dθ.
The limit as ǫ→ 0 of the first two integrals on the right is easily seen to be∫
S1
ϕ(|g′|2 + |g|2) + (g′ · g)ϕ′ dθ. (3.12)
The third integral can be dealt with by writing
∫
S1
h((1 + ǫϕ)2d)− h(d)
ǫ
dθ =
∫
S1
∫ 1
0
h′(d+t(2ǫϕ+ǫ2ϕ2))(2ϕd+ǫdϕ2) dt dθ,
where we have implicitly used the estimate
|dh′(d+ t(2ǫϕ + ǫ2ϕ2))| ≤ Ch(d).
The constant C depends on ϕ but not on ǫ or θ. By Fubini’s theorem and
an appropriate version of the dominated convergence theorem we have
lim
ǫ→0
∫
S1
h((1 + ǫϕ)2d)− h(d)
ǫ
dθ =
∫
S1
2dh′(d)ϕdθ,
which when added to (3.12) gives (3.5). This completes the proof. 
It turns out that if g satisfies the stationarity conditions (3.4) and (3.5)
then ug is automatically a solution of a fully two-dimensional equilibrium
equation associated with the functional
E(u) =
∫
a(R0,R1)
W (∇u)
|x|2
dx.
The equilibrium equation associated with E is derived below, after which
we show in Proposition 3.4 that it is implied by (3.4) and (3.5). For the
sake of brevity we let a = a(R0, R1) in the rest of the paper.
Proposition 3.3. Let u be a W 1,2(a;R2) function such that E(u) <∞. Let
Φ : a → R2 be an arbitrary function of compact support in a. Let ǫ0 be such
that the function
zǫ(x) = x+ ǫΦ(x)
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is a diffeomorphism of a whenever |ǫ| ≤ ǫ0. Define the inner variation u
ǫ of
u by
uǫ(x) = u(zǫ(x)).
Suppose that
lim
ǫ→0
E(uǫ)−E(u)
ǫ
= 0.
Then u satisfies
∫
a
2W (∇u)
x
|x|4
· Φ+
1
|x|2
M(∇u) · ∇Φ dx = 0, (3.13)
where
M(F ) = F TDW (F )−W (F )1
for all 2 × 2 matrices F . (M is the so-called Energy-Momentum tensor.)
When u is a one-homogeneous map then the two-dimensional equilibrium
equation (3.13) simplifies to
∫
a
{(M(∇u)eR + 2W (∇u)eR) · Φ+M(∇u)eθ · Φ,θ}
dR dθ
R2
= 0. (3.14)
Proof. It is customary to change variables in calculations involving inner
variations. To this end, for each ǫ in the range (−ǫ0, ǫ0) let the map x
ǫ be
such that xǫ ◦zǫ(x) = x for all x ∈ a. Split E(uǫ)−E(u) into three integrals
as follows:
E(uǫ)− E(u)
ǫ
=
∫
a
1
ǫ
(
1
|xǫ(z)|2
−
1
|z|2
)
W (∇u(z)∇zǫ(xǫ(z))
dz
det∇zǫ(xǫ(z))
+
∫
a
1
|z|2
(
W (∇u(z)∇zǫ(xǫ(z))) −W (∇u(z))
ǫ
)
dz
det∇zǫ(xǫ(z))
+
∫
a
1
|z|2
W (∇u(z))
ǫ
(
1
det∇zǫ(xǫ(z))
− 1
)
dz
=: I1 + I2 + I3.
It follows from the proof of [4, Appendix] that
lim
ǫ→0
(I2 + I3) =
∫
a
1
|z|2
M(∇u(z)) · ∇Φ(z) dz. (3.15)
To calculate limǫ→0 I1 it helps to note that
xǫ(z) = z − ǫΦ(z) + o(ǫ) as ǫ→ 0,
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which is a consequence of the choice made for the diffeomorphism zǫ. There-
fore the limit
lim
ǫ→0
1
ǫ
(
1
|xǫ(z)|2
−
1
|z|2
)
=
2z
|z|4
· Φ(z)
holds pointwise; applying this and a suitable convergence theorem to I1 gives
lim
ǫ→0
I1 =
∫
a
2W (∇u)
x
|x|4
· Φ dx. (3.16)
Adding (3.15) to (3.16) and setting the resultant expression equal to zero
(using limǫ→0(I1+I2+I3) = 0) gives the two-dimensional equilibrium equa-
tion (3.13).
The calculation so far applies to any map, regardless of whether it is
one-homogeneous or not. The final form (3.14) of the equilibrium equation
applies only to one-homogeneous maps; it can be reached by first noting
that∫
a
1
|x|2
M(∇u(x)) · ∇Φ dx =
∫
a
1
R
M(∇u)eR ·Φ,R +
1
R2
M(∇u)eθ ·Φ,θ dR dθ,
where we have used the expression (2.2) for ∇Φ in polar coordinates. Since
M(∇u)eR depends only on θ, the first term can be integrated by parts with
respect to R, thereby giving
∫
a
1
R
M(∇u)eR · Φ,R dR dθ =
∫
a
M(∇u)eR · Φ
dR dθ
R2
.
Therefore∫
a
1
|x|2
M(∇u(x)) · ∇Φ dx =
∫
a
{M(∇u)eR · Φ+M(∇u)eθ · Φ,θ}
dR dθ
R2
.
Converting the remaining term in (3.13) into polar coordinates and combin-
ing with the above gives (3.14), as required.
Proposition 3.4. Let g solve (3.4) and (3.5) in a weak sense. Then the
one-homogeneous map ug satisfies
∫
a
{(M(∇ug)eR + 2W (∇u
g)eR) · Φ+M(∇u
g)eθ · Φ,θ}
dR dθ
R2
= 0. (3.17)
Thus ug is a solution of the two-dimensional equilibrium equation associated
with the functional E(·).
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Proof. Recalling that M(F ) = F TDW (F )−W (F )1, we compute
M(∇ug) = |g|2eR ⊗ eR + (g
′ · g) (eR ⊗ eθ + eθ ⊗ eR)
+|g′|2eθ ⊗ eθ +
(
f −
1
2
(|g|2 + |g′|2)
)
1.
Therefore
MeR =
1
2
|g|2eR + (g
′ · g) eθ +
(
f −
1
2
|g′|2)
)
eR (3.18)
Meθ =
1
2
|g′|2eθ + (g
′ · g) eR +
(
f −
1
2
|g|2)
)
eθ, (3.19)
where M = M(∇ug) for short. Fix R and suppress for now its appearance
in ϕ(θ), where ϕ(θ) = Φ(θ,R) · eR. Then∫
S1
Meθ · Φ,θ dθ =
∫
S1
(
1
2
|g′|2 + f −
1
2
|g|2
)
((Φ · eθ)θ + ϕ) dθ
+
∫
S1
(
g′ · g
)
(Φ,θ · eR) dθ
=
∫
S1
(
1
2
|g′|2 + f −
1
2
|g|2
)
ϕ+ (g′ · g) (Φ,θ · eR) dθ,
where we have used (3.4) to pass from one line to the next. Since
∫
S1
(MeR + 2W (∇u
g)eR) · Φ dθ =
∫
S1
(
3
2
|g|2 +
1
2
|g′|2 + 2(h+ f)
)
ϕdθ
+
∫
S1
(g′ · g)Φ · eθ dθ,
it follows that∫
S1
(MeR + 2W (∇u
g)eR) ·Φ +Meθ · Φ,θ dθ =
∫
S1
(
|g|2 + |g′|2 + 2dh′(d)
)
ϕdθ
+
∫
S1
(g′ · g) (Φ · eθ +Φ,θ · eR) dθ
=
∫
S1
(
|g|2 + |g′|2 + 2dh′(d)
)
ϕdθ
+
∫
S1
(g′ · g)ϕ′ dθ
= 0
by (3.5). Dividing both sides of this expression by R2 and integrating over
R ∈ [R0, R1] yields (3.17).
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4 A class of curves which visit the origin in R2 at
least once
In the following we identify each g in W 1,2(S1,R2) with its continuous rep-
resentative (which exists by the Sobolev embedding theorem). Let
C = {g ∈W 1,2(S1,R2) : I(g) <∞, ∃ θ0 ∈ [0, 2π] s.t. g(θ0) = 0}.
We prove that C satisfies (P0)-(P3). To verify (P0), consider the map g0
given in polar coordinates by
g0(θ) = |θ|
keR(θ
l),
where k and l are constants to be chosen. Let δ ∈ (0, 12) be fixed and let η
be a smooth, 2π−periodic cut-off function satisfying η(θ) = 1 in |θ| ≤ δ and
with support in [−2δ, 2δ]. It is straightforward to check that the function
g := ηg0 + (1− η)eR(θ)
belongs to C provided
∫ 1
0
θ2(k−1) + θ2(k+l−1) + θ−(2k+l−1)s dθ <∞.
This holds if we choose k = kǫ and l = lǫ, where
kǫ =
1
2
(1 + ǫ)
lǫ =
1
s
− 2ǫ,
and 0 < ǫ < 12s . Thus C is non-empty. The argument of Proposition
(3.1) shows that the weak limit g of a sequence {gj} ⊂ C has finite energy.
Moreover, since for each gj there is θj in [0, 2π] such that gj(θj) = 0, and
since gj converges uniformly to g on [0, 2π], it follows that g visits the origin
at least once. Hence C is weakly closed, and both (P0) and (P1) are verified.
Notice that if g ∈ C then det∇ug is strictly positive almost everywhere.
From the expression
det∇ug = Jg · g′,
and recalling that J is the 2×2 matrix representing a rotation anticlockwise
through π2 radians, it can be inferred that the image of g in R
2 has a ‘hand-
edness’. For example, in Figure 1 below the curve is traversed anticlockwise.
20
θ=0
Figure 1: A curve in the class C corresponding to s = 12 , l =
1
2 and k =
7
8 .
To check (P2) note that a sufficiently small inner variation gǫ, say, of
any element g ∈ C does not change the image set g(S1). Thus any inner
variation vists the origin at least once. Furthemore, by a change of variables
it can easily be seen that I(gǫ) <∞. Hence C is closed with respect to inner
variations.
To verify (P3), let ϕ : S1 → R be an arbitrary smooth function, take ǫ
so small that
inf
θ∈S1
{|1 + ǫϕ(θ)|} ≥
1
2
(4.1)
and let gǫ,ϕ = (1 + ǫϕ)g. Then
det∇ug
ǫ,ϕ
= Jgǫ,ϕ · (gǫ,ϕ)′
= (1 + ǫϕ)2d(θ)
≥
1
4
d(θ).
Using the growth conditions on h, it follows that I(gǫ,ϕ) < ∞. It is also
clear that gǫ,ϕ visits the origin at least once because the same is true of g
by assumption. Thus (P3) holds.
21
Having established (P0) - (P3), it follows that equations (3.4) and (3.5)
hold in the class C. We begin their study with the observation that the
Lipschitz solutions g of (3.4) are those whose associated Jacobians det∇ug
are (positive and) essentially bounded away from 0.
Proposition 4.1. Let g be a solution of (3.4). Let ω be a connected com-
ponent of S1, and let ω˜ be a subset of [0, 2π] such that θ ∈ ω˜ if and only if
(cos θ, sin θ) ∈ ω. Then
Dω := ess inf {d(θ) : θ ∈ ω˜}
is strictly positive if and only if g is Lipschitz on ω˜.
Proof. The weak form of (3.4) is
∫
S1
(
f(d) +
|g′|2
2
−
|g|2
2
)
ϕ′ dθ = 0
where, by Proposition 3.2, f(d)+ |g
′|2
2 −
|g|2
2 ∈ L
1(S1). By DuBois-Reymond’s
lemma, there is c ∈ R such that
f(d) +
|g′|2
2
−
|g|2
2
= c a.e. in S1. (4.2)
Recalling that f(t) = th′(t) − h(t), where h is strictly convex, we see that
f ′(t) = th′′(t) > 0. The hypotheses on h ensure that limt→0+ f(t) = −∞.
Therefore
Dω > 0 if and only if ess inf {f(d(θ)) : θ ∈ ω˜} > −∞.
But then in view of (4.2) it follows that
ess inf{f(d(θ)) : θ ∈ ω˜} > −∞ if and only if ess sup {|g′| : θ ∈ ω˜} <∞,
proving the claim.
The stationarity conditions (3.4) and (3.5) give some information about
the regularity of an auxiliary quantity z defined in (4.3) below. We note
that the function z also appears naturally in [3] and [16].
Proposition 4.2. Let g ∈ W 1,2(S1,R2) solve (3.4) and (3.5). Then the
function
z(θ) :=
1
2
|g′(θ)|2 + f(d(θ)) (4.3)
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lies in W 2,1(S1,R) and its weak derivatives satisfy
z′ = g · g′ (4.4)
z′′ = 2z + |g|2 + 2h(d). (4.5)
In particular, z is C1.
Proof. By (3.4), ∫
S1
zϕ′ dθ =
∫
S1
−g · g′ϕdθ.
Since g ·g′ is in L1 it follows that the weak derivative of z exists and satisfies
(4.4). But (3.5) implies that the weak derivative of g · g′ exists and satisfies
(g · g′)′ = |g′|2 + 2dh′(d) + |g|2.
Rewriting this in terms of z and f , and in view of (4.4), it follows that z′′
satisfies (4.5) as claimed.
Remark 4.1. This is as much as can be said while the regularity of h ◦ d
is unknown. We shall see later that there are circumstances in which the
right-hand side of (4.5) becomes unbounded as a result of d → 0. In the
same circumstances, Proposition 4.2 tells us that z remains a C1 map, even
though f(d)→ −∞ and |g′| → ∞.
When (3.4) and (3.5) hold we can say precisely when a solution is Lips-
chitz.
Proposition 4.3. Let g solve (3.4) and (3.5). Then
ess inf {d(θ) : θ ∈ S1} = 0
if and only if there is θ0 such that g(θ0) = 0. In particular, by Proposition
4.1, g is a Lipschitz solution if and only if g is never zero.
Proof. Assume that there is a sequence θj → θ0, say, such that d(θj) →
0. It is claimed that g(θ0) = 0, where we identify g with its continuous
representative. Using (4.2) to identify 12 |g
′|2 + f(d) with its continuous
representative c + 12 |g|
2, and using the hypotheses on h (and hence on f),
it follows that |g′(θj)| → ∞. Proposition 4.2 implies that g · g
′ is absolutely
continuous, and hence in particular bounded (in modulus) on S1 by some
C > 0. Extracting a convergent subsequence from
ψj :=
g′(θj)
|g′(θj)|
,
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we may suppose ψj → ψ0, where |ψ0| = 1. Therefore, since
|g(θj) · ψj | ≤
C
|g′(θj)|
it follows from the continuity of g that
g(θ0) · ψ0 = 0.
Also, d = Jg · g′ and d(θj)→ 0 imply that
Jg(θ0) · ψ0 = 0.
Hence g(θ0) is orthogonal to both ψ0 and Jψ0, where ψ0 is a unit vector,
implying that g(θ0) = 0.
Suppose now that g(θ0) = 0 for some θ0. If ess inf {d(θ) : θ ∈ S
1} > 0
then we can argue as in Proposition 4.1 to conclude that g is Lipschitz.
In particular, limθ→θ0 Jg(θ) · g
′(θ) = 0, contradicting the assumption that
ess inf {d(θ) : θ ∈ S1} > 0. The last line in the statement of the Proposition
is now straightforward.
We now turn to the Euler-Lagrange equation associated to the functional
I. It is difficult to derive the equation by taking outer variations in the
obvious way; indeed, we cannot be sure a priori that such a method is valid
unless extra assumptions, such as those which feature in the lemma below,
are made.
Lemma 4.1. Let g ∈ C be Lipschitz on the subinterval ω˜ and suppose that
g minimizes I in C. Then for all C1 functions ξ : S1 → R2 with compact
support in ω˜, ∫
S1
DW (∇ug)eR · ξ +DW (∇u
g)eθ · ξ
′ dθ = 0. (4.6)
In particular, the equation
g − h′(d)Jg′ −
(
g′ + h′(d)Jg
)′
= 0 (4.7)
holds in D′(ω˜). Moreover, ug satisfies a two-dimensional Euler-Lagrange
equation ∫
a
1
|x|2
DW (∇ug) · ∇ϕdx = 0 (4.8)
among those C1 functions ϕ : a → R2 with the property that each map
θ 7→ ϕ(R, θ) has support in ω˜ for each fixed R = |x| in (R0, R1). It follows
by inspecting the proof of Theorem 2.1 that g′′ exists in the classical sense
on ω˜ and is square integrable there.
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Proof. Since g is Lipschitz on ω˜ it follows that both d = g′(θ) · Jg(θ) and
|g(θ)| are bounded away from zero whenever θ ∈ ω˜. Therefore for each ξ as
described in the statement of the lemma there is ǫ0 > 0 such that |ǫ| ≤ ǫ0
implies g + ǫξ ∈ C. A standard argument now implies (4.6). Inserting
DW (∇ug) = g ⊗ eR + g
′ ⊗ eθ + h
′(d)
(
Jg ⊗ eθ − Jg
′ ⊗ eR
)
(4.9)
into (4.6) yields (4.7). Equation (4.8) exploits the one-homogeneity of ug
in the same way as did the derivation of the two-dimensional equilibrium
equation from (3.4) and (3.5). The calculation in this case is straightforward
and is left to the reader.
5 Spiral minimizers of I
We have fixed C so that conditions (P0)-(P3) hold. Therefore Propositions
3.2, 3.4, 4.2 and 4.3 all apply. By definition, every element of C has a
zero. Hence, in view of Proposition 4.3, none is Lipschitz. It also follows
from Proposition 4.3 that the zeros of the global minimizer g correspond
exactly to the points where its gradient becomes unbounded. Moreover,
since I(g) < ∞, it follows that the set {θ ∈ [0, 2π] : d(θ) = 0} is H1−null.
Therefore the set of zeros of g is also H1−null. This section is devoted to
understanding the nature of the singularity in g′ associated with the zeros
of g. The following dichotomy is the starting point:
(i) either g has no isolated zero, or
(ii) there is θ0 ∈ [0, 2π] and ǫ0 > 0 such that |g| > 0 on a relatively open
interval in [0, 2π], one of whose endpoints is θ0.
If the zeros of g were dense in S1 then by the continuity of g, which, as
before, can be inferred from Sobolev’s embedding theorem, it would follow
that g is identically zero on S1. But g = 0 is not a member of C, a contra-
diction. Thus (i) is false, and at least one zero, θ0, say, of g is isolated in
the sense of (ii) above. In consequence, ∇ug has at least one line singular-
ity which is mapped to 0 under ug. It is tempting to conjecture that the
minimizer g has just one isolated zero, the reasoning being that it would be
energetically unfavourable to incorporate more (thinking in terms of I(g)).
We do not pursue this conjecture here.
Ultimately, we are interested in seeing whether ug solves the Euler-
Lagrange equation associated with the functional
E(u) =
∫
a
1
|x|2
W (∇u) dx.
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This can only be done once the behaviour of g has been studied further.
Without loss of generality, we suppose that (ii) is true in a right neigh-
bourhood of zero. We also assume that h(t) = t−s for all positive t. (The
prescription h(t) = +∞ for t ≤ 0 continues to hold.) This is not a restric-
tion; it merely clarifies the subsequent analysis. It will be shown that (ii)
implies (ii’):
(ii’) in a neighbourood of an isolated zero, g rolls the annulus into an
infinite spiral.
Proposition 5.1. Let g be a minimizer of I in C. Assume that |g(θ)| > 0
for 0 < θ < ǫ0, with g(0) = 0. Then, for θ ∈ (0, ǫ0) and with
h(t) =
{
t−s if t > 0
+∞ otherwise,
(a) a polar coordinate representation g(θ) = r(θ)eR(γ(θ)) is valid in (0, ǫ0),
and in these coordinates the equations of stationarity (3.4) and (3.5)
become respectively
1
2
(
r′2 + (rj)2
)
= c+
1
2
r2 + (s+ 1)d−s (5.1)
1
4
(r2)′′ = c+ r2 + d−s, (5.2)
where j = γ′ and d = r2j;
(b) there is a nonnegative constant τ such that for θ ∈ (0, ǫ0)
sr2(θ) = τds+1(θ) + ds+2(θ), (5.3)
where d(θ) = det∇ug;
(c) d is monotone increasing in a (right) neighbourhood of θ = 0.
Proof. The assumptions on g are such that Lemma 4.1 applies with ω˜ =
(0, ǫ0). In particular, (4.7) holds with g
′′ classically second differentiable at
all points in (0, ǫ0). This improvement in regularity means that the polar
coordinate representation of g on the interval (0, ǫ) is indeed valid. Equations
(5.1) and (5.2) now follow from this and the concrete choice for h made
above.
To prove (b), we take the inner product of (4.7) with Jg. (We remark
that (5.1) and (5.2) can be recovered from (4.7) by taking its inner product
with g and g′ respectively.) It helps to recall that d = g′ ·Jg, where J is the
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rotation through π/2 radians anticlockwise, in order to see that d′ = g′′ ·Jg.
Also, Jg · Jg′ = g · g′ = rr′. Therefore on all compact subintervals of (0, ǫ0)
2rr′h′(d) + d′ + h′′(d)r2d′ = 0.
It follows by integration that there is −τ such that
d+ r2h′(d) = −τ.
Rearranging this and inserting h as described above yields
sr2 = ds+2 + τds+1
on (0, ǫ0), which is (5.3). If τ 6= 0 then its sign can be deduced as follows.
The improved regularity of g demonstrated in part (a), together with the
observation that g = 0 if and only if d = 0, implies that d is continuous on
(0, ǫ0) and satisfies d(θ) → 0 as θ → 0+. Therefore τd
s+1 dominates the
right-hand side of (5.3) as θ → 0, and it follows easily that τ > 0 if it is
non-zero.
To prove (c) it suffices to show that r2
′
> 0 near zero; one then appeals
to (5.3) to conclude that d must also be strictly increasing. Equation (5.2)
implies that for θ sufficiently small and positive we may assume that r2 is
strongly convex. Since the polar coordinate representation of g is only known
to be valid on (0, ǫ0) we note that g · g
′ = 12(r
2)′ and apply the final line of
Proposition 4.2, namely that g · g′ is C1 on S1. Suppose that g · g′(0) < 0.
Then by the continuity g · g′(θ) < 0 for sufficiently small and positive θ,
and hence, because |g|2(0) = 0, it follows that |g|2(θ) < 0 for small θ, a
contradiction. Thus g · g′(0) ≥ 0. The strong convexity of |g|2 = r2 now
implies r2
′
> 0 on (0, ǫ) for some ǫ. This concludes the proof.
It can be checked that when τ is strictly positive the solution curve
winds only finitely many times around the origin, with smaller values of τ
corresponding to higher winding numbers. It therefore seems quite natural
that the solution in the case τ = 0 is an infinite spiral. However, we are not
free to choose τ : its value is imposed on us by the minimization process. I
cannot rule out the possibility that there are stationary points whose corre-
sponding value of τ is strictly positive, but their existence is not proven by
the methods used in this paper. Instead, we focus below on showing that τ
must be zero when it satisfies (5.3) and when g minimizes I in C.
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Proposition 5.2. Let r and j be as in Proposition 5.1 above, and recall in
particular that they correspond to a minimizer g of I in C. Suppose that the
nonnegative constant τ satisfies
sr2 = τds+1 + ds+2 (5.4)
on (0, ǫ0). Then τ = 0.
Proof. Assume for a contradiction that τ > 0. It will be shown that there
are variations of gˆ in C which lower the energy I, from which the result
follows immediately. The proof is divided into 4 parts, the first of which
establishes some basic facts about r and j.
Step 1. Let τ˜ = τ + d and note that (5.3) implies
r =
( s
τ˜
) 1
2s
j−(
s+1
2s ). (5.5)
(r is still only defined implicitly by this expression.) Note that τ˜ > 0 for all
θ because d > 0 a.e. and τ > 0 by assumption. Since d = r2j, it follows
that
d−s =
τ˜ j
s
, (5.6)
and hence from (5.1) that
r′ =
(
2
(
1 +
1
s
)
τ˜ j
) 1
2
F, (5.7)
where
F 2 = 1 +
r2 + 2c
2(1 + 1
s
)τ˜ j
−
s
1
s
2(1 + 1
s
)
τ˜−(1+
1
s
)j−
1
s .
Differentiating (5.3) with respect to θ gives
2srr′ = ((s + 1)τ + (s + 2)d)dsd′,
which on using (5.5), (5.6) and (5.7) above gives
d′ =
2s
1
2s τ˜
3
2
− 1
2s
(
2
(
1 + 1
s
)) 1
2 j1−
1
2sF
(s+ 1)τ + (s+ 2)d
. (5.8)
But d′ = 2rr′j+r2j′, which, on eliminating r, r′ and d′ using the expressions
given so far, shows that j satisfies the equation
j′ + Y j2+
1
2s = 0 (5.9)
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on some interval (0, ǫ), where
Y = 2s−
1
2s
(
2
(
1 +
1
s
)) 1
2
F τ˜
1
2
+ 1
2s
(
1−
τ˜
((s+ 1)τ + (s+ 2)d)
)
. (5.10)
Since d → 0 monotonically (by Propositon 5.1, part (c)), and since (5.6)
holds, it follows that j → ∞ monotonically as θ → 0. This boundary
condition allows us to solve, at least in principle, the differential equation
(5.10). It also follows from this that F is very close to 1 for all sufficiently
small θ. This observation will be used below.
Step 2. Recall that the polar coordinate representation of the mini-
mizing map is only known to be valid on some inerval (0, ǫ). Therefore its
energy is represented by
I(g) =
∫ ǫ
0
1
2
(r2 + r′
2
+ (rj)2) + d−s dθ +
∫ 2π
ǫ
W (∇ug) dθ.
The first integral on the right-hand side can be written in terms of j and τ˜
using (5.5),(5.6) and (5.7). The result is
I(g) =
∫ ǫ
0
((s+1)F 2+1)
τ˜ j
s
+
1
2
s
1
s τ˜−
1
s j−(
s+1
s
)(1+ j2) dθ+
∫ 2π
ǫ
W (∇ug) dθ.
Since τ is fixed and j → ∞ as θ → 0, the integrand of the first integral on
the right is dominated by the term in τ˜ j as θ → 0. One can infer from this,
albeit informally, that a slightly smaller value of τ would suffice to lower
the energy. In practice, one has to be careful about changing τ : the effect
might be global, possibly even resulting in an overall increase in the energy.
In Step 3 below we vary τ˜ near zero whilst retaining its limiting value of τ ,
thereby keeping the effect of the change local and hence controllable.
Step 3. Let us define a variation gˆ about g in terms of the angular
velocity j and radial component r of g as follows. Firstly, let T = ητ˜ , where
η is a smooth map with support in [δ1, δ2] ⊂ (0, ǫ). For now we think of η
as being close to 1 in value; in this sense gˆ is considered a perturbation of
g. The parameters δ1 and δ2 will be chosen shortly. Define rˆ by
srˆ2 = Tds+1,
where d is as per (5.6) above and τ˜ = τ + d as before. Using the relation
dˆ = rˆ2j, it follows that
dˆ−s = η−sd−s.
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Therefore
d−s − dˆ−s = (1− η−s)
τ˜ j
s
, (5.11)
where we have used the expression (5.6) for d from the previous step.
Also, using (5.5) in conjunction with the definition of rˆ given above it
can be seen that
1
2
(
r2 + (rj)2 − rˆ2 − (rˆj)2
)
=
1
2
(1− η)s
1
s τ˜−
1
s j−
s+1
s (1 + j2). (5.12)
The only term it remains to compute in the integrand of∫ ǫ
0
W (∇ug)−W (∇ugˆ) dθ
involves 12(r
′2− (rˆ′)2). In what follows it will be convenient to combine this
difference with the difference dˆ−s − d−s. Therefore we let
Ξ =
1
2
(r′
2
− (rˆ′)2) + d−s − dˆ−s.
The next and final step of the proof analyses the behaviour of Ξ for small
values of θ.
Step 4. Rewrite (5.8) as d′ = Dj1−
1
2s , where
D =
2s
1
2s τ˜
3
2
− 1
2s
(
2
(
1 + 1
s
)) 1
2
(s+ 1)τ + (s+ 2)d
F. (5.13)
Using this shorthand when differentiating
rˆ =
(
T
s
) 1
2
d
s+1
2 ,
using the definition of T and the fact that τ˜ ′ = d′, it can be seen that
(rˆ′)2 =
(s+ 1)2
4s
τ˜ηds−1D2j2−
1
s +
(s+ 1)
2
ηD2τ˜−1j1−
1
s +
+
s
1
s
4
η2D2τ˜−(2+
1
s
)j1−
2
s +O(η′).
Recalling that η remains close to 1, we can further suppose that η′ is small.
(We will later choose η so that this is the case.) Next, we form Ξ by grouping
together terms in a suitable way. To make it explicit we first set
Ξ = A1 +A2
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where
A1 :=
1
2
r′2 + d−s − dˆ−s −
(s+ 1)2
8s
τ˜ηds−1D2j2−
1
s
A2 := −
(s+ 1)
4
ηD2τ˜−1j1−
1
s −
s
1
s
8
η2D2τ˜−(2+
1
s
)j1−
2
s +O(η′).
Replacing D2 in A1 using (5.13), and using equations (5.7) and (5.11), it
follows that
A1 =
τ˜ j
s
((1+s)F 2−s)(1−η)+
(1 + s)τ˜ j
s
F 2η

1−

 τ + d
τ + (s+2)(s+1)d


2
+o(1−η).
Combining this expression with the first two terms of A2 and simplifying
yields
Ξ =
τ˜ j
s
((1 + s)F 2 − s)(1− η) + o(1− η) +O(η′).
Since F 2 converges monotonically to 1 there exists θ0 > 0 such that
(1 + s)F 2 − s >
1
2
if θ ∈ (0, θ0).
In particular, if η < 1 is enforced then the first term of Ξ remains positive on
(0, θ0). Let ψ be a fixed smooth function with support compactly contained
in (0, θ0) and which satisfies 0 ≤ ψ ≤ 1. Let σ be a small, positive parameter
and let η = 1 − σψ. Insert this choice of η into the last expression for Ξ
and call the result Ξσ. Then, by integrating Ξσ over (0, ǫ) and applying a
version of the dominated convergence theorem, we see that
∫ ǫ
0
Ξσ dθ > 0
provided ||ψ′||∞ and σ are sufficiently small. Finally, we have to include the
terms
1
2
(
r2 − rˆ2 + (rj)2 − (rˆj)2
)
.
But by (5.12), this quantity is strictly positive whenever η < 1, and is zero
otherwise. We conclude then that I(g)−I(gˆ) > 0, provided the perturbation
gˆ is defined as per Step 3. This contradicts our assumption that g minimizes
I in C.
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Proposition 5.3. Let r and j be as in Proposition 5.1 above and let τ = 0,
so that
sr2 = ds+2 on (0, ǫ0). (5.14)
Define
n(s) =
s+ 2
2(s+ 1)
and
V =
(
1 +
ds(r2 + 2c)
(s+ 2)
)1
2
.
Then j satisfies
2(s + 1)
(s(2 + s))
1
2
V j2 + j′ = 0 on (0, ǫ0), (5.15)
subject to limθ→0+ j =∞, and
r = s
1
2(s+1) j−n(s).
Proof. The expression for r given above follows directly from (5.14). The
differential equation (5.9), which was found during the proof of the previous
proposition, yields (5.15). The various coefficients and exponents can be
evaluated using τ = 0, τ˜ = d and d = s
1
s+1 j−
1
s+1 . Integrating (5.15), with
β :=
2(s+ 1)
(s(2 + s))
1
2
,
yields, for 0 < θ < ǫ,
j−1(θ) =
∫ θ
0
βV (θ¯) dθ¯.
It follows from this and the expression given for V above that there are
positive constants m < M such that
1
Mθ
≤ j(θ) ≤
1
mθ
(5.16)
for 0 < θ < ǫ. Recalling that j = γ′, where g = r(θ)eR(γ(θ)), and integrating
this expression over (0, ǫ) yields
1
M
ln
(
θ
ǫ
)
+ γ(ǫ) ≤ γ(θ) ≤
1
m
ln
(
θ
ǫ
)
+ γ(ǫ),
which is valid on (0, ǫ). It also follows from the expression given above for r
and from (5.16) that r is bounded above and below by an expression of the
form Cθn(s), where C is constant.
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5.1 Non-satisfaction of the Euler-Lagrange equation near an
isolated singularity
The Euler-Lagrange equation associated with E is
∫
a
1
|x|2
DW (∇ug) · ∇Φ dx = 0 ∀ Φ ∈ C1c (a;R
2).
In polar coordinates, this is
∫
a
1
R2
(DW (∇ug)eR · Φ,R +
1
R
DW (∇ug)eθ · Φ,θ) dx = 0. (5.17)
From (4.9), it follows in particular that
DW (∇ug)eR = g + sd
−(s+1)Jg′.
Now, sd−(s+1) = j and Jg′ = r′eθ − rjeR; hence,
DW (∇ug)eR = r(1− j
2)eR + r
′jeθ.
The asymptotic behaviours of r and j as θ → 0 are given in Proposition (5.3)
above; they imply that both the terms rj2 and r′j are of order θ(n(s)−2) =
θ
−1− s
2(s+1) as θ → 0, which is not L1-integrable. It is now easy to choose a
test function Φ such that the Euler-Lagrange equation (5.17) fails.
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