Dynamics in the charged restricted circular three-body problem by Palacián Subiela, Jesús Francisco et al.
DYNAMICS IN THE CHARGED RESTRICTED CIRCULAR
THREE-BODY PROBLEM
J.F. PALACIA´N, C. VIDAL, J. VIDARTE, AND P. YANGUAS
Abstract. The existence and stability of periodic solutions for different types of perturbations
associated to the Charged Restricted Circular Three Body Problem (shortly, CHRCTBP) is tackled
using reduction and averaging theories as well as the technique of continuation of Poincare´ for the
study of symmetric periodic solutions. The determination of KAM 2-tori encasing some of the
linearly stable periodic solutions is proved. Finally, we analyze the occurrence of Hamiltonian-Hopf
bifurcations associated to some equilibrium points of the CHRCTBP.
1. Introduction
The charged three-body problem was introduced in [13] and has been studied by several authors[1,
2]. Some interesting results regarding this dynamical system from different points of view can be
found, for example, in [4, 6, 25, 18, 7, 8, 16, 17].
We consider a planar charged restricted circular three-body problem (shortly, CHRCTBP) which
was studied previously in [29]. Here, the two primaries with masses 1 − µ and µ (µ ∈ (0, 1/2))
and electrostatic charges q1, q2 ∈ R, respectively, are moving in a circular orbit of the charged
two-body problem while the infinitesimal particle is moving on the plane of the primaries attracted
by Gravitational and Coulombian forces generated by them. According to [29] the Hamiltonian
function associated to this problem in rotating coordinates (x1, x2, y1, y2) is
(1) H = 1
2
(y21 + y
2
2)− (x1y2 − x2y1)−
β31(1− µ)√
(x1 + µ)2 + x22
− β
3
2µ√
(x1 + µ− 1)2 + x22
,
with β31 = 1−αq1/(1−µ), β32 = 1−αq2/µ satisfying (1−β31)(1−β32) < α2, α ∈ R. The Hamiltonian
system associated to (1) is
(2)
x˙1 =
∂H
∂y1
, y˙1 = − ∂H
∂x1
,
x˙2 =
∂H
∂y2
, y˙2 = − ∂H
∂x2
,
which represents an autonomous system with two degrees of freedom depending on three parame-
ters.
As it was discussed in [29] our model generalizes other restricted problems, namely, the classical
Newtonian circular restricted three-body problem β1 = β2 = 1 and the photogravitational three-
body problem. Therefore this is one of the reasons of analyzing the dynamics of (2). A first step was
initiated in [29], the existence of particular equilibrium points, namely, the collinear equilibrium
points Lcoll1 , L
coll
2 and L
coll
3 and the isosceles triangle equilibrium L
iso
4 and L
iso
5 were characterized
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in an explicit way as functions of the parameters µ and β = β1 = β2. The linear and nonlinear
stability of these equilibrium points was studied and the curves of resonance were analyzed in detail.
The purpose of this paper is to get a deeper insight in the CHRCTBP. More precisely, we search
for different families of periodic solutions by combining symplectic reduction with averaging theories
of Hamiltonian systems. Moreover we apply Poincare´’s continuation method of symmetric periodic
solutions by using the symmetry S1 : (x1, x2, y1, y2) −→ (x1,−x2,−y1, y2) of system (2). We also
achieve the existence of KAM tori of dimension two close to some of the previous stable periodic
solutions. Finally we establish the existence of Hamiltonian-Hopf bifurcations for the isosceles
equilibrium points.
As it should be expected we recover the results existing in the literature for the Newtonian version
of the planar restricted circular problem, because this case corresponds to β1 = β2 = 1. However,
for some of our achievements we need to perform the normalization of the Hamiltonian to higher
orders since we have additional terms which are not present in the Newtonian case. Moreover, after
checking the literature on the subject we emphasize that our result stated in Theorem 2.3 has not
been considered even when the charges of the bodies are zero.
The main contribution of the paper is to provide various new results on the existence of periodic
solutions and KAM 2-tori as well as the appearance of Hamiltonian-Hopf bifurcations in different
regimes of the CHRCTBP. These achievements are scattered along the paper by means of the
Theorems of Sections 2, 3, 4 and 5.
To carry out our outcomes we have organized the contents of the paper as follows.
In Section 2 we place the infinitesimal mass close to one of the primaries (lunar periodic orbits
according to the notation in [20]) introducing a small parameter ε. Next, we normalize the problem
in Delaunay coordinates and apply reduction theory (see for example, [24] and [28]) in order to
characterize the possible points that generate periodic solutions. Then, we apply the averaging
theory (Reeb’s Theorem) in convenient coordinates of Poincare´-Delaunay type. Thereafter, we
write the Hamiltonian in action-angle and apply Han-Li-Yi’s Theorem [14] to prove the existence
of two dimensional KAM tori, pointing out the excluded measure for the existence of quasi-periodic
invariant tori. In Subsection 2.4, taking into account the symmetry S1, and writing Hamiltonian
(1) in Poincare´-Delaunay coordinates, we are able to prove the existence of S1-symmetric solutions
of fixed period close to any circular Kepler solutions.
In Section 3 we put the negligible mass far away from the two primaries (the so-called comet
orbits according to the notation in [20]) introducing a small parameter ε. Next, we introduce the
invariants related to the axial symmetry (see for example, [21] and [28]) as well as convenient sym-
plectic coordinates on the reduced space so that we apply Reeb’s Theorem followed by Neishtadt’s
result of Arnold’s Theorem for proper degenerate Hamiltonians [3], to prove the existence of pe-
riodic solutions and KAM 2-tori, respectively. Also, we determine the measure of the set of tori
disappearing under the perturbation.
The Poincare´ charged problem is treated in Section 4 It consists in considering the mass pa-
rameter µ small, again using the ideas in [20]). Initially if the angular momentum γ of a circular
Keplerian solution is different from β21 we can continue it to the full problem. Next, in Subsection
4.2 we prove the existence of S1-symmetric periodic solutions as continuation of elliptic and circu-
lar Kepler solutions where the period can be variable (for the elliptic solution) and fixed (for the
circular one).
Section 5 is devoted to the occurrence of Hamiltonian-Hopf bifurcations related to the isosceles
equilibrium points (i.e. β1 = β2 and non-diagonalizable linearization around it). This analysis is
carried out applying the results of bifurcation theory given in [20] and [15].
Finally, in Appendix 6 we recall Krein-Gel’fand’s Theorem [27] for establishing strong stability
of linear Hamiltonian systems. In addition we Reeb’s Theorem [26] and Han-Li-Yi’s Theorem [14],
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as well as the characterization of the Hamiltonian-Hopf bifurcation for Hamiltonian systems with
two degrees of freedom.
2. The charged lunar problem
For us the charged lunar problem is the charged restricted circular three-body problem where
the infinitesimal is close to one of the primaries. In order to introduce this class of problem,
we first perform the linear change from y2 and x1 to y2 − µ and x1 − µ, respectively, to bring
one primary to the origin. Then, we introduce a small parameter ε by replacing y = (y1, y2) by
ε−1 β1(1−µ)1/3y and x = (x1, x2) by ε2 β1(1−µ)1/3x. By doing so we restrict H to the case where
the infinitesimal particle is moving around one of the primaries. This change is symplectic with
multiplier ε−1 β−21 (1 − µ)−2/3. The parameter ε is a measure of the distance of the infinitesimal
particle from the primary at the origin. Next we scale time by dividing t by ε3 and multiplying H
by ε3. Then we expand the resulting Hamiltonian in powers of ε to get
(3) H = 1
2
(y21 + y
2
2)−
1√
x21 + x
2
2
− ε3(x1y2 − x2y1) + ε4κx1 + 1
2
ε6ν(−2x21 + x22) +O(ε7),
where κ = (1− β32)µ/(β1(1−µ)1/3) and ν = µβ32 . The zeroth-order term, that we denote by H0, is
the Hamiltonian of the planar Kepler problem and the O(ε3) term is the Coriolis force due to the
use of a rotating frame.
2.1. Normalisation and reduction. We introduce mixed polar and Delaunay coordinates as in
[28] so that the Hamiltonian is ready for the elimination of the mean anomaly ` to high order
by means of a special Lie transformation well suited for perturbed Kepler problems, the so-called
normalization of Delaunay [11, 12]. Hamiltonian (3) in these coordinates reads as
(4) Hε = − 1
2L2
− ε3G+ ε4κ r cos θ − 1
4
ε6µν r2 (1 + 3 cos(2θ)) +O(ε7),
where (`, g, L,G) correspond to Delaunay elements: ` the mean anomaly, g the argument of the
pericenter, and L the square of the semimajor axis. Since G is the third component of the angular
moment vector G = (0, 0, G), it follows that 0 ≤ |G| ≤ L and G can be positive, negative, or zero.
Finally, (r, θ) are the usual polar coordinates.
Next, we normalize Hamiltonian (4) up to order six in the small parameter applying the Delaunay
normalization. We arrive at
(5) Hε = − 1
2L2
−ε3G− 3
2
ε4κL
√
L2 −G2 cos g− 1
8
ε6ν
(
5L2 − 3G2 + 15(L2 −G2) cos(2g))+O(ε7).
This normalization is effectively the average of the perturbations over the periodic solutions of
the planar Kepler problem, whose Hamiltonian in these coordinates is given by H0 = − 12L2 .
Now, considering the integral manifold N0(h) = H−10 (h) with h < 0, the reduced space of the planar
Kepler problem, that we denote by B(h), is diffeomorphic to a 2-sphere S2 (see details in [24]),
which is a symplectic compact manifold. This space is described by three invariants a = (a1, a2, a3)
defined by the combination a = G + LA, where A is the Laplace-Runge-Lenz vector.
Explicitly they are
(6) a1 = eL cos g, a2 = eL sin g, a3 = G,
where e =
√
1−G2/L2 represents the eccentricity. The nonzero Poisson brackets between the
invariants are
(7) {a1, a2} = a3, {a2, a3} = a1, {a3, a1} = a2.
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Clearly, ‖a‖ = L and the vector a uniquely determines a bounded orbit of the Kepler problem
on the energy level N0(h). Points (0, 0,±L) correspond to the circular orbits, the circle a3 = 0
(the equator) accounts for the collision orbits, and the other points on the sphere refer to elliptic
motions. Hamiltonian (5) in terms of the invariants reads as
(8) Hε = − 1
2L2
− ε3a3 − 3
2
ε4κLa1 − 1
8
ε6νL2(5L2 + 15a21 − 15a22 − 3a23) +O(ε7).
The reduced space B(h), that is S2, is given by the relations (6) and a21 + a22 + a23 = L2. The
reduced Hamiltonian is obtained from (8) truncating terms of order ε4 and higher, dropping the
constant terms and dividing the resulting Hamiltonian by ε3, that is,
(9) H¯ = −a3.
To obtain the vector field associated to (9) in the coordinates (a1, a2, a3) we use (7) and a˙j =∑3
k=1 {aj , ak} ∂H¯/∂ak. So the equations of motion become
(10) a˙1 = a2, a˙2 = −a1, a˙3 = 0.
Proposition 2.1. On the reduced space B(h), system (10) has two critical points of circular type
given by (0, 0, L) and (0, 0,−L).
Proof. System (10) has to be solved taking into account the restrictions of (6) and a21 + a
2
2 + a
2
3 =
L2. 
2.2. Symplectic coordinates on the reduced space B(h). We consider now the symplectic
coordinates defined in the neighborhoods of the critical points of Proposition 2.1. Specifically, we
make use of the symplectic coordinates (Q,P ) defined through the transformations T± : Ω± → R2
given by
(11) Q =
√
2
√
L∓G cos g, P = ±
√
2
√
L∓G sin g,
where Ω± = {(G,L) : ±G ≤ L}. The upper sign applies for (0, 0, L) whereas the lower one is used
for (0, 0,−L). Combining the relations given in (6) and (11), one may put the coordinates Q and
P in terms of the a. After simplifying the resulting expressions one gets
(12) Q =
√
2a1√
L± a3
, P = ±
√
2a2√
L± a3
.
Thence that the maps ψ1, ψ2 : Uj → R2, ψj(a) = (Q,P ) defined by the equations (12), are local
charts for the reduced space B(h), where Uj = {a = (a1, a2, a3) ∈ B(h) : (−1)j+1a3 > 0} for
j = 1, 2. Next, the critical points of Proposition 2.1 are identified with the origin of R2 by means
of the atlas A = {ψ1, ψ2}.
In order to introduce the coordinates (Q,P ) in Hamiltonians (5) and (9), first note that
1
2
(Q2 + P 2) = L∓G = L∓ a3,
and also
a21 =
Q2
2
(L± a3), a22 =
P 2
2
(L± a3).
Thus, in these coordinates Hamiltonian (5) takes the form
(13)
Hε = − 1
2L2
± ε3
(
1
2
(Q2 + P 2)− L
)
− 3
4
ε4κL
√
4L−Q2 − P 2
− 1
16
ε6νL2(4L2 + 36LQ2 − 24LP 2 − 9Q4 − 3Q2P 2 + 6P 4) +O(ε7).
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Now, to obtain the Hamiltonian on the reduced space B(h), we replace L by 1/√−2h in (9), remove
constant terms and rescale time by dividing by ε3, ending up with
(14)
H¯ε = ±1
2
(Q2 + P 2)− 3
4
εκLQ
√
4L−Q2 − P 2
− 3
16
ε3νL3(2P 2 − 3Q2)(Q2 + P 2 − 4L) +O(ε4).
In this way, the truncated reduced Hamiltonian is given by
(15) H¯ = ±1
2
(Q2 + P 2).
2.3. Periodic solutions and KAM tori. In what follows we denote by
p(t, ε) = (x1(t, ε), x2(t, ε), y1(t, ε), y2(t, ε))
a solution of system (3) and by p∗ ∈ N0(h) the periodic solution associated to the critical point
p¯ ∈ S2.
Theorem 2.1. The charged lunar problem has two families of near-circular periodic solutions
linearly stable with characteristic multipliers 1, 1, 1± 2ε3T +O(ε4). The radii and periods of these
solutions are very small, ‖x‖ ≈ ε2L2 and T (ε) ≈ 2piε.
Proof. Clearly, the origin is a critical point of (15) and the Hessian matrix D2H¯ at the origin is
non-degenerate. Thus, by Reeb’s Theorem 6.2 the proof of the theorem follows. Also, since the
matrix A = JD2H¯ (J stands for the usual skew-symplectic matrix of mechanics) is strongly stable
then the periodic solutions are linearly stable. 
Theorem 2.2. The near-circular periodic solutions of the charged lunar problem are enclosed by
invariant KAM 2-tori for small enough ε. The excluded measure for the existence of quasi-periodic
invariant tori is of order O(ε3).
Proof. First, we introduce action-angle variables defined through the relations
(16) Q =
√
2I cos θ, P =
√
2I sin θ.
Thence the Hamiltonian (14) assumes the form
(17) H¯ε = ±I − 3
2
εκL
√
I
√
2L− I cos θ − 3
4
ε3νL2I(2L− I)(−2 + 5 cos2 θ) +O(ε4),
then average over θ to get
(18) H¯ = ±I + 9
8
ε2κ2L2(I − L) +O(ε3).
In order to apply Han-Li-Yi’s Theorem [14], we incorporate to (18) the terms associated to the
action L dropped in the process of normalization and undo the time scalings, so we get Hamiltonian
(3) in the local coordinates that have been introduced through the process. Specifically we arrive
at
(19) Hε = h0(L) + ε3h1(L, I) + ε5h2(L, I) +O(ε6),
where
h0 = − 1
2L2
, h1 = ±(I − L), h2 = 9
8
κ2L2(I − L).
Now, we are in position to apply Han-Li-Yi’s Theorem 6.4 taking n = 2, a = 1, m1 = 3, n0 = 1,
n1 = 2, I
n0 = I¯n0 = L, In1 = (L, I), and I¯n1 = I. In this case, the vector of frequencies has
dimension 2 and is given by
Ω(L, I) =
(
L−3,±1) .
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The 2× 2 matrix whose columns are Ω(I), ∂Ω/∂L and ∂Ω/∂I reads as
MΩ =
[
L−3 −3L−4 0
±1 0 0
]
and has rank two. Therefore, Han-Li-Yi’s Theorem guarantees the existence of KAM 2-tori enclosed
for ε small the near-circular periodic solutions. Setting b =
∑a
j=1mj(nj − nj−1), we obtain b = 3
and according to Theorem 6.4 we have s = 1, therefore the excluded measure for the existence of
quasi-periodic invariant tori is of order O(ε3). 
2.4. Symmetric periodic solutions. In the charged restricted lunar problem also we can find
S1-symmetric periodic solutions with fixed period near to circular solutions of the Kepler problem.
Lemma 2.1. A solution of the charged restricted circular three-body problem (1) that crosses the
line of syzygy orthogonally at a time t = 0 and later at a time t = T/2 > 0 is T -periodic and
symmetric with respect to the line of syzygy.
See the proof in [20].
Let us introduce Poincare´-Delaunay coordinates, (Q1, Q2, P1, P2), by
Q1 = `+ g, Q2 =
√
2(L−G) cos `,
P1 = L, P2 =
√
2(L−G) sin `.
An orthogonal crossing on the line of syzygy at a time t0 is
(20) Q1(t0) = pin, Q2(t0) = 0, n ∈ Z.
In these coordinates the Hamiltonian (3) is written as
(21) H = − 1
2P 21
+ ε3
(
−P1 + 1
2
(Q22 + P
2
2 )
)
+O(ε4),
and the vector field of (21) is
(22)
Q˙1 = 1/P
3
1 − ε3 +O(ε4), P˙1 = O(ε4),
Q˙2 = ε
3P2 +O(ε
4), P˙2 = −ε3Q2 +O(ε4).
Now, we denote by ψ(t,Y0, ε) = (Q1(t, ε), Q2(t, ε), P1(t, ε), P2(t, ε)) a solution of system (3) in
Poincare´-Delaunay coordinates with initial condition Y0 = (pin, 0, p1, p2). Also, with respect to
this initial condition we introduce the notation Yε = (pin, 0, p1 +O(ε), p2 +O(ε)).
Theorem 2.3. Let m ∈ Z, h ∈ R−, and T/2 = pim/(−2h)3/2. Then the circular T -periodic
solution of the Kepler problem with initial condition Y0 = (pin, 0, 1/
√−2h, 0) can be continued into
the restricted charged lunar problem for ε small. More precisely, for ε sufficiently small there is an
initial condition Yε such that ψ(t,Yε, ε) is a S1-symmetric solution with fixed period T .
Proof. Let ψ(t,Y, ε) be a circular solution of system (22) with initial condition Y = (pin, 0, P1, P2)
in a neighborhood of Y0. Solving system (22) we obtain
(23) Q1(t,Y, ε) = pin+ P
−3
1 t− ε3t+O(ε4), Q2(t,Y, ε) = ε3P2t+O(ε4).
Now, considering the functions
f1(t,Y, ε) = pin+ P
−3
1 t− ε3t+O(ε4), f2(t,Y, ε) = P2t+O(ε)
it is verified that
Q1(T/2,Y0, 0) = f1(T/2,Y0, 0) = pi(n+m), Q2(T/2,Y0, 0) = f2(T/2,Y0, 0) = 0.
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Moreover, the solution has another orthogonal crossing at time T/2 = pim/(−2h)3/2 for ε = 0,
and so is S1-symmetric. On the other hand, the determinant
∂(f1, f2)
∂(P1, P2)
∣∣∣
(P1=1/
√−2h,P2=0)
=
∣∣∣∣ −3(−2h)2T/2 00 T/2
∣∣∣∣ = −3√−2hpim
is nonzero. Thus, by the implicit function theorem there are functions P1(ε) = O(ε) and P2(ε) =
O(ε) such that
Q1(T/2,Yε, ε) = f1(T/2,Yε, ε) = pi(n+m) and Q2(T/2,Yε, ε) = ε
3f2(T/2,Yε, ε) = 0,
for Yε = (pin, 0, 1/
√−2h + P1(ε), P2(ε)). In consequence, Yε is the initial condition for the S1-
symmetric solution with fixed period T asserted in the Theorem. 
Remark 1. The integer m is the number of revolutions that the particle describes around the
solution circular.
3. The charged comet problem
Another way to introduce a small parameter is to consider orbits that are close to infinity. For
us the charged comet problem is the restricted circular three-body problem where the infinitesimal
is far from the primaries. In order to study this problem, we introduce a small parameter ε in the
Hamiltonian (1), through the scaling of variables x → ε−2x, y → εy. This change is symplectic
with multiplier ε. The Hamiltonian becomes
(24) Hε = −(x1y2 − x2y1) + ε3
(
1
2
(y21 + y
2
2)−
1√
x21 + x
2
2
)
+O(ε6).
Now ε small means that the infinitesimal is near infinity, and (24) says that near infinity the Coriolis
force G = x2y1 − x1y2 dominates, and the next most important force looks like a Kepler problem
with both primaries at the origin.
3.1. Reduction. First, we introduce the invariants by the axial symmetry associated to Hamil-
tonian G. These invariants that we will denote by b1, b2, b3 and b4 (see details in [21]) are just
(25) b1 = x
2
1 + x
2
2, b2 = y
2
1 + y
2
2, b3 = x1y2 + x2y2, b4 = x2y1 − x1y2.
with the constraint
b1b2 = b
2
3 + b
2
4, b1, b2 ≥ 0.
The nonzero Poisson brackets are
(26) {b1, b2} = 4b3, {b3, b2} = 2b2, {b3, b1} = −2b1.
After fixing b4 = γ (or G = −γ), the integral manifold N0(γ) = G−1(−γ) is a three-dimensional
hyperboloid that is homeomorphic to a solid torus, and the reduced space associated to Hamiltonian
G is the two-dimensional hyperboloid of revolution
(27) B(γ) = {(b1, b2, b3) ∈ R3 : b1b2 − b23 = γ2 }.
In the invariants (25) the Hamiltonian (24) assumes the form
(28) Hε = b4 + ε3
(
b2
2
− 1√
b1
)
+O(ε5).
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Now, to obtain the Hamiltonian on the reduced space B(γ) we drop the constant γ as well as
terms O(ε5) and divide by ε2, arriving at
(29) H¯ = b2
2
− 1√
b1
.
Thus, the equations of motion of H¯ obtained from b˙j =
∑3
k=1 {bj , bk} ∂H¯/∂bk and (26) are
(30) b˙1 = 2b3, b˙2 = −2b3(b1)−3/2, b˙3 = −(b1)−1/2 + b2.
Proposition 3.1. On the reduced space B(γ) with γ 6= 0, system (24) has a unique critical point
given by (γ4, γ−2, 0).
Proof. It follows directly from the solution of system (30), taking into account the restrictions of
(25) and b1b2 − b23 = γ2. 
3.2. Symplectic coordinates on the reduced space B(γ). Here, we define symplectic coordi-
nates in the neighborhoods of the critical points of Proposition 3.1 through the transformations
S± : Ω± → R2 given by
(31) Q =
√
2(L± γ) sin `, P =
√
2(L± γ) cos `,
where Ω± = {(γ, L) : ±γ ≤ L}. The sign “+” applies for γ < 0 (prograde motions), whereas the
sign “-” is used when γ > 0 (retrograde motions). The maps ψj : Vj → R2, ψj(b) = (Q,P ) defined
by equations (31), where Vj = {b = (b1, b2, b3, b4) ∈ B(γ) : b4 = (−1)jγ} for j = 1, 2, are local
charts for the reduced space B(γ).
Hamiltonian (29) in the coordinates (Q,P ) introduced through the atlas A = {ψ1, ψ2} is
(32) H¯ = 2
(P 2 +Q2 ∓ 2γ)2 ,
and the critical point given in Proposition 3.1 corresponds to the origin in R2.
3.3. Periodic solutions and KAM tori. In what follows we denote by
p(t, ε) = (x1(t, ε), x2(t, ε), y1(t, ε), y2(t, ε))
a solution of system (24) and by p∗ ∈ N0(γ) the periodic solution associated to the critical point
p¯ ∈ B(γ).
Theorem 3.1. The charged restricted circular three-body problem has two families of near-circular
periodic solutions linearly stable with characteristic multipliers 1, 1, 1± ε3γ−3Ti+O(ε6). The radii
and periods of these solutions are very large, ‖x‖ ≈ ε−2γ2 and T (ε) ≈ 2piε−1.
Proof. First, we note that the Hamiltonian H¯ has Taylor expansion
H¯ = − 1
2γ2
∓ 1
2γ3
(Q2 + P 2)− 3
8γ4
(Q2 + P 2)2 +O(6).
Thence, it is clear that the Hessian matrix D2H¯ at the origin is non-degenerate. Thus, by virtue
of Reeb’s Theorem 6.2, the proof of the first part of our theorem follows. Clearly, the matrix
A = JD2H¯ is strongly stable which implies that the periodic solutions are linearly stable. 
Theorem 3.2. The near-circular periodic solutions of the charged comet problem are enclosed by
KAM 2-tori for small enough ε. In addition, the measure of the set of tori disappearing under the
perturbation is exponentially small of order O(exp(−const/ε)).
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Proof. After introducing action-angle coordinates (I, ϕ) through Q =
√
2I sinϕ, P =
√
2I cosϕ,
and taking in account that γ = −G, Hamiltonian (24) assumes the form
(33) Hε = h0(G) + ε3h1(G, I) +O(ε6),
where
h0(G) = −G, h1(G, I) = − 1
2(I ±G)2 .
Now, since ∂h0∂G = −1, ∂h1∂I = (I ±G)−3 and ∂
2h1
∂I2
= −3(I ±G)−4 are nonzero, the perturbation re-
moves the degeneracy. Thus, by virtue of Neishtadt’s version of Arnold’s Theorem for Hamiltonians
with proper degeneracy (Theorem 6.20 in [3]), the result is proved. 
Observation 3.1. Instead of Arnold-Neishtadt’s Theorem [3], we can apply Han-Li-Yi’s Theorem
[14] on the Hamiltonian (33). Using the notation in Theorem 6.4 and taking n = 2, a = 1, m1 = 3,
n0 = 1, n1 = 2, I
n0 = I¯n0 = L, In1 = (G, I), and I¯n1 = I, the frequency vector associated to (33)
becomes
Ω(G, I) =
(−1,−(I ±G)−3)
and the 2× 2 matrix with columns Ω, ∂Ω/∂G, ∂Ω/∂I given by
MΩ =
[ −1 0 0
−(I ±G)−3 ±3(I ±G)−4 3(I ±G)−4
]
,
has rank two. In consequence, Han-Li-Yi’s Theorem guarantees the existence of KAM tori of
dimension 2 enclosing the near-circular periodic solutions. According to Theorem 6.4 we have
b = 3 and s = 1, therefore, the excluded measure for the existence of quasi-periodic invariant tori
is of order O(ε3).
4. Poincare´ charged problem
The charged restricted circular three-body problem given in (1) has a parameter µ, the mass ratio
parameter for which when µ = 0, the problem is just the Kepler problem in rotating coordinates.
Consider µ as a small parameter; so, Hamiltonian (1) assumes the form
(34) Hµ = 1
2
(y21 + y
2
2)−
β31√
x21 + x
2
2
− (x1y2 − x2y1) +O(µ).
4.1. Continuation of periodic solutions. For µ = 0 Hamiltonian (34) is the Kepler problem in
rotating coordinates. Introducing polar coordinates this Hamiltonian assumes the form
(35) H0 = 1
2
(
R2 +
Θ2
r2
)
−Θ− β
3
1
r
with associated vector field
(36)
r˙ = R, R˙ =
Θ2
r3
− β
3
1
r2
,
θ˙ =
Θ
r2
− 1, Θ˙ = 0.
Thence, it is clear that Θ is a integral for Hamiltonian (35). Next, fixing Θ = γ with γ 6= 0 we
have the following result.
Theorem 4.1. If γ 6= β21 and 1/(1− γ3β−61 ) /∈ Z, then the circular solutions of the Kepler problem
in rotating coordinates with angular momentum γ can be continued into the restricted problem for
small values of µ. These solutions are linearly stable with periods near to T = |2piγ3/(β61 − γ3)|.
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Proof. Considering Θ = γ we have that Oγ = (γ2/β31 , 0) is an equilibrium point for the system
r˙ = R, R˙ =
Θ2
r3
− β
3
1
r2
,
Now, linearizing this system around of Oγ we obtain
r˙ = R, R˙ = −(β21γ−1)6r
or equivalently the oscillator equation
r¨ + (β21γ
−1)6r = 0.
Solving this equation we obtain solutions of the form r(t) = e±i(β21γ−1)3t. Hence, the nontrivial
characteristic multipliers are e±2pii/(1−γ3β
−6
1 ) which are not 1, provided 1/(1 − γ3β−61 ) is not an
integer. Thus, the circular orbits can be continued for small values of µ. Since r = γ2/β31 , R = 0
corresponds to a circular solution with period T = |2piγ3/(β61 − γ3)| for system (36), the continued
circular solutions have periods near to T . 
4.2. Symmetric periodic solutions. In Delaunay coordinates an orthogonal crossing of the line
of syzygy at a time t0 is
(37) `(t0) = pin1, g(t0) = pin2, n1, n2 ∈ Z.
In these coordinates Hamiltonian (34) becomes
(38) H = − 1
2L2
−G+O(µ),
and the associated equations of motion are
(39)
˙` = 1/L3 +O(µ), L˙ = O(µ),
g˙ = −1 +O(µ), G˙ = O(µ).
We designate by ϕ(t,Y0, µ) = (`(t, µ), g(t, µ), L(t, µ), G(t, µ)) a solution of system (1) in Delau-
nay coordinates with initial condition Y0 = (pin1, pin2, L0, G0). Besides, with respect to this initial
condition we introduce the notation Yµ = (pin1, pin2, L0 +O(µ), G0 +O(µ)).
Theorem 4.2. Let m,n be relatively prime integers and T = 2pim. Then the elliptic T -periodic so-
lution of the Poincare´ charged problem in rotating coordinates with initial condition Y0 = (pin1, pin2,
L0, G0) such that L
3
0 = m/n and G0 ∈ R can be continued for µ small. More precisely, for µ suffi-
ciently small there is an initial condition Yµ such that ϕ(t,Yµ, µ) is a S1-symmetric solution with
period T (µ) near to T .
Proof. Let ϕ(t,Y, µ) be an elliptic solution of system (39) with initial condition Y = (pin1, pin2, L,
G) on the line of syzygy in a neighborhood of Y0. We obtain
(40) `(t,Y, µ) = pin1 + t/L
3 +O(µ), g(t,Y, µ) = pin2 − t+O(µ).
Thus,
`(T/2,Y0, 0) = pi(n1 + n), g(T/2,Y0, 0) = pi(n1 −m),
which implies that when µ = 0 the solution has another orthogonal crossing at time T/2 = pim and
then it is S1-symmetric. On the other hand, since the determinant
∂(`, g)
∂(t, L)
∣∣∣
(t=T/2,L=L0,µ=0)
=
∣∣∣∣ ∂`/∂t ∂`/∂L∂g/∂t ∂g/∂L
∣∣∣∣ =
∣∣∣∣∣ n/m −3pi(n4/m)1/3−1 0
∣∣∣∣∣ = −3pi
(
n4
m
)1/3
,
is non-zero, by the implicit function theorem the result follows. 
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Theorem 4.3. The families of symmetric periodic solutions of the Poincare´ charged problem are
enclosed by invariant KAM 2-tori for small enough µ. The measure of the set of tori that do not
persist under the perturbation is of order O(
√
ε).
Proof. We consider a symmetric periodic solution ϕ(t,Yµ, µ) with initial condition
Yµ = (pin1, pin2, L0 +O(µ), G0 +O(µ))
as in Theorem 4.2. Denoting by H0 the unperturbed Hamiltonian associated to (38) we arrive at
the determinant
det

∂2H0
∂L2
∂2H0
∂L∂G
∂H0
∂L
∂2H0
∂G∂L
∂2H0
∂G2
∂H0
∂G
∂H0
∂L
∂H0
∂G 0
 =
∣∣∣∣∣∣∣
−3L−4 0 L−3
0 0 −1
L−3 −1 0
∣∣∣∣∣∣∣ = 3L−4
is nonzero. Thus, Hamiltonian (38) is isoenergetically non-degenerate. Therefore, by virtue of
Kolmogorov’s Theorem [3] the proof is concluded. 
Now, we designate by ψ(t,Y0, µ) = (Q1(t, µ), Q2(t, µ), P1(t, µ), P2(t, µ)) a solution of system (1)
in Poincare´-Delaunay coordinates with initial condition Y0 = (pin, 0, p1, p2). In these coordinates
Hamiltonian (34) is written as
(41) H = − 1
2P 21
− P1 + 1
2
(Q22 + P
2
2 ) +O(µ),
and the equations of motions are
(42)
Q˙1 = 1/P
3
1 − 1 +O(µ), P˙1 = O(µ),
Q˙2 = P2 +O(µ), P˙2 = −Q2 +O(µ).
Again, as in previous lines we denote Yµ = (pin, 0, p1 +O(µ), p2 +O(µ)).
Theorem 4.4. Let m ∈ Z, p1 ∈ R+ with p1 6= 1, and T/2 = pimp31/(1 − p31) /∈ piZ. Then the
circular T -periodic solution of the Kepler problem in rotating coordinates with initial condition
Y0 = (pin, 0, p1, 0) such that p2 ∈ R can be continued into the restricted problem for µ small.
More precisely, for µ sufficiently small there is an initial condition Yµ such that ψ(t,Yµ, µ) is a
S1-symmetric solution with fixed period T .
Proof. Let ψ(t,Yµ, µ) be a circular solution of system (42) with initial condition Y = (pin, 0, P1, P2)
in a neighborhood of Y0. Thus, the solution of system (42) is
(43) Q1(t,Y, µ) = pin+ (1/P
3
1 − 1)t+O(µ), Q2(t,Y, µ) = P2 sin t+O(µ),
and thence,
Q1(T/2,Y0, 0) = pi(n+m), Q2(T/2,Y0, 0) = 0
which implies that this solution has another orthogonal crossing at time T/2 = pimp31/(1− p31) for
µ = 0 and then it is S1-symmetric. Now, since T/2 /∈ piZ the determinant
∂(Q1, Q2)
∂(P1, P2)
∣∣∣
(t=T/2,P1=p1,P2=0,µ=0)
=
∣∣∣∣ −3p−41 00 sin(T/2)
∣∣∣∣ = −3p−41 sin(T/2)
is nonzero. Therefore, by the implicit function theorem the proof of the theorem follows. 
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5. Hamiltonian-Hopf bifurcations
Now we study the bifurcations of the triangular equilibrium points Liso4 and L
iso
5 found in [29].
More precisely, we will prove that in the Hamiltonian associated to each triangular equilibrium
point a Hamiltonian-Hopf bifurcation occurs.
Here, we will treat bifurcations of the triangular equilibrium points in the isosceles case, or
equivalently, when β1 = β2 with β1 > 1/2. Setting β1 = β2 = β, the isosceles equilibrium points
are parametrized by
Liso4 =
(
1
2 − µ, 12
√
4β2 − 1,−12
√
4β2 − 1, 12 − µ
)
,
Liso5 =
(
1
2 − µ,−12
√
4β2 − 1, 12
√
4β2 − 1, 12 − µ
)
.
At this point it is convenient to define the function F : M = (0, 1/2]× (1/2,∞)→ R by
F (µ, β) = 9µ(1− µ)4β
2 − 1
β4
,
and the parametric sets:
S− = F−1 ((0, 1)) , C = F−1 ({1}) , S+ = F−1 (1,∞)) ,
as well as the parameters
ω1 =
√
1
2
(
1 +
√
1− F (µ, β)
)
and ω2 =
√
1
2
(
1−
√
1− F (µ, β)
)
.
According to Section 3 of paper [29], the linear part of Hamiltonian system at Liso4 and L
iso
5 has
eigenvalues given by ±iω1,±iω2, which are pure imaginary for (µ, β) ∈ S−, complex with nonzero
real part for (µ, β) ∈ S+, and ±i√2/2 (with multiplicity two) for (µ, β) ∈ C. This is the typical
scenario of a Hamiltonian-Hopf bifurcation occurring at (µ, β) ∈ C.
Theorem 5.1. The parametric curve C (1:−1 resonance) corresponds to supercritical Hamiltonian-
Hopf bifurcations of Liso4 and L
iso
5 . More precisely, there are two families of elliptic periodic solutions
with period near to 2pi emanating from Liso4 and L
iso
5 . One family exists for H > 0 and the other
for H < 0.
Proof. For values (µ, β) ∈ C the matrix associated to the quadratic part of H is non-diagonalizable
and the frequencies ω1 = ω2 =
√
2/2 are in 1:−1 resonance. Also, for (µ, β) ∈ C, we have that
0 < µ ≤ 1
2
and
√
3
2
(3− 2
√
2) ≤ β ≤
√
3
2
(3 + 2
√
2).
Linearizing Hamiltonian (1) around Liso4 and L
iso
5 , adding higher-order terms, bringing the quadratic
part to canonical form applying the symplectic linear changes of [20] S. 11.5, and transforming the
nonlinear terms accordingly, applying also the nonlinear normalization procedure, the corresponding
normal form becomes
(44)
H = 1
2
(x21 + x
2
2) +
√
2
2
(x1y2 − x2y1) + a(β)(y21 + y22)2 + b(β)(x1y2 − x2y1)(y21 + y22)
+c(β)(x1y2 − x2y1)2 + . . . ,
where
a(β) =
36β6 + 78β4 − 70β2 + 15
9β6(4β2 − 1) , b(β) = −
√
2(576β6 + 1434β4 − 1235β2 + 255)
216β6(4β2 − 1) ,
c(β) =
504β6 − 2334β4 + 1385β2 − 210
324(4β2 − 1) .
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Since the coefficients of x1y2−x2y1 and (y21 +y22)2 are non-null for (µ, β) ∈ C, by virtue of Theorem
6.5 we conclude that a Hamiltonian-Hopf bifurcation takes place. The sign of the coefficient of
(y21 +y
2
2)
2 determines the type of bifurcation. In our case, as the coefficient a(β) is positive because
(µ, β) ∈ C, the bifurcation is supercritical. 
6. Appendix
Consider the linear Hamiltonian system
(45) z˙ = Az = J∇H(z), H = 12zTSz,
where S is a symmetric constant matrix and A = JS is a Hamiltonian matrix.
Definition 6.1 (Strong stability). System (45) (or the matrix A) is strongly stable (or parametri-
cally stable) if it and all sufficiently small linear constant Hamiltonian perturbations of it are stable.
If system (45) is stable but not strongly stable, we say that it is weakly stable.
Let ±α1i,±α2i, . . . ,±αsi be the eigenvalues of the matrix A, and let Vj , j = 1, . . . , s, be the
maximal real linear subspace where A has eigenvalues ±αji. So Vj is an A-invariant symplectic
subspace, A restricted to Vj has eigenvalues ±αji, and R2n = V1 ⊕ V2 ⊕ . . . ⊕ Vs. Let Hj be the
restriction of H to Vj .
Theorem 6.1 (Krein-Gel’fand). System (45) is strongly stable if and only if
• all the eigenvalues of A are purely imaginary,
• A is nonsingular,
• A is diagonalizable over the complex numbers, and
• Hamiltonian Hj is positive or negative definite for each j.
See the proof in [27] or in [20].
Let (M,Ω) be a symplectic manifold of dimension 2n, H0 : M → R a smooth Hamiltonian which
defines a Hamiltonian vector field Y0 = (dH0)
# with symplectic flow ϕt0. Let I ⊂ R be an interval
such that each h ∈ I is a regular value of H0 and N0(h) = H−10 (h) is a compact connected circle
bundle over a base space B(h) with projection pi : N0(h)→ B(h). So, this is the setting of regular
reduction theory. Assume that all the solutions of Y0 in N0(h) are periodic and have periods
smoothly depending only on the value of the Hamiltonian; i.e., the period is a smooth function
T = T (h).
Let ε be a small parameter, H1 : M → R be smooth, Hε = H0 + εH1, Yε = Y0 + εY1 = dH#ε ,
Nε(h) = H−1ε (h), pi : Nε(h)→ B(h) the projection, and φtε be the flow defined by Yε.
Let the average of H1 be
H¯ = 1
T
∫ T
0
H1(φt0)dt.
The next result provides sufficient conditions for characterising the existence of periodic solutions
of the Hamiltonian system associated to Hε. For more information on this subject the reader is
addressed to [26], [28] and [21].
Theorem 6.2 (Reeb). If H¯ has a non-degenerate critical point at pi(p) = p¯ ∈ B(h) with p ∈ N0(h),
then there are smooth functions p(ε) and T (ε) for ε small with p(0) = p, T (0) = T , and p(ε) ∈ Nε,
and the solution of Yε through p(ε) is T (ε)-periodic. In addition, if the characteristic exponents of
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the critical point p¯ (that is, the eigenvalues of the matrix A = JD2H¯(p¯)) are λ1, λ2, . . . , λ2n−2, then
the characteristic multipliers of the periodic solution through p(ε) are
1, 1, 1 + ελ1T +O(ε
2), 1 + ελ2T +O(ε
2), . . . , 1 + ελ2n−2T +O(ε2).
Theorem 6.3. Let p and p¯ as in the previous theorem. If one or more of the characteristic
exponents λj is real or has nonzero real part, then the periodic solution through p(ε) is unstable.
If the matrix A is strongly stable, then the periodic solution through p(ε) is elliptic, i.e., linearly
stable.
The proofs of Theorems 6.2 and 6.3 appear in [28].
Consider a Hamiltonian system of the form
(46) Hε(I, ϕ, ε) = h0(In0) + εm1h1(In1) + . . .+ εmaha(Ina) + εma+1p(I, ϕ, ε),
where (I, ϕ) ∈ Rn×Tn are action-angle coordinates with the standard symplectic structure dI∧dϕ,
and ε > 0 is a sufficiently smal parameter. Hamiltonian Hε is real analytic, and the parameters
a,m, ni (i = 0, 1, . . . , a) and mj (j = 1, 2, . . . , a) are positive integers satisfying n0 ≤ n1 ≤ . . . ≤
na = n, m1 ≤ m2 ≤ . . . ≤ ma = m, Ini = (I1, . . . , Ini), for i = 1, 2, . . . , a, and p depends on ε
smoothly.
Hamiltonian Hε(I, ϕ, ε) is taken in a bounded closed region Z × Tn ⊂ Rn × Tn. For each ε the
integrable part of Hε,
Xε(I) = h0(I
n0) + εm1h1(I
n1) + . . .+ εmaha(I
na),
admits a family of invariant n-tori T εζ = {ζ} × Tn, with linear flows {x0 + ωε(ζ)t}, where, for each
ζ ∈ Z, ωε(ζ) = ∇Xε(ζ) is the frequency vector of the n-torus T εζ and ∇ is the gradient operator.
When ωε(ζ) is nonresonant, the n-torus T εζ becomes quasi-periodic with slow and fast frequencies of
different scales. We refer to the integrable part Xε and its associated tori {T εζ } as the intermediate
Hamiltonian and intermediate tori, respectively.
Let I¯ni = (Ini−1+1, . . . , Ini), i = 0, 1, . . . , a (where n−1 = 0, hence I¯n0 = In0), and define
Ω = (∇I¯n0h0(In0), . . . ,∇I¯nahna(Ina)) ,
such that, for each i = 0, 1, . . . , a, ∇I¯ni denotes the gradient with respect to I¯ni .
We assume the following high-order degeneracy-removing condition of Bruno-Ru¨ssman type (so
named by Han, Li and Yi), giving credit to Bruno and Ru¨ssman, who provided weak conditions on
the frequencies guaranteeing the persistence of invariant tori, the so-called (A) condition: there is
a positive integer s such that
Rank{∂αΩ(I) : 0 ≤ |α| ≤ s} = n, ∀ I ∈ Z.
For the usual case of a nearly integrable Hamiltonian system of the type
(47) Hε(I, ϕ, ε) = X(I) + εp(I, ϕ, ε), (I, ϕ) ∈ Z × Tn ⊂ Rn × Tn.
Condition (A) given above generalises the classical Kolmogorov non-degenerate condition that
∂Ω(I) be nonsingular over Z, where Ω(I) = ∇X(I); Bruno’s non-degenerate condition that
Rank{Ω(I), ∂Ω} = n, ∀ I ∈ Z; and the weakest non-degenerate condition guaranteeing such persis-
tence provided by Ru¨ssman, that ω(Z) should not lie in any (n−1)-dimensional subspace. Ru¨ssman
condition is equivalent to condition (A) for systems like (47). However, Bruno or Ru¨ssman condi-
tions do not apply to Hamiltonian (46), as it is too degenerate.
The following theorem gives the right setting in which one can ensure the persistence of KAM
tori for Hamiltonian like (46).
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Theorem 6.4 (Han, Li and Yi). Assume the condition (A), and let δ with 0 < δ < 1/5 be given.
Then there exists an ε0 > 0 and a family of Cantor sets Zε ⊂ Z, 0 < ε < ε0, with |Z \ Zε| =
O(εδ/s), such that each ζ ∈ Zε corresponds to a real analytic, invariant, quasi-periodic n-torus T¯ εζ
of Hamiltonian (46), which is slightly deformed from the intermediate n-torus T εζ . Moreover, the
family {T¯ εζ : ζ ∈ Zε, 0 < ε < ε0} varies Whitney smoothly.
See the proof in [14].
Consider the Hamiltonian in 1:−1 resonance
(48) H = ω
2
(x1y2 − x2y1) + δ(x21 + x22) + Γ(y21 + y22)2 + . . . ,
where ω 6= 0 and δ = ±1.
Theorem 6.5. Given the parametric family defined by (48) there are periodic solutions emanating
from the origin when δΓ > 0. One family exists for H > 0 and one for H < 0. There are no nearby
2pi-periodic solutions when δΓ < 0.
See the proof in [22].
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