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ABSTRACT
We propose a simple model for density fluctuations of aerodynamic grains, embedded in a turbulent, gravitating
gas disk. The model combines a calculation for the behavior of a group of grains encountering a single turbulent eddy,
with a hierarchical approximation of the eddy statistics. This makes analytic predictions for a range of quantities
including: distributions of grain densities, power spectra and correlation functions of fluctuations, and maximum
grain densities reached. We predict how these scale as a function of grain drag time ts, spatial scale, grain-to-gas
mass ratio ρ˜, strength of turbulence α, and detailed disk properties. We test these against numerical simulations with
various turbulence-driving mechanisms. The simulations agree well with the predictions, spanning tsΩ∼ 10−4−10,
ρ˜∼ 0−3, α∼ 10−10−10−2. Results from “turbulent concentration” simulations and laboratory experiments are also
predicted as a special case. Vortices on a wide range of scales disperse and concentrate grains hierarchically. For
small grains this is most efficient in eddies with turnover time comparable to the stopping time, but fluctuations are
also damped by local gas-grain drift. For large grains, shear and gravity lead to a much broader range of eddy scales
driving fluctuations, with most power on the largest scales. The grain density distribution has a log-Poisson shape,
with fluctuations for large grains up to factors & 1000. We provide simple analytic expressions for the predictions,
and discuss implications for planetesimal formation, grain growth, and the structure of turbulence.
Key words: planets and satellites: formation — protoplanetary discs — accretion, accretion disks — hydrodynamics
— instabilities — turbulence
1 INTRODUCTION
Dust grains and aerodynamic particles are fundamental in astro-
physics. These determine the attenuation and absorption of light
in the interstellar medium (ISM), interaction with radiative forces
and regulation of cooling, and form the building blocks of plan-
etesimals. Of particular importance is the question of grain cluster-
ing and clumping – fluctuations in the local volume-average num-
ber/mass density of grains ρp – in turbulent gas.
Much attention has been paid to the specific question of grain
density fluctuations and grain concentration in proto-planetary
disks. In general, turbulence sets a “lower limit” to the degree to
which grains can settle into a razor-thin sub-layer; and this has gen-
erally been regarded as a barrier to planetesimal formation (though
see Goodman & Pindor 2000; Lyra et al. 2009; Lee et al. 2010;
Chiang & Youdin 2010, and references therein). However, it is
also well-established that the number density of solid grains can
fluctuate by multiple orders of magnitude when “stirred” by tur-
bulence, even in media where the turbulence is highly sub-sonic
and the gas is nearly incompressible (see e.g. Bracco et al. 1999;
Cuzzi et al. 2001; Johansen & Youdin 2007; Carballido et al.
2008a; Bai & Stone 2010b,a,c; Pan et al. 2011). This can oc-
cur via self-excitation of turbulent motions in the “streaming” in-
stability (Youdin & Goodman 2005), or in externally driven tur-
bulence, such as that excited by the magneto-rotational instabil-
ity (MRI), global gravitational instabilities, or convection (Dittrich
et al. 2013; Jalali 2013). Direct numerical experiments have shown
that the magnitude of these fluctuations depends on the parame-
ter τs = ts Ω, the ratio of the gas “stopping” time (friction/drag
timescale) ts to the orbital time Ω−1, with the most dramatic fluc-
tuations around τs ∼ 1. These experiments have also demonstrated
∗ E-mail:phopkins@caltech.edu
that the magnitude of clustering depends on the volume-averaged
ratio of solids-to-gas (ρ˜≡ ρp/ρg), and basic properties of the turbu-
lence (such as the Mach number). These have provided key insights
and motivated considerable work studying these instabilities; how-
ever, the fraction of the relevant parameter space spanned by di-
rect simulations is limited. Moreover, it is impossible to simulate
anything close to the full dynamic range of turbulence in these sys-
tems: the “top scales” of the system are λmax ∼AU, while the vis-
cous/dissipation scales λν of the turbulence are λν ∼m (Reynolds
numbers Re ∼ 106 − 109, under typical circumstances). Reliably
modeling Re & 104 remains challenging in state-of-the-art simula-
tions (see e.g. Federrath 2013). Clearly, some analytic model (even
a very approximate one) for these fluctuations would be tremen-
dously helpful.
The question of “preferential concentration” of aerodynamic
particles is actually much more well-studied in the terrestrial tur-
bulence literature. There both laboratory experiments (Squires &
Eaton 1991; Fessler et al. 1994; Rouson & Eaton 2001; Gualtieri
et al. 2009; Monchaux et al. 2010) and numerical simulations
(Cuzzi et al. 2001; Yoshimoto & Goto 2007; Hogan & Cuzzi
2007; Bec et al. 2009; Pan et al. 2011; Monchaux et al. 2012)
have long observed that very small grains, with Stokes numbers
St ≡ ts/te(λν) ∼ 1 (ratio of stopping time to eddy turnover time
at the viscous scale) can experience order-of-magnitude density
fluctuations at small scales (at/below the viscous scale). Consid-
erable analytic progress has been made understanding this regime:
demonstrating, for example, that even incompressible gas turbu-
lence is unstable to the growth of inhomogeneities in grain density
(Elperin et al. 1996; Elperin et al. 1998), and predicting the behav-
ior of the small-scale grain-grain correlation function using simple
models of gaussian random-field turbulence (Sigurgeirsson & Stu-
art 2002; Bec et al. 2007). But extrapolation to the astrophysically
relevant regime is difficult for several reasons: the Reynolds num-
c© 0000 RAS
ar
X
iv
:1
30
7.
71
47
v2
  [
as
tro
-p
h.E
P]
  1
3 D
ec
 20
15
2 Hopkins
bers of interest are much larger, and as a result the Stokes numbers
are also generally much larger (in the limit where grains do not
cluster below the viscous/dissipation scale because ts  te(λmax)),
placing the interesting physics well in the inertial range of tur-
bulence, and rotation/shear, external gravity, and coherent (non-
random field) structures appear critical (at least on large scales).
This parameter space has not been well-studied, and at least some
predictions (e.g. those in Sigurgeirsson & Stuart (2002); Bec et al.
(2008); Zaichik & Alipchenkov (2009)) would naively lead one to
estimate much smaller fluctuations than are recorded in the experi-
ments above.
However, these studies still contribute some critical insights.
They have repeatedly shown that grain density fluctuations are
tightly coupled to the local vorticity field: grains are “flung out”
of regions of high vorticity by centrifugal forces, and collect in the
“interstices” (regions of high strain “between” vortices). Studies
of the correlation functions and scaling behavior of higher Stokes-
number particles suggest that, in the inertial range (ignoring grav-
ity and shear), the same dynamics apply, but with the scale-free re-
placement of a “local Stokes number” ts/te, i.e. what matters for the
dynamics on a given scale are the vortices of that scale, and similar
concentration effects can occur whenever the eddy turnover time
is comparable to the stopping time (e.g. Yoshimoto & Goto 2007;
Bec et al. 2008; Wilkinson et al. 2010; Gustavsson et al. 2012). Sev-
eral authors have pointed out that this critically links grain density
fluctuations to the phenomenon of intermittency and discrete, time-
coherent structures (vortices) on scales larger than the Kolmogorov
scale in turbulence (see Bec et al. 2009; Olla 2010, and references
therein). In particular, Cuzzi et al. (2001) argue that grain density
fluctuations behave in a multi-fractal manner: multi-fractal scaling
is a key signature of well-tested, simple geometric models for tur-
bulence (e.g. She & Leveque 1994; Boldyrev 2002; Schmidt et al.
2008). In these models, the statistics of turbulence are approxi-
mated by regarding the turbulent field as a hierarchical collection
of “stretched” singular, coherent structures (e.g. vortices) on differ-
ent scales (Dubrulle 1994; She & Waymire 1995; Chainais 2006).
Such statistical models have been well-tested as a description of
the gas turbulence statistics (including gas density fluctuations; see
e.g. Burlaga 1992; Sorriso-Valvo et al. 1999; Budaev 2008; She &
Zhang 2009; Hopkins 2013b). However, only first steps have been
taken to link them to grain density fluctuations: for example, in
the phenomenological cascade model fit to simulations in Hogan &
Cuzzi (2007).
In this paper, we use these theoretical and experimental in-
sights to build a simple, phenomenological model which attempts
to “bridge” between the well-studied regime of small-scale turbu-
lence and that of large, astrophysical particles in shearing, gravi-
tating disks. The key concepts are based on the work above: we
first assume that grain density fluctuations are driven by coherent
eddies, for which we can calculate the perturbation owing to a sin-
gle eddy with a given scale. Building on Cuzzi et al. (2001) and
others, we then attach this calculation to some simple fractal-like
(self-similar) assumptions for the statistics of eddies. This allows
us to make predictions for a wide range of quantities, which we
compare to simulations and experiments.
2 ARBITRARILY SMALL GRAINS: PURE GAS
DENSITY FLUCTUATIONS
First consider the case where the grains are perfectly coupled to the
gas (ts→ 0), and their volume-average mass density (ρp, as distinct
from the internal physical density of a single, typical grain) is small
compared to the gas density ρg, so grain density fluctuations simply
trace gas density fluctuations.
In both sub-sonic and super-sonic turbulence, the gas expe-
riences density fluctuations directly driven by compressive (longi-
tudinal) velocity fluctuations. This leads to the well-known result,
in both sub-sonic and super-sonic turbulence, that the density PDF
becomes approximately log-normal, with a variance that scales as
Slnρg = ln[1 +M2c] where Mc is the rms compressive (longitu-
dinal) component of the turbulent Mach number M (component
projected along ∇· v; see Federrath et al. 2008; Price et al. 2011;
Konstandin et al. 2012; Molina et al. 2012; Federrath & Banerjee
2015)
However, in sub-sonic turbulence, the gas density fluctuations
quickly become small. Simulations of the (very thin) mid-plane
dead-zone dust layers typically recordM . 0.1; they confirm that
the scaling above holds, but this produces correspondingly small
fluctuations in ρg (see e.g. Johansen & Youdin 2007).1 Yet these
same simulations record orders-of-magnitude fluctuations in ρp.
3 PARTIALLY-COUPLED GRAINS: THE MODEL
3.1 The Equations of Motion and Background Flow
Now consider grains with non-zero ts, in a gaseous medium and
some potential field (for now we take this to be a Keplerian disk, the
case of greatest interest, but generalize below). Absent grains and
turbulence, the gas equilibrium is in circular orbits, at a cyclindrical
radius R from the potential center, with orbital frequency Ω(R).
Because of pressure support, the gas does not orbit at exactly the
circular velocity VK , but at the reduced speed Vgas, where
ηVK ≡VK−〈Vgas(R, ρp = 0)〉 ≈ 12ρg VK
∂P
∂ lnR
(1)
Define a rotating frame with origin in the disk midplane at R, with
the xˆ axis along the radial direction and yˆ axis in the azimuthal (or-
bital φ) direction; the frame rotates at the circular velocity VK(R),
with the angular momentum vector Ω oriented along the zˆ axis and
ΩR ≡ Ω(R). The local equation of motion for a grain i with stop-
ping time ts becomes
dv′i
dt
= 2v′i ×ΩR + 3Ω2R xixˆ−Ω2R zi zˆ− v
′
i −u′
ts
(2)
where u′ is the gas velocity in the rotating frame. Note that this
is a Lagrangian derivative (Eq. 2 follows the grain path). With no
loss of generality, we can conveniently define velocities relative to
the linearized Keplerian velocities, v ≡ v′i + (3/2)ΩR x yˆ and u ≡
u′+ (3/2)ΩR x yˆ.
Nakagawa et al. (1986) show that for the coupled gas-grain
system with dimensionless stopping time τs ≡ ts ΩR and mid-plane
volume-average grain-to-gas mass ratio ρ˜ ≡ ρp/ρg, this leads to
a quasi-steady-state equilibrium drift solution for the grains and
gas, with grain velocity (in the local rotating frame) 〈v〉 = vd =
1 Note that this does not necessarily mean that Mach numbers in the much
larger-scale height gas disk are small, nor that they are unimportant.
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Table 1. Important Variables & Key Equations Derived in This Paper
Variable Definition Eq.
ρg, cs mid-plane gas density and sound speed –
R, ΩR, VK distance from center of gravitational potential, Keplerian orbital frequency at R, and Keplerian velocity (VK ≡ ΩR R) –
λe, ve,Me, te characteristic spatial scale, velocity, Mach number (Me ≡ |ve|/cs) and turnover time (te ≡ λe/|ve|) of a turbulent eddy –
λmax, ve(λmax), α maximum or “top”/driving scale of turbulence, with eddy velocity ve(λmax)≡ α1/2 cs –
λν , Re, St viscous/Kolmogorov or “bottom” scale of turbulence; Reynolds number Re≡ (λmax/λν)4/3; and Stokes St ≡ ts/te(λν) –
ρ˜ mean ratio of the volume-average density of solids to gas, in the midplane (ρ˜≡ 〈ρp〉/〈ρg〉) –
τs dimensionless particle stopping time (τs ≡ ts ΩR) 8
τ˜s ratio of particle stopping time to eddy turnover time (τ˜s ≡ ts/te = τ˜s(λmax)(λe/λmax)1−ζ1 ) –
η,Π difference between the mean gas circular velocity and Keplerian (ηVK ≡ VK −〈Vgas〉; Π≡ ηVK/cs) 1
vdrift mean grain-gas relative drift velocity: vdrift ≡ 2ηVK τs [(1 + ρ˜)2 + τ 2s /4]1/2 [τ 2s + (1 + ρ˜)2]−1 3
C∞ filling factor of eddies: C∞ ∼ 1−2 is plausible 44
ζ1 scaling of one-point gas eddy velocity statistics, 〈|ve|〉 ∝ λζ1e 10
in the multi-fractal models used: ζ1 ≈ 19 + 2
[
1−
(2
3
)1/3]
42
Nd “wrapping dimension” of the singular eddy structures driving density fluctuations 14
(Nd = 2 for simple vortices in the disk plane)
– Useful variables for Equations below: Eq.
β β ≡ |ve(λmax)||vdrift|
=
|ve(λmax)| [(1 + ρ˜)2 + τ 2s ]
2ηVK τs [(1 + ρ˜)2 + τ 2s /4]1/2
=
(1 + ρ˜)2 + τ 2s
2τs [(1 + ρ˜)2 + τ 2s /4]1/2
(α1/2
Π
)
37
〈δ lnρ〉 〈δ lnρ〉 ≡ − Ndϖ(τs, τ˜s)
1 + h(λe)−1
h(λe)≡−τ˜s ln
[
1− (λe/λmax)
τ˜s(λmax)g(λe)1/2
]
, g(λe)≡ 1
β2
+ τ˜s(λmax) ln
[ 1 + τ˜s(λmax)−1
1 + τ˜−1s
]
, 40
(Approximation for ϖ: for exact solution see Appendix A):
ϖ= MAX
[
ϖ1, ϖ0 ≡ 2τs,ρ (1 + τ 2s,ρ)−1
]
[ τs,ρ ≡ τs (1 + ρ˜) τ˜s,ρ ≡ τ˜s (1 + ρ˜) ] A26
0 = 16 τ˜ 3s,ρϖ41 + 32 τ˜
2
s,ρϖ31 + τ˜s,ρ (20 + 7τ
2
s,ρ)ϖ21 + 4(1 + τ
2
s,ρ−3τs,ρ τ˜s,ρ)ϖ1−4(τ˜s,ρ+ 2τs,ρ) 34
ρp,max: Maximum local density of grains ρp: Eq.
ln
(ρp,max
〈ρp〉
)
= C∞
∫ λmax
λ=0
[1− exp(−|δ lnρ|)]d lnλ 70
∆2(k) =
dSlnρ
d lnλ
: (Volume-Weighted) Grain log-density power spectrum (versus scale λ): Eq.
∆2lnρ
(
k ≡ 1
λ
)
= C∞ |δ lnρ|2 62
PV (lnρp): (Volume-weighted) Distribution of Grain Densities ρp: Eq.
PV (lnρp)d lnρp ≈ (S
−1µ2)m
′
exp(−S−1µ2)
Γ(m′+ 1)
µ
S
d lnρp 52-56
m′ ≡ µ
S
{µ2
S
[
1− exp
(
− S
µ
)]
− ln
( ρp
〈ρp〉
)}
, µ≡C∞
∫
|δ lnρ|d lnλ, S≡C∞
∫
|δ lnρ|2 d lnλ
PM(lnρp): (Mass/particle-weighted) Distribution of Grain Densities ρp:
PM(lnρp)d lnρp = ρp PV (lnρp)d lnρp –
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Table 2. Approximations for Large Scales and/or Grains (Appendices A-B)
– Useful variables:
ϖ, |δ0|, λcrit ϖ∼ 2φ τs,ρ1 + τ 2s,ρ
(φ∼ 0.8), |δ0| ≡ Ndϖ∼ 2Ndφ τs,ρ1 + τ 2s,ρ
, λcrit ≡ β−1/ζ1 λmax , ζ1 = 0.36
〈δ lnρ〉 〈|δ lnρ|〉= Ndϖ
1 + h(λe)−1
∼ 2Ndφ
τs,ρ+ τ
−1
s,ρ
[
1 +β−1
( λe
λmax
)−ζ1]−1
= |δ0|
[
1 + (λe/λcrit)−ζ1
]−1
ρp,max: Maximum local density of grains ρp:
ln
(ρp,max(λ→ 0)
〈ρp〉
)
∼ C∞
ζ1
|δ0|
1 + |δ0|
ln
[
1 +β (1 + |δ0|) +β3/2{(1 + |δ0|2)1/2−1}
]
ρp,max(λ)∝ λ−γ , with γ ∼

C∞ [1− exp(−|δ0|)] (λ λcrit)
C∞ |δ0|(λ/λcrit)ζ1 (λ λcrit)
∆2(k): (Volume-Weighted) Grain linear-density and log-density power spectrum (versus scale λ):
∆2lnρ
(
k ≡ 1
λ
)
∼C∞ |δ0|2
[
1 + (λ/λcrit)−ζ1
]−2
∆2ρ ∼

C∞ |δ0|2 (λ λcrit, ∆2lnρ 1)
C∞ |δ0|2 (λ/λcrit)2ζ1 (λ λcrit, ∆2lnρ 1)
∼

C∞ (λ/λmax)−C∞ (λ λcrit, |δ0|  1)
2C∞ e∆Nint
|δ0|
|δ lnρ|int
(λ/λcrit)
ζ1 (λ λcrit, |δ0|  1)
PV (lnρp): (Volume-weighted) Distribution of Grain Densities ρp:
PV (lnρp)d lnρp ≈ (∆Nint)
m′ exp(−∆Nint)
Γ(m′+ 1)
d lnρp
|δ lnρ|int
, m′ = |δ lnρ|−1int
{
∆Nint
[
1− exp(−|δ lnρ|int)
]
− ln
( ρp
〈ρp〉
)}
∆Nint =
µ2
S
, |δ lnρ|int = S
µ
, µ∼ C∞
ζ1
|δ0| ln(1 +β), S∼ C∞
ζ1
|δ0|2
(
ln(1 +β)− β
1 +β
)
vdx xˆ + v
d
y yˆ and gas velocity 〈u〉= ud = udx xˆ + udy yˆ:
vdx =− 2τs
τ 2s + (1 + ρ˜)2
ηVK (3)
vdy =− 1 + ρ˜
τ 2s + (1 + ρ˜)2
ηVK (4)
udx = +
2τs ρ˜
τ 2s + (1 + ρ˜)2
ηVK (5)
udy =− τ
2
s + (1 + ρ˜)
τ 2s + (1 + ρ˜)2
ηVK (6)
|vdrift|= |vd−ud |= 2τs
√
(1 + ρ˜)2 + τ 2s /4
τ 2s + (1 + ρ˜)2
ηVK (7)
So now define the “peculiar” grain/gas velocity relative to the
steady-state solution, v ≡ vd + δv and u = ud + δu. Insert these
definitions into Eq. 2, and – since the turbulent velocities are much
smaller than Keplerian2 – expand η = η(R) and VK(R) to leading
2 We show below that this is internally consistent, but this amounts to the
assumption that the individual eddy sizes within the dust layer are small
compared to the (full) gas disk gradient scale length, which is easily satis-
fied in realistic systems.
order in x/R. We then obtain
δv˙x ≈ 2ΩR δvy− δvx− δuxts (8)
δv˙y ≈−12 ΩR δvx−
δvy− δuy
ts
(9)
The zˆ component of Eq. 2 forms a completely separable equa-
tion which is simply that of a damped harmonic oscillator. Thus
retaining it has no effect on our derivation below.
3.2 Encounters Between Grains and Individual Turbulent
Structures
3.2.1 A Toy Model
Now consider an idealized encounter between a grain group with
τs and single, coherent turbulent eddy. We’ll first illustrate the key
dynamics with a purely heuristic model, then follow with a rigorous
derivation (for which the key equations are given in Table 1).
Define the eddy coherence length λe, and some characteristic
peculiar velocity difference across λe of δu = ve =Me cs, so the
eddy turnover time can be defined as te = λe/|ve|. In inertial-range
c© 0000 RAS, MNRAS 000, 000–000
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cyclonic
anti-cyclonic
Figure 1. “Response function” ϖ defined in § 3.2: this is the mean diver-
gence produced in the peculiar grain velocity distribution by a simple vortex
with a turnover time te. Top: Limiting cases. First, small eddies (teΩ−1),
where ϖ is a function of τ˜s ≡ ts/te alone (∝ τ˜s for τ˜s  1, ∝ (2τ˜s)−1/2
for τ˜s  1). Second, large eddies (te  Ω−1), where ϖ is a function of
τs ≡ tsΩ alone (∝ 2τs for τs 1,∝ 2τ−1s for τs 1). Bottom: Full solu-
tion (Appendix A), for different τs and te. For small grains τs 0.1, there
is a broad “resonant” peak around ts ∼ te (spanning 0.05 ts . te . 10 ts).
On the largest scales (te), the value saturates – this produces a broader and
higher-amplitude “plateau” for large grains (τs & 0.1). Both cyclonic (thick)
and anti-cyclonic (thin) eddies are shown: for the anti-cyclonic cases (eddy
angular momentum anti-aligned with Ω), the “dip” near te ∼Ω comes from
a sign change in ϖ. For teΩ the two cases are identical. For teΩ they
have opposite signs.
turbulence, we expect these to scale as power laws, so define
〈|ve|〉= 〈Me〉cs = |ve(λmax)|
( λe
λmax
)ζ1 ∝ λζ1e (10)
〈te〉 ≡ λe|ve| = te(λmax)
( λe
λmax
)1−ζ1
(11)
It is also convenient to define the dimensionless stopping time rel-
ative to either the orbital frequency or eddy turnover time:
τs ≡ ts Ω , τ˜s ≡ ts/te (12)
For now, we will assume ρp  ρg, so that the back-reaction of the
grains on gas can be neglected.
Consider a grain with ts te, in a sufficiently small eddy that
we can ignore the shear/gravity terms across it. Typical eddies are
two-dimensional vortices, so the grain is quickly accelerated to the
eddy velocity ve in an approximately circular orbit. This produces
a centrifugal acceleration acen = δv2θ/r ∼ v2e/λe = |ve|/te, which
Figure 2. Predicted grain density distribution in numerical simulations of
MRI-driven turbulence with τs = 1 and ρ˜= 0 (no grain-gas back-reaction).
The exact prediction from our Monte-Carlo method, given the simulation
parameters, is shown either assuming vortices with fixed te each produce
the same, mean multiplicative effect (“mean δ lnρ”) or draw from a Gaus-
sian distribution (“Gaussian δ lnρ”). We also show the simple closed-form
fitting function (“Analytic”) derived for fluctuations on large scales (Ta-
ble 2). This all assumes our “default” model (Nd = 2 dimensional vortices,
C∞ = 2, and a random cyclonic/anticylonic distribution). We compare the
simulation results from Dittrich et al. (2013). The agreement is very good;
the simulations are not able to distinguish the (very similar) “mean δ lnρ”
and “Gaussian δ lnρ” models.
All cyclonic
All anti-cyclonic
N   = 1d
N   = 3d
C = 1 
C = 3 
Figure 3. Effect of model choices on the predicted distribution in Fig. 2.
If we assume all vortices are cyclonic, the distribution is too broad at low
densities and cuts off too sharply at high densities. But assuming all vor-
tices are anti-cyclonic over-predicts the high-density tail (these would also
predict net angular momentum in the vortices, which is not allowed in our
assumptions). Decreasing/increasing the assumed wrapping dimension of
eddies decreases/increases the predicted scatter correspondingly. Interest-
ingly, the effective “filling factor” C∞ of eddies is only weakly constrained:
a range C∞ ∼ 0.5− 2 is broadly consistent with the distribution, though
much larger values C∞ & 3 are ruled out.
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is balanced by pressure forces for the gas but causes the grain to
drift radially out from the eddy center, at the approximate “terminal
velocity” where this is balanced by the drag acceleration ∼ δvr/ts,
so δvr ∼ ts v2e/λe = (ts/te) |ve|. If, instead, the eddy is sufficiently
large, expansion of the centrifugal force gives acen ∼ 2Ωve (the
2v×Ω term in Eq. 2) – i.e. the global centrifugal force sets a “floor”
here, so the terminal velocity is δvr ∼ 2(ts/Ω−1) |ve|.
A real eddy has a velocity gradient across itself. Assume
for simplicity that the gradient is strongest across a single di-
mension, so to first order the local velocity perturbation scales
as δuy ≈ (ve/λe)x (where x = 0 is the center of the eddy), while
δux ∼ constant. If grains have time to come to their terminal veloc-
ity while still inside the eddy (ts te), then by the arguments above
the relative perturbed velocity of two grains on opposite “sides”
(±x) of the eddy will be δvx ∼ 2x(ve/λe)(ts/te) or ∼ 2x(ve/λe)τs
(for small te  Ω−1 and large te  Ω−1, respectively). But if the
grains do not have time to reach terminal velocity (ts  te), we
can consider them to be sitting “in place” experiencing an ap-
proximately constant drag acceleration ≈ ve/ts for a time ∼ te,
so the velocity difference across the eddy at time ∼ te is just
∼ 2x(ve/λe)(ts/te)−1.
The grain density is determined by the continuity equation
∂ρp/∂t +∇· (ρp δv) = 0 which we can write as
D lnρp
dt
=
( ∂
∂t
+ δv ·∇
)
lnρp =−∇· δv (13)
where D/dt is the Lagrangian derivative for a “grain population.”
So the δvx ∝ x term means that a population of grains, on encoun-
tering this eddy, will expand (be pushed away from the origin of
the rotating frame) if ve > 0. This is just the well-known result that
anti-cyclonic vortices (ve < 0) on the largest scales tend to collect
grains, while cyclonic vortices (ve > 0) disperse them; note that for
the small-scale eddies, the sense is always dispersal in eddies.3
Note that above, if the eddy velocity gradient is just one-
dimensional, the grain population is preferentially dispersed in
one dimension; however when the eddies are vortices in two-
dimensions, the flow is radial (along each dimension). In gen-
eral, non-zero ∇ · δv will occur along Nd dimensions, where Nd
is the number of dimensions along which the eddy flow is locally
“wrapped.” For the expected case of simple vortices this is an in-
teger Nd = 2, but for eddies with complicated structure, or a popu-
lation of eddies, this can take any non-integer value between zero
and the total spatial dimension.
So, on encountering an eddy of scale λe, the Lagrangian pop-
ulation of grains with initial extent λ = λe will shrink or grow in
scale according to
Dlnρp
dt
∼

Nd τ˜s
te (1 +O(τ˜ 2s ))] +O(τ˜s η
2) +O(te Ω) (small te)
2Nd τs
te (1 + τ 2s )
+O(τs η2) +O(te Ω)−1 (large te)
(14)
We will derive the exact scalings more precisely below, but this
simple approximation actually does correctly capture the asymp-
totic behavior for small and large eddies.
3 This description of anti-cyclonic eddies, while common, is actually some-
what misleading. Grains always preferentially avoid regions with high ab-
solute value of vorticity |ω| ∼ |veλ−1e +Ω|. It is simply that very large
eddies (te & Ω−1, with te = λe/|ve|) which are locally anti-cyclonic and
Figure 4. Grain density distribution, as Fig. 2, for simulations of streaming-
instability turbulence with τs = 0.1−1 and ρ˜= 0.2−3 (labeled). The simu-
lations are from Johansen & Youdin (2007) and Bai & Stone (2010b); where
multiple simulations with different numerical methods are available we plot
them, to represent differences owing purely to numerics. As expected from
the stronger response functions on large scales in Fig. 1, the PDF width
is larger for τs = 1. Increasing ρ˜ broadens the PDF for τs  1, but nar-
rows it when 1, consistent with our lowest-order estimate that it changes
the “effective stopping time” as τs → τs (1 + ρ˜). All the predictions have
some growing discrepancies at the highest densities, probably because our
assumption that the grains represent a perturbation on the gas turbulence
structure is no longer valid.
We now wish to know how long (in an average sense) the per-
turbation affecting the local grain density distribution in Eq. 14 is
able to act, which we define as the timescale δt. This obviously
cannot be longer than the eddy coherence time, which is about an
eddy turnover time te. Since the eddy will not, in equilibrium, ac-
celerate grains to relative speeds greater than the flow velocity, it
follows that tsink = |λe/〈δvinduced〉| (the timescale for grains to be
fully expelled from the eddy region) is always> te, so this does not
limit δt. However, if the grains have some non-zero initial relative
velocity v0 with respect to the eddy, and the stopping time is suf-
ficiently long that they are not rapidly decelerated, they can drift
through or cross the eddy in finite time tcross ∼ λe/|v0|. If tcross < ts
and tcross < te, then δt = tcross becomes the limitation. If v0 is ap-
proximately constant (from e.g. global drift or much larger eddies),
we have tcross ∼ λe/|v0| ∼ te |ve|/|v0| decreasing on small scales. So
we expect δt/te is a constant ≈ 1 for large-scale eddies, then turns
over as an approximate power law ∝ ve ∝ λζ1e , for λe below some
λcrit where tcross < MIN(te, ts).4 Again, we’ll consider this in detail
below.
Together, this defines what we call the “response function”:
in-plane (vˆe =−Ωˆ) have lower |ω| than the mean (ve = 0) Keplerian flow;
so grains concentrate there by being dispersed out of higher-|ω| regions.
4 It is straightforward to show that this timescale restriction guarantees our
earlier assumption (where we dropped higher-order terms in the gradient of
η) is valid (for timescales < δt and sub-sonic peculiar velocities).
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the typical density change induced by encounter with an eddy
〈δ lnρ〉=
〈∫ Dlnρp
dt
dt
〉
∼
〈Dlnρp
dt
〉
δt (15)
3.2.2 Exact Solutions in Turbulence without External Gravity
Now we will derive the previous scalings rigorously.
Consider the behavior of grain density fluctuations in inertial-
range turbulence.5 First we derive the “response function” above,
i.e. the effect of an eddy on a grain distribution. Subtracting the bulk
background flow, the grain equations of motion (Eq. 8) become the
Stokes equations
δv˙ =−δv− δu
ts
(16)
with the continuity equation ∂ρp/∂t +∇ · (ρp δv) = 0 which we
can write as
D lnρp
dt
=
( ∂
∂t
+ δv ·∇
)
lnρp =−∇· δv (17)
where D/dt is the Lagrangian derivative for a “grain population.”
Many theoretical and experimental studies have suggested that
the dynamics of incompressible gas turbulence on various scales
can be understood by regarding it as a collection of Burgers vor-
tices (see Marcu et al. 1995, and references therein). The Burgers
vortex is an exact solution of the Navier-Stokes equations, and pro-
vides a model for vortices on all scales (which can be regarded
as “stretched” Burgers vortices). In a cylindrical coordinate system
centered on the vortex tube, the fluid flow components can be writ-
ten as δuz = 2Az, δur =−Ar, δuθ = (B/2pi r)(1−exp(−r2/2r20)),
where r0 is the vortex size, B the circulation parameter, and A =
ν/B is the inverse of the “vortex Reynolds number.” Since we con-
sider large Re, A→ 0 for the large-scale vortices, so δuz = δur = 0,
and we can specify δu = δuθ ≡ u0 (r0/r)(1− exp[−r2/2r20]).
On scales. 1.58r0, δuθ ∝ r +O(r2/2.5r20) increases linearly
with r, before turning over beyond the characteristic scale and de-
caying to zero. So, since we specifically consider the effects of an
eddy on scales within the eddy size (. r0), we can take δuθ ∝ r,
in which case the eddy is entirely described by the (approximately
constant) turnover time te such that δuθ ≡ r/te. Note that this is now
the general form for any eddy with pure circulation and constant
turnover time, so while motivated by the Burgers vortex should rep-
resent real eddies on a wide range of scales.
We derive an exact, general solution of the problem here in
Appendix A. The qualitative behaviors of the solution derived there
is not obvious however, so we illustrate it with a slightly simplified
derivation (which captures the correct behavior in various limits)
here.
In the vortex plane, the equations of motion (Eq. 16) become
δv˙x = δv˙r′ cosθ− δv˙θ sinθ− θ˙ (δvr′ sinθ+ δvθ cosθ)
= t−1s (−δvr′ cosθ+ δvθ sinθ− δuθ sinθ) (18)
δv˙y = δv˙r′ sinθ+ δv˙θ cosθ+ θ˙ (δvr′ cosθ− δvθ sinθ)
= t−1s (−δvr′ sinθ− δvθ cosθ+ δuθ cosθ) (19)
with θ˙ ≡ δvθ/r′. It is straightforward to verify that the peculiar so-
lution is given by δvr = ϖr/te (δvr ∝ δvθ ∝ uθ ∝ r ∝ exp(ϖ t/te))
5 We specifically will assume high Reynolds number Re 1 and Stokes
number St = ts/te(λν) 1, where λν is the viscous scale, so will neglect
molecular viscosity/diffusion throughout.
with ϖ being a root of ϖ(1 +ϖ τ˜s)(1 + 2ϖ τ˜s)2 − τ˜s = 0, all of
which are decaying solutions except the positive real root:
ϖ=
−2 +
√
2
(
1 +
√
1 + 16 τ˜ 2s
)
4 τ˜s
(20)
ϖ→
{
τ˜s (τ˜s 1)
(2 τ˜s)−1/2 (τ˜s 1)
(21)
Because δvr ∝ r and δvθ is independent of θ, it follows that along
this solution
(∇· δv)pec =
1
r
∂(r vr)
∂r
+
1
r
∂vθ
∂θ
= Nd
|vr|
r
=
2ϖ
te
(22)
To determine the general solution, we must consider how the
eddy evolves in time, since it is able to act on the grains for only
finite δt. To approximate this, consider the simplest top-hat model,
δu = δuθΘ(0< t < δt), where δu∝Θ = 0 at t < 0 and t > δt and
Θ = 1 (δu = δuθ(r) θˆ) for 0 < t < δt. We require the net effect of
the eddy on the density field (i.e. the late-time result of the pertur-
bation), so we integrate d lnρp/dt = −∇ · δv, from the boundary
condition δv = δv0 at t < 0 until some time much longer than the
eddy lifetime t→∞. For the simple top-hat form of the eddy life-
time this gives6
〈δ lnρ〉=
〈
−
∫
t
(∇· δv)d t
〉δu=δuθΘ(0<t<δt)
=−|∇· δv|pec δt =−2ϖ δtte (23)
where the 〈...〉 denotes an average over an assumed homogeneous,
isotropic initial ensemble in position and velocity space.
Now we need to determine δt. If the grains are “trapped”
well within the eddy, this is simply the eddy lifetime te. How-
ever, we have not yet accounted for the finite spatial coherence
of the eddy. If the grains are moving sufficiently fast and/or if
the stopping time is large, they can cross or move “through” the
eddy (to r r0 ≡ λe = |ve| te, where the eddy circulation is super-
exponentially suppressed so becomes negligible) in a timescale
tcross . te. Since we are integrating a rate equation, the full δt is
simply given by the harmonic mean
δt−1 = t−1e + t
−1
cross (24)
(capturing both limits above; see Voelk et al. 1980; Markiewicz
et al. 1991). The timescale for a grain to cross a distance λe =
|ve| te in a smooth flow (constant δu), with initial (relative) grain-
gas velocity |v0|, is just
tcross =
−ts ln
[
1− λe
ts |v0|
]
(|v0|> λe/ts)
∞ (|v0| ≤ λe/ts)
(25)
Note that for large ts, this is just the ballistic crossing time →
λe/|v0|, but for small |v0| < λe/ts this diverges because the grain
is fully stopped and trapped without reaching λ0. So now we need
6 Here we note that there are two decaying oscillatory solutions to Eqs. 18-
19 with decay rate ω′ = −1/2 τ˜s, which correspond to the usual damped
modes for grains with drag in a uniform flow. The general solution is derived
by matching the modes to the initial velocities δv0; then the solution at
t = δt is matched to the solution for the post-eddy field. The exact result is
in Appendix A; but if we linearize in te, for example, it is straightforward
to show that the integral over time (t→∞) of∇· δv is exactly the integral
of the positive real peculiar solution |∇ ·v|pec from t = 0 to t = δt.
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Figure 5. Grain density distribution, as Fig. 2, for simulations of “turbu-
lent concentration” from Hogan et al. (1999). Here there is no shear/gravity
(see § 3.2.2), and the flow is simulated from a fixed viscous scale to various
Reynolds numbers (Re = 62, 140, 765). In each case the Stokes number is
unity (ts ≈ te(λν), where λν is the viscous scale); this gives τ˜s(λ= λmax)
at the top of the cascade of τ˜s(λmax) ≈ 0.13, 0.03, 0 (Re = 62, 765,∞).
The PDF width grows logarithmically with Re as we integrate over more of
the broad response function in Fig. 1. However, the decay in this function
at τ˜s  1, and the increase in rms turbulent velocities of grains lowering
their eddy crossing times, means that the PDF does not grow indefinitely
as Re→∞. For comparison, pure uncorrelated (Markovian) fluctuations
predict a PDF with dispersion in ρp of ≈ 1.7, giving a PDF that falls be-
low the minimum plotted range here at log(ρp/〈ρp〉) ≈ 0.8 (Zaichik &
Alipchenkov 2009).
to determine |v0|, but this is considered in Voelk et al. (1980) and
many subsequent calculations (e.g. Markiewicz et al. 1991; Pan &
Padoan 2010, 2013). Assuming the turbulence is isotropic and (on
long timescales) velocity “kicks” from independent eddies are un-
correlated, then
〈|v0|2〉= |VL|2 + 〈|Vrel(λe)2|〉 (26)
where VL = |VL| is the difference in the laminar bulk flow velocity
of grains and gas (due to e.g. settling or gravity) and 〈|Vrel(λe)2|〉
represents the rms grain-eddy velocities (averaged on the eddy
scale) due to the turbulence itself.
For the “pure turbulence” case here VL = 0, and 〈|Vrel(λe)2|〉
is derived in Voelk et al. (1980) as
〈|Vrel(λe)2|〉=
∫ k(λe)
k(λmax)
dk P(k)
ts
ts + te(k)
= |ve(λmax)|2 τ˜s(λmax) ln
[1 + τ˜s(λmax)−1
1 + τ˜s(λe)−1
]
(27)
where k is the wavenumber and P(k) = (p− 1)k−p is the veloc-
ity power spectrum (
∫
dk P(k) = 〈δu2〉 = ve(λmax)2; the closed-
form expression here follows for any power-law P(k); see Ormel
& Cuzzi 2007).7
7 Due to intermittency, the eddy intensity will vary at a given scale, which
will in turn lead to non-linear variations in the timescale for particle cross-
ing. We consider a heuristic model for this below, but it is worth further
investigation.
After some simple substitution, we now have
δt
te
=
[
1 +
( tcross
te
)−1]−1
(28)
tcross
te
=−τ˜s ln
[
1− (λe/λmax)
τ˜s(λmax)g0(λe)1/2
]
(29)
g0(λe)≡ τ˜s(λmax) ln
[ 1 + τ˜s(λmax)−1
1 + τ˜s(λe)−1
]
(30)
giving a complete description of |δ lnρ|= 2ϖ(δt/te).
Note that we have implicitly assumed a simple and time-
constant structure for the eddies in deriving this; another important
effect, discussed in Falkovich & Pumir (2004), is that the eddy can
stretch and deform the “parcel” of particles such that the crossing
time varies across the eddy, or even to deform the parcel until its
largest dimension is longer than that of the eddy itself. This could
revise the timescales above significantly. Our simplified model es-
sentially folds this into the “effective” eddy lifetime. If the effect
were systematic, it would manifest as a systematic change in the
eddy lifetime relative to te, which is ultimately degenerate with the
amplitude of the effects we predict (in e.g. the parameter Nd). More
likely, it is another cause which in more detail would contribute to
a distribution of eddy-crossing times.
3.2.3 Solution With Shear
Here we discuss the full solution (including shear) for the density
fluctuations for Nd = 2 vortices above. Again, the exact result is
derived in Appendix A. Consider the same eddies as in § 3.2.2, but
retain the shear terms from Eq. 2. Eq. 18-19 become
δv˙x = δv˙r′ cosθ− δv˙θ sinθ− θ˙ (δvr′ sinθ+ δvθ cosθ)
= t−1s (−δvr′ cosθ+ δvθ sinθ− δuθ sinθ)
+ 2ΩR (δvr′ sinθ+ δvθ cosθ) (31)
δv˙y = δv˙r′ sinθ+ δv˙θ cosθ+ θ˙ (δvr′ cosθ− δvθ sinθ)
= t−1s (−δvr′ sinθ− δvθ cosθ+ δuθ cosθ)
− 1
2
ΩR (δvr′ cosθ− δvθ sinθ) (32)
First note that, even when te  ts, there is no θ-independent solu-
tion if we retain all terms (unlike the case in § 3.2.2, valid at all
θ). Because the shear terms break the symmetry of the problem,
in the equilibrium solution a grain drifts on an approximately el-
liptical orbit, with an epicyclic correction to the circular solution
which extends the orbit along the shear direction. The exact result
in Appendix A accounts for this by computing the Jacobian for the
distorted ellipse; however we can gain considerable intuition by
considering the simplest (θ ≈ 0) case.
With that caveat, we can follow the identical procedure as in
§ 3.2.2. In this regime there are two solution branches: the first is
again an exponentially growing solution with frequency =ϖ/te and
divergence
〈δ lnρ〉λe =
〈
−
∫ ∞
0
(∇· δv)dt
〉
≈−2ϖ(λe) δtte (33)
but now with ϖ= ϖ1 given by the positive, real root of
0 = 16 τ˜ 3s ϖ
4
1 + 32 τ˜
2
s ϖ
3
1 + τ˜s (20 + 7τ
2
s )ϖ
2
1
+ 4(1 + τ 2s −3τs τ˜s)ϖ1−4(τ˜s + 2τs) (34)
ϖ1→
{
τ˜s (τ˜s 1)
2(τs + τ−1s )
−1 (τs τ˜s)
(35)
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Figure 6. Density PDF in laboratory experiments of water droplets in wind
tunnel turbulence (Monchaux et al. 2010). Top: Range of particle density
PDFs obtained (dashed), normalized by their variance. We compare the
predicted log-Poisson distribution, with the same variance and a range of
|δ lnρ|int ∼ 0.01−0.2 corresponding to model predictions. Bottom: Test of
log-normality: We compare the variance in ρp to that in lnρp from the same
experiments, to the range predicted for log-Poisson PDFs with the predicted
range in |δ lnρ|int, the prediction from a lognormal distribution, and from a
normal (Gaussian) distribution. The experiments favor a log-Poisson distri-
bution as opposed to a linear Gaussian distribution or log-normal.
As expected, on small scales where te  Ω−1 (τ˜s  τs), this
reduces to the solution for turbulence without shear (Eq. 20): we
can write ϖ1 in this limit just in terms of τ˜s, and it scales as τ˜s
for τ˜s  1. On sufficiently large scales, τs  τ˜s, we recover the
solution we estimated in § 3.2.1, the approximately constant ϖ1→
2/(τs + τ−1s ).
Nominally for τ˜s 1 this gives ϖ1→ (2 τ˜s)−1/2; however, in
the full solution there is an additional “early time” solution branch
we have dropped. Upon first encountering the eddy, the grains have
zero mean (peculiar) vorticity, so the coherent δv grows with time.
At sufficiently early times, δv is small and the solution to Eqs. 31-
32 is obtained by expanding to leading order in δv. After substi-
tution to eliminate δvθ , the system simplifies to τ 2s δv¨r + 2τs δv˙r +
(1+τ 2s )δvr = 2τs δuθ . Just as the solution in § 3.2.2 above, this has
two decaying oscillatory solutions which do not contribute to the
integrated t →∞ divergence (since the equations are linearized),
and peculiar solution δvr = 2δuθ/(τs + τ−1s ), i.e. just the “large
scale” solution from before. This leads to an identical expression
(Eq. 33) for 〈δ lnρ〉, but with ϖ = ϖ0 = 2/(τs + τ−1s ). This solu-
tion track dominates whenϖ1 <ϖ0; whenϖ1 >ϖ0, theϖ0 solution
track dominates only for an initial time t te, until (as δvr grows)
the second-order terms in δv become important and ϖ→ϖ1. Com-
paring to the exact numerical integration, it is straightforward to
verify that general solution for both regimes is qualitatively repre-
sented by
ϖ(λe) = MAX
[
ϖ1, ϖ0 = 2(τs + τ−1s )
−1
]
(36)
This is directly analogous to our heuristic estimate in § 3.2.1; global
angular momentum sets a “floor” in the (second-order) centrifugal
force, here represented by ϖ0.
Likewise, δt obeys the same scalings as in § 3.2.2, with Vrel
contributed by the turbulence, but now there is a non-zero laminar
relative gas-grain flow, given by the equilibrium drift solution VL =
vd−ud in Eqs. 3-6:
|VL|2 = 4(1 + ρ˜)
2 τ 2s + τ
4
s
[(1 + ρ˜)2 + τ 2s ]2
(ηVK)2 =
1
β2
|ve(λmax)|2 (37)
Together with Eqs. 33-34, we can now write
δt
te
=
[
1 +
( tcross
te
)−1]−1
(38)
tcross
te
=−τ˜s ln
[
1− (λe/λmax)
τ˜s(λmax)g(λe)1/2
]
(39)
where
g(λe)≡ 〈|v0|
2〉
|ve(λmax)|2 = g0(λe) +
1
β2
(40)
=
1
β2
+ τ˜s(λmax) ln
[1 + τ˜s(λmax)−1
1 + τ˜s(λe)−1
]
3.3 Hierarchical Encounters with Many Structures
Now, if we assume the gas turbulence follows some simplified scal-
ings, we can embed our estimates for the behavior in individual
eddy encounters into the statistics of the eddies themselves.
Consider the following. We consider a random point x in
space. Assume that it begins at the mean density. But if there are
“eddies” present, which intersect the point, then the density will be
modified according to our derivation above. So we need to deter-
mine “how many” eddies of different sizes are present.
First, we will make the ad-hoc and heuristic assumption that
the entire velocity field can be decomposed into a superposition
of “eddies” of various “sizes” λe, which are described by the toy
model in the previous section. This is a tremendous simplification,
but it allows us to phenomenologically model how a complicated
velocity field might non-linearly affect grain clustering. Now, con-
sider the scaling of the gas velocity statistics. Given the assumption
of an eddy model, then from standard models of turbulent structure
we expect |ve| ∝ λζ1e with ζ1 ≈ 1/3. In more detail, the cascade
models of She & Waymire (1995); Dubrulle (1994) predict that the
structure functions σp(λ) = 〈|∆u(λ)|p〉 ≡ 〈|δu(x)− δu(x +λ)|p〉
scale as power laws σp(λ)∝ λζp with
ζp = (1−γ) p3 + cg
[
1−
(
1− γ
cg
)p/3]
(41)
where γ = 2/3 follows generically from the Navier-Stokes equa-
tions (from the Kolmogorov 4/5ths law), and cg = 2 follows from
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geometric arguments and fitting to experimental data.8 What we
refer to as ve is the one-point function (peculiar eddy velocity dif-
ferences across the eddy) p = 1, so we have
ζ1 =
1
9
+ cg
[
1−
(
1− 2
3cg
)1/3]
≈ 0.36 (42)
If all eddies/structures had a single “size” λe, then the proba-
bility that our point x lies within the domain of an eddy is simply
given by the volume filling factor of such structures. Since we have
already assumed that eddies are statistically independent and dis-
crete in § 3.2, the number m of such eddies (within the context of
our very simplified assumptions) intercepting a random point must
be Poisson-distributed (because this is just a counting exercise):
P(m) = P∆N(m) =
∆Nm
m!
exp(−∆N) (43)
where the mean 〈m〉 ≡ ∆N is simply related to the eddy filling-
factor. Note that if the flow is ergodic, we can equivalently con-
sider this the number of structures (e.g. vortices) encountered by a
Lagrangian parcel over a coherence timescale (Cuzzi et al. 2001;
Hopkins 2013a). As argued in Hopkins (2013b) and confirmed by
Federrath (2013); Federrath & Banerjee (2015), that assumption
leads to a remarkably accurate description of the first-order inter-
mittency corrections to the gas density PDFs in super-sonic isother-
mal turbulence.
Of course, in our eddy decomposition, within the inertial
range, there is no single “eddy size.” Rather there is a hierarchy of
all sizes from the Kolmogorov scale (vanishingly small, in the limit
we consider) to the driving scale. Consider “searching” around our
point x for eddies which intercept x: we begin with a “counting
sphere” of radius λ1 centered at x and then increase the size of the
sphere by a differential interval ∆ lnλ = lnλ2− lnλ1. Obviously,
we do not care if “new” eddies appear within the sphere with sizes
λe λ1, since they cannot interact with the point x. Nor do we care
about eddies with sizes λe λ1, since we only move a tiny fraction
across a single such eddy with this extension. What does matter is
whether we find eddies with λe ∼ λ1. In a differential volume ele-
ment, we expect to find some differential number ∆N1(λe ∼ λ1) of
eddies which intercept the point x.
Now, if the turbulent structure is self-similar (or truly fractal),
then the only allowed scaling is ∆N ∝ |∆ lnλ| on all scales, i.e.
∆N = C∞ |∆ lnλ| (44)
This is equivalent to the statement that the volume-filling factor of
eddies with different sizes λe is constant – the only possibility if
the turbulence is truly self-similar.9
Thus far, this is a purely geometric argument, which follows
8 In the original Kolmogorov (1941) model, ζp = p/3, giving the familiar
|ve| ∝ λ1/3e . The low-order differences between this and the more detailed
multi-fractal models are small. So for our purposes, forcing ζ1 = 1/3 in-
stead of Eq. 41 gives very similar predictions. However, a wide range of
experiments favor the scaling in Eq. 41.
9 Note, this is only a statement about the filling factor. The eddies can have
any dimensionality, in principle. If eddies are, for example, thin filaments
(co-dimension Cd = 3− 1 = 2), then if the filling factor is constant, we
expect the total number of eddies we encounter in the differential volume
element to increase as ∆Ntot ∝ λCd , |∆ lnλ|. This is the standard expecta-
tion in most geometric models of turbulence (see e.g. She & Leveque 1994;
She & Zhang 2009). However, each of those eddies only has a probability
∝ λ−Cd of intercepting the specific point x. Thus, what we care about – the
number of eddies we “find” that interact with the point x – scales∝ |∆ lnλ|
as Eq. 44.
from the idea that the flow structure is self-similar over the inertial
range. For the specific geometric assumptions we have made al-
ready about the size and characteristic velocity structure of eddies,
then if we do assume the eddies of interest are two-dimensional cir-
cular vortices as described above (and that such eddies contain all
the turbulent power) we can infer C∞ = 2 by simply normalizing
the integrated power. But one could imagine only part of the power
is in such structures, or trade off between the assumptions above
about the relation between eddy size, turnover time, and C∞, and
hence we will consider variations in this parameter below.
It is now straightforward to combine this with the arguments
in § 3.2 to obtain the predicted grain density statistics. Following
§ 3.2, assume that each encounter in ∆ lnλ produces a multiplica-
tive effect on the density statistics with the mean expected magni-
tude 〈δ lnρ [λe = λ]〉 on that scale.10 In a probabilistic sense, as we
sample the density statistics about some random point in space – in-
tegrating the effects of all eddies, beginning by counting those with
sizes comparable to the largest scales and successively counting
smaller and smaller structures – the statistics on successive scales
λ1 and λ2 are given by
ln[ρp(λ2)] = ln [ρp(λ1)] + m〈δ lnρ [λe = λ1]〉+ 0
= ln [ρp(λ1)]−m |δ lnρ|+ 0 (45)
where m is Poisson-distributed as Eq. 43-44, i.e.
P
(
ln
[ρp(λ2)
ρp(λ1)
])
dln
[ρp(λ2)
ρp(λ1)
]
= P(m)dm (46)
Mass conservation trivially determines the integration constant
0 = ∆N [1− exp(−|δ lnρ|λe=λ1 )] (47)
Physically, this should be interpreted as follows. Beginning at
the “top” scale λmax (where ρp = 〈ρp〉 by definition), we can re-
cursively divide the volume about a random point into smaller sub-
volumes of size λ, each containing a (discrete) number of structures
(vortices) with characteristic scale ∼ λ (which overlap the “point”
we are zooming in on). Each such vortex produces another mul-
tiplicative effect on the local density field δ lnρ (additive in log-
space); we simplify the statistics by assigning each its mean ex-
pected effect 〈δ lnρ(λ, ts, ..)〉. Per § 3.2, this effect applies within
the eddy region (dispersing grains from of the eddy center). But
“dispersed” grains must go somewhere; the 0 term simply rep-
resents the mean effect on the density in the interstices between
vortices, created by their expulsion of grains.11 These qualitative
10 This simplification, that structures produce fluctuations of mean mag-
nitude (given their scale), is substantial; yet for the gas velocity statistics
it appears sufficient to capture the power spectrum and PDF shape, and
higher-order structure function/correlation statistics to & 10th order in ex-
periments (see She & Zhang 2009). However, we will consider below what
happens if there is a variation in the fluctuations produced by structures of
the same scale.
11 More rigorously, we could calculate the effects of the strain part of the
turbulent field on actively “trapping” grains, rather than assuming purely
“passive” trapping via this mass conservation argument. However, calculat-
ing the strain field in detail requires a more specific model for the structure
of eddies: specifically, for their velocity decay at large radii, and the charac-
teristic separations between eddies. If, however, we assume a configuration
of Burgers vortices separated by lengths comparable to their core radii, then
our simple model produces a PDF quite similar to what one would obtain
by direct numerical integration, because the characteristic decay length for
the eddy vorticity is itself similar to the eddy size and coherence size of the
strain regions,∼ λe. If we accounted for the exact spatial distribution of ed-
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effects are well-known from simulations and experiments (see ref-
erences in § 1); this is their quantitative representation.
3.4 Behavior at High Grain Densities
Thus far, we have neglected the back-reaction of grains on the gas
(our predictions are appropriate when ρp < ρg). To extrapolate to
ρp & ρg, we require additional assumptions.
Recall, the background drift solution in Eqs. 3-6 already ac-
counts for ρ˜. So, after subtracting this flow, the Eqs. 8 for peculiar
grain motion remain identical; but the gas equation of motion is
(dropping the shear terms for simplicity)
δu˙ =−ρ˜
(δu− δv
ts
)
− 1
ρg
∇δPg (48)
where ∇δPg represents the peculiar hydrodynamic forces. In sub-
sonic turbulence, it seems reasonable to make the ansatz that the
back-reaction, while it may distort the flow δu, does not alter the
driving force (∇δPg) that forms the eddy.12 But we know that the
“zero back-reaction” eddy structure δu0 ≡ δu(ρ˜= 0) is, by defini-
tion, a solution to the equation δu˙0 = −ρ−1g ∇δPg. So decompose
u into the sum δu≡ δu0 + δu′, substitute, and obtain
δu˙′ =−ρ˜
(δu0 + δu′− δv
ts
)
= ρ˜
(δv− δu0
ts
+
δu′
ts
)
(49)
In the limit ρ˜→ 0, we know δu′ → 0. For 0 < ρ˜ 1, we
expect |δu′|  δu, so we can linearize the equations of motion
and obtain δu˙′ ≈ (ρ˜/ts)(δv− δu0) ∼ ρ˜d(δv− δu0)/dt +O(ρ˜2)
(where the latter follows from the grain and gas momentum equa-
tions assuming 〈|δu0|〉> 〈|δv|〉), so δu≈ ρ˜(δv−δu0). In the limit
ρ˜→∞ (ρg/ρp = ρ˜−1 → 0), the gas is perfectly dragged by the
grains, so δu→ δv and δu′→ δv−δu0. Linearizing in this limit in
ρg/ρp = ρ˜
−1 similarly gives δu′ ∼ (1− ρ˜−1)(δv−δu0)+O(ρ˜−2).
We can simply interpolate between these limits by assuming that,
in equilibrium
δu′ ∼ ρ˜
1 + ρ˜
(
δv− δu0
)
(50)
We stress that this is not exact, but it at least gives the correct
asymptotic behavior. Inserting this into the equation for δv, we have
δv˙ =− (δv− [δu0 + δu
′])
ts
→− (δv− δu0)
ts (1 + ρ˜)
(51)
But this is our original equation for δv, modulo the substitution
ts → ts(1 + ρ˜). So – given the extremely simple ansatz here – our
derivation of ϖ and previous quantities is identical, but we should
replace ts with an “effective” ts,ρ ≡ ts (1 + ρ˜). In this lowest-order
approximation, back-reaction lessens the relative velocities (hence
friction strength) by dragging gas with grains, and thus lengthens
the “effective” stopping time.
The timescale δt is of course still limited by the eddy lifetime
te, and the crossing time solution we previously derived already
dies, it would also not much change our result so long as the rms separation
in space between eddies was ≤ λe, which is our “overlapping” limit. That
said, it is a particularly interesting subject for future work to consider the
role of special strain regions which, although they may be rare, can act as
“caustics” (for example, a ridgeline between two overlapping and counter-
rotating eddies) and may be important local sites of extreme concentration.
We will discuss the accuracy of this approximation further below.
12 Although we caution that this cannot be strictly true in the regime of
high ρ˜ where the streaming instability operates (Goodman & Pindor 2000;
Youdin & Goodman 2005).
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Figure 7. Power spectra of linear grain density fluctuations. We compare the
streaming-instability simulations in Fig. 4 for τs = 0.1−1, and the turbulent
concentration simulations (top left) in Yoshimoto & Goto (2007, squares)
and Pan et al. (2011, diamonds) for Stokes numbers∼ 5, 10, 50. Simulation
results within five cells of the resolution limit are shown as dashed lines; the
power suppression here is artificial. Agreement is good. For large particles,
the power is preferentially concentrated on large scales. For small particles,
the power spectrum is quite flat, until a turnover at scales below which te
ts.
accounted for ρ˜ > 0 (in the drift time), so we do not need to re-
derive it. Finally, we will further assume that the back-reaction,
while it may distort individual eddies, does not alter their fractal
dimensions (hence other statistics like the gas power spectrum). Of
course, this cannot be true in detail, and all of these assumptions are
questionable in the limit of ρ˜∼ 1. Nonetheless, it provides us with
a plausible “guess,” and allows us to phenomenologically extend
our model to simulations with large ρ˜. Below, we discuss the accu-
racy of these assumptions, and how well this simplistic extension
actually performs.
4 PREDICTIONS
4.1 The Shape of the Grain Density Distribution
The full grain density PDF, averaged on any spatial scale, can now
be calculated.
To do, we start on the initial scale λ = λmax. By definition,
since this is the top scale of the turbulence and/or box, the den-
sity distribution is a delta function with ρp(λmax) = 〈ρp〉. Now
take a differential step in scale lnλ→ lnλmax−dlnλ and convolve
this density with the PDF of density changes P(ln[ρp(λ2)/ρp(λ1)])
from § 3.3. Repeat until the desired scale is reached; the one-point
density PDF is just this iterated to λ→ 0.13
It is easiest to do this with a Monte-Carlo procedure; each
point in a large ensemble represents a random point in space (thus
they equally sample volume) with its own independent lnρi. For
each step in scale ∆ lnλ, draw m = mi for each point from the
appropriate Poisson distribution for the step (Eq. 43), and use
|δ lnρ(λ)| to calculate the change in lnρi (Eq. 45), and repeat until
the desired scale is reached.
Recall that for the largest eddies |δ lnρ| ≈ 2Nd/(τs + τ−1s ) is
approximately constant. In that case, the log-Poisson distribution
13 Really we should truncate (or modify) this at the viscous scale λν ; here
we assume large Reynolds number Re→∞. However the distinction is
important for modest Stokes numbers St = ts/te(λν) or simulations with
limited resolution (small “effective” St).
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in § 3.3 is scale-invariant and infinitely divisible, meaning that the
integrated PDF of lnρ is also exactly a log-Poisson distribution on
all scales, with the same |δ lnρ| ∼ constant, and m drawn from a
Poisson distribution with the integrated ∆N = C∞ ln(λmax/λ).
However, if |δ lnρ| depends on scale (as it does on small
scales), then the convolved distribution is not exactly log-Poisson.
But it is quite accurately approximated by a log-Poisson with the
same mean and variance as the exact convolved distribution (see
Stewart et al. 2006). These quantities add linearly with scale. Over
the differential interval in scale d lnλ (∆N = C∞ dlnλ), the added
variance (∆S) in ∆ lnρ= ln(ρp[λ2]/ρp[λ1]) is ∆S = ∆N |δ lnρ|2.
So the exact integrated variance in the final volume-weighted lnρ
distribution is
Slnρ,V (λ) =
∫
dSlnρ,V
dlnλ
dlnλ=
∫ λmax
λ
∆N |δ lnρ|2 (52)
=
∫ λmax
λ
C∞ |δ lnρ(λ)|2 dlnλ
And the integrated first moment (subtracting the 0 term) is
µ=
∫
∆N |δ lnρ|=
∫ λmax
λ
C∞ |δ lnρ(λ)|dlnλ (53)
The approximate integrated PDF on a scale λ is then given by
PV (lnρp)dlnρp ≈ ∆N
m
int exp(−∆Nint)
Γ(m + 1)
dlnρp
|δ lnρ|int (54)
m = |δ lnρ|−1int
{
∆Nint
[
1− exp(−|δ lnρ|int)
]
− ln
( ρp
〈ρp〉
)}
which is just the log-Poisson distribution (Eq. 45) with
∆N→∆Nint ≡ µ
2
Slnρ,V
(55)
|δ lnρ| → |δ lnρ|int ≡ Slnρ,V
µ
(56)
Note ∆Nint is now ∼C∞ 〈ln(λmax/λ)〉, where 〈...〉 denotes an av-
erage over integration weighted by |δ lnρ| (i.e. the “effective” dy-
namic range of the cascade which contributes to fluctuations). And
|δ lnρ|int similarly reflects a variance-weighted mean.
This determines the volumetric grain density distribution, i.e.
the probability, per unit volume, of a given mean grain density ρp =
Mp(V )/V within that volume V
PV (lnρp) =
dPVol(lnρp)
dlnρp
(57)
This is trivially related to the mass-weighted grain density distribu-
tion PM , or equivalently the Lagrangian grain density distribution
(distribution of grain densities at the location of each grain, rather
than at random locations in the volume):
PM(lnρp) =
dPMass(lnρp)
dlnρp
= ρp PV (lnρp) (58)
Note that as ∆Nint → ∞, this distribution becomes log-
normal. This is generically a consequence of the central limit the-
orem, for sufficiently large number of independent multiplicative
events in the density field.
4.2 The Grain Density Power Spectrum
The power spectrum of a given quantity is closely related to the
real-space variance as a function of scale. Specifically, the variance
in some field smoothed with an isotropic real-space window func-
tion of size λ is related to the power spectrum by
S(λ) =
∫
d3kP(k) |W (k, λ)|2 (59)
where W is the window function. If we isotropically average, and
adopt for convenience a window function which is a Fourier-space
top-hat14 we obtain
S(λ) =
∫ ∞
k=1/λ
∆2(k)dlnk (60)
where ∆2(k) is now defined as the isotropic, dimensionless power
spectrum, and is related to S(λ) by
dS
dlnλ
= ∆2(k[λ]) (61)
But we know how the variance “runs” as a function of scale,
for the logarithmic density distribution. Specifically, for the dis-
tribution in Eq. 45, over some differential interval in scale d lnλ
corresponding to ∆N = C∞ dlnλ, the variance in lnρ is just ∆S =
∆N |δ lnρ|2 (and this adds linearly in scale). So
∆2lnρ(k) =
dSlnρ
dlnλ
= C∞ |δ lnρ|2 = C∞
[
Ndϖ(λ)
δt
te
]2
(62)
Recall the turnover in (δt/te) below λcrit (§ 3.2), which leads to a
two-power law behavior in ∆2:
∆2lnρ(k)∝

constant (λ λcrit)
v2e ∝ k−2ζ1 (λ λcrit)
(63)
i.e. we predict a turnover/break in the power spectrum at a charac-
teristic scale λcrit (defined in § 3.2 as the scale where the timescale
for grains to cross an eddy is shorter than the stopping time). On
large scales where eddy turnover times are long, the logarithmic
statistics are nearly scale-free, but on small scales, where eddy
turnover times are short compared to the stopping and drift times,
the variance is suppressed.
The power spectrum for the linear density field ρ is similarly
trivially determined as:
∆2ρ =
dSρ
dlnλ
(64)
However Sρ is not so trivially analytically tractable, since the total
variance does not sum simply in linear15 ρ. But it is straightforward
to construct Sρ, by simply using Eq. 45 to build the density PDF at
each scale, directly calculating the variance in the linear ρ, and then
differentiating. If the density PDF is approximately log-Poisson,
then we can have
Sρ ≈ exp
{
∆Nint
(
1− e−|δ lnρ|int
)2}
−1 (65)
This leads to the somewhat cumbersome expression for ∆2ρ:
∆2ρ ≈C∞ Sρ |δ lnρ|int|δ lnρ(λ)|2 e
−2 |δ lnρ|int
(
e|δ lnρ|int −1
)
×
[
2 |δ lnρ|int
(
e|δ lnρ|int −1 + |δ lnρ(λ)|
)
−2 |δ lnρ|2int−|δ lnρ(λ)|
(
e|δ lnρ|int −1
)]
(66)
14 We treat the isotropically-averaged, Fourier-space top-hat case purely
for convenience, because it is usually measured and more relevant on small
scales. This is not the same as assuming the power spectrum is intrinsically
isotropic or that Fourier modes are uncoupled.
15 This is a general point discussed at length in Hopkins (2013a), Appen-
dices F-G; it is not, in general, possible to construct a non-trivial field
distribution that is simultaneously scale-invariant under linear-space and
logarithmic-space convolutions. However, as shown therein, the compound
log-Poisson cascade is approximately so, to leading order in the expansion
of the logarithm.
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But the limits are easily understood: if |δ lnρ|int ≈ |δ lnρ(λ)|,
∆2ρ → C∞ [1− exp(−|δ lnρ|)]2 Sρ: this just reflects the scaling
from the “number of structures.” If |δ lnρ|  1, this further be-
comes ∆2ρ ∼ C∞ |δ lnρ|2 = ∆2lnρ, since for small fluctuations the
linear and logarithmic descriptions are identical. If |δ lnρ| & 1 is
large, ∆2ρ ∼ C∞ exp(∆Nint) ∼ C∞ (λ/λmax)−C∞ is a power-law,
whose scaling (slope C∞ ∼ 2) only depends on geometric scaling
of the “number of structures” (fractal dimension occupied by vor-
tices).
4.3 Correlation Functions
The (isotropically averaged) autocorrelation function ξ(r) is
ξ(r)≡ 1〈ρp〉2 〈(ρp(x)−〈ρp〉)(ρp(x)−〈ρp〉)〉 (67)
equivalently, this is the excess probability of finding a number of
grains in a volume element dV at a distance r from a given particle
(not a random point in space)16
〈dNp(r, r + dr)〉= 〈np〉dV [1 + ξ(r)] (68)
ξ(r) is directly related to the variance 〈(ρp[r]−〈ρp〉)2〉 of the
linear density field ρp[r] averaged on the scale r, by
1
V (r)
∫
V(r)
ξ(r′)d3 r′ =
〈(ρp(r)−〈ρp〉)2〉
〈ρp〉2 ≡ Sρ (69)
(Peebles 1993).17 So the correlation function contains the same sta-
tistical information as the density power spectrum; and if we calcu-
late Sρ above it is straightforward to determine ξ(r) by Eq. 69.
Note that if ξ(r) is a power-law, Sρ(r) ∼ ξ(r). And if
|δ lnρ|int 1 (τs 1), Eq. 65 simply becomes Sρ∼∆Nint |δ lnρ|2int.
On the largest scales te & Ω−1, |δ lnρ| ∼ constant so ξ(r) rises
weakly (with ∆Nint) with decreasing r as 1 + ξ(r) ∝ ln(1/r); ap-
proaching scales te ∼ ts, |δ lnρ| ∝ τ˜s rises so ξ(r)∝ τ˜ 2s ∝ λ−2(1−ζ1)
rises as a power law with a slope near unity; finally on small scales
te . ts, |δ lnρ| falls rapidly, so |δ lnρ|int and ∆Nint converge and
ξ(r)→ constant.
4.4 Maximum Grain Densities
Using the predicted grain density PDFs, we can predict the maxi-
mum grain densities that will arise under various conditions.
In Eq. 45, note that there is, in fact, a maximum density, given
by m = 0 (and 0 = 0) on all scales. This is approximately the den-
sity where the distributions “cut off” in Figs. 2-4, steeper than a
Gaussian. It is straightforward to estimate this using ρp(λmax) =
〈ρp〉, and taking m = 0 on all scales:
ln
(ρp,max[λ]
〈ρp〉
)
=
∫ λmax
λ
0 (70)
= C∞
∫ λmax
λ
[
1− exp(−|δ lnρ|)
]
dlnλ
Trivially, we see
d lnρp,max
dlnλ
=−C∞
[
1− exp(−|δ lnρ(λ)|)
]
(71)
i.e. ρp,max behaves locally over some scale range in λ as a power-
law ρp,max ∝ λ−γ with slope γ ≡ C∞ [1− exp(−|δ lnρ|)]. When
16 Since we assume a uniform grain population, we treat grain mass and
number densities as equivalent.
17 We assume the absolute number of grains is large so we can neglect
Poisson fluctuations.
Figure 8. Radial grain correlation functions, for the same simulations in
Fig. 7. The predictions agree well at St 1 and/or scales λ λν , but the
clustering is under-predicted at λ . λν for St ∼ 1, owing to non-inertial
range effects we do not include. The shallow dotted line shows the slope
predicted for Markovian (pure random-field) fluctuations (the amplitude is
below the range plotted) in the inertial range (λ  λν ), following Bec
et al. (2007): uncorrelated/incoherent fluctuations lead to negligible clus-
tering when St 1.
|δ lnρ|  1 is small, γ ∼C∞ |δ lnρ| is also small, so ρp,max grows
slowly. For sufficiently large |δ lnρ| & 1, γ ∼C∞ ∼ 2 saturates at
a value determined by the fractal filling factor of vortices – ρp,max
grows rapidly with scale, in a power-law fashion with slope ∼ 2
determined by the density of structures in turbulence.
5 COMPARISON WITH SIMULATIONS AND
EXPERIMENTS
Going forward, unless otherwise specified we will assume the
“default” C∞ = 2 and Nd = 2. The values ρ˜ and τs are neces-
sarily specified for each experiment. With these values, we only
need two or three additional parameters to completely determine
our model predictions. One is the ratio of eddy turnover time to
stopping time on the largest scales τ˜s(λmax) (or equivalently, ra-
tio te(λmax)/Ω−1), the other is the ratio of mean drift to turbulent
velocity β ≡ |ve(λmax)|/|vdrift| (or equivalently the disk parame-
ters α1/2/Π). These are properties of the gas turbulence and mean
flow, so in some cases are pre-specified but in other cases are deter-
mined in a more complicated manner by other forces. To compare
to simulations, we also (in some cases) need to account for their
finite resolution, i.e. minimum λ/λmax or effective Reynolds num-
ber. Recall, we assumed a full inertial-range scaling for the turbu-
lence; but many simulations resolve only a very limited (or no) iner-
tial range. As a result, grain clustering (especially on small scales)
may be under-estimated, and it would be inappropriate to compare
our model assuming a fully-resolved cascade to the limited dy-
namic range of the simulations. Finally, the one additional param-
eter which is sometimes important is the fraction of eddies which
are anti-cyclonic (anti-aligned with the shear flow in the disk) as
opposed to cyclonic, when we compare to simulations with an ex-
ternally imposed shear flow (e.g. a Keplerian gravitational field).
For reasons we discuss below, our “default” model assumes these
are equally likely.
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Figure 9. Top: Maximum grain density measured in the MRI simulations
from Fig. 2, as a function of population stopping time τs. Different sim-
ulations with various box sizes and resolution are plotted, the predictions
should form an “upper envelope.” We compare our simple approximation
for large eddies and full prediction, given the (finite) simulation resolu-
tion and turbulence properties. These agree very well up to τs ∼ a few,
though they under-predict fluctuations when τs 1. On large scales, max-
imum densities increase rapidly with τs up to τs ∼ 1. We also show the
prediction if the simulation were infinitely high-resolution (densities mea-
sured on arbitrarily small scales). In this regime, τs  1 grains also show
large fluctuations; however, these high densities are manifest on very small
scales. Roughly, convergence to this solution requires resolving eddies with
te & 0.05 ts; for the smallest ts and given simulation turbulence properties
and box sizes here, this would require a minimum ∼ (106)3-cell simula-
tion. Bottom: Maximum grain density in simulations from Johansen et al.
(2012), averaged on different smoothing scales λ. For large grains, the pre-
dicted maximum increases on smaller smoothing scales ∝ λ−(1−2).
5.1 Density PDFs
5.1.1 Externally Driven MRI Turbulence
First consider the simulations in Dittrich et al. (2013). These solve
the equations of motion for the coupled gas-grain system, in full
magnetohydrodynamics (MHD), for a grain population with a sin-
gle stopping time ts. The simulations are performed in a three-
dimensional, vertically stratified shearing box in a Keplerian poten-
tial, and there is a well defined local Ω, η, Π = 0.05. The simula-
tions develop the magnetorotational instability (MRI), which pro-
duces a nearly constant α ≈ 0.004 (in our units defined here) in
the dust layer, and back reaction on gas from grains is ignored
so we can take ρ˜ → 0. The authors record a grain density PDF
for τs = 1 with large ρp fluctuations arising as the MRI develops
(their Fig. 11), to which we compare in Fig. 2. Since the disk is
vertically stratified, 〈ρp〉 depends on vertical scale height, so we
would (ideally) compare our predictions separately in each verti-
cal layer (though they are most appropriate for the disk midplane).
Lacking this information, we should compare instead to the local
surface density of grains relative to the mean grain surface den-
sity Σp/〈Σp〉, which is independent of stratification and (as shown
therein) closely reflects the distribution of mid-plane grain densi-
ties.
First we compare our exact prediction (computed via the
Monte-Carlo method in § 4.1). Our natural expectation C∞ = Nd =
2 gives a remarkably accurate prediction of the simulation results!
In fact, freeing Nd and fitting to the data does not significantly im-
prove the agreement (best-fit Nd ≈ 1.9± 0.1). We also compare
with our closed-form analytic approximation to the integrated den-
sity distribution, from Table 2. This gives a very similar result, indi-
cating that for this case (modest-resolution simulations, so densities
are not averaged on extremely small scales, and large τs = 1), the
large-scale approximation is good.
In § 3.3, we adopt the simplest assumption for the effects of
an eddy (multiplication by 〈δ lnρ〉). As noted there, one might ex-
tend this model by instead adopting a distribution of multipliers,
with characteristic magnitude δ lnρ. Here we consider one such ex-
ample. For each “event” in m in the log-Poisson hierarchy, instead
of taking lnρp→ lnρp + 〈δ lnρ〉, assume the “multiplier” is drawn
from a Gaussian distribution, so lnρp → ln(ρp [1 +R]) where R
is a Gaussian random variable with dispersion 〈R2〉1/2 = 〈δ lnρ〉.
This is a somewhat arbitrary choice, but illustrative and motivated
by Gaussian-like distributions in eddy velocities and lifetimes (and
it has the advantage of continuously extending the predictions to
all finite ρp, while producing the same change in variance as our
fiducial model over small steps in δ lnρ);18 we could instead adopt
a β-model as in Hogan & Cuzzi (2007), but it would require addi-
tional parameters. In either case, this could, for example, represent
the known effects of intermittency leading to variations in eddy in-
tensity from region to region within the flow. Here, however, we
see that this makes little difference to the predicted PDF. The rea-
son is that the variance predicted in ρp is dominated by the variance
in the local turbulent field (the “number of structures” on different
scales), and by the scales on which those structures appear – not by
the variance inherent to an individual structure on a specific scale.
However, a number of model assumptions are important here,
and we illustrate this in Fig. 3. Recall, this simulation includes an
external Keplerian field, therefore eddies lead to different outcomes
depending on whether they are cyclonic or anti-cyclonic. If we as-
sume all eddies are cyclonic, we obtain too broad a distribution at
low densities, and too rapid a cutoff at high densities: this is be-
cause cyclonic eddies do not actively concentrate grains, but dispel
them, and the concentration is a secondary effect resulting from
their trapping in strain regions. But sufficiently large anti-cyclonic
eddies lead to large positive concentration effects, hence a stronger
tail towards high concentrations. But, assuming all eddies are anti-
cyclonic is similarly problematic, predicting too much concentra-
tion. Moreover, because we define all eddies relative to co-moving
coordinates with the Keplerian disk gas orbits, the total angular
momentum in eddies should vanish; if all eddies were cyclonic or
18 Note that we do have to enforce a truncation whereR>−1 to prevent
an unphysical negative density. However because the |δ lnρ| along individ-
ual “steps” is small, this has only a small effect on the predictions.
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Figure 10. Dependence of the maximum grain density in the τs = 1 MRI
simulations from Figs. 2 & 9 on the correlation time of the largest eddies
in the simulation box (te(λmax)). Because of differences in the definition
of correlation time, and the unknown vertical sedimentation, we treat the
normalization of each axis as arbitrary: what matters here is the predicted
trend. At fixed numerical resolution, ρp,max increases with te(λmax)0.4−0.7
when te(λmax). 1, until saturating (with the te(λmax)-independent scalings
in Table 2) when te(λmax) 1.
anti-cyclonic, it would change the global angular momentum of the
system, invalidating our original assumptions. To physically main-
tain this configuration, the gas would have to develop an addition
drift and different orbits as angular momentum is transferred into
eddies.
Remarkably, if we simply assume random eddy orientations
(half cyclonic and half anti-cyclonic, with the relative number
drawn randomly from a binomial distribution for each number of
eddies in the log-Poisson distribution we model), we obtain a good
fit to the simulations. This is also the simplest physical configura-
tion which gives negligible net angular momentum in eddies, con-
sistent with our original solution for the gas orbits. For now, we
will adopt it as our “default,” but wish to stress the caveat that we
do not have a full model for what drives the distribution of eddy
orientations.
Interestingly, the role of anti-cyclonic vortices at the high-
density tail of the PDF suggests that one shortcoming of our model
– the fact that we do not explicitly treat the strain field, but only
vorticity, in modeling this regime – may be partially ameliorated
by the fact that, in cases where large positive-density fluctuations
occur, they are dominated by such eddies, rather than by trapping
in the strain field around cyclonic eddies.
We can also explore the effects of varying Nd and C∞ in
our simple model. At otherwise fixed properties, lower Nd leads
to lower variance, as expected, since the effects of a single eddy
scale ∝ Nd. As noted above, our simplest choice Nd = 2 appears to
work very well, while Nd = 1 and Nd = 3 do not. The effects of C∞
are more subtle. Naively, this also simply multiplies in the variance,
and if we keep the product N2d C∞ fixed (the combination which en-
ters our estimate of the variance), we do not see large effects from
changing C∞. In fact a range of C∞∼ 1−2 is permitted, and agrees
plausibly with a number of the simulation and experiment metrics
to which we compare, if we allow for (relatively) small changes in
Nd or the cyclonic/anti-cyclonic ratio.
5.1.2 Self-Driven (Streaming & Kelvin-Helmholtz) Turbulence
Next, Fig. 4 repeats this comparison, with a different set of
simulations from Johansen & Youdin (2007) and Bai & Stone
(2010b,a). These are two and three-dimensional simulations, of
non-MHD hydrodynamic shearing boxes but ignoring vertical
gravity/stratification (so we can directly take the statistics in
ρp/〈ρp〉 as representative of our predictions). The simulations fix
η = 0.005, Π = 0.05, Ω, and τs for monolithic grain populations,
and have no external driving of turbulence. However they do in-
clude the grain-gas back-reaction for ρ˜ = 0.2, 1.0, 3.0, and so de-
velop some turbulence naturally via a combination of streaming
and Kelvin-Helmholtz-like shear instabilities, with α ∼ 10−8 −
10−2 depending on the simulation properties (but recorded for each
simulation therein). The two studies adopt entirely distinct numer-
ical methods, so where possible we show the differences owing to
numerics.
In nearly every case, we see good agreement with our simple
mathematical model. This is especially true at smaller τs and ρp; at
the highest absolute grain densities, our model is less applicable but
still performs reasonably well. In particular, the non-linear behavior
seen therein, where for example there is a large difference between
ρp = 0.2− 1 for τs = 0.1 (but little change between ρp = 1− 3),
and the much larger fluctuations seen for ρp = 0.2 compared to
ρp = 1− 3 for τs = 1, are all predicted. The large increase with
ρp = 0.2−1 for τs = 0.1 follows from ρp increasing the “effective”
stopping time as discussed in § 3.4, and then the effect saturates
with increasing ρp & 1. However much of the difference also owes
to the different values of α in each simulation (the case τs = 1,
ρp = 0.2 produces a very large α, driving much of the very large
variance).
If we repeat the experiments from § 5.1.1 we come to the same
conclusions. For example, adopting the pure log-Poisson model
(mean 〈δ lnρ〉) makes little difference compared to the log-Poisson-
Gaussian model discussed in § 5.1.1 above. However, we see more
clearly here that allowing for additional variance in the effects of an
individual eddy does, as one might expect, increase the variance at
the high-ρp tail of the distribution, whereas a “strict” log-Poisson
model (our default model) has an absolute cutoff at some ρp,max.
Interestingly, this gives a slightly better fit at high-τs, and poorer at
low-τs, perhaps indicating the relative importance of in-eddy vari-
ance in these two cases.
We should also note that the finite simulation resolution limit
is important here when τs = 0.1 and ρ˜ 1: we will quantify this
below.
Interestingly, the streaming instability relies on the coopera-
tion of the rotation (shear terms), radial drift (non-zero η), and the
back-reaction of grains on gas, in order to develop a growing mode.
Although we do attempt to include a simplistic treatment of these
effects, the qualitative behavior of our model does not directly rely
on a drift term – i.e. one could imagine applying it with zero η and
obtaining a similar result. This is because the model we apply here
is really a model for the grain density fluctuations in the non-linear
phase of evolution with fully-developed turbulence. We are “just”
modeling what the turbulence, once present in some saturated am-
plitude, does to the grains, rather than the cooperation of the grains
and gas in driving the turbulence to grow in the first place. As a
result, if we took the initial conditions of the streaming instabil-
ity experiments above (where there is no turbulence) our instanta-
neous prediction would be that there are no grain density fluctua-
tions. And indeed, this would be instantaneously correct – but the
point is that the model here cannot predict whether such fluctua-
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tions should develop from a smooth initial condition, because we
are not attempting to predict or model the time-evolution of the tur-
bulence. Rather, we rely on some other model to tell us the growth
history and state of the turbulence, then simply apply this to ob-
tain an estimate of the ensuing grain clustering statistics. As a re-
sult, what the agreement here suggests – although it clearly merits
further study in future numerical simulations – is that the physics
unique to the streaming instability may not qualitatively change the
key statistical properties of grain density fluctuations, once it pow-
ers turbulence at a given level.
5.1.3 Turbulent Concentration
In Fig. 5, we now compare the density PDFs measured in “turbu-
lent concentration” simulations in Hogan et al. (1999); these sim-
ulations follow a driven turbulent box (no shear or self-gravity),
so we should apply the version of the model from § 3.2.2. We ex-
pect the same Nd and C∞, and back-reaction is not included so
ρ˜ → 0. We then need to know over what range to integrate the
cascade: this is straightforward since each simulation has a well-
defined Reynolds number Re = (λmax/λν)4/3. Lacking a model for
the dissipation range, we simply truncate the power exponentially
when λ < λν . The simulation follows particles with Stokes num-
bers St ≡ ts/te(λν) = 1.
Perhaps surprisingly, the model agrees fairly well with the
simulations. At larger Re, the density PDF becomes more broad,
because of contributions to fluctuations over a wider range of scales
(the response function in Fig. 1 is broad). However, this does not
grow indefinitely – as Re→∞ we predict convergence to a finite
PDF width (with ρp,max ∼ 300−1000). This is both because the re-
sponse function declines, and, as the “top” of the cascade becomes
larger in velocity scale, the residual (logarithmically growing) off-
set between grain and eddy velocities becomes larger (Eq. 40), sup-
pressing the added power.
Note, though, that our model is not designed for small St, and
we see the effect here. The highest-density tail of the PDF is not
fully reproduced (the model predictions, especially at Re = 765, cut
off more steeply). We show below that this is because grains with
small St ∼ 1 can continue to cluster and experience strong density
fluctuations on very small scales λ . λν , which are not accounted
for in our calculation. We also do not explicitly account for the
role of the strain field in enhancing grain clustering outside of re-
gions of high vorticity; this may be fine in the previous cases where
high-density fluctuations are dominated by anti-cyclonic vortices,
but needs further investigation in the cases here. In any case, we
caution care for particles where the key fluctuations lie outside the
inertial range.
5.1.4 Experiments and Non-Gaussianity
In Fig. 6, we extend our comparisons to experimental data. There is
a considerable experimental literature for St . 1 particles in terres-
trial turbulence (see § 1); unfortunately many of the measurements
are either in regimes where our model does not apply or of quan-
tities we cannot predict. However Monchaux et al. (2010) measure
the density PDF in laboratory experiments of water droplets in wind
tunnel turbulence,19 with St ∼ 0.2− 6 and Re ∼ 300− 1000 (Tay-
lor Reλ = 70−120). They measure the PDF shape (normalized by
its standard deviation) for a large number of experiments with dif-
ferent properties. The range of results, including time variation and
19 Actually they measure the local Voronoi area around each particle: as
noted therein, this is strictly equivalent to a local density PDF. We convert
between the two as they do, taking the density to be the inverse area.
variation across experiments, is shown in Fig. 6. We compare this
with the predicted log-Poisson distribution: from § 4.1, the vari-
ance in the log-Poisson is S = ∆Nint |δ lnρ|2int, so normalizing to
fixed σ =
√
S, the PDF shape varies with the ratio |δ lnρ|int/∆Nint.
Taking the predicted (modest) range in this parameter for the same
range in simulation properties, we show the predicted PDF shapes.
Within this range, the experimental PDF is consistent with the pre-
diction.
The lower panel makes this more quantitative. For each PDF
in Monchaux et al. (2010) we record the variance in linear ρp (Sρ)
and logarithmic lnρp (Slnρp ). This scaling for different distributions
is discussed in detail in Hopkins (2013b, see Fig. 4 in particular).
If the distribution of ρp were exactly log-normal, then there is a
one-to-one relation between the two: Slnρp = ln(1 + Sρ). This ap-
pears to form an “upper envelope” to the experiments. If ρp is dis-
tributed as a Gaussian in linear-ρp, there is also a one-to-one re-
lation (straightforward to compute numerically); this predicts rel-
atively small lnρp variation, in conflict with the simulations. For
the log-Poisson distribution, the relation depends on the second pa-
rameter |δ lnρ|int/∆Nint. As this→ 0, the distribution becomes log-
normal; for finite values, Sρ is smaller than would be predicted for
a log-normal with the same Slnρ; we compare the range predicted
for plausible values of |δ lnρ|int in these experiments (similar pa-
rameters to the simulations in Fig. 8).
We could extend this comparison by including the numerical
simulations at higher ts (and including gravity and shear). But the
agreement with our predictions is already discussed, and it is evi-
dent by-eye that the distributions in Fig. 4 are not exactly lognormal
(they are asymmetric in log-space about the median), nor can they
be strictly Gaussian in linear ρ (which for such large positive fluc-
tuations would require negative densities). While it is less obvious
by eye, the non-trivial fractal spectrum in the turbulent concentra-
tion experiments, discussed at length in Cuzzi et al. (2001), also
requires non-Gaussian PDFs.
5.2 Density Power Spectra
Direct measurements of the power spectrum of lnρ are not available
for the simulations we examine here. However, Johansen & Youdin
(2007) do measure the average one-dimensional power spectra of
the linear grain volume density ρp.20 We can compute this as de-
scribed in § 4.2, and show the results in Fig. 7.21 Down to the sim-
ulation resolution limit (where the simulated power is artificially
suppressed) we see good agreement. Because the power spectrum
here is in linear ρp, saturation effects dilute the clarity of the pre-
dicted transition near te = ts, but it is still apparent. Moreover we
confirm the qualitative prediction that for large τs & 0.1, most of
the power is on relatively large scales where te & tcross and ts. With
smaller ts, there is a larger dynamic range on large scales where
te  ts, over which the power spectrum is flatter. For very small
grains, the power would become more concentrated near te ∼ ts, as
in Fig. 1.
Freeing C∞ and Nd, the simulations with τs = 1 and ρ˜ & 1
20 We exclude their simulation “AA” which uses the two-fluid approxima-
tion, that the authors note cannot capture the full gas-grain cascade and so
predicts an artificially steep power spectrum.
21 To match what was done in that paper precisely, we calculate the volu-
metric density PDF and corresponding variance in linear ρ (Sρ) explicitly
for each scale, use this to obtain the isotropic power spectrum, then use this
to realize the density distribution repeatedly on a grid matching the simula-
tions and compute the discrete Fourier transform, and finally plot the mean
absolute magnitude of the coefficients as a function of k.
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try to fit a slightly steeper slope compared to that predicted in the
default model, but this is not very significant at present (and no sig-
nificant change in Nd is favored). If confirmed, though, this might
imply that the gas turbulence in this regime behaves more like
compressible, super-sonic turbulence (see Boldyrev 2002; Schmidt
et al. 2008); this might be expected when τs and ρp are large, since
the dominant grains can efficiently compress the gas.
We also compare the power spectra from turbulent concentra-
tion simulations. This is the same information as contained in the
correlation function, converted via Eq. 69, so we discuss it below.
5.3 Grain Correlation Functions
In Fig. 8, we compare our predictions to published grain correla-
tion functions ξ in turbulent concentration experiments. The same
information, represented as the linear density power spectrum, is in
Fig. 7. Here we compare the simulations from Pan et al. (2011)
and Yoshimoto & Goto (2007), with the model appropriate for
“pure turbulence” (see § 5.1.3 above).22 The authors each simu-
late a range of Stokes numbers; here we only compare with St > 1
simulations since our model is largely inapplicable to St . 1.
For large St = 43 1, ξ(λ)∼ constant on small scales (there
is no power here since te  ts). But there is significant power on
larger scales, where te ∼ ts (for St = 43, this is when λ/λν & 100).
And ξ(λ) in all cases truncates at the very largest scales because of
the finite box size/driving scale λmax. For smaller St = 10, the rising
portion of ξ(λ) continues to smaller scales, since te ∼ ts at λ/λν ∼
40. For still smaller St = 5 this extends to λ/λν ∼ 10. These are
all confirmed in the simulations. However, for the smallest St ∼
1, ξ(λ) (and hence the power in density fluctuations) continues to
rise even at λ . λν , where te ts. This is well-known, and in fact
for St ∼ 1 a power-law rise in ξ(λ) appears to continue to λ→ 0,
which does not occur when St  1 (see Squires & Eaton 1991;
Bec et al. 2007; Yoshimoto & Goto 2007; Pan et al. 2011). This
effect is fundamentally related to the dissipation range and viscous
effects not included in our model, so we do not expect to capture
it (and, for example, trapping of grains in strain regions outside of
vortices). And this is why we do not reproduce the full small-scale
power in the density PDFs for St = 1 in Fig. 5.
For large-scale eddies and grains with τs & 0.1, we can com-
pare with the simulations in Carballido et al. (2008b). The re-
sults are consistent, but due to limited resolution the simulations
only measure significant clustering in the couple smallest bins/cells
quoted (see their Fig. 9); so the constraint is not particularly useful
(significantly more information is available in Fig. 7).
5.4 Maximum Grain Densities
5.4.1 Dependence on Stopping Time
Fig. 9 compares these predictions for the maximum grain concen-
tration to the maximum measured in the MRI-unstable simulations
from § 5.1.1 (Dittrich et al. 2013). Recall, here α and Π are ap-
proximately constant in all cases, and grain-gas back-reaction is
ignored (ρ˜→ 0), so the only varied parameter is τs. In the range
τs ∼ 0.01− 1, our predictions are in remarkably good agreement
22 Perhaps because of different definitions, the normalizations for the cor-
relation functions ξ, at identical Stokes and Reynolds number, disagree be-
tween the authors at the factor ∼few level. However the shape of ξ in all
cases agrees extremely well in both studies. So we treat the normalization
as arbitrary at this level and focus on the shape comparison.
with the simulations, with the maximum grain concentration in-
creasing from tens of percent to factors & 300, for the simple as-
sumption Nd = 2. Only a small range Nd ∼ 1.8− 2.2 is allowed
if we free this parameter. For 1 < τs . 5, the predictions are also
reasonably accurate. At very large τs & 10, however, we appear
to under-estimate the magnitude of fluctuations; though it also ap-
pears that there is some change in the vertical structure in these
simulations relative to what is expected (discussed in Dittrich et al.
2013), so the large Σp,max may not entirely reflect midplane density
fluctuations.
As noted above, it is important that we account for finite reso-
lution here. We compare the predictions using our best-estimate of
λmax (the driving scale) relative to the finite resolution limit (fac-
tor of ∼ 100 in scale), to the prediction assuming infinite reso-
lution (and Re→∞), with density measured on infinitely small
scales. For large grains, this makes little difference (most power is
on large scales). For small grains τs 1, however, the difference is
dramatic. Very small grains with τs ∼ 0.01 may still experience fac-
tor & 100 fluctuations on small scales. This should not be surpris-
ing, however – this is already evident in the turbulent concentration
simulations, which exhibit such large fluctuations (even over lim-
ited Reynolds number, but covering the range where ts ∼ te) despite
τs → 0, effectively. These ρp fluctuations, for small grains, occur
on scales where ts ∼ te, and resolving their full dynamic range (get-
ting convergence here) requires resolution of the broad peak in the
response function (Fig. 1), crudely we estimate 0.05 ts . te . 20 ts
should be spanned. This translates, even in idealized simulations,
to large Reynolds numbers Re & 104− 105 (not surprising, since
the simulations in Fig. 5 are not converged yet at Re∼ 1000). And
for the simulations here, which have a fixed box size at of order
the dust layer scale height, this would require resolution of a fac-
tor ∼ 106 below the largest eddies scales λmax (far beyond present
capabilities).
Interestingly, we predict a “partial” convergence: because
|δ lnρ| is non-monotonic in λ, the fluctuations on large scales can
converge at reasonable resolution (factor ∼ 2 changes relative to
the simulations here make little difference to the predicted curve).
Only when the resolution is increased by the much larger factor
described above does the additional power manifest. So, if the “in-
teresting” fluctuations are those on large scales, such simulations,
or the approximations in Table 2, are reasonable.
5.4.2 Dependence on Scale
Johansen et al. (2012) present the maximum density as a function
of scale in streaming-instability simulations similar to those in Jo-
hansen & Youdin (2007).23 Given α, Π, ρ˜ and τs = 0.3 specified in
the simulation, it is straightforward to predict ρp,max(λ) and com-
pare to their result (using ρp(λmax) = 〈ρp〉 at the dust scale height).
As discussed in § 4.4 and in Table 2, on large scales ρp,max ∝ λ−γ
with γ ≈C∞ [1−exp(−|δ0|)]; for τs = 0.3 and ρ˜= 0.25, this gives
γ ≈ 1.5, a power-law like scaling in excellent agreement with the
simulations.
5.4.3 Dependence on Eddy Turnover Time
In the simulations of Dittrich et al. (2013) from Fig. 9, the au-
thors also note that in a separate series of simulations with fixed
τs = 1, they see a significant dependence of the maximum ρp
on the lifetime/coherence time of the largest eddies. They quan-
tify this by comparing ρp,max to (twice) the correlation time of
23 We specifically compare their simulations with no collisions and no
grain self-gravity.
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the longest-lived Fourier modes, which should be similar to our
te(λmax). As discussed in Appendix B, on sufficiently large scales
(te  Ω−1), |δ lnρ| and fluctuation properties asymptote to values
independent of te (the scalings in Table 2). However for smaller
te(λmax) . 1, since the power for large grains τs ∼ 1 is concen-
trated on scales with te ∼ ts ∼ Ω−1, the integrated power will de-
cline if the top scales only include smaller eddies. Given the asymp-
totic scaling of ϖ ∝ τ˜−1/2s for τ˜s  τs (te  Ω−1) and τ˜s  1
(te  ts), we expect that the power at the largest scales will scale
∝ τ˜s(λmax)−1/2 ∝ te(λmax)1/2. Performing the full calculation for
comparable Reynolds number to the simulations, we indeed pre-
dict a scaling ρp,max ∝ (te(λmax)Ω)0.4−0.7 (for a range τs ∼ 0.5−2),
until saturation. Fig. 10 explicitly compares this to the scaling in
those simulations; the agreement is good.
5.4.4 Effects of Simulation Dimension
Note that, in Johansen & Youdin (2007) and Bai & Stone (2010b,a),
some significant differences are found between two-dimensional
and three-dimensional simulations. To first order, the differences
are accounted for in our model, not because of a fundamental
change in the behavior of grains in response to eddies, but rather
because of the different amplitudes of turbulence and/or vertical
stratification in the simulations. In three dimensions, it appears
more difficult for the streaming instability to generate large-α tur-
bulence. That result itself is not part of our model here, however,
for the given α in the different simulations, our predictions appear
to agree with the different simulation PDFs.
5.4.5 Effects of Pressure Gradients and Metallicity
Pressure gradients (Π) and metallicity (Z) enter our model only
indirectly, by altering the value of the parameters ρ˜ and β, and
– under some circumstances such as streaming-instability turbu-
lence – by altering the bulk turbulent properties (velocities/eddy
turnover times). We have already derived the dependence of β on
α, ρ˜, and Π. And we expect ρ˜= (Σp/Σgas)(hgas/hp)≈ Z (τs/α)1/2
(see Carballido et al. 2006; Youdin & Lithwick 2007). When other
parameters are fixed (for example, if the turbulence is externally
driven), it is straightforward to accommodate these parameter vari-
ations. However, the dependence of bulk turbulent properties α and
te(λmax) on Z and Π (or other disk properties) requires some ad-
ditional model for the driving and generation of turbulence. Bai &
Stone (2010c) consider a survey of these parameters, in the regime
where the turbulence is driven by the streaming instability, and
find that the dust layer scale height, turbulent dispersion α, and
largest eddy scales depend in highly non-linear and non-monotonic
fashion on Z and Π. If we adopt some of the simple dimensional
scalings they propose therein for these quantities, we qualitatively
reproduce the same trends they see: ρp max increases with both in-
creasing Z (increasing ρ˜) and decreasing Π (weaker drift, larger β),
but it is difficult to construct a quantitative comparison.
6 DISCUSSION
6.1 Summary
We propose a simple, analytic, phenomenological model for the
clustering of aerodynamic grains in turbulent media (with or with-
out external shear and gravity). We show that this leads to unique,
definite predictions for quantities such as the grain density distribu-
tion, density fluctuation power spectrum, maximum grain densities,
and correlation functions, as a function of grain stopping/friction
time, grain-to-gas volume density ratio, and properties of the turbu-
lence. Our predictions are specifically appropriate for inertial-range
turbulence, with large Reynolds numbers and Stokes numbers (ts
large compared to the eddy turnover time at the viscous scale),
the regime of most astrophysical relevance. Within this range, we
compare these predictions to numerical simulations and laboratory
experiments, with a wide range in stopping times and turbulence
properties, and show that they agree well.
The model assumes that grain density fluctuations are domi-
nated by coherent turbulent eddies, presumably in the form of sim-
ple vortices. Such eddies act to accelerate grains and preferentially
disperse them away from the eddy center (concentrating grains in
the interstices between eddies). Qualitatively, such behavior has
been observed in a wide range of simulations and experiments (see
§ 1). Quantitatively, our model first adopts a simple calculation of
the effects of a vortex with a given eddy turnover time (and lifetime
of the same duration) acting on an initially homogeneous, isotropic
Lagrangian grain population. We then attach this calculation to a
simple assumption for eddy structures on different scales: namely
that eddies on different scales are self-similar, statistically indepen-
dent, and reproduce a Kolmogorov-type scaling.
6.2 Key Conclusions and Predictions
• Large grain density fluctuations are expected even in in-
compressible turbulence: We predict that even a small aerody-
namic de-coupling between gas and grains allows for large (order-
of-magnitude) fluctuations in ρp, even while gas density fluctua-
tions are negligible.
• Grain density fluctuations do not explicitly depend on the
driving mechanisms of turbulence: Given the simplistic level of
detail in our model, it applies equally to simulations with turbu-
lence arising via MRI, Kelvin-Helmholtz, and streaming instabil-
ities, or artificially (numerically) driven. Still, even with limited
accounting for the detailed structure of turbulence, we are able to
predict some dependence of fluctuations on the stopping time ts,
the ratio of volume-averaged grain-to-gas densities ρ˜, and some
basic properties of the turbulence (the Reynolds number and ve-
locity/length/time scale at the driving scale). These can, of course,
change depending on the driving.
• The grain density distribution ρp is log-Poisson:
PV (lnρp)dlnρp ≈ ∆N
m
int exp(−∆Nint)
Γ(m + 1)
dlnρp
|δ lnρ|int (72)
m = |δ lnρ|−1int
{
∆Nint
[
1− exp(−|δ lnρ|int)
]
− ln
( ρp
〈ρp〉
)}
We predict ∆Nint and |δ lnρ|int as a function of turbulent proper-
ties. This arises (in the model here) because the number of eddies
is quantized (Poisson), and each produces a multiplicative (loga-
rithmic) effect on the grain density field.
Generically, we suggest that this can be used as a fitting func-
tion, where the best-fit value of ∆Nint ∼C∞ ln(λmax/λmin) crudely
measures the dynamic range of the cascade over which density fluc-
tuations occur, and the value |δ lnρ|int reflects the rms fluctuation
amplitude “per event” in the turbulence.
• On large scales (te & Ω−1) shear/gravity dramatically en-
hances density fluctuations.
In this model, the fluctuation “response” in large (te & Ω−1) ed-
dies is approximately scale-free, with amplitude |δ lnρ| ∼ 2Nd (τs +
τ−1s )
−1. The variance in lnρp, and maximum values of ρp, increase
with τs up to a maximum near τs ∼ 1 (where maximum ρp values
can reach thousands of times the mean); much larger grains are too
weakly coupled to experience fluctuations and behave in an approx-
imately “free-steaming” manner.
The maximum ρp(r) on a smoothing scale r scales ∝ r−γ with
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γ ∼ C∞ [1− exp(−|δ lnρ|)]; for small grains with |δ lnρ|  1
γ ∼ 2 |δ lnρ| is small, so the scale-dependence is shallow. For large
grains with |δ lnρ|& 1, γ saturates at ∼ 2 (isothermal-like).
Most of the power in ρp fluctuations is on large scales for large
grains, while for small grains the power spectrum is approximately
flat over a range of scales down to a scale λcrit where the rms eddy-
crossing time becomes shorter than the grain stopping time, below
which power is suppressed.
• On small scales (te  Ω−1), grain clustering depends only
on the ratio ts/te.
Within the context of our model, the fluctuation amplitude in
small eddies is maximized around ts ∼ te, declining∝ ts/te for ts
te (where eddies are “flung out” of vortices at speeds limited by the
eddy terminal velocity ∝ ts) and ∝ (ts/te)−1/2 for ts  te (where
eddies cannot fully trap grains, so their effects add incoherently in
a Brownian random walk).
Integrated over a sufficiently broad cascade (Reynolds number
→∞), this means that some eddies will always have ts ∼ te, so the
integrated density variance and maximum ρp always converge to
values only weakly dependent on the absolute value ts. The max-
imum ρp can reach several hundred times the mean grain den-
sity, even in the limit ρp  ρg and τs  1. The variance is con-
centrated on small scales, however, and the “resonance region”
of eddy turnover time is broad – so resolving this in simulations
or experiments requires resolved eddies at least over the range
0.05 ts . te . 20 ts (Reynolds numbers at least & 104−105).
The grain-grain correlation function ξ(r) in this limit scales
weakly on the largest scales (∝ ln(1/r)), until approaching te ∼ ts
where it rises as ξ(r) ∝ (ts/te)2 ∝ r−2(1−ζ1) (a slope near unity),
then converges (flattens to ξ(r)→ constant) below te . ts.
• Stronger turbulence enhances clustering: At otherwise
identical properties, larger values of the Mach number, Reynolds
number, or driving-scale eddy turnover time te(λmax)Ω give rise
to a larger dynamic range of the cascade driving ρp fluctuations.
Stronger turbulence may decrease 〈ρp〉, so it is not necessarily the
case that these lead to larger absolute maximum values of ρp, but
only stronger grain clumping. Conversely, larger drift (laminar rel-
ative grain-gas velocities) weakens the clustering, by suppressing
the time grains interact with single eddies.
• Higher grain-to-gas density ratios enhance clustering of
small grains: We attempt to consider some very simple approxi-
mations to account for the regime where the back-reaction of grains
on gas is important. Remarkably, the predictions of the model here
appear to reasonably describe simulations in this limit (despite
many of our assumptions formally breaking down). Bearing these
caveats in mind, this predicts that, up to a saturation level where
ts (1 + ρ˜) & 1, increasing the volume density of grains increases
their effective stopping time by dragging gas in a local wake, lead-
ing to larger terminal velocities and eddy effects.
• Coherent eddy structure is critical: Our predictions rely fun-
damentally on locally coherent (albeit short-lived) structures in tur-
bulence. We show that a purely Markovian (Gaussian random field)
approximation does not produce fluctuations nearly as large (nor
with the correct scaling). So in some sense inertial-range ρp fluctu-
ations depend intrinsically on structure in the gas turbulence. This
may not necessarily be captured in models which treat density per-
turbations purely as a “turbulent diffusion” term or Brownian mo-
tion.
6.3 Limitations of This Model & Areas for Future Work
This paper is intended as a first step to a model of grain clustering
in inertial-range turbulence, and many aspects could be improved.
We have intentionally excluded many important details of turbulent
structure, higher-order grain-gas coupling terms, and other effects,
in order to construct a simplest-possible phenomenological model
which is able to reproduce certain basic statistics of grains in tur-
bulence. As such, many areas a ripe for further investigation.
For example, we fundamentally assume that grains have no
effect on the character of gas turbulence statistics (though it may
drive that turbulence), which is probably not true when ρp & 1.
And indeed, we see our predictions do not agree well with the sim-
ulations when ρ˜ 1. Similarly, we appear to predict too rapid a
turnover in grain clustering when τs  1. In these limits, it might
be more accurate to begin from the statistics of a purely collision-
less grain system, and treat the gas perturbatively (essentially the
opposite of our approach). Further investigation of this regime is
warranted.
We also simplify tremendously by only considering the mean
effects of eddies with a given scale; but even at fixed eddy scale
there should be a distribution of eddy structure, meaning that
δ lnρ(λ) is not simply a number but itself a distribution. More de-
tailed models could generalize our model here to allow this. Such
generalizations have been developed for the pure gas statistics (see
Castaing 1996; Chainais 2006); however, experimental data has
been largely unable to distinguish that case from the simplified
model. We show one example of such a model, which suggests that
the character of the grain density PDF at high-ρp may be able to
distinguish such higher-order models. Other such models, for ex-
ample the β-models proposed in Hogan et al. (1999), may be more
accurate still.
We have also, of course, assumed a very simplistic model for
the eddy statistics, which assumes they are self-similar and statis-
tically independent. In detail, neither of these assumptions is true
in real turbulence. A more detailed model for the hierarchy of ed-
dies could be coupled to the results we have derived for the be-
havior of grains encountering individual eddies; this is straightfor-
ward. However it is more complicated to properly account for the
non-independent nature of eddies, since if one wishes to treat this
case in detail, it is no longer a good approximation to apply the
results of our calculation for single eddies to “each,” because of
non-linear terms in the grain response function. It remains to be
seen if the non-linear behavior can be captured outside of direct
numerical simulations.
We have also ignored the role of the strain field in determin-
ing the clustering of grains; we have essentially considered vortic-
ity as a force “expelling” grains (except in anti-cyclonic vortices
in a rotating disk, which lead to concentration effects we explic-
itly model), and modeled their concentration with a simple mass-
conservation argument (based on what is expelled being “spread
about”). This is obviously an over-simplification, and will be most
significant in the high-grain density regime in small-scale turbu-
lence. Future work should attempt to explicitly model the form and
dynamics of grain density fluctuations in a non-linear strain field.
Additionally, our calculation ignores grain-grain collisions,
which may significantly alter the statistics on the smallest scales
in high-density regions (see Johansen et al. 2012). And our scal-
ings are derived for inertial-range turbulence; the case appropriate
for small Stokes numbers where concentration occurs at/below the
viscous scale is much more well-studied in the terrestrial turbu-
lence literature (see § 1), and may be more relevant for the smallest
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grains. Thus on the smallest scales where collisions and/or viscous
effects dominate, our predictions are expected to break down.
6.4 Implications
Despite these significant limitations, the model here has a range of
implications for many important astrophysical questions. An ana-
lytic model for grain clustering is particularly important in order
to extrapolate to regimes which cannot easily be simulated (large
Reynolds numbers and/or small scales). With an analytic descrip-
tion of the grain density power spectrum, it becomes straightfor-
ward to apply methods such as those in Hopkins & Christiansen
(2013) to estimate the mass and/or size spectra of grain aggrega-
tions meeting various “interesting” criteria (such as those aggrega-
tions which are self-gravitating).
Large grain clustering is of central importance to planetesi-
mal formation. In grain overdensities reaching∼ 100−1000 times
the mean, local grain densities in proto-planetary disks can easily
exceed gas densities, triggering additional processes such as the
streaming instability. It is even possible that such large fluctuations
can directly exceed the Roche density and promote gravitational
collapse (see Cuzzi et al. 2008). In future work, we will use the
model here to investigate the conditions under which such collapse
may be possible.
Grain-grain collisions in proto-planetary disks and the ISM
depend sensitively on the small-scale clustering of grains, i.e.
〈n2(λ→ 0)〉, which we show can differ dramatically from a homo-
geneous medium, even for very small grains. Even simple clump-
ing factors 〈n2〉/〈n〉2 can be large ( 1). Thus grain clustering can
make substantial differences to quantities such as grain collision
rates and approach velocities.
Radiative transfer through the dusty ISM (and consequences
such as emission, absorption, and cooling via dust) also depend on
dust clumping. Depending on the geometry and details of the prob-
lem, this can even extend to extremely small-scale clustering prop-
erties within the dust, where inhomogeneities cannot be resolved
in current simulations and may depend critically on dust clustering
even independent of gas density fluctuations.
This model should be equally applicable to terrestrial turbu-
lence, in the case of large Reynolds and Stokes numbers. We predict
that even relatively large or heavy aerosols may undergo large num-
ber density fluctuations in inertial-range turbulence. We specifically
provide a theoretical framework for the observations of preferential
concentration of large-St grains with amplitudes larger than those
corresponding to pure random-phase models (Bec et al. 2007), with
scale-dependent Stokes number τ˜s = τs/te(λ). Measurements of the
clustering scales of these particles and their amplitudes can strongly
constrain the role of coherent structures in preferential concentra-
tion and their geometry/fractal structure.
The intention here is to provide a simple framework in which
to interpret simulations and experiments of grain clumping. We
provide general fitting functions, which can be used in simulations
to quantify important properties of turbulent fluctuations, such as
the dynamic range of the cascade contributing to fluctuations and
the magnitude of coherent “events.” They also provide a guideline
for understanding on which scales simulations can resolve clump-
ing, and to understand the regimes to which these results can be
generalized.
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APPENDIX A: AN EXACT SOLUTION FOR THE
RESPONSE FUNCTION
A1 General Case
In the text we discuss the response of grains to a vortex with pure
vorticity 1/te (δuθ = r/te, δur = 0). Here we derive this more ex-
actly.
Consider a vortex which appears for a time δt = te, so δu(t) =
δuΘ(0< t < te). First note that, for this particular choice of δu, we
have δux = δu · xˆ =−y/te, δuy = +x/te.24 In cartesian coordinates,
the equations of motion (Eq. 2) in the vortex plane then become
δv˙x = 2ΩR δvy− t−1s (δvx + t−1e y) (A1)
δv˙y =−12 ΩR δvx− t
−1
s (δvy− t−1e x) (A2)
Note that δvx = x˙ and δvy = y˙. For convenience, define the time in
units of ts, so x′ ≡ ts x˙ and so on. Now the equations become
x′′ = 2τs y′− x′− τ˜s y (A3)
y′′ =−1
2
τs x′− y′+ τ˜s x (A4)
If we define the vector x≡ (x, y, x′, y′), this is a linear system:
x′ = M · x (A5)
M≡

0 0 1 0
0 0 0 1
0 −τ˜s −1 2τs
τ˜s 0 − 12τs −1
 (A6)
The eigenvalues λi of M solve the characteristic polynomial:
λ4i + 2λ
3
i + (1 + τ
2
s )λ
2
i − 52 τs τ˜sλi + τ˜
2
s = 0 (A7)
Since this is a simple system of linear ordinary differential
equations, the solution x(t/ts) is given by
x(t/ts) = V · [Λ · (V−1 ·x0)] (A8)
where x0 ≡ x(t = 0), Λ is the diagonal matrix of eigenfunctions
Λi j = δi j exp(−λi t/ts) (A9)
and V is the column matrix of eigenvectors vi corresponding to
each eigenvalue λi
V≡

v1
...
...
...
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
v2
...
...
...
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
v3
...
...
...
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
v4
...
...
...
 (A10)
At t = t1 = |te|, the vortex is removed, so we have
x1 ≡ x(t = |te|) = V · [Λ1 · (V−1 ·x0)] (A11)
Λ1, i j = δi j exp(−λi |te|/ts) (A12)
and the equations of motion become
δv˙x = 2ΩR δvy− t−1s δvx (A13)
δv˙y =−12 ΩR δvx− t
−1
s δvy (A14)
It is straightforward to see that this has the solution δvx =
a exp(−[1 + ıτs](t− t1)/ts) + b exp(−[1− ıτs](t− t1)/ts), and a
corresponding form for δvy, where the constants are determined by
24 Here the sign of te can be positive or negative, reflecting cyclonic or
anti-cyclonic vortices, respectively.
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matching to δvx(t = t1) = t−1s x′(t = t1) and δvy(t = t1) = t−1s y′ (t =
t2). The velocities are exponentially damped (since δu(t > te) = 0,
and the final positions x f , y f are given by
x f = x(t1) +
∫ ∞
t1
δvx(t)dt = x(t1) +
x′(t1) + 2τs y′(t1)
1 + τ 2s
(A15)
y f = y(t1) +
∫ ∞
t1
δvy(t)dt = y(t1) +
y′(t1)− 12 τs x′(t1)
1 + τ 2s
(A16)
we can write this as a linear transform
x f = P ·x1 = P · {V · [Λ1 · (V−1 ·x0)]} (A17)
P≡

1 0 (1 + τ 2s )−1 2τs (1 + τ 2s )−1
0 1 − 12 τs (1 + τ 2s )−1 (1 + τ 2s )−1
0 0 0 0
0 0 0 0
 (A18)
So the final coordinates are simply a linear transformation of the
initial coordinates:
x f = T ·x0 (A19)
T≡ P ·V ·Λ1 ·V−1 (A20)
Now, consider particles with negligible initial velocities
δv(t = 0) ≈ 0 (since we wish to focus on the mean perturbation
to their distribution); we will include the effects of non-zero initial
velocity below. We can then write(
x f
y f
)
= J ·
(
x0
y0
)
(A21)
J≡
(
T1,1 T1,2
T2,1 T2,2
)
(A22)
i.e. the Jacobian matrix J is just the upper-left block of the matrix
T. The mapping from (x0, y0)→ (x f , y f ) is just a linear coordinate
transformation, so the density distribution ρ of particles must obey
ρ f dx f dy f = ρ0 dx0 dy0 (A23)
ρ f = |Det[J]|−1 ρ0 (A24)
so f f is simply related to f0 by the determinant of J. Since this is
independent of position, we have
〈δ lnρ〉= δ lnρ=− ln |Det[J] |=−2ϖ (A25)
ϖ≡ 1
2
ln |Det[J] | (A26)
In general, this must be evaluated numerically, since λi has
no closed-form general solution. However, we can exactly evaluate
several limiting expressions.
A2 Large Eddies
First, consider the limit of large eddies, |teΩ|  1. While we can
derive the limiting expression directly from the above, it is eas-
ier to start with our equations of motion, and linearize in terms of
O(|te Ω|)−1  1. It is easy to verify this admits a solution of the
form x∝ exp(λ|teΩ|1[τs] t/|te|), with eigenvalues
λ|teΩ|1 =
5τs/4±
√
(3τs/4)2−1
1 + τ 2s
SIGN(te) (A27)
where SIGN(te)≡+1 if te > 0, which in these units means the eddy
is cylonic (the sign of the vorticity is the same as that of the Kep-
lerian flow), and SIGN(te)≡−1 if te < 0 refers to an anti-cyclonic
eddy. For teΩ > 0 this is a growing mode, so the eddy seeds ex-
ponential dispersal of the particles (expansion of their Lagrangian
radius), while for teΩ< 0 the eddy concentrates particles. Note that
the second-derivative termsO(|te Ω|)−2 drop here, so this becomes
a first-order linear system of ODEs, and the governing matrices are
now 2× 2, with the form (written in the same notation as our gen-
eral derivation above)(
x′
y′
)
= M
(
x
y
)
(A28)
M→ ts
te
1
1 + τ 2s
(
2τs −1
−1 2τs
)
(A29)
After some tedious but straightforward linear algebra, we ob-
tain the Jacobian determinant:
ϖ(|te Ω 1|)→ 54 SIGN(te)
τs
1 + τ 2s
(A30)
We see that this is just the linear growth rate (λ/te) of the radius
(the ±√(3τs/4)2−1 term in the eigenvalue represents motion of
the particles on elliptical trajectories), times the eddy lifetime (te)
as we should anticipate for a weak perturbation. Interestingly, this
means when |teΩ|  1, the perturbation becomes independent of te
and depends only on τs. The 5/4 coefficient here comes from the
fact that shear enhances the dispersal more strongly in the x direc-
tion (the +2Ω term) than in the y direction (the −1/2Ω term). Av-
eraged over initial positions, the mean “stretching” coefficient for
the ellipse along which particles in some initial ring are sheared
goes as the mean of the absolute value of the two coefficients:
(1/2)(|2|+ |−1/2|) = 5/4.
A3 Small Eddies
Now consider small eddies, |teΩ 1|. To leading order, we can
now drop the shear terms in M, and obtain
λi =−12
(
1±√1± ı4 τ˜s
)
(A31)
The eigenvalues come in two conjugate pairs, a growing pair and
a decaying pair. The conjugation simply represents rotation, since
the equations without shear are symmetric under rotation. Taking
r2 ∝ x2 + y2 with x∼∑ ai exp(λi t/ts), it is straightforward to see
that this translates to four radial modes: three are damped, one with
decay rate (real part of the radial eigenvalue) = 1/ts and a conjugate
pair with decay rate = 1/(2 ts). And one is a growing mode, with
growth rate = [−2+
√
2(1 +
√
1 + 16τ 2s )]/(4 ts), the mode noted
in the main text.25
With these eigenvalues, we obtain
ϖ→−2 + a+ + a−
4 |τ˜s| − ln2−
1
4
ln(1 + 16 τ˜ 2s ) (A32)
+
1
2
ln
[
− (1 + 2 ı τ˜s−a+) +(1 + 2 ı τ˜s + a+) exp(a+ |τ˜s|−1)
]
+
1
2
ln
[
− (1−2 ı τ˜s−a−) +(1−2 ı τ˜s + a−) exp(a− |τ˜s|−1)
]
a± ≡
√
1± ı4 τ˜s (A33)
Here, ϖ is identical under the transformation τ˜s→−τ˜s (te→−te),
so cyclonic and anti-cyclonic vortices behave identically. This
should be obvious from the symmetry of the problem absent shear.
Since ϖ > 0 for all τ˜s, this means grains are always dispersed by
small eddies, independent of the eddy orientation.
25 To show this, apply Euler’s formula to the λi values above, and
use the identities cos(tan−1 [x]/2) = 2−1/2 [1 + (1 + x2)−1/2]1/2 and
sin(tan−1 [x]/2) = 2−1/2 x [1 + x2]−1/2 [1 + (1 + x2)−1/2]−1/2.
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The expression for ϖ above is rather opaque; however it can
be approximated to ∼ 1% accuracy at all τ˜s by
ϖ≈ |τ˜s|
[
1 +
|τ˜s|
ln
√
2
(1 + |τ˜s|−1)−1/5
]−1
(A34)
And the limits are easily evaluated:
ϖ→ |τ˜s| (|τ˜s|  1) (A35)
ϖ→ ln
√
2 (|τ˜s|  1) (A36)
APPENDIX B: APPROXIMATE EXPRESSIONS FOR
LARGE GRAINS
For large grains (τs & 0.1), and/or large scales (te & 0.1Ω−1)
with appreciable levels of turbulence (α & 10−8), we can sim-
plify our derivations considerably. Over the dynamic range
where nearly all the power in density fluctuations is concen-
trated in Fig. 1, we see that the response function is approx-
imately constant, with its asymptotic value ϖ ≈ (5/4)/(τs +
τ−1s ). Over the same range, the β term in g(λe) (Table 1) is
almost always dominant in the function g (g(λe) ≈ β−2), so
h(λe) ≈ (τ˜s/τ˜s(λmax))(λe/λmax)g(λe)−1/2 ≈ β |ve|/|ve(λmax)| =
|ve|/|vdrift|. Using |ve|/|ve(λmax)|= (λe/λmax)ζ1 , we obtain
〈δ lnρ〉 ≈ − 5Nd/4
τs + τ
−1
s
[
1 +β−1
( λe
λmax
)−ζ1]−1
SIGN(te) (B1)
With this approximation, ∆lnρ = C∞ |δ lnρ|2 follows trivially.
The integral quantities µ and Slnρ used to estimate the density dis-
tribution and Sρ can be evaluated exactly in closed form; these are
presented in Table 2. The integral ρp,max is straightforward to evalu-
ate numerically, but the closed-form expression is rather unwieldy;
using the fact that neither |δ0| (Table 2) or β are extremely large
(& 100), the exact integral can be approximated to very good accu-
racy by the function (from the logarithmic series expansion) given
in Table 2.
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