Abstract-The Cygnus radiographic machine is a relatively compact low-energy (< 3 MV) X-ray source with some extremely desirable features for radiographic applications. These features include small spot size, which is critical for high-spatial resolution, and high dose in a low-energy range. The X-ray source is based on bremsstrahlung production in a small-diameter (∼0.75 mm) tungsten rod by a high-current (∼60 kA) electron beam converging at the tip of the rod. For quantitative analysis of radiographic data, it is essential to determine the bremsstrahlung spectrum accurately. We have used the radiographic chain model to self-consistently model the diode with a 2-D particle-in-cell (PIC) code (Merlin) linked to an electron-photon Monte Carlo code to obtain the spectrum under three different situations: a steady-state spectrum using a voltage pulse of 2.25 MV, a time-integrated spectrum using a time-dependent experimental voltage pulse, and the spectrum resulting from inclusion of reflexing electrons around the anode rod in our PIC simulation. Detailed electron dynamics were obtained. We conclude that the time-integrated bremsstrahlung spectrum is significantly softer than that of the steady state. Including the effects of reflexing electrons using a Monte Carlo transport method in Merlin produced a spectrum in better agreement with experimental data.
I. INTRODUCTION

C
YGNUS is an intense bremsstrahlung flash X-ray source that contains a rod-pinch diode [1] and associated pulsedpower driver [2] . Used for radiography at the Nevada Test Site, Cygnus performs much better than alternative radiographic sources because of its dramatically reduced spot size (∼1.1 mm, related to the rod size) and a relatively large dose (> 4 rad at 1 m) [1] . Although Cygnus produces high-quality radiography, the diode physics and the resulting bremsstrahlung spectrum have not been fully investigated and characterized, and quantitative radiography has not been conducted to the desired precision.
A self-consistent simulation of the Cygnus diode and its generation of bremsstrahlung photons have been performed with the radiographic chain model (RCM) [3] . The RCM ( Fig. 1) consists of a suite of codes such as the electromagnetic particle-in-cell (PIC) code Merlin [4] , a hydrodynamic code for evolution of the convert target, and the Monte Carlo N-Particle (MCNP) [5] electron-photon transport code, self-consistently linked together to simulate the end-to-end radiographic process. For the Cygnus source simulation, the hydrodynamic expansion of the anode rod is ignored because the typical hydrodynamic time scale is on the order of a few microseconds, and the lowdensity plasma of the expanding anode is unlikely to contribute significant amount of bremsstrahlung. The PIC techniques provide an electromagnetically self-consistent simulation of the process of generation of electrons in the diode. Detailed distributions of the electron momenta and positions are obtained at the surface of the anode rod. In the frame work of RCM, the distributions are subsequently used in MCNP to model the electron transport in the anode rod. The electromagnetic fields are ignored inside the anode rod due to its high conductivity. The bremsstrahlung process from the electron transport results in the radiographic X-ray spectrum from the Cygnus diode. Following the framework of RCM, the X-ray transport in a 3-D model of an experiment can be calculated in a self-consistent manner for comparison with available data. This paper will focus on comparison of calculated results of the Cygnus spectrum using increasingly complex simulation approaches. These spectra are then used to obtain transmission curves of a step wedge to compare with experimental data.
The Cygnus calculations with Merlin were adapted in three stages with increased complexity of the diode model at each stage to simulate the overall fidelity of each model. In the first case, under the assumption that the peak voltage dominated the diode's radiographic performance, the time dependent current-voltage characteristic in the Cygnus model was approximated with a steady-state voltage after a short rise time. The peak voltage of a typical Cygnus pulse used in the simulation was 2.25 MV. A "steady-state" X-ray spectrum was then calculated. In the second case, the current-voltage characteristic was modeled by using the measured Cygnus voltage pulse as input in the simulation, and a time-integrated spectrum was calculated. Last, the effects of electrons reflexing around the anode were investigated. In the reflexing process, an electron collides with the anode but retains enough of its kinetic energy to turn around and make multiple passes through the anode, thus generating lower energy bremsstrahlung with each pass. We modeled the reflexing of electrons with a Monte Carlo technique in the Merlin PIC code [4] and calculated the resulting spectrum. The method used in Merlin for the Monte Carlo transport implementation includes both scattering of electrons by background atoms based on Bethe's multiple scattering [6] and energy degradation calculated by Bethe's formula [7] using the continuing slowing down approximation. Validation of the Monte Carlo implementation was done by calculating electron transmission probability to obtain its energy range relation in materials, which agreed very well with empirical results. Details were reported by Kwan and Snell [4] .
Here, we present the results of the RCM investigations of the three simulation cases. To validate the source models (X-ray spectra), we also present X-ray transmission curves calculated using a detailed step-wedge model in MCNP for comparison with step-wedge measurements obtained from Cygnus experiments.
II. RADIOGRAPHIC CHAIN MODEL OF CYGNUS
A. Cygnus Diode Configuration
In the Cygnus design (Fig. 2) , a rod-pinch diode [8] , [9] is enclosed in a chamber that has a typical vacuum of 1 × 10 −5 torr. The azimuthally symmetric diode consists of a tungsten anode rod inserted through a 9-mm-diameter hole in the center of the cathode, which is an annular aluminum disk. The tip of the anode rod can either be blunt or tapered and extends 1 cm beyond the cathode.
The physics and operating principles of the rod-pinch diode were described in detail by Cooperstein et al. [8] in 2001, and there were a number of subsequent investigations [9] - [13] in the past several years to explore the physics in using the rod pinch diode as radiographic sources. Here, we focus on our simulation methodology and results for the Cygnus rod-pinch diode and its bremsstrahlung spectra. 
B. PIC Simulation of the Cygnus Diode
In our previous work [14] , we reported results of the electron beam dynamics of the Cygnus rod-pinch diode and in particular the effects of the back streaming electrons with respect to the diode geometry. Merlin is a finite-difference, time-domain, 2-D (cylindrical symmetry in our calculations), fully electromagnetic, and relativistic PIC simulation code. From the PIC simulations, we obtained the spatial distribution functions (r and z) and momentum distributions (p z , p x , and p y ) of the electrons impinging on the anode rod. The distributions are used as the electron source in subsequent MCNP calculations to obtain the bremsstrahlung spectra and its transport through radiographic objects.
Following the dimensions and parameters used in the Cygnus experiments, we modeled a 0.75-mm-diameter anode rod and a 9-mm-diameter aperture cathode, as shown in Fig. 3 . The aspect ratio (ratio of the cathode-to-anode radius) is 12. In the 2-D azimuthally symmetric geometry of the simulation, the curved surface at the bottom left corner of Fig. 3 is the anode stalk, which is connected to the much smaller anode rod centered around the z-axis.
A space-charge-limited emission model is used for the generation of electrons and ions in our computer simulations. In this model, the electric field threshold for electron (ion) emission is set to 50 kV/cm (100 kV/cm). The emitted particles initially have zero momentum. Although thermal emission models would be more physical, there are uncertainties in temperature which causes the liberation of ions from monolayers on the anode rod. The use of electric field threshold for ion emission is to approximate the time dependent of ion emission from the anode rod due to bombardment of electrons. The ions are assumed to be protons (with real mass ratio m i /m e = 1836, where m i is the mass of the proton and m e is electron mass). Consistent with the physical diode, a transverse electromagnetic (TEM) wave is launched at the left boundary of the simulation geometry to set up the voltage required for the electron emission from the cathode. The current of the electron beam rises as the voltage increases. During the rise, the electron flow is governed by the physics of space-charge-limited flow, as shown in the top panel of Fig. 4 . However, as the electron current increases, the azimuthal magnetic field starts to strongly influence the electron trajectories. At the same time, hydrogen ions (protons) start to be liberated from the anode surface due to electron bombardments. The presence of hydrogen ions significantly reduces the electric field near the anode.
The magnetic force ( v × B, where v is velocity and B is the magnetic field) on the electrons eventually causes the electron flow to be magnetically dominated. When the voltage pulse has fully risen to 2.25 MV, the electron beam dynamics has changed from space-charge-limited flow to magnetically insulated flow, in which the electrons drift along the anode surface until they finally converge at the tip of the anode rod. The descriptive name "rod-pinch" is attributed to this convergent phenomenon of the electron beam. The electron spatial distribution from our PIC simulation at this time is shown in the bottom panel of Fig. 4 . The behavior of Cygnus diode in our simulation is consistent with earlier findings by Cooperstein et al. [8] . The physical behavior of a high-current electron beam impinging on a small volume of bremsstrahlung converter produces an ideal point-sourcelike X-ray radiographic source. The approximately spherical convergence of electrons into the tip of the tungsten rod generates a relatively isotropic bremsstrahlung source which does not have significant angular dependence.
C. Three Simulation Cases
Three sets of PIC simulations of the Cygnus diode were calculated in this paper: the steady state, the time-integrated pulse, and Merlin Monte Carlo, which included the effects of electron collisions resulting in electron angular scattering and energy degradation within the anode. Each set of simulations is described in detail below.
In the steady-state simulation, electron information was only collected after the driving electromagnetic pulse with a fast The steady-state electron energy has a spread between ∼1.5 and 2.25 MeV with a peak at 2.1 MeV. It is important to note that the electron distribution in z shows that most of the electrons converge to the tip of the anode rod as expected. The electron dynamics exhibits the typical magnetically insulated flow along the anode rod leading to the eventual convergence at the tip of the anode rod.
We performed another PIC simulation of the Cygnus diode in which the experimentally measured diode current-voltage characteristic was modeled. The waveform in Fig. 6 (top panel) was data from the experiment. The black curve is the diode voltage versus time. Note that the amplitude rises to a peak value of ∼2.3 MeV. On average, the pulse lasted ∼100 ns with a rise time of approximately 50 ns, a peak 20-ns duration, and a 30-ns fall.
The red curve shows the diode current as a function of time. The current lags the voltage pulse by about 10 ns owing to the finite threshold of voltage for electron emission at the cathode surface. The late time (> 125 ns) data of the current is, in general, not to be trusted because gap closure of the diode would impair the current diagnostic. To model the dynamic TEM waveform in the diode simulation, the experimental voltage pulse was approximated by a piecewise continuous function in the PIC code and the time history of the driving voltage obtained in the simulation is shown in Fig. 6 (middle panel) . A current probe in the simulation monitored the time history current shown in Fig. 6 (bottom panel). The simulated current-pulse shape generally agrees with the measured current, but its magnitude is ∼30% lower than the measured pulse. The discrepancy may be due to the common occurrence of diode closure which is not modeled in our PIC simulation. This extensive PIC simulation required about a month of continuous execution to complete due to the very long voltage pulselength which required more than half millions time steps in the computer simulation.
The positions and velocities of the electrons reaching the anode rod were recorded with three consecutive time intervals over the pulse period. During this period, the electron dynamics went through the stages from space-charge-limited flow to magnetically insulated flow. The energy distribution and axial (z) distribution of the electrons at the three phases were constructed using time windows of 10, 20, and 10 ns at t = 77 (rise), 100 (peak), and 125 ns (fall), respectively. The distributions are shown in Fig. 7 .
At t = 77 ns, the electrons have a mean energy of ∼1 MeV, and they impinge on the rod over a fairly extended axial location. However, by the time the voltage pulse reaches its peak at t = 100 ns, the magnetically insulated flow has already set in, and the electrons move along the surface of the anode rod and eventually collapse at the tip with a mean energy of about 2 MeV. In the time period around 125 ns, the voltage pulse starts to fall. The energy distribution still peaks at an energy slightly greater than 2 MeV. However, the electron spatial distribution along the anode rod has a significant spread indicating that the dynamics of the electron flow has evidently changed to space-charge-limited flow. The onset of this phenomenon is the result of the electron current having decreased to a level that self-magnetic insulation is no longer the dominant mechanism for the electron flow. Consequently, the pinch dynamics diminishes.
We recently focused on improving the computational Cygnus spectra through the use of the Monte Carlo feature in Merlin to include the reflexed electrons around the anode rod. These resurfaced electrons can be turned around by the electric field between the cathode and the anode, resulting in multiple passes by a single electron. Of course, the electron energy is diminished by collisional processes and bremsstrahlung production as the electrons repeatedly pass through the rod. The contribution to the bremsstrahlung spectrum by these reflexed electrons tends to be in the low-energy region as their kinetic energy is gradually depleted. Fig. 8 shows the energy distributions of the electrons near the surface of the anode obtained from the calculation neglecting the reflexing electrons and from the calculations including the reflexing electrons using three different time steps in the simulations.
Here, the low-energy tail due to the reflexing electrons has a cutoff in energy which shows a correlation with the chosen time step. The relationship between the time step and lowenergy cutoff is due to the resolution of energy degradation of electrons as they traverse through the anode rod. Small time steps yield better energy resolution and, therefore, a small energy cutoff. It is important to choose a time step small enough to minimize such dependence to take into account of all the essential physics for accurate calculation of the bremsstrahlung spectrum. Through the use of successively smaller time step, the electron distribution is found to eventually converge. In Fig. 9 , we compare two electron distributions resulting from time steps of 25 and 50 fs. It is evident that a converged distribution has been achieved. The difference in the very-lowenergy cutoff is not important for radiographic applications because such low-energy bremsstrahlung do not contribute to radiographic images. Consequently, we are confident that the choice of the time step of 50 fs in our PIC simulation will give us the electron distribution with high fidelity. Using the same methodology as in the steady case, an electron phase space on the surface of the anode obtained from the simulation with a 50-fs time step is sourced into the MCNP calculation for the bremsstrahlung spectrum. Fig. 10 . X-ray spectra calculated with the PIC electron distributions on a loglinear plot. The photon energy spectrum is independent of solid angle for cone angles less than 6 • from the axis of the anode where the vertex of the cone is the tip of the anode, but its intensity attenuates according to spherical divergence (R −2 where R is radius from the tip of the anode).
D. MCNP Transport Calculations
To investigate the effects that the different PIC electron distributions would have on the diode X-ray spectra, each Merlin simulation case (steady state, time integrated, and Monte Carlo) was linked with MCNP to obtain the bremsstrahlung spectrum. In this section, after briefly reviewing the MCNP calculation methodology, the results of the spectrum calculations are reported and analyzed.
In our RCM approach to modeling Cygnus, the electron distributions resulting from the PIC calculations were linked directly into MCNP as an electron source. MCNP then calculated the electron transport, collisions, and the resulting X-ray emissions from the high-Z anode/converter tip. X-ray tallies were output as spectra only after the MCNP calculations had achieved a Monte Carlo statistics typically less than 1%. The results of the MCNP spectrum calculations are shown in the log-linear scaled plot in Fig. 10 , in which the area under the curves has been normalized to one.
A close examination of the spectra in Fig. 10 provides a basis for comparison and analysis. The spectra show three primary features: a characteristic line, the bremsstrahlung continuum, and the bremsstrahlung endpoint energy (the maximum X-ray energy in the spectrum). Clearly visible in each spectrum is the 69.5-keV K-edge of the tungsten anode. As expected, this K-edge intensity is higher than the continuum because the characteristic-line absorption and emissions are more efficient than the losses from bremsstrahlung during the electron collisions. The X-ray intensities in the continuum decrease as the X-ray energy increases. Between 0.5 and 1.2 MeV, the slopes of the X-ray spectra are approximately linear (due to the logarithmic scale) indicating the nearly exponential dependence of the intensity on energy. Above ∼1.5 MeV, the spectral intensities attenuate rapidly with a downward inflection to the maximum energy 2.25 MeV, which was the endpoint energy in the PIC simulations. The region of the spectra between 0.5 and 1.2 MeV is important for analyzing the effects of the PIC electron distributions on the resulting diode spectra because the slope of the log-scaled spectrum is approximately linear, or m = d(log(N ))/dE, where m is the slope, N is the spectral intensity, and E is the X-ray energy. The magnitude of m is a figure of merit for the relative distribution of the X-ray energies within the spectrum. For example, for the time-integrated spectrum, m TI ≈ −1.4 MeV −1 , is lower than steady-state spectrum, m SS ≈ −1.2 MeV −1 , because the former has a higher proportion of lower energy X-rays. In this case, the time-integrated spectrum is said to be "softer" than the steady-state spectrum.
Upon inspection of the PIC-generated electron distributions, it is clear that the time-integrated spectrum is softer than the steady-state spectrum because its source-electron distribution has a lower mean energy peak. In this case, the timeintegrated electron distribution (Fig. 7) spans the energies from ∼0.88 keV to 2.25 MeV with a peak at ∼1.8 MeV and a full-width at half-maximum (FWHM) of about 1 MeV. The steady-state PIC electron distribution (Fig. 5 ) has a relatively sharp peak at ∼2.1 MeV and an FWHM of about 0.4 MeV. Thus, the mean and first moment of the source-electron energy distribution appear to be correlated with the spectral distribution ("softness") of X-ray energies in the resulting spectrum.
The resultant X-ray spectrum is actually a superposition of bremsstrahlung emissions from each electron collision in the dense anode. In a collision, the energy lost by an electron is proportional to the endpoint energy of the emitted bremsstrahlung spectrum. Although the detailed electron collisions are very complicated, we can approximate the resulting spectrum by convolving the source-electron distributions over energy with a bremsstrahlung spectrum whose endpoint varies in conjunction with the electron energy. Electron collisions with the anode are modeled in detail with the Monte Carlo technique.
Comparisons with the Monte Carlo spectrum reveal more about the correlations between the electron distributions and the resulting bremsstrahlung spectra. The Monte Carlo electronenergy distribution had a significant tail spanning the energies between ∼0.30 and ∼2.0 MeV (Fig. 8) indicating the Monte Carlo spectrum would be "softer" than the steady-state spectrum. However, the magnitude of the slope in the Monte Carlo spectrum, m MC ≈ −1.2 MeV −1 , is very close to the steadystate spectrum. This apparent hardness is due to the presence in the Monte Carlo electron-energy distribution of a narrow and tall peak whose average value was ∼2.0 MeV and FWHM of ∼0.4 MeV (which was from the converged case of the simulation with a sufficiently small time step Δt = 50 ns), similar to the peak in the steady-state electron distribution.
When the spectra are plotted with a linear-linear scale (Fig. 11) , a subtle difference between the Monte Carlo and steady-state spectra appears more evident: between 0.5 and 1.2 MeV, the steady-state spectrum lies below the Monte Carlo spectrum. This larger number of Monte Carlo midrange X-rays is caused by the low-energy tail in the source Monte Carlo electron distribution.
In Fig. 10 , the logarithmic plot, the number of X-rays with energies above ∼1.2 MeV appear to be significantly different, but these variations are actually minor because, as seen on the linear scale (Fig. 11) , the intensities of all the spectra appear to converge and overlap. This observation reinforces the importance of the spectral region between 0.5 and 1.2 MeV for understanding the source spectra and its contributions to radiographic images.
III. STEP-WEDGE TRANSMISSION CALCULATIONS COMPARED WITH EXPERIMENTAL DATA
We performed a set of simulations and compared the results with experimental measurements to validate the PIC electron distributions (steady state, time dependent, and Monte Carlo) discussed in earlier sections. These electron sources were used in MCNP calculations that included a full-geometry model of an experiment with Cygnus in which transmission data was collected with a Ta step wedge (Fig. 12) .
A step wedge is used to characterize an incident spectrum by filtering out portions of the spectrum in different material thicknesses (i.e., steps). A step wedge is made with a set of blocks (steps), usually of one material, with well-defined thicknesses which correlate to different areal densities. The incident X-rays on the step wedge will sample over a range of areal densities, which are obtained by multiplying the volume density with the thickness of each step along the axis of X-ray transmission.
To evaluate effects due to the differences in the calculated spectra, step-wedge transmission curves are obtained by plotting the X-ray transmission fraction T versus the areal density of each step. The transmission fraction is defined T = n/n 0 , where n is the integrated intensity of the X-rays transmitted Fig. 13 . Computational transmission curves through a tantalum step wedge using the different spectra in Fig. 11 obtained from MCNP calculations are compared to experimental data.
through the material and n 0 is the integrated intensity of the incident X-ray spectrum. In practice, the transmission fraction is obtained by measuring the X-ray dose with and without the step wedge. Calculational transmission curves are compared with step-wedge data from Cygnus in Fig. 13 .
The experimental data were collected using a gamma-ray camera with a Lu 2 SiO 5 scintillator system. A broad range of effects are evident in the low areal density region (< 25 g/cm 2 ) of the transmission curves. These variations demonstrate the magnitude of sensitivity of the step-wedge transmissions to the subtle differences in the weighting of X-rays in the source spectra.
Information is lost in the high-areal density region (> 25 g/cm
2 ), where all the transmission curves attenuate to roughly the same absolute transmission. The undifferentiated transmissions in the region of high-areal density from different models is due to the fact that the X-ray transmissions have diminished below the system noise level, which was caused by scattered X-rays. The effects of scattered X-rays are implicit in the data but modeled explicitly in the MCNP simulations.
In Fig. 13 , the differences in the steady-state and the Monte Carlo spectra are hard to distinguish because of the small (few percent) relative differences in the X-ray spectra. However, the relative softness of the time-integrated spectrum and the steady-state spectrum are easily seen because (m TI − m SS )/m SS = 0.16, i.e., the time-integrated spectrum is ∼16% "softer" than the steady-state spectrum.
All of the transmission curves in Fig. 13 from the PIC-calculated sources show lower transmission efficiencies than that from the experimental data for areal densities less than 25 g/cm 2 . The lower transmissions suggest that the Cygnus simulation models are consistently underestimating the "hardness" of the diode spectrum. This discrepancy may be due to the detector model used in the transmission calculations. Detector sensitivity, which is modeled with a combination of calculations and experimental light response data, may bias the detector response resulting in possible reduction of light production by energetic (> 500 keV) X-rays. This could certainly account for the differences. In addition, the discrepancy in the electron current at peak voltage also likely causes the calculated spectrum to be softer than that derived from experimental observations. Nonetheless, higher resolution simulations (i.e., more numerical zones across the tiny anode rod) and 3-D simulations may also lead to further insights into the discrepancy.
IV. CONCLUSION
In summary, the Cygnus X-ray spectrum has been calculated with increasing levels of sophistication resulting in better agreement with data. Modeling reflexing electrons through the anode needle has been shown to provide an important component of the spectrum in the mid-to low-energy regions. To evaluate effects due to the differences of the spectra in the three simulation cases (steady state, time integrated, and Monte Carlo), calculations of transmission curves of a Ta step wedge were carried out. These transmission curves are generally lower than the data for low areal densities (< 25 g/cm 2 ). Inclusion of the tapered geometry through highly resolved simulation of the anode and experimental waveform of the diode voltage would further enhance the fidelity of the Cygnus spectrum. These results will be reported in an upcoming paper.
