Abstract: Sampling is one approach used to survey the origin-destination ͑O-D͒ trip matrix. However, when the sampling rate is not sufficiently large compared to the population, the sampling data may have missing values in O-D pairs and that makes the O-D matrix incomplete. Two imputation methods to solve the problem mentioned previously are presented in this study. The Deming-Stephan ͑D-S͒ proportional fitting procedure is a statistical method first proposed to impute the missing value in this study. The improved D-S method, its convergence is proved by Cauchy criteria in this study, applies the iteration conception in the D-S method to solve the incomplete data problem. One numerical example displayed in this study shows that the improved D-S method produces an estimated O-D table with similar pattern as that of the population table.
Introduction
To obtain the sufficient, latest, and useful trip distribution information is the fundamental and the vital task in the urban transportation planning study. The trip distribution data of the urban traffic can be categorized into static and dynamic categories. Dynamic data are mainly used in short-term and middle-term traffic management and operation, whereas static data are used in longterm urban traffic planning. It is both time and budget consuming to collect the trip distribution information in traditional ways, such as lights-on survey method, license plate match method, postcard questionnaire method, and roadside interview method. In recent years, many researchers proposed estimating origindestination ͑O-D͒ matrix by collecting less information to replace the traditional survey methods ͑Van Zuylen and Willumsen 1980; Nguyen 1984; Cascetta 1984; Spiess 1987; Bell 1991; Chang and Wu 1994; Yang et al. 1994; Hazelton 2000; Wong et al. 2005͒ . The plausibility of a given O-D matrix was judged by its similarity to some target or prior estimate of the O-D matrix ͑He et al. 2002͒ . Before the maturity of the estimating model developed, the survey of the trip distribution is still a vital task.
As mentioned earlier there are many traditional methods to measure the origin and destination matrix. For an open network, one of the most useful methods is the license plate match method ͑Jou et al. 1996͒. When the traffic is very heavy, it is not easy to execute the population survey. The sampling survey is a proper way. However, if the sampling data are not sufficiently large, after license plate matching, the available data set becomes even smaller. In this case, some O-D pairs may have zero matching vehicles. This is called the incomplete data problem, which this study focuses to solve. In general, incomplete information can be categorized into two types: Unit nonresponse ͑which means that the whole information of some sampling unit is not available͒ and Item nonresponse ͑which means that some information of some sampling unit is not available͒.
Usually, redoing the survey and replacing a reasonable value to the missing value are the two options to solve these two problems. The first option is not efficient, especially when only little information is missing. The second option is a more useful and economical approach. The question is what number should be imputed to the missing cells.
To deal with this problem, one needs to understand the reason why the data are missing. Different types of missing values can be solved in different ways. Three main reasons for incomplete information are listed in the following: ͑1͒ Missing information is caused by low demand. ͑2͒ The rate of sampling in every zone is small, or even zero sampling rate for some zones due to budget constraint. ͑3͒ The out-of-date data may be misleading because some regions do not have travel demand in the past when undeveloped. The first reason occurs when there is a small travel demand, and the demand might be too small to obtain when sampling. This paper focuses on solving incomplete information problem due to sampling.
The incomplete information problem was first noticed by Wootton ͑1972͒. Derbyshire ͑Neffendort and Wootton 1974͒ first applied it to the practical situation. Kirby ͑1979͒ defined and generalized the incomplete information problem. Day and Hawkins ͑1979͒ applied the maximum log-likelihood approach and the trip-proportion algorithm to solve the incomplete information problem, and also calibrated the parameters and provided the nu-merical evidence. Maher ͑1983͒ proposed a gravity model to estimate incomplete information problem with different perturbation functions, however, it is tough to solve this model because there were lots of uncertainties to calibrate the relevant parameters.
To classify the existing approaches, several critical issues can be summarized as follows: ͑1͒ A model to produce precise estimate is required. ͑2͒ Massive computation to calibrate the model parameters is also needed. ͑3͒ The information required for the model may not be easily obtained. This study, avoiding the previous requirements, provides two methods to solve the incomplete information problem of the trip distribution.
The remaining sections are organized as follows. Based on the basic structure of Deming-Stephan ͑D-S͒ iterative proportional fitting procedure introduced in the second section, an improved method to fit the traffic characteristics is proposed in the following section, and its convergence is theoretically proved in the section, too. To demonstrate the practical application of the two methods, two numerical examples are presented in this study. The conclusions and the future researches are proposed in the last section.
The Deming-Stephan Method
Deming-Stephan iterative proportional fitting procedure is a statistical method. To solve the incomplete information problem, requiring only the marginal values. In traffic practice, an I ϫ J matrix pattern is shown in Table 1 and the notation used for model development are described as follows: O i ϭtraffic flow of the trip origin i in the network; D j ϭtraffic flow of the trip destination j in the network; T ij ϭtraffic flow between i and j in the network; Tϭsum of all traffic flow in the network; T ij ϭestimated traffic flow of the travel demand T ij in the network, such that T ij = T ij + m ij ; m ij ϭexpected value of the travel demand T ij in the network; m ij ϭmaximum likelihood estimate of m ij in the D-S method; n ij ϭthe decimal fraction dealt with in the improved D-S method; and Sϭset of T ij s that are not zero in construction.
In Table 1 , the observed value in ͑i , j͒th cell is T ij , T i+ = ͚ j T ij = O i ϭsum of column; T +j = ͚ i T ij = D j ϭsum of the row, and Tϭtotal traffic flow. The incomplete information occurs when some O-D pairs in cell ͑i , j͒ do not have value or equal to zero. This is usually caused by the sampling. This kind of incomplete information can be solved by increasing sample size, but it might not work due to the budget limit.
To accomplish a complete matrix, that is, there is no missing value in the O-D table. Let m ij represent the expected value in ͑i , j͒ and m ij satisfies:
The sum of column expected values
the sum of row expected values
total expected value
In statistics, the log-linear model is often used to describe the matrix information. It assumes that
where, u,u 1͑i͒ , u 2͑j͒ , u 12͑ij͒ ϭparameters; uϭgrand mean; u + u 1͑i͒ ϭ mean for the ith origin; u + u 2͑j͒ ϭmean for the jth destination; and these u items must satisfy
main effect of the ith origin
main effect of the jth destination 
intersection between ith origin and destination
The degrees of freedom of every item u is shown in Table 2 .
The traffic counts in a specific time interval is recorded. The vehicle arrival rate is assumed to follow the Poisson distribution. The maximum likelihood estimates of the parameters are given as follows:
where
When N is large enough, the asymptotic distribution of û 12͑ij͒ is a normal distribution, and the variance is ͑Bishop et al. 1977͒ Table   D   O  D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 
ͱ V͑û 12͑ij͒ ͒ ͯ Ͼ 1.96 variables 1 and 2 are independent of each other.
The estimated values will be imputed in the incomplete cells caused by sampling. Let Sϭ͕͑i , j͒ : T ij is not zero in construction͖, then l ij = log m ij = u + u 1͑i͒ + u 2͑j͒ + u 12͑ij͒ .
The model parameters, u, must satisfy the following constrains: 
The expectation fill-in method is employed to develop the maximum likelihood function of m ij
However, it is difficult to obtain the average value of the trip distribution. To deal with this problem, the following assumptions are proposed: The following is the estimation algorithm, which estimates the missing value m ij iteratively:
Step 0-set m ij
Step V-compute the following equations iteratively until the criterion: ͉m ij ͑2V−1͒ − m ij ͑2V͒ ͉ Ͻ is satisfied, where
The purpose of the D-S method is to solve the incomplete information occurs in the general questionnaire. If D-S iterative proportional fitting procedure is employed directly in O-D matrices, the results may not be accurate since the imputed values would be incorrectly large in structure.
The Improved Deming-Stephan Method
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Step 0-set n ij ͑0͒ = ␦ ij , ∀ i ͑31͒
Step V-compute the following equations iteratively until the criterion: ͉n ij ͑2V−1͒ − n ij ͑2V͒ ͉ Ͻ is satisfied, where
where O i and D j ϭrepresented as number of trips, and,
n ij can certainly stand for the number of trips. n ij is positively related to O i and D j , so the model fits the positive proportion assumption. If the sequence ͓n ij ͔ is convergent, then the sequence exists and can imply to the practice.
• Definition: If ∀Ͼ0, and there exists a natural number N let ͉n ij ͑2V−1͒ − n ij ͑2V͒ ͉ Ͻ when 2V −1,2V Ն N. Then the sequence ͓n ij ͔ is called Cauchy sequence.
• Theorem: ͑Cauchy convergence criterion͒ The sequence ͓n ij ͔ is convergent if and only if the sequence is Cauchy sequence.
Take N as a natural number and let n ij
Therefore, sequence ͓n ij ͔ is Cauchy sequence. And according to Cauchy convergence criterion, sequence ͓n ij ͔ converges.
Empirical Example
This research has developed a model to solve the incomplete information problem caused by sampling. Two numerical examples are demonstrated to show the practical application of the proposed model.
Example 1
The data of example 1 are collected from the freeway northbound as shown in Fig. 1 . The survey time is from 6:30 to 10:30 in the morning on 14th December in 1994. Table 3 is the list of all of the origins and destinations.
A vehicle is a matched license plate if its plate number, including two English letters and four digits, can be found from one on-ramp and off-ramp. To allow minor coding error, plate numbers with only one different code are considered as a match. The license plates which can be found only from either one on-ramp or one off-ramp are eliminated. Table 4 shows the O-D matrix after matching. Table 5 is the example matrix sampling from  Table 4 . The sampling matrix is sampled every two vehicles, e.g., 1,3,5,7,..., and so on. Tables 6 and 7 show the O-D matrix modified and magnified by Deming-Stephan iterative proportional fitting procedure and the improved Deming-Stephan method, respectively. Fig. 2 illustrates the distribution of population O-D and estimated O-D. Table 8 summarizes the estimation error, which is defined as follows:
where T ij ϭO-D trip of population and T ij ϭThe sampling data after modeling process and magnifying
Example 2
Fig. 3 is a network used to model city of Sioux Falls, S.D. Each node was considered an origin and destination, and there are 24 nodes in the network. And the matrix of demands for trips between the nodes is given in Table 9 . ͑LeBlanc 1985͒ There are some nonstructure zeros existing in the O-D matrix. Table 10 and  Table 11 are the demands for trips between the nodes imputed by the Deming-Stephan method and improved D-S method, respectively.
Conclusions
In this paper, we presented two imputation methods, the DemingStephan method and the improved one, to solve incomplete O-D matrix problems. And the two methods perform well under the assumption that T ij 's obey the Poisson distribution only. Example results show that, although the amplified-directly sample has smaller ERR than the D-S method, the missing cells are still missing. Both the D-S method and the improved one can impute the missing values. And the improved D-S method has been proven to perform much better than the D-S method.
Here is some further research. Multiple values can be imputed into the missing cells to account for the valuation in the imputed values.
