Abstract: Intrusion detection system (IDS) is an important component to maintain network security. Also, as the cloud platform is quickly evolving and becoming more popular in our everyday life, it is useful and necessary to build an effective IDS for the cloud. However, existing intrusion detection techniques will be likely to face challenges when deployed on the cloud platform. The pre-determined IDS architecture may lead to overloading of a part of the cloud due to the extra detection overhead. This paper proposes a neural network based IDS which is a distributed system with an adaptive architecture so as to make full use of the available resources without overloading any single machine in the cloud. Moreover, with the machine learning ability from the neural network, the proposed IDS can detect new types of attacks with fairly accurate results. Evaluation of the proposed IDS with the KDD dataset on a physical cloud testbed shows that it is a promising approach to detecting attacks in the cloud infrastructure.
Introduction
Nowadays, cloud computing is known by more and more people due to its advantages such as high scalability, high flexibility and low operational cost. Cloud service users usually do not need to know how the cloud based software or platform runs; instead, they only need to send the requests to the cloud provider and then wait for the results, which is a much easier and more efficient way to access the needed computing resources [1] . However, there are several issues for the current cloud platforms. According to Ref. [2] , security issues such as information leakage, unreliable data and unauthorized access are the most concerned problems by the majority of cloud users. Other issues such as stable operations, support systems and user friendliness have received less attention.
To address the security problem with the cloud, it is a natural choice to deploy a distributed IDS system on the cloud to protect the virtual machines (VMs) and virtual networks against potential attacks. The major issue with such a choice is that the IDS could overload some busy nodes in the cloud and slow down the detection efficiency if no special arrangements are made. On the one hand, the IDS should not use too many resources to affect the performance of the major computing tasks; On the other hand, the deployed IDS should detect attacks efficiently. Therefore, it is desirable to equip the distributed IDS with the flexibility feature in that it can dynamically adjust its architecture based on the realtime resource usage information across the cloud. Moreover, it is important for the IDS system to be capable of detecting unknown (new) attacks in the cloud. Hence, anomaly detection will be more suitable, but it can be more demanding for resources [3, 4] . Thus, a balance needs to be achieved to satisfy cloud customers as well as provide the reasonable performance of intrusion detection simultaneously.
Some approaches have been proposed to address the security issues in the context of cloud computing. A multiple dimensional result [5] has been presented by using an artificial neural network (ANN) based approach. The work was based on a single machine instead of the cloud platform. In Ref. [6] , the authors presented an immune system in both anomaly and misuse detection methods and compared the two methods. The immune system is based on the combination of positive and negative characterizations which come from several features defined as normal or abnormal states. A trusted agent based approach was proposed in Ref. [7] , which determines whether a machine in a network is malicious based on the experiences and its previous operations. In Ref. [8] , Vieria and Schulter proposed an ANN based function to realize an IDS on the cloud, and a feed-back structure ANN is used to create a behavior-based system and an expert system to build a knowledge-based system. And in Ref. [9] the authors concentrated on alleviating the network traffic when realizing an IDS based on a MapReduce framework.
Here a distributed IDS architecture is proposed which consists of nodes running backpropagation (BP) based ANNs on the cloud platform. By design, it is expected to achieve better flexibility, scalability and performance. The proposed IDS system has two main characteristics: 1) It has a flexible distributed architecture which could adjust its configuration based on real-time resource usage information to avoid overloading any node in the cloud.
2) It provides multiple dimensional results which could be used to not only recognize malicious activities but also find what malicious activities are taking place.
The remainder of the paper is organized as follows. In Section 2, the BP-based neural network is introduced. The design of ANN based intrusion detection in a cloud environment is detailed in Section 3. The implementation of the proposed algorithm in a physical cloud experimental testbed is discussed in Section 4, coupling with the related experimental results and analysis. Conclusions and future work are given in the final section.
Backpropagation (BP) algorithm based neural network
As shown in Figure 1 [10] , the whole neural network is composed of three layers: input layer, hidden layer and output layer Now, we can regard a cloud as a lot of virtual machines which offer services to users. Each machine can be used to simulate a couple of nodes in a neural network so that several virtual machines in the same cluster will constitute a neural network. The following procedure will show how the ANN algorithm works. Here are some notations used in introducing the algorithm: x, y, w represent the input data, output result, weight value respectively, θ is correction needed only in the hidden and output layer, it will be continuously updated after each iteration, e is the error value, σ is error gradient and p is the number of iterations:
1) Initialize all the weights and threshold levels of the network to random numbers which are distributed inside a small range (-2.4/Fi, 2.4/Fi), where Fi is the total number of inputs of a neuron i in the network.
2) Calculate the outputs of the neurons in the hidden layer:
where n is the number of inputs of neuron j in the hidden layer, and sigmoid is sigmoid activation function (sigmoid(s)=1 + ଵ ୣ ష౩ , here e is the base of the natural logarithm).
3) Calculate the actual outputs of the neurons in the output layer:
where m is the number of inputs of neuron k in the output layer. 4) Calculate the error gradient for the neurons in the output layer:
. ‫ݕ‬ ௗ, is the desired output value.
5) Calculate the weight corrections:
where α is termed learning rate.
6) Calculate the error gradient for the neurons in the hidden layer:
Calculate the weight corrections:
8) Increase iteration p by 1, go back to step 2 and repeat the process until the selected error criterion is satisfied.
The trained ANN acquired the knowledge of normal activities and attacks for performing anomaly detection tasks. In our research, KDD database is used in the training phase. For each network connection, 41 different quantitative and qualitative features were extracted. So after training, ANN learns what all the feature values are like in normal activities and in various attack scenarios. When any event is coming into the network, it will be treated as at least 41 input values corresponding to 41 different features of the event, then all these inputs will pass through the hidden layer and output layer in the ANN, the output node will get the result. When a malicious activity is detected, the output layer will raise an alarm and disallow the malicious activity. Every activity followed will be recorded in case the origin of the attack needs to be tracked. The supervisor of the cloud will fetch this information from the output layer. The output layer resides in the cluster leader machine, and the leader is the only machine which is allowed to communicate with the outside world. These 41 dimensional vectors make the detections more accurate in the complex cyber environment. We used Ubuntu Enterprise Cloud (UEC), which is Ubuntu's Eucalyptus-powered cloud platform, to build the cloud on our servers. Eucalyptus is one of the most popular cloud platforms which is well developed and feature-rich. Also it is designed to provide an Amazon EC2 compatible API. The Eucalyptus cloud platform is composed of five major components as shown in Figure  2: 1) The CLC (Cloud controller) is used to manage the underlying virtualized resources. 2) The Walrus provides an S3-like service to perform scalability and access control of virtual machines. Based on this cloud platform, the ANN-based IDS will be established. In the architecture, there is one manager VM and multiple worker VMs in the network. The manager VM monitors the load information for the worker VMs and decides the mapping of ANN on the worker VMs dynamically. That is, those worker VMs having certain amounts of resources available will be chosen to perform the intrusion detection task, and the worker VMs are assigned to the input layer, hidden layer and output layer to form an ANN.
The input layer in the proposed ANN structure is responsible for collecting data from the network. All the requests or data flow in the network should first be collected by those nodes and then be passed through the whole neural network for any malicious activities. The hidden layer receives the raw data from the input layer and processes them based on the ANN mechanism discussed in Section 2, and forwards the results to the output layer. This layer will also modify weight values of the input layer after each iteration and pass those updated values to the input layer. The output layer derives the final result based on the intermediate results received from the hidden layer. It also updates weight values for the hidden layer and sends them to the hidden layer to improve the overall network behavior.
As mentioned previously, the architecture shown in Figure 3 is proposed for improving the system flexibility, which is also important to enhance the robustness of IDS [11] [12] [13] . When one node in the IDS is unavailable due to situations such as deadlock, poweroff, and scarce resources, the IDS is able to adjust itself accordingly to form a new capable architecture. Figure 4 shows the process flow for the multi-threaded manager process. When a client joins the IDS, it will raise a thread and connect to the server, the server will then store the thread into the queue with the address and port number. Once the network connection is established, all the clients will send the resource usage information periodically to the manager so as to select the most appropriate nodes to construct the IDS. After the IDS is built, all the other IDS nodes will receive the message from the manager and run the corresponding (input, hidden, output or wait) function based on the conditional statement. In addition, the IDS nodes will update the resource usage information to the manager every 10 seconds, and all other nodes will do the same every 10 minutes. 
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Cluster Controller event within 10 seconds based on the system design. The manager will then choose new nodes based on the most recent resource usage information. It will send messages to stop the old connections and ask to build new ones. Thus, the whole IDS could continue to function. Also, when some nodes outside the IDS become unavailable, the manager will be notified of this change within 10 minutes. So the manager will not choose them as candidates for IDS nodes. Further, the structure of the IDS can be adjusted through the manager, which sends messages to the candidate nodes to build a new IDS structure as requested. All the models are trained off-line before they are deployed.
Experimental results
Several experiments were performed to demonstrate the effectiveness of the proposed IDS. As shown in Figure 5 , the servers used to build the cloud platform are two Dell PowerEdge R710 server machines and one Dell PowerEdge R610 server machine with Quad-core Intel® Xeon® CPU, 20 GB RAM and 500GB hard disk. 30 virtual machines were created each with 512MB RAM to emulate a cloud environment. The first step in the experiment is to train the neural network. As a flexible IDS is desired, three different models are pre-trained (the number of models could be more depending upon the specific applications) by 10 percent of KDD dataset with respective 3, 5, 7 nodes to achieve the intrusion detection function. The IDS receives instructional signals from the manager, and then forms the corresponding architecture for the intrusion detection tasks. Table I shows the performance results for different models/structures of the IDS in terms of training time, detection time and detection accuracy. The numbers reported are the average across 10 runs. As can be seen from the table, the average detection accuracy is around 99% for all the three models, and the training detection time increases as the number of IDS nodes increases because of additional communication overhead.
Here we chose the 5-node architecture as an example and some resultant experiment results will be discussed. In this 5-node neural network, the ANN is distributed as a 2-2-1 structure, which means there are 2 nodes in both input and hidden layers and 1 node in the output layer. The learning rate chosen is 0.1 and correction in the two hidden node machines are 0.8 and -0.1 respectively and correction in the output node machine is 0.3. In the input layer, those weight values keep changing in the training phase to adapt to the training data so that the performance of the whole IDS will be constantly improved. As there are 41 inputs (based on KDD dataset, every data flow in the network has 41 different feature values), after the training phase each input will have a corresponding weight value. In total 41 weights will be saved in the input layer, which are ready to be used to conduct the detection task.
In the output layer, the iteration numbers and the error between the real result and desired result can be obtained. In the whole training process, it was found that though the error value did not keep decreasing after each single training circle, the general trend did decrease which means the IDS performance is being improved. Technically speaking, when the error becomes less than 0.001, the ANN is considered ready to be used.
The total time consumed in the training phase is between 5 to 6 minutes. As an example, Table II below shows the value change in one of the 41 input weights (W1), one of the hidden weights (H1) and the error value in the output layer (Error). Figure 6 , and it can be seen that the IDS is able to classify every abnormal activity and normal activity without any wrong detection. The accuracy is 100% in this case. But it does not mean the accuracy can always be this high. Initial values like weights, corrections, learning rate are randomly generated and picked so every time when the ANN is trained, different results and value intervals of the system states may be yielded.
According to all the tests carried out, a 99% or higher accuracy can be oftentimes achieved. To illustrate the result more clearly, Table III below is used to show multiple dimensional results with different value intervals based on the same test shown in Figure 6 . Only two sets of states (i.e., smurf and xtem, Neptune and back) fall in the overlapped intervals. So the overall performance is satisfactory. We also evaluated the recovery cost when a number of IDS nodes become unavailable. The results shown in Table IV are based on the 7-node model with a 3-3-1 architecture. 
Conclusions and future work
In this paper, a neural network based IDS is built on a cloud platform. The accuracy of the implemented IDS is shown to be high and the time expense is acceptable. Implementation of the neural network in the cloud is a promising direction. There is still much room left for further improving the current work. For example, the KDD dataset used is based on every message passing through a single machine in the network. In fact, there are various ways to attack a network by compromising several machines simultaneously [14] . So an enhanced algorithm should be developed to detect those kinds of attacks. Also, the anomaly detection algorithm can be further enhanced by adding misuse detection functions. The idea is to build an expert database to achieve knowledge based detection.
