A nonlinear pure-jump Markov process is associated with a singular Kac equation. This process is the unique solution in law for a non-classical stochastic differential equation. Its law is approximated by simulable stochastic particle systems, with rates of convergence. An effective numerical study is given at the end of the paper.
1 The set-up
The physical model
In the upper atmosphere, a gas is described by the nonnegative density f (t, x, v) of particles which at time t and point x move with velocity v. Such a density satisfies a Boltzmann equation, see for example Cercignani et al. [3] ,
where Q is a quadratic collision kernel acting only on the variable v, preserving momentum and kinetic energy, of the form Q(f, f )(t, The integral term in the nonlinear Boltzmann equation comes from the randomness in the geometric configuration of collisions, and it is natural to study its probabilistic interpretation. This interpretation will allow to define stochastic interacting particle systems which will be used to approximate, in a certain sense, the solution of this equation.
The two main difficulties for the probabilistic interpretation are that the interaction appearing in the collision term is localized in space (it is not mean-field) and the cross section B is non-cutoff.
Graham and Méléard [7] give a probabilistic interpretation of a mollified Boltzmann equation, in which the interaction is delocalized in space and the cross section B is cutoff.
They prove that some stochastic interacting particle systems converge in law to a solution of this equation and give a precise rate of convergence. Méléard [12] considers the full Boltzmann equation (non mollified) and proves that under a cutoff assumption and for small initial conditions which ensure the existence and uniqueness of the solution of this equation, some interacting particle systems converge to this solution. These results give a theoretical justification of the Nanbu and Bird algorithms, see [3] and [2] .
A simplified model: the non-cutoff Kac equation
We are interested in this work in omitting the cutoff assumption on the cross section B.
The full non-cutoff Boltzmann equation is very difficult to study. There is a restricted existence result in Ukai [21] . The definition of renormalized solutions, used in the existence proof for the cutoff case by DiPerna and Lions [5] , is difficult in the non-cutoff case, see [1] for work in this direction.
We restrict ourselves here to the study of non cutoff spatially homogeneous Boltzmann equations. The methods in this paper can be easily extended for such equations in any dimension, when the cross section B depends only on θ (Maxwellian molecules), see [9] .
For the sake of simplicity we consider the non cutoff Kac equation
By analogy with the Boltzmann cross section B described earlier, the cross section β :
[−π, π] − {0} → IR + will be an even function satisfying the L 2 assumption π 0 θ 2 β(θ) dθ < +∞. If the weaker assumption π 0 β(θ) dθ < +∞ holds, the equation and cross section are said to be "cutoff", which justifies the terminology of "non cutoff" Kac equation.
Note that there is a result of existence for the non cutoff equation (1.1), cf. [4] :
and β ≥ 0 be a cross section such that
) to (1.1) with initial datum f 0 in the following weak sense: for any
where
Remark: There is a compensated term in the operator (1.5). If we moreover assume that π 0 θβ(θ) dθ < +∞, then π −π sin θβ(θ) dθ is well-defined and equal to 0 (since β is even), and eq. (1.5) can be rewritten as
there is existence and uniqueness of a solution in the sense of Theorem 1.1 even if f 0 | log f 0 | is not integrable, see [4] , Appendix A.
We shall see in the sequel that it is in fact possible to obtain measure-valued solutions to eq. (1.1) as soon as f 0 is a nonnegative finite measure, even in the non-cutoff case.
Pulvirenti and Toscani [14] also give an existence result in this context. We will associate with the Kac equation a nonlinear martingale problem. Section 2 studies the cutoff case and Section 3 the non-cutoff case. For the latter case, following Tanaka [18] , we will give a non classical nonlinear stochastic differential equation representation for such a solution. The collision kernel will be interpreted as a stochastic integral with respect to a fixed driving Poisson process.
We will prove the existence and uniqueness of a solution of this non classical equation using a sophisticated Picard iteration method. We use this to prove existence and uniqueness of a solution for the nonlinear martingale problem.
We use results of Graham and Méléard [7] , and exhibit in Section 4 some simulable interacting particle systems, of which the laws converge to a solution of the Kac equation with a precise rate of convergence. The idea is the following. Since we cannot directly simulate eq. (1.1) when π 0 β(θ) dθ = +∞, we introduce a cutoff equation by considering β ℓ = β ∧ ℓ and simulate it with a system of n particles (using Nanbu's or Bird's method for example). Then, when ℓ → 0 and n → +∞, a sufficient condition is given on the speed of convergence of those two quantities, so that the law of the particle system converges to the solution of our non cutoff equation. Estimates of convergence are also given.
Finally, in Section 5, an empirical study of the convergence when ℓ → 0 and n → +∞ of the particle systems is performed. A function n → ℓ(n) is computed numerically, in such a way that a criterion on the error is optimized (basically, the error due to the cutoff and the error due to the discretization must be of the same order).
Tanaka [18] , [17] , studies a spatially homogenous Boltzmann equation with Maxwellian molecules, under the stronger L 1 assumption θβ(θ) dθ < +∞. He introduces the non classical nonlinear stochastic differential equation, and proves the existence and uniqueness in law of the solution using a complicated L 1 method, based on an Euler scheme, using the fact that the metric for probability measures with a second moment
: r has marginals p and q , p, q ∈ P 2 (IR 3 ) , is non-expansive along solutions of the equation, a result recently extended by Toscani and Villani [19] to all dimensions of space under the L 2 assumption θ 2 β(θ) dθ < +∞.
This gives a uniqueness result for these equations, but is very specialized and does not
give uniqueness for the corresponding Markov process. His method does not adapt easily to our L 2 setting. We do not use this non-expansive property, and develop a contraction method allowing very precise computations, which we use also for convergence estimates. There exists a deterministic spectral method for simulating non-cutoff spatially homogeneous Boltzmann equations for Maxwellian molecules, see Pareschi, Toscani and Villani [13] and the references therein.
The probabilistic interpretation
The probabilistic interpretation of the Kac equation (1.1) comes from its weak form, but in a slightly more general setting than that of Theorem 1.1.
For a function f and a measure µ we denote f (x)µ(dx) by f, µ or f (x), µ(dx) . Definition 1.2 Let β be a cross section such that π 0 θ 2 β(θ) dθ < +∞ and P 0 in P 2 (IR) (the space of probability measures with a second moment).
A probability measure flow (P t ) t≥0 is said to solve eq. (1.1) if for any φ in C 2 b (IR),
where K φ β is defined in (1.5).
It is natural to interpret (1.7) as the evolution equation of the flow of marginals of a Markov process which corresponds to a nonlinear martingale problem. Let X denote the canonical process on the Skorohod space ID = ID(IR + , IR). Definition 1.3 Let β be a cross section such that π 0 θ 2 β(θ) dθ < +∞, and P 0 in P 2 (IR). We say that the probability measure P ∈ P(ID(IR + , IR)) solves the nonlinear martingale problem starting at P 0 if under P , the law of X 0 is P 0 and for any φ in C 2 b (IR),
is a square-integrable martingale. Here, P s denotes the marginal of P at time s, and K φ β is defined in (1.5).
Note that if P solves (1.8), then (P t ) t≥0 solves (1.7).
Probabilistic interpretation and approximations for the Kac equation with cutoff
We consider first the simpler cutoff Kac equation for which β ∈ L 1 ([0, π[). Existence and uniqueness of a solution P β to (1.8) and (P β t ) t≥0 to (1.7) can be easily proved. Moreover, we are able to describe some simulable interacting particle systems whose laws converge to P β when the size of the system tends to infinity.
The solution of the nonlinear martingale problem
Theorem 2.1 Let β be a cross section such that π 0 β(θ) dθ < +∞ and P 0 ∈ P(IR). 1) There is a unique solution P β to the nonlinear martingale problem starting at P 0 in the sense of Definition 1.3. Its flow of time-marginals (P β t ) t≥0 is the unique solution of the Kac equation (1.1) in the sense of Definition 1.2.
2) If moreover P 0 has a density f 0 , then P β t has a density for any t ≥ 0 and can be written P β t (dv) = f β (t, v) dv, where f β is the unique weak solution to (1.1) in the sense of Theorem 1.1 (cf. [4] , Appendix A).
Proof. 1) We follow Shiga and Tanaka
is a bounded pure-jump Markov operator generating a unique law P Q in P(ID) starting at P 0 . Its flow of marginals solves a linearized version of (1.
Let |µ| = sup{ φ, µ : φ ∞ ≤ 1} denote the variation norm, and
, and consider corresponding solutions (P i t ) t≥0 of (2.2). Then,
and hence
Then, by iteration,
Taking Q 1 t = Q 2 t = Q t we see that there is a unique probability measure flow solving the linearized equation (2.2) associated with any (Q t ) t≥0 , which must then be equal to the flow of marginals of P Q generated by (2.1).
We now consider the nonlinear equation (1.7). Uniqueness easily follows from (2.3).
Let P 0 t = P 0 and for k ≥ 0, (P k+1 t ) t≥0 be the solution associated with (P k t ) t≥0 by (2.2):
Iteration of the estimate (2.3) yields
Then (P k t ) t≥0 converges uniformly on compact sets to (P t ) t≥0 solving (1.7). We now turn to the problem of existence and uniqueness for the nonlinear martingale problem.
Let P be the law generated by (2.1) for (Q t ) t≥0 equal to (P t ) t≥0 . Then the flow (P t ) t≥0 satisfies (2.2) for (Q t ) t≥0 equal to (P t ) t≥0 , as does (P t ) t≥0 , and by uniqueness for (2.2) we obtain (P t ) t≥0 = (P t ) t≥0 . Thus P solves the nonlinear martingale problem (1.8).
Finally, if we assume that there exist two solutions P 1 and P 2 for the nonlinear martingale problem (1.8), (P 1 t ) t≥0 and (P 2 t ) t≥0 will be solutions to (1.7) and hence will be equal to (P t ) t≥0 . Then P 1 and P 2 solve a linearized martingale problem with this fixed (P t ) t≥0 in (1.8), and it is well-known that they are then both generated by (2.1) with (Q t ) t≥0 equal to (P t ) t≥0 , and hence P 1 = P 2 .
2) Assume now that P 0 (dv) = f 0 (v) dv. We are going to show that if Q t (dv) = g(t, v) dv for t ≥ 0, then the marginal P Q t of the law P Q of the Markov process with generator (2.1) has a density. We use its explicit probabilistic evolution. Let (X t ) t≥0 be the canonical process, T 0 = 0, and (T n ) n≥1 its jump times (possibly +∞). Since the jump rate is bounded, any sample path jumps a finite number of times in [0, T ]. Since the jump measure β(θ)dθds is absolutely continuous with respect to time, it is easy to see, following for example [11] p.136, that the law of the first jump-time T 1 conditionally to X 0 = v has a density with respect to the Lebesgue measure. Since the law of X 0 has the density f 0 , then (X 0 , T 1 ) has a density with respect to the Lebesgue measure. Moreover, conditionally to (X 0 , T 1 ), the law of the jump ∆X T 1 has clearly a density and thus the law of (X T 1 , T 1 ) has a density. By the Markov property, we then deduce that for every T n , the law of (X Tn , T n ) has a density, and so P Q t has a density. Applying this result to the Picard iteration sequence, if P k has a density and if
dv for all k ≥ 0 and t ≥ 0. The variation norm on measures with a density is the same as the L 1 norm on their densities, hence (f k ) k≥0 is a Cauchy sequence and then converges in L 1 norm (in v) uniformly on compact sets (in t) to a function f (t, v) which is the density of the unique solution to (1.7). The function f is then the unique weak solution of (1.1) in the sense of Theorem 1.1. 2
Stochastic approximations
Under the cutoff assumption π 0 β(θ) dθ < +∞, we define two different mean-field interacting particle systems which approximate the solution of the nonlinear martingale problem (1.8). Let v n = (v 1 , v 2 , ..., v n ) be the generic point in IR n , and e i : h ∈ IR → e i .h = (0, ..., 0, h, 0, ..., 0) ∈ IR n with h at the i-th place. We consider φ ∈ C b (IR n ).
The simple mean-field system is a Markov process in ID(IR + , IR n ) with generator
The binary mean-field system is a Markov process on the same space with generator
We denote in both cases the Markov process by V β,n = (V β,1n , ..., V β,nn ), and by |. 
where P β is the unique solution of the nonlinear martingale problem with initial law P 0 in the sense of Definition 1.3. Here, K denotes a constant independent of k, T, β, n.
2) The empirical measure defined by
converges in probability to P β in P(ID([0, T ], IR)) for the weak convergence for the Skorohod metric on ID([0, T ], IR) with an estimate of convergence in K exp( β 1 T )/ √ n.
Representation using Poisson point processes for the Kac equation without cutoff
We now concentrate on the non cutoff case and only assume π 0 θ 2 β(θ) dθ < +∞. We define a specific nonlinear stochastic differential equation corresponding to (1.8).
This construction uses an appropriate Picard iteration method involving an auxiliary space. We give statements on [0, T ] for an arbitrary T ∈ IR + .
In the sequel, (Ω, F, (F t ) t≥0 , P ) shall be a Polish filtered probability space satisfying the usual conditions. Such a space is Borel isomorphic to the Lebesgue space 
We consider the L ∞ norm sup 0≤t≤T |x t | on ID T , and the L 2 convergence of processes for this norm. Let P 2 (ID T ) denote the space of probability measures on ID T such that the canonical process is L 2 :
We similarly define P p (ID T ) for p ≥ 1. For P and Q in P 2 (ID T ),
: R has marginals P and Q defines a metric for weak convergence with test functions which are continuous for the uniform norm on ID T , measurable for the product σ-field, and have growth dominated by the square of the uniform norm.
We use a special representation in order to have a fixed Poisson driving term. Let Definition 3.1 Let (Ω, F, (F t ) t≥0 , P ) be a Polish filtered probability space satisfying the usual conditions, β be a cross section such that 
with b given by (1.6).
Remark:
If Ω, β, N and V 0 are as in Definition 3.1, and if Z is a given I L 2 T α-process, then one can consider the classical SDE
, an application of the Itô formula yields that for any φ ∈ C 2 b (IR), We are now interested in proving existence and uniqueness results for our nonlinear SDE (3.1). This is done in several steps.
Let us first give the following definition, which necessitates π 0 θ 2 β(θ) dθ < +∞. 
We also have L(V ) ∈ P 2 (ID T ).
We now prove a key contraction estimate. 
Note that b ′ and b ′′ are well defined under our assumption on β.
Proof. We have
and using the Doob and Jensen inequalities and the compensator of N , The classical SDE (3.2) corresponds to finding a fixed point V = Φ(V, Z, V 0 , N ). We now obtain an existence and uniqueness result for this classical SDE. Its law L(V ) is in P 2 (ID T ) and depends on L α (Z) only through the flow of marginals
Proof. Iteration of the contraction estimate (3.4) yields uniqueness and convergence of the Picard iteration scheme Y 0 = V 0 , Y k+1 = Φ(Y k , Z, V 0 , N ), which defines F (details will be given later in a more complex case).
We denote by p = (p θ , p α ) the point process on H corresponding to N , and introduce the inhomogeneous Poisson point process p * t = (p θ t , Z t (p α t )) on [−π, π]×IR and its counting measure N * . Then N * has the intensity measure β(θ)dθ L α (Z t )(dz) dt,
and the same kind of contraction estimates and Picard iteration show that V is a welldefined function of V 0 and N * and hence L(V ) is a well-defined function of L(V 0 ) and L(N * ), the latter being completely specified by its intensity measure
and hence by (L α (Z t )) t≥0 . 2
Let us now consider the nonlinear SDE (3.1). A new idea is to devise an appropriate generalization of the Picard iteration method. The corresponding sequences of processes are defined in the following way. For k ≥ 0, once V 0 , . . . , V k and Z 0 , . . . , Z k−1 are defined, we choose an α-process Z k such that
and set
Remark: Tanaka [18] introduces for his existence proof a similar sequence of processes
, which does not suffice to obtain a satisfying uniqueness result.
We now state a theorem of existence for the nonlinear SDE. 2) The law P β does not depend on the specific choice of Ω, N , and V 0 , but only on
Then, (V k ) k≥0 and (Z k ) k≥0 converge for the L 2 norm and a.s. (using the Borel-Cantelli lemma) to a processV and an α-processŴ . This L 2 convergence implies thatV =
The Itô formula shows that P β is a solution to (1.8).
2) Since L((V k ) k≥0 ) does not depend on the particular choice of Ω, V 0 , N , and
We now prove that the law of any solution of (3.1) is equal to P β .
Theorem 3.7 1) Let Ω, β, N , V 0 , andV be as in Theorem 3.6, and let
2) There is uniqueness in law for (3.1).
Proof. 1) We can suppose that
We cannot directly compareV and U because we have no information onŴ and Y .
Theorem 3.4 implies that P β , Q ∈ P 2 (ID T ). Then, for any τ ∈ [0, T ]
and for any ε > 0 there exists We set .4) and (3.6) to obtain
Fixing τ > 0 in such a way that K = b ′′ τ exp(b ′ τ + 2b 2 τ 2 ) < 1, we have
and ρ τ (P β , Q) = 0 since ε > 0 is arbitrary. Hence we have uniqueness in law on [0, τ ].
For n ≥ 0 we set T n = nτ and V n = (V Tn+t ) t≥0 and similarly define U n , etc. Assume we have uniqueness in law on [0,
and we obtain that
2) The result comes immediately from Theorem 3.6, 2).
2
Now at last we can give an existence and uniqueness statement for the nonlinear martingale problem of Definition 1.3.
Theorem 3.8 Let β be a cross section such that π 0 θ 2 β(θ) dθ < +∞, and suppose that P 0 ∈ P 2 (IR). Then, there exists a unique solution P β to the nonlinear martingale problem with initial datum P 0 in the sense of Definition 1.3.
Moreover, P β is in P 2 (ID T ), and the flow (P 
Proof. The existence result is given in Theorem 3.6, and the result on the flow of marginals follows by taking the expectation of (1.8). The moment result follows classically.
Let us now prove the result of uniqueness.
Let Q ∈ P 2 (ID T ) be a solution to (1.8) . It follows from the martingale problem that for Borel positive φ on IR + × IR × IR such that φ(·, ·, z) ≤ Kz 2 , the compensated sum
is a L 2 martingale under Q which can be written using an α-process X * of law Q as
where M is the martingale compensated sum of jumps of X, which is an L 2 martingale with Doob-Meyer Bracket
This characterizes the compensator of the point process ∆X. 
Then X = Φ(X, X * , X 0 , N ) and L(X) = Q = L α (X * ) and Theorem 3.7 implies that Q must be the probability P starting at P 0 defined in Theorem 3.6. 2
Stochastic approximations for the non cutoff Kac equation
We consider the non cutoff Kac equation, when only π 0 θ 2 β(θ) dθ is known to be finite. We want to approximate the solution of the nonlinear martingale problem (1.8) in this case by using a simulable interacting particle system. As an intermediate step, we introduce cutoff approximations of this nonlinear martingale problem.
Convergence of cutoff approximations
We consider cross sections (β ℓ ) ℓ≥0 and β and corresponding b ℓ and b (defined in (1.6)), and set
We endow P 2 (IR) with the metric
: r has marginals p and q corresponding to weak convergence plus convergence of the second moment.
Theorem 4.1 Let P 0 ∈ P 2 (IR) be given, and let P β and P β ℓ be the solutions given in Theorem 3.8 to the martingale problems (1.8) with cross sections β and β ℓ respectively.
Then
Hence if lim ℓ→∞ δ ℓ = 0, then lim ℓ→∞ sup 0≤t≤T ρ(P
. This is the case when the β ℓ are cutoff versions of β, such as β ∧ ℓ or β(θ)1 |θ|≥1/ℓ .
Proof. We use coupling techniques, and adopt the notations of the previous section. Let ℓ ≥ 0 be fixed, and let there be Ω with independent Poisson random measures N ∧ (dθdαds) with characteristic measure (β ∧ β ℓ )(θ) dθdα, N + (dθdαds) with characteristic measure (β − β ℓ ) + (θ) dθdα, N − (dθdαds) with characteristic measure (β − β ℓ ) − (θ) dθdα. Then N = N ∧ + N + and N ℓ = N ∧ + N − are Poisson random measures with characteristic measures β(θ) dθdα and β ℓ (θ) dθdα. We perform a Picard iteration scheme. We take V 0 of law P 0 and define V ℓ,0 = V 0 = V 0 , and for k ≥ 0 we choose α-processes Z k and Z ℓ,k such that
and set (cf. (3.3), using naturally
Then, following Theorem 3.6 there are a.s. and L 2 limits V and V ℓ to the sequences (V k ) k≥0
and (V ℓ,k ) k≥0 , and Z and Z ℓ to the sequences (Z k ) k≥0 and (Z ℓ,k ) k≥0 , and necessarily
We easily adapt the proofs of Proposition 3.3 and Theorem 3.6 to this situation in which the Poisson point processes are not quite the same. Using
and an iteration gives the bound in the theorem. 2
Corollary 4.2 Assume P 0 ∈ P 2 (IR) has a density f 0 , and f 0 | log f 0 | < ∞. Then the solution P β to the nonlinear martingale problem (1.8) is such that for any t ≥ 0, P Proof. We consider the solutions P β ℓ t to the nonlinear martingale problem with cutoff cross sections β ℓ = β∧ℓ. Theorem 2.1 implies that P β ℓ t = f β ℓ (t, v) dv, and it is shown in the proof of Theorem 2.1 of Desvillettes [4] that there is a subsequence of (f β ℓ ) ℓ≥0 converging
Remark. In a forthcoming paper [8] , we use the Malliavin calculus to obtain the existence of a density f β (t, ·) for P
Convergence estimates for particle systems
We consider here a cross section β satisfying β(x) ≤ C 1 |x| −α for some C 1 > 0 and α ∈]1, 3[, and its cutoff approximation
To every function β ℓ , we can associate a particle system (V β ℓ ,n ) as defined in Section 2.
Since the metric ρ is not directly comparable to the variation metric, we introduce the weaker metric
: r has marginals p and q on P 2 (IR), and a similar metricρ T on P 2 (ID T ).
Theorem 4.3 Let β be a cross section such that β(x) ≤ C 1 |x| −α for some C 1 > 0 and α ∈ ]1, 3[, and ℓ(n) be a sequence of integers going to +∞ in such a way that exp(
. with a second order law P 0 .
1) For every
P β is the unique solution of the nonlinear martingale problem with initial datum P 0 obtained in Theorem 3.8.
Moreover we have the convergence estimate
(1 − cos θ)θ −α dθ tends to zero when ℓ tends to infinity since α ∈]1, 3[.
2) The empirical measures µ β ℓ(n) defined in Theorem 2.2 converge in probability to P β in P(ID T ).
Proof. We simply associate Theorems 2.2 and 4.1. 
The simulation algorithms
We deduce from the above study two algorithms associated respectively with the simple mean-field interacting particle system and the binary mean-field interacting particle system. The description of the algorithms is the same in both cases, since the theoretical justification is unified for the two systems.
As seen previously, the empirical measures µ β l(n) ,n approximate the law of the Kac process whose marginal at time t is equal to the solution f (t, .) of the Kac equation.
We simulate the particle system of size n. The total jump rate is n β ℓ(n) 1 for (2.4) and n β ℓ(n) 1 /2 for (2.5). A Poisson process of same rate gives the sequence of collision times, at each of which we choose uniformly among the n(n − 1)/2 possibilities the pair of particles which collide. We then choose the impact parameter θ according to β ℓ(n) (θ) dθ/ β ℓ(n) 1 , and in the simple mean-field particle system we only update the velocity of one of the colliding particles, while in the binary one we update both. This simulation is exact if we simulate exactly the exponential variables related to the Poisson process, instead of discretizing time. See Graham and Méléard [7] for more details.
Numerical results
In Subsection 4.2, a criterion on the function n → ℓ(n) was established, in order to ensure the convergence of the algorithms described in Subsection 4.3 when n → +∞ towards the solution of the non cutoff Kac equation. In this last part, we study how to choose, in practice, the dependence of ℓ with respect to n, in order to optimize the computations.
We select a typical solution of the non cutoff Kac equation (1.1). We choose
as a typical non cutoff cross section. Note that it is not integrable and does not have a first moment.
We also choose the initial datum
because its particle discretization is extremely simple.
The corresponding solution of Kac equation is denoted by f (t, v).
We also introduce for ℓ > 1 (as in Subsection 4.2) the cutoff cross section β ℓ (θ) = β(θ) 1 {|θ|≥1/ℓ} , and the corresponding solution f ℓ (t, v) of the cutoff Kac equation (with the same initial datum).
The mass and energy of f as well as f ℓ are independent of t and given by
Therefore, f and f ℓ have the same (Gaussian) limit when t tends to infinity, given by
The fact that f and f ℓ are identical at times 0 and +∞ makes it difficult to choose a time t 0 where it is interesting to compare f (t 0 , ·) and f ℓ (t 0 , ·), that is, a time t 0 such when ℓ and n vary.
More precisely, we choose to estimate how ℓ and n have to be related in order to give an error of discretization and an error due to the cutoff which are the same.
It means that we try to find the quantity ℓ(n) (when n varies) such that In this equality, the right-hand side quantity is explicitly computable thanks to eq. (5.8), (5.9) , and the notation < · · · > means the mean value"over all possible experiments".
Of course, in order to estimate the quantity < af ℓ,n 4 (t 0 ) > (for a given ℓ, n), we can carry out only a finite number of numerical experiments.
Therefore, for each n, we choose a number m(n) of simulations, made each time with a different set of random numbers. The corresponding mean value is denoted by < af ℓ,n 4 (t 0 ) > m(n) , and replaces < af In order to find ℓ(n), we use a fixed point method, (this is easy because the dependence with respect to ℓ of the values of | < af ℓ,n 4 (t 0 ) > m(n) −a f ℓ 4 (t 0 )| is almost undetectable as soon as ℓ is confined in a "reasonable" interval).
In this process, we can also compute a confidence interval [ℓ + (n), ℓ − (n)], in which ℓ(n) lies with a "large" probability.
We now present the numerical results. For each n belonging to a geometric progression, we give m(n), and the computed quantities ℓ + (n), ℓ(n), and ℓ − (n). n m(n) ℓ + 1 (n) ℓ 1 (n) ℓ Table 1 We now display curves made with Table 1 . In Figure 1 , ℓ + (n), ℓ(n), and ℓ − (n) are represented as functions of n. In Figure 2 , they are represented in a log/log scale. The dashed lines correspond to ℓ + (n) and ℓ − (n), while the continuous lines are related to ℓ(n). Fig. 1 clearly shows a concave curve, which is in accord with the guess that ℓ(n) should increase less rapidly than n. Remember that in Subsection 4.2, a sufficient condition of convergence of the method was that (up to different constants) exp(ℓ(n)) = o(n) (α = 2 in our example).
However, we can see on Fig. 2 that the curve giving ℓ(n) with respect to n is convex when represented on a log/log scale (and in fact almost a straight line). Therefore, a good approximation for ℓ(n) seems to be some power n k , for k ∈]0, 1[. This means of course that the condition exp(ℓ(n)) = o(n) is not at all fulfilled, and suggests that Theorem 4.2 is far from optimal.
Of course our numerical study is limited and one should not draw hasty conclusions from it. We think however that in practice, a choice of ℓ(n) as a power of n might not be so bad. 
