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Basic set theory
In our operations with sets we shall always deal with collections of subsets of some universal set Ω.
The concept of set for us is undefined and given. We concern ourselves only with set membership and
operations. ∅ denotes the empty set, i.e. the set with no elements. Set are usually denoted with capital
letters. Set membership is denoted by ∈, so x ∈ A means that x belongs to A. Set inclusion A ⊂ B
means that every member of A is a member of B. This includes the case A = B. The inclusion is strict
if ∃ b ∈ B, b /∈ A. In such a case we write A ( B. The set of subset of A is denoted by P(A).
We define the intersection
A ∩B = {x : x ∈ A and x ∈ B}
and union
A ∪B = {x : x ∈ A or x ∈ B}
The complement Ac of A consists of the element of Ω which are not members of A we write Ac = Ω \A.
The difference is
B \A = {x ∈ B : x /∈ A} = B ∩Ac
The symmetric difference is
A∆B = (A \B) ∪ (B \A)
Note that A∆B = ∅ ⇐⇒ A = B
Intersection and union have extesion to arbitrary collections⋂
α∈Λ
Aα = {x : x ∈ Aα for all α ∈ Λ} = {x : ∀α ∈ Λ, x ∈ Aα}
⋃
α∈Λ
Aα = {x : x ∈ Aα for some α ∈ Λ} = {x : ∃α ∈ Λ, x ∈ Aα}
de Morgan’s laws
(
⋃
α∈Λ
Aα)
c =
⋂
α∈Λ
Acα, (
⋂
α∈Λ
Aα)
c =
⋃
α∈Λ
Acα
If A ∩ B = ∅ then A and B are disjoint. A family of sets (Aα)α∈Λ is pairwise disjoint is Aα ∪ Aβ = ∅
whenever α 6= β (α, β ∈ Λ)
The Cartesian product A×B of sets A and B is the set of ordered pairs
A×B = {(a, b) : a ∈ A, b ∈ B}
N is the set of natural numbers. Z is the set of integers. Q is the set of rational numbers. R is the set of
real numbers.
Intervals in R are denoted via each endpoint, a square bracket indicating its inclusion, an open bracket
exclusion, e.g.:
(a, b] = {x ∈ R : a < x ≤ b}
∞ and −∞ are used to describe unbounded intervals (−∞, b].
R2 = R×R is the plane while Rn is the set of all n-tuples (x1, . . . , xn) composed of real numbers. We
call rectangle the product of two intervals.
A function f : A → B is a subset of A × B in which each first coordinates determines the second:
(a, b), (a, c) ∈ f =⇒ b = c. Domain:
Df = {a ∈ A : ∃ b ∈ B, (a, b) ∈ f}
Range
Rf = {b ∈ B : ∃ a ∈ A, (a, b) ∈ f}
Informally f associates elements of B with those of A such that each a ∈ A has at most one image
b ∈ B. We write this as b = f(a)
X ⊂ A has image f(X) = {b ∈ B : b = f(a) for some a ∈ X}
Y ⊂ B has inverse image f−1(Y ) = {a ∈ A : f(a) ∈ Y }
The function g extends f if Df ⊂ Dg and g = f on Df . We can also say that f restricts g to Df
The algebra of the real functions is defined pointwise.
The sum f + g is given by (f + g)(x) = f(x) + g(x)
The product fg is given by (fg)(x) = f(x)g(x)
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The indicator function 1A of the set A is the function
1A(x) =
{
1 for x ∈ A
0 for x /∈ A
Note that 1A∩B = 1A 1B , 1A∪B = 1A + 1B − 1A 1B , 1Ac = 1− 1A
For any set E an equivalence relation on E is a relation (i.e. a subset R of E × E where we write
x ∼ y to indicate that (x, y) ∈ R) with the following properties
1. reflexive for all x ∈ E, x ∼ x
2. symmetric x ∼ y =⇒ y ∼ x
3. transitive x ∼ y and y ∼ z =⇒ x ∼ z
An equivalence ∼ on E partitions E into disjoint equivalence classes.
[x] = {z : z ∼ x} is the equivalence class of x
E =
⋃
x∈E
[x] is a disjoint union: if [x] ∩ [y] 6= ∅ there is z ∈ E with x ∼ z and y ∼ z hence x ∼ y and
so [x] = [y]
Riemann integral
Let f : [a, b] → R a bounded real function, with a < b. A partition of [a, b] is a finite set P =
{a0, a1, . . . , an} with a = a0 < a1 < · · · < an = b.
The partition P give rise to the upper and lower Riemann sums
U(P, f) =
n∑
i=1
Mi(ai − ai−1), L(P, f) =
n∑
i=1
mi(ai − ai−1)
where Mi = sup
ai−1≤x≤ai
f(x), mi = inf
ai−1≤x≤ai
f(x) for each i ≤ n
In order to define the Riemann integral of f one shows that
1. for any given partition P, L(P, f) ≤ U(P, f)
2. for any refinement i.e. a partition P ′ ⊃ P, L(P, f) ≤ L(P ′, f) and U(P ′, f) ≤ U(P, f)
3. since for any two partition P1 and P2 their union P1 ∪ P2 is a refinement of both, then L(P, f) ≤
U(Q, f) for any partions P and Q
The set {L(P, f) : P is a partition of [a, b]} is bounded above in R its supremum is called the lower
integral
∫ b
a
f of f on [a, b]
The set {U(P, f) : P is a partition of [a, b]} is bounded below in R its infimum is called the upper
integral
∫ b
a
f of f on [a, b]
The function f is said to be Riemann integrable on [a, b] if these two number coincide. Their common
value is the Riemann integral of f denoted by ∫ b
a
f(x)dx
Riemann’s criterion
f : [a, b] → R is Riemann integrable if and only if for any ε > 0 there exists a partition Pε > 0 such
that
U(Pε, f)− L(Pε, f) < ε
Fundamental theorems of calculus
If f : [a, b]→ R is continuous F (y) =
∫ y
a
f(x)dx is differentiable and F ′(y) = f(y) (a primitive of f)
If f : [a, b]→ R is continuous with continuous derivative f ′ in (a, b) then
f(b)− f(a) =
∫ b
a
f ′(x)dx
Limits of Riemann integral
1. We cannot handle integrals over unbounded intervals, or the integral of an unbounded function
2. Dependence on intervals. Consider the lower and upper sums for the indicator function 1Q of Q
over [0, 1]. All the lower sums are 0, all the upper sums are 1
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