Abstract. We introduce and analyse an extension of the disjunctive sum operation on some classical impartial games. Whereas the disjunctive sum describes positions formed from independent subpositions, our operation combines positions that are not completely independent but interact only in a very restricted way. We extend the games Nim and Silver Dollar, played by moving counters along one-dimensional strips of cells, by joining several strips at their initial cell. We prove that, in certain cases, computing the Sprague-Grundy function can be simplified to that of a simpler game with at most two tokens in each strip. We give an algorithm that, for each Sprague-Grundy value g, computes the positions of two-token Star Nim whose Sprague-Grundy values are g. We establish that the sequence of differences of entries of these positions is ultimately additively periodic.
Introduction
In the theory of combinatorial games, the disjunctive sum plays a central role. This dates back to Bouton's pioneering work on Nim, which became the archetypal impartial game [4] . A disjunctive sum represents a game that can be broken down into independent smaller games. Such a game can be efficiently analysed in a divide-and-conquer fashion; specifically, its Sprague-Grundy value may be obtained from the Sprague-Grundy values of its component games using Nim-addition (i.e., bitwise mod-2 addition). We briefly review the basics of combinatorial game theory in Section 1.1.
In many games, disjunctive sums arise commonly in actual play: a position that was initially large and complex may develop into a set of totally separate self-contained sub-positions. Indeed, analysis of this phenomenon in the partizan game Go was the initial spark that led Berlekamp, Conway and Guy to develop the theory of surreal numbers and combinatorial games [6, Prologue] . But it is probably even more common, in practice, for a game position to develop sub-positions that are mostly, but not entirely, self-contained, so that there is still some small amount of interaction between them.
It is natural, then, to investigate impartial games obtained by combining smaller games that are "nearly" independent, but not completely so. This line of enquiry has analogies in many areas of mathematics, for example in connectivity in graphs, where small separating sets of vertices or edges in connected graphs enable efficient divide-andconquer steps in many algorithms.
In this paper, we study one of the simplest possible ways of combining impartial games in a "nearly independent" way. We focus on a family of games that generalize Nim. These are based on moving tokens along one-dimensional strips of squares, where squares are numbered by nonnegative integers. A single Nim-heap is represented by a single strip with a single token. The index of the token represents the size of the heap. The token may be moved to any lower-numbered square. A general Nim position is obtained by taking a disjunctive sum of Nimheaps, in which all the strips are disjoint.
We introduce Star Nim, in which we take some number m of strips and identify the 0-squares of each strip. We can picture the m strips radiating out from their shared square at position 0. The token on each strip may be in any position, including 0, but we forbid a square from containing more than one token. So, as soon as a token is moved down some strip to the 0-square, all the other tokens on the other strips are forever prevented from going there. We also look at Star versions of the Silver Dollar game.
1.1. The Sprague-Grundy theory for the impartial games. In a two-player combinatorial game, the players move alternately, following some set of rules for moves. There is no hidden information and no element of luck. All games discussed in this paper are short and impartial. A short game has a finite number of positions and each position can be visited once (no loop) and so the game terminates after a finite number of moves. A game is impartial if the two players have the same options for moves from every position. The player who makes the last move wins (normal convention). More comprehensive theory can be found in [2, 6] .
A position is an N -position if the next player (the player about to move) can have a plan of moves to win and a P-position otherwise [2] .
The terminal position is the position without a legal move, and so is a P-position.
Introduced by Grundy [13] and Sprague [15, 16] , the Sprague-Grundy value G(x) of a position x is defined recursively as follows: the terminal position has value 0, and G(x) = n if for every m such that 0 ≤ m < n, one can move from x to some y such that G(y) = m and there is no move from x to z such that G(z) = n. Note that a position is a Pposition if and only if its Sprague-Grundy value is zero. The following lemma follows from the definition of Sprague-Grundy values.
Lemma 1. [8]
For each g, the set S g of positions whose SpragueGrundy value is g satisfies the following conditions:
(1) there is no move between two distinct positions in S g , and (2) from any position p not in ∪ g i=0 S i , there exists a move that terminates in S g .
The Sprague-Grundy function G plays an important role in the study of the disjunctive sum of games defined as follows. Given two games G and H, the two players alternately move, choosing either of the two games and moving in that game. The play ends when there is no move available from either of the games. In this paper, a sum means disjunctive sum. The following theorem give us a winning strategy for playing sums, and uses bitwise mod-2 addition, denoted by ⊕, of binary representations of numbers.
Theorem 1 ( [13, 15, 16] ). The Sprague-Grundy value of the sum of two games G and H is the Nim-sum G(G) ⊕ G(H).
The game of Nim, analyzed by Bouton [4] , provides a typical example of sums. This game is played with a finite number of piles of tokens. A move consists of choosing one pile and removing an arbitrary number of tokens from that pile. A game with n piles a 1 , a 2 , . . . , a n is denoted by Nim(a 1 , a 2 , . . . , a n ). Nim is a sum of multiple one-pile Nim(a i ). The Sprague-Grundy function of Nim is the Nim-sum of the sizes of the single piles. The following lemma follows from Theorem 1.
Lemma 2. [4]
The Sprague-Grundy value of Nim(a 1 , a 2 , . . . , a n ) is n i=1 a i . 1.2. Star Silver Dollar. The game of Silver Dollar [6] is played with a finite strip of squares labeled from the left end by 0, 1, 2, . . . with at most one token on each square. The two players alternately move, choosing one token and moving it to an empty square that is labeled with a smaller number without jumping over any of the other tokens.
The game ends when there is no move available and the player who makes the last move wins.
For example, in Figure 1 , the allowed moves are: move the token on square 2 to square 1 or 0; or move 5 to 4 or 3; or move 8 to 7; or move 10 to 9. In this position, the token on square 6 cannot move. An analysis of Sprague-Grundy values for Silver Dollar will be given in section 1.3.
We generalize the game of Silver Dollar to multiple strips. Given m Silver Dollars, we overlap the zero squares of these games, as illustrated in Figure 2 . A move consists of choosing an arbitrary token and moving it to some smaller empty square on the same strip without jumping over any token. The next player to move can choose a different strip. We call this game Star Silver Dollar. [2, 5] , [3] , [1, 4] ). Remark 1. We can assume that our Star Silver Dollar does not have a token on square 0. If there is token on this square, the game is the disjunctive sum of separate Silver Dollars and it can be solved as shown in Remark 2.
We use [a 1 , a 2 , . . . , a k ] to represent a Silver Dollar with tokens in the squares a 1 , a 2 , . . . , a k with a 1 < a 2 < · · · < a k . For example, the position in Figure 1 is represented by [2, 5, 6, 8, 10] . The Star Silver Dollar formed by two Silver Dollars is represented by ([a 1 , a 2 [17, 18] and its variants [9, 12] . One may be interested in studying the combination of these games using the idea of Star Silver Dollar.
We next recall the Sprague-Grundy function for Silver Dollar for the reader's convenience.
1.
3. An analysis of Silver Dollar. The Spague-Grundy function for Silver Dollar is analyzed in [6, Chapter 11] 
if n is even;
For example, the Spague-Grundy value for the Silver Dollar position [3, 5, 8, 12, 19 ] is 3 ⊕ (8 − 5 − 1) ⊕ (19 − 12 − 1) = 7. Note that x j+1 − x j − 1 is the number of empty squares between the two squares x j and x j+1 .
Note that Silver Dollar can be considered as the game of Nim in which each term in the formula for Sprague-Grundy function above is a pile in Nim. The only difference with Nim is that Silver Dollar sometimes increases one pile when reducing another pile. This is because moving a token x i reduces the gap between that token and token x i−1 on its left but increases the gap between x i and the token x i+1 on its right. However, this increase does not repeat forever and also does not affect the winning strategy.
Remark 2. It can be seen that Star Silver Dollar with token in square 0 is the sum of separate Silver Dollar and so it is solved by using the Nim-sum of Sprague-Grundy values and the analysis of Silver Dollar given just above.
For example, the Star Silver Dollar in Figure 3 is exactly the sum of three separate Silver Dollar: [1, 4] , [2] , and [2] .
The outline of paper is as follows. In the next section, we show that the Sprague-Grundy function for Star Silver Dollar can be simplified to that for a simpler one where each strip has at most two tokens. In Section 3, we characterize the P-positions for m-Star Nim with m ≤ 4. In Section 4 we analyze the Sprague-Grundy function of 2-Star Nim. We give an algorithm that produces positions whose Sprague-Grundy values are g. We prove a periodicity property of the sequence of positions whose Sprague-Grundy values are g. We then prove an additive periodicity property of the Sprague-Grundy function. In Section 5, we discuss some research direction for further study. We also include some code written on Maple in Appendix A for the reader's convenience.
The Sprague-Grundy function for Star Silver Dollar
We show that Star Silver Dollar can be described as a disjunctive sum of a simpler Star Silver Dollar with at most two tokens on each strip and separable Silver Dollars (Theorem 2). We then examine the cases for the simplified Star Silver Dollar. When each strip has an odd number of tokens, this simplified game is derived from Star Nim (Corollary 1). When each strip has an even number of tokens, we establish a formula for the Sprague-Grundy function (Corollary 2). For example, direct calculation shows that G( [2] , [2] , [1] ) = 3 and so we have G( [2] , [2, 5, 8] , [1, 5, 10] 
For example, G( [2, 5] , [3, 6, 8, 10] 
Proof of Corollary 2. By Theorem 2, it remains to prove that
H has exactly two tokens. The argument is exactly similar to the solution of Silver Dollar with even tokens. Note that the condition a 1 = a 2 in Proposition 1 is equivalent to a 1 ⊕ a 2 = 0, which is similar to P-positions in Nim.
The P-positions of 3-Star Nim coincide with those of 3-pile Nim.
. We need to verify the following two facts: (1) there is no move between two distinct positions in A; and (2) from any position not in A, there exists a move that terminates in A.
Similarly, moving in the second or third strip also results in positions not in A.
For (2), let
As shown by Bouton [4] , one can find a k such that k < a 1 and k ⊕ a 2 ⊕ a 3 = 0, or k < a 2 and a 1 ⊕ k ⊕ a 3 = 0, or k < a 3 and a 1 ⊕ a 2 ⊕ k = 0. If the first (resp. second, third) case holds, moving from a 1 (resp. a 2 , a 3 ) to [k] in the first (resp. second, third) strip terminates in A.
It appears complicated to generalise the above results to 4-Star Nim. We obtain a formula for P-positions 
We need to verify the following two facts:
(1) there is no move between two distinct positions in B; and
, there exists a move that terminates in B. For (1), it can be verified that there is no move between positions in B 0 and between positions in B 1 , using property x ⊕ y = x ′ ⊕ y if x = x ′ . We show that there is no move from a position in B 1 to a position in
If we move from [1] to [0] in the first strip, the obtained position is
Note that a 2 ⊕ a 3 ⊕ a 4 = 0 and (a 2 − 1) ⊕ (a 3 − 1) ⊕ (a 4 − 1) = 0 cannot hold at the same time. To see this, consider the binary representations of the numbers a i and a i−1 . If a 1 ⊕ a 2 ⊕ a 3 = 0, an even number of a 2 , a 3 , a 4 end in 1, so an odd number of a 2 − 1,
If For (2), let
. As shown by Bouton [4] , there exists k such that (1) k < a 2 − 1 and
Without loss of generality, we can assume that the case (1) If
Consider the Nim position (a 2 , a 3 , a 4 ). As shown by Bouton [4] , there exists k such that (1) k < a 2 and k ⊕ a 3 ⊕ a 4 = 0 or (2) k < a 3 and a 2 ⊕ k ⊕ a 4 = 0 or (3) k < a 4 and a 2 ⊕ a 3 ⊕ k = 0. Without loss of generality, we can assume that the case (1) 
Direct calculation shows that many P-positions of Star Nim also satisfy the condition for P-positions in Nim. For example, there are 5089
Nim of which 4593 are P-positions in Star Nim. There are 112 P- 
Sprague-Grundy function of 2-Star Nim
In the rest of paper, we study 2-Star Nim. Table 1 provides the Sprague-Grundy values G(a, b) of 2-Star Nim for 0 ≤ a ≤ 10, 1 ≤ b ≤ 15. We establish several properties of the extension of this table.
We characterize 2-Star Nim positions whose Sprague-Grundy values are at most 5. Given some Sprague-Grundy value g, we give an algorithm that computes the sequence (a i , b i ) i≥0 of 2-Star Nim positions whose Sprague-Grundy values are g. We show that the sequence (b i − a i ) i≥0 is ultimately periodic. Finally, we prove the ultimately additive periodicity of rows (and similarly columns) of the matrix of Sprague-Grundy values and conjecture the ultimate periodicity of diagonals parallel to the main diagonal. 4 5 6 7 8 9 10 11 12 13 14 15 Table 1 . (2, 3) , (6, 9) , (7, 10) , (8, 11) (1, 5) , (2, 4) , (3, 7) , (8, 10) , (9, 11) 
Proof. Recall that (i) is part of Proposition 1. For each n with 1 ≤ n ≤ 5, one needs to verify two facts: (1) there is no move between two positions in G n , and (2) from any position not in
there exists one move to some position in G n . The verification of the claims is simple and we leave to the reader. k-sequence S k for all k < g and the first n − 1 members (a g l , b g l ) for l < n. We introduce an algorithm that computes n th sequence member (a
An algorithm for the Sprague-Grundy function for
We denote the sequence computed by the algorithm by
, and will shortly show that the sequences S g and T g are the same.
The algorithm has the same overall structure as the WythoffSprague-Grundy (WSG) algorithm due to Blass and Fraenkel [3] , for the game Wythoff, although there are many differences in the details of analysis.
Later, Example 3 shows the calculation of (x ) together with the data required, and is illustrated in Figure 6 . We now discuss Algorithm 1.
Remark 5.
(1) By the definition of mex,
Step ( . We analyse the complexity of Algorithm 1.
Step (1) first sorts the set {x g i , y g i | 0 ≤ i < n} in increasing order, requiring O n(log n + log g) steps using Radix Sort, since we have n integers of O(log n + log g) bits each. It then scans the list of up to 2n elements to find its mex, requiring O(n) comparisons of these integers. Thus, Step (1) 
Step (2) costs O(ng log n) steps. The total time complexity of Algorithm 1 is therefore O n(log n + log g + g log n) . This is exponential in the sizes of the inputs n and g. Algorithm 1 could be used as part of an iterative scheme to compute the (x g n , y g n ) in turn, provided the computation is organised so that the required previously computed pairs are always available. Proof. We first verify the termination of the algorithm.
Step (1) requires at most (2n) 2 comparisons. For each z in Step (2), x g n + z needs to be compared with no more than n values of y 
Therefore, the algorithm must terminate. We prove by induction on g that the sequence T g computed by Algorithm 1 coincides with the g-sequence S g . We need to verify the following conditions:
there is no move between two positions in T g ; (iii) from every position not in ∪ k≤g T k , there exists one move that terminates in T g . The condition (i) holds since in the step (2) of the algorithm, (x g n , y g n ) is chosen such that it has not appeared in any sequence T k for k < g. For (ii), note that if (x, y) and (x ′ , y ′ ) belong to T g then x = x ′ by Step (1) and y = y ′ by Step (2). Thus, (ii) holds. For (iii), let (x, y) / ∈ ∪ l≤g T l with x ≤ y. We show that there is a move from (x, y) to some position in T g .
Step (1) implies that the set , y
Example 3. We illustrate data required to run Algorithm 1 in Figure  6 . To calculate (x By increasing z to 1 we have (10, 11) appearing in T 2 , so step (2b) fails. Then we increase z to 2, giving (10, 12) and satisfying step (2) . Therefore, y We now improve Algorithm 1. Note that to compute (x g n , y g n ) in the sequence T g , Algorithm 1 computes a set whose size is Θ(n). We will show that there are several ways we can improve Algorithm 1. In step (1), we can replace the existing set by a set of size at most g + 2. In step (2a), we can replace the existing set by a set of size at most g + 1.
In step (2b), instead of scanning all pairs in T k , we only need to scan one pair. Thus, the algorithm needs to scan only O(g 2 ) values.
Proof. The lemma can be proved by induction on b.
We first prove lower and upper bounds for the Sprague-Grundy function. Proof. We first show that G(a, b) ≤ b + a − 1. The claim can be proved by induction on a. Note that the claim holds for a ≤ 2 by Lemma 3. The remaining argument is straightforward and we leave it to the reader.
holds for all a ≤ n for some n ≥ 2. We show that the theorem holds for a = n + 1. Clearly the theorem holds for b ≤ a + 2. Assume that the theorem holds for b ≤ m for some m ≥ a + 2. We show that the theorem holds for a = n+1, b = m+1. We have that G(a, b) ≤ a+b−2, as required. By the principle of induction, G(a, b) ≤ b + a − 1 for all a, b.
We next prove that G(a, b) ≥ b − a. Assume by way of contradiction that G(a, b) < b − a for some a and b with a ≤ b. We can choose the smallest such integer a. Moreover, corresponding to this a, we can choose the smallest such integer b. Assume that G(a, b) = v for some v < b − a. Consider the position (a, a + v). Since b is the smallest integer such that G(a, b) < b − a and a + v < b, we have For example, if S = {3, 4, 5, 7, 9} then mex 2⇑ (S) = 2, mex 3⇑ (S) = 6.
In step (2b), there is at most one value x k l equal to x g n . We know the first entries in each T k are increasing. Suppose we have already scanned the first m pairs in T k whose first entries are smaller than x g n−1 to compute y g n−1 . Then when computing x g n , we can skip these scanned values. We would like to mark a position to record that we have already scanned up to there. The following concept helps us to do so.
For example, one can check some first elements of T k for k ≤ 2 as follows: (3, 3) , (4, 4) , (5, 5) , (6, 6) , (7, 7), . . .), (3, 4) , (5, 6) , (7, 8) , (9, 10) , (11, 12) , . . .), We now show that the sets scanned in Algorithm 1 can be replaced by new sets of smaller sizes.
Lemma 4. The following properties hold for Algorithm 1:
( 
We have following bounds for x g n . Corollary 3. For given n, g, we have x g n ≤ x g n−1 + g + 2.
Proof. Therefore, n ≤ x g n . Also in step 1, the set {x We now improve Algorithm 1 so that we need only O(g 2 ) values for input. Figure 7 , one can see that we have replaced the pair (7, 7) by (8, 8) and then (9, 9) and end with (10, 10) before assigning {10} to T (1) the set T We will use this finiteness to prove a periodicity property in the next section. of "3, 3, 4, 3, 3, 4, 3, 3, 4 , 4, 4, 4".
4.3.
Recall that a sequence (s n ) n≥0 is said to be ultimately periodic if there exist n 0 and p such that s n+p = s n for all n ≥ n 0 .
We will modify Algorithm 2 to obtain a new algorithm computing y for the second entries. By Corollary 3, we have x
For the second entries, by Proposition 5, we have y
The smallest value used by the algorithm is min{x
Definition 5. Algorithm 3 is obtained from Algorithm 2 as follows.
The following lemma is straightforward. We prove the following. 
4.4.
The ultimately additive periodicity of Sprague-Grundy values. A sequence (s n ) n≥0 is said to be additively periodic if there exist n 0 and p such that s n+p = s n + p for all n ≥ n 0 [1] .
We show that in the expanded table of Table 1 , every row (column) is ultimately additively periodic. For example, for a = 1, 2, 3, 4, 5, 6, the sequence (G(a, b)) b≥0 is ultimately additively periodic with the period p = 1, 3, 9, 36, 144, 720, respectively. There is a remarkable pattern with these periods p. The pattern is as follows:
We do not yet know p 7 , so we do not know if this pattern continues.
Ultimately additive periodicity has been found for the Wythoff game and some of its variants [7, 10, 11, 14] . In these variants, the players alternately move from a position (a, b), following some given rules. For example, a move in Wythoff is one of following options:
It has been proven for these variants that the sequence (G(a, b) ) b≥a is ultimately additively periodic for every a > 0. Now we prove this periodicity for 2-Star Nim. The technique used here was introduced by Landman for Wythoff [14] . H(a, b) ) b≥0 is ultimately periodic. We prove the latter by showing that (H(a, b) ) b≥0 can be computed on a finite state machine.
Set
Note that the number of elements in M increases along with the increase of b. We first overcome this constraint.
Set , b) ) whose min set has at most 2a elements.
Thus, we have shown that G(a, b) can be computed from at most 2a values regardless of how large b is. The next step is to show that we can store only a finite number of bits to compute H(a, b) regardless of the increase of b. 
Regardless of the increase of b, H(a, b) can be computed directly from two 2a-bit sequences S L c (a,b) and S D c (a,b) . 
Note that we exclude those G(a−i, b+1−j) with j > 2(a−i)−1 in the subtracted set since these values are less than b + 1 − a + i = min(N After that we replace stored data by increasing the second entry by 1 and compute H(a, b + 2) and so on. This finite state machine requires O(a 2 ) states each of which needs at most 2a bits. Using this finite state machine, we can compute the sequence (H(a, b) ) b≥2a−1 . Since the finite state machine eventually repeats, the sequence (H(a, b) ) b≥0 is ultimately periodic and so the sequence (G(a, b) ) b≥0 is ultimately additively periodic.
The following result means every row (column) in the expanded table of Table 1 contains exactly one Sprague-Grundy value g for every g ≥ 0. The sequence (G(2 + i, 5 + i)) i≥0 appears to be ultimately periodic with pre-period length n 0 = 28 and period length p = 144. Its first 400 values are 3, 8, 10, 10, 4, 4, 4, 19, 6, 6, 5, 5, 5, 6, 10, 6, 5, 5, 5, 6, 6, 8, 5, 5, 5, 8, 8, 11, 5, 5, 5, 8, 6, 6, 5, 5, 5, 6, 8, 6, 5, 5, 5, 6, 6, 9, 5, 5, 5, 8, 9, 8, 5, 5, 5, 9, 6, 6, 5, 5, 5, 6, 8, 6, 5, 5, 5, 6, 6, 8, 5, 5, 5, 9, 8, 8, 5, 5, 5, 8, 6, 6, 5, 5, 5, 6, 8, 6, 5, 5, 5, 6, 6, 8 
Further questions
We are interested in the following questions for further study. Given impartial games G 1 , . . . , G n , their nearly disjunctive sum is played as for the disjunctive sum, except that, if a player moves in G i so that the resulting position in G i is a P-position for G i , then neither player can ever make any move in any G j (j ∈ {1, . . . , n}) that gives a P-position for G j . 
