Abstract. A finite-element method with exponential basis elements is applied to a selfadjoint, singularly perturbed, two-point boundary value problem. The tridiagonal difference scheme generated is shown to be uniformly second-order accurate for this problem (i.e., the nodal errors are bounded by Ch2, where C is independent of the mesh size h and the perturbation parameter). With a certain choice of trial functions, uniform first-order accuracy is obtained in /. K[0,l].
1. Introduction. We consider the following two-point boundary value problem: (11) Ly = e2(py')'-ry = f on (0,1), However, since d(x) involves both first and second derivatives of p(x), a discretization of this transformed problem is not attractive from a numerical point of view. In this paper, we present a numerical method which is directly applicable to problem (1.1).
Finite-difference schemes for singularly perturbed selfadjoint problems of the form (1.2), which are uniformly in e accurate, have been examined by various authors. Miller [6] gave sufficient conditions for the uniform first-order convergence of a general three-point difference scheme. Hegarty et al. [4] and Niijima [7] produced uniformly second-order difference schemes. Boglaev [1] examined problem (1.2) in a finite-element framework and achieved uniform first-order accuracy at the nodes. Shishkin [11] examined problem (1.1) on a nonuniform mesh, which depends on e, and obtained convergence results for various difference schemes. A useful discussion of uniform convergence of difference schemes for singularly perturbed two-point boundary value problems is obtained in Doolan, Miller, and Schilders [2] , Schatz and Wahlbin [10] examined problem (1.2) in both one and two dimensions, using a Galerkin finite-element method.
A weak form of problem (1.1) is:
find y e Hx(0,1) such that In this paper, we will discretize (1.3) using a Petrov-Galerkin finite-element method with exponential test functions and a quadrature rule that replaces the functions p, r, and / by piecewise-constant approximations. This enables exact evaluation of the modified integrals in (1.3). By introducing a discretized Green's function, the nodal errors are given explicitly in integral form. Our approximation will be shown to be uniformly second-order accurate at the nodes. The crux of the proof lies in suitably bounding the discretized Green's function and its derivative. Using exponential trial functions to interpolate between these nodal values, our approximation is then shown to be uniformly first-order accurate in L°° [0, 1] . Thus the second-order nodal accuracy is a superconvergence result.
For a discussion of exponential elements, see Hemker [5] , de Groen [3] and the references therein. A discretized Green's function was first used by Stynes and O'Riordan [12] to prove a superconvergence result for a nonselfadjoint singularly perturbed two-point boundary value problem.
Note. Throughout this paper, C will be used to denote a generic constant independent of x, j, h, and e. Also, g = 0(hp) means \g\ < Chp, p = 0,1, 2. In order to obtain the appropriate bounds on the derivatives of the solution of (1.1), we will require some information about the solutions of (2.1) Lw = g(x,e), \w(0)\^C and |w(l)|<C.
We will say that g is of class (y, j) if the derivatives of g with respect to x satisfy (2.2) \g(,)(x, e) | < C(l + E-e~yx/e + e"'«?-*1 "*>/•) for 0 < / <y, x e [0,1], where y is some positive constant independent of x and e. Lemma 2.2. Let g be of class (y,0). Then the solution w of (2.1) satisfies \w(x)\ < C.
Proof. Apply the maximum principle to -C + w(x). □ License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use The next lemma gives us an asymptotic expansion for the solution y of (1.1).
Lemma 2.7. The solution y(x) of (1.1) may be written as Proof, (i) We must show that there exists a unique choice of ( Xk }¿ ~x such that
Gj(x)= £ \kMx).
Now for each i we require N-l »tJ = {4>"8(x -xj)) = (<t>" LGj) = *,(*,, G,) = E XkBe(<p,^k). The following term will arise repeatedly throughout the error analysis: with X = h/e. Since X/(l -e'yX) < C for 0 < X < 1 and 1/(1 -e'yX) < C for X > 1, we have
which completes the proof of (i).
(ii) Let D(x) = j,x=0(f(t)/P(t))l/2dt. We have
since \k -k\ < CA, (1, |Gy|) < C, \q\ < C and
Hence,
= E s(x,)exp(-;D(x,_0.5)/e)(.x -x,_0.5, *-<*-*<-<>'>/*Gy). + 0(A2). (iii) We have
where kx(t) = k(l -t), Jcx(t) = k(l -t), qx, rx, and px defined similarly, Dx(t) = f'(rx(s)/px(s))1/2ds
and Fj(t) is defined as in the last part of Theorem 4. 
(see [10, p. 81] ). The results are given in Table 2 . In this example, the analytic solution can be computed. Thus we define
