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A system of nonlinear integro-differential equations with unbounded delay for 
grazing a grassland by a cattle population is considered. Sufficient conditions for 
asymptotic stability of a positive equilibrium are investigated under fairly general 
types of growth conditions on the nonlinear functions. The main tools in our 
analysis are the Liapunov-Razumikhin technique, construction of Liapunov 
functionals, and Krasovskii’s method. Several examples are presented and a few 
remarks are made to illustrate the generality of the hypotheses. 0 1992 Academic 
Press, Inc. 
1. INTRODUCTION 
The degradation of a grass biomass in a forested grassland due to over- 
grazing by ungulates present in the grassland; cattle migrating from plains 
into the grassland during the draught period; and cutting of grass for food, 
fodder, and fuel has been stressed in the literature in recent years and 
stability analysis of a grazing system using the concept of prey-predator 
models [9, lo] has been discussed. Since the availability of grass biomass 
at a given instant inherently depends upon its growth rate and the grazing 
rate both in the present and in the past, it is quite natural to consider some 
kind of delay effect of grass biomass in the model. Although several 
investigations related to ecological models with delay effects can be found 
in the literature [ 1, 2, 141, none is applicable to the dynamics of grassland 
grazing as it requires more general considerations for growth and depletion 
rates [9, lo]. Keeping this in mind, we consider in this paper a general 
model for grazing a grassland on the pattern of a prey-predator system [4, 
7, 143 by considering the effect of delay in the growth rate of a cattle 
population. This model resulted in a general system of nonlinear integro- 
differential equations with unbounded delay. Stability analyses for both 
linear and nonlinear systems are discussed and sufficient conditions for 
asymptotic stability of a positive equilibrium of these systems are 
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investigated under a fairly general type of growth condition on the 
nonlinear functions. The main tools in our analysis are the Liapunov- 
Razumikhin technique, construction of Liapunov functionals, and 
Krasovskii’s method. The results thus obtained will include and improve 
some of the earlier findings on similar analysis for prey-predator 
population models. Various examples are worked out and a few remarks 
are made to illustrate the generality of the results and the fruitfulness of the 
techniques adapted. 
2. MATHEMATICAL EQUATIONS 
Let G(t) and U(t) be continuously differentiable positive functions 
representing the density of grass biomass and cattle population, respec- 
tively, in the grassland. Motivated from the characteristic nature of prey- 
predator systems with great delay [4, 7, 141, we consider the dynamics of 
grass biomass and cattle population by the following system of nonlinear 
integro-differential equations, 
dG 
dt= Gg(G, U) 
where 
g(G, U) denotes the specific growth rate of grass biomass, 
y > 0 is the natural death rate of the cattle population, 
f(U) is the self-inhibition rate of the cattle population, 
h(G) is the grass response to cattle, 
w(t) is a nonnegative continuous function called the weight function 
(or kernel), and 
/? > 0 is the delay coefftcient. 
We need the following hypotheses on the functions g(G, U), f(U), w(t), 
and h(G) in our subsequent analysis. 
(HO) For any positive, continuous, and bounded initial functions 
(cp, Y) = (q(t), Y(t)) on -co < t ~0, there exists a unique positive [8, 121 
solution (G(t), U(t)) = (G(t, cp), U(t, Y)) of (2.1) for all t E [0, cc) such that 
(G(t), U(t)) = (q(t), Y(t)) for all ?E (- co, O]. 
(Hl) The functions g, f, and h are continuously differentiable in the 
setSZdefinedbySZ={(G,U)ER2:O<G<~,0<U<co}. 
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(H2) g(0, 0) ~0, g(K, 0) = 0, ag/aG<O, ag/aU< 0, where K is the 
carrying capacity of the grass biomass in the forested grassland. 
(H3) h(O)=0 and h’(G)>0 for O<G<co. 
(H4) f(O)=0 andf’(U)>O for O-C UC co. 
(H5) jta: ~(t-~)ds=w,,, where w0 is a positive constant. 
For example, the following weight (or memory) functions are admissible 
in our subsequent analysis, 
(9 w+;exp -; ( ) 
(ii) w(t)= o 1 
7c/2r sin( (7r/r)/t), O<t<r, 
, r<t 
(iii) W(t)=;s(0)+$3(t), 
where r is a small positive constant and d(t) is the Dirac-delta function. 
In view of hypotheses (HO)-(H5), using the method of isoclines, it can 
be easily shown [S] that there exists a positive equilibrium (G*, U*) given 
by 
and 
Y+m=PjI_ w(t -3) h(G(s)) ds (2.2) 
provided [ 141 
Y < Bw,h(G*). 
In this paper, we investigate sufficient conditions for the asymptotic 
stability of the positive equilibrium (G*, U*) of (2.1) under the hypotheses 
(HO)-(H5). 
3. LINEAR SYSTEMS 
In this section, we linearize the system of integro-differential equations 
(2.1) around the positive equilibrium point (G*, U*) by considering the 
transformations 
G(t) = G* + gl(t) and U(t) = u* + u,(t). 
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Then it is easy to see that the linearized system corresponding to (2.1 ) 
takes the form 
dg, - = G* 
dt 
2 (G*, U*) g,(t) +g (G*, U*) u,(r) , 
1 
-.f’(U’)u,(t)+Bh’(G*) j’ I n(t-Lr)p,(s)dL$ (3.1 ) 
Thus Eqs. (3.1) can be written in the vector-matrix form as 
where 
and 
- [ 
0 
M= /3U*h’(G*) 
0 1 0 ’ (3.3) 
Remark 1. From the hypotheses (H2))(H4) it is clear that 
& G*-&G*, U*)<O, 
and 
u*f’(u*)>o, 
/NJ*h’(G*) > 0. 
A. Liapunov-Razumikhin Tecnique 
To study the asymptotic stability of (3.2), we employ the Liapunov- 
Razumikhin technique [2, 133 and introduce the following class of 
functions XE R2 such that 
IlX(s)ll G cllx(t)ll for all -cn<sdt<~, (3.4) 
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where C> 1 is a real constant. Let 
V(X) = XTBX, (3.5) 
where B is a 2 x 2 real symmetric constant matrix. It is clear that V(X) is 
a positive definite in R’. Since A is a stable matrix (see Eq. (3.2) and 
Remark 1 ), it follows [ 111 that the matrix equation 
A=B+ BA= -I, (3.6) 
where I is an identity matrix and has a positive definite matrix solution B. 
The time derivative of V(X) along the solutions of (3.2) together with 
(3.6) yields 
dV 
dt- 
- -X’(t) X(t)+ j’ w(t-s)X=(s)ii?=ds 
-cc 
+X=(t) B j’ w( t - s) fix(s) ds 
--m 
6 - llW)l12 + 2lIBll ll~ll Ilx(~)ll 
' X Iw(t -s)l IlX(s)ll ds 
--co 
(3.7) 
Therefore from (3.4) and hypothesis (H5), we have 
ZG - llxWl12 + Wljih IlBll 11~(~)112 jr Iw(t - ~11 ds --oo 
= - Cl - ~Cw,ll~ll IIBII 1 IW(t)l12. 
Choose wO such that 
(3.8) 
1 
w” < WIBII Ilfill ’ (3.9) 
Then dV/dt is negative definite. Hence the system (3.2) is asymptotically 
stable. 
B. Construction of Liapunov Functionals 
In this section, the basic tool is the construction of a Liapunov 
functional [3]. To this end, we.introduce a functional W such that 
W(g,(.), u1(.))= Is1(t)l + b,(t)1 
Cc 
w(t--S) dz Ig,(s)l & 
> 
(3.10) 
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where 
m 21 = /HJ*h’(G*) > 0. 
It is clear that W is a positive definite functional on R2. Further the 
functional W has continuous first-order partial derivatives with respect to 
all variables ((g,, u,) # (0,O)). Computing the time derivative of (3.10) 
along a solution ((g,, u,) # (0,O)) of (3.1), we obtain 
w(t - ~1 Is,(t)1 d7 
- m2, s ’ w(t-$1 Ig,(s)l d  -3c 
= G* g (G*, U*) Igl(t)l + G* $ (G*, U*) lu,(t)l 
- U*f’(U*) lu,(t)l +PU*h’(G*)[’ w(t--s) Ig,(s)l ds 
JL 
+ m21 I r N-f) Is,(t)1 dz-m,, j’ w(f-s) Ig,b)l ds 1 7 
G*$(G*, U*)+m,, j”m w(t - ~1 dT Ig,(t)l I 1 
+ G* 2 (CT*, u*) - u*f’( u*) 
[ I 
lu,(t)(. (3.1 1 ) 
Since fy W(T - t) dr = wo, it follows from the fact m,, = /?U*h’(G*) and 
Remark 1 that the linear system (3.1) is asymptotically stable if 
G* -$ (G*, U*) + /?U*w,h’(G*) < 0. 
4. NONLINEAR SYSTEMS 
(3.12) 
In this section, we investigate sufficient conditions for asymptotic 
stability of the positive equilibrium point (G*, U*) of the nonlinear system 
(2.1) by using Krasovskii’s method [6, 111. 
In addition to hypotheses (HOk(H5), we also assume (see Cushing [4, 
p. 181) that 
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(H6) all the positive solutions (G(t), U(t)) of (2.1) exist and are 
bounded for all t E [0, co) and are such that 
where K, , K2, L, , and L, are positive real numbers. 
We now consider the transformation 
and 
u 
u,=iog- 
u* 
and reduce the system (2.1) to 
dg, dt = g(G*@‘, U*&“) gf F,(g,, ul) 
(4.1) 
(4.2) 
du, -= -y-/IU*&‘I)+j~’ w(t-s)h(G*egicS))ds 
dt -00 
si F*(g,, u,, t). 
forall(g,,u,,t)EQ,x(-oO,co), where 
(4.3) 
o,= 
i 
(g,,U~)ER~:lOg~~gl~log~,log~~ui~log~ . 
I 
(4.4) 
The two-dimensional system (4.3) can be expressed in the vector form as 
$=m-, t), (4.5) 
where 
It is clear that T(O, t) = 0 for all t E ( - 00, co). Define a matrix M= M(X, t) 
such that 
M= $(P+J), (4.6) 
where J is the Jacobian matrix of 7(X, t). Choose a positive definite 
function V as 
GRAZING SYSTEMS 67 
Then the time derivative of I/ along the solutions of (4.5) is given by 
$=y(x, t) xs X7(X, t). (4.7 1 
Let Y = (Y,, Y,) and Z= (Z,, Z,) be vectors. 
Then we consider 
q(Y)= 2 F,(K f)6,,Z,, 
i./= I 
(4.8 1 
where ~3,~ is the Kronecker delta, as a function of Y only. Thus the applica- 
tion of mean value theorem for 
4( n = 4( Y) - 4(O) + 4(O) 
gives 
q(Y)= li 
1. /.k = I 
z (er, t) Yk 6, Zj] + q(0). 
k 
Setting Y = X and Z = X, we obtain from (4.8) and (4.9) that 
j-(X, t) x= xrqex, t) x+,jyo, t) x. 
In view of the fact that T(O, t) - 0, it follows that 
.f’(X, t) x= xrJ*(ex, t) x. 
Similarly 
X7(X, t) = x?qex, t) x. 
Therefore from (4.6) and (4.7), we get 
~=2XTM(X, t)X 
for all (X, t) E Q, x ( - co, co ). Since 
(4.9) 
(4.10) 
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it is clear from (4.10) that dV/dt is negative definite if 
(i) $<O 
&.&i!!L+~] 
(4.11) 
(ii) 
hold for all (gl,u,,t)EQ1x(--co, co). 
Hence the application of Krasovskii’s theorem (see Hahn [6, 
Theorem 55.5, p. 2701) yields that the positive equilibrium (G*, U*) of 
(2.1) is asymptotically stable provided the conditions (4.11) hold. 
Remark 2. Krasovskii’s method can be adapted for linear stability 
analysis without assuming the hypothesis (H6) and corresponding stability 
criterion can be obtained. 
Remark 3. Krasovskii’s method guarantees the asymptotic stability of 
(G*, U*) for the system (2.1) if M(X, t) is negative definite but does not 
lead to any answer when M(X, t) is not negative definite. Since the negative 
definiteness of M(X, t) requires that the matrix M(X, t) have nonzero 
elements on its main diagonal, the application of Krasovskii’s method fails 
iff=O in (2.1). 
5. EXAMPLES 
In this section we present three examples to illustrate the generality of 
the hypotheses and the fruitfulness of the techniques employed in our 
analysis. 
EXAMPLE 1 (Delay model with functional response). As a special case 
of a two-dimensional system (2.1), we consider the following system of 
equations 
z=G[rG(l-!$-&u], 
$= u[ -y-a~+/?~/_ w(t-WWd+ 
(5.1) 
where rG, GI, ao, and 6 are positive real numbers. 
The positive equilibrium point (G *, U*) of (5.1) is given by (see (2.2)) 
G*=v+6u* 
Bwo ’ 2P ’ 
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where 
P = &,a, 
Q = /?Kw,(a - cl(yG) + (6 + cc,y) rG 
R = r&y - Kflw,) 
with y < bG*w,( < PKw,), w0 being the same as in (H5). 
The transformation (4.2) reduces (5.1) to 
du, def 
-= 
dt 
-y-GU*e”L+~G* w(f-.S)eK1(YJd.~ E F2(gl,u,,t). 
(5.2) 
Then, we have 
=I G*egl -=--r - 
f&T, 
G K’ 
=I ciU*e” -=- 
au, (1 +cc,U*e”1)2’ 
z=/jG*r,: ~(t--sS)e~l’~‘ds, 
af-2 -= -6U*e”l 
au, 
Thus using Krasovskii’s method, the conditions (4.11) for asymptotic 
stability of (0,O) for the system (5.2) now takes the form 
6G*U* 
1’ e16~+““>a[pG* 
ctU*e”’ 
1 
2 
rG K 
w( t - s) egl(‘) As - 
--z (1 + cto U*e”‘)* 
This implies, in view of (4.2), that 
rG 
XU 
I 
2 
w(t-s) G(s)ds- (1 +ol,uJ2 (5.3) 
From the hypotheses (H5)-(H6), it is clear that the positive equilibrium 
(G*, U*) of (5.1) is asymptotically stable if 
a2L2 
P2K:wi+ (1 +& . 1 (5.4) 
Remark 4. It is easy to verify that condition (5.4) implies (5.3). 
However, the converse is not true. 
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EXAMPLE 2 (Delay model without functional response). Consider the 
two-dimensional system 
~=G[rG(l-+J] 
w(t-s) G(s) ds 
I 
. 
(5.5) 
The positive equilibrium point (G*, U*) of (5.5) (see [14]) is given by 
K(cv + dr,) 
G* = (G$Kw, + Sr,)’ 
u* _ TG (m% - Y) 
c$Kw, + br, ’ 
where y < PKw,,, w0 being the same as in (H5). Then 
Thus the positive equilibrium (G*, U*) of (5.5) is asymptotically stable (see 
(5.4)) if 
YG (5.6) 
EXAMPLE 3 (System with no-delay and without functional response). 
Take w(t) in (5.5) as a Dirac-delta function defined by 
for O<t<s 
otherwise, 
where E is a sufficiently small positive constant. Then the system (5.5) (see 
MacDonald [7]) takes the form 
(5.7) 
in the limiting case as E --, 0. 
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The positive equilibrium (G *, U*) of (5.7) (see [14]) can be obtained as 
G* = WY + h) 
xflK+ 6r, ’ 
u* = r&P- 7) 
apK + hr,, ’ 
with y -C PK. 
Following the same technique as in Example 1, it is easy to obtain that 
the positive equilibrium (G *, U*) of (5.7) is asymptotically stable if 
6K,L, 1 
r,-+ilaK,L,>~[~2K:+?‘Li]. (5.8) 
Remark 5. If wO = 1, then the condition (5.4) reduces to 
hK,L, 1 @K,L, 
rGK+Z(l +ci”L$ 
X’L; 
(1 +%w4 
Remark 6. It is well known that the increasing delay usually 
destabilizes the system. This fact is quite evident from the condition (5.4) 
for fi > 1. However, increasing rG (logistic growth rate) may stabilize the 
system as the choices on 6 and K are somewhat limited. 
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