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Abstract
THIS research develops a framework for modeling the electrical properties of neu-ral tissue based on its cellular constituents. This has application to modeling of
electrical stimulation of neural tissue, including for therapeutic purposes. It also has
application to the modeling and interpretation of intrinsic electrical signals in the brain
such as spiking, multi-unit activity, local field potential and electroencephalogram (EEG).
Standard volume conductor models of neural tissue approximate the electrical properties
of tissue with a locally homogeneous conductivity. This is despite the fact that realistic
neural tissue is composed of cells with different geometries, orientations and electrical
properties. The framework presented here suggests that these cellular level properties
have a profound effect on the bulk electrical properties of tissue that cannot be captured
by a simple conductivity. The membrane lipid bilayer structure behaves as a capacitance
that relates the applied current density to the extracellular potential at previous times.
Also, the cells within tissue are tightly packed causing higher resistance in the extracel-
lular space compared with the wider intracellular space, which creates different current
paths for the passage of electrical current flow in these spaces.
In this mathematical and computational study, we replace the conductivity of tissue
in the standard volume conductor approach with an admittivity which depends on spa-
tial and temporal frequencies. Our expressions for bulk tissue admittivity, are derived
from single cell properties by using a mean-field approach. The temporal frequency de-
pendence arises through the capacitance of the membrane lipid bilayer and is related to
the membrane time constant. The spatial frequency arises due to the passage of current
from the highly confined extracellular space into the less confined intracellular space of
a neuron and is related to the electrotonic length constant of neurites.
iii
Expressions for the admittivity are calculated for tissue consisting of a variety of mor-
phological cell types. These include fiber bundles, layered structures in which the den-
drites are confined to a plane and tissue composed of cells with a stellate morphology.
Finally, these morphological types are combined in model of cortical grey matter that
include the effect of glia as well as neurons on the tissue admittivity.
The results show that the effective admittivity changes depending on whether tissue
is in the near-, intermediate- or far-field regions relative to a stimulating electrode. The
definition of the limits of these regions depends on both spatial and temporal frequen-
cies being applied. The magnitude of the admittivity is smaller in the near-field than
the far-field. It is also shown how anisotropic tissue responds to the electrical stimula-
tion depending on the distance of fibers from an electrode. Anisotropic behavior is more
prevalent in the far-field region compared to the near-field range in cases where the dis-
tribution of fiber orientations shows a bias. The effect of pulse width on tissue response
is also investigated and our results demonstrate that for longer pulse widths the tran-
sition between near-field to far-field is displaced away from the electrode compared to
shorter pulse widths. These results are all explained in details in Chapters 3 and 4 of the
thesis. The glia influence on shaping the admittivity response of tissue based on their
population is considered in Chapter 5.
The new, more realistic model will facilitate a more accurate application of electrical
stimulation to any neural tissue and specifically the brain. More accurate stimulation will
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THE brain, as a part of the central nervous system, plays an important role in oureveryday activities. From reaction to sensory inputs, such as visual and auditory
stimuli, to perception and thought or controlling our limbs, almost every activity requires
an involvement of the brain. However, if some of these functions are lost due to struc-
tural changes, such as a death of cells due to disease, or signaling miscommunication
as a result of neurological disorders, such as epilepsy, a burden is put on the life of an
individual. The brain is electrically active tissue and passes electrical signals between its
constituent neurons. We can record a variety of electrical signals to obtain information
from the brain and electrically stimulate to affect brain activity. Therefore, understand-
ing the bulk electrical properties of brain tissue is important. Artificial electrical stimu-
lation attempts to partially restore the lost functions of cells in neural tissue or provide
treatment to disabling neurological symptoms. Models of electrical stimulation provide
a better understanding of the underlying mechanism of nerve excitation and the effect
of stimulating parameters on the neural response. In this thesis, we have studied the
macroscopic electrical properties of tissue based on the microscopic cellular constituents.
1.1 Motivation
Neuroprosthetic devices and the intrinsic signals of the brain operate over a range of spa-
tial and temporal frequency ranges. The temporal frequency of electrical stimulation is
usually over 1 kHz whereas the intrinsic signals of the brain such as alpha, beta, gamma
activities, etc operate on temporal frequency ranges of smaller than 1 kHz. The spatial
1
2 Introduction
frequency range of electrical stimulation is usually less than 1 cycle /µm. This is while
the spatial frequency for the brain structures can extend up to 500 cycles /µm. Classical
models of brain tissue trivialize this by assuming a simple conductivity that has no spatial
or temporal frequency dependence. Neural tissues contain microscopic inhomogeneities
such as extremely confined extracellular space (around 50 nm) and high impedance mem-
brane that affect the spatiotemporal pattern of electrical stimulation. This thesis will build
on the recent theoretical results, that imply that the microscopic cellular structure of neu-
ral tissue imbues with admittivity that has spatial and temporal frequency dependence.
It is built on theoretical approaches to elucidate the form and consequences of that spatial
and temporal frequency dependence.
As mentioned, neuroprosthetic devices work over a range of spatial and temporal fre-
quencies. The spatial frequency range is dictated by the spacing between the electrodes
in an electrode array. The temporal frequency depends on the applied pulse-width and
temporal pattern of the input signal, i.e., a monophasic or a biphasic pulse. These de-
vices are designed to substitute sensory or motor disability. Examples include cochlear
implants or bionic eye devices [Kasi et al., 2011, Tombran-Tink et al., 2007, Martins and
Sousa, 2009, Clark, 2006, Niparko, 2009, Shepherd et al., 2013] or deep brain stimulation
for treatment of epileptic seizure or Parkinson’s disease [Benabid, 2003, Montgomery Jr,
2010]. The bionic devices contain an array of electrodes to activate neural cells in tissue.
A good model of electrical stimulation improves our understanding of electrical stimula-
tion parameters and their effects on tissue response. However, standard models of elec-
trical stimulation consider a simplistic assumption that tissue is purely conductive, thus
ignoring the microscopic cellular composition of tissue. This can be problematic as the
extracellular electrical stimulation works over different ranges of temporal and spatial
frequencies. In addition to the external electrical stimulation, there are intrinsic electri-
cal signals in the brain with variety of spatial and temporal characterization. Therefore,
understanding spatiotemporal frequency-dependent tissue admittivity will aid in under-
standing and interpreting these signals.
An example of where models of electrical stimulation are beginning to be employed
to improve neural prostheses is neural control engineering. Control engineering aims to
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Figure 1.1: Closed-loop control strategy.
manipulate physical systems in order to force them to behave in a particular way. Neu-
ral control engineering takes advantage of control strategies to control or treat epileptic
seizures or Parkinson’s disease [Schiff, 2012]. Figure 1.1 summarizes a closed-loop con-
trol strategy and provides a better picture of how important a mathematical model is for
control purposes. In Figure 1.1, our proposed model positions between the sensor and
actuator. The closed-loop control strategy works by continuously measuring the EEG
signals from the brain through the sensors. Based on these data and the measured in-
put signals, which are electrical pulses, the parameters of the model are tuned for each
patient [Nelson et al., 2011]. The controller unit receives the output measurements and
as soon as any abnormality occurs, a control signal will be passed to the input electrical
pulse and a correction signal will be applied to the brain through the actuator unit to
control the behavior. This summarizes how control engineering tools can be applied in a
real life situation.
4 Introduction
Figure 1.2: The lobes of the human cerebrum [Bear et al., 2015].
1.2 Overview of the Brain and its Cellular Constituents
The brain is the center of the nervous system. It is composed of three main parts:
the cerebrum, the cerebellum, and the brain stem. The cerebral cortex is the largest part
of the human brain associated with higher brain function, such as interpreting sensory
inputs and actions. This structure is divided into specific functional areas called “lobes”;
the frontal lobe, the parietal lobe, the occipital lobe and the temporal lobe. This is shown
in Figure 1.2. Each of these lobes has been associated with a variety of function-specific
tasks. For example, the frontal lobe is associated with reasoning and planning. The pari-
etal lobe is associated with movement and orientation. The occipital lobe is associated
with visual processing. The temporal lobe is associated with auditory and visual memo-
ries and speech.
The brain is made up of two main classes of cells: neurons and glia. Neurons are the
primary units of the central and peripheral nervous system. Morphologically, neurons
consist of three regions: cell body (soma), dendrite and axon, as shown in Figure 1.3. The
soma is around 20µm diameter and contains the nucleus within which the genetic ma-
terial exists. Dendrites are branches that extend from the soma and receive signals from
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Figure 1.3: Structure of a neuron with myelinated axon. A synapse to a neighboring cell
is also shown. www.boundless.com/biology/.
other neurons primarily through some chemical messengers at synapses. There are also
gap junctions that make direct electrical contact between cells. The axon is a structure
only found in neurons and is specialized for the transfer of information over distances
using electrical pulses called action potentials. The axon can extend from less than 1mm
to over 1m long [Bear et al., 2015, Kandel et al., 2000]. Most axons are myelinated via a
type of glial cell (Oligodendrocyte in Figure 1.3) providing an insulating sheath (myelin
sheath) around the axon which results in faster and more reliable nerve impulse. For ex-
ample, the white matter of the cortex comprises axons that connect regions of the cortex
to each other as well as other parts of the brain. There are also many axons in the body
that are not myelinated, including axons in the gray matter and the axons of retinal gan-
glion cells [Kandel et al., 2000]. These cells are unmyelinated to allow the light to reach
the photoreceptors without being distorted or scattered. In Figure 1.3, there are some seg-
ments between the myelin sheaths which are called nodes of Ranvier. In these gaps, the
axon membrane is exposed to the extracellular space. These nodes play an important role
in the propagation of neural impulse signals (action potentials) as they are conductive of
ions.
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Glial cells form connective tissues of the nervous system which play different roles
depending on their location. The primary contribution of glia to brain function is sup-
porting neuronal activities [Bear et al., 2015]. Glial cells in the central nervous system
outnumber neurons [Herculano-Houzel, 2014]. Some of their roles include
• nutrition delivery to neurons,
• ionic regulation of the extracellular fluid,
• supporting synapses,
• removing toxic material and dead cells,
• provide insulation (myelin sheath).
Other roles of glial cells include immune response [Milligan and Watkins, 2009] and more
recently thought to have a role in signaling [Bear et al., 2015].
In the following sections, we will occasionally use the term neurite which refers to
any projection from the cell body. This could be either an axon or a dendrite of a cell.
Our account of tissue admittivity based on cellular constituents will incorporate two
main aspects: cellular morphology and passive electrical properties of the membrane.
These will be explained in details in the following sections. Throughout this thesis, we
will use the cerebral cortex as an example of neural tissue to explain the concepts but the
modeling framework is not restricted to this.
1.2.1 Morphology of the Main Cellular Subtypes
The cortical gray matter is made up of a variety of neuronal and glial cell types. The
unmyelinated axons, neuronal cell bodies, glial cells, and capillaries form the gray mat-
ter of the cortex. According to Markram et al. [2015], there are 55 different neuronal
morphologies in the cortex. These do not include the various morphologies for glial
cells. Their classification was based on the location of the soma and their anatomical and
electrical features. The most common type of neurons is the pyramidal cell which is ex-
citatory and is shown in Figure 1.4 a. Pyramidal cells have a cone-shaped cell body with
one large dendrite at the apex reaching toward the cortical surface (an apical dendrite)
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Figure 1.4: Examples of excitatory cells in the cortex. a) Pyramidal cells in different layers
of cortex. b) Stellate in layer IV [White and Keller, 1989].
and can be tufted or untufted. Other dendrites that radiate from the base of the soma
are called basal dendrites. Pyramidal cell axons originate from the base of the cone and
project to the white matter and branch out to nearby cortex [White and Keller, 1989]. An-
other common neuronal morphological subtype is stellate, which has a star-like shape
and is excitatory. These cells have an apical dendrite with one or a few branches with a
radial length similar to basal dendrites, Figure 1.4 b.
Inhibitory cells constitute around 20 percent of cortical neurons. Their function varies
according to the arrangement of their axons and dendrites. For instance, basket cells send
axon terminals to the bodies of pyramidal and stellate cells, whereas the chandelier cells
give rise to processes that wrap around the initial segment of pyramidal cell axons. These
cells are shown in Figure 1.5.
Neuroglia cells can be categorized as follows.
Astrocytes: These are the most numerous glia in the brain. Their main role is to regu-
late the chemical content of the extracellular space. Their morphology is similar to basal
dendrites or stellate cells. Figure 1.6 contains an astrocyte cell with its connection to other
cells.
Oligodendrocytes and Schwann cells: These cells provide a layer of membrane that iso-
lates axons which are called a myelin sheath, as depicted in Figures 1.3 and 1.6. The
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Figure 1.5: Examples of inhibitory cells in the cortex. a) Basket cell with single axon
shown in red b) Chandelier cell with red color being the axon arbor [White and Keller,
1989].
Figure 1.6: Glial cell. Astrocytes and microglia cells have a similar morphology to stellate
cells. Oligodendrocytes provide myelin sheath around axons.
www.boundless.com.
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myelin sheath serves to speed the propagation of nerve impulses down the axon.
Microglia: The main role of these cells is to remove debris left by dead or degenerating
neurons and glia. The morphology of these cells is similar to astrocytes, as shown in
Figure 1.6.
Neurons and glial cells are organized in a laminar structure in the cortex. Six layers
are generally recognized in the neocortex (if excepting the olfactory cortex). These layers
are labeled from the surface layer to the deep layer close to the white matter as I to VI.
The list of the layers and their cell types are as follows.
Layer I This is a molecular layer which provides feedback connections between cor-
tical areas as it contains apical dendrites of pyramidal neurons and many axon ter-
minations.
Layers II and III These layers mainly contain small pyramidal cells, some inhibitory
neurons (bipolar and double bouquet cells), and apical dendrites of pyramidal cells
of layers V and VI.
Layer IV This layer is the principal recipient of input from the thalamus. Neurons in
this layer, which include spiny stellate and a variety of inhibitory cells are strongly
coupled. The output of this layer projects to the superficial layers.
Layers V and VI. The majority of the cells in this layer are large pyramidal cells that
project axons to the thalamus and the white matter. There are also a few inhibitory
cells such as Chandelier cells and Martinotti cells. Martinotti cells make long axonal
projections across all layers of neocortex while Chandelier cells synapse to the axon
initial segment of the pyramidal cells.
1.2.2 Electrical Properties of the Cell Subtypes
Cells have a lipid bilayer membrane that controls the exchange of ions between the in-
side and the outside of the cell. The lipid bilayer, shown in Figure 1.7, provides a good
insulating layer that has very high impedance while being sufficiently thin so as to have
considerable capacitance (1 µF.cm−2). At rest, there is an excessive concentration of pos-
itive charges on the outside and an excessive concentration of negative charges on the
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inside. The unequal distribution of positively charged ions (such as Na+ and K+) on
either side of the membrane is established by Na+-K+ pumps. Apart from this, elec-
trically charged ions can cross the membrane through specialized channels, namely ion
channels. Various ion channels respond to different stimuli to open/close in order to
allow the passage of specific ions. The stimuli may be an electrical signal that activates
those voltage-gated ion channels, or can be a chemical binding to activate ligand-gated
ion channels. There are also passive leak channels that allow passage of ions without
stimulation. Comparing neuron and glia membrane, it is found that glial cell membrane
is leakier than the nerve cell membrane [Trachtenberg and Pollen, 1970]. In other words,
glia membrane has smaller resistance and conducts more ions compared to neuron mem-
brane. The membrane time constant of a glial cell is between 217µs− 630µs which is on
average less than one-twentieth of neuron time constant [Trachtenberg and Pollen, 1970].
The measured specific resistance of glia cell membranes is very low which is consistent
with the observation that these cell bodies are more conductive compared to neurons.
Also, in terms of size glia cells are smaller around 10µm in diameter in contrast with
30µm− 40µm for neurons [Alvarez-Maubecin et al., 2000]. All these differences lead to
different responses over various spatial and temporal frequency ranges for glia and neu-
rons.
1.3 Mechanism of Excitation of the Neurons (Synaptic Excita-
tion)
Excitation of neurons occurs through their membranes. The membrane properties are
modeled by electrical elements (e.g. the work by Hodgkin and Huxley, which will be
explained shortly). For instance, the lipid bilayer membrane offers properties similar to
a passive capacitance as it provides an insulation layer with very high resistance that
maintains charge separation across its boundaries (capacitance definition is C = Q/V
where Q is charge separation and V is the voltage difference). The resting ion channels,
however, causes leakage of ions across the membrane which is modeled by a linear, pas-
sive conductance. Finally, the effect of voltage-gated and ligand-gated ion channels are
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Figure 1.7: Charge separation across the lipid bilayer membrane. When the membrane
is at rest there is an equal amount of positive (cation) and negative (anion) ions [Kandel
et al., 2000].
modeled by nonlinear conductance elements. This is shown in Figure 1.8.
The membrane potential is defined as
Vm = Vin −Vout, (1.1)
where Vin is the potential inside and Vout is the potential outside the cell. The membrane
potential at rest is typically in the range of −60mV to −70mV, and is called the resting
membrane potential.
The dynamical behavior of a neuron depends on the change in the membrane poten-
tial. If the voltage difference across the membrane reaches a threshold, a neuron produces
an action potential. This phenomenon happens when the current flow into and out of the
cell disturbs from its resting state [Kandel et al., 2000].
An input signal, such as a synaptic potential to the cell, causes a flow of ions into
or out of the cell. This leads to a disturbance in charge distribution, and hence, the
membrane potential is altered. Depolarization, shown in Figure 1.9, occurs if the charge
separation changes the membrane potential from negative to positive (or less negative).
Conversely, if the membrane potential drops to a more negative value the neuron goes to
12 Introduction
Figure 1.8: Hodgkin and Huxley model of the membrane. CM is the membrane capac-
itance per unit area, RL is the leak resistance per unit area. RNa and RK are the time-
dependent resistances as a model of voltage-gated sodium and potassium channels re-
spectively.
a hyperpolarized state.
The natural process to transfer information in the nervous system is through an all-or-
none event called action potentials. An action potential is the dynamics of the electrical
behavior of the membrane that occurs by a flow of ions through voltage-gated channels.
During this process the membrane potential reaches a depolarization threshold, around
-55 mV and rapidly increases. During an action potential, sodium ion channels open
and sodium ions enter the cell (depolarization state). In the meantime, the potassium
channels also open to permit the exit of potassium ions from inside the cell. At the peak
of the action potential, sodium channels inactivate while the potassium channels remain
open and potassium ions continue to leave the cell. The outflow of the potassium ions
decreases the membrane potential further (hyperpolarization state) Figure 1.9. After-
hyperpolarization, which last for a few milliseconds, occurs after an action potential and
reduces the ability of a neuron to generate another action potential. The refractory pe-
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riod is the period when voltage-gated Na channels are deactivated and typically lasts for
about 1 ms.
Note that this section lacks some of the minute details on the process that we do not
elaborate on because they are not particularly relevant to the thesis.
The underlying ionic process in the generation of an action potential was first de-
scribed by the Hodgkin and Huxley (HH) model. They modeled the process involved in
the excitation of nerve fiber through an electrical circuit shown in Figure 1.8.












+ gNa(Vm −VNa) + gK(Vm −VK) + gL(Vm −VL),
(1.2)
where Im and Ii are the total membrane and the ionic current density respectively. CM
is a passive property of the membrane corresponding to the capacity per unit area. gNa
and gK are the sodium and potassium conductances per unit area, respectively. VNa and
VK are the sodium and potassium reversal potentials, respectively, and gL and VL are the
leak conductance per unit area and leak reversal potential, respectively [Hodgkin and
Huxley, 1952].
This model describes the qualitative relationship between the current and voltage of
a piece of a membrane over time. The whole propagating process of nerve signals is only
possible because the conductance of the membrane to ionic currents caused by sodium
and potassium ions depends essentially on the voltage-gated ion channels.
1.4 Mechanism of Electrical Stimulation of Neurons
External electrical stimulation is done by placing an electrode in or around neural
tissue and applying a current or voltage to induce the flow of ions in tissue to set up an
electrical potential, Figure 1.10. Typically, this is a biphasic pulse with a pulse duration in
the range of 10 µs - 1000 µs. Electrical stimulation sets up an extracellular potential dif-
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Figure 1.9: Diagram of an action potential. Source: www.dummies.com.
Figure 1.10: Electrical stimulation configuration [Greenberg et al., 1999].
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Figure 1.11: Different modes of stimulation characterized by an integer, n. (a) n = 0
corresponds to the rotationally symmetric component of the field. (b) Three-dimensional
view of the longitudinal mode of stimulation. (c) Transverse component for n = 1. (d)
Transverse component for n = 2. Photo is taken from [Meffin et al., 2012].
ference which depolarizes the membrane. The depolarization either occurs by an inward
current flow along the neurite axis or flow of current across the neurite. These path-
ways are known as the longitudinal and transverse modes of stimulation, respectively
and are shown in Figure 1.11. This depolarization causes voltage-gated sodium chan-
nels to open and depolarize the membrane. Models of electrical stimulation of neural
tissue look at the fundamental mechanism of excitation of neurons, in a distance from an
electrode with certain polarity and pulse-width. Electrical stimulation affects cells differ-
ently based on their geometry and orientation with respect to the electrode. In addition,
different parts of the brain, such as gray matter, white matter, and cerebrospinal fluid,
have different electrical properties that can influence the current flow pattern in differ-
ent areas. As explained earlier in this section, stimulating neural tissue usually leads to
excitation of different modes of stimulation. The dominance of each mode relies on the
orientation of axon and cell body with respect to the stimulating source. For example,
Ranck [1975] explains that, for an axon, the component of voltage along its main axis is
more important and probably more dominant. These parameters differentiate the mech-
anism of excitation with electrical stimulation from synaptic stimulation. The synaptic
input mechanism of excitation has been studied very well for a long time [Wilson and
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Figure 1.12: A strength-duration curve [Irnich, 2010].
Cowan, 1972, Zetterberg, 1973, Jansen and Rit, 1995]. However, despite a good body of
research on electrical stimulation modeling [McNeal, 1976, Rattay, 1986, Rattay, 1989, Alt-
man and Plonsey, 1988], work needs to be done to improve their outcome. These models
are fundamental to the operation of neuroprosthetic devices such as cardiac pace mak-
ers, cochlear implants, some prosthetics limbs, bionic eyes, and deep brain stimulation
for the treatment of Parkinson’s disease or epilepsy. What we are going to do, that sets
our work apart from others, is a more accurate modeling of tissue admittivity to better
predict changes in the extracellular potential, which influences membrane excitability.
1.5 Basics of Electrical Stimulation in Experiments
There have been many experimental studies [Nowak and Bullier, 1996,Histed et al., 2009,
Ozen et al., 2010,Anastassiou et al., 2010,Joucla and Yvert, 2012] alongside the theoretical
work introduced earlier aimed at understanding the effect of electrical stimulation on
neurons. One of the major analyses in these studies rests on strength-duration curves. A
strength-duration curve, as shown in Figure 1.12, is one of the measures that show the
effect of stimulus strength and duration on the threshold for activation of a neuron. In
order to compare the effects of different stimuli through the strength-duration curves, the
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terms rheobase and chronaxie are used. Rheobase is the minimum current amplitude of
infinite duration that is required to excite a neuron. Chronaxie is the duration of a current
pulse that gives double the stimulus strength of the rheobase. These characteristics are
influenced by physical and physiological parameters [Irnich, 1980].
Note the strength and duration variables are inversely related. This means a stronger
current requires less duration to stimulate the cell and vice versa [Boinagrov et al., 2010].

Chapter 2
Models of Electrical Stimulation of
Neural Tissue
THIS chapter includes two sections. The first section provides an overview of thestudies necessary to introduce a relevant background on existing models of elec-
trical stimulation. In the second section, detailed mathematical description of two signif-
icant models, the volume conductor and the cellular composite models, that are central
to the work of this thesis will be given.
2.1 Literature Review
Mathematical modeling of electrical stimulation has received considerable of attention
in recent years. Two common approaches in modeling extracellular electrical stimula-
tion are: 1. volume conductor models and 2. bidomain models. In what follows both
modeling approaches are reviewed.
Volume Conductor Models
The volume conduction model describes the transmission of an electric field from an elec-
tric source through biological tissues. The modeling process can be broken down into the
calculation of the extracellular potential due to a set of electrodes at one step and applica-
tion of that result to calculate the membrane potential in a second step. The second step
itself i.e., modeling the membrane potential, can be divided into two different categories.
The studies that considered depolarization of the membrane along the fiber length [Mc-
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Neal, 1976,Rattay, 1986,Ganapathy and Clark, 1987,Rattay, 1999,Coburn, 1988,Greenberg
et al., 1999, Tuckwell, 1988, Reilly and Diamant, 2011]; and those that considered depo-
larization through the component of the applied field that is perpendicular to the fiber
axis [Boinagrov et al., 2010, Krassowska and Neu, 1994, Pavlin et al., 2002, Palanker et al.,
2005, Pourtaheri et al., 2009, Wenger et al., 2011, Wongsarnpigoon and Grill, 2012].
Extracellular Potential
In modeling the extracellular potential, many studies [McNeal, 1976,Rattay, 1986,Rattay,
1989] have considered the simple case of a point source electrode in an isotropic medium





where I is the injected current, R is the distance from the electrode and σ is the conductiv-
ity of the extracellular space. However, more complex models have also been considered
[Bossetti et al., 2007].
Membrane Potential Modeling: Longitudinal Mode
To model the membrane potential, many authors based their modeling on the neuronal
cable equation [McNeal, 1976,Rattay, 1986,Schnabel and Struijk, 2001]. This equation is a
partial differential equation that describes the spatiotemporal distribution of membrane
voltage along the nerve fiber. This corresponds to the longitudinal mode of stimulation
as the inward current causes depolarization at one point and hyperpolarizes the fiber
further down through an outward current.
One of the seminal contributions in this regard is McNeal’s model of excitation of
a myelinated nerve fiber [McNeal, 1976]. The model involves a distributed resistor-
capacitor (RC) circuit as represented in Figure 2.1. This figure shows a fiber membrane
model through capacitors, Cm, conductors, Gm and resting potential voltage sources, Vr.
Since this is a myelinated fiber model the internodal conductances, Ga were also consid-
ered to model the resistance for nodes of Ranvier.
McNeal’s model assumes that the fiber is in an isotropic medium, is infinitely long,
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Figure 2.1: McNeal’s electrical circuit modeling of a myelinated nerve fiber, McNeal
[1976].
and has regularly spaced nodes. These nodes either represent the nodes of Ranvier for
a myelinated fiber or arbitrary points on an unmyelinated fiber. It also assumes that the
fiber does not distort the external electrical field. Based on these assumptions, the current




+ Ii,n = Ga(Vi,n−1 − 2Vi,n + Vi,n+1), (2.2)
which is essentially the Kirchhoff’s current law (KCL) at node n. In this equation, Vn is the
membrane potential minus the resting potential, Vi,n is the intracellular potential at node
n and Ve,n is the extracellular potential at node n. Cm and Ga are the nodal capacitance
and axial internodal conductance, respectively.
In a subthreshold regime prior to the excitation via voltage-gated ion channels, the
membrane passive conductance is constant. Therefore,
Ii,n = GmVn, (2.3)
where Gm is the membrane conductance and represented as
Gm = gmπdl, (2.4)
in which gm is the membrane conductance per unit area, d is the axon diameter and l is
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the nodal gap width.







[Ga(Vn−1 − 2Vn + Vn+1 + Ve,n−1 − 2Ve,n + Ve,n+1)− GmVn] ,
n = . . . ,−2,−1, 0, 1, 2, . . . ,
(2.5)
where Vn = Vi,n −Ve,n −Vr and the initial conditions are all Vn(0) = 0 ( if the neuron
is assumed to be at rest). This is due to the capacitance shunting each node.
McNeal calculated Vn assuming an applied extracellular field and initial conditions.
Following McNeal’s model, Rattay [1986] developed a model of discretized axon. Rat-
tay defined the ionic current using the Hodgkin-Huxley model (presented in Chapter 1,
equation (1.2))
Ii = iNa + iK + iL, (2.6)
which contains sodium, potassium and leakage currents. The internodal conductance is
defined as Ga =
πd2
4ρi∆x
, where ρi is the intracellular resistivity and ∆x is the internodal
distance.
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∆x2
+
Ve,n−1 − 2Ve,n + Ve,n+1
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is the capacitance per cm2.
Equation (2.7) describes a time-dependent behavior of an unmyelinated axon in an
electrical field or more specifically discretized model of the cable equation. The equation
for myelinated axon was also derived in a similar fashion by Rattay [1986]. The main
contribution of Rattay [1986] was an introduction of the concept of an activating function.
The activating function is the second derivative of the external potential in the direction
of the axon. This term is responsible for the activation of the fiber using the extracellular
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stimulation [Rattay, 1986, Rattay, 1989] and is defined as
fn(t) =
Ve,n−1 − 2Ve,n + Ve,n+1
∆x2
. (2.8)
If ∆x2 → 0, then




where x is the coordinate along the main axis of the fiber. Rattay [1989] also provided
that the calculation of the activation function itself can tell a lot about the excitation of
the fiber without even solving the equations for the extracellular potential.
Rattay also used the model of activation functions to investigate the influence of mul-
tiple point source electrodes on tissue and the effect of parameters, such as fiber diameter
and distance from the source. The 1989 work was then extended to multi-compartmental
neuron models [Rattay, 1999]. In the multi-compartmental model, a neuron is divided
into different segments. Each segment responds differently to stimulation with some
parts, such as axons, being highly excitable and other parts, such as soma, being compar-
atively hard to excite. The modeling framework was still very similar to the activation
function method presented previously. However, the activation function, in this case, was
of a more complex form that had a dependence on each parameter of each compartment.
In a separate effort, Rubinstein and Spelman [1988] developed a passive cable model
of an unmyelinated fiber with an arbitrary time-varying external electrical field. This was
to identify the excitation location and the tendency to excite as a function of the spatial
and temporal frequencies of the applied electric field for an unmyelinated neuron. They
took a system approach in which the input was an arbitrary time-varying electrical field
and the output was the membrane polarization. The relationship between the input and
the output was defined as a system that described the behavior of a passive fiber.
Developed on the basis of McNeal’s cable model configuration, [Rubinstein and Spel-
man, 1988] derived a partial differential equation to describe the whole fiber . Defining
the membrane potential as Vm = V(x, t)− Ψ(x, t) with V(x, t) and Ψ(x, t) being the in-
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where im is the membrane current per unit area (A/cm2), ia ia the axial current, rm =
Rm/2πa, cm = 2πaCm, and ra = Ra/πa2. By combining these equations, the cable equa-











where λ and τ are the space and time constants, respectively. These are defined as λ =
√
rm/ra and τ = rmcm.
By solving equation (2.11) in the Fourier domain and using the relationship between
V and Vm, the membrane potential was calculated using a quasi-static approximation. In
this approximation it is assumed that the extracellular space is purely resistive. Through
this model, Rubinstein and Spelman [1988] explained the effect of spatial frequencies
along the fiber and temporal frequencies of stimuli on the activation of fibers. More
specifically, the authors explained that the fibers responding to stimuli with rich high
spatial frequencies are less sensitive to increased temporal frequency. This means that
increasing the temporal frequency of a stimulus increases the threshold of distant fibers
more than the threshold of near fibers. This is because the fiber, when polarized, behaves
like a spatial high-pass and temporal low-pass filter of the external electrical stimulation
source.
The depolarization was, in general, described by either a discretized or continuous
cable equation. In all of the mentioned studies, the modeling processes were based on
the assumption that the depolarization occurs as the current travels along the main axis
of the fiber. However, as discussed in Chapter 1, current can also cross the fiber in a
transverse direction to its axis. This has led some researchers to an alternative modeling
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approach for the membrane potential.
Membrane Potential Modeling: Transverse Mode
The second approach in modeling depolarization of the membrane using the volume
conductor approach takes into account the transverse current path i.e., the path that is
perpendicular to the fiber axis. In this approach, the current that crosses the membrane
causes depolarization at one site while the other site hyperpolarizes. There are only a few
articles that have provided an equation describing this mode in a similar way to the cable
equation. In some ways it may be considered reasonably trivial that the extracellular
potential across this fiber is divided across the membrane (like a voltage divider) with no
drop across the intracellular space. This is a reasonable approximation in many but not
all cases and is addressed in Meffin et al. [2012].
Schnabel and Struijk [2001] described the transverse effect through modifying the
cable equation. This was done by appending an extra term to the activation function of
Rattay [1986] to account for the electric field that is perpendicular to the fiber axis. The
argument was if the extracellular potential is not rotationally symmetric, such as in the
case of bipolar stimulation where the transverse component to the nerve fiber is large,











where r = 0 is the position of the fiber in a cylindrical coordinates (r, θ, z).
A criticism of this modification is that the transverse stimulation does not depolarize
the neurite the same on all sides; but it is a more localized effect at the site of stimulation.
In this sense, Schnabel and Struijk [2001] model is very much an ad hoc approximation
that has limited physical validity.
There has been a range of opinion about the relative significance of longitudinal and
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transverse modes, with many authors arguing that the longitudinal is the most impor-
tant, and some others assuming that only the transverse needs to be considered. The
studies by Schnabel and Struijk [2001] and Livshitz et al. [2002] compared these modes
of stimulation. The comparisons were made for a long cylindrical fiber in a homogeneous
medium under a point source electrode stimulation. Based on the analytical derivation
of the membrane potential for different modes, both studies found that stimulation con-
dition plays a role in predicting which mode is dominant. For example, they found that
the longitudinal mode is dominant in an intermediate range of electrode-fiber separation
(although the estimated range differed significantly between these studies).
However, these studies had a number of limitations in comparing the relative magni-
tude of the two modes of stimulation. First, the assumption of homogeneity and isotropy
is not realistic as tissue is typically inhomogeneous both on macro and micro scales [Mef-
fin et al., 2012]. This is while Schnabel and Struijk [2001] assumed there is no feedback
from the cell onto the electric field. Realistically, neural tissue is composed of tightly
packed cells creating an extremely small extracellular space with high resistance and
wider intracellular space with low resistance. The current from the extracellular space
has to cross a very high impedance membrane (that has capacitance property) in order to
access the intracellular space. This current redistribution occurs over a range of spatial
scales described by the length constant and causes an anisotropic effect. Second, most
of the previous studies (except [Bossetti et al., 2007]) ignored the dynamics of the mem-
brane (i.e., capacitance and voltage-gating ion channels) and treated the membrane as a
resistive environment. Thus, did not consider any anisotropy effect.
Bidomain Model
A second approach in modeling electrical stimulation is a bidomain approach which was
originally developed to model cardiac tissue [Tung, 1978, Roth and Wikswo, 1994]. The
bidomain model is basically a three-dimensional anisotropic cable model. It consists of
two regions, the intracellular and the extracellular spaces, defined as continuums on the
same set of coordinates (usually in three spatial dimensions). These are shown by resistor
grids in Figure 2.2. These regions are separated by a membrane which is also distributed
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Figure 2.2: Bidomain equivalent electrical circuit. x is the direction of fiber axis and y is
perpendicular to the fiber axis.
Source: http://www.scholarpedia.org/article/Bidomain-model.
continuously through the same space and represented by a parallel connection of resis-
tors and capacitors in Figure 2.2. In the bidomain model, tissue microstructure such as
cellular geometry is ignored in favor of an averaged property. These models are the re-
sult of applying Ohm’s law in the intracellular and extracellular domains through the
membrane [Altman and Plonsey, 1988, Roth and Wikswo, 1994, Roth, 1991, Meffin et al.,
2014]. The relationship between the current density and the potential is given via the
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As can be seen from the matrices (2.15), the effect of the current that would cross the
intracellular space is neglected because the nerve and muscle fibers are not connected in
this direction [Altman and Plonsey, 1988].
The effective conductivities in the above matrices can be related to the resistivities of














In addition, the conservation of current enforces the current that is lost from one do-
main to pass through the other domain. Hence, it is required to
∇ · Ji = −Jm,
∇ · Je = Jm,
(2.17)
where Jm is the transmembrane current density per unit volume.
Note that, the bidomain model takes into account the spatiotemporal frequency de-
pendence of the admittivity. This is because it has a spatially extended intracellular and
extracellular space separated by an membrane with capacitive and resistive properties.
However it has a limited capacity to do this because , they it is difficult apply to situations
with crossing fibers. Each different fiber direction requires a new intracellular domain,
which become intractable beyond just a few different orientations.
So far we introduced the two main models of electrical stimulation; the two-stage ap-
proach called the volume conductor and the bidomain approach. In Meffin et al. [2014],
it was proven that these two modeling approaches are mathematically equivalent. There-
fore, we continue our study of the literature with the two-stage modeling approach, dis-
cuss some of their deficiencies as well as a recent approach to model tissue physical prop-
erties more accurately.
As it was described earlier, one of the issues that the volume conductors do not ad-
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equately describe is the transverse effect through an equation that uses reduced set of
coordinates similar to the cable equation.
The second issue was that the microscale inhomogeneities, such as tightly packed
cells, different cell types i.e., neurons and glial cells and the high impedance membrane,
were ignored. These inhomogeneities can restrict the extracellular current flow and can-
not be described by the volume conductor approach.
Meffin and Tahayori et al. [Meffin et al., 2012, Tahayori et al., 2012, Meffin et al.,
2014, Tahayori et al., 2014] recently addressed these limitations in a modeling approach
called the cellular composite. This is a two-stage modeling approach that is similar to the
volume conductors. The equations describing the cellular composite models will be dis-
cussed in the upcoming sections as these are fundamental to this thesis. Apart from that,
we will make an in-depth comparison between the cellular composite and the volume
conductor models.
2.2 Introduction to Models of Electrical Stimulation
This section reviews the fundamental equations describing the standard volume con-
ductor [McNeal, 1976, Rattay, 1986, Ganapathy and Clark, 1987, Coburn, 1988, Greenberg
et al., 1999, Tuckwell, 1988] and the cellular composite models [Meffin et al., 2012, Mef-
fin et al., 2014]. These approaches are used to model extracellular electrical potential of
neural tissues though the underlying assumptions of the models differ. While standard
volume conductor models treat tissue as a purely conductive and homogeneous medium
[Altman and Plonsey, 1988], the cellular composite model considers the microscopic inho-
mogeneities by replacing the conductivity of tissue with an admittivity that is non-local,
non-instantaneous and anisotropic. The non-local effect is the result of the passage of
current through the intracellular and the extracellular pathways. The admittivity is non-
instantaneous as it models a passive capacitance property of the membrane that relates
extracellular current density to the extracellular potential with some delay.
In these modeling approaches, a neurite (an axon or dendrite of a neuron) is ap-
proximated by an ideal cylinder with infinite length [Coburn, 1988, Cartee and Plonsey,
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Figure 2.3: Two-stage modeling approach. Stage 1: Calculation of the extracellular poten-
tial or current density from the extracellular point source stimulation. Stage 2: The result
of stage 1 is used to calculate the membrane potential, VM.
1992, Einziger et al., 2005, Emertrout and Terman, 2009]. Both volume conductor and cel-
lular composite models use a two-stage approach. The first stage calculates the extracel-
lular potential arising from stimulation by a set of electrodes (macroscopic scale). The sec-
ond stage applies the calculated extracellular potential from the first stage to determine
the membrane potential of the neurite (microscopic scale). Figure 2.3 graphically shows
the two-state approach. As depicted, stage 1 involves the stimulation of tissue with an
array of electrodes. The injected current, commonly monophasic or biphasic pulses, from
the electrodes into the extracellular space sets up a potential and current density in tis-
sue. On the boundary of the thin extracellular sheath (the outer cylinder), the stimulus
takes certain values that can be framed as a current density Je or voltage Ve. The neurite
membrane is modeled by distributed RC elements. The specified boundary conditions
are used in conjunction with a relevant equation to obtain the membrane potential. The
membrane potential can either be expressed as a partial differential equation, namely the
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cable equation [McNeal, 1976,Rattay, 1986,Ganapathy and Clark, 1987,Coburn, 1988,Rat-
tay, 1999] if the current direction is along the axis of the neurite, (the z-direction in Figure
2.4 (a)); or an ordinary differential equation if the current pathway is perpendicular to
the neurite axis [Meffin et al., 2012]. This effect is shown in Figure 2.4 (b) and (c) where
the current causes depolarization as it enters the cell (red ) and causes hyperpolarization
while exiting from another side (blue).
2.3 Volume Conductor Models
Strictly speaking, the volume conduction method that has traditionally been used is only
relevant to stage 1; that is to describe the conduction of current through a volume to
set up potential. Stage 2 is not a volume conductor. However, in this thesis, we have
categorized these models under the two-stage volume conductor approach to contrast
them with the recent two-stage approach, the cellular composite model.
In the standard volume conductor approach, neural tissue is described by its bulk
conductivity, which is smooth and homogeneous on the microscale. In the macroscopic
stage, the current density, Je, and the extracellular potential, Ve, are related via the set of
equations
Je =− σ∇Ve, constitutive equation,
∇ · Je =0, continuity equation,
(2.18)
which are derived from Maxwell’s equations. The constitutive equation, relates the extra-
cellular current density to the extracellular potential via a constant conductivity, σ. The
continuity equation ensures the conservation of the current density and is a consequence
of Kirchhoff’s current law. Combining these equations leads to the Laplace’s equation,
∇2Ve = 0. Solving this equation using the boundary conditions yields the extracellular
potential. The extracellular potential from this stage is used in stage 2 for the calculation
of the membrane potential in the longitudinal mode of stimulation. However, one of the
limitations of this method is that it ignores transverse current flow. This is described by
an ordinary differential equation [Meffin et al., 2012].
There are more limitations of standard volume conductor models. Figure 2.5 shows
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Figure 2.4: Different modes of stimulation. (a) The longitudinal mode of stimulation in
which current passes along the main axis of the cylinder. (b) The transverse mode of
stimulation in which current enters the neurite on one side (depolarization shown in red)
perpendicular to the main axis and exits on the other side (hyperpolarization shown in
blue). (c) The transverse mode where current crosses the neurite causing depolarization
at two sites (red) and hyperpolarization at two other sites (blue).
one such limitation where the microscale inhomogeneities that exist in neural tissue is ig-
nored in standard volume conductor models (Note the volume conductors only consider
quasi-static state where the tissue is purely conductive.). These inhomogeneities include
the long lengths of neurite within neural tissue of the order of hundreds to thousands of
micrometers, as shown in Figure 2.5(a). Furthermore, neurons and other cells are tightly
packed resulting in highly confined extracellular space, with widths of the order of 50
nm. The red lines in the electron microscopic image in Figure 2.5(b) show the extracellu-
lar space while the white areas are intracellular space. Furthermore, each cell has mem-
brane capacitance due to the highly insulating phospholipid bilayer membrane, leading
to the frequency dependence of the impedance between the extracellular and intracellu-
lar spaces. These microstructure inhomogeneities influence the current pathway in the
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(a) (b)
Figure 2.5: (a) An electron micrograph of a fiber bundle (photo is taken from Science
Photo Library). (b) An electron microscope image of neural tissue. Red lines represent
the confined extracellular space that separates the intracellular parts of the neuron. The
scale bar represents 1 µm [Meffin et al., 2012].
Figure 2.6: Current paths in neural tissue. The arrows show the weight of the current that
passes through different spaces over the spatial scale λ.
extracellular and intracellular spaces. As depicted in Figure 2.6, closer to the electrode
current is forced to pass through the extracellular space due to the fact that the membrane
impedance is very high. However, further away from the electrode the membrane acts as
a simple resistor that allows most of the current to pass through the membrane to access
the intracellular pathway. This current redistribution occurs over spatial scales dictated
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(a) (b)
Figure 2.7: Effect of a cell in a volume conductor. (a) Stage 1 of the volume conductor
ignores the effect of the cell (b) The cell in a volume conductor can change the shape of
equipotential lines between VD and the ground.
by the electrotonic length constant, λ.
Stage 1 of standard volume conductor models ignores the effect of the inhomogeneity
of the neural tissue, in particular, the presence of the neurite within the volume conduc-
tor. This leads to an inconsistency between the solutions derived under current density or
voltage boundary conditions. This is illustrated in Figure 2.7 which shows that the pres-
ence of a cell in the volume affects the equipotential lines within the volume conductor.
If the effect of the cell is not taken into account an inconsistency may result between the
membrane potentials that are calculated with the different boundary conditions. Meffin
et al. (2014) developed trans-impedance equations in the cellular composite model that
resolves this inconsistency.
2.4 Cellular Composite Model
In this modeling approach, the aim is to take into account the cellular composition of
tissue, especially the microscale inhomogeneities, in a way that is self-consistent between
stages 1 and 2. This requires understanding how tissue impacts on the neurite and a neu-
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rite impacts on tissue. This is achieved by calculating how the bulk electrical properties
of tissue arise from the electrical properties of its cellular constituents. It is important to
note that there are also other self-consistent modeling approaches in the literature such as
the hybrid finite element model by [Ying and Henriquez, 2007,Joucla et al., 2014] and the
whole finite element modeling approach by [Joucla et al., 2014]. The main criticism of the
hybrid modeling approach is that they are computationally expensive. The whole finite
element modeling approach is a variation of the bidomain models. It takes into account
the geometry of the cell and builds two domains corresponding to the extracellular and
the intracellular spaces. These domains are linked via a thin film model of a membrane.
However, this approach does not reflect the effect of an actual tissue on the neuron as
the cell is isolated. This means the effect of neighboring cells and thus the admittivity of
tissue was not taken into account. Note there might be a criticism that this effect can be
taken into account by a whole finite element model if such a model includes several cells.
However, the existence of several cells can cause current spread around those cells that
cannot be explained by a whole finite model.
To address this problem, in the cellular composite model first, stage 2 calculations
of the trans-impedance of single neurite are performed to recover the cable equation for
the longitudinal mode on the way. Similarly, the equivalent equations for the transverse
mode are also derived. By matching the impedance of the neurite to that of the sur-
rounding tissue, the expression for the tissue admittivity is obtained that captures the
properties of the cellular constituents and is self-consistent.
2.4.1 Cellular Composite Model Configuration
Figure 2.8 illustrates the cellular composite geometry and parameters. A neurite with a
thin extracellular sheath is modeled as concentric cylinders. The thin extracellular sheath
is one of the microscopic inhomogeneities that is taken into account here and restricts the
extracellular current flow. The inner cylinder has a radius a, modeling the intracellular
space, and is confined within another cylinder with radius b, modeling the extracellular
space with thickness d = b − a, where d  a. The membrane is modeled with dis-
tributed passive electrical elements, conductance, and capacitance [Meffin et al., 2014].
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Figure 2.8: (a) An electron micrograph of a fiber bundle; (b) a conceptualized model of
a fiber bundle consisting of parallel neurites with thin extracellular sheath; (c) A neurite
with its extracellular space separated from the bundle; (d) Cross-section of an idealized
fiber bundle for illustration purposes; (e) An approximation of a neurite with cylindrical
intracellular and extracellular spaces and a passive RC model of membrane [Meffin et al.,
2014].
An assumption of the model is that the extracellular and intracellular spaces are purely
conductive and specified by their conductivities ρi and ρe.
A summary of the parameters of the cellular composite model is given in Table 2.1.
2.4.2 Stage 2: Membrane Potential Calculation
As shown in Figure 2.3, the membrane of a neurite is modeled as a distributed RC circuit
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Table 2.1: Parameters of the cellular composite model
Parameter Description Unit
a Neurite radius m
b Outer cylinder radius m
d
Width of the extracellular
sheath, d = b− a m
ρi Intracellular space resistivity Ω·m
ρe Extracellular space resistivity Ω·m
ri
Intracellular resistance per unit
length, ri = ρi/πa2
Ω·m−1
re
Extracellular resistance per unit
length, re = ρe/π(b2 − a2)
Ω·m−1
RM Membrane unit area resistance Ω·m2
rm
Membrane unit length resistance,
rm = RM/2πa
Ω·m
CM Membrane capacitance per unit area Fm−2
cm
Membrane capacitance per unit length,
cm = 2πaCM
Fm−1
JA Current density on the outer cylinder boundary Am−2
JM Membrane normal current density Am−2
VA Electrical potential on the outer cylinder V
Vm Electrical potential difference across the membrane V
φi Electrical potential within intracellular space V
φe Electrical potential within extracellular space V
Calculations are performed for the different modes of stimulation, namely the lon-
gitudinal and the transverse modes [Meffin et al., 2012, Meffin et al., 2014]. The Fourier
transform method, as defined in Table 2.2, was used to perform the calculations. The spa-
tial Fourier transform is denoted by f̌ (.) and the temporal Fourier transform is denoted
by f̂ (.). In this Table, z and k are the spatial Fourier transform pair and t and w are the
temporal Fourier pair.
Longitudinal Mode
Voltage Boundary Conditions. The membrane potential under the voltage boundary condi-
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Table 2.2: Fourier transform (FT) notations
Signal FT notation FT equation Inverse FT equation


























is the voltage electrotonic length constant, a is the neurite radius, RM is the membrane
unit area resistance and rm and ri are the membrane and intracellular unit length resis-
tances. This equation corresponds to the classical cable equation developed in [Ganapa-
thy and Clark, 1987, Coburn, 1988, Tuckwell, 1988].
Note, in order to calculate the membrane potential for finite-length fibers, an alter-
native approach is the mirror estimate by Joucla and Yvert, 2009. This provides an ap-
proximate solution for the passive cable equation by considering the distance of the fiber
from the stimulation source. In fact, the mirror estimate method becomes the correct al-
ternative to the activating function for long pulses. However, calculation of membrane
potential is outside the scope of this thesis. Therefore, we refer the readers to [Joucla and
Yvert, 2009] for further details.










is the frequency dependent voltage electrotonic length constant. This term is the result of
the complex impedance of the RC circuit of the membrane, zm(w) = (1/rm + jwcm)−1.
This shows that the solution for Vm decays with the frequency-dependent length constant
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[Meffin and Kameneva, 2011].
The extracellular potential creates a voltage difference across the membrane that forces
the current into the intracellular space. This current passage from the extracellular space
to the intracellular space occurs over a spatial scale determined by the voltage electro-
tonic length constant.
Current Density Boundary Conditions. The neuronal cable equation is recovered from













where Vm,L is the membrane potential in the longitudinal direction, ρe is the extracellular
space resistivity, b is the outer cylinder radius, d is the width of the extracellular sheath,











are the electrotonic length constant and the membrane time constant, respectively. rm,
re and ri are the membrane, the extracellular and the intracellular unit length resistances
and are shown in Figure 2.3.
Equation (2.23) is a cable equation similar to equation (2.19) with a different electro-
tonic length constant and a different activating function.
Equation (2.23) can be expressed in the Fourier domain as
ˆ̌Vm,L = −
jkzλ2J (w)




where kz is the spatial Fourier transform of z and the frequency-dependent electrotonic
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The applied Fourier transformation helps reduce the partial differential equation (2.23)
to an algebraic equation in the frequency domain. This equation can be solved numeri-
cally.
It is important to note that the voltage electrotonic length constant in equation (2.20)
is larger than the current electrotonic length constant in equation (2.24). Physically, this
difference arises from the fact that the applied voltage boundary condition clamps the
voltage in the extracellular space. Hence, the extracellular resistance does not affect the
extracellular potential.
Transverse Mode
Voltage Boundary Conditions. The transverse mode of stimulation under voltage boundary




+ Vm,T = −Ve, (2.28)
where
τTV ≈ ρibCM, (2.29)
is the membrane time constant in the transverse mode under voltage boundary condition.
Current Boundary Conditions. The membrane potential for the transverse mode is de-




+ Vm,T = RMJe,T, (2.30)
where Vm,T is the transverse membrane potential, Je,T denotes the outward normal com-
ponent of Je relative to the membrane surface and
τTJ =







is the transverse mode time constant under current density. This is illustrated in Figure
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Table 2.3: Summary of membrane potential equations
Longitudinal mode





















current boundary condition τTJ
dVm,T
dt
+ Vm,T = RMJe,T
voltage boundary condition τTV
dVm,T
dt
+ Vm,T = −Ve
2.4(b) and (c). Meffin et al. (2014) argued that the effects of higher transverse modes, i.e.,
n > 1, on the membrane potential are negligible.
2.4.3 Trans-impedance Calculations
The applied voltage at the boundary of the outer cylinder dictates a certain current den-
sity on the boundary and vice versa. This relationship can be expressed by the trans-
impedance equation [Meffin et al., 2012].
The equations describing the membrane potential under various boundary conditions
are different, as shown in Table 2.3. The source of this difference in the longitudinal
mode is the different electrotonic length constants under current density and voltage
boundary conditions. For the transverse mode, different time constants apply under
different boundary conditions. This inconsistency can be removed by ensuring that the
impedance of tissue in stage 1 is matched with the trans-impedance of the neurite plus
the thin extracellular sheath in stage 2. This means that Je and Ve must be related by the
trans-impedance equation for self-consistency. The satisfaction of this condition will lead
to the same answer for Vm regardless of which boundary condition type and equation are
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used. If it is assumed that ρe ≈ ρi and d  b, then the trans-impedance equation for the
longitudinal mode of stimulation in the z-direction in the Fourier domain is





1 + k2zλ2J (w)
)
, (2.32)
where ri and re are the intracellular and extracellular resistances per unit length, respec-
tively and b is the radius of the outer cylinder.






where d is the width of the extracellular space.
Equations (2.32) and (2.33) are the key to ensuring consistency between stimulation
via current density and voltage boundary conditions. Practically, this is done by match-
ing the tissue admittivity to an equivalent resistivity of the neurite plus thin extracellular
sheath.
The trans-impedance equations on the boundary capture all the internal electrical
impedance properties of the neurite with the thin extracellular sheath on the boundaries
between the fibers [Meffin et al., 2014, Borcea, 2002]. Therefore, the equation for the in-
tracellular and membrane potentials can be replaced by the trans-impedance equations
to calculate the extracellular potential in stage 1.
2.4.4 Stage 1: Extracellular Potential Equations
Using the trans-impedance equations introduced in the previous section, we may ob-
tain stage 1 equations that describe the extracellular potential of tissue. In this stage
the assumption is that any cylinder of diameter b obeys the trans-impedance equation
for a neurite with thin extracellular sheath element of the same dimension. This is an
impedance matching process, to make the two-stage model consistent, and has a physi-
cal interpretation that the admittivity of tissue is the sum of the individual admittivities
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of its components. Given this, the extracellular potential and current density of tissue







∇ · Je = 0, continuity equation.
(2.34)
The convolution, denoted by ‘∗’, is a novel aspect of the cellular composite model as op-
posed to the volume conductor case where the constitutive equation is described by a
constant conductivity, Je = −σ∇Ve. Mathematically, it is derived as the last step invert-
ing the Fourier transform in a mean-field derivation. Physically, it relates the extracellular
current density to the extracellular electric field at remote locations and past times. The
admittivity kernel is expressed as ξe(z, t), which is
ξe(z, t) =

ξe,T(z, t) 0 0
0 ξe,T(z, t) 0
0 0 ξe,L(z, t)
 , (2.35)














The solution to equation (2.34) can then be applied to equation (2.19) or (2.23) for the
longitudinal mode and to equation (2.28) or (2.30) for the transverse mode of stimulation,
depending on the boundary conditions.
2.5 A Note on Electrotonic Length Constants
The electrotonic length constants defined in the longitudinal mode of stimulation de-
scribe the spatial impulse response of a neurite to an extracellular stimulus. Depending
on the choice of the boundary condition, either the current density electrotonic length
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constant, λJ(w) or voltage electrotonic length constant, λV(w) can be computed. The
result of these calculations have already been shown in equations (2.22) and (2.27) re-
spectively. As stated before λV(w) is larger than λJ(w). This is due to the voltage being
clamped in the extracellular space and hence the extracellular resistance does not affect
















The electrotonic length constants determine the distances over which the extracellular
current can access the intracellular space. Details on this will be discussed in the follow-
ing chapters.
2.6 Summary
The cellular composite model has some properties not shared by the standard volume
conductor model with constant conductivity. The cellular composite model takes into ac-
count the anisotropy effect through an admittivity which has a tensor form that changes
as the extracellular current flow pathway changes. The important point about the anisotropy
is that it is related quantitatively to the underlying cellular morphology and electrical
properties for the first time through the cellular composite approach. The effect of the
membrane capacitance is that it provides a finite memory for the system, which is re-
flected in the time convolution. The spatial convolution captures the effects of current
paths between points in the extracellular spaces via the intracellular spaces which is a
non-local effect. These inhomogeneities are not modeled in standard volume conduc-
tor models. It was also shown that, if the applied boundary conditions to neural tissue
are related to each other with the trans-impedance equations, the membrane potential
solutions are self-consistent.
A main purpose of introducing the cellular composite models was to show that neu-
ral tissue, specifically those structures in the brain such as cortical gray matter are not
simple resistive mediums as they contain components that have spatial and temporal
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frequency dependence. However, Logothetis et al. claimed that based on their mea-
surement strategy from monkey visual cortex, the cortical tissue could be modeled as a
purely conductive medium [Logothetis et al., 2007]. This allowed for unbiased propa-
gation of any temporal frequency signal. The authors separated their measurement into
lateral (tangential) and radial measurements. The measurements in the gray and white
matters showed a homogeneity in a tangential direction, while anisotropy and inhomo-
geneity existed in a radial direction. Their findings in the gray matter revealed that the
conductivity of tissue is comparable in all directions, i.e., the conductivity does not de-
pend on the direction of the measurements. This is a point that will be discussed in detail
throughout this thesis. We will answer if viewing the gray matter as a purely resistive
medium provides a good approximation for modeling purposes or not.
In addition, the cellular composite model has only been applied to neural tissue with
parallel fiber arrangements, which is known as a fiber bundle. We are going to apply this
technique to more complex structures where fibers may have arbitrary orientations and
may not necessarily be parallel to each other. In the following chapters, we introduce
tissues with different morphologies and arrangement of fibers and calculate the admit-
tivity and the extracellular potential that are associated with stage 1. Also importantly
we are going to explore the repercussions of having a tissue admittivity that has spatial
and temporal frequencies dependence.
It is important to note that temporal frequency dependence effects have been incor-
porated into models by [Bossetti et al., 2007] but their model does not include any spa-
tial frequency dependence. The authors compared the quasi-static solution (an infinite,
homogeneous and isotropic volume conductor) from Poissons equation with a solution
(included inductive, capacitive and wave propagation effect) from an inhomogeneous
Helmholtz equation. Their conclusion was that the inductive and propagation effects are
negligible over physiologically relevant distances but this is not true for the conductivity.
In our work, we assume the inductive and wave propagation effects are small and thus
can be ignored. They also concluded that capacitive effects due to temporal frequency
dependence of the admittivity were small (< 10%) and could often be neglected. How-
ever, their model was fit to data on the dielectric properties of grey matter obtained from
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measurement at low spatial frequencies, much smaller than the inverse of the electro-
tonic length constant of neurites. The cellular composite model agrees that capacitive
effects will be minimal at low spatial frequencies, but predicts that they should be more
pronounced at higher spatial frequencies, in the order of the inverse electrotonic length
constant.
2.7 Contributions of This Thesis
In the present study, a mathematical framework to calculate the admittivity and the ex-
tracellular potential of neural tissue using its cellular constituents is developed. Our
methodology is an extension of the cellular composite modeling framework by Meffin
and Tahayori and others [Meffin et al., 2012,Tahayori et al., 2012,Meffin et al., 2014,Tahay-
ori et al., 2014].
The admittivity is calculated by considering the cellular composition of neural tissue,
such as the thin extracellular space between cells and the high impedance membrane
capacitance. These properties cause tissue to appear more inhomogeneous in microscale
which is in contrast with standard models of electrical stimulation, i.e., where tissue is
assumed homogeneous and purely conductive everywhere. Apart from this, we take into
account orientation distribution of fibers within tissue.
Chapter 3, presents neural tissue with stellate distribution of fiber orientations. We
will show how the extracellular potential changes given both a uniform and a Gaussian
distribution of fibers. This is performed for a monophasic pulse of different pulse-widths
to show how parameters of electrical stimulation affect tissue response.
In Chapter 4, we will consider a laminar structure similar to the neocortex or the
retina for fiber orientation. We will show how anisotropy and various pulse-widths in-
fluence neural response. An extension to double layer inhomogeneous tissue, as well as
a Gaussian distribution of fiber orientation, is also presented mathematically.
Chapter 5, presents neural tissue consist of glia and neurons. We will assume a differ-
ent distribution of fiber orientations based on the common morphologies of these cells in
the brain. Glial cells morphology is assumed more isotropic similar to stellate cells. For
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neurons, a combination of laminar structure, resembling tufted dendrites of pyramidal
cells, and a single fiber, as a model of apical dendrite or axon, is considered. We will
investigate the effect of glia proportion on the brain resistivity and will also show how
anisotropy of tissue changes as the population of various cell morphologies changes.
Finally, a summary of our results and the future direction of this work will be dis-
cussed in Chapter 6.

Chapter 3
Isotropic Tissues with a Uniform
Distribution of Fiber Orientations
3.1 Introduction
A deeper understanding of electrical stimulation of neural tissue is particularly im-portant for developing medical bionic devices to either treat a disease or use it
to augment a sense. Example are bionic eye devices that restore partial function of lost
cells, or deep brain stimulation for treatment of neurological disabilities, such as epileptic
seizures. Modeling of electrical stimulation is important because it will facilitate selective
activation of target neural populations.
In the standard volume conductor approach, neural tissue is assumed to be homoge-
neous, even at the microscopic scale. Homogeneity results in having a local conductiv-
ity that is constant everywhere in tissue. However, real tissue is composed of cells and
neurites in which the extracellular and intracellular spaces are separated by membranes.
Neural membranes have capacitive and high impedance properties, but intra and extra-
cellular spaces have comparatively low resistance. Neural tissue is composed of tightly
packed fibers as displayed in Figure 3.1(a). This structure restricts the passage of cur-
rent through the extracellular space creating a high extracellular resistance, Figure 3.1(b).
Each fiber in tissue has a diameter that is wide compared to the width of the extracellular
space, resulting in a low resistance intracellular pathway along the full fiber length. How-
ever, this current pathway is hard to access due to the existence of the high impedance
membrane. None of these facts are accounted in the standard volume conductor models.
Meffin et al. (2012) provided a modified framework to the standard volume con-
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(a) (b)
Figure 3.1: (a) Fiber bundle is an example of neural tissues with tightly packed parallel
fibers (b) Cross-section of neural tissue. Red parts are the confined extracellular space.
Scale bar is 1 µm.
ductor approach to address these issues. They introduced an admittivity to account for
the cellular geometry, which replaces the conductivity used in the standard volume con-
ductor models. The admittivity was derived by characterizing the electrical properties
of individual neurites via a trans-impedance equation. In a further study, they used a
mean-field approach to find the admittivity for a composite of neurites [Meffin et al.,
2014]. The admittivity changes the spatiotemporal profile of the electrical potentials in
a standard volume conductor approach. In this Chapter, we apply the framework for
modeling the effect of the cellular composition of tissue in a volume conductor. The main
contribution in this chapter is to calculate the admittvity and the extracellular potential
for a specific tissue type. The tissue is composed of neurites that are crossing each other
in all directions representing cortical tissue. Here we consider an isotropic case of equal
probability for neurite directions. This resembles a fiber arrangement similar to a stellate
cell in Figure 3.2. We examine how cellular geometry affects the spatiotemporal profile
of the extracellular potential and how different the profiles are compared to the standard
volume conductor approach.
We first recall the equations of the standard volume conductor model and then intro-
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Figure 3.2: Stellate cell fiber arrangement [White and Keller, 1989].
duce the equivalent equations of the cellular composite volume conductor model.
3.2 Standard Volume Conductor Approach: Uniform Distribu-
tion of Fiber Orientation
The volume conductor approach involves both macroscopic and microscopic modeling
stages. The first stage calculates the extracellular potential due to a set of electrodes
(macroscopic scale). The second stage is to apply the calculation regarding the extracel-
lular potential from stage 1 to an equation to determine the membrane potential (micro-
scopic scale) [Meffin et al., 2012, Tahayori et al., 2012, McNeal, 1976, Coburn, 1988].
In the standard volume conductor approach, the current density, Je, and the extracel-
lular potential, Ve, are related via a set of equations
Je =− σ∇Ve,
∇ · Je =0.
(3.1)
The first equation relates the current density to the extracellular potential via a constant
conductivity, σ. The second equation is the continuity equation for the current density.
Combining these equations and adding a point source electrode on the right hand
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where δ(·) is the Dirac delta function and ι(t) is the total current injected by a point source
electrode. When Poisson’s equation is solved, we are given a classical R−1 dependency





where R is the distance from the electrode.
One approach to solve the partial differential equation (3.2) is to use the Fourier trans-
form. The following definition is adopted in the application of the Fourier transform.
Definition 1. The Fourier transform of a function f (R) is denoted by F{ f (R)}(k), where






















where w is the Fourier pair of t (i.e. the angular frequency), K = |k|, and “ˆ” is used to
show the temporal Fourier transform. The inverse Fourier transform of this equation has
1/R dependency and is of the form of equation (3.3).
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Figure 3.3: Uniform spherical distribution of fiber orientations configuration of fibers
with a point source electrode at the origin (black solid circle). Red cylinders are the fibers
in different orientation with their main axis shown in red dashed arrows.
3.3 Cellular Composite Model: Uniform Spherical Distribution
of Fiber Orientation
3.3.1 Stage 1: Extracellular Potential Calculation
In the cellular composite volume conductor model, the local extracellular current density
is related to extracellular electrical field via convolution with an admittivity kernel in
time and space [Meffin et al., 2014].
Consider tissue composing crossing fibers which are classified by the index h =
1, · · · , H. The local extracellular potential, Ve, is related to the local current density, Je,h,











∇ · Je = 0, (3.9)
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where ξe,h is the admittivity kernel for fibers of type h with both spatial and temporal
arguments and is capturing the heterogeneity of tissue at the microscale. The admittivity
is defined in such a way to capture some properties of the fibers such as their orientation,
diameter, and membrane properties [Meffin et al., 2014]. αh is the extracellular volume
fraction occupied by fibers of type h, and Je is the mean extracellular current density of
the tissue. uh represents the unit vector parallel to a fiber axes as shown by red dotted
arrows in Figure 3.3. The convolution on the direction of uh (red dashed arrows in Figure
3.3) shows the orientation of a class of fiber in the model. The spatial convolution captures
the effect of current paths between points in the extracellular space via the intracellular
space. The capacitive property of the membrane leads to the time convolution. It relates
the current density to the extracellular electrical field at previous times.







ξe,h(s′uh, t′ : uh)
×∇Ve(p− s′uh, t− t′)ds′dt′.
(3.10)
The admittivity kernel, ξe,h, for this general structure is defined in the Fourier domain
as
ˆ̌ξe,h(k, w : uh) =
ˆ̌ξe,T I3 + (





ˆ̌ξe,L(k, w : uh) =
1
ρi
1 + jwτm + (k · uh)2λ20J
1 + jwτm + (k · uh)2λ20V
,
(3.11)
where ˆ̌ξe,T and ˆ̌ξe,L(·) are the transverse and longitudinal components of the admittivity,
ˆ̌ξe(·). I3×3 is the 3× 3 identity matrix, uhuTh is an outer product, τm is the membrane time
constant, ρe and ρi are the extracellular and intracellular resistivities of the tissue, b is
the radius of an ideal cylindrical neurite and d is the thickness of the extracellular sheath
(equal to half the width of the extracellular space between neighboring cells). λ0J and
λ0V are the electrotonic length constants calculated under current density and voltage
boundary conditions for the cable equation, respectively, and can be expressed in terms
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is the membrane per unit length resistance. Rm is the membrane per
unit area resistance and b is the neurite radius. re u
ρe
2πbd
is the extracellular resistance




resistance per unit length. Details of these calculations can be found in Chapter 2, section
2.3.1.












Taking a four-dimensional Fourier transform in time and space and rearranging the






where ˆ̌Vcarte is the Fourier transform of the extracellular potential calculated in Cartesian
coordinates.
Assumption 1. The distribution of fiber orientation is uniform in a spherically symmetric tissue.
We parameterize fiber orientation using spherical polar coordinates so that uh lies on
the unit sphere centered at the origin. The spherical polar coordinate system is chosen
such that axis of rotation is aligned with the vector k. Thus, φ is the angle between
k and the unit vector uh, so that k · uh = K cos φ. The angle θ is the angle between the
projection of uh onto the plane perpendicular to k, and some arbitrary vector in that plane
(see Figure. 3.4.). The sum over fiber orientations, ∑Hh=1 αhk
T ˆ̌ξe,hk, can be expressed as the












kT ˆ̌ξe(k, w : uh)k sin φdφdθ. (3.15)
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Figure 3.4: Spherical polar coordinates. The dotted line projecting uh onto the plane is
parallel to k and project onto the plane perpendicular to k. θ is the angle from some
arbitrary vector in the plane (dotted parallelogram) perpendicular to k.
The volume fraction αh becomes a differential area on the surface of the unit sphere dα =
sin φdφdθ
4π






























ˆ̌ξe,L(k · uh, w)− ˆ̌ξe,T
)









where k.uh = K cos φ and the approximation d/b  1 is used to simplify some of the
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Refer to Appendix A for calculation details. As this equation is only dependent on
K = |k|, by performing a modified, one-dimensional inverse Fourier transform of equa-
tion (3.18) with respect to K, instead of the normal three-dimensional inverse Fourier





where, by definition, Vsphe (K) = −jKVcarte (k), using the observation that dependency on
the vector k occurs only through its norm, K. (Note also, to apply this trick, K is allowed
to vary across the whole real line, including negative values).
3.3.2 Stage 2: Membrane Potential Calculation
Stage 2 of the volume conductor approach involves applying the calculated extracellu-
lar potential in stage 1 to the cable equation to compute the change in the membrane
potential.
Using the cable equation, the membrane potential in the Fourier domain is given by
ˆ̌Vm = −
(k · uh)2λ2V(w)
1 + (k · uh)2λ2V(w)
ˆ̌Vcarte (k). (3.20)
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This equation needs to be inverted from the Fourier domain to obtain the spatiotem-
poral pattern of the membrane potential. Details of deriving this equation is given in
Chapter 2.
3.4 Far-field and Near-field Approximations
The far-field and near-field solutions derived here are both approximations of the stan-
dard volume conductor models in the regions, far and close to the electrode, respectively.
Here, near-field indicates distances from the electrode much less than the frequency de-
pendent (refer to equations (2.27) and (2.22)) electrotonic length constant for current den-
sity, λJ(w), while far-field means distance much greater than the frequency dependent
electrotonic length constant for voltage, λV(w). Both of these solutions consider tissue to
be homogeneous and describe it with a constant conductivity.
To obtain a far-field approximation to equation (3.18), we consider K > 0 and adopt














is the conductivity corresponding to the
standard volume conductor model in this region.
The near-field approximation is achieved when K → ∞. The resulting equation is
similar to the far-field equation (3.21) but with a conductivity that is smaller than the











The Fourier transform inversion of equations (3.14), (3.21), (3.22) were performed in
MATLAB using the ifft function, via the inversion formula in equation (3.19). To avoid a
numerical instability due to the singularity in these expressions at K = 0, we multiplied
the expression by jK, (corresponding to differentiation wrt to R) performed the inverse





































Figure 3.5: Gaussian distribution function. The figures refer to equation (3.23) with dif-
ferent values for γrγz . From left to right 4, 1, 0.25.
Fourier transform, and then integrated the result wrt R to reverse the effect of the jK
multiplication.
3.5 Extension to Three-Dimensional Gaussian Distribution of
Fibers
In more realistic neural tissue, specific directions of fiber orientations might be more
dominant. Therefore, in this section, we provide an extension to the proposed cellular
composite model to account for this general case by introducing a Gaussian distribution
function for fiber orientations in neural tissue.
A three-dimensional Gaussian distribution function is defined as












which captures the orientation of fibers with different weights along (x, y) and z direc-
tions. In this equation, it is assumed that the standard deviation, γr, is the same for fibers
in the (x, y) plane and is different from the standard deviation in the z direction, γz. This
equation is then transformed to spherical coordinates and mapped into an ellipsoid with






, 0 ≤ φ ≤ π, (3.24)
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where pp(φ) is the mapped Gaussian distribution function with






3.5.1 Extracellular Potential Calculation










pp(φ)Jfbe dθ dφ, (3.27)
∇ · Je =0, (3.28)
to include the effect of the new probability function. In this set of equations, ξe is the ad-
mittivity kernel for the fibers with both spatial and temporal arguments and is a function
of azimuth angle, θ, and polar angle, φ. u represents the unit vector parallel to a fiber
axes. Jfbe is the current density corresponding to the fibers oriented in the direction of u.
To capture the effect of electrical stimulation on neural tissue with the aforementioned
properties, we consider a point source electrode at the origin, combine the above equa-
tions and apply a four-dimensional Fourier transform to obtain
∫∫
θ,φ










ˆ̌∇T ˆ̌ξe ˆ̌∇ dθ dφ
, (3.30)
where the integral part contains the admittivity kernel to be computed. Some parts
of this integral are calculated using Mathematica and a part is solved numerically as
Mathematica was unable to generate the correct answer. Details of this calculation are
given in Appendix E.
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Table 3.1: Parameter Value
Parameter b d ρi ρe Rm τm
Value 1 0.05 1 1 0.1 1
Unit µ m µ m Ω m Ω m Ω mˆ2 ms
3.6 Results
This section provides analytical and numerical results of our calculations for the extracel-
lular potential. For the solutions of the standard volume conductor model, the analytic
results are given whereas for the cellular composite model only numerical calculations in
Matlab were possible.
3.6.1 Analytic Result for the Near-field and Far-field Approximations
The analytic results for homogeneous neural tissue in the near-field and the far-field re-
gions are given in this section. As explained previously, these solutions are the result of
approximating a spatiotemporal admittivity with a smooth and homogeneous conduc-
tivities.
By referring to equations (3.21), (3.22) and applying an inverse Fourier transform in





which describes the near-field solution with the conductivity σNF. The far-field solution
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3.6.2 Numerical Result
The result of our calculation for the extracellular potential of the cellular composite model
and the standard volume conductor solutions in the near-field and far-field are sketched
in Figure 3.7. The plots are obtained by applying a constant current input with an am-
plitude of 1 µA. To show that our numerical calculations produce correct prediction of
the extracellular potential, we have plotted both analytic and numerical solutions for the
near-field and far-field regions. The near-field analytic (red diamond points) and numeri-
cal (dashed pink line) solutions show a perfect matching to each other and we can see that
the cellular composite solution in the near-field region, which is < 10µm, also matches
with these plots. Similarly, for the far-field solution the analytic (blue star points) and nu-
merical (dotted green lines) results fit together and the cellular composite solution in the
far-field region, that is > 300µm, eventually matches with these solutions. However, in
an intermediate-field we observe a transition in the cellular composite solution as a result
of the frequency dependent admittivity that does not exist in the standard volume con-
ductor solutions. According to our graph, the near-field region (r  λ0J) ends at around
10 µm from the electrode which is around 6-7 times smaller than λ0J ≈ 68µm. The far-
field region (r  λ0V) starts at around 300 µm which is longer than λ0V ≈ 200µm. The
values we obtained for the electrotonic length constants are based on the parameters in
Table 3.1.
The second graph in this section shows the effect of pulse-width duration on the cel-
lular composite prediction of the extracellular potential and the transition from the near-
field to the far-field region. We have considered monophasic pulses of 10 µs, 100 µs and
1000 µs durations with an amplitude of 1 µA, as shown in Figure 3.6. The results are
plotted in Figure 3.8 that demonstrates as the pulse-width increases the transition from
the near-field to the far-field also increases. The reason behind this will be explained in
the next section and is rooted in the frequency-dependent electrotonic length constants.
In this figure, the light green, olive green and dark green are the cellular composite so-
lutions under the pulse-widths of 10 µs, 100 µs and 1000µs, respectively. The near-field
and far-field solutions are both independent of temporal frequency and are sketched in
dashed pink and dotted black lines, respectively.
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Figure 3.6: Monophasic current input with pulse-widths of 10 µs, 100 µs and 1000 µs
durations, respectively.
3.7 Discussion
3.7.1 Near-field and Far-field regions
Comparing equations (3.33) and (3.34), we note that |λV(w)| > |λJ(w)|. The near-field
solution occurs when r  |λJ(w)| and the far-field solution occurs when r  |λV(w)|. In
terms of the extracellular potential magnitude, the near-field solution is always an order
of magnitude larger than the near-field counterpart. Alternatively, this can be explained
through the conductivity magnitudes in the near-field and far-field regions. Comparing
σNF with σFF, we realize that the far-field conductivity is an order of magnitude larger
than the near-field conductivity. This effect can also be explained physically. That is,
when the electrode is closer to the tissue there is less dissipation of the current density
and the cells within tissue receive a more localized electrical stimulation. Since the re-
sistivity in the near-field is higher, most of this current flow through the extracellular
space whereas in the far-field region the current can access the low resistance intracellu-
lar space.
3.7.2 Pulse Width Effect
The change in the extracellular potential over a distance r from the electrode is described
by the current density or voltage electrotonic length constants, λ0J or λ0V , respectively. If
the input current density is a time-varying signal, such as monophasic or biphasic pulses,
then the relative electrotonic length constants, as shown in Chapter 2, can be defined from
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r (µm)

















Figure 3.7: Black: Cellular composite numerical solution. Green: Far-field approximation
using the Taylor series expansion around K = 0. Blue: The analytic solution for the far-
field approximation. Magenta: Near-field approximation. This is the case when K → ∞.
Red: The analytic solution for the near-field approximation.









These equations clearly state that the cellular composite admittivity varies as the pulse
width changes. In other words, as the pulse width becomes longer, the dominant tem-
poral frequency in the pulse spectrum becomes smaller. Therefore, |λV(w)| and |λJ(w)|
both increase. Hence, the transition point from the near-field to the far-field increases.

























Figure 3.8: Pulse-width effect at time value t = Tp. Greens belong to the cellular compos-
ite solutions. Pink is the near-field solution and dotted black is the far-field solution.
frequency. A higher temporal frequency means a larger w which indicates the values in
equations (3.33) and (3.34) both decrease. This results in a shorter transition between the
near-field to the far-field regions.
In order to see the effect of the pulse-width on the membrane potential, we can apply
the extracellular potential results to the cable equation. Our expectation is to see a more
widespread neural activation for longer pulse-widths compared to shorter ones.
3.7.3 Conclusion
In this chapter, we modeled the effect of a point source electrical stimulation in an isotropic
neural tissue composed of crossing fibers. Under the assumption of equally oriented
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fibers in all directions, we derived the tissue admittivity to replace the purely smooth
and homogeneous conductivity in the standard volume conductor approach. We then
calculated the extracellular potential using the cellular composite model [Meffin et al.,
2014]. The results were compared to the solutions of a standard volume conductor model
in the near- and far-field regions. The physical intuition behind our calculation was to
take into account the effective resistance of tissue, which is higher close to the electrode.
This is due to the current being forced to pass through the tightly packed extracellular
space, a fact that has not been taken into account in the conventional model. Taking ad-
vantage of the cellular composite model, we demonstrated how the cellular geometry
affected the spatial profile of extracellular and (subthreshold) membrane potential. As a
result, we found a range of electrode-neurite separations over which neither approxima-
tions (near- or far-field) were able to be applied. This range (10− 300µm) is common in
neuroprosthetic and electrophysiological applications.
We also considered the effect of stimulation parameter, i.e. monophasic pulse with
different pulse-width durations and explained that with an increase in the pulse-width,
the distance between the near-field and the far-field regions increases.
Furthermore, we showed theoretically how to incorporate more complicated fiber
orientation distribution in our modeling to mimic more realistic neural tissue. Our cal-
culations were performed using a Gaussian distribution of fibers orientations, however,
it is not restricted to that. In a special case where the standard deviations are the same
in all directions, our solution for the uniform distribution is recovered from the Gaussian
distribution equations.
There have been several experimental studies such as [Histed et al., 2009, Joucla and
Yvert, 2012] that observed tissue activation was usually more widespread than the mod-
els typically predicted. However, Histed et al., 2009 suggested that the wide and sparse
spread of activation observed in cell bodies is due to stimulation of axons of passage
passing close (< 15µm) from the micro-electrode. Hence, models may accurately predict
activation provided detailed information about passing axons is available.
Chapter 4
Anisotropic Tissues with Laminar
Structure
IN the previous chapter, we modeled the effect of electrical stimulation in tissues withstellate structures such as the CA3 region of the hippocampus. We continue devel-
oping our framework in this chapter for tissues with laminar structure such as retina
and the neo-cortex. The layered configuration of a retina is shown in Figure 4.1. Dif-
ferent cell types exist across different layers. Within each layer, cells are mainly parallel
to each other and create a cascade connection with other cells across different layers for
transmission of information.
Another example of laminar structures is the neo-cortex. The cortex has an intricate
structure in terms of fiber orientations, geometry and electrical properties along its six
layers. The cells in the cortex are intermingled together with a feedback connection be-
tween them. Figure 4.2(a) shows an image of a cortical column with pyramidal cells
occupying a major proportion of tissue. Figure 4.2(b) is an intuitive depiction of the
orientation of fibers in different layers of cortex based on diffusion magnetic resonance
imaging (MRI) study on human cadaver [Leuze et al., 2014]. For simplicity the six layers
of the cortex are combined into four laminae based on the cell popularity in each layer.
In laminae 2 and 4, the majority of cells are of pyramidal type whereas in lamina 3 spiny
stellate cells are more prevalent. Lamina 1, which is the molecular layer, mainly consists
of axons and dendrites form cells in other layers. In each lamina, the orientation distri-
bution is shown either in circles for stellate like distributions or in ellipsoids for laminar
orientation distribution.
Other examples of fibers oriented in a plane in a layered structure are auditory and
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Figure 4.1: Microscopic image of retina. Source http://wonglab.biostr.washington.edu.
visual thalamic nuclei. Structures like this are very common throughout the nervous
system.
Since the cells in a laminar structure are preferentially oriented within a plane and
lack any fiber oriented perpendicular to the plane, we expect to see some anisotropic
effect. The main focus of this chapter is to show this behavior through our modeling
framework.
Similar to Chapter 3, we assume a uniform distribution of fiber orientations, how-
ever, only within a plane (circularly symmetric structure). Based on this structure, the
admittivity kernel and the extracellular potential are calculated. The analytical result is
then extended to a case where the orientations of fibers follow a Gaussian distribution
function. This case gives some flexibility in terms of having some directions of fibers
away from a specific direction. Finally, calculations for a double layer inhomogeneous
and anisotropic tissue is given to accommodate for a more general structure.
4.1 Methods
In this section, we briefly summarize the standard volume conductor approach solved for




Figure 4.2: (b). Cortical columns. Source: http://www.gregadunn.com/ (b) Illustration
of orientation distribution in different lamina of the cortex based on the work in [Leuze
et al., 2014].
4.1.1 Standard Volume Conductor Approach
For a homogeneous tissue the voltage distribution in the extracellular space due to a





where δ(·) is a Dirac delta function and ι(t) is the injected current from the electrode. By










in which k2r = k2x + k2y and kx and ky are the spatial Fourier variable corresponding to x
and y, respectively.
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4.1.2 Cellular Composite Model: Uniform Planar Distribution of Fibers
The generalized cellular composite model of neural tissue with fiber orientation distribu-











∇ · Je = 0, (4.6)
where α describes angles of orientation of fibers. The spatial convolution is taken in the
direction of fibers with orientation α and captures the effect of current paths between
points in the extracellular spaces via the intracellular space; refer to Definition 2 in Chap-
ter 3. The capacitive property of the membrane leads to the time convolution, which
relates the current density to the extracellular electrical field at previous times. Je is the
mean extracellular current density of tissue. uα is the unit vector parallel to a fiber (cylin-
der) main axis. This structure is shown in Figure 4.3. In this configuration, a point source
electrode is placed at the origin. Neural tissue is located in xy plane and fibers are ori-
ented evenly in every direction. Cylindrical models of fibers are shown in red with yellow
arrows showing the direction of that fiber (uα).
The admittivities are calculated from the trans-impedance equations for a single neu-
rite and are expressed in the Fourier domain as
ˆ̌ξe,α(k, ω : uα) =
ˆ̌ξe,T I3 + (





ˆ̌ξe,L(k, ω : uα) =
1
ρi
1 + jωτm + (k · uα)2λ20J
1 + jωτm + (k · uα)2λ20V
, (4.9)
to capture some properties of the fibers such as their orientation, diameter, and mem-
brane properties. In the admittivity equation, ˆ̌ξe,T and ˆ̌ξe,L(k, ω) are the transverse and
longitudinal components of the admittivity ˆ̌ξe,α(k, ω). I3×3 is the 3× 3 identity matrix.
uαuTα is an outer product where uTα defines the transpose vector of uα. τm is the mem-
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Figure 4.3: Laminar neural tissue structure. Fibers are oriented uniformly in xy plane
and the electrode is placed at the origin.
brane time constant. ρe and ρi are the extracellular and intracellular resistivities of tissue,
respectively. b is the radius of an ideal cylindrical neurite and d is the thickness of the ex-
tracellular sheath (equal to half the width of the extracellular space between neighboring
cells). λ0J and λ0V are the electrotonic length constants calculated under current density
and voltage boundary conditions for the cable equation [Meffin et al., 2012] respectively,













is the membrane per unit length resistance. Rm is the membrane per
unit area resistance. re u
ρe
2πbd
is the extracellular resistance per unit length and ri u
ρi
πb2
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is the intracellular resistance per unit length.
4.1.3 Admittivity Calculation
For a laminar structure with infinitely many fibers, the admittivity can be computed in
















1 + jωτm + (k · uh)2λ20J




















































in which f (kr) = 1−
√
1 + λ2V(w)k2r . The second diagonal element in equation (4.12) is
the admittivity in the z-direction and is defined as
ˆ̌ξe,z = ˆ̌ξe,T. (4.14)
Although there is no fiber oriented in the z-direction, this admittivity is the result of
stacking planar tissues on top of each other in a homogeneous medium. By analyzing
equation (4.12) and calculating the eigenvalues and eigenvectors of the second matrix on
the right hand side of equation (4.13), we find
s1 =0, v1 =[kx, ky]T,
s2 =k2r , v2 =[ky,−kx]T.
(4.15)
Physically, the second eigenvalue-eigenvector pair is irrelevant, as later we will show that
the vector we use to perform our calculation is of the form of v1.
Definition 3. A matrix, M, is rotationally symmetric if and only if
M = RMRT, (4.16)
where R =
cos θ − sin θ
sin θ cos θ
 is the rotation matrix.
According to this definition, it can be easily checked that the submatrix ˆ̌ξe,r is rota-
tionally symmetric. This can be further extended to the whole matrix ˆ̌ξe.
This confirms our assumption on the orientation distribution of fibers and having an
isotropic structure within each plane modeling neural tissue.
4.1.4 Extracellular Potential Calculation
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where uα = [cos θ, sin θ, 0]T determines the fiber orientation in a laminar tissue.
Assumption 2. Neural tissue can be modeled as a stack of planes on top of each other with
continuum fibers uniformly distributed in every direction within each plane.
Under assumption 2, p(α) = 1/2π that is equivalent to the surface of a unit circle.
To simplify the calculations, a two-dimensional Fourier transform in (x, y) and a one-










where ∇̌ = [jkx, jky, ∂∂z ]. Replacing
ˆ̌ξe,α with the definition in equation (4.7) and arranging



























1 + jωτm + (k · uα)2λ20J




The integral over the orientation in equation (4.20) can be performed to give the analytical
solutions






















1 + λ2V(k2r )
 = kTr ˆ̌ξe,rkr,
(4.21)
where k2r = (k2x + k2y).
Please note that parameters c1 and c2 are only introduced for mathematical calcula-
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tions. We replace these parameters with more physically meaningful parameters ˆ̌ξe,z and
kTr
ˆ̌ξe,rkr in the extracellular potential equation.
Subsequently, the solution to the second order differential equation with constant
coefficients is calculated as










e− ˆ̌χ(kr ,w)z − e ˆ̌χ(kr ,w)z
)
u(z) + k1e





√√√√kTr ˆ̌ξe,rˆ̌ξe,z kr, (4.23)
is a measure of anisotropy, u(z) is the Heaviside step function, and k1 and k2 are to be
found through the choice of boundary conditions. As it is assumed that the fibers are
infinitely long, the voltage at infinity, i.e., limz→±∞ ˆ̌Ve < ∞, should be finite. Given equa-







In order to have a finite potential when z → −∞, k2 = 0. Therefore, equation (4.22) is
simplified to













This is the Fourier domain extracellular potential, which will be inverted numerically
and figures will be shown in the Results section.
4.2 Near-field and Far-field Approximations of Cellular Compos-
ite Model
The cellular composite solution in equation (4.24) can be approximated in the near-field
and the far-field regions by a constant conductivity. The near-field approximation de-
scribes the behavior of neurons close to the electrode where r  λJ(w), and the far-field
approximation describes their behavior at distances where r  λV(w). The main differ-
ence between these approximations and the cellular composite solution is in the coeffi-

































where cNF2 and c
FF
2 are the near- and far-field approximations of c2, respectively.
Replacing these coefficients into equation (4.24) and applying an inverse Fourier trans-









x2 + y2 and σr, σz are constant conductivities which are given in the near-























4.3 Extension to a Distribution of Fiber Orientations Based on
the Gaussian Distribution
In realistic tissue, fibers are not necessarily oriented uniformly. This means fibers in a
specific direction may outnumber fibers in other directions. To account for this fact in
laminar tissue we assume different standard deviations in the x and y directions. Based
on this assumption, a corresponding orientation distribution function p(α), and hence
the extracellular potential are calculated.
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where γx and γy are the standard deviations in the x and y directions, respectively.
To capture different orientations of fibers, this function is transformed into a polar















This function is then mapped onto an ellipsoid around the origin to remove the depen-
dency on the fiber distances from the origin. This can be done by performing integration
over r from zero to infinity
pp(θ) =
η






4.3.1 Extracellular Potential Calculation
To calculate the extracellular potential for fibers oriented at an angle θ, the cellular com-











∇ · Je =0, (4.34)
where ξe,θ is the admittivity kernel for the fibers with both spatial and temporal argu-
ments and is a function of angle, θ. uθ represents the unit vector parallel to a fiber axis.
Jθe is the current density corresponding to the fiber oriented at the angle θ.
The calculation is very similar to the previous section. However, coefficients c1 and c2
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π(cos2 θ + η2 sin2 θ)





πρi(cos2 θ + η2 sin2 θ)
1 + λ2J (k · uθ)2
1 + λ2V(k · uθ)2
dθ.
(4.35)
Solving these integrals using Maple or Mathematica software, we obtain




































































According to these equations, one can choose appropriate distribution proportion, η, to
obtain the extracellular potential solution in the Fourier domain. In a special case of
η = 1, equation (4.21) for c2 is recovered. Once the Fourier domain solution is inverted
numerically, the extracellular potential is obtained.
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4.4 Electrical Stimulation in a two-layer inhomogeneous neural
tissue
Laminar tissues might contain layers with different cell types, fiber orientations and elec-
trical properties. An example of this can be the retina or the cortex with different cell
properties and conductivities in each layer. In this section, a guideline on connecting
layered neural tissues with appropriate boundary conditions is provided to account for
inhomogeneous and anisotropic neural tissue. Figure 4.4 illustrates this situation graph-
ically. The electrode is placed close to the neural tissue in layer A within a distance from
the boundary. Layers are assumed to have different conductivities. Each layer can con-
tain different tissue structure with different electrical properties, i.e., tissue with stellate
or laminar distribution of fibers or a fiber bundle or an insulation layer such as air.
Although the framework is very similar to that in the previous section, the idea of
choosing appropriate boundary conditions between each layer is novel.
We start the modeling by introducing the volume conductor solution and then explain
the more complicated cellular composite modeling approach.
4.4.1 Standard Volume Conductor Approach
Consider a two-layer neural tissue with different conductivities in each layer as shown
in Figure 4.4. The point source electrode is located at distance h from the origin in the
z direction in layer A. The conductivity of layers A and B are described by σA and σB,
respectively. The objective is to apply the volume conductor approach using appropriate
boundary conditions at each layer to find the effect of electrical stimulation.
Standard volume conductor equations for layer A are expressed as
Je = −σA∇VAe ,
∇ · Je = ι(t)δ(x)δ(y)δ(z− h),
(4.38)
where the effect of the electrode is reflected in the Dirac delta function δ(·) in the z-
direction.
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Figure 4.4: A two-layer electrode-tissue configuration.





which in the Fourier domain is represented as
∂2 ˆ̌VAe
∂z2




where k2r = (k2x + k2y).
The solution to the differential equation is calculated as
V̌Ae = k1e








where k1 and k2 are constants to be found using the boundary conditions and u(·) is the
Heaviside step function. To find k1 and k2, we use the assumption that the extracellu-
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lar potential at infinity should be zero and also should be continuous at the boundary
between layers. Using the first assumption, we find k2 =
ι̂(w)e−|kr |h
4πσA|kr|
. This can simplify
equation (4.41) to




The descriptive equations in layer B, however, are different as there is no electrode in this
layer.
In layer B the voltage distribution in the extracellular space is written as
∇2VBe = 0, (4.43)
which can be solved as
ˆ̌VBe = k′1e
−|kr |z + k′2e
|kr |z, (4.44)
in which k′1 and k
′
2 are constants to be found. Assuming
ˆ̌VBe (z) → 0 as z → −∞, we
conclude k′1 = 0. Therefore, the simplified equation will be
ˆ̌VBe = k′2e
|kr |z, (4.45)
To find the remaining unknown constants in equations (4.42) and (4.45), the boundary
conditions at z = 0 are used. These boundary conditions are continuity of voltage and
current across the boundary between the layers. The following relationship between the
differential equation coefficients in layers A and B are the result of applying the boundary
conditions at z = 0. If it is assumed that h > 0, as shown in Figure 4.4 and the areas
underneath the electrode is taken as the region of interest i.e., z < h then equation (4.42)
is changed to
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and the current density boundary condition is
J̌Ae (z) · n
∣∣∣
z=0+




where n is the normal vector to the common border between the layers. In this configu-
ration, n = az. Hence, equation (4.48) is changed to
J̌Ae (z) · az
∣∣∣
z=0+






















































If these coefficients are replaced in equations (4.40) and (4.45) then the extracellular po-
tential in each layer can be obtained.
4.4.2 Two-Layer Cellular Composite Model
Following the result of the volume conductor approach, we extend the method to the
cellular composite modeling framework. In other words, instead of assuming a homoge-
neous tissue in each layer described by σ, we introduce an admitivitty kernel to capture
the spatiotemporal change of the extracellular potential within tissue in each layer.
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∇ · JAe,θ =ι(t)δ(x)δ(y)δ(z− h). (4.53)






p(θ)ξ Ae,θ ∗uθ ,t
∇VAe
)
dθ = −ι(t)δ(x)δ(y)δ(z− h), (4.54)
where uθ = [cos θ, sin θ, 0] defines the distribution of fibers in polar coordinates.
This equation can be expressed in the Fourier domain as
∫
θ




where ∇̌ = [jkx, jky, ∂∂z ]. Substituting for



















where k = [kx, ky, 0]. Expanding this equation further and using the fact that k · uθ =





















1 + jωτm + (k · uθ)2λ20J
1 + jωτm + (k · uθ)2λ20V
− ˆ̌ξ
A
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1 + jωτm + (k · uθ)2λ20J
1 + jωτm + (k · uθ)2λ20V









































1 + jωτm + (k · uh)2λ20J
1 + jωτm + (k · uh)2λ20V
)(k · uh)2. (4.62)
We assume the fibers are oriented in every direction within a plane. Hence, cA1 and c
A
2




























The solution to the second order differential equation (4.19) with constant coefficients
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is the anisotropy ratio, u(z) is the Heaviside step function and k1
and k2 are to be found through the choice of boundary conditions. The voltage at infinity
is finite, hence, limz→∞ ˆ̌VAe < ∞. Given equation (4.65), to satisfy the condition at z→ ∞,



























αh∇̌T ˆ̌ξBe,h∇̌ ˆ̌VBe = 0. (4.67)
In order to calculate VBe , a similar approach to the previous section is taken. The only
difference is that there is no electrode in this layer. Hence, the right-hand side of equa-
tion (4.67) is equal to zero. Given this explanation, the differential equation in layer B




− cB2 ˆ̌VBe = 0, (4.68)






ˆ̌χB(kr ,w)z + k′2e
√
ˆ̌χB(kr ,w)z, (4.69)




. Applying the boundary condition at z = −∞, we conclude that
k′1 = 0. To calculate the remaining unknown constant coefficients in equations (4.69), the
boundary conditions at z = 0 are applied. We also assume h > 0 and z < h. Continuity
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Also, the normal component of the current density across the boundary remains contin-
uous which means
J̌Ae (z) · n
∣∣∣
z=0+




where n is the normal vector to the common border between the layers. In this configu-



























































ˆ̌χA(kr ,w)h − k1
√
ˆ̌χA(kr, w)
 =cB1√ ˆ̌χB(kr, w)k′2.
(4.73)
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Equation (4.76) gives the remaining unknown parameters required to calculate the extra-
cellular potential in each layer.
4.5 Numerical Results
In this section we provide the numerical calculation results for the extracellular poten-
tial of the cellular composite model. Our numerical calculation involves applying three-
dimensional inverse Fourier transform to equation (4.24) to obtain the extracellular volt-
age in spatial and temporal domains. It should be noted that equation (4.24) contains a
removable singularity at the origin which has been dealt with using the method intro-
duced in Appendix D.
In all our calculations a monophasic pulse of 100 µs pulse-width and an amplitude of
1 µA is applied to tissue.
The first graph in this section, Figure 4.5, illustrates the effect of anisotropy predicted
by the cellular composite model for laminar tissues. The four graphs are sketched within
different distances from the electrode. Figure 4.5(a) shows an area of up to 10 µm from
the electrode. In this region, the cellular composite contour in white matches the near-
field solution in dashed black. The colorbar represents the logarithm of the extracellular
potential in millivolts.
As the distance from the electrode increases, around 10 times more, 4.5(b), the cel-
lular composite magnitude becomes smaller than the near-field solution. However, the
solution is still isotropic. In the range of 1000 µm from the electrode, Figure 4.5(c), the
effect of anisotropy becomes more pronounced. The far-field solution is replaced with
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Figure 4.5: Anisotropy effect at time value t = Tp. (a) Cellular composite contours (white)
are matched with the near-field contours (black) for a pulse width of 100µs, in a range
of less than 5 µm from the electrode. (b) Transition of the cellular composite solution
from the near-field solution. (c) Transition of the cellular composite to the far-field in the
range of less than 1000 µm from the electrode. (d) Cellular composite is matched with
the anisotropic solution in the far-field region.
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Figure 4.6: Pulse width effect at time value t = Tp. Graphs in red, blue and green cor-
respond to stimuli with pulse widths 10 µs, 100 µs and 1000 µs, respectively. As the
pulse width increases, the transition time between the near-field (dashed black line) and
far-field (dotted black line) regions increases as well.
the near-field solution to better display the change of behavior of the cellular composite
model. This is the range where the cellular composite makes a transition to match the far-
field solution. By passing this range we see that the cellular composite and the far-field
solutions are perfectly matched in a range of around 2000 µm from the electrode, Figure
4.5(d). Comparing the cellular composite behavior in this range with the graph in Figure
4.5(a), we notice a prominent change of shape as a result of anisotropy.
Note that anisotropy is influenced by the pulse-width as well. This means for differ-
ent pulse-width durations the transition ranges and the shapes might be slightly differ-
ent. The next graph in this section, Figure 4.6, is a one-dimensional plot in the r-direction
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to explain the pulse-width effect on the transition distance. Three different pulse-widths,
10 µs, 100 µs and 1000 µs are sketched in red, blue and green, respectively. The standard
volume conductor approximations at the near-field (dashed black) and the far-field (dot-
ted black) are also plotted. We can see that as the pulse-width duration increases, the
transition from the near-field to the far-field also increases. Note that these graphs may
have numerical errors with unknown source (some wiggles are obvious).
4.6 Discussion
4.6.1 Anisotropy Effect
Tissue with laminar structure is an example of anisotropic neural tissue where fibers are
oriented in a plane. As there is no fiber oriented along the z-axis, we expect to see a
change of behavior as we go from the near-field to the far-field region.





The near-field case corresponds to a combination of high spatial (krλ0V > krλ0J  1)


















This is equal to a resistivity of
bρe
2d
. In this limit, the transverse (
bρe
d
) and the longitudi-
nal resistivities are only different by a factor of two which means tissue appears more
isotropic in the near-field with the degree of anisotropy of
√
2.





comparing equations (4.8) and (4.9), if we assume d  b and ρi ≈ ρe, then ξe,T  ξe,L.
This simply means the resistivity in the transverse mode is higher. Physically, this means
that in the far-field region most current enters the low impedance intracellular pathway
via the membrane, with the effective resistivity of ρi in longitudinal direction. If we
use the parameters in Table 3.1, we find the anisotropy degree is around 20. This is
approximately 15 times more than the degree of anisotropy in the near-field region.
This is an effect that did not exist in the standard volume conductor model and is the
result of an admittivity that has spatial and temporal components.
4.6.2 Pulse Width Effect
As displayed in Figure 4.6, the transition from the near-field to the far-field changes as
the pulse width changes. For shorter pulse duration, 10µs, the far-field model provides
a good approximation for smaller electrode-neurite separation. The transition can be
explained by investigating the electrode-neurite separation, r, relative to the effective










As |λV(w)| > |λJ(w)|, the far-field transition occurs when r  |λV(w)| and the near-field
transition occurs in the range r  |λJ(w)|. Shorter pulse-width corresponds to higher
temporal frequency. This results in a decrease in the magnitudes of |λV(w)| and |λJ(w)|
as seen by equation (4.80). As the electrotonic length constants decrease, the transition
between near-field and far-field also decreases.
As explained earlier, the pulse duration can affect spatial characteristics of excitation
for neural excitation such as the degree of anisotropy, equation (4.77). This is due to the
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Therefore, as w changes, the frequency-dependent admittivity also changes and hence
the degree of anisotropy.
4.7 Conclusion
In this chapter, the effect of a point source electrode on anisotropic neural tissue was
modeled using the cellular composite approach. The fibers in the tissue were assumed to
be uniformly oriented in every direction. Under this assumption, the admittivity kernel
and the extracellular potential were computed. The result of the numerical calculation
confirmed how anisotropy influences the voltage in the extracellular space under cellu-
lar composite modeling. This was contrasted with the solutions of the volume conductor
models in the near-field and far-field regions where the anisotropy did not affect the pre-
diction of the extracellular potential. To help explain this phenomenon mathematically,
a measure of anisotropy based on the ratio of the longitudinal to transverse admittivities
was introduced. Using this equation, it was shown that the ratio is much smaller in the
near-field compared to the far-field region. Therefore, the behavior at distances greater
than the voltage electrotonic length constant was shown to be more anisotropic. This is
due to the current accessing the low resistance intracellular space via the membrane.
Also, we considered the effect of different pulse widths on the cellular composite as
well as the standard volume conductor approaches. As predicted, since the admittivity
in the cellular composite model had temporal as well as spatial components, the behavior
changed as the pulse-width changed. The result showed longer transitions from the near-
field to the far-field regions for longer pulse-widths and vice versa. This effect cannot be
addressed in the standard volume conductor model, because in this approach neural
tissue is described by a purely conductive element that is independent of temporal or
spatial frequencies.
Apart from the numerical results, two mathematical extensions were also presented
in this chapter. The first one demonstrated how we can use any other known distribution
of fibers in tissue to predict behavior in more realistic neural tissue. This was shown for
a Gaussian distribution of fiber orientations. The second extension explained a way to
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build a layered inhomogeneous structure, such as the retina or the cortex, using appro-
priate boundary conditions.
In the following chapter, we take advantage of our modeling framework presented in
the previous chapter and this one to model the gray matter of the cortex and investigate
the effect of glia cells on the brain resistivity.

Chapter 5
Model of Cortex and Effect of Glia
5.1 Introduction
THE nervous system consists of cells with different morphologies and electricalproperties. The two main types, however, are categorized as neurons and glial
cells. Cells within each category can have different electrical properties, a fact that we
have ignored for simplicity. In the previous chapters, our focus was mainly on modeling
neuron dynamical behavior and all the numerical calculations were performed assuming
neuron electrical parameters. However, in every piece of neural tissue, neurons and glial
cells are intermingled together. Neurons are the cells responsible for the generation of
action potential while the role of glial cells is to provide support, as explained in Chapter
1, to neuronal function. Electrical properties and geometry of neuron and glia are quite
different. Glia cells have a much leakier membrane compared to neurons leading to con-
ducting more ions. This may have a significant impact on tissue admittivity depending
on the ratio of the glia to neuron [Trachtenberg and Pollen, 1970]. In comparison to neu-
rons, glia cells are smaller; their soma diameter is about 25-35 percent of the diameter of
neurons [Alvarez-Maubecin et al., 2000]. While neuronal cell morphologies might vary
in different tissues, for instance stellate or pyramidal-like morphologies, most glia cells
such as astrocytes or microglia have a stellate morphology. That is there are many pro-
cesses radiating from the cell body of a glia resulting in a spherical distribution of fibers
[Alvarez-Maubecin et al., 2000].
Furthermore, the ratio of glia to neuron varies significantly in different regions of the
brain. The review article by [Herculano-Houzel, 2014] provides an in-depth investigation
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on how the glia to neuron ratio changes across brain structures and how it can affect the
physiology of the brain. According to this article, the glia to neuron ratio does not vary
uniformly across the brain structures and the reason behind that is related to the large
variation of neuronal sizes across the brain.
Our focus in this chapter is to specifically look at the gray matter of the neocortex and
model the effect of glial cells in combination with neurons on tissue admittivity. We give
example on a range of different ratios of glia to neuron, from small to large, to study the
effect of glial cells and compare to estimates of the ratio for cortex. This ratio is defined as
how much of neural tissue is occupied by glial cells compared to neurons. The estimated
values for different parts of the brain are taken from Herculano-Houzel [2014].
5.2 Admittivity Calculation in Different Directions
This model describes the gray matter of the cortex which has a layered structure. How-
ever, for simplicity, we assume a stratified structure that is homogeneous: This can be
taken as modeling a single cortical layer, or alternatively making the assumption that
differences between cortical layers can be ignored to a first approximation. The glia cells
and neurons are intermingled together with different morphologies in this neural tissue.
It is assumed that the glial cells (astrocytes and microglia) have a stellate morphology.
For neurons we consider only pyramidal cells that make up 80 percent of the popula-
tion. The neurites of pyramidal cells are partitioned into two sets. A laminar structure
is assumed as a model of the distal portion of apical dendrites and for basal dendrites
which means fibers are oriented in a plane and have no component outside that specific
plane. These planes are stacked on top of each other along a vertical line to the plane.
Finally, an axon or ascending dendrite of a pyramidal cells is modeled with a single fiber
perpendicular to the laminar structure.
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dαξNre,α, lateral dendrites of neuron,
ξNze =(1− p− q)ξfe, ascending dendrite or axon of pyramidal cell,
(5.2)
where ξGe,α and ξ
Nr
e,α are the admittivities of glia and neuron lateral component along di-
rection α, respectively, and ξfe is the admittivity of a single fiber in the z direction. p is




is the percentage of neuron horizontal dendrites.
Each admittivity in equation (5.2) has components in the r and z directions. By refer-
ring to the admittivity section in previous chapters, the glia and neuron admittivities in
these directions are given as
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where ˆ̌ξGre and ˆ̌ξ
Gz




e,z are neuron admittivities, and ˆ̌ξ
Nz
e,r and
ˆ̌ξNze,z are the ascending dendrite/ axon admittivities in the r and z directions, respectively.
Th expression for glia are obtained by setting kz = 0 in the r-direction and kr = 0 in the
z-direction.
As can be seen, glia admittivity in both directions has the same functional form which
is due to the assumption on cell morphology, i.e., isotropic distribution. For the horizon-
tal component of neurons which is anisotropic (laminar morphology) the admittivity in
the r direction (along fibers) is frequency dependent and is different from the constant
conductivity in the z direction. This is opposite to the vertical component of neurons
such as axon with the frequency dependent component in the z direction (across fibers)
and a constant conductivity in the r direction.
Note that since neuron membrane resistance is larger than glia membrane resistance
we have rNM > r
G
M. This means that the time constants of neuron and glial cells are differ-










where RM is the membrane unit area resistance and a is the diameter of the relevant cell.
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The differences in the electrotonic length constants result in different transitions lengths
from the near-field to the far-field region for glia and neuron.
5.3 Extracellular Potential Calculation
The extracellular potential can be calculated using equation (5.1) and applying the conti-
nuity equation






























The three different admittivity components in this equation can be calculated separately.























































is the uniform spherical distribution of fiber orientation of glia (stellate morphology) and










































is the uniform distribution of lateral dendrites of neuron (laminar morphology) and
















models the ascending dendrite or axon of pyramidal cell. By adding all these admittivi-
ties together, the aggregate admittivity for this tissue, in the form of kT ˆ̌ξ Ae k, is given.
The extracellular potential in the Fourier domain is then obtained as
ˆ̌Ve = −
ι(w)
(2π)2kT ˆ̌ξ Ae k
(5.16)
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5.4 Limits of Glia-Neuron Interactions
Neurons and glia cells have different electrical properties. As a result their contribution to
tissue resistivity is dominant in different spatial and temporal frequency ranges. Figure
5.1 shows how admittivity arising from neuron and glia cells change behavior within
a distance from the electrode due to transition from high spatial frequencies near the
electrode to low spatial frequencies in the far-field. Understanding and interpreting this
figure is the core part of our analysis in this chapter. In this figure the electrotonic length
constants are sketched in cyan for glial cells and in red for neurons. The anisotropic
behavior of neurons is reflected in their ellipsoid shape as opposed to more isotropic
and hence more circular glia behavior. The graph points out at six different regions of
interaction that are labeled appropriately. The first index in each region, “G”, refers to
the glia and the second index, “N”, refers to the neuron. The sub-indexes show whether
that cell is in its near-field (NF), intermediate-field (IF) or far-field (FF) region.
Note as the glia membrane is much leakier (around 20 fold) than neuron membrane,
the cyan lines are closer to the electrode (white circle at the origin). The region closer to
the electrode corresponds to a case where both glia and neuron cells are in their near-
field region, GNF/NNF. This can be described as r < λGJ (w). The second region which




J (w) is when the neuron is still in the near-field
while the glia has entered the intermediate-field, GIF/NNF. The third region occurs when
λGV(w) < r < λ
N
J (w). This is associated with glia in the far-field and neuron in the near-
field, GFF/NNF. However, due to differences in anisotropy arising from differences in
morphology between neurons and glia, transitions between near and far field occur at
different rates in different directions, which leads to a fourth region. In this case where
λNJ (w) < r < λ
G
V(w), both neurons and glial cells are in their intermediate-field and la-
beled as GIF/NIF. By going further away from the electrode, outside the boundaries of
λGV(w) and λ
N
J (w) glia reaches its far-field limit whereas neurons are still transitioning
through the intermediate-field. Eventually, in the range of r  λNV (w), that is labeled as
GFF/NFF, both cells reach their far-field limit.
In our analysis of the regions we focus on three limiting cases shown as R1, R2 and
R3 in Figure 5.1. This correspond to neurons and glia being both in the near-field, being
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Figure 5.1: Regions marking different behavior for the admittivity of neurons and glia.
Red (dashed and solid lines) corresponds to the current and voltage electrotonic length
constants for neurons which are referred to as λNJ (w) and λ
N
V (w) in the text, respec-
tively. Electrotonic length constants for glial cells, λGJ (w) and λ
G
V(w) are sketched in cyan
(dashed and solid lines) respectively.
in near-field for neurons and far-field for glia, and both being in the far-field. Using the
admitivity definitions in the previous section we calculate the conductivities based on
the limits of vector k for the near-field and the far-field and then combine relevant parts
of these conductivities to obtain tissue conductivity.
The near-field approximation of solutions is obtained when k → ∞. We rewrite the
aggregate admittivity equation (This is the denominator in equation (5.16)) in the follow-
ing form which shows conductivities along different directions
kT ˆ̌ξA,NFe k = σNFr k2r + σNFz k2z, (5.17)
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are the conductivities in the near-field in the r and z directions. Having different con-
ductivities in different directions is due to the anisotropy effect of neurons along these
directions.
Conversely, the far-field approximation is calculated as k→ 0.





















+ q ˆ̌ξNe,T + (1− p− q) 1ρNi .
(5.20)
It is important to reemphasize that the near-field and the far-field ranges change as a
function of cell type.
Having calculated the near-field and far-field conductivities we provide a definition
for admittivities in the regions R1, R2 and R3 in Figure 5.1.
In region R1 the cortex conductivity is the same as the near-field calculations in equa-
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R2 region corresponds to the case in which glial cells are in their far-field and the neurons
are in their near-field. We have adopted these parts from the glia far-field conductivity in



















































+ q ˆ̌ξNe,T + (1− p− q) 1ρNi .
(5.23)
Using these equations and the admittivity equations (5.3), (5.4) and (5.5) we introduce











where χξ is the general anisotropy ratio and χ
Ri
σ , and are the limiting values in region Ri,
i = 1, 2, 3.
We are primarily interested in the relative contributions of glia and neurons to overall
tissue admittivity. To quantify this we introduce the glia admittivity ratio, as the glia
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p = 0.1 0.1071 0.0916 0.3826 0.3424 0.1347 0.0797
p = 0.5 0.5191 0.4756 0.8480 0.8241 0.5835 0.4382
p = 0.9 0.9067 0.8909 0.9805 0.9768 0.9265 0.8753










Table 5.1 summarizes the values of S in different regions.
5.5 Numerical Result and Discussion
Our numerical calculation consists of three parts. First, we present the admittivity graphs
in different directions. Then the admittivity ratio of glia to overall admittivity graphs are
displayed and in the end, we discuss the effect of anisotropy through a few graphs.
In all the graphs the cyan dashed and solid lines are related to the inverse of cur-
rent (λGJ (w)) and voltage (λ
G
V(w)) electrotonic length constants for glial cells, respectively.
These denotes regions at which kλGJ (w) > 1 for the near-field, kλ
G
J < 1  kλGV for the
intermediate-field and kλGV  1 for the far-field. Similarly, the red dashed and solid
lines belong to the inverse of the electrotonic length constants of neurons. All of the axes
in this section are spaced logarithmically. The horizontal axis is related to the temporal
frequency, Hz, and the vertical axis shows the spatial frequency.
We have used indexes FF, IF and NF that stand for far-field, intermediate-field and
near-field, respectively. According to this categorization and based on how the electro-
tonic length constants curves intersect, we have labeled six regions corresponding to
those in Figure 5.1 that are summarized in Table 5.2. The amplitude and phase of tis-
sue admittivity in the (r, z) directions are sketched in Figures 5.2(a) and 5.2(b) for a case
where 50 percent of tissue is glia and 50 percent is allocated to horizontal and vertical
106 Model of Cortex and Effect of Glia
Table 5.2: Six different regions of glia-neuron interaction
Sensitivity Definition
GNF /NNF Glia is in the near-field and neuron is in the near-field
GIF /NNF Glia is in the intermediate-field and neuron is in the near-field
GFF /NNF Glia is in the far-field and neuron is in the near-field
GFF /NIF Glia is in the far-field and neuron is in the intermediate-field
GIF /NIF Glia is in the intermediate-field and neuron is in the intermediate-field
GFF /NFF Glia is in the far-field and neuron is in the far-field
components of neurons. In R1 the admittivity has the smallest magnitude. As the spatial
frequency becomes smaller (which means going towards the far-field region) the admit-
tivity becomes larger. The low admittivity region means that the current takes the ex-
tracellular pathway whereas in the far-field region this current enters the low resistance
(high admittivity) intracellular pathway. The phase graphs show a zero phase every-
where except in the range where the departure from zero is greatest. This is evident in
the region where both cells are in their intermediate-field, GIF/NIF and also in GFF/NIF
region. This is the result of a reactive effect of capacitance (and is within the range of
electrical stimulation).
Figure 5.3 shows the admittivity ratio of glial cells to overall admittivity of tissue that
is a function of spatial and temporal frequency. The numerical calculation is performed
for different proportions of glia (p) and neuron (1− p) which may be the case for differ-
ent parts of the brain. For instance, a study [Herculano-Houzel, 2014] shows that glia
occupies less than 10 percent (around 9 percent to be more accurate) of the cells in the
cerebellum, while in the gray matter this percentage is about 60 and if we look at the
human brain as a whole, only 50 percent of the cells are glial cells. The reason behind
such variation in the ratio has been related to the variation of the density of the neuronal
cells across different brain structures (around 72-fold), while non-neuronal cell density
varies little, around 3.7-fold in the human brain [Alvarez-Maubecin et al., 2000]. The left
column in this figure belongs to the admittivity in the r direction and the right column
belongs to the z direction. We have considered the following values for the proportion
of glia in neural tissue. p = 0.1 is the limit of low glia population, p = 0.5 is similar to
gray matter and p = 0.9 is the high limit of glia cells which is unrealistically high, but
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included as an extreme case to starkly illustrate the effect of glia on tissue admittivity.
It is useful to consider the contribution of glia to overall admittivity in the limiting
cases of regions R1, R2 and R3. In each subplot, region R1 is the limit of high spatial
frequencies in which the contribution of glia to overall admittivity is approximately the
same as there proportion in the tissue, S ≈ p. This is because all the current goes through
the extracellular space and the effect of glia in confining that space is in correspondence
with their volume proportion. Region R3 is the limit of low spatial or high temporal
frequency. In this range S > p in the r direction but not in the z direction. This can be
related to the admittivities of neurons in the r and z directions. By comparing the ad-
mittivity norms of neurons in the r direction, ˆ̌ξNre,r , and in the z direction ˆ̌ξNze,z, we realize
that the admittivity in the z direction is almost double the one in the r direction. This
lowers the glia contribution to the admittivity in the z direction, thus S < p in this direc-
tion. Region R2 shows the greatest ratio among all other regions. In this region glia has
a disproportionately large effect, however these are over a limited range of temporal and
spatial frequencies. Physically, this means that the glia causes a short circuit effect to the
extracellular current whereby current enters the glia intracellular pathway and avoids
neuronal intracellular pathway. These regions occur in spatial frequencies of between
0.5-30 cycles/mm and the temporal frequencies of less than 1 kHz. This range is equiva-
lent to a spatial scale of around 30 - 2000 µm and time scales longer than 1 ms. This range
for the temporal frequency can be compared with the time constants for neurons (around
100 ms) and glial cells (around 0.35 ms). Similarly, the spatial scales should be compared
with the length constants. This, for a neuron is around 625 µm for λN0J and 1800 µm for
λN0V while for glial cells is between 37 µm for the current density length constant and 108
µm for voltage length constant.
Besides, as can be seen the size of the white region (which includes R2 as well) in-
creases as the glia population of tissue increases. This dependence is because region of
high S gets larger with p.
The temporal frequency scale of the intrinsic signals is between 0.5 Hz for δ activity
to 1 kHz for spiking whereas electrical stimulation frequency scale is usually above 1
kHz. Both intrinsic and external electrical stimulation can affect a wide range of spatial
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Table 5.3: Spatial frequency scales
Brain Structure Spatial Scale Spatial Frequency
synapse 1 µm 1 cycles/ µm
neuron 10-100 µm 10-100 cycles/ mm
cortical column 200-400 µm 2.5-5 cycles/ mm
cortical area >2000 µm <0.5 cycles/ mm
Table 5.4: Temporal frequency






Local field potential up to 300 Hz
Spike 1kHz
frequencies from synapse to cortical areas. These spatial and temporal frequency scales
are given in Tables 5.3 and 5.4. The interaction between the intrinsic signals and the
external electrical stimulation is shown in Figure 5.4. The white dashed box corresponds
to the brain structures (spatial frequencies) and its intrinsic signals (temporal frequencies)
and the solid yellow box shows the spatiotemporal frequency of electrical stimulation. In
this figure, a typical range for the temporal frequency of electrical stimulation is given
between 1-100 kHz. The lower range may have a slight overlap between the frequency of
spiking that is around 1kHz. The spatial frequency of electrical stimulation close to the
electrode depends on how fine a microelectrode array is designed. Current spatial scales
of microelectrode arrays can range from around 2 cm at the largest and around 20-30 µm
at the finest level. This can cover a range of brain structures from a size of a cortical area
up to a size of a neuron, respectively. Note for practical purposes high density electrode
arrays are used only when we are close to neural tissue.
To explain the effect of anisotropy we have sketched a matrix of graphs in Figure
5.5. These graphs are sketched for spatial and temporal frequencies (kr, w) which corre-
sponds to (r, t) in space and time. The image scale graphs are the anisotropy ratio which




. Along different rows of this
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matrix, the proportion of glia, p changes, and different columns show the variation in
the proportion of neuron horizontal component, q, in the total admittivity. It is worth
mentioning that any deviation from 1 is counted as anisotropy depending on if the ad-
mittivity in the r direction is larger or in the z direction. The graphs show as p increases
tissue appears more isotropic. This means that the anisotropy ratio is closer to 1 for larger
values of p. This can be inferred by comparing the graph color to the colorbar axis. How-
ever, by keeping p constant and increasing q (comparing different columns) we see that
the anisotropy degree increases to a number more than one. The tissue is most nearly
isotropic when q = (1− p)/2, i.e. fibers are equally split between horizontal and vertical
components of neurons (middle column in Figure 5.5). If q = 0 we get a bias toward the
vertical direction (χ < 1), and q = (1− p) we get bias toward the horizontal direction
(χ > 1) . This is the result of a higher population of horizontal neuron component along
the r direction. In all these cases the far-field limit (R3 region) appears more anisotropic
compared to the near-field limit (R1 region). The anisotropic behavior in the far-field re-
gion is due to the current redistribution in the distance of r > λNV (w). In this region, the
current gets access to the intracellular space of both glia and neurons. In Figure 5.5(a) the
anisotropy degree in R3 is around 0.35 which means the admittivity in the z direction is
greater than in the r direction. This is because the neuron fiber in the z direction has more
weight in creating this anisotropy degree. But for a plot like Figure 5.5(c) we expect to
have a larger admittivity in the r direction as opposed to the z direction due to having a
higher proportion of horizontal neuron component.
To sum up, in low glia limit, Figures 5.5(a), 5.5(b) and 5.5(c) tissue appears more
anisotropic. In this case, depending on whether the vertical or horizontal component of
the neuron is larger the anisotropy degree can be either smaller or larger than 1. In a
case similar to cortical gray matter which contains 50 percent glia, the anisotropy still
exists, Figures 5.5(d), 5.5(e) and 5.5(f), however with less variation between the near-
field and far-field limits depending on the relative proportions of horizontal and vertical
components of neurons. In all the graphs that include a high glia limit such as Figures
5.5(g), 5.5(h) and 5.5(i) we have a more isotropic tissue with a degree very close to 1. This
shows the isotropic morphology of glia affects tissue admittivity predominantly.
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5.6 Conclusion
In this chapter, we combined all our results from the previous chapters to account for
more realistic neural tissue which includes glia as well as neurons. Neurons were as-
sumed to be of a pyramidal type with two distinct partitions for their orientation distri-
bution of their fibers. A laminar structure was considered for distribution orientation of
the distal portion of apical dendrites and for basal dendrites and a single fiber modeled
the axon or ascending dendrite. The glia distribution was more isotropic with stellate
morphology. Different proportions of glia to neuron were assumed to investigate how
much of an effect glia population has on the neural tissue resistivity. It was noted that as
S→ 1 the tissue admittivity becomes a same as glia.
Our results showed that only in the intermediate range where the temporal frequency
is less than 1 kHz and the spatial frequency of between 0.5-30 cycles/mm glia admittiv-
ity has a considerable effect and causing the injected current to pass through their mem-
brane. This occurs when glial cells are in their far-field and neurons are in their near-field
region. In other regions, however, the admittivity changes according to the proportion of
the glia. We also realized the role of glia in increasing admittivity in R2 corresponds to
the region of many intrinsic brain signals. In the range of the electrical stimulation which
is more in R3 region, the effect of glia is more proportionate to their population.
Furthermore, the anisotropy degree was also investigated through plotting different
proportions of glia and neuron horizontal components. In all the cases the far-field ad-
mittivity (R3) appeared more anisotropic (more deviation from 1) than the near-field limit
(R1). In addition, anisotropy was smaller in the region of high glia limit compared to the
low glia limit.
The effect of oligodendrocytes is not taken into account in this thesis, partially due
to a limited amount of experimental values of the electrical properties of these cells. A
role of these cells is to create myelin sheaths surrounding axons to speed up the passage
of electrical signals, known as myelin. The study by [Bakiri et al., 2011] investigated the
effects of myelin on the electrical properties of the nerve cells. The authors concluded
that myelin reduces the capacitance and increases the resistance of the cell membrane to
speed the electrical signal flow. However, the internodal membrane resistance of oligo-
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dendrocytes is still unknown. Such a study may be helpful in the future to take into
account the effect of oligodendrocyte cells in the same way as astrocytes to conclude the
overall change in a neural tissue conductivity containing myelinated axons.
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Figure 5.2: Admittivities of neural tissue consists of glia, neuron and fiber bundle. (a)
Admittivity magnitude in the r direction. (b) Admittivity magnitude in the z direction.
(c) Admittivity phase in the r direction (colorbar unit: degree). (d) Admittivity phase in
the z direction (colorbar unit: degree).
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R-direction,  p=0.1


















































































































































































































































Figure 5.3: Glia admittivity to overall tissue admittivity. The figure shows the admittivity
of glial cells to overall admittivity of neural tissue for different proportion of glia to neu-
ron. Figures (a), (c) and (e) refer to this proportion for the cases when glia occupies 10, 50
and 90 percent of tissue in the r direction and Figures (b), (d) and (f) show similar cases
but in the z direction. The axis are sketched in logarithmic spaces in terms of temporal
and spatial frequencies. The cyan dashed and solid lines represent the electrotonic cur-
rent and voltage length constants for glial cells and the red dashed and solid lines show
the electrotonic current and voltage length constants for neurons.



































































































































































































































































































































































Figure 5.5: Anisotropy degree. The glia population changes along different rows and the
horizontal component of neurons varies along different columns (a) 10 percent glia, 90
percent axon or ascending dendrite in the z direction and no horizontal neuronal compo-
nent (b) 10 percent glia, 45 percent laminar distribution of neuron fibers in the r direction
(c) 10 percent glia, 90 percent laminar distribution of neuron fibers in the r direction, no
axon or ascending dendrite (d) 50 percent glia, 50 percent axon or ascending dendrite
in the z direction and no horizontal neuronal component (e) 50 percent glia, 25 percent
vertical component of neurons in the z direction and 25 percent laminar distribution of
neuron fibers in the r direction (f) 50 percent glia, 50 percent laminar distribution of neu-
ron fibers in the r direction, no vertical neuron component (g) 90 percent glia, 10 percent
axon or ascending dendrite in the z direction and no horizontal neuronal component (h)
90 percent glia, 5 percent vertical component of neurons in the z direction and 5 per-
cent laminar distribution of neuron fibers in the r direction (i) 90 percent glia, 10 percent
laminar distribution of neuron fibers in the r direction, no vertical neuron component.

Chapter 6
Conclusion and Future Work
NEURAL electrical stimulation modeling is important in application of bionic de-vices to replace lost connection between the cells. An example of how electrical
stimulation is applied in real life situations is shown in Figure 6.1. The figure shows a
normal retina on the left and on the right, a retina with macular degeneration is displayed
in which photoreceptor cells have died. However, with the help of electrical stimulation,
the lost function can be replaced by an array of electrodes to deliver appropriate stimuli
to other cells [Shepherd et al., 2013].
Another example of electrical therapeutic stimulation is deep brain stimulation. This
method has been used in patients with epileptic seizures [Theodore and Fisher, 2004,Lod-
denkemper et al., 2001] or Parkinson’s disease [Benabid, 2003, Okun, 2012] to rectify or
control the brain signals. Modeling approaches can be advantageous in design stimula-
tion protocols for these applications.
Our modeling framework extended the cellular composite method introduced in [Mef-
fin et al., 2012, Meffin et al., 2014] to more general configurations of fiber orientation in
neural tissue which contained glia cells as well as neurons. We introduced a spatiotem-
poral frequency dependent admittivity with passive electrical elements as a model of a
neural membrane to account for cellular inhomogeneities. The spatial frequency arose
from taking into account different current pathways and the temporal frequency was the
result of modeling the capacitance property of the membrane.
In Chapter 3, we introduced neural tissue comprising cells with stellate morphol-
ogy in three-dimensional space with uniform and Gaussian distribution for fiber orien-
tations. Through this framework, we were able to demonstrate a transition between the
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approximate solutions of standard volume conductor models in the near-field and far-
field regions. The transition range fell within the region between the electrotonic length
constants for current and voltage, λJ(w) < r < λV(w), which was around 10µm - 300µm.
This range is very common in electrical stimulation applications. Furthermore, it was
shown how modeling the cellular composition of tissue can affect voltage prediction in
the extracellular space for different pulse widths. We found that for shorter pulse widths
there was a shorter and sharper transition from the near-field to the far-field region. The
implication of this is that the current redistribution occurs at shorter distances from the
electrode dictated by the voltage electrotonic length constant. This means for shorter
pulse width current can access the low impedance intracellular space in a shorter dis-
tance from the electrode and vice versa. This finding could be used to advantage to
control the spread of excitation via pulse waveform.
We further generalized our work in Chapter 4 for tissues with a laminar structure
such as the retina and the neocortex. These laminar structures have an anisotropic be-
havior because their fibers are only oriented in particular directions. Our comparison of
the extracellular potentials of the cellular composite and the standard volume conduc-
tor model demonstrated that the anisotropy effect is only predictable through the former
method. This was due to the effect of an admittivity which had spatial and temporal fre-
quency dependence. The anisotropic behavior was shown to be stronger in the far-field
region compared to the near-field or intermediate-field. This is because the current in the
far-field region redistributes and takes the low resistance intracellular pathway while in
the near-field the only current pathway accessible is the extracellular space.
Chapter 5 presented a step towards more realistic neural tissue model in which neu-
rons and glial cells and parallel fibers coexisted together. A stellate morphology was
assumed for glial cells and a laminar structure together with a single fiber represented
neuron morphology. We analyzed the effect of glial cells on the overall admittivity of the
brain. Different limits for glia population was considered i.e., the case where 10, 50 and
90 percent of the cells in tissue are glia. Glia membrane is more conductive than neu-
ron membrane (around 20 times more) and therefore in specific frequency ranges, they
have more a dominant effect. In this frequency range, which is less than 1kHz tempo-
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(a) (b)
Figure 6.1: (a) Healthy retina. (b) Retina with macular degeneration. Electrodes can be
placed at different sites in the retina to partially replace the role of photoreceptor cells
[Shepherd et al., 2013].
ral and between 0.5-30 cycle/mm spatial, glia provides a short circuit for current to pass
through their membrane. This range is within the limits of intrinsic brain signals. This
suggests a role of glia is to regulate admittivity in the spatiotemporal frequency range of
intrinsic signals that exists in the brain. In other words, the electrical property of glia is
such that it mainly alters admittivity in intrinsic signal range, but not outside it. For elec-
trical stimulation applications, temporal frequencies tend to be higher due to the short
pulse durations employed (10 µs-1000µs). For these frequency ranges, glial cells seemed
to have an effect that was in proportion to their population. This underscores the impor-
tance of considering the temporal and spatial frequency dependence of tissue admittivity
for electrical stimulation of neural tissue with bionic devices, including the range of ef-
fects we have described in this thesis. Furthermore, since the glia morphology is more
similar to stellate and hence is more isotropic, whenever their ratio is higher compared
to neurons, tissue appears more isotropic.
6.1 Future Work
Although in our modeling framework we tried to model neural tissue as realistic as pos-
sible, there are still a few steps to be taken to extend this work further. We have listed
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several open questions in the following.
6.1.1 Membrane Potential Calculation
In order to have a complete model of electrical stimulation, we need to calculate the
membrane potential. This can be done by applying the calculated extracellular potential
in Chapters 3 and 4, to membrane potential equations in Chapter 2. Depending on which
mode of stimulation is of interest the membrane potential can be obtained by solving
either equation (2.23) for the longitudinal mode or equation (2.30) for the transverse mode
of stimulation. However, the calculated membrane potential needs to be verified either
through finite element software such as Comsol or through experimental data, as we do
not have any analytical basis to confirm the calculated results.
One of the problems with the implementation in a finite element software, however,
is that we have an infinite number of fibers. This is something that needs to be addressed
carefully as the calculations may become tedious or even intractable.
6.1.2 Numerical Calculation of Gaussian Distribution of Fiber Orientations
Another great work that can be done is to find appropriate values for the standard devi-
ation of Gaussian distribution of fiber orientations using experimental data and perform
the calculation. We have derived equations describing the effect of the Gaussian distribu-
tion on tissue admittivity and the extracellular potential theoretically. However, experi-
mental data are still required to accurately estimate orientation of fibers for individual’s
brain. Data emerging from the Human Brain Project and the Allen Brain Institute are
expected to be useful in this regard.
6.1.3 Experimental Verification
To verify this model, an experimental setup is needed that uses microelectrode array for
extracellular stimulation. The electrodes within the array are stimulated using a neural
stimulator or digital signal processor. The accuracy of the stimulation really depends on
the size of each electrode. The smaller the electrode the higher will be the accuracy of
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stimulation. Besides, the choice of stimulating parameters such as frequency, amplitude,
type of stimulus i.e., voltage or current, the direction of current flow may all affect tissue
response. These effects can partially be addressed analytically using the results in this
thesis, however, there are still some technical experimental issues that require different
skills.
In this regard, some computer modeling in Comsol has been performed on three-
dimensional models of tightly packed, parallel fibers by Sergeev and Meffin (unpub-
lished). The idea is to test some of the approximations made in deriving a mean-field
model from the full model, as was done for the cellular composite approach. The results
show that the correspondence between these models is excellent over a large range of
temporal and spatial frequencies.
6.1.4 Extension to an Inhomogeneous, Layered Neural Tissue
In Chapter 4, we explained how to choose appropriate boundary conditions to stack cel-
lular composite models in a layered structure. This is readily achievable if fibers are
infinite in extent, either within or across layers. However, including the effect of fibers
with finite extent or branching is more challenging. The convolution arising from transla-
tion invariance no longer applies and the underlying equations for the trans-impedance
of the neuron must be derived from first principles - at a task that may prove analyti-
cally intractable. During this process, we found that the calculation complexity increases
dramatically after stacking two layers with different electrical properties. This work can
be really important on stimulating a layered structure such as the cortex where it will be
interesting to see how layer specific stimulation can influence the overall response in a
cortical column. Toward this end, an in-depth understanding of the underlying microcir-
cuit structure, as well as a layered mathematical model, is required.

Appendix A
Calculation of Voltage due to a Point
Source Stimulation
A.1 Laplace’s equation solution in an isotropic medium due to a
point source electrode
The equations describing the extracellular potential and current density for the standard
volume conductor models are
Je = −σ∇Ve, (A.1)
∇ · Je = 0, (A.2)
where Je is the extracellular current density, σ is the conductivity of the tissue, and Ve is
the extracellular potential in the tissue.
Substituting equation (A.1) into the equation (A.2) Laplace’s equation is obtained
which describes the spatial distribution of the voltage in the space. However, since we
are dealing with a point source stimulator, the right hand side of the resulting equation













where ι(t) is the total current coming out of an electrode and σ is the conductivity of
the surface and is constant. The right hand side of equation (A.3) models a point source
stimulator.
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The solution of this equation is Ve =
ι(t)
4πσR
, where R =
√
x2 + y2 + z2. To confirm,
we substitute this equation into equation (A.3).
Case 1: (x, y, z) 6= 0. In this case, the right hand side of equation (A.3) is equal to zero.









































in equation (A.3), it can be shown that the result is zero as expected.
Case 2: (x, y, z) = 0.
For the proof in this case we need to use the following theorem.
Theorem A.1. Divergence theorem
The volume integral of the divergence of a vector field equals the total outward flux of the
vector through the surface that bounds the volume, that is
∫
V
∇ · Jdv =
∮
S
J · n̂ds, (A.5)
The left hand side is a volume integral over the volume V and ∂v is the differential
change in the volume. The right hand side is the surface integral over the boundary of
the volume V. The surface is shown by S and n̂ is the outward pointing unit normal field
of the boundary. The left-hand side of the equation represents the total of the sources in
the volume V, and the right-hand side represents the total flow across the boundary S.
For a point source in spherical coordinates, the normal vector n̂ is equal to eR, where eR
is the radial unit vector.
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ι(t)δ(x)δ(y)δ(z)dxdydz = ι(t), (A.6)
Substituting equation (A.1) in the above equation,
∮
S











R2 sin φdφdθ = − ι(t)
σ
, (A.8)
where (R, φ, θ) is the spherical coordinates components. R is radial distance, φ is the




R24π = − ι(t)
σ
, (A.9)
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On the other hand, from the Divergence theorem, the right hand side of equation (A.6),







This shows that at the point (x, y, z) = 0 the voltage due to the point source is equal to
equation (A.11) which completes the proof.
A.2 Calculation of the point source potential in Fourier domain
For the Poisson’s equation in (A.3), another way to calculate the potential is via Fourier
transform.





where f̂ (.) is the time Fourier transform and f̌ (.) is the spatial Fourier transform. k =
[kx, ky, kz]T is the three-dimensional Fourier transform of a point in the space and σ is the
conductivity of the tissue and is constant.










ej(kx, ky, kz).(x, y, z)dkxdkydkz, (A.14)
The above integral can be done in spherical coordinates. However, we made a small
change in the definition of one of the angles in spherical coordinate, i.e., as shown in
Figure A.2, instead of defining the angle between kz axis and the vector k as φ, we defined
that to be the angle between k and R which are the Fourier transform pairs. To calculate
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Figure A.2: A modified spherical coordinates.
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A.3 Laplace’s equation in an anisotropic medium due to a point
source electrode
The equations describing the extracellular potential and current density for an anisotropic
















∇ · Je = 0,
(A.17)
where Je is the extracellular current density, σx, σy, σz are the conductivities of the tissue
in x, y and z directions respectively, and Ve is the extracellular potential in the tissue.











To convert this equation into a form similar to the isotropic case in the previous section,









































where we used the fact that δ(αp) = δ(p)/|α|.
This equation is quite similar to equation (A.3) with slightly different coefficients.


















σyσzx2 + σxσzy2 + σxσyz2
. (A.22)









Fourier Series Model of the Current
Input
To be more computationally effective and handle the problem of memory usage we per-
form the spatial and temporal calculations separately.





















































1 + jwτm + λ20V(k2x + k2y)
.
(B.2b)
Next, we assume ι̂(w)/
√
2π can be written in terms of Fourier series. To be able to find
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Figure B.1: Pulse input with pulse-width of Tp, period T0 and amplitude IA.













We calculate the spatial inverse Fourier transform of this function and then insert the




Assume the current input is a pulse signal with the properties as shown in Figure B.1.













where w = 2π/T0 and T0 is the period of signal.
133






































































This result has already been performed in Victorian Life Science computers for a finite
number of frequencies. In the next stage we need to collect all the data at different fre-
quencies and multiply them by an appropriate coefficient to find the change in the spatial




In order to retrieve the correct spatial signal out of a DFT function, there are some param-
eters that play critical roles.






Function f (·) in spatial domain has the following properties:









• ∆x: Sampling interval (grid sampling) in spatial domain,
• xn = n∆x,
• N: Number of samples.
Function f̂ (·) in Fourier domain has the following properties:









• ∆w: Sampling interval (grid sampling) in Fourier domain,
• wk = k∆w,
• N: Number of samples.




C.0.1 How to obtain reciprocity relations





This is the lowest frequency which corresponds to the largest period A. All other fre-
quencies in DFT are an integer multiple of ∆w.
As we can only have N grid points, Ω can be determined as Ω = ∆wN.
To obtain the first reciprocity relation we have
Ω = N∆w =
N
A
→ AΩ = N. (C.3)
This equation shows that the length of spatial and frequency domain vary inversely with
each other.
Remarks
1. If the number of samples, N, is held fixed, then an increase in the length of spatial
domain comes at the expense of a decrease in the length of the frequency domain.
2. If N is fixed, then halving ∆x, halves the length of the spatial domain.
3. Even if the input is real, the output might contain imaginary components.
Refine the frequency grid
Referring back to the spatial sample equation,















are held fixed and N → ∞, then DFT sum approaches an










], a change is needed to approximate the spa-
tial function at other points within the same domain, then the new sampling grid
















we proceed as follows
• Define a new sampling grid: ∆wnew = 1
2A
• From reciprocity relation we have ∆wnew∆xnew = 1
N
• Therefore, ∆xnew = 2A
N
In any case, if we want to double the number of grid point then it is possible to
refine the frequency grid without increasing ∆xnew or reducing the length of the
frequency domain Ω. However, the new grid length must also obey the reciprocity
relations.
C.0.2 Case 1: Band-limited function case
Steps that are needed to find the number of samples such that the DFT approximates
Fourier transform are summarized in the following
(a) Assume the Fourier domain function is zero outside a certain frequency w ≥ Ω
2
(b) Find Ω and based on w, find the highest frequency equivalent period
(c) Use the definitions: xn = n∆x = n
A
N













This means that f needs to be sampled with at least two grid points per period in
order for DFT to exactly reproduce the non-zero Fourier coefficients of f .
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C.0.3 Case 2: Find number of samples when Ω is known
Assume we have a signal in Fourier domain and we know that the signal for w ≥ Ω
2
is very small and can be considered zero. The question is how to find the approximate
number of samples to ensure the DFT approximates the Fourier transform coefficients
correctly.
Answering to this question is straightforward. According to the explanation in the
previous subsection we have ∆x≤ 1
Ω
. If we know some information on the upper limit
of the spatial function A, then the number of samples should satisfy N ≥ AΩ.
Hence, the easiest way to find the number of samples is to find the upper band in
Fourier domain and based on that choose sampling grid in spatial (temporal) domain.
Appendix D
Removing Singularity in Numerical
Calculations
In this appendix we show how to use a Laurent series to remove the singularity at the
origin in equations such as













The Laurent series are generalization of a Taylor series, that take into account negative
degree in power series expansion.














(z− c)n+1 . (D.3)
The path of integration γ is counterclockwise around a closed, rectifiable path containing
no self-intersections, enclosing c and lying in an annulus A in which f (z) is analytic. The
expansion for f (z) will then be valid anywhere inside the annulus. The annulus is shown
in red in figure D.1, along with an example of a suitable path of integration labeled γ.
In equation (D.1) we are dealing with a removable singularity at the origin for which
the analytic solution is known.
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Figure D.1: Integral path for a Laurent series.
























































































To remove the singularity at K = 0, the following function is defined
















) (k2x + k2y). (D.8)
As we can see, the pole at K = 0 is now removed in V̌reme . Once we calculate the result of
this function numerically, the analytic solution for the far-field region, which is already
know, will be added to it to obtain the full solution.
Therefore,





E.1.1 Transformation of equation (3.23) into spherical coordinates
To transform equation (3.23) to spherical coordinates with (r, θ, φ) as the radial distance,
azimuth and polar angle, we choose
x =r sin φ cos θ, (E.1)
y =r sin φ sin θ, (E.2)
z =r cos φ. (E.3)
Hence, equation (3.23) is rewritten in spherical coordinates as















. To map this equation into an ellipsoid an integration over r and θ should be performed


















sin φ dr dθ. (E.5)
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Figure E.1: Spherical coordinates.















sin φ dr. (E.6)






, 0 ≤ φ ≤ π, (E.7)
where






E.1.2 Calculation of the integral in equation (3.30)
To calculate the admittivity kernel in equation (3.30), we expand the integral further and
replace the appropriate values from equation (3.11) as follows
∫∫
θ,φ












pp(φ)ξ̌e,L(k · u))2) dθ dφ,
(E.9)
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where ˆ̌∇ = j(k · u) = j[kx, ky, kz]T, K = |k|, and u = [cos φ cos θ, cos φ sin θ, sin φ]T. To
simplify the calculations we divide the equation into three different terms cI , cI I and cI I I





















































(k2x + k2y)γ2r − 2k2zγ2z
)√
γ2z − γ2r





To calculate cI I I we perform a division first






1 + jwτm + λ20J(k · u)2
1 + jwτm + λ20V(k · u)2
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and then calculate the three different terms individually.


























(k2x + k2y)γ2r − 2k2zγ2z
)√
γ2z − γ2r
























The last term in cI I I











λ20V(1 + jwτm + λ
2
0V(k · u)2)
 dθ dφ, (E.15)
is a positive function of (θ, φ), however the analytical solution cannot be derived us-
ing the currently existing tools, methods, and software. Therefore, to continue with the
calculations, numerical analysis for this term is used to approximate the value for this
function. The numerical results from this function are then combined with the analytical
solutions to perform the inverse Fourier transform and obtain the admittivity kernel in
the spatial domain. A numerical routine calculates this function numerically along all
different combinations of kx, ky, and kz.
Therefore, the resulting full coefficients will be
cT = cI + cI I + caI I I + c
b
I I I − cNI I I . (E.16)
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Next we need to compare the relative magnitude of cNI I I compared to cT. The goal is to
find if at any points in k space, the numerical value is larger than the total value. To do
this an error array is define as
error =
|cN|
|cTI I I |
. (E.17)
we use the following syntax in Matlab to find the index which might cause problem
[D1, D2, D3] = ind2sub(size(error), f ind(error < 0.1)).
The calculations shows that the error is smaller than 0.1 everywhere except at the origin
which is around 1.80.
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