We propose a new scheme for wireless video multicast based on compressed sensing. It has the property of graceful degradation and, unlike systems adhering to traditional separate coding, it does not suffer from a cliff effect. Compressed sensing is applied to generate measurements of equal importance from a video such that a receiver with a better channel will naturally have more information at hands to reconstruct the content without penalizing others. We experimentally compare different random matrices at the encoder side in terms of their performance for video transmission. We further investigate how properties of natural images can be exploited to improve the reconstruction performance by transmitting a small amount of side information. And we propose a way of exploiting inter-frame correlation by extending only the decoder. Finally we compare our results with a different scheme targeting the same problem with simulations and find competitive results for some channel configurations.
INTRODUCTION
We consider a scenario where a video is simultaneously transmitted to multiple receivers with different, wireless channels. In this configuration it is difficult to allocate a fixed rate for the encoder to guarantee a low distortion for all receivers. Following a traditional approach we would separate the source and channel coding. Shannon's separation theorem 1 largely simplifies the problem of optimal coding by splitting it into two different subproblems and still guarantees optimality to be achievable. Even though it holds in many cases, it does not apply to the case of multi-user channels as we target it. Because such schemes are designed for a given channel capacity, all receivers who can meet the requirements will be able to decode the content at the same suboptimal quality imposed by the encoding while some with less favorable channels will fail to decode it at all for most of the time. Because of the design of both variable length codes and video codecs such as MPEG, even a single error can propagate for a long time and lead to a big distortion. This behavior is commonly referred to as cliff effect and will appear in all separation based multicast schemes. Additionally, parameters of a wireless channel such as Signal to Noise Ratio (SNR), bandwidth or losses are prone to vary significantly between different receivers and over time, which further complicates the optimal resource allocation at the encoder.
This cliff effect and the varying channel statistics have led to the idea of Joint Source-Channel Coding (JSCC). In this case a part of the distortion will be introduced by the channel rather than the encoding, leading to a graceful degradation with respect to the channel capacity. As videos are suitable for lossy compression it would be desirable to have a scheme which allows any receiver to decode the content with a quality corresponding to its channel and that at the same time remains efficient. Practical ways to implement JSCC for videos include the use of multi-resolution coding combined with unequal error protection (UEP), 2, 3 possibly complemented by optimized rate control; 4 or with a hybrid analog/digital transmission. (at the same time obeying some constraint on the total energy) before analog transmission through an Additive White Gaussian Noise (AWGN) channel in order to suffer the least distortion. SoftCast first decorrelates an image by applying a Discrete Cosine Transform (DCT) and then applies above scaling to groups of coefficients depending on their variances. They then compare their scheme with MPEG 4 and an MDC scheme at different, but fixed rates. They claim to have distortions comparable to the best out of those schemes at a given rate with a smooth degradation across rates. However, only intra-coding is used by the approach and for the comparisons.
The main contribution of this paper is a practical scheme for wireless video multicast. It is based on the theory of compressed sensing to generate measurements of equal importance from the content. We choose a compressed sensing based approach because it allows us to recover signals with a sparse representation even if some of the measurements are lost or distorted. We first compare various combinations of measurement matrices in experiments for this application and evaluate the performance with respect to noise and loss levels in the channel. We further introduce two possible enhancements to the basic scheme. In the first case the encoder transmits additional side information about the distribution of the sparse coefficients which helps to improve the reconstruction quality. In the second the inter-frame correlation of videos is exploited at the decoder side without changing the encoder design. Finally we use simulations to compare the scheme with the above mentioned SoftCast as a main benchmark and find better results for some region of operating points.
The following section gives a brief introduction to compressed sensing; it is followed by a description of the proposed scheme (Sec. 3) and an analysis of the experimental results (Sec. 4).
COMPRESSED SENSING

Measurements
Compressed sensing is a method to perfectly reconstruct a signal x ∈ R N from less than N non-adaptive, linear projections. It relies essentially on the possibility to represent x sparsely in a known basis Ψ ∈ R N ×N with only K N non-zero coefficients. We will denote this representation as
where s ∈ R N is the K-sparse coefficient vector. Instead of directly working with the signal x, we project it onto a different space of lower dimension M with Φ ∈ R M ×N . In this context the components of the resulting vector
are then called measurements. The compressed sensing theory now states that, if Φ and Ψ are sufficiently incoherent (meaning that the columns {ψ i } of Ψ can not represent sparsely the rows of Φ) and if s is sufficiently sparse, we can recover the signal x from its measurements y with high probability even though the system y = Φx is highly underdetermined in terms of linear algebra.
Many pairs of bases are known to be incoherent, so for example the Fourier and Wavelet bases. In particular a basis built from i.i.d. random draws from a Gaussian or a Bernoulli distribution will be incoherent with any other fixed basis with a high probability in high dimensions. 8 A sufficient condition linking the matrices Φ, Ψ and the sparsity K is the Restricted Isometry Property (RIP) introduced by Candès and Tao. 9 Although it is a hard problem to exactly verify the RIP for a given matrix, it has been shown that Gaussian random matrices satisfy it with high probability if M ≥ c K ln (N/K) holds for a constant c.
Signal recovery
If the number of measurements M is chosen sufficiently big, then the minimization
is shown to find the unique solutionŝ = s. Onceŝ is found we can project it back to getx = Ψŝ in the original domain.
However, this minimization problem is of combinatorial nature and therefore computationally impossible for all but the smallest problem sizes. In particular, applications to images with their high number of dimensions would not be possible. But luckily above problem (P 0 ) can be relaxed and reformulated as a convex optimization! Among all the p norms, the one with the smallest value of p ∈ R, which still satisfies the triangle inequality and hence is a norm and convex, is · 1 . Therefore it is a good candidate to replace the · 0 pseudo-norm and to restate the problem as a constrained convex optimization problem.
It can be shown that if ΦΨ satisfies the RIP of order 2K with radius δ 2K < (2) − 1, then the two minimizations are equivalent and will find the same uniqueŝ.
Finally this problem (P 1 ) can be solved by standard optimization approaches such as a linear program. In practice the minimal ratio M/K is sufficiently small (typically in the order of 2 to 4) for applications to be possible.
These findings do not only hold for exactly sparse signals, but can also be applied to compressible signals where the coefficient magnitudes decay sufficiently fast, but do not necessarily reach zero. If such a representation exists, the signal can be approximated by a best K-term approximation using a thresholded coefficient vector. In particular if the sorted magnitudes |s| (i) of the coefficients closely follow a power-law such that
for some constants C and α we can relax above problem (P 1 ) to solve
instead. This formulation can also be used if the measurements are affected by noise e such thatŷ = y + e. In which case (P QC ) is called basis pursuit denoising (BPDN). The relaxation parameter needs to be chosen carefully. Let us assume that the noise is Gaussian with e i ∼ N (0, σ 2 ) i.i.d. and that we know its variance σ 2 . Then, even if we knew the perfectx = x by oracle we had an error of at least 0 = Φx −ŷ 2 = e 2 with an expected value of E( 0 ) = √ ME(e i ) = √ Mσ. Thus a practical needs to be chosen bigger and a value proposed by Candès 10 is
This is the reconstruction method we will use in the following.
Other promising applications of compressed sensing include among others magnetic resonance imaging,
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imaging with single pixel cameras, 12 spread spectrum receivers or data gathering in large wireless sensor networks. 
PROPOSED SCHEME
In our scheme (Illustrated by Fig. 1 on the following page) a single encoder transforms a video into a number of measurements through multiplication with the random measurement matrix. These measurements are then directly transmitted towards the receivers over possibly very different channels distorting the signal with losses and noise. Finally each decoder will use the measurements he receives to reconstruct the sparsest signal in some basis such that the decoded signal is compatible with the measurements. Most natural images are compressible in some bases, given by the DCT, wavelet transform or possibly others. This implies that a sparse approximation exists and makes our approach possible.
Encoding
In our application a grayscale image is split into subblocks of size n × n. A block is represented as a column vector of length N = n 2 by concatenating its columns. We will use the terms image and signal synonym in the following. The encoder works on each block x of each frame of a video. It first subtracts the mean value from a frame and then applies the full random matrix R ∈ R N ×N to x. Those measurements are then interleaved across blocks and assembled into packages. This ensures that lost packages will not erase a single block completely but rather affect all of them evenly.
We have evaluated different random matrices R and sparse bases Ψ; in particular matrices drawn uniformly from a Gaussian distribution (called G in the following) with For the analysis of our approach we assume two possible channel models. In both cases we use direct analog transmission of the measurement values, i.e. no quantization or other coding is applied. First, we emanate from a channel with Additive White Gaussian Noise (AWGN) in which packages are erased at random with a loss rate p. After a full set of N measurements is created, these two distortions are supposed to interfere as follows: First, noise is added to the full measurements such that the Channel Signal to Noise Ratio (CSNR) satisfies CSNR = y Secondly, we also apply a noiseless block erasure channel, as it could arise from a best-effort network. For the noisy case described above this corresponds to the limit of an infinite CSNR.
Both channel models act directly on the baseband, no assumptions about modulation are made. It allows us to compare the trade-off between noisy and lossy channels as will be discussed in Sec. 4. Possible reasons causing package loss include collisions occurring for some receivers or congestion at the transmitter side.
Decoding
Before the measurements are decoded we need to compose the random matrix for each block according to the package loss pattern and then estimate the noise level.
If the encoder used the random matrix R ∈ R N to generate the measurements and among the N measurements of a given block the ones indexed by the set S ⊆ {1, . . . , N} with cardinality |S| = M were received, we construct the measurement matrix
from the rows of R indexed by S. The received measurements are deinterleaved and arranged accordingly intoŷ. We assume that R is either known to all parties of the system or communicated by the transmitter by means of a simple random seed.
A noiseless channel would lead to a zero error vector, but this will not be the case for a practical channel. Hence we will use the (P QC ) decoding algorithm together with the estimate for from Sec. 2.2. Thenŝ is calculated by solving (P QC ) using the 1 -magic 10 implementation for Matlab. Finallyŝ is projected back into the pixel domain andx is displayed.
So far we have only assumed that an image can be sparsely approximated in some fixed bases. But we can also use previous knowledge about the coefficient distribution as well as the inter-frame correlation of videos to improve the performance of this basic scheme. These two modifications to the decoder will be presented in the following.
Reweighted decoding At first we show how previous knowledge about the distribution of the image coefficients in the transform domain can improve the performance. The intuition behind this approach is, that if we knew the perfect solution x by oracle, we could define the diagonal weighting matrix Λ as
such that the reweighted 1 norm
would actually approximates the 0 norm. Above, the parameter 0 < γ 1 serves for regularization of s i close or equal to zero. The reweighted 1 minimization then becomes (P RW ) :ŝ = arg min 
By introducing q = Λs we can equivalently writê
and reuse existing optimization algorithms without change. 14 The coefficients in natural images are unevenly distributed. This allows us to use the variance of each coefficient in a frame as an estimate for its magnitude and plug these values into the reweighted minimization as follows:
.
In contrast to the basic scheme, the encoder now also needs to apply the transform Ψ to all blocks of the image which adds to its complexity and will also fix the choice of Ψ for all decoders that use this side-information. We notice, that the weights need to be transmitted from the encoder to all the receivers and hence we need a lossless side-channel for this scheme to work. But the rate required for this is small: If a frame is divided into B blocks then a fraction of 1/B of the total data will be required for this side information, remaining below 1% for practical block-sizes. The fact that these variances vary only slowly from one frame to the next can further reduce the rate. Furthermore the SoftCast scheme we compare to assumes the same information to be available at the decoder.
Inter-frame decoding Without increasing the encoder complexity -or even changing it at all -we can use the correlation among frames to decode multiple frames together. This follows the paradigm of Distributed Video Coding (DVC) and similar ideas have been studied by Prades-Nebot, 15 Marcia 16 and Chen.
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We will use Joint Sparsity Models (JSM) to exploit the dependency between successive frames. JSM are based on the fact that both the location and the values of the non-zero values in a sparse vector are unknowns. Hence if we already knew the support of a sparse signal we could drastically reduce the number of measurements required to decode it because only the non-zero values would remain as unknowns. One way to reduce this number of unknowns is by assuming that two or more subsequent signals will have the same or a very similar support.
Although subsequent frames of a video are usually highly correlated, this correlation is subject to motion. Therefore we can expect a joint sparsity model to be successful only if this motion is reflected by some sort of geometric transform between the bases of each frame. The fact that the compressed sensing model allows a decoder to independently choose any matrix Ψ as long as s remains sparse makes this approach possible. We will treat two frames x 1 and x 2 together, but this easily extends to three or more as well. We assume a joint sparsity model of a common sparse component plus innovations, commonly referred to as JSM-1 following the framework established by Baron et al.
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The main idea is to first estimate the local motion between two frames using an intra-decoded frame 1 as a reference for the next frame 2. For each block j of frame 2 we are about to reconstruct, we take all possible patches in frame 1 that are supported around block j as spanning vectors for a sparse representation. We call the matrix constructed from these patches Ψ (j) . It will not form a complete basis, but if the two frames are related by motion one of its elements will be highly correlated with the measurements of that block. The index of this best atom will give us an estimate for the motion vector v between the two frames around block j.
After the motion is estimated based on two independent reconstructions a joint basis can represent two concatenated blocks (one from each frame). This joint basis consists of a common part which supports both frames using a given basis for the first and a shifted version of it for the second frame. It is augmented with two separate bases for each frame. This makes the joint basis over-complete but possibly leads to a higher sparsity of s. Finally we get
where the transform T v (j) (·) denotes the shift by the motion vector v (j) . The two concatenated blocks can then be represented by a set of joint (s joint ) and independent (s 1 , s 2 ) coefficients as follows:
Each of the steps is performed locally for each block and the block size will also determine the search space of the motion estimation. We use a circular shift for the transform T (·) in the joint optimization. This provides the two advantages that we can guarantee a high level of incoherence without the need to remove duplicate atoms and that it can be implemented using a fast transform.
EXPERIMENTAL RESULTS
We have implemented our scheme in Matlab and evaluated it at various operating points defined by the channel loss rate p and the CSNR. This allows us to better understand how the trade-off between noisy and lossy channels acts on CS decoding. For comparison the Peak Signal to Noise Ratio (PSNR) was used, a standard measure for image applications. It is defined as PSNR = 10 log 10
All graphs in the following figures compare the image PSNR for different operating points in this parameter space.
Basic scheme
For all the investigated combinations of R and Ψ, experiments were run for a wide range of these two parameters in order to better understand the trade-off. They are visualized in Fig. 2 .
The best performance is achieved when an orthogonal random matrix (G ⊥ ) is used together with decoding into the DCT basis D. It is slightly worse for just a random Gaussian matrix (G) and for one with orthonormal columns (G 1 ); however, the differences are quite small and graphs are omitted. The same holds if the encoder additionally performs a decorrelating transform (i.e. R = G D); this is to be expected from the CS theory because the overall matrix Φ Ψ stays the same. On the other hand when we use the deterministic measurement matrix H, results drop by around 1 dB for almost all operating points.
Concerning the choice of the sparse representation we observe that a wavelet basis W performs worse than the DCT. We can also see that no cliff effect appears and we achieve a graceful degradation with respect to both dimensions of distortion. Hence one of the principal design goals is met. The decay with respect to the loss rate p is smooth, but faster than we anticipated. In most cases we could further improve the performance slightly by operating on bigger blocks, but considering the higher complexity this is a less attractive option. Figure 3 shows the achieved improvements for various operating points. We see that at higher loss rates p, reweighting improves results by around 1-2 dB in PSNR while penalizing the results at full measurement rate slightly. But the choice of the decoding method is left to the decoder which could easily switch back to unweighted decoding at those operating points. The same holds in the rare cases where the reweighted optimization does not converge.
Reweighting
3.
Inter-frame decoding Our implementation uses blocks of size 8 × 8 for both motion estimation and reconstruction. Figure 6 illustrates the reconstruction of one block in the joint reconstruction step. There we see the distribution of the coefficients among the joint and the two distinct bases. If we consider that videos have usually a high correlation between frames, then -in the spirit of the Slepian-Wolf theorem -it should be possible to get a considerable performance gain from inter-frame decoding alone. Nevertheless our results (shown in Fig. 4 ) are less favorable. Overall we achieve only little gain for low CSNR and improve by up to 1 dB for better channels even in the presence of losses. Although experiments show that an over-complete basis as given by (6) leads to slightly better results than a complete one, it also increases the complexity. We conclude that a more sophisticated joint sparsity model or a different approach should be sought after in order to achieve a more significant performance gain.
Comparison with SoftCast
Finally we compare our best configuration (Reweighted decoding applied to R = G ⊥ , Ψ = D) with SoftCast; the results are shown in Fig. 5 . Our scheme is competitive at high loss rates p and low channel noise. However, the SoftCast scheme is clearly superior in the contrary cases of low losses and for high noise. The fact that our scheme lies behind SoftCast at low losses is less surprising considering that we perform only direct random projections at the encoder where SoftCast is based on optimal scaling as the essential encoding step. On the other hand we achieve a performance gain in the order of 2 dB over their scheme starting from only 10-20% loss. 
CONCLUSIONS
We have proposed a scheme for wireless video multicast based on compressed sensing which does not suffer from a cliff-effect. We compared our results with a recent scheme designed for the same purpose and find competitive results in the case of high losses and low noise. Furthermore extensive experiments were deployed to compare various measurement matrices.
The advantage of our scheme is a non-adaptive, simple encoder. It automatically scales with the number of receivers and does not require solving any resource allocation problem. Additionally this introduces the interesting property that opposed to the traditional approach where the decoder is fully specified and encoding is left for various implementations, here a decoder has the free choice of its method, in practice the choice of the sparse basis and a correlation model. This adds a certain universality and makes the setup future proof. The main drawback is a high complexity at the receiver side, that is required to solve the optimization problem. This makes the implementation of a real-time application for higher resolutions challenging.
As previously investigated by Goyal 19 and others, CS can not be expected to be optimal for compression in the information theoretic sense when applied to data that is already fully sampled. Nevertheless we conjectured a higher overall gain to be achievable in such a JSCC scenario than what we found through experiments. We will focus our future work on better exploiting the inherent correlation of videos to achieve a higher reconstruction performance. 
