Abstract
Introduction
After a flurry of exciting results in the 80's [FSS] , [Yao 85] , [Cai] , [Has] , [Raz] , [Sm] , circuit lower bounds have been few and far between in recent years. One reason for this is that some of the seemingly simplest problems on the "frontier" (e.g., to obtain lower bounds for [Bar] , or even just depth-3 circuits with ÅÓ gates) have proved to be deceptively difficult. While some of the difficulties are quite formidable (e.g., the natural proof [RR] barrier presented by Ì ¼ ), there are still very good reasons to continue the effort for (presumably) less powerful circuits. Paramount among these reasons is to develop new lower bound techniques, especially those that show deep connections with powerful tools from other areas of mathematics. This paper represents another step in this direction.
Our chief interest in this paper is in circuits with a threshold or majority gate at the top, ÅÇ gates in the middle and AND gates at the bottom (attached to the inputs). Following Alon and Beigel [AB] , when the fan-in of the bottom AND gates is bounded by ´Òµ, we refer to these as "Å Â AE ÅÇ AE AE ´Òµ " circuits. These circuits are important for a number of reasons. Recall, for example, that they are very powerful. Allender [Al] , using ideas from Toda's Theorem [Tod] , showed that all of ¼ can be simulated by quasipolynomial (¾ ÐÓ Ç´½µ Ò ) size Å Â AE ÅÇ ¾ AE AE ´ÐÓ Òµ Ç´½µ circuits. It is well-known (e.g., [Has] ) that both parity and the majority function require exponential-size ¼ -type circuits, so Å ÂAEÅÇ ¾ AE AE ´ÐÓ Òµ Ç´½µ circuits are strictly more complex than ¼ .
On the other hand, Yao [Yao 90 ] has shown (again, using many of the ideas and some of the methods of Toda's Theorem) that depth-3 threshold circuits of quasipolynomial size can simulate . In fact, one can do this simulation with apparently weaker circuit models [BT] , [GKRST] that still are at least as powerful as quasipolynomial size Å Â AE ÅÇ ¾ AE AE ´ÐÓ Òµ Ç´½µ . However, the relationship between Å Â AE ÅÇ ¾ AE AE ´ÐÓ Òµ Ç´½µ circuits and remains unresolved. This is the central problem we address.
This problem shares some of the difficulties with finding lower bounds for depth 2 and depth 3 threshold circuits. Among the strongest lower bounds of this type is the result of Håstad and Goldmann [HG] that says that the generalized inner-product function requires exponential size circuits with two layers of threshold gates and a bottom layer of AND gates of fan-in Ç´´½ ¾ ¯µ ÐÓ Òµ. This implies, of course, a similar lower bound against Å Â AE ÅÇ ¾ AE AE ´½ ¾ ¯µ ÐÓ Ò circuits computing generalized inner product. We suspect that even the simpler ÅÇ ¿ function cannot be computed by such circuits, however, and the technique underlying the Håstad-Goldmann result is unlikely to resolve the central problem via this function (more detail is given below). A number of authors (e.g., [BM] , [Gro] , [KP] ) have considered other depth-2 and depth-3 combinations of Å Â and ÅÇ 's and AE 's, but to date little progress has been made on the combination with ÅÇ 's in the middle layer.
Another important reason to investigate Å Â AEÅÇ Ñ AE AE circuits is that, by the¯-discriminator method of Hajnal et al. [HMPST] , lower bounds for the circuits with Å Â are equivalent to upper bounds on the ability of ÅÇ Ñ AE AE circuits to approximate given Boolean func-tions. It is therefore possible that such investigations will ultimately help in understanding the limitations of circuits. See [Gr99] and [Gr00] for further motivational discussions.
Goldmann [Go] Our approach is very different from that of [AB] . We directly evaluate the exponential sums originally introduced by Cai et al. [CGT] . In [CGT] it was shown that the correlation between parity and a ÅÇ ¿ AE AE circuit can be written as an exponential sum (also variously known as a character sum or a generalized Gaussian sum). Evaluations of such sums were also instrumental in the communication complexity lower bound of Babai, Nisan and Szegedy [BNS] on which the Håstad-Goldmann [HG] result is based. Character sums, which originated with Gauss in the study of cyclotomic fields and quadratic reciprocity, have been intensively studied in the number theoretic literature (see, e.g., [LN] and [Sch] ). Here we develop a new technique for evaluating the type of sums that arise in computing correlations. The Cauchy-Schwarz method used to great effect in [BNS] , while very powerful, appears not to be sufficiently refined for our purposes. Instead we observe some very specific symmetry properties of the sum that can be exploited, via the triangle inequality and various identities involving the additive and multiplicative characters over ¿ , to obtain accurate estimates inductively. The power of these simple symmetry arguments is a bit surprising. In fact, our bounds on the exponential sums are the best possible.
One question the reader undoubtedly will ask is, why is the result only for parity versus ÅÇ ¿ ? We address this question and others regarding open problems in the Discussion section.
Preliminaries
A ÅÇ Ñ gate takes Ò Boolean inputs Ü ½ Ü Ò and outputs 1 if
¼´ÑÓ Ñµ, and 0 otherwise. A Å Â gate also takes Ò inputs and outputs 1 iff more than half of the inputs are 1. Our results also apply to general threshold gates with weights bounded polynomially in the size of the input. We adopt the convention that an Ò-tuple such aś
As in [AB] , if is a type of Boolean gate and a class of circuits, AE denotes the class of circuits with -type circuits serving as inputs to -type gates. In measuring the size of such circuits, the size of the -type subcircuits is to be regarded as a function of the number of inputs to the global AE circuit.
The correlation Ò´ ½ ¾ µ between two Boolean functions ½ ¾ ¼ ½ Ò ¼ ½ is the number of agreements between ½ and ¾ minus the number of disagreements, normalized by ¾ Ò :
The¯-discriminator lemma of Hajnal et al. [HMPST] shows that the problem of proving lower bounds for a Boolean function against circuits with a Å Â gate over subcircuits of a certain type, reduces to the problem of obtaining upper bounds on the correlation between and one of the subcircuits. We use the lemma in the following form. 
Note that the sum can range over all of ¿ rather than just (Constant terms do not affect the norm of the sum, so we neglect them for now.) Thus, with this notation established, our task is to evaluate exponential sums of the following form:
The notation Ë´Ø Ò µ will always mean that Ø is a quadratic form and that ¾ Ò ¿ . Sometimes the vector will consist entirely of the 0 element of ¿ , in which case we use the boldface notation ¼.
Evaluation of the Exponential Sum
We now obtain tight upper bounds on the norm of the exponential sum Ë´Ø Ò µ as defined at the end of the previous section. Note that since by definition ´¼µ ¼, we can also write Ë as,
It will be convenient to work with this form, although we will ultimately return to the original (equation (3)). For typographical reasons it will often be convenient to omit the explicit range of summation of a vector Ý. In this case a sum over Ý where Ý is of length Ò is a sum over all Ý ¾ ½ ½ Ò . Our main theorem is, Theorem 3.1. For all Ò, the exponential sum Ë´Ø Ò µ obeys,
The proof of this theorem, which proceeds by induction on Ò, rests on a number of relations, given in the following lemmas. We start by noting some useful identities involving the additive and multiplicative characters. (i) 
where we used the fact that · ½. Solving the two resulting equations,
for ´½ µ and ´½ · µ, we obtain,
Let denote the quantity ´½ · µ · ´½ µ . Then, making free use of identities (i) and (ii) where necessary, and the fact that ´ µ ´ µ ´ µ, we find,
Expanding the expressions in the exponent (e.g.,´ · µ ¾ , µ ¾ , etc.) yields, We next give a simple but very useful symmetry property of Ë´Ø Ò µ. where Ø is a quadratic form and is a constant (independent of Ý). Setting Ø ·´Ý µ Ø´Ýµ · Ø ´Ýµ and Ø ´Ýµ Ø´Ýµ Ø ´Ýµ, note that both Ø · and Ø are quadratic forms. We thus have,
Hence, by the triangle inequality,
Taking Ø ¼ to be Ø · or Ø , depending on which of Ë´Ø · ¼ Ò µ or Ë´Ø ¼ Ò µ is the maximum, the lemma follows.
Lemma 3.4 shows that the inhomogeneous (quadratic plus linear) case reduces to the homogeneous quadratic case for even Ò. The next lemma shows that there is an intimate connection between the homogeneous quadratic case for even Ò and the inhomogeneous case for Ò ½.
Lemma 3.5. Let Ò be even. Then there is a quadratic form
Proof:
For convenience, we introduce some notation. Write Ø as,
where Ø ¾ is the homogeneous part of Ø that only involves the variables Ý ¾ Ý Ò , ½ denotes the vector of coefficients ½ , Ý ¾ denotes the vector of variables´Ý ¾ Ý Ò µ, and thus ½ ¡ Ý ¾ denotes
We write the sum for Ë´Ø ¼ Ò µ and do the sum over Ý ½ :
where, noting that Ò ½ is odd, we applied Lemma 3.3 to obtain the last equality. Now taking Ø ¼ to be Ø ¾ and to be ½ , the result follows.
Lemma 3.5 shows that the maximal sums for even Ò are equal to the maximal sums for Ò ½. Thus, in our inductive proof we gain no factors of Ô ¿ ¾ in going from odd Ò to (even) Ò · ½ . These factors arise in going from even Ò to Ò · ½ , and thus the following lemma is the cornerstone of the proof. Lemma 3.6. Let Ò be odd. Then there is a quadratic form
Proceeding as in the proof of Lemma 3.4, by Lemma 3.3,
Apply the identity from Lemma 3.2(ii), with Now the sum for Ë´Ø Ò µ consists of two sums entailing quadratic forms in the exponent (plus unimportant constants). Applying the triangle inequality as in Lemma 3.4, and using the fact that Ô ¿, the result follows.
We can now present the proof of the main theorem. Proof of Theorem 3.1:
We obtain an upper bound on It is easy to see that the bound in Theorem 3.1 is tight, since we can meet it as follows. For even Ò, the quadratic form yields the maximum norm for the exponential sum. It is interesting to observe that while the maximal quadratic polynomials for even Ò are quadratic forms (as indeed they must be in accordance with Lemma 3.4), the maximal quadratic polynomials for odd Ò have only one linear term. It is also notable that precisely the same polynomials arise in computing the number of zeroes of quadratic polynomials in finite fields of characteristic 2 (see, e.g., [LN] , Chapter 6, Theorem 6.30).
We conclude this section with the circuit lower bounds that result from the main theorem. By combining Theorem 3.1 with equation (2), we obtain, Corollary 3.7. Any ÅÇ ¿ AE AE ¾ circuit can agree with parity for at most a fraction ½ ¾ · ¾ ª´Òµ of the input settings.
By combining Theorem 3.1 with equation (2) and Lemma 2.1, we obtain, Corollary 3.8. Circuits of type Å ÂAEÅÇ ¿ AE AE ¾ must have size ¾ ª´Òµ to compute parity.
Discussion
We begin with some remarks regarding the importance of symmetric polynomials. Alon and Beigel [AB] (and, independently, this author) have asked if symmetric polynomials give the highest correlation. First note that the optimal polynomials written down above are not symmetric. In fact, we have considered the case in which Ø is a symmetric quadratic form. It is not hard to see in this case that Ø is then reducible (up to a constant). It turns out (as we will report in a subsequent version of this paper) that when Ø is reducible, the sum essentially reduces to the linear case, and then the correlation is much smaller. One obtains roughly
