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Abstract
In this paper we prove a new version of Cowling–Price’s theorem for the Dunkl transform on R.
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1. Introduction
A famous theorem obtained by M.G. Cowling and J.F. Price [1] is formulated as follows.
Theorem 1.1. For p,q ∈ [1,+∞] and at least one of them is finite, if f is a measurable function
on Rd such that for some constants a > 0 and b > 0:∥∥φ−1a f ∥∥p < +∞ and ∥∥φ−1b F(f )∥∥q < +∞,
where F is the classical Fourier transform on Rd , φa(x) = e−a‖x‖2 and ‖.‖p the norm of the
Lebesgue space Lp(Rd), then f = 0 a.e. if ab 14 .
The special case p = q = +∞ has been proved by G.H. Hardy [7]. He asserts that f = 0
a.e. if ab > 14 and for ab 
1
4 there exist many nonzero functions f satisfying the preceding
conditions. This result is called Hardy’s theorem in the literature.
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Cowling–Price’s theorem and Hardy’s theorem. Effectively these theorems have been obtained
in [1,5,6,14] for the n-dimensional Euclidean motion group, the motion groups, the Dunkl trans-
form on Rd , the semisimple Lie groups and the Heisenberg group.
In this paper we consider the differential-difference operator Λα , α − 12 , defined on R by
Λαu(x) = du
dx
(x) + 2α + 1
x
[
u(x) − u(−x)
2
]
.
This operator is called Dunkl operator on R of index (α + 12 ) associated with the reflection
group Z2. (See [3,8].) It is connected with quantum harmonic oscillator of L.M. Yang [16].
C.F. Dunkl in [4] (see also [2]) has studied a Fourier transform FD , called Dunkl transform
defined for a regular function f by
∀x ∈ R, FDf (x) =
∫
R
Ψ αx (y)f (y) dμα(y),
where Ψ αx (y) represents the Dunkl kernel and dμα(y) a measure given by a weighted function
times Lebesgue measure.
The aim purpose of this paper is to prove a variant of Cowling–Price’s theorem for the Dunkl
transform FD .
More precisely the aim propose of this paper is the following theorem.
Theorem 1.2. Let f be a function in the Schwartz space S(R) such that for b > 0, |FD(f )(ξ)|
Ce−bξ2 , and for a > 0 and for any n ∈ N, ‖ΛnαFD(f )‖α,2  Cn!(2a)−n. Then f = 0 whenever
ab > 14 , and when ab = 14 , we have FD(f )(ξ) = φ(ξ)e−bξ
2
, where φ is a bounded function.
The contents of the paper are as follows.
In the second section we recall the main results about the harmonic analysis associated with
the Dunkl operator Λα .
In the last section, we prove a variant of Cowling–Price’s theorem for the Dunkl transformFD .
In [13] the authors have obtained an analogue of this variant of Cowling–Price’s theorem for
the classical Fourier transform on Rd .
Throughout this paper by C we always represent a positive constant not necessarily the same
in each occurrence.
2. Harmonic analysis associated with the Dunkl operators
2.1. The Dunkl kernel
In this section we consider the Dunkl kernel associated with the Dunkl operators Λα and we
state some of its properties.
For all λ ∈ C, the equation{
Λαu(x) = −iλu(x), x ∈ R,
u(0) = 1, (1)
has a unique analytic solution on R, denoted by Ψ αλ , given by
Ψ αλ (x) = jα(λx) +
iλ
jα+1(λx), (2)2(α + 1)
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jα(z) = Γ (α + 1)
+∞∑
n=0
(−1)n(z/2)2n
n!Γ (n + α + 1) , z ∈ C. (3)
The function Ψ αλ , called Dunkl kernel, has a unique extension to C×C. It satisfies the following
properties:
(i) ∀λ, z ∈ C; Ψ αλ (z) = Ψ αz (λ).
(ii) ∀λ, z ∈ C, Ψ αλ (−z) = Ψ α−λ(z).
(iii) For all λ, z ∈ C, we have
Ψ αλ (z) =
Γ (α + 1)√
πΓ (α + 1/2)
1∫
−1
e−iλzt (1 − t)α−1/2(1 + t)α+1/2 dt. (4)
(iv) From (4) we obtain for all n ∈ N:
∀λ,x ∈ R,
∣∣∣∣ dndxnΨ αλ (x)
∣∣∣∣ |λ|n. (5)
In particular,
∀λ,x ∈ R, ∣∣Ψ αλ (x)∣∣ 1. (6)
2.2. Dunkl transform
In this subsection we define the Dunkl transform on R and we recall some of the basic results
about it.
Notations. We denote by
– C(R) (respectively Cc(R)) the space of continuous functions on R (respectively with com-
pact support).
– C0(R) the space of continuous functions on R vanishing at infinity.
– Cp(R) (respectively Cpc (R)) the space of functions of class Cp on R (respectively with
compact support).
– E(R) the space of C∞-functions on R.
– D(R) the space of C∞-functions on R with compact support. We have D(R) =⋃a0 Da(R),
where Da(R) is the space of C∞-functions on R with support in the interval [−a, a].
The topology of Da(R) is defined by the seminorms
qn(f ) = sup
x∈[−a,a]
∣∣∣∣ dndxn f (x)
∣∣∣∣, n ∈ N.
The space D(R) equipped with the inductive limit topology is a Fréchet space.
– S(R) the space of C∞-functions on R, rapidly decreasing together with their derivatives.
The topology of S(R) is defined by the seminorms
pk,
(f ) = sup
(
1 + x2)k∣∣∣∣ d
dx
 f (x)
∣∣∣∣, k, 
 ∈ N.
x∈R
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The topology of S(R) is also generated by the family of seminorms
qn,m(f ) = sup
x∈R
(
1 + x2)n∣∣Λmα f (x)∣∣, n,m ∈ N.
– S ′(R) the space of tempered distributions. It is the topological dual of S(R).
– L
p
α(R),1 p +∞, the space of measurable functions f on R such that
‖f ‖α,p =
(∫
R
∣∣f (x)∣∣p dμα(x)
)1/p
< +∞, p ∈ [1,+∞[,
‖f ‖α,∞ = ess sup
x∈R
∣∣f (x)∣∣< +∞, p = +∞,
where μα is the measure defined by
dμα(x) = |x|
2α+1
2α+1Γ (α + 1) dx.
– H(C) the space of entire functions on C which are rapidly decreasing and of exponential
type. We have
H(C) =
⋃
a0
Ha(C),
where Ha(C) is the space of entire functions Ψ on C satisfying
∀m ∈ N, pm(Ψ ) = sup
λ∈C
(
1 + |λ|2)m∣∣Ψ (λ)∣∣e−a|Imλ| < +∞.
The topology of Ha(C) is defined by the seminorms pm,m ∈ N. The space H(C) equipped
with the inductive limit topology is a Fréchet space.
Definition 2.1. The Dunkl transform FD is defined on S(R) by
∀λ ∈ R, FD(f )(λ) =
∫
R
f (x)Ψ αλ (x) dμα(x). (7)
Proposition 2.1.
(i) For all f in L1α(R), the function FD(f ) belongs to C0(R) and we have∥∥FD(f )∥∥α,∞  ‖f ‖α,1. (8)
(ii) For all f in S(R), n ∈ N, we have
∀λ ∈ R, FD
(
Λnαf
)
(λ) = (−iλ)nFD(f )(λ). (9)
Theorem 2.1. The Dunkl transform FD is a topological isomorphism
(i) from S(R) onto itself,
(ii) from D(R) onto H(C).
The inverse transform is given by
∀x ∈ R, F−1D (f )(x) =FD(f )(−x). (10)
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(i) (Parseval formula for FD) For all f,g in D(R), we have∫
R
f (x)g(x) dμα(x) =
∫
R
FD(f )(λ)FD(g)(λ) dμα(λ). (11)
(ii) (Plancherel formula for FD) For all f in D(R), we have∫
R
∣∣f (x)∣∣2 dμα(x) =
∫
R
∣∣FD(f )(λ)∣∣2 dμα(λ). (12)
(iii) (Plancherel Theorem for FD) The Dunkl transform FD extends uniquely to an isometric
isomorphism from L2α(R) onto itself.
2.3. The Dunkl intertwining operator
In this section we define the Dunkl intertwining operator Vα and state its properties.
Definition 2.2. The Dunkl intertwining operator Vα is defined on C(R) by
Vαf (x) = Γ (α + 1)√
πΓ (α + 12 )
1∫
−1
(
1 − y2)α− 12 (1 + y)f (yx)dy. (13)
Remark. For all λ ∈ C and x ∈ R, we have
Ψ αλ (x) = V (e−iλ.)(x). (14)
Theorem 2.3. The operator Vα is a topological automorphism of E(R) satisfying the following
transmutation relation
∀f ∈ E(R), Vα(Df ) = Λα(Vαf ), (15)
where D = d
dx
.
Definition 2.3. The moment function bn, n ∈ N, is defined by
∀x ∈ R, bn(x) = Vα
(
yn
n!
)
(x). (16)
Proposition 2.2.
(i) We have
bn(x) = x
n
dn(α)
, x ∈ R, (17)
with
dn(α) = n!(α + 1)m
( 12 )m
, m =
[
n + 1
2
]
, (18)
here [a] is the integer part of a, for every a ∈ [0,∞).
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∣∣bn(x)∣∣ |x|n
n! , x ∈ R. (19)
2.4. The Dunkl convolution product
The results of this subsection are given in [12,15].
Definition 2.4. The operator τy , y ∈ R, is defined on E(R) by
∀x ∈ R, τyf (x) = (Vα)x(Vα)y
[
(Vα)
−1(f )(x + y)]. (20)
The operator τx , x ∈ R, satisfies the following properties:
(i) For all x, y ∈ R and f ∈ C(R), we have
τxf (y) = τyf (x), τ0f = f and τx1 = 1.
(ii) For all f ∈ E(R), we have
Λα(τxf ) = τx(Λαf ). (21)
(iii) For all x, y ∈ R and λ ∈ C, we have the product formula
τxΨ
α
λ (y) = Ψ αλ (x)Ψ αλ (y). (22)
(iv) For all f ∈ L1α(R) and x ∈ R we have
∀λ ∈ R, FD(τxf )(λ) = Ψ αλ (x)FD(f )(λ). (23)
Proposition 2.3. For all x ∈ R and f in D(R) (respectively S(R)) we have
(i) The function y 	→ τxf (y) belongs to D(R) (respectively S(R)).
(ii) ∀y ∈ R, τxf (y) =
∫
R
Ψ α−λ(x)Ψ αλ (y)FD(f )(λ)dμα(λ).
To give an integral representation of the operators τx , x ∈ R we need the following notations.
Notations. For all x, y, z ∈ R∗, we put
– ρ(x, y, z) = 14xyz (x + y + z)(z − x + y)(z + x − y).
– Wα(x, y, z) = |z|,
where Kα is given for x, y, z ∈ R∗+ by
Kα(x, y, z) =
{
21−2αΓ (α+1)√
πΓ (α+ 12 )
[((x+y)2−z2)(z2−(x−y)2)]α− 12
(xyz)2α
if |x − y| < z < x + y,
0 otherwise.
(24)
We have∫ ∣∣Wα(x, y, z)∣∣dμα(z) 4. (25)
R
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dναx,y(z) =
⎧⎨
⎩
Wα(x, y, z) dμα(z) if x, y ∈ R∗,
δx if y = 0,
δy if x = 0,
where δx is the Dirac measure at x.
Proposition 2.4.
(i) The Dunkl translation operators τx , x ∈ R, admit the following integral representation:
∀y ∈ R, τxf (y) =
∫
R
f (z) dναx,y(z), f ∈ C(R). (26)
(ii) For all x ∈ R and f ∈ Lpα(R), p ∈ [1,+∞], we have
‖τxf ‖α,p  4‖f ‖α,p. (27)
In the case of the Dunkl operator Λα , [11, Theorem 2, p. 439] can be written in the form of
the following proposition.
Proposition 2.5. Let f be in E(R). Then for any n ∈ N we have the following generalized Taylor
formula with integral remainder for the function τxf , x ∈ R:
∀y ∈ R, τxf (y) =
n∑
p=0
bp(x)Λ
p
αf (x) +
|y|∫
−|y|
Wn(y, t)τx
(
Λn+1α f
)
(t)|t |2α+1 dt, (28)
where bp is the moment function defined by (16) and {Wn}n∈N a sequence of functions given by
the relation (29) of [11, p. 439].
Remark. The function Wn(x, y) of the Proposition 2.5 satisfies the inequality
∀y ∈ R,
|y|∫
−|y|
∣∣Wn(y, t)∣∣|t |2α+1 dt  bn+1(|y|)+ |y|bn(|y|). (29)
Definition 2.5. Let f and g be two functions in Cc(R). We define the Dunkl convolution product
of f and g by
∀x ∈ R, f ∗D g(x) =
∫
R
τxf (−y)g(y) dμα(y). (30)
Proposition 2.6.
(i) The convolution product ∗D is commutative and associative.
(ii) Let p,q, r ∈ [1,+∞] such that 1
p
+ 1
q
= 1 + 1
r
. For all f in Lpα(R) and g in Lqα(R), the
function f ∗D g belongs to Lrα(R) and we have
‖f ∗D g‖α,r  4‖f ‖α,p‖g‖α,q . (31)
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∀λ ∈ R, FD(f ∗D g)(λ) =FD(f )(λ)FD(g)(λ). (32)
Definition 2.6. Let s > 0. The heat kernel Nα(·, s) associated with the Dunkl operator Λα is
given by
∀y ∈ R, Nα(y, s) = (2s)−(α+1) exp
(
−y
2
4s
)
. (33)
The following proposition gives some properties of the function Nα(·, s).
Proposition 2.7.
(i) We have
∀x ∈ R, FD
[
Nα(·, s)
]
(x) = exp(−sx2). (34)
(ii) For all λ > 0, we have
∀y ∈ R, Nα
(
λ
1
2 y,λs
)= λ−(α+1)Nα(y, s). (35)
(iii) We have∥∥Nα(·, s)∥∥α,1 = 1. (36)
(iv) Let t, s > 0. We have
∀y ∈ R, Nα(·, t) ∗D Nα(·, s)(y) = Nα(y, t + s). (37)
2.5. The space Hsα(R)
In this section we define the spaces Hsα(R), s ∈ R, and we state some of their properties.
(See [10].)
Definition 2.7. Let s ∈ R. We define the space Hsα(R) by
Hsα(R) =
{
u ∈ S′(R) ∣∣ (1 + x2)s/2FD(u) ∈ L2α(R)}.
The following propositions give properties of these spaces.
Proposition 2.8.
(i) The spaces Hsα(R) provided with the scalar product
〈u,v〉s,α =
∫
R
(
1 + x2)sFD(u)(x)FD(v)(x) dμα(x)
and the norm
‖u‖2s,α = 〈u,u〉s,α
are Hilbert spaces.
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Hs1α (R) ⊂ Hs2α (R).
(iii) For all s ∈ R, we have
S(R) ⊂ Hsα(R).
Proposition 2.9.
(i) The space Hmα (R), m ∈ N, is equal to the space{
u ∈ L2α(R)
∣∣Λkαu ∈ L2α(R), for all k m}.
(ii) The norm ‖‖2m,α is equivalent to the norm
‖u‖2Hmα =
∑
km
∥∥Λkαu∥∥2α,2.
Theorem 2.4. Let p ∈ N and s ∈ R, such that s > α + p + 1. Then
Hsα(R) ↪→ Cp(R).
3. A variant of Cowling–Price’s theorem for the Dunkl transform
Lemma 3.1. Let a > 0 and f in S(R). We assume that for all n ∈ N,∥∥Λnαf ∥∥2α,2  Cn!(2a)−n. (38)
Then for all n ∈ N we have
∀x ∈ R, ∣∣Λnαf (x)∣∣2  C(n + [α] + 2)!(2a)−n. (39)
Proof. Let f in S(R), then for all n ∈ N we have Λnαf belongs to S(R). Hence from Propo-
sition 2.8(iii) we deduce that Λnαf belongs to Hsα(R) for all s ∈ R. In particular, for all n ∈ N,
Λnαf belongs to H
[α]+2
α (R). Thus from Theorem 2.4 and Proposition 2.9(ii) we deduce that
∀x ∈ R, ∀n ∈ N, ∣∣Λnαf (x)∣∣ C ∑
p[α]+2
∥∥Λn+pα f ∥∥α,2.
Thus using (38) we obtain
∀x ∈ R, ∀n ∈ N, ∣∣Λnαf (x)∣∣2  C ∑
p[α]+2
(n + p)!(2a)−n−p
 C
(
n + [α] + 2)!(2a)−n. 
In view of this lemma we only must prove the following version of Theorem 1.2.
Theorem 3.1. Let f be a function in the Schwartz space S(R) such that for a > 0, b > 0 and for
all n ∈ N:
∀ξ ∈ R, ∣∣ΛnαFD(f )(ξ)∣∣2  C(n + [α] + 2)!(2a)−n
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Then f = 0 whenever ab > 14 , and when ab = 14 , we have FD(f )(ξ) = φ(ξ)e−bξ
2
, where φ is a
bounded function.
As an application of the above theorem we have the following corollary.
Corollary 3.1. Let f be a function in the Schwartz space S(R) such that for a > 0, b > 0,
p ∈ [1,+∞[ and for all n ∈ N we have∥∥ΛnαFD(f )∥∥2α,p  C(n + [α] + 2)!(2a)−n (40)
and
∀ξ ∈ R, ∣∣FD(f )(ξ)∣∣Ce−bξ2 . (41)
Then f = 0 for ab > 14 .
Proof. Let t > 0. Consider the function Ft(x) = (FD(f ) ∗α Nα(·, t))(x) where Nα(·, t) the heat
kernel given by the relation (33).
From the relations (31) and (40) we deduce that
∀x ∈ R, ∣∣ΛnαFt (x)∣∣2  42∥∥ΛnαF(f )∥∥2α,p∥∥Nα(·, t)∥∥2α,p′ ,
where p′ is the conjugate exponent of p.
Thus
∀x ∈ R, ∣∣ΛnαFt (x)∣∣2  C(n + [α] + 2)!(2a)−n.
On the other hand, using the relations (31), (36) and (41) we obtain
∀x ∈ R, ∣∣Ft(x)∣∣ Ce−bx2 .
Therefore from Theorem 3.1 we have Ft(x) = 0 as ab > 14 . Hence f = 0 for ab > 14 . 
To prove Theorem 3.1 we need the following lemmas.
Lemma 3.2. Let a > 0. We consider F in S(R) satisfying for all n ∈ N:
∀x ∈ R, ∣∣ΛnαF(x)∣∣2  C(n + [α] + 2)!(2a)−n. (42)
Then the function F extends to C as an entire function which satisfies for every b > 14a the
relation
∀z ∈ C, ∣∣F(z)∣∣ Ceb|z|2 . (43)
Proof. (i) From Proposition 2.5, for all n ∈ N, the function F satisfies the relation
∀y ∈ R, F (y) =
n∑
p=0
bp(y)Λ
p
αF(0) +
|y|∫
Wn(y, t)Λ
n+1
α F (t)|t |2α+1 dt. (44)−|y|
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∀y ∈ R,∣∣∣∣∣
|y|∫
−|y|
Wn(y, t)Λ
n+1
α F (t)|t |2α+1 dt
∣∣∣∣∣
(
sup
t∈R
∣∣Λn+1α F (t)∣∣)(bn+1(|y|)+ |y|bn(|y|)).
Using (42) and (17), (18) we deduce that for all y ∈ R the remainder of the formula (44) tends to
zero as n goes to infinity.
Thus the function F admits the series development
∀y ∈ R, F (y) =
∞∑
n=0
bn(y)Λ
n
αF (0),
which can also be written in the form
∀y ∈ R, F (y) =
∞∑
n=0
yn
dn(α)
ΛnαF (0).
Thus the function F can be extended to an entire function on C, and we denote also by F the
function given by
∀z ∈ C, F (z) =
∞∑
n=0
zn
dn(α)
ΛnαF (0). (45)
(ii) For b > 14a and for all y ∈ R, the relations (45), (42), (19) and Cauchy–Schwartz’s in-
equality imply that
∀z ∈ C, ∣∣F(z)∣∣ ∞∑
n=0
∣∣∣∣ zndn(α)
∣∣∣∣∣∣ΛnαF(0)∣∣

∞∑
n=0
|z|n
n!
∣∣ΛnαF(0)∣∣

∞∑
n=0
|z|n√
n! (2b)
n
2
∣∣ΛnαF(0)∣∣ (2b)−
n
2√
n!

( ∞∑
n=0
(2b|z|2)n
n!
) 1
2
( ∞∑
n=0
∣∣ΛnαF(0)∣∣2 (2b)−nn!
) 1
2
 C
( ∞∑
n=0
(n + [α] + 2)!
(4ab)nn!
) 1
2
eb|z|2 .
Thus there exists a positive constant C(α,a, b) such that
∀z ∈ C, ∣∣F(z)∣∣ C(α,a, b)eb|z|2 .
This completes the proof of the lemma. 
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∀z ∈ C, ∣∣F(z)∣∣ Cec| Im z|2
and
∀x ∈ R, ∣∣F(x)∣∣ Ce−d|x|2 .
Then F = 0 whenever c < d and F(z) = Ce−cz2 for c = d .
Lemma 3.4. (See [9]) Let F be an entire function on C of order  and type β . Let
h(θ) = lim sup
r→∞
log |F(reiθ )|
r
, θ ∈ R+,
be its indicator, and assume that
h
(
2πj

)
−β, j = 0,1, . . . ,  − 1.
Then F(z) = P(z)e−βz2 , where P is an entire function at most of minimal type and of order .
Proof of Theorem 3.1.
First case ab > 14 .
Choose b′ such that b > b′ > 14a . We consider the function F defined on C by
F(z) = e−b′z2FD(f )(z).
By Lemma 3.2 with b′, we have
∀z ∈ C, ∣∣F(z)∣∣ Ce2b′| Im z|2 .
But we have
∀x ∈ R, ∣∣F(x)∣∣ Ce−(b+b′)x2
as b′ < b, then by applying Lemma 3.3 we conclude that FD(f ) = 0 and thus from Theo-
rem 2.1(i) we obtain f = 0.
Second case ab = 14 .
From Lemma 3.2 the function F(z) =FD(f )(z) is an entire function on C of order at most 2.
It cannot decay in R faster than its order. So its order is 2. Since for all b′ > 14a we have the
estimate
∀z ∈ C, ∣∣F(z)∣∣ Ceb′|z|2 ,
then its type is 14a . Now we apply Lemma 3.4 to finish the proof. 
The following theorem is the Cowling–Price’s theorem for the Dunkl transform on R proved
by L. Gallardo and K. Trimèche (see [6]).
Theorem 3.2. Let f be a measurable function on R such that∥∥eax2f ∥∥
α,p
< +∞ and ∥∥eby2FD(f )∥∥α,p < +∞ (46)
for some constants a > 0, b > 0, and 1 p,q +∞ with at least one of them is finite.
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(i) If ab 14 , we have f = 0 a.e.
(ii) If ab < 14 , for all δ ∈ ]a, 14b [, the functions f (x) = P(x)e−δx
2
, where P is an arbitrary
polynomial on R, satisfy (46).
Proposition 3.1. There is equivalence between Theorem 1.2 (case ab > 14 ) and Theorem 3.2(case p = 2, q = ∞).
Proof. Consider the hypothesis of Theorem 1.2 with ab > 14 . Choose a
′ < a such that a′b > 14 .
Under the hypothesis on ‖ΛnαFD(f )‖2α,2, Theorem 2.2 and Proposition 2.1(ii), we have∫
R
∣∣f (x)φa′(x)∣∣2 dμα(x) = ∞∑
n=0
1
n!
(∫
R
∣∣f (x)∣∣2|x|2n dμα(x)
)
(2a′)n
 C
∞∑
n=0
(
a′
a
)n
< +∞, (47)
where φa(x) = e−a|x|2 .
Thus we can apply Theorem 3.2 to conclude that f = 0.
Conversely, consider the hypothesis of Theorem 3.2 (case p = 2, q = ∞). Then the function
f φ−1a belongs to L2α(R). On the other hand, from the relation (47), Theorem 2.2 and Proposi-
tion 2.1(ii) it is easy to see that for all n ∈ N we have the estimate∥∥ΛnαFD(f )∥∥2α,2 Cn!(2a)−n.
Therefore Theorem 3.2 (p = 2, q = ∞) implies Theorem 1.2. 
Remark. We have also the following implication: Theorem 3.2 (p = 2, q = ∞) implies Theo-
rem 3.1. Indeed note that
∀ξ ∈ R, ΛnαFD(f )(ξ) = (−i)n
∫
R
Ψ αx (ξ)f (x)x
n dμα(x). (48)
Then by the Cauchy–Schwartz inequality, the assumption that f φ−1a is in L2α(R) implies that
∀ξ ∈ R, ∣∣ΛnαFD(f )(ξ)∣∣2  C∥∥f φ−1a ∥∥2α,2∥∥xnφa∥∥2α,2  C(n + [α] + 2)!(2a)−n.
Hence the hypotheses of Theorem 3.1 are satisfied.
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