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1. Introduction
Let Fq be a finite field with q elements and F
(2ν)
q be the 2ν-dimensional row vector space over
Fq, where q is a power of an odd prime and ν is an integer  1. For α1, . . . , αk ∈ F(2ν)q , denote by
[α1, . . . , αk] the subspace of F(2ν)q generated by α1, . . . , αk . When α = (a1, . . . , a2ν) ∈ F(2ν)q , we
also write [α] = [a1, . . . , a2ν] for simplicity. For 1  i  2ν , denote by ei (1  i  2ν) the row
vector inF
(2ν)
q whose ith component is 1 and all others are 0’s, and by
tA the transpose of thematrix A.
Let
S =
⎛
⎝ 0 I(ν)
I(ν) 0
⎞
⎠ .
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Then a 2ν × 2ν nonsingular matrix T overFq, where ν  1, is called an orthogonal matrix of order
2ν with respect to S over Fq if TS
tT = S. The set of orthogonal matrices of order 2ν over Fq forms
a group with respect to the matrix multiplication, which is called the orthogonal group of degree 2ν
with respect to S over Fq and denoted by O2ν(Fq). A vector v ∈ F(2ν)q is called isotropic if vS tv = 0.
If an isotropic vector v is nonzero, then the subspace [v] is called a 1-dimensional totally isotropic
subspace of F
(2ν)
q .
The (isotropic) orthogonal graph with respect to S over Fq, denoted by O(2ν, q), is the graph with
the set of 1-dimensional totally isotropic subspaces of F
(2ν)
q as its vertex set V(O(2ν, q)) and with the
adjacency defined by
[α] ∼ [β] if and only if αS tβ = 0
for any nonzero isotropic vectors α, β .
The orthogonal graphs was first mentioned in [5] as one of the strongly regular graphs constructed
byChevally groups. In [4], theauthors reconstructedandstudied this class of graphsusing thegeometry
of orthogonal groups over finite fields. More properties are considered there. It is known (see [4]) that
when ν = 1, O(2 · 1, q) is a complete graph of 2 vertices and when ν  2, O(2ν, q) is strongly regular
with parameters
(
(qν − 1)(qν−1 + 1)(q − 1)−1, q2ν−2, λ, μ
)
, (1.1)
whereλ = q2ν−2−q2ν−3−qν−1+qν−2 andμ = q2ν−2−q2ν−3. Formore results of strongly regular
graphs and orthogonal graphs, the reader is referred to [1,2,4–6]. For notations and terminologies, we
refer to [3] and [7].
In the rest of this paper, we assume ν  2. Note that the diameter of O(2ν, q) is 2 when ν  2.
For any [α] ∈ V(O(2ν, q)), the ith subconstituent i([α])with respect to [α] is the induced subgraph
of O(2ν, q) with vertices at distance i from [α], where i = 1, 2. Since O2ν(Fq) acts transitively on
V(O(2ν, q)) as a group of automorphisms ([4]), in order to study the subconstituents of O(2ν, q), it
suffices to consider i([e1]), which is denoted by i for simplicity.
The paper is organized as follows. In Section 2 we study some of the actions of O2ν(Fq) on the
orthogonal graph O(2ν, q). In Section 3, 1 is studied. We shall show that 1 is strongly regular in
Section 3.1 and then determine its full automorphism group in Section 3.2. Finally, we shall show that
2 is edge-regular and determine its full automorphism group in Section 4.
2. Actions of O2ν(Fq) on O(2ν, q)
In this section, we study the actions of the orthogonal group O2ν(Fq) of odd characteristic on the
(isotropic) orthogonal graph O(2ν, q). Let
G1 = {T ∈ O2ν(Fq) : [e1T] = [e1] and [eν+1T] = [eν+1]},
G2 = {T ∈ O2ν(Fq) : [e1T] = [e1] and [e2T] = [e2]},
then G1, G2 are subgroups of O2ν(Fq).
Lemma 2.1 (See [4,7]). For any [α], [β] ∈ V(O(2ν, q)), we have
(i) If [α] ∼ [β], then there exists a T ∈ O2ν(Fq) such that [αT] = [e1] and [βT] = [eν+1].
(ii) If [α] ∼ [β], then there exists a T ∈ O2ν(Fq) such that [αT] = [e1] and [βT] = [e2].
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Based on Lemma 2.1, we will consider the actions of O2ν(Fq) on 3-element subsets of V(O(2ν, q))
with various relationships.
Proposition 2.2. Let [α], [β] and [γ ] be three vertices of O(2ν, q) which are adjacent to each other,
then there exists an orthogonal matrix T such that [αT] = [e1], [βT] = [eν+1] and [γ T] = [e1 + e2 +
aν+1eν+1 − aν+1eν+2], where aν+1 ∈ F∗q.
Proof. By Lemma 2.1, there exists a T ∈ O2ν(Fq) such that [αT] = [e1] and [βT] = [eν+1]. Without
loss of generality, we can assume [α] = [e1], [β] = [eν+1] and [γ ] satisfies [γ ] ∼ [e1] and [γ ] ∼[eν+1]. Thenwemaywrite [γ ] = [1, a2, . . . , aν, aν+1, . . . , a2ν]. From [γ ] ∼ [e1],wededuceaν+1 =
0. Since [γ ] is isotropic, aν+1 + a2aν+2 + · · · + aνa2ν = 0. Thus (a2, . . . , aν) = (0, . . . , 0). There
exists an A ∈ GLν−1(Fq) such that (a2, . . . , aν)A = (1, 0, . . . , 0). Let T1 = diag(1, A, 1, tA−1), then
T1 ∈ G1 and [γ T1] = [e1 + e2 + aν+1eν+1 − aν+1eν+2 + bν+3eν+3 + · · · + b2νe2ν]. Let
T2 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
1 0 −bν+3 · · · −b2ν
1 bν+3
. . .
...
1 b2ν
1
1
1
. . .
1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (2.1)
then T2 ∈ G1 and [γ T1T2] = [e1 + e2 + aν+1eν+1 − aν+1eν+2]. 
Proposition 2.3. Let [α], [β] and [γ ] be three vertices of O(2ν, q) with [α] ∼ [β], [α] ∼ [γ ] and
[β] ∼ [γ ], then there exists an orthogonal matrix T such that [αT] = [e1], [βT] = [eν+1] and [γ T] =[e2 + eν+1].
Proof. By Lemma 2.1, we can assume [α] = [e1], [β] = [eν+1] and [γ ] satisfies [γ ] ∼ [e1] and[γ ] ∼ [eν+1]. Then we may write [γ ] = [0, a2, . . . , aν, 1, aν+2, . . . , a2ν].
Case 1: (a2, . . . , aν) = (0, . . . , 0). Then there exits an A ∈ GLν−1(Fq) such that (a2, . . . , aν)A =
(1, 0, . . . , 0). Let T1 = diag(1, A, 1, tA−1), then T1 ∈ G1 and [γ T1] = [0, 1, 0, . . . , 0, 1, 0, bν+3, . . . ,
b2ν]. Let T2 be (2.1), then [γ T1T2] = [e2 + eν+1].
Case 2: (a2, . . . , aν) = (0, . . . , 0). Then (aν+2, . . . , a2ν) = (0, . . . , 0). Similarly, there exists a
matrix T1 ∈ G1 such that [γ T1] = [eν+1 + eν+2]. Let
T2 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
0 1
I(ν−1)
1 0
I(ν−2)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
then T2 ∈ G1 and [γ T1T2] = [e2 + eν+1]. 
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Proposition 2.4. Let [α], [β] and [γ ] be three vertices of O(2ν, q) with [α] ∼ [β], [α] ∼ [γ ] and
[β] ∼ [γ ], then there exists an orthogonal matrix T such that [αT] = [e1], [βT] = [e2] and [γ T] =[eν+2].
Proof. By Lemma 2.1, we can assume [α] = [e1], [β] = [e2] and [γ ] satisfies [γ ] ∼ [e1] and[γ ] ∼ [e2]. We may write [γ ] = [a1, a2, . . . , aν, 0, 1, aν+3, . . . , a2ν], where ai ∈ Fq and a2 +
a3aν+3 + · · · + aνa2ν = 0.
Case 1: (aν+3, . . . , a2ν) = (0, . . . , 0). Then a2 = 0. Let
T1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
1
1
. . .
1
a1 1
−a1 0 −a3 · · · −aν 1
a3 1
...
. . .
aν 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
then T1 ∈ G2 and [γ T1] = [eν+2].
Case2: (aν+3, . . . , a2ν) = (0, . . . , 0). Then thereexistsanA∈GLν−2(Fq) such that (aν+3, . . . , a2ν)
A = (1, 0, . . . , 0). Let T1 = diag(I(2), tA−1, I(2), A). Then T1 ∈ G2 and [γ T1] = [a1, a2, b3, . . . ,
bν, 0, 1, 1, 0, . . . , 0]. Let
T2 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
1
1 1
I(ν−2)
1 −1
1
I(ν−3)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
then T2 ∈ G2 and [γ T1T2] reduces to Case 1. 
Proposition 2.5. Let [α], [β] and [γ ] be three vertices of O(2ν, q) which are nonadjacent to each other.
Then there exists an orthogonal matrix T such that [αT] = [e1], [βT] = [e2] and [γ T] is one of the forms:
[e3] or [e1 + e2];
moreover, the first case occurs only when ν  3.
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Proof. By Lemma 2.1, we can assume that [α] = [e1], [β] = [e2] and [γ ] satisfies [γ ] ∼ [e1] and[γ ] ∼ [e2]. Thenwemaywrite [γ ] = [a1, a2, . . . , aν, 0, 0, aν+3, . . . , a2ν],where (a3, . . . , aν, aν+3,
. . . , a2ν) = (0, . . . , 0) or [γ ] = [a1e1 + a2e2], a1, a2 ∈ F∗q .
Consider first the case (a3, . . . , aν, aν+3, . . . , a2ν) = (0, . . . , 0). We distinguish further the fol-
lowing two cases.
Case 1: (a3, . . . , aν) = (0, . . . , 0). There exists an A ∈ GLν−2(Fq) such that (a3, . . . , aν)
A = (1, 0, . . . , 0). Let T1 = diag(I(2), A, I(2), tA−1)∈G2, then [γ T1] = [a1, a2, 1, 0, . . . , 0,
bν+3, . . . , b2ν]. Since γ is isotropic, γ T1 is also isotropic, which implies bν+3 = 0. Let
T2 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
I(2)
1 0 −bν+4 · · · −b2ν
1 bν+4
. . .
...
1 b2ν
I(2)
1
1
. . .
1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
then T2 ∈ G2 and [γ T1T2] = [a1e1 + a2e2 + e3]. Let
T3 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
1
−a1 −a2 1
I(ν−3)
1 a1
1 a2
1
I(ν−3)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
then T3 ∈ G2 and [γ T1T2T3] = [e3].
Case 2: (a3, . . . , aν) = (0, . . . , 0). Then (aν+3, . . . , a2ν) = (0, . . . , 0). Similar to Case 1, there
exists a T1 ∈ G2 such that [γ T1] = [eν+3]. Let
T2 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
I(2)
0 1
I(ν−1)
1 0
I(ν−3)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
then T2 ∈ G2 and [γ T1T2] = [e3].
Finally we consider the case: [γ ] = [a1e1 + a2e2], a1, a2 ∈ F∗q . Let
T2 = diag(a−11 , a−12 , I(ν−2), a1, a2, I(ν−2)),
then T2 ∈ G2 and [γ T1T2] = [e1 + e2]. 
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3. The first subconstituents
3.1. The subconstituent 1
Now we study the subconstituent 1. For any vertex [α] = [x1, . . . , x2ν] of 1, from e1S tα = 0,
we deduce xν+1 = 0. So any vertex [α] of 1 has a unique matrix representation of the form
[x1, . . . , xν, 1, xν+2, . . . , x2ν], (3.1)
where xi ∈ Fq and x1 + x2xν+2 + · · · + xνx2ν = 0.
Lemma 3.1. The number of the solutions of the following equation
x1 + x2xν+2 + · · · + xνx2ν = 0
in the indeterminates x1, x2, . . . , xν, xν+2, . . . , x2ν with x1 = 0or x1 = 0,−1, is (q−1)(qν−1−1)qν−2
or (q − 2)(qν−1 − 1)qν−2, respectively.
Proof. Note that when x1 = 0, (x2, . . . , xν) = (0, . . . , 0). There are q− 1 or q− 2 choices for x1 = 0
or x1 = 0,−1, respectively. And the number of nonzero vectors in the (ν − 1)-dimensional space
F
(ν−1)
q is q
ν−1 − 1. For any x1 = 0 or x1 = 0,−1, and any nonzero vector (x2, . . . , xν), suppose
x2 = 0, if we choose xν+3, . . . , x2ν to be arbitrary elements of Fq (they are qν−2 in number), then
xν+2 is uniquely determined by x1 + x2xν+2 + · · · + xνx2ν = 0. Hence the lemma follows. 
Lemma 3.2. Let a be any element of F∗q. Then the number of the solutions of the following equation
(x1 − x2)(1 − ax2) + x3xν+3 + · · · + xνx2ν = 0 (3.2)
in the indeterminates x1, x2, . . . , xν, xν+3, . . . , x2ν with x1 = 0, is (qν−1 − qν−2 + q − 2)qν−2.
Proof. First we count the number of solutions of (3.2) with x1 = 0 and x3 = · · · = xν = 0. Now (3.2)
reduces to
(x1 − x2)(1 − ax2) = 0.
When x2 = a−1, x1 can be any nonzero element of Fq and xν+3, . . . , x2ν can be arbitrary elements of
Fq. There are (q−1)qν−2 solutions of (3.2)with x1 = 0, x2 = a−1 and x3 = · · · = xν . Clearly, (3.2) has
no solution with x1 = 0, x2 = 0 and x3 = · · · = xν = 0. When x2 = 0, a−1, we must have x1 = x2
and xν+3, . . . , x2ν canbe arbitrary elements ofFq. There are (q−2)qν−2 solutions of (3.2)with x1 = 0,
x2 = 0, a−1 and x3 = · · · = xν = 0. Summing up, we get (q−1)qν−2+ (q−2)qν−2 = (2q−3)qν−2
solutions of (3.2) with x1 = 0 and x3 = · · · = xν = 0.
Then we count the number of solutions of (3.2) with x1 = 0 and (x3, . . . , xν) = (0, . . . , 0). There
are (qν−2 − 1) nonzero vectors (x3, . . . , xν). For each (x3, . . . , xν) = (0, . . . , 0), choose x1 to be
an arbitrary nonzero element of Fq, x2 to be an arbitrary element of Fq. Suppose x3 = 0, choose
xν+4, . . . , x2ν to be arbitrary elements of Fq, then xν+3 will be uniquely determined. Thus there are
(qν−2 − 1)(q − 1)q · qν−3 solutions of (3.2) with x1 = 0 and (x3, . . . , xν) = (0, . . . , 0). Altogether
we have (2q − 3)qν−2 + (qν−2 − 1)(q − 1)qν−2 = (qν−1 − qν−2 + q − 2)qν−2 solutions of (3.2)
with x1 = 0. 
In the following, we shall write N(G, x) for the set of neighbors of the vertex x in the graph G.
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Proposition 3.3. Let [α], [β] be any two vertices of 1. Then
|N(1, [α]) ∩ N(1, [β])| =
⎧⎨
⎩
(qν − 2qν−1 + qν−2 − 2q + 3)qν−2 if [α] ∼ [β],
(q − 2)(qν−1 − 1)qν−2 if [α] ∼ [β].
Proof. Consider first the case [α] ∼ [β]. Then [e1], [α] and [β] are three vertices of O(2ν, q) which
are adjacent to each other. By Proposition 2.2, there exists a T ∈ O2ν(Fq) such that [e1T] = [e1],[αT] = [eν+1] and [βT] = [e1 + e2 + aeν+1 − aeν+2] for some a ∈ F∗q . Thus |N(1, [α]) ∩
N(1, [β])| = |N(1, [eν+1]) ∩ N(1, [e1 + e2 + aeν+1 − aeν+2])| for some a ∈ F∗q . Let
M1 = {[γ ] ∈ V(1) : [γ ] ∼ [eν+1] and [γ ] ∼ [e1 + e2 + aeν+1 − aeν+2]}.
Then it suffices to calculate |M1|. Let [γ ] ∈ M1 be of the form (3.1). From [γ ] ∼ [eν+1] and [γ ] ∼[e1 + e2 + aeν+1 − aeν+2], we deduce x1 = 0 and 1 + xν+2 + a(x1 − x2) = 0, respectively. Then
|M1| is equal to the number of (x1, . . . , xν, xν+2, . . . , x2ν) ∈ F(2ν−1)q satisfying
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x1 + x2xν+2 + · · · + xνx2ν = 0,
x1 = 0,
1 + xν+2 + a(x1 − x2) = 0.
By Lemma 3.1, the number of (x1, . . . , xν, xν+2, . . . , x2ν) ∈ F(2ν−1)q satisfying
⎧⎨
⎩
x1 + x2xν+2 + · · · + xνx2ν = 0,
x1 = 0,
is equal to (q − 1)(qν−1 − 1)qν−2. In the following, we need to count the number of vectors
(x1, . . . , xν, xν+2, . . . , x2ν) ∈ F(2ν−1)q satisfying
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x1 + x2xν+2 + · · · + xνx2ν = 0,
x1 = 0,
1 + xν+2 + a(x1 − x2) = 0,
which is equal to the number of (x1, . . . , xν, xν+3, . . . , x2ν) ∈ F(2ν−2)q satisfying
⎧⎨
⎩
(x1 − x2)(1 − ax2) + x3xν+3 + · · · + xνx2ν = 0,
x1 = 0.
By Lemma 3.2, this number is (qν−1 − qν−2 + q − 2)qν−2. Therefore
|M1| = (q − 1)(qν−1 − 1)qν−2 − (qν−1 − qν−2 + q − 2)qν−2
= (qν − 2qν−1 + qν−2 − 2q + 3)qν−2.
Then consider the case [α] ∼ [β]. Similarly, by Proposition 2.3 there is a matrix T ∈ O2ν(Fq) such
that [e1T] = [e1], [αT] = [eν+1] and [βT] = [e2 + eν+1]. Let
M2 = {[γ ] ∈ V(1) : [γ ] ∼ [eν+1] and [γ ] ∼ [e2 + eν+1]}.
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Then it suffices to calculate |M2|. Let [γ ] ∈ M2 be of the form (3.1). From [γ ] ∼ [eν+1] and[γ ] ∼ [e2 + eν+1], we deduce that x1 = 0 and x1 + xν+2 = 0, respectively. Then |M2| is equal to the
number of (x1, . . . , xν, xν+2, . . . , x2ν) ∈ F(2ν−1)q satisfying⎧⎨
⎩
x1 + x2xν+2 + · · · + xνx2ν = 0,
x1 = 0, xν+2.
Using the same method above and Lemma 3.1, we have |M2| = (q − 1)(qν−1 − qν−2 − 1)qν−2. 
Theorem 3.4. The subconstituent 1 is strongly regular with parameters
(q2ν−2, (q−1)(qν−1−1)qν−2, (qν−2qν−1+qν−2−2q+3)qν−2, (q−1)(qν−1−qν−2−1)qν−2).
Proof. It is clear that V(1) = q2ν−2 by (3.1). In order to prove that 1 is regular, by Lemma 2.1, it
suffices to count the number of vertices of1 adjacentwith [eν+1]. And it is just the number of vertices
[x1, x2, . . . , xν, 1, xν+2, . . . , x2ν] satisfying x1 = 0, which is just (q − 1)(qν−1 − 1)qν−2 by Lemma
3.1. By Propositions 2.2, 2.3 and 3.3, we can conclude that 1 is strongly regular with the required
parameters. 
3.2. Automorphisms of 1
In this section, we study the automorphism group of the subconstituent 1. Denote O
(1)
2ν (Fq) =
{T ∈ O2ν(Fq) : e1T = e1}. Clearly, O(1)2ν (Fq) is a subgroup of O2ν(Fq).
Proposition 3.5. Let T ∈ O(1)2ν (Fq) and define
σT : V(1) → V(1)
[α] → [αT].
Then (i) σT ∈ Aut(1).
(ii) For any T1, T2 ∈ O(1)2ν (Fq), σT1 = σT2 if and only if T1 = T2.
Proof. (i) Clearly σT ∈ Aut(O(2ν, q)). For any vertex [α] of 1, we have [αT] ∼ [e1T] = [e1], thus[αT] ∈ V(1). Hence σT ∈ Aut(1).
(ii) Suppose σT1 = σT2 . Then for every vertex [α] of 1, there exists k ∈ F∗q such that αT1 = kαT2.
Let
M =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
e1
e2 + eν+1
...
eν + eν+1
eν+1
eν+1 + eν+2
...
eν+1 + e2ν
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
2438 Z. Gu, Z.-X. Wan / Linear Algebra and its Applications 434 (2011) 2430–2447
then there exist k2, . . . , k2ν ∈ F∗q , such thatMT1 = diag(1, k2, · · · , k2ν)MT2. Now
(e1 + e2)MT1 = (e1 + e2 + eν+1)T1.
On the other hand,
(e1 + e2) diag(1, k2, · · · , k2ν)MT2 = (e1 + k2e2 + k2eν+1)T2.
Hence k2 = 1. Similarly, ki = 1. Therefore T1 = T2. 
By Proposition 3.5, every orthogonal matrix in O
(1)
2ν (Fq) induces an automorphism of 1 and two
different orthogonal matrices T1 and T2 in O
(1)
2ν (Fq) induce the same automorphism of 1 if and only
if T1 = T2. Thus O(1)2ν (Fq) can be regarded as a subgroup of Aut(1).
Now we state the main result of this section.
Theorem 3.6. Let ν  2 and E be the subset of Aut(1) which consists of those σ ∈ Aut(1) satisfying
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
σ([ei + eν+1]) = [ei + eν+1],
σ ([eν+1]) = [eν+1],
σ ([eν+1 + eν+i]) = [eν+1 + keν+i],
where i = 2, 3, . . . , ν and k ∈ F∗q, then E is a subgroup of Aut(1), Aut(1) = O(1)2ν (Fq) · E and
O
(1)
2ν (Fq) ∩ E = {id}. Moreover,
(i) When ν = 2, E ∼= Sym(q − 2) × Sym(q − 1),
(ii) When ν  3, E ∼= F∗q  Aut(Fq),
where Sym(n) is the symmetric group on n elements and id is the identity automorphism of 1.
Proof. Let τ ∈ Aut(1). To extend the domain of τ to V(1) ∪ {[e1]}, we define τ([e1]) = [e1].
Suppose τ([eν+1]) = [e′ν+1] and τ([ei + eν+1]) = [e′i], i = 2, . . . , ν, ν + 2, . . . , 2ν . To be definite,
we assume the (ν + 1)th component of e′i is 1. Then e1S te′i = 1, for i = 2, . . . , 2ν , and e′iS te′j = 0 if
i ≡ j (mod ν) and i = j; or 0 otherwise. Suppose e′iS te′ν+i = ki ∈ F∗q . Let A (A′, respectively) be the
2ν × 2ν matrix whose rows are e1, e2 + eν+1, . . . , eν + eν+1, eν+1, eν+1 + eν+2, . . . , eν+1 + e2ν
(e1, e
′
2, . . . , e
′
2ν , respectively) in order. Let
Q1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
1 −1
. . .
...
1 −1
1
−1 1
...
. . .
−1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
2ν×2ν
and Q2 = diag(I(ν+1), k−12 , . . . , k−1ν )Q1. One can check that
Q1(AS
tA) tQ1 = S = Q2(A′S tA′) tQ2.
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By [7, Lemma 6.8], there is a matrix T ∈ O2ν(Fq), such that A′ T = Q−12 Q1A = MA, where
M =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
I(ν)
1
1 − k2 k2
...
. . .
1 − kν kν
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Comparing thefirst rowof both sides ofA′ T = MA,wehave e1T = e1, thus T ∈ O(1)2ν (Fq). Set τ1 = σTτ ,
then τ1([ei + eν+1]) = [ei + eν+1], τ1([eν+1]) = [eν+1], τ1([eν+1 + eν+i]) = [eν+1 + kieν+i],
i = 2, . . . , ν .
Let E′ be the subset of Aut(1) which consists of those σ ∈ Aut(1) satisfying
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
σ([ei + eν+1]) = [ei + eν+1],
σ ([eν+1]) = [eν+1],
σ ([eν+1 + eν+i]) = [eν+1 + kieν+i],
where ki ∈ F∗q , i = 2, 3, . . . , ν . In the following, we will show that E′ = E and E is a subgroup of
Aut(1). Thus τ = σ−1T τ1 ∈ O(1)2ν (Fq) · E, from which follows that Aut(1) = O(1)2ν (Fq) · E.
Let σ ∈ E′, ν  2 and [α] = [a1, a2, . . . , aν, 1, aν+2, . . . , a2ν] ∈ V(1). Suppose σ([α]) = [α′]
and write [α′] = [a′1, a′2, . . . , a′ν, 1, a′ν+2, . . . , a′2ν]. First we claim that ai = 0 if and only if a′i = 0.
For i = 1, a1 = 0 if and only if [α] ∼ [eν+1], if and only if [α′] ∼ [eν+1], if and only if a′1 = 0. For
i = 1, we prove the claim only for the case i = 2. Consider first the case a1 = 0, then a2 = 0 if and
only if [α] ∼ [eν+1+eν+2], if and only if [α′] ∼ [eν+1+k2eν+2], if and only if a′2 = 0. Similarly, when
a1 = 0 we also have ai = 0 if and only if a′i = 0, i = 2, . . . , ν, ν + 2, . . . , 2ν . Now assume a1 = 0. If
a2 = 0, then [α] ∼ [eν+1 − a−12 a1eν+2], from which we have a′2 = 0. On the other hand, if a2 = 0
but a′2 = 0, then there is an element a ∈ F∗q such that σ([eν+1 + aeν+2]) = [eν+1 − a′1a′−12 eν+2].
But [α] ∼ [eν+1 + aeν+2], while [α′] ∼ [eν+1 − a′1a′−12 eν+2], a contradiction. Thus a2 = 0 if and
only if a′2 = 0.
By the above claim, we have permutations πi, i = 2, . . . , ν, ν + 2, . . . , 2ν , of Fq such that for
a ∈ Fq, σ([aei + eν+1]) = [πi(a)ei + eν+1], πi(0) = 0, and by the definition of E′, π2(1) = · · · =
πν(1) = 1, πν+2(1) = k2, . . . , π2ν(1) = kν .
Lemma 3.7. For any a, b ∈ Fq and i = 2, . . . , ν , [−abe1 + aei + eν+1 + beν+i] ∈ V(1) and
σ([−abe1 + aei + eν+1 + beν+i]) = [−πi(a)πν+i(b)e1 + πi(a)ei + eν+1 + πν+i(b)eν+i].
Proof. It suffices to prove the lemma for a, b ∈ F∗q .We can assumeσ([−abe1+aei+eν+1+beν+i]) =
[−a′b′e1 + a′ei + eν+1 + b′eν+i]. From [−abe1 + aei + eν+1 + beν+i] ∼ [aei + eν+1], we deduce[−a′b′e1 + a′ei + eν+1 + b′eν+i] ∼ [πi(a)ei + eν+1], which implies a′ = πi(a). Similarly, from[−abe1 + aei + eν+1 + beν+i] ∼ [eν+1 + beν+i], we deduce b′ = πν+i(b). 
In the following, we will study the properties of πi’s.
Lemma 3.8. (i) π2 = · · · = πν , πν+2 = · · · = π2ν .
(ii) πν+2 = πν+2(1)π2.
(iii) π2(ab) = π2(a)π2(b) for a, b ∈ Fq.
(iv) π2(−a) = −π2(a) for a ∈ Fq.
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Proof. Let a, b ∈ Fq. For i = 3, . . . , ν , from [−abe1 + ae2 + eν+1 + beν+2] ∼ [abe1 + aei +
eν+1 − beν+i], by Lemma 3.7 we deduce [−π2(a)πν+2(b)e1 + π2(a)e2 + eν+1 + πν+2(b)eν+2] ∼[−πi(a)πν+i(−b)e1+πi(a)ei+eν+1+πν+i(−b)eν+i],which impliesπ2(a)πν+2(b)+πi(a)πν+i(−b)= 0. Substitutinga = 1, sinceπ2(1) = πi(1) = 1,wehaveπν+2(b)+πν+i(−b) = 0.Henceπ2 = πi.
From [−abe1+ae2+eν+1+beν+2] ∼ [abe1+ei+eν+1−abeν+i], by Lemma3.7 again,we deduce
π2(a)πν+2(b)+πν+i(−ab) = 0. By the above paragraphπν+2(ab)+πν+i(−ab) = 0, soπν+2(ab) =
π2(a)πν+2(b). Substituting b = 1, we have πν+2(a) = πν+2(1)π2(a). Consequently, π2(ab) =
πν+2(1)−1πν+2(ab) = πν+2(1)−1π2(a)πν+2(b). Substituting a = b = −1, we haveπ2(−1) = −1.
Then π2(−a) = −π2(a) and πν+2(−a) = −πν+2(a). Thus πν+i(a) = −πν+2(−a) = πν+2(a). So
πν+i = πν+2. 
From the above lemma, we deduce the following lemma immediately.
Lemma 3.9. E′ = E.
Now let σ ∈ E. As above, we have permutations πi, i = 1, 2, . . . , ν, ν + 2, . . . , 2ν of Fq such that
πi(0) = 0, π2(1) = · · · = πν(1) and Lemma 3.8 holds. In the following, we distinguish the cases
ν = 2 and ν  3.
Case ν = 2. Now V() consists of vertices of the form [−ab, a, 1, b], where a, b ∈ Fq. Lemma 3.7
reduces to
Lemma 3.10. For any a, b ∈ Fq, we have
σ([−ab, a, 1, b]) = [−π2(a)π4(b), π2(a), 1, π4(b)]. (3.3)
Conversely, for any permutations π2 and π4 of Fq with π2(0) = π4(0) = 0 and π2(1) = 1, if
we define a map σπ2,π4 from V(1) to itself by (3.3), then it is easy to verify that σπ2,π4 ∈ E and
E ∼= Sym(q − 2) × Sym(q − 1).
Case ν  3. First, let us write out some elements of E. Let π ∈ Aut(Fq) and k ∈ F∗q . Let σk,π be the
mapwhich takes anyvertex [a1, a2, . . . , aν, 1, aν+2, . . . , a2ν]of1 to thevertex [kπ(a1), π(a2), . . . ,
π(aν), 1, kπ(aν+2), . . . , kπ(a2ν)]. Then it is clear that σk,π is well defined and σk,π ∈ E. Define a
map from the semidirect product F∗q  Aut(Fq) to E by h : (k, π) → σk,π . Clearly, h is a one-to-one
homomorphism of groups. In order to prove E ∼= F∗q Aut(Fq), it remains to show that every element
σ of E is of the form σk,π .
In the following, we shall show that π2 is an automorphism of Fq. We distinguish the following
two cases: ν = 3 and ν  4.
Lemma 3.11. Let ν = 3. Let [α] = [a1, a2, a3, 1, a5, a6] ∈ V(1), a1 = 0. Suppose σ([α]) = [α′] and
write [α′] = [a′1, a′2, a′3, 1, a′5, a′6]. Thenπ2(a2a5)+π2(a3a6) = 0. Moreover, a′1 = −π5(1)(π2(a2a5)+
π2(a3a6))
−1π2(a1)2 and for i = 2, 3,
a′i = −(π2(a2a5) + π2(a3a6))−1π2(a1)π2(ai),
a′ν+i = −π5(1)(π2(a2a5) + π2(a3a6))−1π2(a1)π2(aν+i).
Proof. Since [α] is a vertex, a1 + a2a5 + a3a6 = 0. As a1 = 0, we have a2a5 = −a3a6. Then
π2(a2a5) = π2(−a3a6). By Lemma 3.8, we have π2(a2a5) + π2(a3a6) = 0. If a2 = 0, from [α] ∼
[0, 0, 0, 1,−a−12 a1, 0], we deduce [α′] ∼ [0, 0, 0, 1,−π5(a−12 a1), 0], from which we have a′2 =
π5(a
−1
2 a1)
−1a′1. Similarly, if a3, a5, or a6 = 0, then a′3 = π6(a−13 a1)−1a′1, a′5 = π2(a−15 a1)−1a′1 or
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a′6 = π6(a−13 a1)−1a′1, respectively. Since [α′] is alsoavertexof1,wehavea′1+a′2a′5+a′3a′6 = 0.Hence
a′1 = −π5(1)(π2(a2a5) + π2(a3a6))−1π2(a1)2. Therefore, for i = 2, 3, if ai, a3+i = 0, we have a′i =
−(π2(a2a5)+π2(a3a6))−1π2(a1)π2(ai) anda′ν+i=−π5(1)(π2(a2a5)+π2(a3a6))−1π2(a1)π2(aν+i).
Note that a′i = 0 if ai = 0. The lemma holds 
Lemma 3.12. Let a ∈ Fq. Then π2(1 + a) = 1 + π2(a) for ν = 3.
Proof. Consider the image of the vertex [α] = [0, 1,−1, 1, 1, 1] under σ . Suppose [α′] = [0, k2, k3,
1, k5, k6]. Clearlyk2, k3, k5, k5 = 0. Let x, y ∈ F∗q with x+y = 1. Then [−x−1y−1, x−1, 0, 1, y−1, 0] ∈
V(1) and [α] ∼ [−x−1y−1, x−1, 0, 1, y−1, 0]. So
[0, k2, k3, 1, k5, k6] ∼ [−π5(1)π2(xy)−1, π2(x)−1, 0, 1, π5(1)π2(y)−1, 0],
which implies
π2(y)k5 + π5(1)π2(x)k2 = π5(1). (3.4)
Substituting x = y = 2−1 into (3.4), we obtain k5 +π5(1)k2 = π2(2)π5(1). We distinguish the cases
char(Fq) = 3 or = 3. Consider first the case char(Fq) = 3. Substituting x = 2, y = −1 into (3.4),
we obtain −k5 + π2(2)π5(1)k2 = π5(1). Solving the above two equations in k2, k5, we have k2 = 1
and k5 = π5(1). Now (3.4) becomes π2(x) + π2(y) = 1. Substituting x = 1 + a and y = −a, we
obtain π2(1 + a) = 1 + π2(a). For the case char(Fq) = 3, we have k5 + π5(1)k2 = 2π5(1). Then
k5 = (2 − k2)π5(1). Both k2 and k5 are nonzero, so we must have k2 = 1 and k5 = π5(1). As in the
above case we have π2(1 + a) = 1 + π2(a). 
Lemma 3.13. Let a ∈ Fq. Then π2(1 + a) = 1 + π2(a) for ν  4.
Proof. Supposeπ2(1+a) = 1+π2(a) for some a ∈ Fq. Sinceπ2(1) = 1 andπ2(−1) = −1,we have
a = 0,−1. Let b = −π−12 (1+π2(a)). Then b = 0 and π2(a)+π2(b)+ 1 = 0, while a+ b+ 1 = 0.
Let [α] = [−(a+b+1)e1+e2+ae3+be4+eν+1+eν+2+eν+3+eν+4], then [α] ∈ V(1). Suppose
σ([α]) = [α′]. Write [α′] = [a′1e1+a′2e2+a′3e3+a′4e4+eν+1+a′ν+2eν+2+a′ν+3eν+3+a′ν+4eν+4],
then
a′1 + a′2a′ν+2 + a′3a′ν+3 + a′4a′ν+4 = 0. (3.5)
From [α] ∼ [eν+1 + (a + b + 1)eν+2], we deduce a′2 = −πν+2(a + b + 1)−1a′1. Similarly, a′3 =
−πν+3(a−1(a + b + 1))−1a′1, a′4 = −πν+4(b−1(a + b + 1))−1a′1, a′ν+2 = −π2(a + b + 1)−1a′1,
a′ν+3 = −π3(a + b + 1)−1a′1 and a′ν+4 = −π4(a + b + 1)−1a′1. Substituting these expressions for
a′2, a′3, a′4, a′ν+2, a′ν+3, a′ν+4 into (3.5), we have
a′1 + (π2(a) + π2(b) + 1)πν+2(1)−1π2(a + b + 1)−2a′1 = 0.
Hence a′1 = 0. But as a + b + 1 = 0, a′1 = 0. A contradiction. Therefore π2(1 + a) = 1 + π2(a) for
every a ∈ Fq. 
By Lemmas 3.8, 3.12 and 3.13, we have immediately
Theorem 3.14. π2 is an automorphism of Fq.
Write π = π2 and k = πν+2(1).
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Lemma 3.15. Let [α] = [a1, a2, . . . , aν, 1, aν+2, . . . , a2ν] ∈ V(1), a1 = 0. Suppose σ([α]) = [α′]
and write [α′] = [a′1, a′2, . . . , a′ν, 1, a′ν+2, . . . , a′2ν]. Then a′1 = kπ(a1), a′i = π(ai) and a′ν+i =
kπ(aν+i), i = 2, . . . , ν .
Proof. If ai = 0 (aν+i = 0, respectively) for some i where 2  i  ν , then a′i = 0 (a′ν+i = 0,
respectively) and, hence, a′i = π(ai) (a′ν+i = π(aν+i), respectively). Since [α] ∈ V(1), we have
a1+a2aν+2+· · ·+aνa2ν = 0. But a1 = 0, there is at least an iwhere 2  i  ν such that aiaν+i = 0.
For i = 2, . . . , ν , if ai = 0, then [α] ∼ [eν+1 − a−1i a1eν+i], thus [α′] ∼ [eν+1 − kπ(a−1i a1)eν+i],
which implies a′i = k−1π(a−11 )π(ai)a′1. Similarly, if aν+i = 0, from [α] ∼ [−a−1ν+ia1ei + eν+1], we
deduce a′ν+i = π(a−11 )π(aν+i)a′1. Since [α′] ∈ V(1), we have
a′1 + a′2a′ν+2 + · · · + a′νa′2ν = 0.
Substituting the above expression of a′i for ai = 0 and a′ν+i for aν+i = 0 into the above equation and
simplifying, we obtain a′1 = kπ(a1). Hence a′i = π(ai) and a′ν+i = kπ(aν+i), i = 2, . . . , ν . 
Lemma 3.16. Let [α] = [0, a2, . . . , aν, 1, aν+2, . . . , a2ν] ∈ V(1). Suppose σ([α]) = [α′] and write[α′] = [0, a′2, . . . , a′ν, 1, a′ν+2, . . . , a′2ν]. Then a′i = π(ai) and a′ν+i = kπ(aν+i), i = 2, . . . , ν .
Proof. We prove only a′2 = π(a2) and a′ν+2 = kπ(aν+2); the other formulas can be proved in a
similar way.
We distinguish the cases a2 = 0 and a2 = 0. Consider first the case a2 = 0. Then a′2 = 0 and
clearly a′2 = π(a2). For the second formulawe distinguish further the cases aν+2 = 0 and aν+2 = 0. If
aν+2 = 0, then a′ν+2 = 0 and a′ν+2 = kπ(aν+2). If aν+2 = 0, from [e1−a−1ν+2e2+eν+1+aν+2eν+2] ∈
V(1) and [α] ∼ [e1 − a−1ν+2e2 + eν+1 + aν+2eν+2]we deduce [α′] ∼ [ke1 +π(−a−1ν+2)e2 + eν+1 +
kπ(aν+2)eν+2], which implies a′ν+2 = kπ(aν+2). These finish the proof of the case a2 = 0.
Now assume a2 = 0.We distinguish the cases aν+2 = 0 and aν+2 = 0. If aν+2 = 0, then a′ν+2 = 0
and a′ν+2 = kπ(aν+2). From [α] ∼ [e1 + a2e2 + eν+1 − a−12 eν+2] we deduce a′2 = π(a2). Then
consider the case aν+2 = 0. For any b2 ∈ F∗q and b2 = a2, there is a unique bν+2 such that
−b2bν+2 + b2aν+2 + a2bν+2 = 0. (3.6)
Since b2 = 0 and aν+2 = 0, we have bν+2 = 0. Clearly, [−b2bν+2e1 + b2e2 + eν+1 + bν+2
eν+2] ∈ V(1). By (3.6), [α] ∼ [−b2bν+2e1 + b2e2 + eν+1 + bν+2eν+2]. Then [α′] ∼ [−kπ
(b2bν+2)e1 + π(b2)e2 + eν+1 + kπ(bν+2)eν+2], which implies
−kπ(b2bν+2) + π(b2)a′ν+2 + kπ(bν+2)a′2 = 0. (3.7)
Combining (3.6) and (3.7), we obtain
π(b2)(a
′
ν+2 − kπ(aν+2)) + kπ(bν+2)(a′2 − π(a2)) = 0. (3.8)
Suppose a′2 − π(a2) = 0, then a′ν+2 − kπ(aν+2) = 0,
π(b2)
−1π(bν+2) = k−1(a′ν+2 − kπ(aν+2))(a′2 − π(a2))−1
and, hence, b
−1
2 bν+2 is independent of the choices of b2. Let b−12 bν+2 = λ = 0. Multiplying (3.6) by
b
−1
2 , we obtain −bν+2 + aν+2 + λa2 = 0, then
−λb2 + aν+2 + λa2 = 0. (3.9)
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When |Fq| > 3, there are at least two choices of b2 such that (3.9) holds. That is impossible. When|Fq| = 3, Aut(F3) = {id}. Then (3.8) becomes
b2(a
′
ν+2 − kaν+2) + kbν+2(a′2 − a2) = 0.
Since a′2 − a2 = 0 and a′2 = 0, we must have a′2 = −a2. Similarly, a′ν+2 = −kaν+2. Then (3.7)
becomes
−kb2bν+2 − kb2aν+2 − kbν+2a2 = 0.
Cancelling k, we obtain −b2bν+2 − b2aν+2 − bν+2a2 = 0, which contradicts (3.6). Therefore in
both cases |Fq| > 3 or |Fq| = 3, we must have a′2 − π(a2) = 0, i.e., a′2 = π(a2) and, hence,
a′ν+2 = kπ(aν+2). 
Let [α] ∈ V(1) and write [α] = [a1, a2, . . . , aν, 1, aν+2, . . . , a2ν]. Then we have proved that
σ([α]) = [kπ(a1), π(a2), . . . , π(aν), 1, kπ(aν+2), . . . , kπ(a2ν)].
Thus σ = σk,π . Therefore E is a group and E ∼= F∗q  Aut(Fq), ν  3.
Clearly, O
(1)
2ν (Fq) ∩ E = {id}. Hence the theorem is proved. 
Corollary 3.17. When ν = 2, | Aut(1)| = 2(q − 2)(q − 1)2q2. When ν  3, | Aut(1)| =
(q − 1)qν2−ν ∏ν−1i=1 (qi − 1)
∏ν−2
i=0 (qi + 1)[Fq : Fp], where p is the characteristic of Fq.
Proof. Let T ∈ O(1)2ν (Fq). Since e1T = e1, T is of the form
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 · · · 0 0 0 · · · 0
b2 a22 · · · a2,ν 0 a2,ν+1 · · · a2,2ν
...
...
...
... 0
...
...
...
bν aν,2 · · · aν,ν 0 aν,ν+1 · · · aν,2ν
c1 c2 · · · cν 1 cν+2 · · · c2ν
bν+2 aν+2,2 · · · aν+2,ν 0 aν+2,ν+1 · · · aν+2,2ν
...
...
...
... 0
...
...
...
b2ν a2ν,2 · · · a2ν,ν 0 a2ν,ν+1 · · · a2ν,2ν
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a22 · · · a2,ν a2,ν+1 · · · a2,2ν
...
...
...
...
...
...
aν,2 · · · aν,ν aν,ν+1 · · · aν,2ν
aν+2,2 · · · aν+2,ν aν+2,ν+1 · · · aν+2,2ν
...
...
...
...
...
...
a2ν,2 · · · a2ν,ν a2ν,ν+1 · · · a2ν,2ν
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ O2(ν−1)(Fq).
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And for an arbitrary choice of (aij) ∈ O2(ν−1)(Fq) and c2, . . . , cν, cν+2, . . . , c2ν , there is only one
unique choice of c1 and bi’s such that T ∈ O(1)2ν (Fq). So
|O(1)2ν (Fq)| = |O2(ν−1)(Fq)|q2ν−2 = qν
2−ν ν−1∏
i=1
(qi − 1)
ν−2∏
i=0
(qi + 1),
where the second equality is from [7, Theorem 6.21]. Note that O
(1)
2ν (Fq) ∩ E = {id}. Hence when
ν = 2,
| Aut(1)| = |O(1)2ν (Fq)| · |E| = 2(q − 2)(q − 1)2q2.
When ν  3, we have
| Aut(1)| = |O(1)2ν (Fq)| · |E| = (q − 1)qν
2−ν ν−1∏
i=1
(qi − 1)
ν−2∏
i=0
(qi + 1)[Fq : Fp],
as is well known that | Aut (Fq)| = [Fq : Fp]. 
4. The second subconstituents
Now we study the second subconstituent 2. For any vertex [α] = [x1, . . . , x2ν] of 2,
from e1S
tα = 0, we obtain xν+1 = 0. So any vertex [α] of 2 has a matrix representation of the
form
[x1, . . . , xν, 0, xν+2, . . . , x2ν], (4.1)
where xi ∈ Fq, x2xν+2 + · · · + xνx2ν = 0 and x2, . . . , xν, xν+2, . . . , x2ν are not all 0.
Lemma 4.1. The number of the solutions of the following equation
x1xν+1 + x2xν+2 + · · · + xνx2ν = 0
in the indeterminates x1, . . . , x2ν with x1, xν+1 = 0, is (q − 1)2(qν−1 − 1)qν−2.
Proof. Note that when x1, xν+1 = 0, (x2, . . . , xν) = (0, . . . , 0). There are (q − 1)2 choices for
x1, xν+1 = 0. And the number of nonzero vectors in the (ν−1)-dimensional spaceF(ν−1)q is qν−1−1.
For any x1, xν+1 = 0 and anynonzero vector (x2, . . . , xν), suppose x2 = 0, ifwe choose xν+3, . . . , x2ν
to be arbitrary elements ofFq (there are q
ν−2 choices), then xν+2 is uniquely determined by x1xν+1 +
x2xν+2 + · · · + xνx2ν = 0. Hence the lemma follows. 
Lemma 4.2. The number of the solutions of the following equation
x1xν+1 + x2xν+2 + · · · + xνx2ν = 0
in the indeterminates x1, . . . , x2ν with x1 = 0 or x1, x2 = 0, is (q − 1)q2ν−2, or (q − 1)2q2ν−3,
respectively.
Proof. There are (q− 1)q or (q− 1)2 choices for (x1, x2)with x1 = 0 or x1, x2 = 0, respectively. And
if we choose x3, . . . , xν, xν+2, . . . , x2ν to be arbitrary elements of Fq (there are q2ν−3 choices), then
xν+1 is uniquely determined by x1xν+1 + x2xν+2 + · · · + xνx2ν = 0. Hence the lemma follows. 
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Proposition 4.3. Let [α1] and [α2] be two vertices of 2 such that [α1] ∼ [α2]. Then |N(2, [α1]) ∩
N(2, [α2])| = (q − 1)(qν−2 − 1)qν−2.
Proof. Let [α1] ∼ [α2]. By Proposition 2.4 there is a matrix T ∈ O2ν(Fq) such that [e1T] = [e1],[α1T] = [e2] and [α2T] = [eν+2]. Let
M = {[α] ∈ V(2) : [α] ∼ [e2] and [α] ∼ [eν+2]}.
Then it suffices to calculate |M|. Let [α] ∈ M be of the form (4.1). From [α] ∼ [e2] and [α] ∼[eν+2], we have x2, xν+2 = 0. Then (q − 1)|M| is equal to the number of nonzero isotropic vectors
(x1, x2, . . . , xν, 0, xν+2, . . . , x2ν) ∈ F(2ν)q satisfying
⎧⎨
⎩
x2xν+2 + · · · + xνx2ν = 0,
x2, xν+2 = 0.
By Lemma 4.1, the number of (x2, . . . , xν, xν+2, . . . , x2ν) ∈ F(2ν−2)q satisfying
⎧⎨
⎩
x2xν+2 + · · · + xνx2ν = 0,
x2, xν+2 = 0,
is (q− 1)2(qν−2 − 1)qν−3. So |M| = q · (q− 1)2(qν−2 − 1)qν−3/(q− 1) = (q− 1)(qν−2 − 1)qν−2.
Proposition 4.4. Let [α1] and [α2] be two vertices of 2 such that [α1] ∼ [α2]. Then
|N(2, [α1]) ∩ N(2, [α2])| =
⎧⎨
⎩
q if ν = 2,
(q − 1)q2ν−4, or q2ν−3 if ν  3.
Proof. Consider first the case ν  3. By Proposition 2.5 there is a matrix T ∈ O2ν(Fq) such that[e1T] = [e1], [α1T] = [e2] and [α2T] = [e3] or [e1 + e2]. Let
M1 = {[α] ∈ V() : [α] ∼ [e2] and [α] ∼ [e3]},
M2 = {[α] ∈ V() : [α] ∼ [e2] and [α] ∼ [e1 + e2]}.
To prove the proposition, it suffices to show that |M1| = (q − 1)q2ν−4 and |M2| = q2ν−3.
Let [α] ∈M1 be of the form (4.1). From [α] ∼ [e2] and [α] ∼ [e3], we have xν+2, xν+3 = 0. Then
(q − 1)|M1| is equal to the number of nonzero isotropic vectors (x1, x2, . . . , xν, 0, xν+2, . . . , x2ν) ∈
F
(2ν)
q satisfying
⎧⎨
⎩
x2xν+2 + · · · + xνx2ν = 0,
xν+2, xν+3 = 0.
By Lemma 4.2, the number of (x2, . . . , xν, xν+2, . . . , x2ν) ∈ F(2ν−2)q satisfying
⎧⎨
⎩
x2xν+2 + · · · + xνx2ν = 0,
xν+2, xν+3 = 0.
is (q − 1)2q2ν−5. So |M1| = q · (q − 1)2q2ν−5/(q − 1) = (q − 1)q2ν−4.
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Let [α] ∈M2 be of the form (4.1). From [α] ∼ [e2] and [α] ∼ [e1 + e2], we have xν+2 = 0. Then
(q − 1)|M2| is equal to the number of nonzero isotropic vectors (x1, x2, . . . , xν, 0, xν+2, . . . , x2ν) ∈
F
(2ν)
q satisfying
⎧⎨
⎩
x2xν+2 + · · · + xνx2ν = 0,
xν+2 = 0.
By Lemma 4.2, the number of (x2, . . . , xν, xν+2, . . . , x2ν) ∈ F(2ν−2)q satisfying
⎧⎨
⎩
x2xν+2 + · · · + xνx2ν = 0,
xν+2 = 0,
is (q − 1)q2ν−4. So |M2| = q · (q − 1)q2ν−4/(q − 1) = q2ν−3.
For the case ν = 2, we only have to compute |M2|, which is q now. 
Theorem 4.5. 2 is edge-regular with parameters
(q(qν−1 − 1)(qν−2 + 1)/(q − 1), q2ν−3, (q − 1)(qν−2 − 1)qν−2).
Proof. Note that any vertex [α] of 2 has a matrix representation of the form (4.1)
[x1, . . . , xν, 0, xν+2, . . . , x2ν],
where xi ∈ Fq, x2xν+2+· · ·+xνx2ν = 0 and x2, . . . , xν, xν+2, . . . , x2ν are not all 0. There are q possi-
blechoicesofx1. Thenumberof (2ν−2)-dimensionalnonzero isotropicvectors (x2, . . . , xν, xν+2, . . . ,
x2ν) with (x2, . . . , xν) = (0, . . . , 0) is qν−1 − 1. If (x2, . . . , xν) = (0, . . . , 0), there are qν−1 − 1
choices for (x2, . . . , xν) of F
(ν−1)
q . Suppose x2 = 0, if we choose x3, . . . , xν to be arbitrary elements
of Fq (there are q
ν−2 choices), then xν+2 is uniquely determined by x2xν+2 + · · · + xνx2ν = 0. So the
number of the nonzero isotropic vectors (x2, . . . , xν, xν+2, . . . , x2ν)with (x2, . . . , xν) = (0, . . . , 0)
is (qν−1 − 1)qν−2. Hence |V(2)| = q(qν−1 − 1)(qν−2 + 1)/(q − 1).
Let us show that 2 is regular with valency q
2ν−3. Let [α] be any vertex of 2, then [α] ∼ [e1].
By Lemma 2.1, there is an orthogonal matrix T such that [e1T] = [e1] and [αT] = [e2]. Then
N(2, [α])T = N(2, [e2]), thus |N(2, [α])| = |N(2, [e2])|, which shows that 2 is regular. Let[β] ∈ N(2, [e2]), then [β] ∼ [e1] and [β] ∼ [e2]. [β] ∼ [e1] implies [β] is of the form
[x1, x2, . . . , xν, 0, xν+2, . . . , x2ν],
where xi ∈ Fq, x2xν+2 + · · · + xνx2ν = 0 and x2, . . . , xν, xν+2, . . . , x2ν are not all zero. From[β] ∼ [e2] we deduce xν+2 = 0. For any choices of x3, . . . , xν, xν+3, . . . , x2ν ∈ Fq and xν+2 ∈ F∗q ,
x2 is uniquely determined by x2xν+2 + · · · + xνx2ν = 0. Therefore
N(2, [e2]) = q · q2ν−4(q − 1)/(q − 1) = q2ν−3,
which is the valency of 2.
Finally, by Proposition 4.3, we conclude that 2 is edge-regular with the desired parameters. 
For the automorphism group of 2, we have
Theorem 4.6. Aut(2) = (Sym(Fq) × · · · × Sym(Fq))︸ ︷︷ ︸
|V(O(2(ν−1),q))|
× Aut(O(2(ν − 1), q)), where Aut(O(2(ν −
1), q)) is determined in [4].
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Proof. Note that any vertex of 2 can also be expressed in the form (a, [α]), where a = a1 and[α] = [a2, . . . , aν, aν+2, . . . , a2ν]where thefirst nonzero element among a2, . . . , aν, aν+2, . . . , a2ν
is chosen to be 1. Clearly, [α] ∈ V(O(2(ν−1), q)) and (a, [α]) ∼ (b, [β]) in2 if and only if [α] ∼ [β]
in O(2(ν − 1), q). We partition the set of vertices of 2 into classes in the following way: two vertices
(a, [α]) and (b, [β]) are in the sameclass if andonly if [α] = [β]. Clearly (Sym(Fq)×· · ·×Sym(Fq))×
Aut(O(2(ν − 1), q)) is an automorphism group of 2. Moreover, we will show that it is indeed the full
automorphism group of 2. Let σ ∈ Aut(2). Suppose σ((a, [α])) = (a′, [α′]) and σ((b, [α])) =
(b′, [α′′]), where a = b. We claim that [α′] = [α′′]. If not, there are total q · q2ν−4 = q2ν−3 vertices
of 2 adjacent with both (a, [α]) and (b, [α]) by (1.1). But also by (1.1) the number of vertices that
adjacent with both (a′, [α′]) and (b′, [α′′]) is q · (q2ν−4 − q2ν−5) = q2ν−3 − q2ν−4 if [α′] ∼ [α′′], or
q ·(q2(ν−1)−2−q2(ν−1)−3−q(ν−1)−1+q(ν−1)−2) = qν−2(q−1)(qν−2−1) if [α′] ∼ [α′′], which are
not the same as q2ν−3. Hence σ((a, [α])) = (a′, [α′]) for all a ∈ Fq. Thus σ , when restricted to the
first component of each class, is a permutation of Fq and when restricted to the second component, is
an automorphism of O(2(ν − 1), q). So σ ∈ (Sym(Fq) × · · · × Sym(Fq)) × Aut(O(2(ν − 1), q)). 
Corollary 4.7
| Aut(2)| =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
2(q!)2, if ν = 2;
2((q + 1)!)2(q!)(q+1)2 , if ν = 3;
(q!)(qν−1−1)(qν−2+1)(q−1)−1 | Aut(O(2(ν − 1), q))|, if ν  4;
where | Aut(O(2(ν − 1), q))| = q(ν−1)(ν−2) ∏ν−1i=1 (qi − 1)
∏ν−2
i=0 (qi + 1)[Fq : Fp].
Proof. This is clear from Theorem 4.6 and [4, Corollary 3.7]. 
Acknowledgement
We thank the anonymous referee for providing many constructive suggestions.
References
[1] A.E. Brouwer, A.M. Cohn, A. Neumaier, Distance Regular Graphs, Springer-Verlag, Berlin, Heidelberg, 1989.
[2] A.E. Brouwer, J.H. van Lint, Strongly regular graphs and partial geometries, Enumeration and Design, Academic Press, Toronto,
Ont., 1984, pp. 85–122.
[3] C. Godsil, G. Royle, Algebraic Graph Theory, Graduate Texts in Mathematics, vol. 207, Springer-Verlag, 2001.
[4] Z. Gu, Z. Wan, Orthogonal graphs of odd characteristic and their automorphisms, Finite Fields Appl. 14 (2008) 291–313.
[5] X.L. Hubaut, Strongly regular graphs, Discrete Math. 13 (1975) 357–381.
[6] J.J. Seidel, Strongly regular graphs, in: B. Bollobás (Ed.), Surveys in Combinatorics, Proc. 7th Brit. Comb. Conf., London Math.
Soc. LNS 38, Cambridge, 1979, pp. 157–180.
[7] Z. Wan, Geometry of Classical Groups over Finite Fields, second ed., Science Press, Beijing/New York, 2002.
