Nanoindentation, a common technique for probing the mechanical properties of crystalline materials, exhibits both surface and bulk-dominated responses that are linked to the parent crystal's elasticity and plasticity. For FCC crystals, the nanoindentation response is primarily controlled by the indented-grain's crystalline orientation and dislocation density. However, the indentation properties, such as hardness, have ambiguous significance at the nanoscale due to tip-specific size effects. Through extensive discrete dislocation dynamics simulations of flat-punch nanoindentation on FCC single crystals, we show that a one-to-one correspondence between an indented location and the pre-existing dislocation density is possible with the help of statistical, machine-learning algorithms. We cluster and classify various experimentally plausible ensembles with varying dislocation density and/or crystalline orientation, using nanoindentation force-depth curves or post-indent surface displacement images. We use this classification to statistically predict the nanoindentation response of a given location, through the average response of classified load-displacement curves.
I. INTRODUCTION
A primary goal of materials science is to document and establish quantitative connections between microstructure and properties. In an attempt to unveil mechanical deformation properties, material characterization probes range in type and scale, starting with typical tensile/compressive tests at the macroscale, to microscopy and indentation at the meso/micro scale. A common feature of these characterization approaches is their incomplete connection to deformation properties at the nanoscale, being typically plagued by microstructural size effects that challenge existing theories [1] [2] [3] [4] [5] [6] [7] [8] [9] .
A technique that has exemplified the difficulty of establishing property-structure linkages at the nanoscale is indentation, a direct mechanical probe of the local elastoplastic response in crystals [10] : At the homogeneous continuum level, indentation not only unveils elastic moduli but also, connects to the material's yield strength through explicit measurements of surface hardness [11, 12] ; however, at the nanoscale, nanoindentation has been traditionally considered a surface-dominated, local measurement [13] , with only limited bulk information being slowly deciphered over time [11, [13] [14] [15] , such as ceramic material toughness [16] , residual stresses [17] , fracture toughness in thin films [18] , and some power-law elasto-plastic or creep responses [19] .
A plausible expectation has been that bulk plasticity information is "hidden" in the statistical aspects of large collections of nanoindentation data. While there have been improvements in the speed of measurement and nanoscale mechanical precision, the nanoindentation statistical correlations at different spatial locations of a sample have been understudied.
Indeed, using a relatively accurate protocol, thousands of micron-deep indents may be performed in less than a day's time, thus enabling the generation of a high-throughput landscape of a single sample [15, 20] . In this paper, it is shown that the use of machine learning (ML) algorithms on high-throughput load-displacement and post-indentation image data may be helpful towards reliably characterizing one-to-one individual locations of Face Centered Cubic (FCC) crystals and predict average mechanical responses based on estimated pre-existing dislocation density and/or grain orientation. Moreover, it is demonstrated that experimental data on FCC single crystalline Ni, Al and Cu support this hypothesis.
Crystal nanoindentation is known to display both surface and bulk mechanical responses, depending on the size of the tip, the underlying dislocation density and the grain orientation: Strain-gradient plasticity theories [21] [22] [23] [24] and experiments [1, 3, [25] [26] [27] [28] [29] have shown that nanoindentation plasticity at small depths (≤ 50 µm) displays a strong dependence on the tip geometry, signalling that surface-induced dislocation nucleation controls plasticity [30, 31] .
However, at depths less than 1 µm or at a relatively large pre-existing dislocation density ρ 0 in the bulk, it is expected that the nanoindentation response is primarily dominated by bulk plasticity phenomena. The existence of this distinct physical regime
where b is the material's Burgers vector and h the indentation depth) [32] should allow for the classification of nanoindentation locations in terms of their high or low pre-existing dislocation density (see Fig. 1 for examples). Given that nanoindentation at small depths is known to display large plastic "noise", mentioned as "pop-in" events or simply avalanches [13, 32, 33] , the intensive use of statistical machine-learning approaches is required for the precise In this way, nanoindentation may be a key approach towards locally identifying dislocation densities and predicting the mechanical response at unknown surface locations on the same sample [34] [35] [36] [37] [38] [39] .
The primary focus of this work is the statistical analysis and validation of flat punch nanoindentation simulations in FCC single crystals, using three-dimensional discrete dislocation dynamics simulations (DDD) and machine learning methods. Keeping a wide range of grain orientations and pre-existing dislocation densities, nanoindentation simulations are performed to the depth of 15 nm, starting from an initially assumed flat surface. At small enough indentation depths, it is found that prior dislocation densities and grain orientations may be inferred from the force-displacement curves or the surface displacement images. Reliable protocols are demonstrated by using either unsupervised or supervised machine learning (ML) approaches, with input data comprised of the experimentally obtainable information of a) Load-Depth curves (e.g. see Fig. 2 ) or/and b) Surface deformation fields (e.g. see, for example, Fig. 3 ).
The remainder of this paper is organized as follows: In Section 2, we describe our 3D-DDD model for nanoindentation in FCC crystals that aims at being realistic but minimal. Using our 3D-DDD model, we demonstrate the flat-punch nanoindentation behaviors and mutual differences that are observed at a large range of dislocation densities, grain orientations, and Indentation depth is defined as the vertical distance the indenter tip has moved since the first contact against the sample surface.
depths. In the same section, we also discuss the theory of the ML protocols that we use. In Section 3, we present our ML results for high-throughput flat-punch nanoindentation data on using dislocation density and crystal grain orientation to classify and predict mechanical responses at large nanoindentation depths based on small-depth data. In Section 4, we discuss and validate the applicability of our ML methods on experimental data. Finally, in Section 5, we discuss our conclusions and possible future experimental validation pathways.
II. 3D-DDD NANOINDENTATION MODEL AND MACHINE LEARNING AP-PROACHES

A. Model: 3D-DDD for single crystal Cu
In DDD models, the dynamics of dislocation lines are solved explicitly, by discretizing dislocations into segments [40] that move into the direction of their total elastic force applied on them. For each dislocation line segment, the dynamical equation is [40] :
where −Bw is the viscous drag force contribution per unit line, and (σb) × ξ is the mechanical force contribution per unit line of dislocation (Peach-Koehler force) [41] . In finite volumes, the stress field σ is the sum of two fields: A field of dislocation-dislocation interactions, and a correction term originating in the boundary conditions. In this paper, the evolution of dislocation configurations is performed through the open-source software MoDELib (Mechanics of Defects Evolution Library) for finite volumes [40] : There are three primary steps in the MoDELib algorithm: First, dislocation lines are split into segments and nodes. Second, linear shape functions for each segment and nodal degrees of freedom are used for the total dislocation network, thus decomposing Eq. 1 into a system of equations for the nodal velocities. Finally, nodal velocities are used to update nodal positions and the dislocation configuration over time.
Our simulations start with an initially stress-free volume V , with a pre-existing dislocation configuration that contains dipolar dislocation loops with radii selected from a Weibull probability distribution [42] : in the region close to the indenter ( see Fig. 1 ). The finite volume has copper's elastic properties. Loading orientations may vary, including {100 }, {011 } and {111 }. Initial dislocation density ρ 0 ranges from 1× 10 11 m −2 to 1× 10 13 m −2 . Each indentation is assumed to be at an ideally flat surface location, with the flat-punch nanoindentation tip being of cylindrical shape, with radius r = 125 nm [40, 43, 44] . For each dislocation density and grain orientation, we consider the statistical sampling of 10 distinct initial dislocation realizations.
It is possible to demonstrate the existence of surface and bulk plasticity-dominated regimes by the statistical examination of avalanche events throughout the nanoindentation mechanical response and not only the largest event. In Fig. 4 , we show histograms of the events in two nanoindentation observables, the normalized dislocation density and the applied force. In Fig. 4 (a), we consider events in the variation of the dislocation density Ideal behavior of high/low density limits follows a probability function: We find that P(x) displays a probability distribution that contains a cutoff (see high/low density limits, in Fig. 4 (a)) that drifts with increasing dislocation density. This cut-off drift can be interpreted as transitioning progressively from surface-induced pop-in events (δρ/ρ nominal 5 × 10 −1 , see Fig. 4 (a)) to bulk-induced fluctuations. In addition, in Fig. 4 (b), we show the histogram of "force drop" events. For high initial dislocation densities (ρ ≈ 4 × 10 12 m −2 ) the smaller sized events in the distribution ( Fig.4 (b) ) decrease and we may deduce that a transition from surface nucleation to bulk multiplication happens for dislocation densities of about ρ ≈ 2 × 10 12 m −2 to 4 × 10 12 m −2 . In this way, through dislocation density and force fluctuations, it is evident that the distinction between surface and bulk indentantion amounts to classifying the noise responses of the force during nanoindentation.
For this purpose, we utilize a ML approach. 
B. Machine Learning Methods and Protocols
ML methods have been recently used in science and engineering [45] [46] [47] [48] , and have been also applied for the prediction of microstructural properties [48] , optimization of material design [49] , as well as inference of deformation history [50] . In the context of nanoindentation, ML has been increasingly used for the prediction of material properties such as strength,
hardness and elastic moduli [51] [52] [53] [54] [55] . In this paper, we investigate two particular ML approaches that are focused on the analysis of either post-indent displacement images (e.g. see [50] . The 2-point correlation data is collected in a matrix D, which may serve as input to any ML approach of interest:
. . . where each row of D contains the vector d ij :
where the correlation function C [k] [δ v |n i n j ], k = 1, N is modeled after the Materials Knowledge System in Python (PyMKS [57] ) scheme. Generally, correlations are defined by:
where C [k] [δ|n, n ] is the conditional probability of finding binned field values n and n at a distance vector δ away from each other, for the k th sample. S is the total number of space cells in the microstructure and s denotes a particular cell. m[s, n] defines the probability of finding value n in cell s. In the following, for clarity purposes, we label this ML scheme as Spatial Deformation Correlation-ML (SDC-ML).
In the absence of post-indent surface deformation imaging, it is sensible to directly examine and classify noise fluctuations in the force-displacement curves. Nanoindentation force-displacement curves may be used to obtain local material properties [12] , but specific local measurements present themselves with stochastic fluctuations [4, 33, 58] that influence the precise determination of mechanical properties. For the purpose of classifying noise fluctuations in the force-displacement nanoindentation curves, we utilize a recently proposed scheme to statistically distinguish such noisy signals [59] : The algorithm's (Timeseries ML or TS-ML) input consists of multiple discrete timeseries with time index i ∈ [1, T ] of a field X, where the signal is split into an arbitrary number of multiscale windows. The calculation of sequential estimation of the time-varying moments of order n at scale p and for sample j, is used for each field, capturing major flactuations in each window: Fluctuation moments are used to create a data matrix D for unsupervised or supervised ML methods. Here, we explore the effectiveness of both TS-ML and SDC-ML, by applying Principal Component Analysis (PCA [60] ) on the data matrices D, and using K-Means clustering [61] for classification. Then, we utilize the average behavior of classified smalldepth samples in order to provide statistical predictions of nanoindentation responses at large depths.
PCA is a dimension-reduction scheme that finds an ordered set of orthogonal basis vectors ("principal components", PC's) in a high dimensional space (e.g. correlation features or/and fluctuations of D). The data points of D that lie on the high-dimensional space are then projected on the PC's, retaining the variance of the data set and allowing feature visualization. In our ML approaches, we project the features of the data set on the first two PC's (PC1, PC2), since they consistently capture more than 99 % of the data's variance.
Initial cluster centroids are chosen (through K-Means) to the far left and far right of the PC1 axis, along the PC2 = 0 line (an example is shown in Fig. 8 ). Three hundred iterations of the algorithm were allowed in order to find the final location of cluster centers.
III. RESULTS: CLASSIFICATION OF DISLOCATION DENSITIES AND GRAIN ORIENTATIONS
A. Identification of dislocation density levels
Dislocation density at the macroscale can be connected to the hardness of a crystal through constitutive relations such as Taylor hardening [41] . However, such connections become difficult at the nano-scale due to noisy signals and intrinsic size-effects [62] [63] [64] [65] . In this section, we examine the theoretical possibility of 1-1 classification of surface locations with mechanical responses, where the local bulk dislocation density in indented samples is classified as low or high: In other words, we pursue the reliable distinction of the surface nucleation regime from the bulk multiplication regime in nanoindentation data. We utilize nine different initial and realistic dislocation densities ranging from ρ 0 = 1× 10 11 m −2 , to ρ 0 = 1× 10 13 m −2 . For each density, 10 runs were performed with different random initial conditions that follow the protocol described in Sec.IIa.
For TS-ML, we allow up to six time-varying moments, in six different windows, for Fig. 4 ), we concluded that a transition effect between surface nucleation and bulk multiplication happens at a density around ρ ≈ 3 × 10 12 m −2 . This is consistent with the behavior seen in Fig. 8(b) , where the separating line of low and high dislocation density regimes falls within the limits of points/samples ( Fig. 8 a) 
B. Identification of crystalline grain orientations
In a polycrystal, one expects that the grain orientation may also vary, as various indentation locations are explored. With respect to crystal plasticity, the modification of grain orientation in FCC single crystals should result in signatures on their elastic moduli, strength or/and hardening coefficients [24, 66, 67] . Analogous, but more complex dependencies have been observed in microindentation studies, especially for elastic moduli [68] [69] [70] [71] . However, joint effects of grain orientation on elasticity and plasticity have remained unexplored at the micro and nano scales. In this section, we showcase the applicability of ML algorithms on distinguishing crystal orientation from nanoindentation responses, while keeping dislocation densities nominally identical across orientations.
TS-ML and SDC-ML algorithms are applied on 3 different crystalline orientations ({111 }, {011 } and {100 }). In Fig. 3 (a) Fig. 11 (a) , PCA maps of displacement correlations display 3 distinct clusters, signifying the existence of a direct relationship between post-indent images and grain orientations. Fig. 11 (b) shows that TS-ML also displays three clusters, with cluster separation being more prominent than the one observed using SDC-ML.
The distinguishability of post-indent nanoindentation images can be investigated in the character of sample correlation functions (e.g. see Fig. 12 ), and whether it contains distinguishable features at deep or/and shallow depths. Such features on post-indent surface images are captured in a statistical manner, using either autocorrelations (deep-deep or shallow-shallow, Figs. 12 a, c, d, f) or cross-correlations (shallow-deep, Figs. 12 b, e ). Autocorrelations may be used to find similarities in the surface displacements, by examination of any two locations that are indented (deep-deep) or not intended (shallow-shallow). In An interesting feature seen in Fig. 12 is the inhomogeneity of shallow-deep correlations and shallow-shallow correlations. By observing the dynamical evolution of dislocation con- figurations (not shown), we concluded that the observed boundaries in Figs. 12 (b, c , e, f) between high and low intensity features, correspond to the areas where dislocation nucleation ( Figs. 12 (b, c) ) or/and significant dislocation motion ( Figs. 12 (e, f) ) take place.
The angles (± 45 • ) in Figs. 12 (b, c) Finally, we investigate how a joint modification of dislocation density and grain orientation may lead to a 1-1 classification of nanoindentation locations with particular grain orientation. In Figs. 13, 14 we observe the effects of dislocation density on distinguishing crystal orientation using TS-ML and SDC-ML, respectively. It is shown that increasing dislocation density influences the variance of emerging clusters, which nevertheless remains distinct in the small depths studied. 
C. Metrics on ML algorithms
The validity of our algorithms is quantified by using the so-called accuracy and F β scores [73] . Accuracy is defined as the fraction of correct predictions of the classifier. The F β scores are used to quantify the performance in each cluster:
where precision p is the number of correctly classified samples in a cluster divided by the number of all classified samples in the cluster, recall r is the number of correctly classified samples in a cluster divided by the number of samples that should have been in that cluster and β refers to the weight that r has on the score. In Fig. 15 , the metrics of the Kmeans clustering are shown for the TS-ML algorithm. In general, K-means scoring improves with increasing depth, and for h ≥ 14 nm, we reach over 90% accuracy ( Fig. 15 (a) ) on the classification of low and high dislocation density microstructures. The F β scores show that low dislocation densities are in general more distinguishable. An explanation can be provided by an in-depth look into Fig. 8 . In Fig. 8 (a) , showing the unclassified samples, it is observed that some low density samples will be misclassified (seen in Fig. 8 (b) ) as high density samples. Moreover, the K-Means algorithm, shows that the bulk dislocation multiplication regime starts for samples of pre-existing ρ 0 ≥ 4 × 10 12 m −2 (a third of the dataset), evident in the boundary region of Fig. 8 (b) . The remaining two-thirds of the In Figs. 16, 17 we show the metrics of the K-means clustering on the SDC-ML data matrix. In Fig. 16 , the dataset of 3 densities, as described in Section IIIa is shown. For very low depths ( 5 nm -7 nm), the accuracy and F -scores are high, reaching 100% identification in some cases. A plausible explanation is that at these depths, high-dislocation samples have yielded and their deformation field will be different than samples that have not entered the plasticity regime (low-dislocation). However, with the introduction of more samples, we can Fig. 17 ). The origin of this emergent variability is that the deformation field cannot provide an accurate measure of mechanisms that affect the whole crystal; Whether we are talking for surface nucleation or bulk dislocation multiplication, the crystal is highly affected inside the volume, and not on free surfaces.
D. Prediction of nanoindentation response
The ML classification of this work (TS-ML or SDC-ML) may be used to predict the statistical average large-depth nanoindentation response of unknown samples that are solely In Fig. 18 (a) an example of the average response of samples with low (red line) and high (blue line) initial dislocation density is shown. In contrast, in Fig. 18 (b) , the nanoindentation response of a single sample with nominal density of ρ 0 = 1 × 10 11 m −2 (red line -low dislocation density) and ρ 0 = 1 × 10 13 m −2 (blue line -high dislocation density) is shown. We can conclude that there is strong agreement between the average and actual responses, with the possible discrepancies accounted by the small number of samples for the average response and the possible misclassification of samples in the high dislocation density regime.
IV. APPLICATIONS & EXPERIMENTS
Our developed ML methods (see Section II B) have been shown to apply to the special case of flat-punch copper nanoindentation simulations (see Section III A). However, these approaches may be generally used on nanoindentation images or timeseries, either from experiments or simulations. The existence of distinct regimes distinguished by the grain orientation and dislocation density, should persist in general crystalline structures and for any nanoindentation tip shape.
We provide evidence for such general distinguishability, by showcasing the separation of experimentally nanoindented (with Spherical or Berkovich tips) FCC single crystal samples (Al, Cu) where the distinction originates from various applied in-plane tension levels (imposed using bending (see Ref. [20] )). The application of tensile stress in the samples enables bulk dislocation generation, which may also be observed in the nanoindentation force-depth response, or hardness measurements. In the absence of accurate measurements of dislocation density, TS-ML can provide a reliable approach for qualitatively identifying dislocation density levels in experimental settings. This fact may be verified in Figs. 19, 20 , where samples with no in-plane tension are captured in a different cluster than samples with tension. The well-defined cluster separation derives from the average nanoindentation response, shown in Fig. 21 . It is worth noting that we have not been able to identify any particular influence of oxide layers (common in Al samples) on our measurements, possibly hidden under the noisy signal. This work's focus has been to document that this approach works well in generic FCC datasets, evident in Figs. 19, 20. More specifically, in Fig. 19 , we show the application of TS-ML on single crystal Cu samples, under spherical indentation experiments (tip radius 5 µm). In Fig. 19 (a) , we observe a clear separation between strained (plausibly, high-er initial dislocation density) and un-strained (plausibly, low-er initial dislocation density) samples. The application of the K-Means algorithm (cf. Fig 19 (b) ) elucidates the dislocation density regime, following the discussion of Sec. III A. The indenter tip shape (flat punch (see Sec.II i), spherical or Berkovich) does not appear to affect the methods's applicability, and this is shown in Fig. 20, where we display the application of TS-ML on single crystalline Al and Cu samples, indented with a Berkovich tip. In the case of Al samples, the total strain imposed due to in-plane tensile engineering strain that ranged from = 0 to = 0.1 and for Cu samples (indented with either Berkovich or spherical tips), the range of total applied engineering strain was = 0 to = 0.16 (see Figs 19, 20) .
The full force-depth curve predictions, in analogy to Sec. III D (simulations), are seen in We investigated the question of crystal orientation distinguishability, and our main conclusion has been for the simple case of FCC copper single crystals indented by a flat punch tip, that a relatively small dataset of 10-30 samples in each examined case is enough to classify crystal orientations. Irrespective of the initially prescribed dislocation density, all studied orientations could be distinguished.
In regards to dislocation density distinguishability, we conclude that dislocation densities may qualitatively identified as "high" or "low", for generic FCC datasets: In particular, we found that there is a physical regime where samples can be classified as having either low or high dislocation density with accuracy ≈ 90%, corresponding to surface dislocation nucleation and bulk dislocation multiplication respectively, by examing high-order statistical moments of force-displacement nanoindentation curves from 90 different samples. High dislocation densities are also identifiable in post-indent images, with success even for small datasets. In addition to 3D-DDD simulations, these results were also validated in nanoindentation experiments, with a small sample shown in Section IV, with the application of the TS-ML algorithm on experimental data of pre-strained samples.
We believe that this work's methods may be used towards validating microscopy-based estimates of dislocation density levels which may display large variability. Such determination of local dislocation density in FCC crystals has been a longstanding goal of microscopy studies [41] : Transmission electron microscopy (TEM) methods [74] [75] [76] , X-Ray Diffraction (XRD [77] ) and Scanning Electron Microscopy (SEM [56] ) techniques can lead to approximate local estimates of the dislocation density, but studies of nano-and micropillars [3, 4, 7, [78] [79] [80] have shown that the density of nanopillars made of seemingly identical FCC materials may display substantial variability from 10 12 /m 2 to 10 15 /m 2 , while the microscopy-measured "dislocation densities" may be uncorrelated to the actual mechanical response [81] ;
Ultimately, the focus of this work has been the prediction of nanoindentation responses, which may eventually advance into an equation-free modeling method for nanoindentation, by utilizing a library of nanoindentation responses at all relevant depths and then, using low-depth classification for identifying appropriate ensemble averages [82] .
