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Abstract
A generic methodology is developed in this thesis to calculate the ther-
modynamic contribution due to high concentrations of charged defects in
ionic crystals. The aim of this methodology is to allow atomistic defect be-
haviour, such as correlation between defects, to be included in higher-level
simulation techniques, for example, when calculating phase diagrams (using
CALPHAD [1, 2]) or obtaining charge-concentration profiles through tech-
niques such as solving the Poisson-Boltzmann equation.
A number of Monte Carlo methods (specific-heat integration (SHI) [3],
Wang-Landau sampling (WL) [4,5] and nested sampling (NS) [6]) have been
applied to a model of a simple solid-electrolyte system. This is an example of
a system wherein defects in ionic crystals play a central role in the behaviour.
The methods are then used to calculate the thermodynamic properties of the
model; for example, it is shown that one can readily obtain the Helmholtz free
energy. These properties can in turn be used to parameterise simple regular-
solution approaches that allow the provision of a continuum-level description
of the free energy.
The thermodynamic description obtained from these Monte Carlo meth-
ods is compared to those given by more-traditional defect models, such as
ideal-solution theory and Debye-Hu¨ckel theory, and it is shown that the ther-
modynamic behaviour of our model system agrees with such a description in
the correct limits.
The SHI, NS, and WL methods are compared in terms of computational
efficiency and ease of implementation, and suggestions are made concerning
the applicability of the methods in different regimes.
Finally, some suggestions are made as to extensions and further applica-
tions of the work.
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Chapter 1
Introduction
“Hear and attend and listen; for this befell and behappened and became and
was: O my Best Beloved, when the tame animals were wild.”
Rudyard Kipling
Just So Stories
Real crystals are never perfect. The extremely low entropy of perfect-
crystal structures, composed of periodic arrays of atoms, means that the
probability of such perfect structures existing is vanishingly small particu-
larly as the temperature increases. [7] The entropic favourability of creating
irregularities in these structures drives the generation of point defects. Ex-
amples of these include missing atoms in the underlying lattice (vacancies) or
impurities (e.g., substitutions). These defects may be intrinsic to the mate-
rial or be produced by doping the material with impurities (extrinsic) and can
have a profound effect on the properties of the material, for example, affect-
ing its strength or resistivity. [8] This makes the ability to alter the number
and type of defects in a material a powerful tool as it enables the devel-
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opment, production and optimisation of technologies, for example, allowing
the improvement of semiconductors [9] and the design of high-temperature
superconductors [10, 11].
In recent years, there has been much focus on the properties of extrinsic
defects (specifically vacancies) in oxides. These extrinsic defects are created
by doping of one solid oxide with another, such as the doping of the ceramic
zirconia (ZrO2) with yttria (Y2O3) to form the ceramic yttria stabilized zirco-
nia. [12] The dopant is chosen such that the dopant cation is of lower valence
than the host cation. When one oxide is doped with the other the dopant
cation substitutes for the host cation and the mismatch in charge means that
charged oxygen vacancies are created to preserve charge neutrality. These
vacancies can exist in concentrations of the order of 10%. The existence of
these charged vacancies bestows an astonishing property upon these oxides
transforming them into solid electrolytes. [12].
One can examine this process in more detail by examining the cubic phase
produced by the doping of zirconia with yttria. One can think of the structure
of zirconia as being composed of a face-centred cubic lattice of zirconium ions.
The oxygen ions exist on the tetrahedral sites within this lattice forming a
simple-cubic structure nested within the face-centred lattice. When yttria
is introduced to this system the yttrium ions (Y 3+) substitute for zirconium
ions (Zr4+). In order to preserve charge neutrality within the cell vacancies
are created in the simple-cubic oxygen sub-lattice. It is these vacancies in
the sub-lattice that allow the transfer of oxygen ions through the crystal
structure and in turn causes the electrolytic properties of these solid oxides.
These charged vacancies mediate the transfer of charged oxygen ions as
19
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they effectively allow them to hop from lattice site to lattice site within the
oxide. [13] This allows a current of oxygen ions to be passed through the
material. This electrolytic property has allowed these materials to be used
in a whole host of technological applications. For example, in solid oxide fuel
cells the properties of the electrolytes are exploited to allow the passage of an
ionic current without significant electronic conductivity [14, 15]. These solid
oxide fuel cells typically consist of three components, an anode, cathode and
electrolyte. Oxygen (usually taken from the air) is reduced generating oxygen
ions. The solid electrolyte allows the transferral of these oxygen ions from the
cathode to the anode where they react with a gaseous fuel. This reaction, in
which the charged oxygen vacancies are created, generates electrons, which
are released to an external circuit whilst producing water, carbon dioxide
and heat as by-products.
The technologies that rely on these electrolytes are not only scientifically
interesting but also of extreme societal importance. For example, solid oxide
fuel cells are not only highly-efficient but are effectively a clean source of
energy due to the relatively low levels of carbon dioxide produced by the
reaction; this is the holy grail of current energy technology development given
the pollution levels generated from coal-fired power plants and the reliance
on the internal-combustion engine. Due to this the design and optimisation
of these fuel cells is an issue of substantial importance to industry.
The major problem facing large-scale fuel cell usage is the high operating
temperatures (≈1000K) required for them to efficiently generate electricity.
These high operating temperatures mean that the components required for
high-temperature operation are highly sophisticated and therefore highly ex-
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pensive. Lowering the operating temperature by a few hundred degrees would
allow cheaper components to be used (for example replacing ceramic inter-
connects with cheaper metallic materials) as well as reducing degradation of
the fuel cell. The high operating temperature is largely due to the fact that
the transferral of ions through the electrolyte is a diffusion based process
and any reduction in temperature could drastically lower the diffusion rate.
Hence the optimisation and design of these electrolytes is essential if these
fuel cells are to become efficient at lower operating temperatures. [16]
A key step in optimising these technologies is the pre-screening and design
of candidate materials before experimental work is carried out. This is an
area in which computational modelling has come to the fore as one can carry
out simulations to select materials with the desired properties circumventing
the need for a large number of expensive experiments.
When selecting a candidate material, knowledge of the phase stability at
operating conditions is of great import as one needs to know whether the
material will survive the extreme operating conditions. This pre-screening
is achieved through a thermodynamic assessment of the materials, using, for
example, the Calculation of Phase Diagrams (CalPhaD) methodology [1, 2],
where a number of thermodynamic models are constructed for the various
phases of the material under investigation. Through fitting to known exper-
imental and theoretical data one obtains a number thermodynamic models
that describe the Gibbs free energies of a phase as a function of environmen-
tal conditions. The free energies calculated from these models can then be
compared to give a prediction of the stable phase for a given set of envi-
ronmental conditions. Through the calculation of the phase diagram of the
21
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material of interest one can analyse whether the material will maintain its
desired properties for a range of experimental conditions.
It is apparent that methods such as these rely on a good description of the
free energy of the material under investigation. Unfortunately the models of
the free energy used within these methods are often based upon polynomial
functions that are parameterised to reproduce observable quantities rather
than via physical interaction energies. These polynomials are therefore spe-
cific to the material that they have been generated for and thus the validity
of the application of these polynomials to different system is questionable.
This means that the transferability of these models is very limited as there is
no guarantee that a model of the free energy of one system could be applied
to any other. This is evidently problematic when attempting to assess the
properties of novel materials, where little experimental work has been carried
out, as the data sets required to provide a good description of the free energy
of these systems may be severely underdeveloped. This has created a drive
to improve the underlying models within these methods basing the model on
physical interaction energies rather than an empirical fit to experimentally
observed properties.
This is exemplified by the case of solid electrolytes. If one seeks to ac-
curately predict the properties of novel materials one must have a good de-
scription of the defects within them as the behaviour of these defects can
be seen to have a large effect on the properties of the material. This has
been observed by both the findings of experimental and ab initio studies of
these solid electrolyte systems that points to the occurrence of ordering of
defects [16–19]. In fact, inclusion of this behaviour in these models is of
22
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vital importance as it is thought to be responsible for the drastic reduction
in conductivity of oxygen ions that is seen at high dopant concentrations
(≈ 8%). [16, 17] Therefore understanding the ordering of defects is critical
in maximising the efficiency of these solid electrolytes and as such one must
incorporate the effect of this ordering in these thermodynamic models.
Unfortunately, within techniques such as CalPhaD, it is very difficult to
include the effect of these defects when applying these techniques to novel
materials. When there is little experimental evidence available. the parame-
ters used are often transferred from studies of similar systems, however, the
process via which the polynomials are fitted renders it very difficult to assess
whether the free energetic description used is correct. As a result there is a
clear need to generate more physically motivated approaches through which
the free energetic contribution due to these defects can be included.
It is the goal of this thesis to develop a methodology through which one
may calculate the free energetic contribution due to these defects explicitly
from atomistic simulations. This calculated free energy can then be repre-
sented in such a manner as to allow its inclusion in the free-energy based
methods mentioned previously. The inclusion of these free energies gener-
ated from atomistic simulations will drastically improve the transferability
of these methods allowing these defects to be modelled explicitly for each
novel system assessed rather than attempting to extract this behaviour from
previously studied systems.
In the following section we will examine how traditionally atomistic in-
formation has been included in thermodynamic models. It will be shown
that, whilst powerful, these methods have not been extended to high de-
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fect concentrations, which is necessary for the study of systems such as solid
electrolytes where defect concentrations can be of the order of 10%. The
discussion will then turn to the state of the art approaches to estimating the
free energy due to high concentrations of defects and it will be seen that this
field is largely unexplored. Finally, the approach developed in this thesis will
be outlined. Advancements in statistical approaches to calculating the free
energy will be taken advantage of to obtain a description of the free energy
of these systems that includes the contribution due to high concentrations
of interacting defects. This free energy can then be included when assessing
properties such as phase stability.
1.1 Including Atomistic Behaviour in Ther-
modynamic Models
When discussing the traditional approach to including atomistic behaviour
in the description of the free energy one starts by examining the free energy
itself. This, as any good text book on thermodynamics will tell you, is defined
as
G = H − TS (1.1)
where G is the Gibb’s free energy, H is the enthalpy, T is the temperature
of the system and S is the entropy of the system.
When modelling charged point defects this Gibbs free energy (G) is often
represented differently. It is usually divided into a set of reference terms,
which describe the energy change associated with creating a mole of the
24
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substance from its elements, an entropic term, which is usually taken to be
the entropic contribution of a solution of non-interacting defects to the free
energy, and an excess term, which represents the deviation of this model
from the true free energy of the system (including the effects of interactions
between defects on both the enthalpy and entropy of the system). In the
case of low concentrations of point defects this excess term is usually taken
to be zero.
The power of thermodynamic models can be illustrated through examin-
ing the case of a system consisting of a pure component A and a number, nVa,
of vacancies (Va). Assuming the system contains nA atoms of type A and
nVa vacancies the Gibbs free energy can be written in the following form [20]:
G = nAG
a
A + nVaG
f
Va − (nA + nVa)TSideal (yA, yVa) (1.2)
where GaA is the Gibbs free energy of the hypothetical defect-free crystal of
pure compound A, and GfVa is the vacancy formation energy (the energy
cost of forming a defect), T is temperature and Sideal is the ideal entropy of
mixing. The model of the free energy given in equation Eq. (1.2) assumes
that the defect concentration is low enough that the defects can be assumed
not to interact; this is known as the dilute-solution model. This assumption
means that the entropy of mixing is equivalent to the logarithm of the total
number of states of the system, which, for lattice systems, one may readily
evaluate. The entropy is the logarithm of the total number of possible states
of the system because they all have the same energy due to the defects not
interacting, which corresponds precisely to the microcanonical Boltzmann
25
1. INTRODUCTION
expression for entropy. Furthermore this large number can be specified by
simple combinatorial mathematics [21]:
Sideal ({yi}) = −kB
∑
i
yi ln yi. (1.3)
where {yi} are defined as { ni∑
i ni
}. This equation allows one to evaluate the
favourability of forming a defect in the otherwise perfect lattice.
Knowledge of the terms comprising the Gibbs free energy, as in the case
of Eq. (1.2), allows the calculation of a number of thermodynamic properties
of the system. For example, through minimising Eq. (1.2) with respect to
the number of defects (in this case the number of vacancies (nVa) at constant
nA) one may obtain an estimate of the equilibrium concentration of these
defects for this system:
yVa = exp
(
−G
f
Va
kBT
)
. (1.4)
Approaches such as this have long been used to give descriptions of defect
behaviour in this dilute limit and this result is closely related to the seminal
works of both Frenkel and Schottky (see, e.g., [22]).
This straightforward result has led to the defect formation energy being
a property of much interest as it allows data from atomistic simulations to
be readily included in thermodynamic models. Through the assumption of
low defect concentration one is able to approximate the defect formation
energy as that of the formation energy of a single defect in isolation as the
defects are assumed not to interact. [23, 24] The formation energy can then
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be estimated through the calculation of the difference between the internal
energy of a system containing a single defect and the internal energy of
the system without this defect. This approach is aided by the advent of
powerful ab initio methods such as density-functional theory (DFT) [25,26].
For example, when values calculated in this manner are included in Eq. (1.4)
they allow one to calculate an estimate of the equilibrium concentration that
is dependent on the electronic properties of the system.
For charged defects, such as the extrinsic vacancies generated when pro-
ducing a solid electrolyte, the long-ranged nature of the Coulomb interaction
makes the implementation of these methods less straightforward and their
implementation questionable. In order to simulate bulk properties of the
system these methodologies apply periodic boundary conditions to a repre-
sentative supercell of the system (usually comprised of a few unit cells of the
crystal). This has the effect of repeating the unit cell throughout all space
and means that one is in effect calculating the properties of an array of defects
rather than a single defect. For charged systems the interactions between de-
fects are sufficiently long-ranged that the defects will interact even at large
separations. This leads to an inherent error in the total energy calculation of
the system due to the inclusion of the effect of spurious interactions between
the defect and its images in the periodic cell. To remove these interactions
from the total energy calculation, as one must if one seeks truly accurate
defect energies, one must take further steps. Normally one would calculate
an estimate of this error, either analytically or numerically and apply this
correction to the total energy calculation. There exist a number of schemes
to account for these spurious interactions, and the development of efficient
27
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methods is still an ongoing area of research. [27–31]
It is now possible to include accurate formation energies of charged defects
in the models of the free energy given above, however, it is apparent that these
methods still remain within the dilute regime as interactions between defects
are excluded. The question still remains as to how one may extend these
models to include interactions between defects within the the description of
the free energy.
As a first approximation to the free energetic contribution due to in-
teracting defects it has been proposed (independently by Teltow [32] and
Lidiard [33]) that one may go beyond the ideal description of the free energy,
by borrowing from the liquid-electrolyte community, specifically through the
use of Debye-Hu¨ckel theory (DH) [34] as this theory explicitly includes the
interaction between defects. It does so in a mean-field manner, describing
the charged defects as a system of point charges interacting with a screening
co-sphere of opposite charge due to all the other ions in the system. As will
be outlined in more detail in Chapter 8, one can describe this system via the
Poisson-Boltzmann equation
∇2 (φ1 (r)) = −4π
ǫ
2∑
s=1
csqs exp (−βqsφ1 (r)), (1.5)
where φ1 (r) is the electrostatic potential, cs and qs are the respective concen-
trations and charge of the ions within the system, ǫ is the dielectric constant
of the system and β is the inverse of Boltzmann’s constant multiplied by the
temperature.
Through assuming a low concentration of defects one may linearise this
28
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equation. This linearised form can be solved to give a description of the
electrostatic potential. Knowledge of this potential allows one to write down
an analytic description of the free energy, which may be used, with the ideal
terms, to describe the thermodynamic properties of the charged defects bet-
ter. The representation of the free energy now includes an estimate of the
effect of long-ranged Coulomb interactions of the defects. It has been shown
that this approach gives a good description of the free energy up to concen-
trations of 1% [35], well above what one might expect given that DH also
rests upon an assumption of low concentration. The success of this approach
will be reconfirmed in Chapter 8 through comparison of the DH method with
atomistic free energies calculated using our methodology. Although this DH
based approach has been the state of the art in the field for some time it
is not included in the CalPhaD methodology. Given the simplicity of its
formalism, one would think that its inclusion could be a straightforward and
immediate improvement.
Whilst clearly powerful this approach is still only applicable to low con-
centrations of defects (although it is applicable at higher concentrations than
the ideal solution model) as both the estimate of the formation energy and
DH approach both rest on an assumption of dilute concentrations of defects.
Therefore in the case of high concentrations of defects, as in the case of solid
electrolytes, one seeks a methodology in which the free energy can be better
estimated.
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1.1.1 High Concentrations of Defects.
The question I address now is how one should model the free energy of sys-
tems in which defects exist in concentrations above 1%. Unfortunately, the
development of thermodynamic models that account for these high concen-
trations of charged defects is not so straightforward. This is due to the fact
that in high concentrations the correlation between defect positions, analo-
gous to electronic correlation in DFT, must be accurately described. This
interaction is also highly unlikely to be well-represented by a mean-field ap-
proximation of the DH type as both experiment and simulation indicate the
ordering of these defects, which is not described by these models.
It has been suggested [20, 36] that one may utilise statistical mechanics
through the use of Monte Carlo (MC) methods in order to obtain a better
description of the free energy due to charged defects. In these methods one
calculates a weighted average over the possible configurations of these defects
in order to evaluate the thermodynamic properties. Some attempts have been
made in this direction [37, 38], however, the computational impracticality of
early MC schemes to calculate the free energy has led to this avenue of
investigation largely being ignored. Even for systems containing only a few
defects the possible number of configurations is extremely large rendering
these simulations prohibitively computationally expensive. This in turn has
lead to very little work being carried out in this field over the last ten to
fifteen years.
Fortunately, in the last few years there has been a resurgence in the
development of free energy MC methods in the statistical-mechanics com-
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munity [39–41]. These methods have been applied with great success to a
large number of systems ranging from soft-matter systems such as polymers
and proteins [42, 43] to systems described by path-integral formulations of
quantum mechanics [44]. Advances in the development of these methods
along with the increase in available computing resources allows one to return
to the problem of calculating accurate free energies of systems containing
high concentrations of defects. It will be the development and application of
these Monte Carlo methods to such systems, and the subsequent inclusion
of the free energies calculated via these methods in thermodynamic mod-
els, that will form the basis of this thesis. It will be shown that one can
indeed use these newly developed MC methods to calculate the free energy
of an atomistic model of charged defects. This free energy can then be
used to parameterise macroscopic thermodynamic approaches, such as the
regular-solution (see, e.g., [2,45]) and Redlich-Kister [46] models. These pa-
rameterised descriptions are of a form that can be included in techniques like
CalPhaD and will enable one to not only include an explicit description of
the contribution to the free energy due to the defects but one that is valid
well beyond the ideal limit. It is hoped that the inclusion of free-energies
calculated in this manner will ultimately improve the transferability of these
techniques.
This thesis is organised as follows. Initially the probability and statis-
tical mechanical theories required to understand this thesis are outlined in
Chapter 2. A description of the MC methods used in this thesis is given
in Chapter 3 and some comments regarding their implementation are made
in Chapter 4. This is followed, in Chapter 5, by a description of a model
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of charged defects in a solid electrolyte that will provide the test-bed for
the methodology developed within this thesis. The MC methods outlined in
Chapter 3 are then used to explore the properties of the electrolyte model in
Chapter 6, and allow one to examine a number of transitions that occur as
temperature is increased. Following this investigation the MC methods are
compared in terms of computationally efficiency in Chapter 7 motivating the
choice of method that is applied to calculate the free energy of the model
system as a function of temperature and concentration in Chapter 8. This
free energy is then used to parameterise thermodynamic models that can be
included as the excess term in the description of the total free energy of the
system, which one may use when, for example, calculating phase diagrams
using the CalPhaD methodology [1, 2].
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Chapter 2
Statistical Mechanics
“...while the individual man is an insoluble puzzle, in the aggregate he
becomes a mathematical certainty. You can, for example, never foretell
what any one man will do, but you can say with precision what an average
number will be up to. Individuals vary, but percentages remain constant.
So says the statistician. ”
Arthur Conan Doyle
The Sign of Four
In this chapter the statistical-mechanical and thermodynamic theories
required to understand the work contained within this thesis are outlined. It
is assumed that the reader has some knowledge of the foundations of these
theories, however, good text books [21,47,48] are recommended for reference
if required.
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2.1 Statistical Mechanics and Thermodynam-
ics
In classical statistical mechanics thermodynamic properties (or observables)
are known as macrostates. Macrostates are described as averages over the
possible values of the property attributable to combinations of the instanta-
neous positions and momenta of the particles in the system. These combi-
nations of positions and momenta are known as microstates.
One can define a microstate of a system of N spherical particles at a time
t in terms of the 3N position coordinates ({xj}) and the 3N momenta co-
ordinates ({pj}) of the particles where i = 1, 2, ...3N . These 6N coordinates
in turn define a 6N -dimensional space (known as phase space); every point
in this space represents a microstate of the system.
The total energy, E, of a microstate of the system is given by the Hamilto-
nian (H (xi, pi)). This in turn defines how the 6N coordinates of the system
vary with time through a set of equations of motion ({x˙i, p˙i}):
x˙i =
∂H (xi, pi)
∂pi
; (2.1)
p˙i = −∂H (xi, pi)
∂xi
. (2.2)
One can now define a macrostate (〈M〉) of the system as an average over
a probability distribution (ρ (xi, pi))
1 that gives the probability of being in
1In this work these probability distributions are assumed to be stationary, i.e., ∂ρ
∂t
= 0,
where t is time.
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a given microstate:
〈M〉 =
∫
M (xi, pi) ρ (xi, pi) dx1 · · · dx3N dp1 · · · dp3N∫
ρ (xi, pi) dx1 · · · dx3N dp1 · · · dp3N . (2.3)
These probability distributions define the thermodynamic ensembles that
one is traditionally used to working with. One obtains these distribution
starting from Liouville’s equation (Eq. (2.8)), which is derived through a
conservation of mass of probability in phase space [47].
One starts by considering a volume ω in phase space enclosed by surface
σ. The rate at which the mass of probability enclosed by this volume changes
with time can be written as
∂
∂t
∫
ω
ρd ω (2.4)
and the net rate at which the mass leaves ω across the surface can be written
as ∫
σ
ρ(v · n)d ω (2.5)
where v is the time derivative of the phase-space vector at the surface and n
is the normal to the surface. Using the divergence theorem one can rewrite
Eq. (2.5) as ∫
ω
div(ρv) dω. (2.6)
If one requires the total probability mass enclosed by phase-space to be con-
served, i.e., one assumes there are no sources or sinks then
∂
∂t
∫
ω
ρ dω = −
∫
ω
div(ρv) dω. (2.7)
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Using the definition of divergence this becomes
∂ρ
∂t
+
3N∑
i=1
(
∂ρ
∂xi
x˙i +
∂ρ
∂pi
p˙i
)
+ ρ
3N∑
i=1
(
∂x˙i
∂xi
+
∂p˙i
∂pi
)
= 0. (2.8)
This is Liouville’s equation.
Given that we have assumed a stationary probability distribution ∂ρ
∂t
= 0
the first term in Eq. (2.8) vanishes. On examining Eq. (2.1) and Eq. (2.2) one
can observe that the third term also vanishes. Therefore, Eq. (2.8) becomes
3N∑
i=1
(
∂ρ
∂xi
x˙i +
∂ρ
∂pi
p˙i
)
= 0. (2.9)
The trivial solution to Eq. (2.9)
ρ (xi, pi) = A, (2.10)
where A is a constant, defines the microcanonical ensemble. This defines
every microstate within the ensemble to have the same likelihood; applying
normalisation one obtains A = 1
Ω
, where Ω is the total number of microstates
of the system.
In practice one very rarely investigates a system microcanonically. In fact
one, more often than not, is investigating a sub-system of the total system.
The sub-system can exchange energy with the rest of the system but the
temperature of these systems is the same. The canonical ensemble is usually
described as a system in a very large heat reservoir. The total energy of the
system (subsystem and the reservoir) must be constant but the energy of the
reservoir and the sub system can vary. It follows that if these two systems
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are in equilibrium they will have a constant temperature T . Unfortunately,
as energy is not conserved within the sub-system Hamilton’s equations no
longer apply, as such another route to the probability distribution is required.
One can write down the probability ρj of the subsystem being in state j
with energy Ej,
ρj =
ΩRes(ETot − Ej)
ΩTot
, (2.11)
where ΩRes(ETot−Ej) is the total number of states that the reservoir can be
in when the subsystem is in state j and ΩTot is the total number of states
of the system. Using the definition of the entropy in the microcanonical
ensemble (S = kB ln Ω) one can rewrite Eq. (2.11) as
ρj =
exp
(
k−1B Sres(ETot − Ej)
)
exp
(
k−1B STot(ETot)
) . (2.12)
Defining U to be the average energy of the subsystem and using the additivity
of S one can write
STot(ETot) = S(U) + SRes(ETot − U). (2.13)
One can also rewrite the entropy of the reservoir as
Sres(ETot − Ej) = Sres(ETot + U − U − Ej), (2.14)
which can be Taylor expanded to give
Sres(ETot − Ej) = Sres(ETot − U) + (U − Ej)
T
(2.15)
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One can now insert Eq. (2.14) and Eq. (2.15) to obtain
ρj = exp
(
1
kBT
(U − TS(U))
)
exp
( −1
kBT
Ej
)
. (2.16)
Normalising the probability distribution one obtains
∑
j
ρj =
∑
j
exp
(
1
kBT
(U − TS(U))
)
exp
(
− 1
kBT
Ej
)
= 1, (2.17)
and defining Q to be the partition function
Q =
∑
j
exp
(
− 1
kBT
Ej
)
= exp
(
− 1
kBT
(U − TS(U))
)
(2.18)
it is possible to rewrite Eq. (2.16) as
ρj =
exp
(
−1
kBT
Ej
)
Q
, (2.19)
which is the canonical distribution that in turn defines the canonical ensem-
ble. Finally, remembering the energy of a microstate of our system is defined
by the Hamiltonian (H (xi, pi)) one can write the canonical distribution as
ρ (xi, pi) =
exp
(
−H(xi,pi)
kBT
)
Q
, (2.20)
where Q has now become an integral over the phase-space volume rather
than a sum over microstates,
Q =
∫ ∫
exp
(
−H (xi, pi)
kBT
)
dx1 · · · dx3N dp1 · · · dp3N . (2.21)
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2.1.1 The Partition Function
If one assumes a Hamiltonian of the form
H (xi, pi) =
p2i
2m
+ E(x), (2.22)
where the first term contains the kinetics and E(x) = E (x1, x2, · · · , x3N )
defines the configurational potential energy of a microstate at x, equation
(2.21) is separable. One can carry out the integration over momenta, which
results in a term related to the familiar temperature-dependent de Broglie
prefactor
(
Qde Broglie =
1
N !
[
V
h3
(2πmkBT )
3/2
]N)
, where the h3N and 1
N !
terms
arise from the division of phase space into volume elements.
Having carried out this integration one obtains
Q = Qde BroglieZ (E(x)) . (2.23)
One is therefore left with an integral that depends purely on the configura-
tions of the system
Z =
∫
exp(−βE(x))dx (2.24)
where β = (1/kBT ).
2.1.2 Thermodynamic Functions
All thermodynamic functions can be expressed either directly as Boltzmann
averages, or in terms of derivatives of Q with respect to β. For example, one
can observe from Eq. (2.18), that the Helmholtz free energy (F = U − TS)
39
2. STATISTICAL MECHANICS
of the system has already been derived, and can be written as
F = −β−1 ln (Q) . (2.25)
The internal energy (U) is the expectation value of the energy and can be
written as
U = −
(
∂ ln (Q)
∂β
)
V,N
(2.26)
=
3N
2β
+
∫
E(x) exp (−βE(x)) dx
Z
(2.27)
and one may therefore obtain the entropy (S) through the thermodynamic
relationship F = U − TS. Also of interest is the heat capacity at constant
volume, which is defined as
Cv =
(
∂U
∂T
)
V,N
(2.28)
= −
(
1
kBT 2
∂2 lnQ
∂β2
)
V,N
(2.29)
=
3NkB
2
+
1
kBT 2
(∫
E2(x) exp (−βE(x)) dx
Z
− U2
)
. (2.30)
It should therefore be apparent that if one can obtain the configurational
integral over a range of temperatures one can trivially obtain the configura-
tional thermodynamic properties of the system.
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2.1.3 The Density of States (DOS)
It is also worth noting that one can rewrite the configurational integral using
the energy of a microstate (ǫ) as a collective variable:
Z = Ω
∫
g (ǫ) exp (−β ǫ) dǫ, (2.31)
where
g (ǫ) = Ω−1
∫
δ (ǫ− E (x)) dx (2.32)
is the normalised density of states (DOS) in energy space, Ω is the total
number of microstates of the system, and δ is the Dirac delta function.
If one can obtain the DOS one can in turn calculate the configurational
integral through simple quadrature and, as such, calculate all thermodynamic
properties of the system. This representation of the configurational integral is
of particular interest as a number of the MC methods, outlined in Chapter 3,
allow one to estimate the DOS allowing one in turn to estimate any desired
thermodynamic property.
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Chapter 3
Monte Carlo Methods
“solitudinem faciunt pacem appellant”
Tacitus
Calgacus’ Speech To His Troops (A.D. 85)
Having outlined the requisite background knowledge in the previous chap-
ter the Monte Carlo methods used in this thesis will now be discussed. Ini-
tially a very brief outline of the theory underlying MC methods is given.
Following this there is a description of Metropolis-Hastings Monte Carlo
(MHMC) [49,50], which has long been the method of choice in the materials-
physics community, and is the starting point (if at the very least only philo-
sophically) of modern MC methods in materials physics. The focus of the
chapter will then turn to methods that allow one to estimate the Helmholtz
free energy , notably specific-heat integration (SHI) (see, e.g., [3]), Wang-Landau
sampling (WL) [4, 5], and nested sampling (NS) [6]. The applicability and
ease of implementation of the methods outlined here will be discussed in the
following chapter.
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3.1 Markov Chain Monte Carlo
If one wishes to estimate the value of a definite integral one can do so by
averaging over a large number of values of the integrand chosen at random.
In the limit of complete sampling one approaches the correct value of the
integral. In practice this can be achieved through the use of a random walk
(Markov Chain) in which one takes a path through the phase space of the
system from one value of the integrand to another. One achieves an estimate
of the property of interest by taking an average along this chain.
This process rests on the fact that one is sampling a stationary probability
distribution, i.e., one that doesn’t change with time. This can be guaranteed
by imposing the detailed-balance condition. A Markov process obeys detailed
balance if the transition probability P between states i and j obeys
πiPij = πjPji, (3.1)
where πi and πj are the equilibrium probabilities of states i and j respectively.
A Markov chain will satisfy this condition if and only if it is a reversible
Markov Process, i.e, the forward probability along the chain is equal to the
backwards probability. By summing over j on both sides of Eq. (3.1) one can
then show that this condition guarantees π to be a stationary distribution.
Therefore by constructing a Markov chain in such a way that Eq. (3.1) is
obeyed one is guaranteed to be sampling a stationary distribution.
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3.2 Metropolis-Hastings Monte Carlo (MHMC)
As outlined in Chapter 2, the thermodynamic properties of a system can
be calculated from the configurational integral (Eq. (2.24)). Unfortunately,
evaluating this integral or its derivatives by a brute-force method (like the
one mentioned above) is usually highly inefficient because the variation in
energy of a small number of the possible microstates at low energy may
have a disproportionate impact on the results. Or to put it somewhat more
colloquially, a very small proportion of the total number of microstates have
a very large effect on the estimate of the integral and because there are so
few of them they have a very low probability of being sampled.
Traditionally, MHMC [49,50]2 has been used to circumvent this problem
and is often the method of choice for evaluating thermodynamic functions of
a given system in the NV T ensemble, i.e., at fixed number of atoms and fixed
volume in contact with a thermal reservoir of temperature T . Following the
method one is able to bias a random walk in such a way that the simulation
is more likely to sample the possible configurations of the system that have
the largest effect on the thermodynamics.
To achieve this end one begins by examining a thermodynamic average,
for example, the internal energy,
U =
∫
E(x) exp (−βE(x)) dx
Z
.
2Metropolis Monte Carlo was generalised by Hastings and, as such, is known as
Metropolis-Hastings Monte Carlo in the probability-theory community. I shall also re-
fer to it by this name.
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One can note the probability of being in a given microstate at x is a Boltz-
mann distribution and as such can be expressed as
ρ (x) =
exp (−βE(x))
Z
,
where, as in Chapter 2, ρ is a probability distribution, which one should
recognise as the canonical ensemble Eq. (2.20). This observation suggests,
rather than brute-force sampling and calculating the integrand explicitly (ef-
fectively giving equal weight to all underlying configurations), one may be
better served by sampling configurations of the system with a frequency pro-
portional to a Boltzmann distribution of the energies of the configurations.
In order to sample the configurations according to the Boltzmann distri-
bution one can derive a biased random walk by accepting moves from point
xi to xi+1 with a probability given by the ratio of the probability densities
at the two points:
PAxi→xi+1min [1, exp (−β (E (xi+1)− E (xi)))] . (3.2)
This bias has the desired effect of forcing the random walk to sample accord-
ing to a Boltzmann distribution and, as such, the walk remains in areas of
phase space that have the largest impact on the calculation of the thermo-
dynamic averages of the system.
In practice one proceeds from an initial configuration and makes a nearest-
neighbour move in which a particle on the lattice is selected at random,
then one of the nearest-neighbour sites of this particle is then selected at
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random and a new configuration is generated, which is the same as the old
configuration except the particle now exists on the chosen nearest-neighbour
site. The acceptance criterion given in Eq. (3.2) is then applied and if the
move is accepted the energy of the new configuration is recorded and the
simulation is taken to be in this new configuration. If the move is rejected
the energy of the previous configuration is recorded and the simulation is
taken to remain in the same configuration as before.
This approach has the advantage that one never has to directly evaluate
the configurational integral. To estimate a thermodynamic property that can
be expressed as a Boltzmann average one merely keeps a record of the prop-
erty of interest after each move of the random walk whether the proposed
move is accepted or rejected. For example, one may obtain the heat capacity
at constant volume by recording the energy and the square of the energy of
the system after every move. The heat capacity can then be evaluated at
the end of the simulation through the use of Eq. (2.30). The pair correlation
function of the system at a given temperature may be obtained in a simi-
lar manner. One records the separation between charges as the simulation
progresses and applies a normalising procedure as a post-processing step.
Unfortunately, MHMC is carried out in the canonical ensemble and, as
a consequence, a simulation is required for every temperature one wishes
to examine. Consequently, the approach can be computationally expensive.
The formulation of the method also means that evaluating properties that
are not characterised as Boltzmann distributions, notably the Helmholtz free
energy (F ) or the entropy (S), is more challenging, and this is normally done
by integrating a function that can be calculated as a configurational average,
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which requires a whole series of long simulations to obtain the integrand at
each point on the path. This will be outlined in more detail in Section 3.3.1.
3.2.1 Using Rejected Monte Carlo Moves: Waste-Recycling
Monte Carlo (WRMC)
During any Monte Carlo process that relies on the acceptance and rejection
of moves (e.g., MHMC) one wastes a large amount of the data that has been
generated. Following [51,52], one can use these rejected moves to reformulate
MHMC and, instead of only including the value of the variable of interest of
the configuration one moves to (or remains in), one includes both variables
in the sum. For example, one may estimate the internal energy as
U ≈
N∑
i=1
PA
xi→xi+1E (xi+1) +
(
1− PA
xi→xi+1
)
E (xi) (3.3)
where N is the total number of MC iterations. In effect in Eq. (3.3) one
is including the energy of both states in the estimate of the internal energy
with a weight given by the probability of these energies being accepted. This
method, known as waste-recycling Monte Carlo (WRMC), is generalisable
for any rejection-based MC process and will be investigated in more detail
in Appendix D.
3.3 Calculating the Helmholtz Free Energy
The Helmholtz free energy (F ), is an important thermodynamic property as
it allows one to compare the stability of different phases of a system; the phase
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with the minimum Helmholtz free energy for a given volume, temperature
and number of atoms is the stable phase for those conditions. As such,
knowledge of the behaviour of the Helmholtz free energy of a system is of
real interest if one wishes to calculate phase diagrams and it is also used as
a driving in force in a number of irreversible thermodynamic techniques (e.g.
phase-field modelling). In statistical mechanics the Helmholtz free energy,
unlike the internal energy and heat capacity, cannot be obtained explicitly
from a Boltzmann-averaged quantity of the system. Instead it is obtained
through knowledge of the partition function (Z) or integration of the heat
capacity to obtain the entropy, which can then be combined with the internal
energy.
This section outlines of a number of techniques that allow one to obtain
the Helmholtz free energy of a system. The focus of the section is on MC
methods that are used to calculate the Helmholtz free energy in the chapters
following this one.
3.3.1 Specific-Heat Integration (SHI)
As outlined in section 3.2, having implemented MHMC, one can readily
obtain both the internal energy and heat capacity of the system. The free
energy of the system can then be obtained by SHI, taking advantage of the
following thermodynamic relations. From thermodynamics one knows that
the Helmholtz free energy (F ) of the system at a temperature (T ) is given as
F (T ) = U (T )− TS (T ) , (3.4)
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where the internal energy (U (T )) can be readily obtained through MHMC.
One can then use the following relation between the heat capacity and en-
tropy of the system,
S (T ) =
∫ T
0
CV (T
′)
T ′
dT ′, (3.5)
to obtain the entropy at a given temperature from a number of MHMC
simulations. In practice one may use a simple numerical integration scheme
after calculating the heat capacity over an evenly spaced temperature range.
In summary, by using data obtained from MHMC and equations (3.4) and
(3.5) one can straightforwardly obtain the free energy of the system.
Obtaining an absolute Helmholtz free energy via this method requires
knowledge of the value of the entropy at zero kelvin in order to calculate the
constant of integration in equation (3.5). Fortunately, for lattice systems this
can be evaluated through simple combinatorics if one has knowledge of the
ground state of the system.
There are two major drawbacks to this approach. Firstly, ensuring con-
vergence in the simulations at very low temperatures can be computationally
expensive as the thermodynamics of the system may be dominated by a few
microstates, which it may take a huge number of MC moves to find. Secondly,
even if one can converge results at these low temperatures, because each sim-
ulation takes place in the NV T ensemble one has to carry out simulations
over a wide range of temperatures adding further to the computational cost.
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3.3.2 Calculating the Density of states
The computational cost of SHI has driven the MC community to search for
alternative methods to calculate the Helmholtz free energy . This has led to
the DOS becoming a desirable property to estimate, as it is a temperature-
independent property, that, in theory, should allow one to obtain any ther-
modynamic quantity at any temperature from a single simulation through
simple quadrature.3
A Simple Histogram Approach (Binning)
The simplest way in which one can obtain an estimate of the DOS is to
record in a histogram the number of times each region of energy space is
visited throughout a MHMC simulation. In the limit of infinite sampling
this should converge to the equilibrium probability distribution of the system
at this temperature, which will be equivalent to the DOS multiplied by the
Boltzmann factor at this temperature. From this estimate one can then gain
an estimate of the DOS, and therefore the thermodynamic properties, at any
temperature through dividing the values in the histogram by the Boltzmann
factor. [3, 53, 54].
A major advantage of this method is that they can be implemented within
a standard MHMC simulation for very little computational cost as they use
the statistics generated by a MHMC simulation without requiring any further
calculations. One merely records the energy of every attempted move.
3Calculations of the DOS in this thesis take place at a constant volume with a constant
number of charged defects. Whilst the entire temperature range is obtained from a single
simulation one must therefore carry out a simulation at each concentration of interest.
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Unfortunately, as system size increases, the number of samples required
to accurately converge the DOS over the entire energy range increase dramat-
ically. An increase in system size leads to a dramatic increase in the number
of possible configurations of the system. Thus in order to accumulate accu-
rate statistics for a given range in energy of the DOS one must sample more
and more configurations. If one could carry out a simulation for an infinite
period of time one would still converge to the correct DOS but the inordinate
computational cost of doing so renders this method untenable for anything
but the smallest systems [3].
Wang-Landau Sampling (WL)
The challenges associated with simply updating a histogram that tends to
the DOS as the simulation progresses has stimulated a search for more robust
methods to calculate the DOS. One of the more-popular of these methods
is an approach developed by Wang and Landau [4, 5, 55]. This method is
widely used, has been generalised for off-lattice systems [56–58], and has
now been applied to systems ranging from metals [59] to proteins [42,60,61].
Areas of current focus include the adaptation of the method for large-scale
super computers [62,63] and the incorporation of the method into molecular-
dynamics simulations [64].
To derive the method one proceeds from a reformulation of the configu-
rational integral, Eq. (2.31), in terms of the normalised DOS of the system
g(ǫ) at energy ǫ (Eq. (2.32)):
Z = Ω
∫
g (ǫ) exp (−β ǫ) dǫ,
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where, as before,
g (ǫ) = Ω−1
∫
δ (ǫ− E (x)) dx
is the normalised DOS, Ω is the total number of microstates of the system,
and δ is the multi-dimensional Dirac delta function. As mentioned previously,
given g(ǫ) (and knowledge of Ω) one could calculate the configurational in-
tegrals and, thus, the thermodynamics of the system at any temperature
by simple quadrature. Unfortunately, in most cases of interest, one has no a
priori knowledge of g(ǫ). The aim of the WL method is to sample the system
in such a way that g(ǫ) can be accumulated as a single simulation progresses.
Following [65], one first seeks to obtain a Metropolis-like acceptance cri-
terion from the detailed-balance condition requiring that, at equilibrium, the
net flux of random walkers between the set of microstates with energy ǫi and
those with energy ǫi+1 must be zero. This condition can be expressed in
terms of the density of walkers, n (ǫ), the probability, P (ǫi+1|ǫi), of attempt-
ing to make a move from any one of the initial microstates in the set with
energy ǫi to any microstate in the set with energy ǫi+1, and the probability,
PAǫi→ǫi+1 , that this move will be accepted:
n (ǫi)P (ǫi+1|ǫi)PAǫi→ǫi+1 = n (ǫi+1)P (ǫi|ǫi+1)PAǫi+1→ǫi . (3.6)
One can observe that if n(ǫ) is taken to be the equilibrium distribution and
P (ǫj|ǫi)PAǫi→ǫj is taken to be the transition probability Eq. (3.6) can be seen
to be equivalent to the original detailed balance condition given in Eq. (3.1).
As will be shown below, one can observe that if the system is sampled
evenly in energy space (n (ǫj) = n (ǫj+1)), one can derive an acceptance
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criterion related to the DOS. The Wang-Landau approach will invert this
observation systematically improve an estimate of the DOS, which will be
taken to have converged to the true DOS when the Monte Carlo algorithm
has reached the point where it is sampling the system evenly in energy space.
One can observe that if the system is sampled evenly in energy space,
i.e., if
n (ǫj) = n (ǫj+1) , (3.7)
one obtains
P (ǫi+1|ǫi)PAǫi→ǫi+1 = P (ǫi|ǫi+1)PAǫi+1→ǫi . (3.8)
Conversely, if one can define an acceptance criterion that will ensure Eq. (3.8)
is satisfied, then from Eq. (3.6) the sample population n(ǫ) must be uniformly
distributed in energy. This is rather straightforward to achieve, as follows.
If the microstate to which a random walker will attempt to move is chosen
in an unbiased manner, the probability of attempting to move to any given
microstate with energy ǫ is equal to the normalised DOS at that energy (i.e.,
P (ǫ|ǫj) = g (ǫ)), so that
g (ǫi+1)P
A
ǫi→ǫi+1 = g (ǫi)P
A
ǫi+1→ǫi . (3.9)
By enforcing a Metropolis-style sampling criterion, the probability of accept-
ing a move to a given microstate will be given by
PAǫj→ǫj+1 = min
[
1,
wǫj+1
wǫj
]
, (3.10)
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where wǫj is a weight associated with each energy. (In conventional MHMC
these weights are set equal to the Boltzmann factor). Substituting Eq. (3.10)
into Eq. (3.9) one obtains a condition that the weights must satisfy:
g (ǫi+1)wǫi+1 = g (ǫi)wǫi . (3.11)
This holds for all energies only if wǫi ∝ 1g(ǫi) or wǫi = 0 ∀ i. This result
implies that Monte Carlo moves based on the acceptance criterion,
PAǫj→ǫj+1 = min
[
1,
g (ǫj)
g (ǫj+1)
]
, (3.12)
will satisfy detailed balance in the form required, implying that the walk-
ers are distributed evenly in energy. The strategy of WL is to ensure that
this acceptance criterion is approached as the system evolves, so that the
distribution of walkers will converge to a constant value of n(ǫ) for all i.
In the WL method one proceeds by systematically improving an initial
estimate of the DOS (g0(ǫ)) (usually this is chosen such that g0 = 1). A
random walk is taken according to (3.12) and, after every attempted move,
the estimate of the DOS for the current energy of the system is increased by
some multiplicative factor f . In practice one maintains a record of ln g (E)
and increases it according to
ln (gj+1 (ǫi)) = ln (gj (ǫi)) + ln f, (3.13)
where j indicates a point along the random walk. In theory this process
should be repeated until the walkers have visited all regions of energy space
54
3. MONTE CARLO METHODS
“equally”, i.e., Eq. (3.7) is satisfied. This, in turn, means that Eq. (3.8) holds
and, thereby, satisfying Eq. (3.11) implies that the estimate of the DOS has
converged to the true value. However, the probability of every region of
energy space being visited an equal number of times is extremely small so, in
practice, simulations could continue indefinitely if this convergence criterion
is applied. Instead, in the original implementation of WL, energy space is
divided into “windows”, and a histogram is updated every time a window
is visited by a walker. The simulation is taken to be converged when this
histogram satisfies some (user-defined) flatness criterion.
A proof of convergence of this procedure is somewhat involved and has
been given in [66]. The authors show that by starting with an initial guess
and applying the Wang-Landau approach, as the simulation progresses the
probability distribution (based on the initial guess that is updated as the sim-
ulation progresses) describing the probability of being in a given region of
energy space will approach and fluctuate around a uniform distribution where
the fluctuations are of the order of 1√
ln f
. The proof proceeds by defining the
difference between the probability distribution and the uniform distribution
and showing that this difference can either decrease or increase. This implies
that rather than converging to the uniform distribution the probability dis-
tribution will either fluctuate around the uniform distribution or move away
from it. The authors then show that the second situation does not occur
as the estimated probability distribution cannot escape the vicinity of the
uniform distribution and prove by contradiction that any attempt to move
away from this region causes the estimate to collapse back into it.
It was also suggested in [66] that, as the relative error in the histogram
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scales as
√
ln f , and therefore the statistical fluctuations in the histogram are
proportional to 1√
ln f
, a more-stringent requirement for convergence (than an
arbitrary user-defined flatness criterion) is that each region of energy space
(in practice each histogram bin) has been visited at least 1√
ln f
times. This
is the criterion for convergence (for a given value of f) used in our current
work.
Recently the convergence criterion one applies has been the focus of some
interest [65–73]. Belardinelli et. al. [71–73] have showed that the traditional
WL approach leads to a saturation in error in the estimated DOS, which can
never be overcome no matter how small a value of f is chosen. They suggest
using the relation f = 1
t
where t is the number of MC steps and carrying out
the simulation until f is taken to be sufficiently small, i.e., a given number of
MC steps have been carried out. This approach was not used for this present
work but it’s inclusion may be an interesting line of study.
Knowledge of the statistical fluctuations in the histogram (and the DOS)
also motivates the choice of value for the update factor f . In principle one
would like to use a value of f which is as small as possible to minimise this
error. However, such a choice renders the simulation very computationally
expensive due to the number of iterations required for the walkers to explore
phase space. On the other hand, since the value of f implicitly limits the
accuracy of the convergence, a large value may not allow the DOS to con-
verge with sufficient accuracy. In order to address this issue one repeats the
WL procedure a number of times, using the DOS from the previous iteration
obtained using a larger value of f , as the starting point for the next. By sys-
tematically reducing the update factor for each WL iteration one successively
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gains a better approximation of the DOS of the system whilst minimising the
computational cost.
In practice one starts with f = e (i.e., ln f = 1) and, once the convergence
criterion has been met, this value of ln f is reduced by an order of magnitude
and the process is repeated, reducing the update factor in the same manner
each time the convergence criterion is met. This is carried out until the
update factor has a minimal impact on the previous estimate of the DOS. It
is at this point that one assumes an accurate estimate of the DOS has been
obtained. The effect of the convergence parameter on the normalised DOS
is illustrated in Fig. 3.1 for the 2:1 electrolyte system that will be outlined
in detail in Chapter 5.
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Figure 3.1: Evolution of the normalised density of states of a model YSZ sys-
tem consisting of 24 charged defects (16 yttrium substitutions and 8 oxygen
vacancies) on a lattice consisting of 4× 4× 4 fluorite unit cells with periodic
boundary conditions, over successive Wang-Landau iterations, with values of
the update value f as indicated.
57
3. MONTE CARLO METHODS
As mentioned in [5], rather than calculating the exact DOS of the system,
one in fact calculates a relative DOS; in practice one calculates the DOS of
the system multiplied by a simulation-dependent constant. However, one
can readily obtain a normalised DOS from a WL simulation. Thus the only
remaining unknown in Eq. (2.31) is the total number of microstates of the
system (Ω). As all the simulations to be carried out in this thesis will take
place on a lattice, Ω can be directly enumerated through combinatorics (see
e.g., [21]). Thus, having calculated g (E) (and Ω), one can evaluate Eq. (2.31)
(and therefore all required thermodynamic functions) through simple quadra-
ture.
To summarise, when implementing the WL method one divides the energy
range of the system into evenly spaced windows in energy. This allows the
generation of two histograms, one that provides an estimate of the logarithm
of the DOS (one records the logarithm of the DOS rather than the DOS
itself due to the limits of double precision numbers) and one that records
the regions of energy space visited by the random walk. The initial values of
both histograms are set to zero. One proceeds by carrying out MC moves ac-
cording to Eq. (3.12) using the histogram describing the estimate of the DOS
to calculate the probability of acceptance. This is achieved by generating a
new configuration, calculating the energy of both the old and new configu-
ration, and assessing whether this new configuration is accepted according
to Eq. (3.12). If the move is accepted the system is taken to be in this new
configuration, else, it remains in the previous configuration. The energy of
this final configuration is calculated and the histograms are updated. The
estimate of the logarithm of the DOS is updated by adding the update factor
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ln f to the histogram bin that the energy of the final configuration resides in.
The histogram recording where in energy space the random walk has been
is updated in the same way by incrementing the value of the histogram by
one. This histogram is then checked according to the chosen convergence
criterion. If the convergence criterion is not met this process is repeated.
If the convergence criterion is met the update factor ln f is reduced by an
order of magnitude and the histogram recording where the walker has visited
is reset. The whole process then starts again until the process has converged
for a suitably small value of ln f chosen by the user.
3.3.3 Nested Sampling (NS)
NS is a Bayesian Monte Carlo method developed by Skilling [6,74–77], which
when applied in a statistical-mechanical context, can be used to estimate
the configurational integral. It has been widely used in the field of astro-
statistics [78–80] and was first applied to the field of molecular modelling by
Pa´rtay et al. [81,82], who translated the method into a statistical-mechanical
formalism and illustrated the power of the method by mapping the energy
space of a series of Lennard-Jones clusters. It is worth noting, as mentioned
in [83], that this method was also developed independently by Do et al.
[84,85]. The derivation outlined below is my own and differs somewhat from
those given in the literature; emphasis is placed on the quantities that form
the focus of this thesis, such as the DOS. Derivation of the NS method in
the literature are commonly given in the language of Bayesian probability
theory [86], and for an introduction to this field I recommend the textbooks
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by MacKay [87] and Jaynes [88]. Like the WL method the NS method is
temperature independent allowing the full thermodynamics of the system to
be calculated over the entire temperature range from a single simulation.
To formulate the method one returns to the configurational integral ex-
pressed in terms of the DOS:
Z = Ω
∫
g (ǫ) exp (−β ǫ) dǫ.
One proceeds by defining the integral of the phase-space volume up to a
given energy ǫ. This is equivalent to defining a sub space of phase space that
contains the volume of phase space associated with an energy less than ǫ.
One can express this volume as the integral of the DOS up to ǫ:
G (ǫ) =
∫ ǫ
−∞
g (ǫ′) dǫ′. (3.14)
Taking the derivative of this equation one can express the DOS in terms of
this integrated DOS:
g (ǫ) ≈ lim
∆ǫ→0
G (ǫ+∆ǫ)−G (ǫ)
∆ǫ
≈ G (ǫ+∆ǫ)−G (ǫ)
∆ǫ
. (3.15)
One can therefore write down an approximate configurational integral,
Z ≈
∫
G (ǫ+∆ǫ)−G (ǫ)
∆ǫ
exp (−β ǫ) dǫ, (3.16)
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which can be re-expressed as a summation:
Z ≈
∑
i
(G (ǫi+1)−G (ǫi))
∆ǫ
exp (−β ǫi)∆ǫ (3.17)
≈
∑
i
(G (ǫi+1)−G (ǫi)) exp (−β ǫi) . (3.18)
The Boltzmann distribution is strongly peaked around the low energy
states, which implies they have a larger impact on the calculated value of
the configurational integral at low and moderate temperatures. Therefore,
one chooses to sample linearly in log (G (ǫ)) to allow the simulation to spend
more time sampling these dominant regions of phase-space. If this condition
is imposed then for a given index i the volume of phase space available for
sampling should be some fixed fraction (α) of the volume available of the
index above it:
G (ǫi) = α× G (ǫi+1) , (3.19)
where, 0 < α < 1. One can immediately observe that
G (ǫi) = α
i × G (ǫmax) (3.20)
and given that one may readily calculate G (ǫmax),
G (ǫmax) =
∫ ǫmax
−∞
g (ǫ′) dǫ′ = 1, (3.21)
one can rewrite equation (3.18) as
Z ≈ Ω
∑
i
(
αi−1 − αi) exp (−β ǫi) . (3.22)
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One now has a means of estimating Z and therefore the thermodynamic
properties of the system. The question remains as to how to calculate the
value of α.
In practice, when randomly drawing sets of samples, the fraction of the
total phase-space volume defined as having an energy less than the highest-
energy sample will not have a fixed value. Fortunately, following Skilling [6],
one may construct an algorithm in such a way that it is possible to estimate
α probabilistically.4 The algorithm proceeds as follows. Initially, a set of
K configurations are taken by randomly sampling the system without any
bias. The sample with the highest energy is recorded (the energy of this
configuration will become the first sample energy in the estimation of the
configurational integral) and then K samples are drawn from the system
that are lower in energy than this initial sample. This is achieved by using a
strictly-bounded-rejection sampler, where a new configuration is accepted if
it has a lower energy than the energy of the configuration it is replacing but
is rejected otherwise. The new configuration is generated by selecting a pre-
existing configuration in the sample set, cloning it and moving each particle in
the configuration by a given number of nearest neighbour moves. The number
of nearest-neighbour moves is, in effect, a tuning parameter, the impact of
which will be discussed in Chapter 4. This whole process is then repeated,
recording the value of the highest-energy sample in the set and drawing K
samples below this energy, until the simulation is taken to have sufficiently
4A scheme exists, developed independently by Do et al. [84, 85], in which one reduces
the phase-space volume sampled by a given fraction after each iteration and α has a fixed
user-defined value. In theory the difference between this method and the one outlined
above is purely algorithmic; the relative merits and demerits of the various approaches
will not be discussed here.
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sampled the system, e.g., a property of interest is taken to be sufficiently
converged. This means that at the end of the simulation one obtains a set
of decreasing energies, which may be used to calculate an estimate of the
configurational integral using Eq. (3.22). A pictorial representation of this
process is given in Fig: 3.2.
Constructing the algorithm in this way allows one to estimate α . Even
though when randomly drawing a set of K samples the fraction of the to-
tal phase-space volume (αi) enclosed by the contour defined by the highest-
energy sample (ǫi) will not be a fixed value, one can write down a probability
distribution for the fraction of phase space contained by this contour. One
may then calculate the average value of αi and use this average as an estimate
of α. One achieves this by noticing that this problem is equivalent to calcu-
lating the probability of α being the sample with the highest value among
K samples drawn between [0, 1]. One can straightforwardly write down the
probability distribution for this problem (see Appendix A):
ρ (αi) = Kα
K−1
i . (3.23)
Taking the expectation value with regard to αi one obtains an average value
of α
α ≈ 〈αi〉 =
∫ 1
0
αiρ (αi) dαi =
K
K + 1
. (3.24)
One may now obtain an estimate of the configurational integral by using this
estimate of α and including the samples obtained from the simulation in the
63
3. MONTE CARLO METHODS
Figure 3.2: A pictorial representation of nested sampling. A set of K samples
(designated by stars) are taken by uniformly sampling the phase space of the
system (black square) and the star with the highest energy has its energy recorded
(Panel A). This energy becomes an upper bound (blue oval) for the next set of K
sample that are drawn (Panel B). This process is repeated until the simulation is
taken to be converged (Panel C).
64
3. MONTE CARLO METHODS
following equation:
Z ≈ Ω
∑
i
((
K
K + 1
)i−1
−
(
K
K + 1
)i)
exp (−β ǫi) . (3.25)
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Chapter 4
Some Thoughts on the
Implementation of Monte Carlo
Methods
“...but then for a while I stopped making any progress at all.”
Hermann Hesse
The Glass Bead Game
A large proportion of the work described in this thesis concerned the
development and implementation of algorithms for the methods discussed
in Chapter 3. The codes for these algorithms and the model systems they
have been applied to have been constructed from scratch. One learns much
from this process that is of a practical nature that would not normally be
included in scientific papers. Due to this fact, this chapter, whilst somewhat
pedagogical, is included to document this knowledge.
Initially some general points will be made regarding the implementation
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of MC methods. Some comments will then be made specifically about the
WL and NS methods, which have been used to generate a number of results
within this thesis. These methods are much newer than MHMC and as a
result of this there is little information regarding their implementation. It
is hoped that the discussion included here will aid those new to the field,
allowing them to avoid the stumbling blocks encountered by the author.
The most important factor when carrying out a MC simulation of any
kind is that one is uniformly sampling the microstates of the system, i.e.,
each microstate has an equal probability of being sampled.5 Even in the
case of a rejection based approach, such as MHMC, the attempted moves
should be generated in such a way that this is upheld even though one is
only recording a subset of the moves.
There are two components of a MC simulation that affect how one samples
the microstates of the system; how the moves are made and how they are
accepted. The safest way to ensure that these moves are made in a correct
manner is to ensure that they obey detailed balance [90], which has been
discussed previously. Assuming the acceptance criterion is known, one should
be able to evaluate whether this condition is maintained.
One must also be careful that the MC moves made do not accidentally
exclude possible configurations. This is surprisingly easy to achieve with the
wrong choice of move. For example, if one has two dots on a square lattice
and one’s MC move consists of always moving both dots, one unintention-
ally excludes a large number of states. One can observe from Fig. 4.1 that
5There exist methods that do not sample the microstates of the system uniformly,
e.g., [89], however, these are beyond the scope of this work
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if the dots are second-nearest neighbours, and moves are made in the man-
ner defined above, they can never become first-nearest neighbours, and vice
versa. Fortunately, manifestations of errors in both the choice of MC move
and how the move is made are usually fairly self-evident. They are often
indicated through the results of a simulation not converging or a number
of simulations converging to different values. If one observes this type of
behaviour then it is unlikely that the MC moves are being made correctly.
In order to ensure there is no unintentional bias when accepting MCmoves
one requires a well-distributed (and well-tested) random-number generator.
An underlying bias in a random-number generator may affect the probability
with which MC moves are accepted as well as drastically affecting the prob-
ability with which certain configurations of the system are sampled. These
effects will in turn lead to incorrect results. Whilst a discussion of random-
number generators is beyond the scope of this thesis, the interested reader is
directed to, e.g., [91]. The Mersenne twister [92] is used throughout this work
as it has a very long period without, as far as the author is aware, displaying
any underlying correlations that may affect the validity of the results. The
only criticism known to the author of this generator in a scientific context is
the speed at which the random numbers are generated. This is not an issue
in the present context due to the relative cost of other operations within my
codes.
Detecting correlations in random-number generators is far from trivial
as all simulations carried out are likely to converge to the same value but
this value will be incorrect. The only advice that can be given here is to
thoroughly test both the random number generator and the code it is im-
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Figure 4.1: An illustration of how one may accidentally exclude configu-
rations through the use of an inappropriate Monte Carlo Move. One can
observe that if both coloured dots are always moved together they can never
occupy nearest-neighbour sites on the lattice.
69
4. SOME THOUGHTS ON THE IMPLEMENTATION OF
MONTE CARLO METHODS
plemented in. If possible one should compare calculated values to known
results, however, this is not always possible and instead one should calculate
values in limiting cases where one can predict the behaviour of the system.
Having spoken generally about MC methods, the discussion will now
turn to the implementation of the WL method. When implementing the WL
method there are a couple of methodological subtleties that stand out. The
first regards the energy range over which the DOS is recorded. One needs
to define not only the width of this energy range but also how it is divided
into “windows” of energy. The width of this range is not always known a
priori , which may lead to one having to iterate a WL simulation, increasing
the range each time, until the energy range of the system is covered. Once
the width of the range is known it can be divided evenly into the windows
of energy. Whilst this inelegant brute-force approach is used in the work
described in this thesis (and is sufficient to carry out a WL simulation) it
is recommended that one examines the work of Dellago and co-workers [93].
This may allow the incorporation of a more-elegant adaptive approach to
calculating the width of the range of the DOS and allow the division of this
range into windows of different sizes. This could in turn allow one to focus
more computational power on regions of the DOS that are of most interest.
The second subtlety is which of the many convergence criteria [65–67,69–
73] one chooses to implement. There is some consensus that the so-called
1
t
[71–73] criterion is the best choice as it avoids the saturation in error that is
present in the other criteria [70] (after a given number of iterations changing
the value of the update parameter f will not improve the convergence of
the calculated DOS). In practice I recommend that one starts by using the
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original convergence criterion outlined by Wang and Landau in [5], in which
one checks the flatness of the histogram of visited states. This criterion is
the simplest to implement and therefore the least likely to be implemented
incorrectly. In my experience the effect of the other convergence criteria on
the accuracy of the results is much less significant, though they can lead to
a reduction in overall computational cost.
The NS sampling algorithm has the appearance of being very simple to
implement; in principle the algorithm could require as little as ten lines of
code. This simplicity belies the subtlety of the method. The problem is
that any underlying correlation in how the samples are drawn is immediately
evident in the results obtained.
There are a number of ways in which one may inadvertently introduce
correlations between the samples taken. One must take care that the sample
set chosen is not too small; on examining Fig. 4.2, one can observe that if
the chosen set is too small one under-estimates the internal energy of the
system at medium to high temperatures. This poor estimate, resulting from
the use of a small sample set, is a by-product of the manner in which the NS
algorithm samples the system.
The algorithm proceeds by replacing the highest-energy state with one of
lower energy. This means that once a state is taken to have the highest energy
the simulation can no longer sample any states with higher energy. This can
mean that if the initial set is too small the simulation can miss sampling
higher energy states completely; if they are not contained in the initial set
it is impossible for the simulation to sample them at all, as it cannot sample
a state with an energy higher than the energy corresponding to the highest
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Figure 4.2: Internal energy of a 1:1 electrolyte system containing 2 charges of
each species calculated via the nested-sampling method illustrating the effect
of the size of the nested-sampling sample set. A description of the model is
given in detail in the following chapter.
value in the initial set. These higher-energy states are therefore not included
in the estimate of the configurational integral, which in turn causes one to
have a poor estimate of the thermodynamic properties. In practice one may
avoid this effect through increasing the size of the sample set until no change
in the results obtained is observed. Unfortunately this is somewhat of a brute-
force approach and requires a large amount of effort on the part of the user.
Another possible solution of this problem is the “diffusive” nested-sampling
method developed by Brewer et al. [82], in which all samples generated can
be accepted but are accepted with a weight dependent on their energy and
the current highest energy recorded. This has not been applied in the current
work but is an interesting avenue of investigation.
One can observe in Fig. 4.3 the effect the number of nearest-neighbour
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Figure 4.3: The effect that the number of nearest-neighbour moves taken
before generating a new configuration has on the internal energy of a 1:1
electrolyte model containing two charges of each species calculated via the
nested-sampling algorithm. A description of the model is given in detail in
the following chapter.
moves taken before generating a new configuration on the final value of the
internal energy. For low numbers of moves one can see that there is an
underestimation of the internal energy due to the configurations generated
being correlated. The simulation is therefore restricted to certain areas of
phase space in turn meaning that the microstates of the system are no longer
being sampled uniformly. This may come as something of a surprise to those
familiar with the MHMC or WL methods where nearest-neighbour moves are
“par for the course”.
A brute-force approach to sampling the microstates of the system uni-
formly is to completely regenerate the configurations of the system before
testing for acceptance. In doing this one completely decorrelates the ac-
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cepted samples. This approach, whilst solving one problem, exposes another.
Nearest-neighbour Monte Carlo moves are used to increase the likelihood
that configurations generated will be accepted. Removing this refinement
can cause an exponential slowing down in the convergence of the simulation.
As a NS sampling simulation progresses one is reducing the volume of
phase space in which one may find a sample that could be accepted. As one
is sampling the microstates of the system uniformly the probability of finding
a configuration that will be accepted becomes smaller and smaller, and, on
average, more configurations will have to be generated at each subsequent
iteration until a sample is accepted. This can lead to the simulation taking
an inordinate amount of time to converge (if it converges at all).
Csa´nyi and co-workers report some success with a random walk, wherein
one moves every particle in the system to generate a new configuration [81].
This is known as a Gibbs sampler [87] and is a balance between the effi-
ciency of nearest-neighbour moves and the decorrelated nature of completely
regenerating a configuration. In a Gibbs sampler the amount by which each
particle is moved (in our case the number of nearest neighbour moves each
particle can make) is effectively a tuning parameter. If the number of moves
is too low one encounters the problem, described above, in which the ac-
cepted samples are too highly correlated. In contrast if this parameter is
set too high one returns to the case of uniform sampling and is faced with
the exponential slowing down of the method. This approach also has the
drawback that increasing the length of a particle move increases the number
of energy evaluations required for convergence because one is more likely to
reject moves as the limit of uniform sampling is reached. The effect that
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Figure 4.4: The effect of the number of nearest neighbour moves made has on
the convergence of the nested sampling algorithm. The raw data is displayed
in the upper panel, whilst a log-log plot of the data is displayed in the lower
panel.
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MONTE CARLO METHODS
varying the number of nearest-neighbour moves made before generating a
configuration has on the number of energy evaluations required by the NS
algorithm for convergence is displayed in Fig. 4.4. Analysis of the gradient of
the log-log plot shows that the scaling of the number of energy evaluations
is O(N4), where N is the number of nearest neighbour moves. This implies
that for large systems, in which one requires more nearest-neighbour moves
to decorrelate the samples, one may require an inordinate number of energy
evaluations before convergence is reached. Whilst this approach is used in
this thesis it requires a large amount of user intervention in order to obtain
the optimal parameters for convergence. It is therefore hoped that in the
future a more-robust and less-user-intensive approach might be developed.
There are some suggestions as to how this problem might be solved, no-
tably in the astro-statistics community [78–80], through uniformly sampling
the volume of phase space bounded by the extreme values of the coordinates
of the samples in the sample set rather than sampling the entirety of phase
space. It is unknown whether this approach would work in this case but it
is worthy of investigation.
In summary a number of issues associated with the implementation of the
MC methods described in this thesis have been discussed. Whilst somewhat
of a detour, it is hoped that this discussion may save time and effort if the
reader chooses to implement these methods.
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Chapter 5
Two Simple Electrolyte Models
“The limits of my language mean the limits of my world.”
Ludwig Wittgenstein
Tractatus Logico-Philosophicus
The focus of the work presented in this thesis is to develop a methodology
that allows one to correctly include long-range interactions between defects
when calculating the free energy of systems that contain these defects in high
concentrations.
One therefore requires a model system that exemplifies this long-ranged
behaviour. Solid electrolytes are an example of a system in which charged
defects not only exist in high concentrations, but also play a principal role
in their use as ionic conductors. These solid electrolytes are formed through
doping one solid oxide with another of which the dopant cation is of lower va-
lence than that of the host. The dopant cations substitute for the host cations
already extant in the system, and the mismatch in charge of the metal ions
causes the creation of oxygen vacancies due to charge neutrality. For exam-
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ple, a prototypical solid electrolyte is the fluorite phase of yttria-stabilised
zirconia (YSZ). When zirconia (ZO2) is doped with yttria (Y2O3) the yt-
trium ions (Y3+) replace zirconium ions (Zr4+) on the face-centred cubic
(FCC) cation sublattice. As there is a difference in the net charge of these
ions, charge neutrality in the system is preserved by the creation of locally-
charged oxygen vacancies on the simple cubic (SC) anion sublattice nested
within the FCC cation sublattice. The relatively high concentration and
mobility of these charged oxygen vacancies gives YSZ its useful electrolytic
properties.
Solid electrolytes like YSZ are the motivation for a simple model of
charged-defect behaviour.6 One starts by assuming an underlying lattice
that represents the structure of the solid electrolyte, for example, in the case
of YSZ this is the fluorite lattice. The charged defects are then modelled
as point charges that can exist at sites on this lattice. The charge associ-
ated with each defect is the local charge difference between the defect and the
lattice site. Returning to the example of YSZ, when the +3 yttrium ions sub-
stitute for the +4 zirconium ions there is a local charge difference of −1. In
the model this substitution is represented by a point charge with magnitude
−1. Similarly, when an oxygen vacancy with zero charge replaces an oxygen
ion with charge −2 there is a local charge difference of +2. This vacancy is
modelled as a point charge with magnitude +2. If, as assumed in my study,
there are no other charged defects in the system, including extra electrons in
the conduction band or holes in the valence band, these point charges will
6There is some precedence for using this model [35, 37, 38, 94, 95] as it includes solely
long-ranged electrostatic behaviour allowing one to analyse purely the effect of these long-
ranged interactions.
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Figure 5.1: A simple model of the solid-electrolyte yttria-stabilised zirconia.
The model consists of a fluorite lattice composed of a simple-cubic sublattice
(Red) nested within a face-centred-cubic sublattice (yellow). Yttrium sub-
stitutions exist on the face-centred-cubic lattice and oxygen vacancies exist
on the simple-cubic lattice.
always exist in proportions that obey charge neutrality. An illustration of
this model is given in Fig. 5.1
The defects, represented as point charges, are taken to interact via the
Coulomb interaction. The total potential energy (UCoul
(
rnij
)
) of a system
containing n defects can be calculated via Eq. (5.1), which is given in natural
units:
UCoul
(
rnij
)
=
1
2ǫ
n∑
i
n∑
j 6=i
qiqj
|rij| , (5.1)
where |rij| is the separation between defects i and j with charge qi and qj
and ǫ is the dielectric constant relative to vacuum. Throughout this work
only this long-ranged interaction is used to model the interaction of the
defects, whereas, in reality there is also an elastic interaction and, at shorter
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range, chemical interactions. A natural extension of this model would be to
include a short-range interaction, maybe in as straightforward a fashion as
a parameterised Lennard-Jones potential [20]. If one sought truly accurate
descriptions of the potential energy of charged defects, one could draw on a
more detailed DFT approach and use more-exotic parameterised potentials
[96, 97] or cluster-expansion methods [98–100].
Unfortunately, due to the amount of computational power and memory
required, in practice one cannot simulate a system of macroscopic size with
atomistic detail. To overcome this one uses a supercell approach in which
a bulk material is approximated by a sub-system of its lattice (known as
a supercell) that is repeated through all space through the use of periodic
boundary conditions. A side-effect of these conditions is that, rather than
existing independently, each defect is now associated with a lattice of defects
as a copy of each defect exists in every periodic image. As such, when a
MC move is made and a defect hops from one lattice site to another, every
periodic image of this defect also hops to the periodic image of the new
lattice site. These periodic images are therefore not independent and, in that
sense, spurious. Accordingly one has to ensure the supercell is large enough
to faithfully encapsulate the properties of the system under investigation
through minimising the spurious effects of this lattice of defects.
In practice, the effect of periodic-boundary conditions is that when a de-
fect leaves the supercell it immediately re-enters the supercell on the opposite
side. This is due to the fact that whilst it has left the supercell and moved
into a periodic image, a defect in an adjacent supercell image has made the
same move and hopped into the supercell.
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When calculating the potential energy one must therefore include the
interaction between all defects in the (infinite) periodic system. This is im-
practical when using a simple-minded pairwise summation of the Coulomb
interaction and therefore one seeks ways to avoid this expensive procedure.
The long-range nature of the Coulomb interaction means that one cannot
simply apply the brute-force approach of truncating the Coulomb potential
as this leads to large errors in the calculated value of the potential energy.
Fortunately, one can reformulate the total Coulomb potential energy sum-
mation in terms of a combination of real and Fourier space summations that
can be rapidly truncated. This process is known as the Ewald summation
(see, e.g., [101,102]).
The Ewald reformulation is achieved through the addition of screening
Gaussians of opposite sign to the system. These Gaussians of opposite sign
cancel out when summed together and therefore have no effect on the poten-
tial energy of the system, however, they allow one to represent the system as
a set of screened point charges (the interactions of which can be rapidly trun-
cated in real space) and a series of Gaussians (the interactions of which are
readily truncated in Fourier space). This process is represented diagrammat-
ically in Fig. 5.2. It is worth reiterating that the Ewald summation technique
still includes the effect of all the defects in the system both in the supercell
and the periodic images.
When carrying out an Ewald summation one must choose where to trun-
cate the summation in both real and Fourier space. Traditionally, the real-
space sum is truncated such that it does not extend beyond the super-
cell [101]. The Fourier space sum is truncated such that it provides a balance
81
5. TWO SIMPLE ELECTROLYTE MODELS
Figure 5.2: A diagrammatic representation of the Ewald Summation. A set
of Gaussians of opposite sign (blue curves) are added to a system of point
charges (red lines). This allows the division of the system into a set of point
charges and a set of Gaussians.
between accuracy and computational cost. Fortunately, in the case of an on-
lattice simulation one can calculate every possible separation, and therefore
the interaction, between the charged defects a priori . The interaction in
this system can therefore be dealt with via a look-up table that has been
calculated a priori rather than an “on the fly” evaluation of the lattice sum.
This in turn means that the computational cost of the Ewald summation is
independent of the simulation as the Ewald summations are done once and
for all after the size of the model has been defined, and thereafter whenever
the total energy is required it can be evaluated by using a look-up table.
This also means that, whilst the Ewald summation is known to be computa-
tionally expensive, the implementation of other methods that serve the same
role more efficiently, such as the Wolf approach [103, 104], will not add any
significant improvement here. In order to test the implementation of the
Ewald summation it is used to calculate the Madelung constant (defined as
the potential felt by an ion on a given site of the lattice) of NaCl. When com-
pared to the analytic result [105] this value was seen to agree to 12 significant
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Figure 5.3: The effect of the size of the supercell (L × L × L) on the value
of the potential energy of a 1:1 electrolyte system containing one cation
substitution and one anion vacancy calculated via Ewald summation.
figures.
The Ewald summation includes the interaction between all defects in the
system. It therefore includes the effect of the interaction between charges in
the supercell and all the repeated periodic images of the defects. One seeks
to minimize the effect of these interactions and must increase the size of the
supercell until these periodic images can be seen to have a negligible effect
on the calculated properties of the system. The effect of image interactions
for a system consisting of one positive and one negative charge is shown in
Fig. 5.3. One can observe that a supercell of size 4 × 4 × 4 is sufficient to
minimise the effect of the periodic images, and unless mentioned otherwise,
is the supercell size used throughout this thesis. If one seeks truly accurate
energies that do not include interactions with the non-independent periodic
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images there exist approaches that allow one to remove their effect [106].
Due to the simplicity of the model, these methods have not been used in the
current work and will not be discussed here.
Throughout this thesis two examples of this model will be used. The
first of these is the ubiquitous model of the 1:1 electrolyte consisting of equal
numbers of positive and negative charges on a simple cubic (SC) lattice. This
is the simplest example of this model. The second of these is a a simple 2:1
electrolyte model of YSZ, which was described at the start of the chapter.
The focus of the next chapter will be the investigation of the properties
of these examples through the application of the MC methods outlined in
Chapter 3.
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Chapter 6
The Properties of Two Simple
Electrolyte Models
“I have come to believe that the whole world is an enigma, a harmless
enigma that is made terrible by our own mad attempt to interpret it as
though it had an underlying truth”
Umberto Eco
Foucault’s Pendulum
In this chapter the properties of of the 1:1 and 2:1 simple electrolyte
models outlined in Chapter 5 are investigated. Through an analysis of the
internal energy, heat capacity and pair correlation functions, it is shown that
traditional MC methods (MHMC, SHI) allow one to examine a number of
transitions in the behaviour of the system. This behaviour is then compared
to results obtained from WL sampling, which is used to obtain the DOS of
the system. Analysis of these results reinforces the findings obtained from
traditional techniques. Finally some comments are made as to the drawbacks
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of these traditional techniques and why one may resort to methods such as
WL, rather than a traditional MHMC approach.
6.1 Thermodynamic Properties of the Simple
Electrolyte Models
As discussed in Chapter 3, MHMC has long been the workhorse of materials
simulation. This is largely due to the wealth of thermodynamic data one
obtains from what remains an incredibly simple method to implement. The
MHMC method allows one to sample the configurations of the system with
a frequency described by the Boltzmann distribution. As such, one can
readily obtain Boltzmann-averaged properties by recording the value of these
properties after every attempted move. One can observe from Fig. 6.1 that
through applying this method one can rapidly obtain an estimate of the
property one is interested in (e.g., the internal energy).
The internal energy of the 1:1 SC electrolyte is illustrated as a function
of temperature in Fig. 6.2; the analogous plot for the 2:1 fluorite electrolyte
system is given in Fig. 6.3. In both systems the internal energy increases
from an initial lower value to a plateau at a higher value as temperature
is increased. One can also use the SHI technique outlined in Chapter 3 to
calculate the entropy and Helmholtz free energy of both systems, through
integration of the heat capacity. The resulting thermal dependencies of F
and S are also illustrated in Fig. 6.2 for the 1:1 electrolyte and Fig. 6.3 for the
2:1 electrolyte. The calculation of an estimate of the entropy and Helmholtz
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Figure 6.1: The convergence of the internal energy and heat capacity at
constant volume for a given number of Metropolis-Hastings Monte Carlo
iterations for a 1:1 electrolyte system containing 5 charges of each species at
a temperature of 1000K.
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free energy required a number of MHMC simulations at 10K intervals across
the temperature range. The values of the heat capacity calculated from these
simulations were then integrated using a Simpson’s-rule integration technique
from the python Numpy library.
On examining these figures (for a given system) one can observe a change
in the behaviour of U , F and S at the same temperatures. This is illustrated
by dashed lines, bounding the temperature range of interest, in the plots of
internal energy, entropy and Helmholtz free energy.
As temperature increases the increase in entropy, which corresponds to
the change in slope of the free energy, is indicative of the system moving from
a regime in which ordered low-entropy states are favoured to ones that favour
disordered high-entropy states. The plateauing of the entropy at high tem-
peratures is indicative of the system approaching the ideal (non-interacting)
limit.
The behaviour of the internal energy adds more weight to this conclusion.
One can observe a transition from a low-energy regime, which one might
associate with a close-packed structure of the defects present, to a higher-
energy regime that may be associated with a system of dissociated charges.7
This explanation is reinforced through the examination of representative
configurations at temperatures across these regimes. One can observe that
at temperatures below 80K (the first dashed line in Fig. 6.4) that the system
favours the formation of clusters of charged defects. These clusters break up
7The behaviour of the internal energy, entropy and Helmholtz free energy displayed
above is somewhat analogous to the order-disorder transition that occurs as a function of
temperature observed in the Ising model [107,108] lending further weight to the previous
inference.
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Figure 6.2: The temperature dependence of the internal energy, entropy and
Helmholtz free energy for a 1:1 electrolyte system (consisting of five charges
of each species) obtained with a specific-heat integration approach. The
dashed lines are included as a guide for the eye.
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Figure 6.3: The temperature dependence of the internal energy, entropy and
Helmholtz free energy for a 2:1 electrolyte system (consisting of five charges
of one species and ten of the other) obtained with a specific-heat integration
approach. The dashed lines are included as a guide for the eye.
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into a gas of dimers at temperatures around 200K and these dimers dissociate
completely at high temperatures (1000K). This lends weight to the hypothesis
made previously.
This initial finding is reinforced through examination of the temperature-
dependent behaviour of the heat capacity at constant volume of both systems;
this is illustrated in Fig. 6.5 for the 1:1 electrolyte, and in Fig. 6.6 for the 2:1
electrolyte. The internal energy of each system is also re-displayed in these
figures for ease of comparison, and, as before, the temperature regimes are
bounded by dashed lines. In the case of both the 1:1 and 2:1 electrolytes one
can observe changes in the behaviour of the heat capacity at temperatures
corresponding to the transitions observed in the thermodynamic properties
examined previously.
The heat capacity allows one to gain insight into the behaviour underlying
these transitions. To achieve this one focuses on the 2:1 electrolyte for which
the changes in behaviour are more pronounced, possibly due to the stronger
interactions in the system. One can examine, cf. Fig. 6.7, the heat capacity
of the system as a function of temperature for a number of concentrations
(systems containing different numbers of charge-neutral trimers composed
of one oxygen vacancy and two yttria substitutions). One can surmise that
the second peak is due to the dissociation of the trimer, as it is observed
in systems in which only one trimer exists, and can be seen to remain at
(roughly) the same temperature as more trimers are added to the system.
This behaviour is somewhat unsurprising as one would expect unlike charges
to attract and form complexes at low temperature, and to dissociate only at
temperatures at which entropic effects begin to dominate.
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Figure 6.4: Representative configurations at 80K (top left), 200K (top right)
and 1000K (bottom) of a 1:1 electrolyte model containing 5 charges of each
species.
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Figure 6.5: The temperature dependence of the heat capacity at constant
volume of a 1:1 electrolyte system (consisting of five charges of each species)
obtained with a Metropolis-Hastings Monte Carlo approach. The internal
energy is also plotted for ease of comparison. As before, the dashed lines are
included as a guide for the eye.
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Figure 6.6: The temperature dependence of the heat capacity at constant
volume of a 2:1 electrolyte system (consisting of five charges of one species and
ten of the other) obtained with a Metropolis-Hastings Monte Carlo approach.
The internal energy is also plotted for ease of comparison. As before, the
dashed lines are included as a guide for the eye.
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Figure 6.7: The temperature dependence of the heat capacity at constant
volume of a 2:1 electrolyte system at a number of concentrations (ranging
from one charge of one species and two of the other to five charges of one
species and ten of the other) obtained with a Metropolis-Hastings Monte
Carlo approach.
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Interestingly the first peak in the heat capacity occurs when more than
one trimer exists in the system, and it becomes more pronounced as more
trimers are present. This is suggestive of ordering between these trimers at
low temperatures, which then dissociate as the temperature increases. This
is now demonstrated to be the correct explanation.
Having introduced above several hypotheses to explain the peaks in heat
capacity, some further analysis is now undertaken to verify them in detail.
In order to better understand the changes in regime one may examine the
pair correlation functions (obtained in the manner described in Chapter 3)
between the species of the system over a range of temperatures. For the 1:1
electrolyte model the pair-correlation function is displayed in Fig. 6.8. On
examining the pair-correlation function between like species one can observe
structure within the function. This structure can be observed to disappear
as the temperature is increased. Referring to Fig. 6.9, one can match the
first peak in the pair-correlation function to the second-nearest-neighbour
distance (distance B) and the second peak to the fourth-nearest-neighbour
distance (twice distance A). This is indicative of the formation of a crystal
of charge-neutral dimers at low temperatures and reinforces the conclusions
drawn from the examination of the heat capacity. At higher temperatures
one can observe an excluded region at short distances, indicating that the like
charges are repelling each other. As the distance increases one can observe
the reduction of this excluded region as the behaviour of the charges tends
to the ideal limit. One can observe at high temperatures (2000K) that this
excluded region begins to disappear as one would expect as the distribution
of charges tends towards the ideal limit and becomes random.
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Figure 6.8: The pair correlation functions between like (top panel) and unlike
(bottom panel) species for the 1:1 simple electrolyte system containing five
defects of each species, evaluated at a number of temperatures.
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Figure 6.9: The simple-cubic unit cell. The distances A, B and C repre-
sent the first-nearest-neighbour, second-nearest-neighbour and third-nearest-
neighbour distances respectively.
Examining the function between unlike species one can observe a peak,
which decreases drastically as the distance is increased. This peak is due
to the positive and negative charges in the system forming dimers at the
closest possible distance in the lattice. In the case of the simple-cubic lat-
tice these dimers form at the nearest-neighbour lattice sites (distance A in
Fig. 6.9). As temperature is increased one can observe a drop in the peak
of the pair-correlation function indicating that these dimers are breaking up,
again reinforcing previous conclusions.
One can observe similar behaviour in the 2:1 electrolyte system illustrated
in Fig. 6.10, noting how strongly peaked the pair correlation function between
like species is at low temperatures. In this case, somewhat unsurprisingly,
structures composed of charge-neutral trimers are formed at low tempera-
tures, which reinforces the analysis of the heat capacity. It seems therefore
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Figure 6.10: The pair correlation functions between like (top panel) and un-
like (bottom panel) species for the 2:1 simple electrolyte system (containing
five defects of one species and ten of the other), evaluated at a number of
temperatures.
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that for systems of this ilk crystallised structures of trimers dominate at low
temperatures; these break up into a gas of trimers as the temperature in-
creases. Finally, the trimers themselves dissociate. This behaviour directly
corresponds to the thermodynamic behaviour observed previously.
Interestingly, the halving of the peak height between 200K and 1000K in
Fig. 6.10 may also be indicative of a regime in which the trimers break up
into a dimer and a lone charge. Examining representative configurations at
this temperature, given in Fig. 6.11, one can indeed observe this behaviour.
Reassuringly, these regimes can also be observed on examining the DOS
more closely. The DOS can be viewed as a fingerprint, unique to the system,
from which one may calculate the full thermodynamics. In simple models,
such as the one outlined in Chapter 5, the lattice parameter and dielectric
constant merely scale the energetics so the DOS is unique to the lattice itself.
Thus, by obtaining the DOS for a given number of point charges on a simple
cubic lattice one can model a whole host of systems through scaling the
charges and the lattice spacings without the need for additional simulations.
Unfortunately, one cannot use this DOS to model a system with a different
ratios of positive to negative charge nor any other value of the concentration.
If one takes, however, the DOS (illustrated in figure 6.12) of a 2:1 elec-
trolyte system containing one trimer and a 2:1 electrolyte system containing
five trimers one is immediately able to examine representative configura-
tions along the energy range. One can observe that, in this case, the low
energy states are composed of structures comprising charge-neutral trimers.
As the configurational energy increases one observes the dissociation of these
trimer crystals into configurations composed of dissociated trimers and then
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Figure 6.11: Representative configurations at 200K (top panel) and 1000K
(bottom panel) of a 2:1 electrolyte model containing 5 charges of one species
and 10 of the other. Unlike charges separated by nearest-neighbour distances
are indicated by bonds. One can observe that at 200K the system favours
the formation of charge-neutral trimers, whilst at 1000K charged dimers can
also exist.
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dimers and finally configurations composed of dissociated charges. Interest-
ingly (though on reflection somewhat expectedly), the highest energy states
consist of clusters of like charges. These structures are highly unlikely to be
observed as they have a very high potential energy and low entropy. Pleas-
antly, this analysis of the DOS confirms the behaviour observed through the
more-traditional methods of analysis outlined above.
6.2 Summary
In this chapter MHMC and SHI have been used to examine the properties
of the simple electrolyte model outlined in Chapter 5. It has been shown
that these methods allow one to obtain insight into the behaviour of the
system through analyses both of thermodynamic and structural properties.
This insight has allowed the analysis of a number of transitions that occur
as a function of temperature; the existence of these was reinforced through
analysis of the DOS obtained with the WL method.
What has not been mentioned is that obtaining results such as the free
energy and entropy with MHMC and SHI can be very computationally ex-
pensive when compared to methods such as WL. For example, the Helmholtz
free energy curve displayed in figure 6.2 required MHMC simulations at 10K
intervals over the entire temperature range, which were then integrated using
the SHI method. In contrast the same curve can be obtained from a single
WL or NS simulation. A comparison of the relative merits of the methods
mentioned above will form the focus of the next chapter.
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Figure 6.12: The normalised density of states determined from a Wang-
Landau simulation approach for a 2:1 electrolyte system composed of one
trimer composed of one oxygen vacancy (red) and two yttrium substitutions
(yellow) (top panel) and a 2:1 electrolyte system composed of five trimers
(bottom panel). Characteristic microstates, and the regions of g (E) in which
they feature are also illustrated.
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Chapter 7
Choosing a Method to
Calculate Free Energies
“There’s no justice, there’s just us.”
Terry Pratchett
Reaper Man
The SHI approach, whilst simple to implement requiring solely a working
MHMC method, can be computationally expensive. As MHMC simulations
take place at a constant temperature one requires enough simulations to cover
the temperature range of interest for a given concentration. The accuracy of
the integration will also depend on the temperature difference between these
simulations with a smaller separation in turn leading to a smaller error in the
integration. This may lead to the SHI method having a large computational
cost due to the large number of MHMC simulations that may be required.
Temperature-independent methods, such as WL and NS, avoid this draw-
back as they allow one to calculate values over the entire temperature range
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from a single simulation. In turn this means one requires only a single sim-
ulation at each concentration. This reduction in the number of simulations
may reduce the computational cost of obtaining the Helmholtz free energy if
the temperature-independent methods are not prohibitively computationally
expensive.
To understand whether or not these methods are an improvement on SHI,
the effectiveness of these methods is compared when they are applied to the
electrolyte system described in Chapter 5. As a by-product of this study
one will be able to choose a method to most-efficiently map the free-energy
landscape of the system, which is the focus of Chapter 8.
In order to make a comparison in terms of computational cost one needs
to define a fair metric. The number of energy evaluations required to con-
verge a property to a given accuracy should (in theory) be independent of
implementational artefacts, such as processor speed and compiler optimi-
sations and, therefore, be representative of the computational cost of the
method. In theory the number of energy evaluations should also be indepen-
dent of any parallelisation of the algorithms. The SHI and NS methods can
be parallelised trivially as one merely distributes the drawing of samples over
a number of processors, amalgamating the data generated at the end of the
simulation. Parallelisation of the WL algorithm is a more subtle problem as
each move depends explicitly on the value of the DOS generated from the
move before. One must therefore divide the energy range of the DOS into
a number of windows, which can be converged individually on a single pro-
cessor. [63, 93] These windows are then brought together at the end of the
simulation to give an estimate of the DOS over the entire energy range. This
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means that prediction of the effect of parallelisation to the algorithm on the
number of energy evaluations required for convergence is not as straightfor-
ward as NS or SHI. This is somewhat beyond the scope of this thesis but
may provide an interesting avenue of investigation at a later date.
One must also choose a property on which to base the comparison. As one
is interested primarily in calculating the Helmholtz free energy, one should
examine either the Helmholtz free energy or a property that it depends on.
Thermodynamically the Helmholtz free energy is described as F = U − TS,
however, the internal energy U can be obtained trivially through MHMC and
as such is not really the target of the methods under investigation. Thus, as
the temperature is often a parameter determined by the user, one arrives at
the entropy of the system as the most significant property to converge from
the point of view of testing the efficiency of the various methods.
It is worth noting that in practice when choosing a method one seeks a
balance between computational efficiency and ease of implementation; this
is one of the primary reason why MHMC remains so popular. As such, some
comments will be made as to the ease with which the results presented here
are obtained.
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7.1 An Examination of the Convergence of
the Specific-Heat Integration, Wang-Landau
and Nested Sampling Methods
The entropy as a function of temperature for the 1:1 and 2:1 electrolyte sys-
tems is displayed in Fig. 7.1. The three results shown here are in reasonably
good agreement with each other, as they should be; the point here is to study
which method attains a prescribed level of accuracy, and why, with the least
number of energy evaluations. It is of interest to understand the behaviour
of the convergence of thermodynamic properties calculated via the different
methods. This understanding will allow one to make recommendations as to
the effectiveness of the methods when used to calculate a given property in
different regimes.
The SHI method requires one to carry out a number of MHMC simu-
lations to obtain values of the heat capacity over a range of temperatures.
These values are then integrated according to Eq. (3.5). The convergence of
the MHMC algorithm has been very well studied (see e.g., [3, 101]) as it has
been used with great success for a long time. It is worth noting that, due
to the effect of the temperature on the Boltzmann factor and therefore the
acceptance probability, averages obtained from MHMC simulations become
harder to converge as the temperature is decreased. This can lead to a large
increase in computational cost when attempting to converge the simulations
at lower temperatures as the small acceptance probability means the simula-
tion is more likely to become trapped in local minima. The avoidance of this
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Figure 7.1: The entropy of a 1:1 electrolyte model system (containing two de-
fects of each species) (top panel) and a 2:1 electrolyte model system (bottom
panel) (containing one defect of one species and two of the other) calcu-
lated using the specific-heat integration, Wang-Landau sampling, and nested
sampling methods.
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problem is another motivation for finding an alternative method to calculate
the free energy.
When using the WL method, as outlined in Chapter 3, one converges an
estimate of the DOS at each iteration of a WL simulation for a given value
of the update factor f . This factor is then reduced and used as the update
factor in the next iteration. In Fig. 7.2 the convergence of the DOS and the
entropy calculated from this estimate of the DOS for a given value of ln f are
displayed. In this example one requires a value of around ln f = 1× 10−5 to
converge the error in both the DOS and the entropy to the order of the line
width. One can observe that fluctuations in the DOS (related to the size of
the update factor) have an immediate effect on the value of the entropy and
can be seen to have a larger effect at lower temperatures. This effect can also
be observed in the behaviour of the Helmholtz free energy, internal energy
and heat capacity calculated from the DOS, as illustrated in Fig. 7.3.
The effect occurs because the thermodynamic behaviour of the system at
these low temperatures is dominated by a few low-energy states in the tail of
the DOS. One can observe from Fig. 7.2 that the value of the DOS is much
lower in the tails compared to the middle and fluctuations of the same size
across the DOS cause a larger relative deviation from the exact value of the
DOS for energy states in the tails than those in the middle. This means that
the effect of these fluctuations will be more apparent in regimes dominated
by energy states at the tails of the DOS, for example, causing the larger
discrepancy at lower temperatures. The effect of these fluctuations in the
DOS on the estimate of the low temperature behaviour may suggest that,
whilst the WL method can be used to calculate low temperature properties,
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Figure 7.2: Density of states (top panel) and entropy (bottom panel) obtained
from a number of Wang-Landau simulations converged for different values of
the update factor f when applied to a 2:1 electrolyte model containing five
defects of one species and ten of the other.
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Figure 7.3: Helmholtz free energy, internal energy and heat capacity after
a Wang-Landau simulation has been converged for different values of the
update factor f when applied to a 2:1 electrolyte model containing five defects
of one species and ten of the other.
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it may not always be the optimal method to adopt.
The discussion now turns to the convergence of the NS method. As
mentioned in Chapter 4, when converging the NS method one adjusts the
size of the sample set and the length of the random walk in order to find
optimal values for convergence. An increase in either of these factors in
turn leads to an increase in the number of energy evaluations required for
convergence and one therefore ideally minimises both the size of the sample
set and the length of the random walk taken.
Interestingly, one can observe in Fig. 7.4 that the value of the entropy at
high temperatures can be converged easily with a short random walk, how-
ever, the behaviour at intermediate and low temperatures requires a longer
random walk before convergence is achieved. Remembering the discussion
in Chapter 4, this seems to imply that correlation between samples is more
apparent at lower temperatures. When one remembers that the NS method
samples the system logarithmically in energy space, and one is therefore
taking many more samples at lower temperatures than at higher ones, it is
not surprising that any correlation between the samples taken will be more
pronounced at lower temperatures.
It is apparent from the analysis outlined above that all three methods
have difficulties associated with them in the case of low-temperature states.
Although it was hoped that one of these methods would be more applicable
than SHI, both WL and NS can be seen to also be problematic in this regime.
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Figure 7.4: Entropy of a 1:1 electrolyte system containing 2 defects of each
species calculated via the nested-sampling method illustrating the effect of
varying the length of random walk.
7.2 A Comparison of the Specific-Heat Inte-
gration, Wang-Landau and Nested Sam-
pling Methods
A comparison will now be made on the efficiency of the methods when applied
to the the 1:1 and 2:1 model electrolyte systems. For the purpose of this study
I deem the calculation to be converged when the maximum absolute error in
S at any temperature above 200K is less than epsilon, where epsilon = 0.01
meV/K.
Comparing the efficiency of the methods when applied to the the 1:1 and
2:1 model electrolyte systems one can immediately observe from Fig. 7.5 that
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for low concentrations of charges the WL and NS methods allow one to obtain
the entropy over the full temperature range for fewer energy evaluations than
a single MHMC simulation. Remembering that one requires many MHMC
simulations to apply the SHI method it is evident that either the WL or NS
method should be used in this regime due to the large saving in computational
cost.
As the system size increases one can observe that the number of iterations
required to converge both the WL and NS method becomes larger than that
required for a single MHMC run. The best choice of method to calculate the
free energy in this regime is less clear, as the computational cost of the WL
and NS method become comparable to and then exceed the cost of a MHMC
run. In this regime the choice of method is largely a matter of convenience
to the user, however, one advantage of the WL and NS methods is that they
require much less data processing than using MHMC results in SHI. This
practicality, if nothing else, is an argument for using either the WL or NS
method in this regime.
One can observe that the number of energy evaluations required for the
NS simulation remains fewer than that of a WL simulation and MHMC up
to reasonably high concentrations. It is worth highlighting that this compar-
ison is made in terms of the total energy evaluations required to converge the
entropy, which includes both accepted and rejected evaluations. In the case
of the NS method the number of accepted evaluations, which are used when
carrying out the estimate of the thermodynamic properties of the system,
is a very small subset of the total number of evaluations made. In fact the
number of accepted energy evaluations can be up to six orders of magnitude
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Figure 7.5: A comparison of the number of energy evaluations required to
converge the entropy of the 1:1 electrolyte (top panel) and 2:1 electrolyte
(bottom panel) models as a function of concentration via the Wang-Landau
and nested sampling methods. The number of energy evaluations required
to converge the heat capacity calculated from a Metropolis-Hastings Monte
Carlo calculation is also displayed for comparison.
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less than the total number. The cost of the NS method is purely due to the
high rejection rate. If one can construct an algorithm to generate configura-
tions with energies that are more likely to be accepted by the NS algorithm,
whilst maintaining uniform sampling thus avoiding the problems outlined
in Chapter 4, the computational cost of the method could be drastically
reduced.
Whilst impressive, this result is slightly deceptive. As mentioned in
Chapter 4, the NS method requires the system to be sampled uniformly,
which in the current implementation is achieved through the adjustment of
both the choice of the number of nearest-neighbour moves made at each it-
eration and the size of the sample set used. In practice this means that the
NS method requires much more time from the user in order to obtain accu-
rately converged results. This large amount of user time spent optimising
the parameters coupled with the fact that, when implemented in its current
form, the saving in computational cost when compared to the WL method
is not that great meant that the WL is preferred and was used here to carry
out the calculations in the following chapter.
In summary, the SHI, WL and NS methods have been analysed and
in all cases the methods are shown to face problems when calculating the
thermodynamics of the system at low temperatures. The methods have been
compared in terms of computational cost for a range of defect concentrations
in both the 1:1 and 2:1 electrolyte models. For low concentrations of defects
both the WL and NS methods are seen to lead to a lower computational cost
and as such are recommended over SHI in this regime. As the concentration
was increased the computational cost of the WL and NS methods exceeded
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that of a single MHMC run making the choice of method less clear, however,
the WL method is recommended for practical reasons. Finally some points
are made regarding the comparative strengths of the WL and NS methods.
Whilst the NS method is shown to be computationally cheaper, the WL
method is chosen to carry out the work in the following chapter for practical
reasons.
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Chapter 8
Calculating the Free Energy of
Charged Defects in Solid
Electrolyte Systems
“And what tune is it ye pull to, men?”
“A dead whale or a stove boat!”
Herman Melville
Moby Dick
In this chapter we return to the question posed at the start of this thesis
and outline a methodology in which one can calculate the free energetic
contribution due to high concentrations of charged defects. A methodology is
developed that allows one to create a continuum description of the Helmholtz
free energy as a function of temperature and defect density from an atomistic
model of charged defects. The data obtained from these simulations is then
fit to simple analytic functions allowing one to incorporate these atomistic
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free energies when carrying out thermodynamic modelling. As mentioned
previously this is an important step as it provides a more physical footing for
the description of defects within these methods. The majority of this work
was recently published in [109].
Non-dilute concentrations of point defects play an important part in the
calculation of phase diagrams by the CalPhaD methodology [1,2], since many
ordered compounds accommodate deviations from stoichiometry by incorpo-
rating point defects, the free energies of which must affect the position of the
nearest phase boundary on a temperature-composition phase diagram. The
method introduced in this section indicates a way forward for the introduc-
tion of ab initio data into such calculations in the future, via the compound
energy formalism (CEF), which enables the effect of defect-defect interac-
tions to be modelled. The discussion, however, starts from the more-familiar
“defect-centric” representation of the free energy of the system and returns
to the CEF at the end of the chapter.
To motivate the methodology one starts by examining a representation
of the Gibbs free energy for YSZ,
G = Gref − TSideal + EG.
where EG is the excess free energy and represents the deviation from the
ideal case. One can define the reference energy
Gref = yZGZ + yYGY + yOGO + yVaGVa (8.1)
118
8. CALCULATING THE FREE ENERGY OF CHARGED
DEFECTS IN SOLID ELECTROLYTE SYSTEMS
(the values of which may be calculated using ab initio methods) and the ideal
entropy of mixing
Sideal = −kB[a1 (yZ ln yZ + yY ln yY) + a2 (yO ln yO + yVa ln yVa)], (8.2)
where a1 and a2 are the numbers of sites on the respective sublattices. One
can observe that the remaining unknown is the excess free energy EG, which
describes the deviation from ideal.
The aim of this methodology is to allow one to determine the excess free
energy, enabling Eq. (8.1) to be used beyond the ideal limit. In practice EG
is obtained through the use of MC methods to calculate the free energy of
an atomistic model, which is then used to parameterise a regular solution
model, providing an estimate of this excess term that can be included in an
equation of the form of Eq. (8.1).
This methodology has been applied to the electrolyte system outlined in
Chapter 5. For simplicity, the discussion focuses on the simple model of YSZ
described in Chapter 5 and illustrated in 5.1. The motivation for focussing
on this system is that firstly YSZ is a system wherein one can find very high
concentrations of charged defects (these can be of the order of 8%) [16, 17]
and it provides a realistic test case for this methodology. Secondly, as will be
shown in the latter part of this chapter, the system lends itself very nicely to
the CEF, which will be the subject of some discussion. In order to provide
a reasonable representation of YSZ the interaction has been scaled by a
dielectric constant of 30 (relative to vacuum) [110] and a lattice parameter
of 0.51 nm [111] to provide a realistic energy scale.
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Following the discussion in Chapter 7 the WL method is used to calculate
the Helmholtz free energy of the system. It is worth reiterating that the
results displayed in this chapter can be obtained with any method that can
be used to calculate the Helmholtz free energy. If one has already applied
such a method to a system of interest the methodology developed below can
be implemented straightforwardly.
The structure of this chapter is as follows. Initially, the Helmholtz free
energy of the model YSZ system is calculated as a function of temperature
and concentration. The thermodynamic behaviour obtained is then com-
pared to behaviour obtained from models that have traditionally been used
to describe the free energy of charged defects (namely ideal solution [21] and
Debye-Hu¨ckel [34] theories). It is shown that these models agree in the lim-
iting cases of high temperature and low concentration, however, they cease
to give an accurate description in other regimes, which are dominated by
correlation between defects. The Helmholtz free energy is then used to pa-
rameterise a simple regular-solution model [1, 2]. Following this, there is a
discussion of the merits of this approach and some thoughts on how one
might include terms calculated in this fashion in the CEF. Finally, some
points as to the extension of the method are also made.
120
8. CALCULATING THE FREE ENERGY OF CHARGED
DEFECTS IN SOLID ELECTROLYTE SYSTEMS
8.1 The Helmholtz Free Energy as a Function
of Concentration
Initially one starts by mapping the free-energy space of the system as a
function of concentration and temperature. In Fig. 8.1 the (charged defect)
density dependence is illustrated for isotherms at T = 500K, T = 1000K
and T = 2000K for the 2:1 fluorite electrolyte. Each point on the curve was
obtained using the WL method wherein the density of states was obtained
from a MC simulation and was then integrated numerically to provide an
estimate of the free energy. The number of windows in energy used and the
final value of the update factor ln f were chosen such that the estimated free
energy was converged to approximately 1×10−8eV. The energy range of each
simulation was divided into two thousand windows and final update factor
of ln f = 1× 10−8 was used. Each point along the curve requires a separate
simulation due to the simulations being carried out with a constant number
of charged defects. Still more simulations would be required if one were to
use a method such as SHI in which one must also carry out a number of
simulations over a range of temperatures.
As these calculations will provide a reference for comparison with free
energies calculated by other methods, it is important to first confirm that
they have not been influenced by restrictions on system size. Illustrated in
figure Fig. 8.2 is the effect of the size of the super cell on the calculated free
energy, confirming that the free energies calculated using different sizes of
super cell converge rapidly with system size. One can observe that even in a
121
8. CALCULATING THE FREE ENERGY OF CHARGED
DEFECTS IN SOLID ELECTROLYTE SYSTEMS
0 2 4 6 8 10 12
Charged Defect Density (% Mole Fraction of Yttria)
−0.040
−0.035
−0.030
−0.025
−0.020
−0.015
−0.010
−0.005
0.000
H
el
m
h
ol
tz
F
re
e
E
n
er
gy
(e
V
)
500K WL
1000K WL
2000K WL
Figure 8.1: Comparison of the temperature and density dependence of the
Helmholtz free energy of the 2:1 electrolyte system obtained with a Wang-
Landau simulation approach. The calculated free energy is shown at tem-
peratures of 500K (top), 1000K (middle) and 2000K (bottom).
4× 4× 4 super-cell the effect of system size is largely reduced even for high
concentrations.
8.2 Comparison with ideal-solution theory
It is now perspicacious to compare the behaviour of the Helmholtz free energy
calculated for this model with that of more traditional models of charged de-
fects. It should be noted that in the following analysis the reference energies
in Eq. (8.1) are set to zero. This is allowed, because for the purposes of
correlation and evaluating the quality of the representation of the calculated
data at fixed defect concentrations, one does not require the free energies of
the reference states.
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Figure 8.2: Comparison of the temperature and density dependence of the
Helmholtz free energy of the system obtained with a Wang-Landau simula-
tion approach for the model 2:1 electrolyte system as a function of system
size. The effect of system size on the calculated free energy is shown at
temperatures of 500K (top), 1000K (middle) and 2000K (bottom).
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The simplest model of the Helmholtz free energy is an ideal-solution
model [21] in which the only contribution to the free energy, apart from
the reference term, is entropic. In this model one makes the assumption
that the concentration of defects is sufficiently low that they do not interact.
This in turn means that one can calculate the entropy of the system using
simple combinatorics. An ideal-solution model for this model YSZ system is
outlined in Appendix B.
The −TSideal term in equation Eq. (8.1) represents the contribution due
to configurational entropy of the defect distribution in the dilute limit. This
free energy corresponding to the ideal-solution model has the form
Fideal = −kBT
[
Nc∑
i=1
Ni log
(
Ni
Ni + ni
)
− ni log
(
ni
Ni + ni
)]
, (8.3)
where ni is the total number of a given species i, Ni are the total number
of lattice sites available to species i and Nc is the total number of charged
species in the system.
It is apparent from the behaviour of the Helmholtz free energy of the
2:1 simple electrolyte system, which can be observed in Fig. 8.3, that for
high temperatures the ideal-solution model provides a good description of
the Helmholtz free energy for the system. It is, however, important to point
out that this agreement is present only in the low-density regime. This is
to be expected as the ideal-solution model is, by construction, exact in the
limit of infinite dilution. In the ideal-solution model the interaction between
defects is taken to be a constant value (i.e., have no spatial dependence) and
the defects have an equal probability of being situated on any site on the
124
8. CALCULATING THE FREE ENERGY OF CHARGED
DEFECTS IN SOLID ELECTROLYTE SYSTEMS
lattice. In the case of the electrolyte model under investigation this occurs
in the limit of high temperature and low concentration.
0 2 4 6 8 10 12
Charged Defect Density (% Mole Fraction of Yttria)
−0.040
−0.035
−0.030
−0.025
−0.020
−0.015
−0.010
−0.005
0.000
H
el
m
h
ol
tz
F
re
e
E
n
er
gy
(e
V
)
500K IS
1000K IS
2000K IS
500K WL
1000K WL
2000K WL
Figure 8.3: Comparison of the temperature and density dependence of the
Helmholtz free energy of the system obtained with a Wang-Landau simu-
lation approach (symbols connected by dashed curves) for the model 2:1
electrolyte (YSZ) system with an ideal-solution (IS) model of the defects
(curves). As expected the behaviour of the systems tends towards that of
the ideal system, as the temperature increases.
The behaviour of the entropy as a function of concentration for a number
of isotherms (illustrated in Fig. 8.4 for the 2:1 electrolyte systems) is con-
sistent with the behaviour already examined in Chapter 6. As before, the
system can be seen to undergo a transition from a low-temperature regime in
which the entropy is best described by an ideal-solution model representing
the charge neutral trimers, to a high-temperature regime where the entropy
is best described by an ideal-solution model of the individual defects. As
mentioned in Chapter 6 this is representative of a transition from a regime
where the energetics (Coulombic interactions) dominate to one that is pre-
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dominantly characterised by its entropy.
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Figure 8.4: Comparison of the temperature and defect density dependence of
the entropy (represented as S = −(F−U)/T ) obtained with a Wang-Landau
simulation approach (dashed curves, symbols) for the model 2:1 YSZ system,
with two ideal-solution (IS) models (one of which describes the defects indi-
vidually, whilst the second describes the charge-neutral trimers). The change
in the entropic behaviour of the system illustrates the progression from the
associated trimer to dissociated ion regimes.
8.3 Comparison with Debye-Hu¨ckel theory
For systems characterised by a low density of charged defects the Debye-
Hu¨ckel (DH) theory [34] can be used to describe the Helmholtz free energy
(along with the ideal term) and the internal energy of the system (see, e.g.,
[32, 33, 112]).8
8Other approaches such as the mean spherical approximation (MSA) [113–115] could
be employed but these are somewhat out of the scope of the current investigation. These
approaches may provide an interesting avenue of investigation at a later date.
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In this theory one explicitly includes the interactions between charged de-
fects through a mean-field representation in which they are modelled as point
charges interacting with a smeared out “co-sphere” of opposite charge. As
mentioned in the introduction one can use the Poisson-Boltzmann equation
to describe this system, and, through an assumption of low defect density,
linearise these equations to provide an estimate of the electrostatic potential
and the free energy. The derivation of these equations is given in Appendix C,
which closely follows that given in [48]. The DH contribution to the free en-
ergy is given by
FDH = −kBT κ
3 V
12π
(8.4)
and the internal energy by
UDH = −kBT κ
3 V
8π
, (8.5)
where V is the volume of the system. The state-dependent parameter κ is
the reciprocal of the Debye length, and is defined as
κ =
(∑Nc
i=1 niq
2
i
ǫ kBTV
) 1
2
; (8.6)
as before Nc is the number of charged species in the system, ni is the total
number of charged species i, of charge qi; ǫ is the dielectric constant.
In Fig. 8.5 we compare the DH free energy with that computed for our
system using the Wang-Landau approach. There is reasonable agreement
at higher temperatures, where both the DH description and the simulated
system tend to the ideal limit (in agreement with the earlier work of Allnatt
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and Loftus [35]), however the overall agreement between DH theory and
our calculated free energy is not as satisfactory at lower temperatures. This
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Figure 8.5: Comparison of the temperature and defect density dependence
of the (Helmholtz) free energy obtained with the Wang-Landau simulation
approach (symbols connected by dashed curves) for the model YSZ system
and the Debye-Hu¨ckel (DH) theory (curves).
disagreement can be attributed mainly to the poor description of the internal
energy of the system with the DH approach; this is illustrated in Fig. 8.6. The
deterioration in the description can be understood in terms of the relatively
high density of defects in our system; this undermines the assumption of low
defect concentration made in the formulation of DH theory. Unsurprisingly,
at low temperatures when the system is effectively crystalline or in a regime
composed of charge-neutral objects, the DH description of the system, and
especially the internal energy, will break down.
In contrast with the internal energy, one can observe from Fig. 8.7 that
the entropic contribution obtained with the DH theory is in good agreement
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Figure 8.6: Comparison of the defect density dependence of the internal
energy obtained with the Wang-Landau simulation approach (symbols con-
nected by dashed curves) for the model YSZ system and the Debye-Hu¨ckel
(DH) theory (continuous curve) at 1000K.
with the values obtained by WL simulation of our model YSZ system. Based
on these observations one can employ a hybrid DH theory to provide a better
description of the system, wherein the internal energy of the system is cal-
culated from the simulation and used with the DH entropy to give the free
energy (cf. Figure 8.8). It is interesting to note that the free energy of our
system can be described in a satisfactory manner by this hybrid DH theory
at the chosen temperature. One may therefore provide a reasonable estima-
tion of the Helmholtz free energy of the system from one MHMC simulation
at the temperature of interest and the DH entropy.
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Figure 8.7: Comparison of the defect density dependence of the entropy
(represented here as S = −(F − U)/T ) obtained with the Wang-Landau
simulation approach (dashed curves, symbols) for the model YSZ system
and the Debye-Hu¨ckel (DH) theory (continuous curves).
8.4 Regular-Solution Models
One now seeks to construct an analytic relation that accurately describes the
excess free energy (and equation of state) of our model system for a broad
range of conditions. In thermodynamic modelling of solutions, as in the Cal-
PhaD approach [1,2], this is accomplished by adding an empirical polynomial
in concentrations on the sublattices involved, which notionally represents the
excess Gibbs energy of the phase. The leading term is a product of the con-
centrations of the species, inspired by the Bragg-Williams model [116, 117].
In this simple model the free energy is given by the probability of the defects
interacting (described by the product of their concentrations) multiplied by
some average interaction energy, which is the adjustable parameter in the
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Figure 8.8: Comparison of the defect density dependence of the (Helmholtz)
free energy obtained with the Wang-Landau simulation approach (dashed
curves, crosses) for the model YSZ system, the Debye-Hu¨ckel (DH) theory
and hybrid DH theory (where the DH entropy is used with the simulated
internal energy) at 1000K.
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model. Thus the simple regular solution (RS) model is of the form
FRS = Fideal +
∑
i
∑
j
xixjLij (8.7)
where xi and xj are the concentrations of the two components and the Lij
are adjustable parameters; in our implementation these are treated as tem-
perature dependent.
In the simplest case one can take advantage of knowledge of the stoi-
chiometry of the lattice and the condition of charge neutrality to reformulate
the ideal solution model as a one-parameter model dealing solely with the
interactions between defects, i.e., FRS = Lx
2. This one-parameter represen-
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Figure 8.9: Free energies calculated using our empirical one-parameter
regular-solution (RS) approach (curves) for a model of the form FRS = Lx
2.
Free energies obtained with our Wang-Landau simulation methodology (sym-
bols) for the model YSZ system are included for comparison (note that the
error bars are of the order of magnitude of symbol size).
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tation can be seen to give a reasonable description although it is less accurate
at lower temperature. This is to be expected as the deviation from the mean-
field description becomes more pronounced as temperature decreases; as de-
tailed in Chapter 6 correlation between defects was much more pronounced
at lower temperatures.
To gain more insight into the validity of the model one can examine
the behaviour of the fitted parameter used in the model as a function of
temperature. This is shown in Fig. 8.12. One can note that the value of this
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Figure 8.10: The value of the parameter used in our empirical regular-solution
(RS) approach to calculate free energies for a one-parameter model of the
form FRS = Lx
2.
parameter tends towards a constant as temperature increases. This reinforces
the conclusion that a mean field model becomes a better description of the
system as temperature increases as the excess free energy of the system can be
described as proportional to the product of the concentrations of the defects
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multiplied by some average interaction energy (ǫ), i.e., F ∝ ǫxixj).
Traditionally in thermodynamic models the full regular-solution model
includes terms that account for interactions between all species in the system
and thus includes contributions from both defects and atoms. In this case
the model is of the form FRS = ax(1 − x) + bx2 + c(1 − x)(1 − x) where
a, b and c are the adjustable parameters related to the interaction energies
between species. One can observe that this model gives a better description
of the free energy at low temperatures than the one-parameter model.
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Figure 8.11: Free energies calculated using our empirical regular-solution
(RS) approach (curves) for a three-parameter model of the form FRS = ax(1−
x) + bx2 + c(1 − x)(1 − x). Free energies obtained with our Wang-Landau
simulation methodology (symbols) for the model YSZ system are included
for comparison (note that the error bars are of the order of magnitude of
symbol size) .
Again to gain insight into the validity of the model one can examine the
behaviour of the parameters used within it as a function of temperature.
Examining this behaviour one can observe that the parameter c remains
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zero and is therefore superfluous. This is as one would expect given that
this term represents the interaction energy between sites not occupied by
defects, which in our model is zero. The parameter b can be seen to tend to
a constant as temperature increases and encouragingly this constant can be
seen to be similar to that in the one parameter case reinforcing our previous
conclusion that the mean-field model provides a better description of the
free energy of the system as temperature increases. Of real interest is the
behaviour of the parameter a, which represents the interaction between the
defect and the other atoms on the lattice they occupy. Again this interaction
is zero within our model and as such one would expect the parameter to
be zero. Whilst it is true that it does tend to zero at high temperatures
at low temperatures it is clearly non-negligible. Thus the improvement in
the description of the free energy due to this three-parameter model can be
seen to be reliant on a parameter that is somewhat unphysical in our system.
This is suggestive of the fact that the better description is achieved merely
through having an extra degree of freedom in the model rather than from
any physical motivation.
Although for our simple system, a good representation of the thermody-
namic properties can be achieved with the RS model, for more-complicated
systems it may be beneficial to go a step further and use empirical exten-
sions such as the Redlich-Kister (RK) [46] model, in which the parameters of
the regular-solution model are taken to depend on the concentration of the
species, i.e.,
Lij =
k∑
ν=0
(xi − xj)ν Aij; ν (8.8)
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Figure 8.12: The value of the parameter used in our empirical regular-solution
(RS) approach to calculate free energies for a three-parameter model of the
form FRS = ax(1− x) + bx2 + c(1− x)(1− x).
where Aij; ν are adjustable parameters; the subscript ν denotes that there is
a parameter Aij associated with each term in the power series. Analogous to
our implementation of the RS approach, these Aij are treated as temperature
dependent within the RK treatment. A RK description of the free energy
(with k = 2) is illustrated in Figure 8.13 for our simple model YSZ system.
Whilst the improvement in this case is only slight an analysis with the RK
model is included for completeness as models of this form may be required
for other systems.
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Figure 8.13: Free energies calculated using our empirical regular-solution
(RS) and Redlich-Kister (RK) approaches at 1000K (continuous curves).
Free energies obtained with our Wang-Landau simulation methodology for
the model YSZ system (dashed curves, symbols) are included for comparison
(note that the error bars are of the order of magnitude of symbol size).
137
8. CALCULATING THE FREE ENERGY OF CHARGED
DEFECTS IN SOLID ELECTROLYTE SYSTEMS
8.5 Comment on Inclusion of the Calculated
Free Energy in the Compound Energy
Formalism (CEF)
Having seen how well simple analytic regular-solution models can be used
to describe the Helmholtz free energy of the “defect-centric” system some
comments shall be made on how readily the work outlined above could be
included in the CEF. The CEF is based on an analytic model for the Gibbs
energy of a crystalline phase in which sublattices may be defined. Each sub-
lattice may be occupied by atoms or molecules of its allowed components,
which may include vacancies. Non-ideal behaviour is represented by pa-
rameters rather similar to regular solution parameters; in this case they are
low-order polynomials in the independent variables describing the fractional
occupations of the sublattices by a linearly independent set of constituents.
To expand on this it is instructive to write down the corresponding CEF rep-
resentation of the free energy for the model YSZ system. The intention here
is not to outline the CEF in detail but the reader is referred to [2, 118, 119]
for details. The CEF is usually written in terms of the Gibbs free energy
and it should be mentioned that the assumption is made that the free en-
ergy describing the deviation from the ideal case calculated in a constant-
concentration ensemble can be included here.
One begins by creating a simple two-sublattice CEF model for YSZ, di-
viding the system into the face-centred cubic (FCC) sublattice occupied by
yttrium (Y) and zirconium (Zr) ions and the SC sublattice occupied by oxy-
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gen (O) ions and oxygen vacancies (Va). In the notation of the CEF this
is written as (Zr,Y)1(O,Va)2, where the subscripts indicate the (relative)
number of sites on each sublattice and the constituents within the brackets
exist on the same sublattice.
The way in which the CEF differs from the more-familiar representation
of the Gibbs energy given in equation Eq. (8.1) becomes apparent when one
examines how the reference term is defined. Following [119] in the CEF the
reference state of the Gibbs energy (Grefm ) (which is now given per mole) is
defined in terms of the end-members of the phase:
Grefm = y
1
Zr y
2
O
◦GZr:O + y
1
Zr y
2
Va
◦GZr:Va + y
1
Y y
2
O
◦GY:O + y
1
Y y
2
Va
◦GY:Va (8.9)
where ◦G are the Gibbs free energy of the end-members of the phase, i.e.,
the Gibbs free energy of a hypothetical crystal that is entirely composed of
the ideal compound indicated by the subscript. For example, ◦GZr:O is the
Gibbs free energy of the system when the FCC lattice is completely occupied
by zirconium ions and the SC lattice is completely occupied by oxygen ions.
As before, ysi represents the fraction of component i on sublattice s.
One can show the reference energy is equivalent to that of the more-
familiar “defect-centred” approach. Following [120] taking
◦GZr:O = G
1
Zr +G
2
O (8.10)
◦GZr:Va = G
1
Zr +G
2
Va (8.11)
◦GY:O = G
1
Y +G
2
O (8.12)
◦GY:Va = G
1
Y +G
2
Va (8.13)
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and substituting these equations into Equation (8.9) one obtains the familiar
form of the reference energy.
In equation (8.1), EGm is the excess Gibbs energy and describes the devi-
ation from ideal. It is usually given in terms of cross terms in concentration
multiplied by an interaction term. In its full form for our system it can be
expressed as
EGm = y
1
Zry
1
Yy
2
OLZr,Y:O + y
1
Zry
1
Yy
2
VaLZr,Y:Va
+ y1Zry
2
Oy
2
VaLZ:O,Va + y
1
Yy
2
Oy
2
VaLY:O,Va
+ y1Zry
1
Yy
2
Oy
2
VaLZr,Y:O,Va, (8.14)
where the L are interaction terms that one may parameterise to describe
results obtained from either experiment or other simulations. It is here that
one would include the interaction terms used to parameterise the description
of the free energy of our simple model. It is worth noting that for the sys-
tem under investigation applying charge neutrality and the definition of a
constituent fraction, i.e., that the constituent fractions of a sublattice must
sum to unity, mean this expression reduces to a polynomial expansion of one
variable. Therefore one can readily include interaction terms calculated using
the method outlined in this chapter in the CEF, allowing one, for example, to
calculate the chemical potential of oxygen whilst including this excess term.
It is worth mentioning that for this approach to be useful, one would need
to fully parameterise the CEF model, for which one would require the values
of the defect formation energies, since the reference energy is no longer zero
as was assumed earlier.
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8.6 Summary
In this chapter the Helmholtz free energy of the 2:1 electrolyte model is
calculated with the Wang-Landau simulation approach and used to give
an estimate of the excess free energy. As expected, the behaviour of the
Helmholtz free energy agrees with that associated with more-traditional ap-
proaches to modelling the free energy of charged defects (namely ideal solu-
tion and DH) in the limits of high temperature and low concentration. It
is shown that one is able to use the simulated free energy to parameterise
an elementary regular-solution model with a single temperature-dependent
parameter, which provides a very good description of the free energy over a
wide range of temperature and concentration. Finally some insight is pro-
vided as to how these models may be included in the CEF allowing one to use
a description of the free energy that goes well beyond the ideal limit when,
for example, calculating phase diagrams.
It is worth mentioning that in order to fully exploit the practical appli-
cability of this approach one would need to drastically improve the detail
of the underlying model. In order to properly generate a quantitatively ac-
curate description of the interactions between defects one needs to include
the chemical and elastic interactions as well as the Coulombic interactions
as detailed DFT studies [18, 19] indicate a delicate interplay between these
two contributions to be responsible for the defect ordering. This could be
achieved through the use of a cluster expansion approach [98–100] or sophis-
ticated potentials [96,97], parameterised by DFT, to describe the energetics
of the underlying model.
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Chapter 9
Conclusions and Future Work
“So it goes...”
Kurt Vonnegut, Jr.
Slaughterhouse-Five, or The Children’s Crusade: A Duty-Dance with Death
9.1 Our Aims
The goal of this work was to develop a methodology in which the effect of
high concentrations of charged defects could be included in thermodynamic
modelling, when, for example, assessing candidate electrolytes for use in tech-
nological applications such as solid oxide fuel cells. Including the effect of
these defects was seen to be important as when these defects exist in high
concentrations they have been observed to form ordered structures. This
ordering has a large effect on the properties of the material, and specifically
in the case of solid electrolytes, is thought to be responsible for the reduction
in conductivity above a given concentration of dopants (≈ 8%). As such
development of models that treat these interactions is an important step in
the optimisation of these technologies.
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Unfortunately, as was discussed, the manner in which the interaction be-
tween defects is included in thermodynamic models, as in the case of the
CalPhaD methodology, is via polynomial functions that are parameterised
to describe the properties of a specific system. This makes transferability of
these models to novel systems extremely difficult as the validity of extending
these polynomials to novel systems is somewhat questionable. If these meth-
ods are to remain an important tool for pre-screening candidate materials,
for example, selecting novel materials to be used as solid electrolytes, the
manner in which this thermodynamic data is incorporated should come from
a more-rigorous physical footing.
The philosophy underlying this work was to take advantage of research
carried out in the statistical-mechanics community developing MC method-
ologies for calculating the free energy (outlined in Chapter 3) and apply these
methodologies to the problem of including defect interactions in the free en-
ergy. These calculated free energies could then be represented in a form in
which they could be included in these thermodynamic models.
9.2 Our results
It has been shown in Chapter 8 that, at least for a model system of a solid
electrolyte, the approach developed in this thesis is successful. The aim was
achieved through using the temperature-independent WL method to calcu-
late the free energy of a simple model of YSZ. This calculated free energy,
as expected, tends to ideal solution behaviour in the high-temperature, low
defect-density limit. A comparison of the WL calculations with the free
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energy obtained analytically with DH shows that the latter provides a rea-
sonable description of the non-ideal entropy, but a poor description of the
internal energy. The resulting free energies obtained as a function of tem-
perature and defect concentration were then accurately fitted with a regular
solution model using one temperature-dependent parameter. This suggests a
promising route to providing input from physical models into the data needed
for the calculation of phase diagrams and some suggestions were made as to
how this may be achieved.
An analysis of the model system in Chapter 6 illustrated the power of
these MC techniques. These techniques were initially used to examine the
thermodynamic properties such as the internal energy, Helmholtz free energy
and heat capacity. Analysis of these properties allowed us to examine a num-
ber of transitions that occur within the model as a function of temperature.
At low temperatures the model defects were seen to form ordered clusters
that broke up into charge-neutral units and finally individual charges as tem-
perature was increased. This analysis was confirmed through examination
of both the pair-correlation functions and DOS of the model systems. The
thermodynamic analysis of such systems is hardly novel, however, access to
the DOS provides an interesting tool for the analysis of such systems as one
may readily obtain the probability distribution describing the likelihood of
the occurrence of configurations within the system at a given temperature
through the application of a Boltzmann weight.
As a number of candidate Monte Carlo methods exist that could ful-
fil the role required in our methodology a comparison was made both in
terms of computational time and ease of use in Chapter 7. This discussion is
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important as both computational and financial power is limited and any im-
provement in performance in turn will allow an increase in both the number
of systems that can be assessed by this methodology as well as the accuracy
with which they are assessed. To this the candidate Monte Carlo methods
(MHMC, SHI, WL and NS) were applied to a simple model of a solid elec-
trolyte. This investigation illustrated the limitations of traditional MHMC
and SHI; a large number of simulations are required to fully describe the
properties of the system as one has to calculate thermodynamic properties
not only over a range of concentrations, but also over a range of tempera-
tures. This result suggested that temperature-independent methods (NS and
WL) may be an improvement on these traditional methods. The NS method
performed better than both the WL and SHI methods, however, the difficulty
of its implementation meant that the WL method was preferred here.
9.3 Directions for Future Work
We have shown in this thesis that the methodology developed can be used to
calculate the contributions of high-concentrations of charged defects to the
free energy and proposed several avenues in which the data generated may
be included in thermodynamic modelling. This is an important step towards
allowing these models to be truly transferable.
As mentioned previously the model used within this thesis is very sim-
plistic. A clear goal is to extend the approach used in this work to real
systems. This would require the development of a model that not only in-
cludes coulombic interactions between defects but also elastic and chemical
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interactions.
In order to accurately describe the free energy of real systems one must
develop an accurate model for the potential energy as a function of atomic
configuration. These effects should be included as, for example, in the case
of solid electrolytes a delicate interplay between the elastic and electrostatic
interactions is thought to be responsible for the ordering of defects [18, 19].
Therefore to accurately describe the free energy due to charged defects in
real systems one must include these interactions as well as the Coulombic
interaction. There are a number of ways that these interactions could be in-
cluded in a a more-sophisticated model of the crystal. The description of the
interactions between defects could be parameterised from, e.g., DFT calcula-
tions, incorporating correctly the long-ranged Coulomb interaction, together
with short-ranged potentials [96, 97] or cluster models [98] to describe the
interactions between defects. A free-energy calculation using the methodol-
ogy introduced here would then correctly include all the correlations between
defect positions, and the energy and entropy therefrom that is neglected in
the dilute or ideal solution model.
This work has shown that it is possible to use these novel MC methods to
calculate the free energy of these atomistic systems. Aside from improving
the thermodynamic techniques mentioned previously, this free energy data
could be exploited for a whole host of applications. Obtaining the free energy
as a function of concentration and temperature in this manner allows one to
apply an arsenal of thermodynamic simulation techniques to the systems of
interest. One could, for example, calculate the free energy of a number of
stoichiometric phases containing these defects. Comparison of the free energy
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between these phases would allow one to discern the stable phase for a given
temperature and concentration regime as well as discover transitions between
phases.
One can also exploit these techniques to provide the transition rates re-
quired for kinetic Monte Carlo simulations. This approach has already been
applied to hydrogen diffusivity in iron [121] and the application of this tech-
nique to solid electrolytes would provide insight into the diffusion of oxygen
ions within the system. This would be a key step in the development of
fuel-cell technologies as it would allow the assessment of the efficiency of ion
transport in candidate materials.
Finally it is worth noting that the efficiency of the methodology developed
is dependent on the efficiency of the Monte Carlo methods used. As both the
WL and NS methods are fairly novel it is hoped that any development that
improves the efficiency of these methods would be transferable here. If, for
example, one could develop the NS algorithm in such a way that the number
of rejected energy evaluations were minimised whilst still preserving uniform
sampling one could drastically reduce the computational cost of the method.
This in turn would allow the application of the methodology to systems of
much greater sizes. One could also take advantage of the massively-parallel
implementations of the Wang-Landau method developed by Vogel et al [63]to
the same effect. Whilst not part of the main focus of the thesis, it is hoped
that some of the small improvements to the methods proposed in this thesis
will be the genus of further developments in turn allowing these methods to
be applied more efficiently.
It is encouraging that the methodology developed here can be used to
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successfully describe the free energy well beyond the ideal limit and it is
hoped that this work will be applied to more-complex models in the future.
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Appendix A
Calculating the Probability
Distribution of a Sample being
the Highest Among a Given Set
In order to calculate the probability that a value α has the largest value of
a set of K samples drawn from a uniform distribution between 0 and 1 one
can use the following argument. One starts by drawing K samples between
0 and 1. Let us presume that the first sample drawn has value α. In order
for the first sample drawn to have the highest value every sample drawn
afterwards must have a value of α or less. As the distribution is uniform,
with each sample taking a value between 0 and 1, this upper limit of α is
also the probability that the value of a sample drawn is less than or equal to
α. To be the largest, all the other K − 1 must be less than or equal to α.
Thus the probability of the value of the first sample, α, being the largest is
αK−1.
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A SAMPLE BEING THE HIGHEST AMONG A GIVEN SET
By analogy one can calculate the probability that the second sample is
less than or equal to α and that this instead has the highest value of all
the samples drawn, and similarly for the third sample and so on. These
probabilities are also equal to αK−1.
One can sum these probabilities to obtain the probability that α is the
highest value drawn from all samples. Thus we obtain the desired distribution
ρ (αi) = Kα
K−1
i . (A.1)
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Appendix B
An Ideal-Solution Theory for
Charged Defects
The ideal-solution model is based on the approximation that the the concen-
tration of defects is so low that, on average they are too far apart to interact.
The location of a defect will therefore not affect the probability of another
defect existing at any site within the system except for the site it occupies.
There is therefore, for on-lattice systems, no spatial dependence in the in-
teraction and the entropy of the system can be directly evaluated through
enumerating the total number of states, as every configuration of defects is
equally likely. This can be readily achieved through the application of some
simple combinatorics.
One seeks to calculate the total number of states of a set of independent
sub systems. This is motivated by the fact that the electrolyte model, out-
lined in Chapter 5, consists of point charges existing independently on a set
of sub-lattices. When the number of sub-lattices is equal to one we return to
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the single lattice case.
For a system consisting of n independent subsystems the total number of
configurations, Ω, is
Ω =
n∏
i
Ωi, (B.1)
where Ωi is the number of configurations of subsystem i.
Defining each subsystem to consist of a lattice on which a single species
may exist, through simple combinatorics one can calculate the total number
of states of such a subsystem,
Ωi =
Ai!
ai! (Ai − ai)! , (B.2)
where Ai is the total number of sites on the lattice, ai is the total number
of occupied sites and (Ai− ai) is the total number of unoccupied sites. Sub-
stituting equation (B.2) into equation (B.1) one can see the total number of
states of the system is
Ω =
n∏
i
Ai!
ai! (Ai − ai)! . (B.3)
The configurational entropy of a system is defined as
S = kB ln (Ω). (B.4)
Substituting equation (B.3) into equation (B.4) one obtains the entropy of
the system of interest:
S = kB ln
(
n∏
i
Ai!
ai! (Ai − ai)!
)
. (B.5)
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One can expand using the properties of logarithms to obtain
S =
n∑
i
kB ln
(
Ai!
ai! (Ai − ai)!
)
=
n∑
i
Si, (B.6)
where
Si = kB ln
(
Ai!
ai! (Ai − ai)!
)
. (B.7)
One can now apply Stirling’s approximation (ln (A!) = A lnA−A) and obtain
Si
kB
= Ai lnAi − Ai − (ai ln ai − ai)− ((Ai − ai) ln (Ai − ai)− (Ai − ai)) ,
(B.8)
which reduces to
Si
kB
= Ai ln
(
Ai
(Ai − ai))
)
− ai ln
(
ai
(Ai − ai))
)
(B.9)
Substituting equation (B.9) into equation (B.6) one obtains a description of
the entropy of the entire system,
S =
n∑
i
kB
[
− (Ai − ai) ln
(
(Ai − ai))
Ai
)
− ai ln
(
ai
Ai
)]
(B.10)
which can be used to provide an estimate of the ideal Helmholtz free energy
of the system.
153
Appendix C
Debye-Hu¨ckel Theory and the
Poisson-Boltzmann Equation
As will be seen below the DH results are obtained through a linearisation
of the Poisson-Boltzmann (PB) equations. This approach has been applied
with some success to systems of charged defects [32, 33] and, as such, is a
natural comparison for our method. This derivation borrows heavily from
that found in [48].
The DH is commonly derived from the primitive model of electrolytes.
This model assumes that one has a system of positive and negative ions,
which are hard spheres of diameter σ+ and σ− with a point charge (with
charge q+ and q− respectively) located at the centre of each sphere. These
ions exist in a solution with a continuous dielectric constant (ǫ) and the ions
and solution are assumed to have the same ǫ. Charge neutrality is assumed.
This model can be seen to be a natural description of a bulk solid elec-
trolyte as the majority of the assumptions hold. The only disconnect is the
154
C. DEBYE-HU¨CKEL THEORY AND THE
POISSON-BOLTZMANN EQUATION
assumption of a short-range hard-sphere potential, however, we shall observe
in due course that this does not affect the final value of the electrostatic free
energy.
We start by considering a system of point charges of charge {q+j } and
{q−k } at points {rj} and {rk}. Thes charges exist in a continuous medium
of dielectric constant ǫ. The potential due to these charges at an arbitrary
point r is
φ (r) =
∑
j
q+j
ǫ |r− rj| +
∑
k
q−k
ǫ |r− rk| . (C.1)
If instead of point charges we have a continuous charge density ρ+ (r) and
ρ− (r) equation (C.1) becomes
φ (r) =
∫
ρ+ (r′) dr′
ǫ |r− r′| +
∫
ρ− (r′) dr′
ǫ |r− r′| .
=
∫
ρ (r′) dr′
ǫ |r− r′| (C.2)
where ρ (r) = ρ+ (r) + ρ− (r) is the total charge density at r.
On taking the Laplacian of both sides of equation (C.2) one obtains Pois-
son’s equation
∇2φ = −4πρ
ǫ
(C.3)
Let us start by considering the Helmholtz free energy of a primitive model
of N cations and N anions in a volume V at temperature T . We define the
electrostatic Helmholtz free energy of the system as F−F0 where F and F0 are
the Helmholtz free energy of the charged and uncharged system respectively.
Defining UN as the total potential energy of the charged system and U
0
N as
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the total potential energy of the uncharged system one readily obtains
exp (−β (F − F0)) = ZN
Z0N
=
∫
...
∫
exp (−βUN) dr1...dr2N∫
...
∫
exp (−βU0N) dr1...dr2N
(C.4)
where
UN =
1
2
∑
i,j:i 6=j
qiqj
ǫ |ri − rj| +
1
2
∑
i,j:i 6=j
us (rij) . (C.5)
us (rij) is the short range interaction between ions (in the primitive model
this is taken to be that of a hard sphere). The self energy is omitted as it is
unaltered by changes in concentration.
Considering solely the electrostatic contribution to this total potential
energy one obtains
UN,elec =
1
2
∑
j
qjψj (rj) (C.6)
where ψj (rj) is the electrostatic potential acting on the jth ion whose centre
is located at the point rj and is defined as
ψj (rj) =
1
2
∑
i 6=j
qi
ǫ |ri − rj| . (C.7)
One can now express the canonical average of ψj
〈ψj〉 =
∫
...
∫
ψj (rj) exp (−βUN) dr1...dr2N∫
...
∫
exp (−βUN) dr1...dr2N (C.8)
which can be shown, through the use of equation (C.4), to be related to the
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Helmholtz free energy through the following relation
(
∂F
∂qj
)
V,T
= 〈ψj〉 j = 1, 2...2N (C.9)
This allows one to obtain the total differential of F at constant V and T
dF =
∑
j
(
∂F
∂qj
)
V,T
dqj =
∑
j
〈ψj〉 dqj. (C.10)
Thus if one can calculate 〈ψj〉 one can calculate the Helmholtz free energy of
the system. By varying each charge in the system simultaneously from 0 to
qj, by writing dqj = qjdλ where 0 ≤ λ ≤ 1 we can obtain the electrostatic
free energy
F − F0 =
∑
j
qj
∫ 1
0
〈ψj (λ)〉 dλ (C.11)
DH provides a way for one to estimate 〈ψj (λ)〉 and thus obtain an estimate
of the electrostatic Helmholtz free energy .
We shall now derive the DH estimate of 〈ψj (λ)〉. We start by considering
the potential at some point r:
ψ (r) =
∑
i
qi
|r− ri| . (C.12)
We now canonically average ψ (r) keeping one particle fixed
1 〈ψ (r, r1)〉 =
∫
...
∫
ψ (r) exp (−βUN)dr2...dr2N∫
...
∫
exp (−βUN)dr2...dr2N (C.13)
One can readily show that equation (C.13) obeys Poisson’s equation by taking
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the laplacian of both sides to obtain
∇2 1 〈ψ (r, r1)〉 = −4π
ǫ
∇2 1 〈ρ (r, r1)〉 (C.14)
One can relate equation 1 〈ψ (r, r1)〉 to 〈ψj〉, which will allow the calcula-
tion of the electrostatic Helmholtz free energy . 1 〈ψ (r, r1)〉 is the electrostatic
potential energy at a point r in a system where one particle is fixed and the
others are averaged over the volume V . One can now write
1 〈ψ (r)〉 =1 〈ψ (r, r1)〉 − q1
ǫ |r− r1| (C.15)
which is the elctrostatic potential due to all ions except the ion fixed at r1.
This allows one to write
〈ψ1〉 =1 〈ψ (r1)〉 (C.16)
since 1 〈ψ (r1)〉 is the average potential acting on an ion fixed at r1. Thus,
if one can obtain the Helmholtz free energy from 1 〈ψ (r, r1)〉. It should be
noted that this assumes that the system is isotropic.
We now return to Poisson’s equation (C.14). The total charge density
1 〈ρ (r, r1)〉 can be written in terms of the radial distribution function:
1 〈ρ (r, r1)〉 =
2∑
s=1
csqsg1 s (r, r1) (C.17)
where cs is the bulk number concentration of the s-type ions and g1 s (r, r1) is
the radial distributio function of s-type ions about the central ion located at
r1. The radial distribution function can be related to the potential of mean
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force (PMF) (w1s (r)) to give
∇2 (1 〈ψ (r)〉) = −4π
ǫ
2∑
s=1
csqs exp (−βw1s (r)). (C.18)
Where we have set r1 to be at the origin for ease. This equation is exact.
The first DH approximation is to set the PMF equal to
w1s (r) = q
1
s 〈ψ (r)〉 ≡ qsφ1 (r) r > a (C.19)
where we have written φ1 (r) for ease and assumed the radii of all the ions is
a
2
. Substituting this into equation (C.18) allows one to obtain the Poisson-
Boltzmann equation
∇2 (φ1 (r)) = −4π
ǫ
2∑
s=1
csqs exp (−βqsφ1 (r)). (C.20)
The second DH approximation is to linearize equation (C.20). Thus one
obtains
∇2 (φ1 (r)) = −4π
ǫ
(
2∑
s=1
csqs − β
2∑
s=1
csq
2
sφ1 (r)
)
. (C.21)
The first term on the right hand side vanishes due to charge neutrality. Thus
we are left with
∇2 (φ1 (r)) = κ2φ1 (r) r > a (C.22)
where
κ2 =
4πβ
ǫ
2∑
s=1
csq
2
s (C.23)
which is the inverse Debye length. For the regime r < a we have excluded
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the areas of the surrounding ions thus
∇2 (φ1 (r)) = 0 0 < r < a (C.24)
One can readily obtain the solution of equation (C.22)
φ1 (r) =
A1 exp−κr
r
+
B1 expκr
r
r > a (C.25)
which on applying the condition that φ1 must vanish as r →∞ gives
φ1 (r) =
A1 exp−κr
r
r > a (C.26)
One can also easily obtain the solution to equation (C.24)
φ1 (r) =
A2
r
+ B2 0 < r < a (C.27)
A2 is found through the application of Gauss’ law to give
φ1 (r) =
q1
ǫr
+ B2 0 < r < a (C.28)
To find the remaining constants in equations (C.28) and (C.26) we ap-
ply the following boundary conditions, φ1 (r) must be continuous across the
surface r = a, and, the normal derivative of φ1 (r) (i.e.,
dφ1(r)
dr
) must also be
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continuous across the surface r = a. Applying these conditions one obtains
A1 =
q1 exp (κa)
ǫ (1 + κa)
(C.29)
B2 = − q1κ
ǫ (1 + κa)
(C.30)
One can now write down the DH
φ1 (r) =
q1
ǫr
− q1κ
ǫ (1 + κa)
0 < r < a (C.31)
=
q1 exp (−κ (r − a))
ǫ (1 + κa) r
(C.32)
Equation (C.32) allows one to evaluate 〈ψ1〉. Remembering that the fixed
particle is at the origin and remembering equation (C.15) one obtains
〈ψ1〉 =1 〈ψ (r)〉 = φ1 (r)− q1
ǫr
, (C.33)
which on applying equation (C.32) one obtains
〈ψ1〉 = − q1κ
ǫ (1 + κa)
(C.34)
or more generally
〈ψj〉 = − qjκ
ǫ (1 + κa)
. (C.35)
We have therefore obtained the average electrostatic potential acting on the
jth ion situated at the origin.
One can now obtain the electrostatic equation through the substitution of
equation (C.35) into equation (C.11). Remembering that κ is also a function
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of λ and integrating we obtain
β(F − F0)
V
= − κ
3
12π
τ (κa) (C.36)
where
τ (κa) =
3
κ3a3
{
ln (1 + κa)− κa+ κ
2a2
2
}
(C.37)
or as κa→ 0
βFel
V
=
β(F − F0)
V
= − κ
3
12π
(C.38)
where Fel is the electrostatic Helmholtz free energy . The internal energy can
then be derived using the thermodynamic relation
∂
∂T
−F
T
=
U
T 2
(C.39)
to give
UDH = −kBT κ
3 V
8π
. (C.40)
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Appendix D
Using Rejected Monte Carlo
Moves
This appendix is somewhat of a detour from the main themes of this thesis.
It contains the genus of some suggestions as to the improvement of the MC
methods outlined in Chapter 3 and is included to promote discussion rather
than provide solutions.
When one carries out a Monte Carlo simulation one tends to ignore vast
amounts of data. If one carries out a MC simulation that is based on an
acceptance criterion, for example, MHMC, and one assumes that roughly
half the generated moves will be accepted (which is not uncommon [122]),
it is evident that one is discarding fifty percent of these moves. There are
however ways in which one can use these discarded moves to improve the
statistics obtained from the simulation. In other words, one can use the
rejected moves as well as accepted ones.
This insight is attributable (at least in the materials community) to
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Figure D.1: The estimate of the internal energy of a 32 by 32 Ising model
calculated via the waste-recycling Metropolis-Hastings Monte Carlo method
and the Metropolis-Hastings Monte Carlo method.
Frenkel [51, 52]. Frenkel showed, through a reformulation of the derivation
of MHMC that one could include both accepted and rejected moves when
taking a MHMC average. This is known as WRMC and is outlined briefly
in Chapter 3. One can observe from Fig. D.1 that the implementation of
WRMC allows one to obtain a better estimate of the internal energy after
fewer iterations than traditional MHMC.
The beauty of this method is that it implementation requires very little
alteration to the original MHMC algorithm; with some thought one effec-
tively can implement this alteration of the MHMC method for free. Whilst
for small systems the effect is minimal it is representative of a frugal at-
titude, which is well worth applying as system size increases and available
computational time becomes a pressing factor.
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We have extended this waste-recycling approach to WL sampling. In this
case one increases the value of the estimated DOS by a fraction of the in-
cremental value proportional to the acceptance weight. As the WL method
samples the whole of energy space, this adaptation has the advantage of in-
cluding small regions of phase space as long as a configuration within that
region is generated, whether a move is accepted or not. The DOS, inter-
nal energy, and Helmholtz free energy calculated from this DOS is given in
Fig. D.2 alongside those calculated from an original WL simulation.
Whilst this waste-recycling Wang-Landau method is still in its early
stages of development, and, as such, much analysis of the method is still
to be done, it is encouraging that we can reproduce the correct values for the
thermodynamic properties. It is hoped that this adaptation of the method
may reduce the fluctuations in the DOS, which were shown to have a prob-
lematic effect on the calculated values of the low-temperature properties of
the system in Chapter 7. de Pablo and co-workers [123] have also noted an
improvement in computational performance due to including rejected moves
in DOS calculations lending further weight to this line of inquiry.
165
D. USING REJECTED MONTE CARLO MOVES
−2.0 −1.5 −1.0 −0.5 0.0 0.5 1.0 1.5 2.0
Configurational Energy per Site
0
100
200
300
400
500
600
700
800
ln
(D
en
si
ty
of
S
ta
te
s)
Waste Recycling
Wang − Landau
0 2 4 6 8 10
Temperature
−8
−7
−6
−5
−4
−3
−2
−1
H
el
m
h
ol
tz
F
re
e
E
n
er
gy
p
er
S
it
e
Waste− Recycling
Wang− Landau
0 2 4 6 8 10
Temperature
−2.0
−1.8
−1.6
−1.4
−1.2
−1.0
−0.8
−0.6
−0.4
−0.2
In
te
rn
al
E
n
er
gy
p
er
S
it
e
Waste− Recycling
Wang− Landau
Figure D.2: The density of states, internal energy and Helmholtz free energy
of a 32 by 32 Ising model calculated using the waste-recycling Wang-Landau
method. Values calculated using the original Wang-Landau method are also
given for ease of comparison.
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