Step 2 Run linear program:
I. INTRODUCTION When testing the stability of a feedback system with one linear and one nonlinear element in a unit feedback control-loop, one finds that the circle and Popov criteria are useful for the discussion of robust stability [ 11-[7] . However, it may be very difficult to apply them to a nonlinear perturbed system with an observer-controller compensator feedback loop (see Fig. 1) . Since the observer-controller compensator has been widely applied to control system design for its greater flexibility [7] -[9J, an alternate consideration of robust stability under nonlinear time-varying perturbations (or unmodeled dynamics) is necessary for practical design.
In this note a plant consists of a linear time-invariant nominal element P, which is not necessarily stable, and a nonlinear perturbation (or unmodeled dynamics) N. An observer-controller compensator is employed. A sufficient condition for robust stability is derived for a nominal system with a nonlinear time-varying perturbation (or unmodeled dynamics) . After a more general robust stability result is introduced, a design algorithm is proposed to synthesize an observer-controller compensator in this generalized setting to satisfy the requirement of robust stability, 5 ) llA(jw)llS = max dAi(A*(jw)A(jw)) denotes the spectral norm of linear operator A , i.e., the largest eigenvalue of A*(jw)A(jw) or the largest singular value of A ( j w ) . 
MathematicaI Notations

Further Notation
In the following sections, the linear operator A without function of s denotes the operator in the time domain while A(s) denotes its Laplace transform in the s domain.
II. PROBLEM FORMULATION
Suppose we have an LTI multivariable system with a nonlinear timevarying perturbation. Let the operator (P + N) E Rnx" shown in Fig. 1 denote the plant with additive nonlinear perturbation; the linear nominal operator P can be unstable. The observer-controller compensator consists of T(s), S(s), R(s) are in H[s] as shown in Fig. 1 , and T(s) is assumed to have an inverse. Suppose that the perturbation N lies within a sector [ -6,
for all u(t)EL;.
We pose two questions:
1) Under what conditions can the nonlinear time-varying perturbed multivariable feedback system in Fig. 1 In order to satisfy the asymptotic stability of the nominal closed-loop system, first, we must assume (T + R)AI + SBI has a stable inverse, 
Similarly,
y ( t ) = ( P + N ) u ( t ) = P u ( t ) + N ( u ( t ) ) = B I L -' Tr ( t ) -B I L -' S N ( u ( f ) ) + N ( u ( f ) ) [from (lo)]. (11)
Remark 1: From the above analysis, in the nominal case (Le., N(u(t), t ) = 0), it is seen that if we choose L-l(s) E H[s] appropriately, the above nominal system is asymptotically stable. If N(u(t), t ) # 0, in order to achieve robust stability, some more constraints must be imposed on T(s), R(s), and S(s).
Lemma 1: The mauix (T(s) + R(s))A,(s) + S(s)Bl(s) has a stable inverse L-'(s) if and only if
( s ) + R ( s ) = L ( s ) X , (~) + M ( s ) B ( s ) and S ( s ) = L ( s ) Y , ( s ) -M ( s ) A ( s )
Proof: S e e Appendix A. Remark 2: In order to satisfy the requirement of proper controller (i.e., the realizability of controller), the choice of the M(s) and L(s) must be subject to the constraint that T-l(s)R(s) and T-'(s)S(s) are proper.
Our design of a robust compensator becomes a problem of how to choose M(s) and L(s) in (12) such that T(s), R(s), and S(s) can robustly stabilize the system in Fig. 1 . (12) Proof: Similar to the proof of Theorem 1.
Theorem I : If we choose the compensators S(s), T(s), and R(s) E H[s] as given in
From the above analysis, a design algorithm is proposed as follows: 1) Obtain A @ ) , B(s), A&), and Bl(s) from (4). into (12) to obtain the robust compensator.
Remark: The choice of L(s) and M(s) in
Step 3 must be made under the constraint that the compensator is proper as pointed out in Remark 2. inequality in (13).
IV. EXAMPLE
and suppose the nonlinear time-varying perturbation is N=diag [N,, N2] and N,=0.5 sin (~( t ) ) , for i = 1, 2. From (2) , it is seen that N(u) is inside the sector (-0.5, 0.5), i.e., IlNi(u(t))l12 < 0.511~(t)11~, f o r i = 1, 2, Le., 6 = 0.5.
Step I: From (4), we get In order to satisfy the requirement of robust stability in (13) Step 4: From Step 3 we obtain 
Here, we have more freedom to choose T(s), S(s), and R(s) in (21). For example, T(s) can be chosen such that lim5,0 (I -Bl(s)L-'(s)T(s))
= 0 which has good tracking property (i.e., this transfer matrix must have zero at s = 0 for tracking step input or double zeros at s = 0 for ramp input). In this example, in order to track the unit step, we choose -3 ) i.e., for any value of K I in (0.01,O. l), we can get the corresponding T(s), R(s), and S(s) in (21) not only to stabilize the multivariable system under the nonlinear perturbations but to achieve the tracking purpose. The performance of the control and output signals are shown in Fig. 3 . Abstract-The optimal projection equations for reduced-order state estimation are generalized to allow for singular (Le., colored) measurement noise. The noisy and noise-free measurements serve as inputs to dynamic and static estimators, respectively. The optimal salution is characterized by necessary conditions which involve a pair of oblique projections corresponding to reduced estimator order and singular measurement noise intensity.
On& 1.: Suppose (T(s) + R(s))Al(s) + S(s)B,(s) has a stable inverse
L-'(s) E H[s],
T(s)+R(s)=M(s)B(s) and S(s)= -M(s)A(s)
(
I. INTRODUCTION
It has recently been shown [l] that solutions to the steady-state reducedorder state-estimation problem can be characterized by means of a system of modified Riccati and Lyapunov equations coupled by an oblique projection. As in classical Kalman filter theory [2] , however, this solution is based on the assumption that all measurements are corrupted by white noise. When the measurement noise is singular (Le,, colored), the optimal solution cannot be applied since the filter gains are given in t e r n of the This work was supported in part by the Air Force Office of Scientific Research under Manuscript received August 7, 1986; revised November 14, 1986 and May 6, 1987. Contract F49620-86-ooo2 inverse of the noise intensity matrix. Hence, it is not surprising that a sizable body of literature has been devoted to the singular measurement noise problem in both continuous and discrete time [2]-[14] . For an overview of stochastic observer theory, see [15] . Much of the continuous-time singular estimation literature attempts to overcome the noise singularity by introducing new measurements obtained by differentiating noise-free measurements. The present note complements these results in the following way. For the available noisy and noise-free measurements we simultaneously design a reduced-order dynamic estimator for the noisy measurements and a static estimator for the noise-free measurements. We are not concerned here with the question of how the measurements are generated (e.g., via successive differentiation). Rather, our goal is to develop a unified dynamic/static estimation design theory which permits full utilization of both noisy and noise-free measurements. Application of these results to previously proposed approaches to singular estimation involving differentiation and transformation should be an interesting area for future research.
The results given herein directly generalize the results obtained in [ 11. Specifically, the modified Riccati/Lyapunov equations are now coupled by a pnir of oblique projections. As in [l] the requirement for reduced estimator order gives rise to the projection 72 = o p (OF) (1.1) where ( ) # denotes group generalized inverse and Q and P are rankdeficient nonnegativedefinite matrices analogous to the controllability and observability Gramians of the estimator. In addition, the presence of noise-free measurements A t ) = Czx(t) (1.2) leads to the projection
where Q is the steady-state error covariance. The contribution of the present note is a concise, unified statement of the optimality conditions in a form which clearly displays the role of the oblique projections 7 , and r2 in explicitly characterizing optimal static/dynamic (nonstrictly proper) estimators. An additional feature of the present note is the presence of state-and measurementdependent white noise in the plant model. This model has been studied in a stateestimator context in [161-[18] and has been justified as an approach to robustness in [19]-[22] .
In Section III of the note, we consider the case in which the noisy and noise-free measurements are fed to the dynamic and static estimators, respectively. In Section IV, we note that feeding the noisy measurements to the static estimator results in an ill-posed problem, and we consider the general case in which the noise-free measurements are fed to both the static and dynamic estimators. Optimality conditions now lead to the interesting disjointness condition 0 = 7271 (1.4) concerning the relationship between the static and dynamic estimators. The meaning of (1.4) for proposed singular estimation schemes will be explored in future papers.
The goal of this note is confined to a rigorous development of necessary conditions for the optimal estimation problem. In support of this aim it should be noted that the usefulness of necessary conditions in optimization and optimal control has been amply demonstrated by classical results such as the maximum principle and Euler-Lagrange theory. For practical purposes, necessary conditions are largely free from restrictive special assumptions which invariably accompany sufficiency theory. Most importantly, success in addressing the problems of existence, sufficiency and global optirnality is far more likely after the full elucidation of the necessary conditions has been achieved. Indeed, sufficiency conditions are often obtained by strengthening necessary conditions by means of additional restrictive assumptions.
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