ABSTRACT The classification of sleep stages is the process which helps to evaluate the quality of sleep and detect the sleep related disorders. Through analyzing the electroencephalography, the sleep stages can be discriminated manually by specialists. However, this can be a laboriousness work because of the huge datasets. Until now, several studies have been conducted based on the automatic analysis of electroencephalography. Still, as the development of wearable technology, there is a need for an accurate and single-channel electroencephalography based sleep stages identification system. In this paper, a statespace based sleep stages classification method is proposed using the proposed model based essence features extraction method. This method employed the state-space model to establish the intrinsic models based on the single-channel electroencephalography, from which the features used for further classification can be extracted. For 2-stage to 6-stage classification of sleep states, the verification system can achieve 98.6%, 94.9%, 93.0%, 92.3%, 91.8% accuracy on the Sleep-EDF database, and also reach 94.9%, 87.7%, 82.7%, 80.9%, 78.2% on Dreams Subjects database.
I. INTRODUCTION
Sleep is a naturally recurring state of mind and body, in which the body alternates between rapid eye movement (REM) sleep and non-REM (NREM) sleep, and sleep quality [1] - [5] is one of the important factors affecting the human being's health. Sleep scoring is a valuable method to evaluate the quality of sleep, which is benefited from the polysomnographic (PSG) recorded by electroencephalogram (EEG), electrooculogram (EOG), electromyogram (EMG), or electrocardiogram (ECG) during sleep. According to the Rechtsaffen and Kales (R&K) [6] criteria proposed in 1968, the sleep of a healthy human being can be divided into six sleep stages including wakefulness (W), NREM sleep stage1 (S1), NREM sleep stage2 (S2), NREM sleep stage3 (S3), NREM sleep stage4 (S4) and rapid eye movement (REM). There are some sleep-related ailments such as insomnia, schizophrenia and autism that can be discriminated through the analysis of sleep stages classification. Usually, The associate editor coordinating the review of this article and approving it for publication was Leandro Beltrachini. the obtained sleep datasets would be segmented into several epochs of 20-30s and then labeled manually by welltrained clinicians. However, the sleep datasets are constantly obtained from multi-channel devices, which lead to the laborious and time-consuming work. In consequence, it is necessary to study an accurate sleep stages classification method based on single-channel EEG to help the experts in diagnosing sleep disorders.
To identify the sleep stages accurately, several studies have been conducted to design classifiers based on the features extracted from special waveform, time-frequency, time-frequency image, amplitude, spectral and so on. The k-complex [7] , [8] is one of the important parameters in determining the epoch as N-REM stage-2, which would help the automatic sleep staging system in a great deal. Yucelbas [9] have presented a fusing-method with logic AND operations and Ranjan et al. [10] propounded a fuzzy neural network approach to find out whether there were k-complex in related epochs using the time and frequency analysis, automatically. Camilleri et al. [11] investigated the use of switching linear Gaussian state space models for the segmentation and automatic labelling of Stage 2 sleep EEG data characterised by spindles and K-complexes.
Time-frequency analysis [12] , [13] , as a common method of signal analysis and processing, is often used for the detection of sleep stages. Some researches directly use the time-frequency analysis results as the features to fed into the classifier to achieve the goal of automatically identifying the sleep stages. And in other studies, methods of extracting features from time-frequency image (TFI) are also adopted. Koupparis et al. [14] explored the possibility of sleep scoring using the whole-night time-frequency analysis, termed hypnospectrogram, with a computer-assisted K-means clustering method. Hypnograms were derived from 10 whole-night sleep EEG recordings using either standard visual scoring under the R&K criteria or semi-automated analysis of the hypnospectrogram derived from a single EEG electrode. The substantial agreement between the two approaches with Cohen's kappa considering all 7 stages is 0.61.
Alsalman et al. [15] proposed a robust method based on TFI and fractal dimension (FD) to detect sleep spindles in EEG signals. A short time Fourier transform (STFT) is applied to obtain a TFI from each EEG segment. Each TFI is converted into an 8-bit binary image. Different sets of features are extracted from each TFI after applying a statistical model to the FD of each TFI. The extracted statistical features are fed to a least square support vector machine (LS-SVM) to figure out the best combination of the features. It given an average accuracy of 98.6% and 97.1% on two datasets, respectively. Like the TFI, the graph domain features which are extracted from the visibility graph (VG) and horizontal VG (HVG) of the EEG epochs are adopted by Zhu et al. [16] . And the accuracy of 6-stage classification are 87.5% on 14963 epochs from the Sleep-EDF database [18] . Sharma et al. [17] developed a single-channel EEG based sleep-stages classification system using the time-frequency features extracted from the EEG datasets. This method achieved classification accuracies of 98.3%, 93.9%, 92.1%, 91.7%, and 91.5% for 2-stage to 6-stage on 85900 epochs which also belong to the Sleep-EDF database. And also the time-frequency features were used to train the Cascaded LSTM recurrent neural network to classify the sleep stages in generic performance by Michielli et al. [19] . Hassan and Bhuiyan [20] - [22] proposed the ensemble empirical mode decomposition (EEMD) to decompose the sleep segments and extract features. The proposed algorithm yield the highest classification accuracy are 98.15%, 94.23%, 92.66%, 83.49% and 88.07% for 2 to 6 sleep stage classification based on the same sleep database as [19] . Sharma et al. [23] also adopted the features extracted from amplitude and frequency to automatically classify the sleep stages which achieved the high accuracy.
The spectral features [24] , [25] are also often used for the detection of sleep stages. Hassan and Bhuiyan [26] extracted various spectral features from tunable-Q factor wavelet transform(TQWT) sub-bands. However, in most of these work, only 6 or 8 subjects' EEG recordings are used, which will result in insufficient generalization performance. Besides the classification accuracies of these work are still not ideal.
Presented herein is a state-space model (SSM) based sleep stages classification method, through which the accurate assessment of the sleep activity can be obtained by singlechannel EEG datasets. The discriminated features which named model based essence features (MBEFs) is the crucial factor to guarantee the high classification accuracy. In this paper, the MBEFs are extracted from the intrinsic model of EEG, which can be established through the SSM. The extracted features would be conveyed to the suitable classifier for the training and testing, thus the accurate sleep stages classification can be implemented.
The rest of this paper is organized as follows: Section 2 describes the adopted EEG databases, and the methodology of the proposed method. Section 3 presents the deployment of the verification experiments and the analysis of the results. Finally, the conclusions are provided in Section 4. 
II. MATERIEL AND METHODS
In this section, the EEG databases and the SSM based sleep stages identification method will be described in detail. As shown in Fig. 1 , this method mainly contains two phases: offline training phase and identification phase. In the offline training phase, the offline EEG datasets would be preprocessed and divided into several segments with the same time duration firstly. Secondly, the SSMs with different orders can be estimated by each EEG Data segment based on the system identification method. Then the MBEFs will be extracted from these estimated models. After the step of feature extraction, several classifiers will be trained with the sample datasets. At last, according to the training results, the most suitable classifier and order of the SSM would be determined for the identification phase.
In the identification phase, after filtering the input EEG datasets segments, the classification results of sleep stage can be obtained automatically with the extracted MBEFs and the selected classifier.
A. EEG EXPERIMENTAL DATA DESCRIPTION
To conduct the verification experiments, two publicly available and widely used benchmark EEG databases are adopted in this paper, namely Sleep-EDF database and Dreams Subjects database.
1) SLEEP-EDF DATABASE
This database are chosen from [18] which are recorded for the research of sleep. All the datasets are whole-night PSG sleep recordings containing EEG (from Fpz-Cz and Pz-Oz electrode locations), EOG (horizontal), submental chin EMG, and an event marker. The EEG datasets are each sampled at 100 Hz. And there are Hypnogram files which were contained annotations of the sleep patterns that correspond to the PSG. These patterns (hypnograms) consist of sleep stages W, R, 1, 2, 3, 4, M (Movement time) and ? (not scored). All hypnograms are manually scored by well-trained technicians. In this paper, 103505 epochs are selected from 28 subjects' 38 EEG recordings which are shown in Table 1 . The time length of each epoch T e s in this database is 30 seconds.
2) DREAMS SUBJECTS DATABASE
The Dreams Subjects database consists of 20 whole-night PSG recordings obtained from 20 healthy subjects (4 males and 16 females, 20-65 years old). The overall length of all records is around 168 hours, with each record being between 7-9 hours. All the subjects are healthy and free of any medication. Data collected were acquired in a sleep laboratory of a belgium hospital using a digital 32-channel polygraph (BrainnetTM System of MEDATEC, Brussels, Belgium). At least two EOG channels (P8-A1, P18-A1), three EEG channels (CZ-A1 or C3-A1, FP1-A1 and O1-A1) and one submental EMG channel were recorded. The standard European Data Format (EDF) was used for storing. The sample frequency was 200 Hz. All the recordings are basically clear and without artifacts. The sleep stage annotation has been performed according both R&K and AASM criteria by an expert scorer of the sleep laboratory. In this paper, 30401 epochs under the R&K standard are selected, which are shown in file, which contains one subject's EEG recordings of multichannel, it will be imported in the EEGLAB firstly. And then, one single channel will be extracted. For the files of Sleep-EDF database, the Pz-Oz channel is selected which was suggested by various studies [15] - [17] . Meanwhile the Cz-A1 channel is chosen for Dreams Subjects database. Thirdly, the selected channel data will be filtered by the 0-30 Hz low pass filter. Because according to researches such as [38] , [39] , the EEG frequencies in sleep and awake state are mainly distributed below 30 Hz. Once the data are filtered, it will be exported as one-dimensional vector without time information and saved as txt files which also can be denoted as (1) .
where Y is the vector consist of the output y t which sampled by the EEG devices, P is the length of vector. At last, a move rectangle window of which length is j will be used to divide the Y across time without overlap. Then Y will be separated as
T which can be described as (2) .
.
where Y i will be considered as the dataset for estimating the model. In this paper, the j will be determined by the epoch length. So for the Sleep-EDF database, the length of each epoch is 3000 which can be calculated by T e S × 100 = 3000. Because the sample frequency is 100 Hz, and the time length of each epoch is T e S = 30s. With the same calculation method, for the Dreams Subjects database, j is 4000.
C. MODELS ESTIMATION
In this work the features are extracted from the intrinsic model which can be estimated by system identification method. So in this part, the modeling of a single channel EEG system will be depicted in detail.
The process of collecting the internal brain information by EEG devices can be abstracted as Multi-input Multi-out system. When people are in wake stage, the brain is always receiving the external messages from sight, sound, smell and so on. And with the help of EEG amplification, the activity of brain can be recorded as the amplitude data for further research. Whereas once the subject is in sleep state or in peace, the brain system can be assumed that there are no external inputs which can be seen in Fig. 2 . The output of single channel EEG system are sampled as y 1 , y 2 , y 3 , . . . , y t by EEG devices.
The main difficult is how to model using these output obtained from the scalp when the brain is in a specific state.
1) MODELING BASED ON THE SSM METHOD
For a period T e D or T e S , the output of single channel EEG system is Y i = y (i−1)·j+1 , y (i−1)·j+2 , . . . , y i·j . Assuming that the model m i with order n can denote the brain's state in the short time T e D or T e S by the difference equation (3) which is a state space model [35] without input.
where y k ∈ R is the sampled value at time instant k. Vector x k ∈ R n×1 is the state vector of process at discrete time instant k and contains the numerical value of n states. The matrix A ∈ R n×n is the state transfer matrix. The matrix C ∈ R 1×n is the output matrix, which describes how the internal state is transferred to the outside world in the observations y k . The ω k and υ k are the process and measure noise. This system can be represented in Fig. 3 . Equation (3) can be converted into a so-called forward innovation model [36] , [37] which can be obtained through Kalman filter,
where e k ∈ R denotes zero mean white noise. K ∈ R n×1 is the steady state Kalman gain. The matrixÂ i ,Ĉ i and K i will be estimated with the output Y i by the following method.
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Firstly, define the A = A−KC. Then, the (4) can be rewrite as (5),
After further iterative derivation, the following (6) can be obtained.
AssumingÃ to be stable, first estimate a ''high order'' ARX model to get estimate of the impulse response coefficients CÃK for k = 0, 1, . . . , f − 2. With these estimated impulse response coefficients, the estimates can be formed. Then, (7) can be derived from (6) .
From (5), it is also clear that,
Equation (8) implies that the state can be estimated by a linear combination of past outputs by choosing a ''large enough" q which is used in [40] . So the estimation of state vectorx k can be depicted as (9),x
where K is a matrix of unknown coefficients and p k is a vector containing delayed outputs q steps back,
Then define the z k as
Equation (11) can be viewed as a reduced rank linear regression problem in˜ K. With the canonical correlation analysis on z k and p k , let
The correlation matrix between two signals z k and p k can be defined as
Then, compute the singular value decomposition.
where U and V are orthonormal matrices of left and right singular vectors, respectively, and S is a diagonal matrix containing the singular values in non-increasing order along the diagonal. Let U n S n V T n denote the partitioning of the SVD matrices corresponding to the n largest singular values.
The estimates of andK are:
And the corresponding estimated state sequence is
The system matrices can now be estimated by linear regression in the state space model (4) by replacing the true state with the estimatedx k . The matricesĈ can be obtained by regressing y(k) onx k . An estimate of the innovation sequence is then obtained as the residual of that regression. Finally, the matricesÂ andK are estimated by regressingx (k+1) onx k .
2) MODEL EVALUATION CRITERION
In this part, the Normalized Root Mean Squared Error (NRMSE) will be used to evaluate the performance of the estimated models. And it can be described as (15) .
where FitPercent is the calculation results of NRMSE. And y sampled is the already known dataset. The y model is the output dataset from the estimated model.
D. FEATURES EXTRACTION AND CLASSIFIER TRAINING 1) FEATURES EXTRACTION
After modeling based on the output datasets, the MBEFs can be extracted from these SSMs. The parameters of the model are the characteristics to distinguish different models. Once the model parameters change, it means that the description of objects have been changed with the change of the target objects. Thus, the model parameters can be considered as the representative of a model. Under this condition, the MBEFs can be defined as follows: 
2) CLASSIFIER TRAINING
To train a classifier by supervised learning method, the labels of samples for training should be prepared at first. In this paper, a label corresponding to a model m i can be obtained from the Hypnograms files.
For Sleep-EDF database, each label is corresponding to 30 seconds time length. And for Dreams Subjects database, the mark was made by every 20 seconds. Each subject contains 6 stages including WAKE, REM, S1, S2, S3 and S4.
In this work, 2 to 6 stage sleep state classification problems are considered in the next experiments. These classes are described in Table 3 .
There are many classifiers developed in recent years. In this work, the Linear Discriminant, Bagged trees, SVM, Boost trees, KNN and RUSBoosted trees are selected as the candidate classifiers. The performance of these classifiers should be evaluated based on the proposed features, and the most suitable classifier would be chosen for further identification phase.
E. IDENTIFICATION PHASE
The process of the identification phase is similar to the offline training phase. The model order of SSMs and classifier used in the identification phase are determined by the offline training phase.
Firstly, the EEG segments
will be obtained from the single-channel EEG recordings. Secondly, with the determined model order, the SSMs will be estimated by the proposed modeling method. Thirdly, the MBEFs will be extracted from these models m 1 m 2 . . . m n T . Fourthly, the classifier which is selected in the offline training phase will be trained with these MBEFs. Finally, the sleep stages of one's whole night can be identified by the proposed system automatically.
III. EXPERIMENTS AND RESULTS
There are two experiments in this section, the first one is the evaluation of the proposed SSM based model. The evaluation indicators is the FitPercent described earlier in this paper. The second one can be divided into two part according to the proposed method. The first part is the offline training phase test. Through this test, the most appropriate model order and classifier will be determined. And the other part is the identification phase test, which will use the obtained model order to model the epochs from two databases. Then the MBEFs will be extracted from the estimated models. And the selected classifier will be trained and tested.
In the second experiment, 10-fold cross-validation will be used as the evaluation method. The performance of the classifier will be evaluated in terms of the following test criteria: classification accuracy and confusion matrix.
The configuration of the computer which has been used for implementation is AMD Ryzen 1700, 3.0 GHz, 24 GB of RAM. MATLAB 2018a is employed to perform the experiments.
A. MODEL EVALUATION
For the evaluation of the proposed SSM based model, the test datasets used here are from 20 subjects of the Dreams Subjects database, and each subject extracts 100 epoch, totaling 2000 epoch.
For each epoch, the models will be estimated with the order from 5 to 15. Then for each subject, in the case of order n, the average FitPercent of 100 models is:
where m i presents the models. And the average FitPercent of each subject will be recorded and shown in the Fig. 4 . Where the ordinate represents the AverageFitpercent, and the abscissa represents the order of the models. The S1, S2, . . ., S20 correspond to subject 1, subject 2, . . ., subject 20.
As shown in the Fig. 4 , from 5 to 9 order, the Average FitPercent is significantly improved as the model order increases. However from 10 to 15 order, the variation of the models' FitPercent is not obvious. According to the results, the SSM based modeling method proposed in this paper can obtain appropriate model according to the epochs from single-channel EEG datasets, and the order of the model will affect the FitPercent of the system to some extent. 
B. OFFLINE TRAINING PHASE TEST
In order to confirm the model order and classifier, the flow of Fig. 5 will be executed with the randomly selected EEG datasets in this section.
As shown in Fig. 5 , firstly, four single-channel EEG recordings from the Dreams Subjects database are randomly selected as the test datasets, which are Subject1, Subject10, Subject11, and Subject12, respectively. And then, all the epochs from these 4 subjects will be modeled at the order from 5 to 15. Thirdly, the Linear Discriminant, Bagged trees, SVM, Boost trees, KNN and RUSBoosted trees are compared based on the MBEFs extracted from the models estimated by different orders. The test results are shown in Fig. 6 , in which the ordinate indicates the accuracy of the classification, and the abscissa indicates the order of the models.
As can been seen from Fig. 6 , when the model order n is 11, the accuracy of 2 classes classification is highest with the Boost Trees. Whereas when the order n is 6, the accuracy of 3 to 6 classes classification is higher than any other order with the Bagged Trees. Based on these results, in the next test part, the Bagged trees will be selected as the classifier. And all the models will be estimated at the order 6. Which means, the dimension of MBEFs in identification phase test is 48.
C. IDENTIFICATION PHASE TEST
After the determination of model order and classifier in the previous test, in this section, the performance of the proposed algorithm will be tested on the Sleep-EDF database and the Dreams Subjects database. The test flow on the two database can be depicted in the Fig. 7 . Firstly, all the epochs would be modeled with order 6. Secondly, the features would be extracted from each model and the samples would be constructed. Thirdly, the datasets would be trained with the Bagged trees by 10-fold cross-validation method. At last, the classification results can be obtained.
1) SLEE-EDF DATABASE TEST
According to the test flow of Fig. 7, 2 classes of sleep stages will be trained and verified by 10-fold CV for Sleep-EDF database at first. The results can be described as Table 4 , the sensitivity of wake stage can reach to the 99.6% and the sensitivity of sleep stage is 96.0%. The accuracy in wake state detection is higher than [17] , which is 98.6%.
For the 3-stage sleep classification on Sleep-EDF database, the sensitivity of REM stage is 64.6%, whereas the sensitivity of NREM is 88.9% which can be seen in the Table 5 . The most of the misclassified REM class are classified as the NREM. Table 6 to Table 8 are the results of 4 to 6 sleep stages classification on Sleep-EDF database. In the Table 6 , the accuracy of detecting the S1_S2 stage is higher than the stage of REM and S3_4. In the Table 7 and Table 8 , the accuracy of S2 stage are higher than the other stages except the wake stage. Table 9 presents the comparison between the proposed method and the previously published works on the Sleep-EDF database. The proposed framework can achieve the highest accuracy in classifying 3 to 6 classes on the Sleep-EDF database. The [22] only used 15188 epochs, though the accuracy of 2 classes cases is higher than the proposed method. Compared with [17] which used 85900 epochs, the proposed method can achieve better performance in each case with much more epochs.
2) DREAMS SUBJECTS DATABASE TEST
Similarly, according to the Fig. 7 , the Dreams Subjects database are also tested from 2 to 6 sleep stages classification. The test results are presented in Table 10 to Table 14 . As can be seen in the Table 10 , the detection accuracy of the wake stage and the sleep stage are 87% and 96.7%, respectively. And the detection accuracy of the NREM stage is 91% which is higher than the others in Table 11 . From the Table 12 to  Table 14 , the detection accuracy of the wake stage are higher than the others. Table 15 presents the comparison between the proposed method and the previously published works on Dreams Subjects database. The proposed framework can achieve the highest accuracy in classifying 2 to 6 classes. 
D. DISCUSSION
It can be seen from the above results that the method proposed in this paper can achieve high classification accuracy in overall, whereas the detection accuracy of S1 and S3 stage is not ideal. The sensitivity of S1 stage is low in Table 7,  Table 8, Table 13 and Table 14 , where most of S1 epochs are misclassified as Wake and REM. Because in this stage, people are lightly asleep, and can quickly return being fully awake. Which occurred the MBEFs of S1 stage is similar to the Wake stage. And S1 and REM are almost indistinguishable by visual inspection [21] , which means there are some labels of S1 are misclassified by the experts. The detection accuracy of the S3 stage are 48% and 30.5% in Table 8 and Table 14 , respectively, which is slightly higher than the detection accuracy of S1. And for the Sleep-EDF database, the S3 stage detection accuracy of the proposed method is higher than 44% of [16] and 42% of [20] . The detection accuracy of wake stage on Dreams Subjects database varies from 87% to 91%, which is lower than the accuracy on the Sleep-EDF database. The main reason is that the number of wake epoch in Dreams Subjects database is less, which means the negative samples is not enough for training. The REM detection accuracy on Dreams Subjects database is basically the same as the Sleep-EDF database. Furthermore, the S1 detection accuracy on Dreams Subjects database is a little higher than the Sleep-EDF database. Because the proportion of S1 in the Dreams Subjects database is higher than the Sleep-EDF database. In the Table 13 and Table 14 , the detection rate REM is 78.1% and 78.2% which is in the same level with [12] . The Cohen's kappa of the Table 8 is 0.8908, which is higher than [15] , [21] , [23] .
In the future work, more different electrodes and the database of gender, age, health, etc. will be considered. And besides the MBEFs, more features extracted from spectrum or time-frequency will be incorporated to improve the detection accuracy of the S1 and S3 categories. 
IV. CONCLUSION
In this paper, the SSM based modeling method is proposed for sleep stages classification on the single-channel EEG. The parameters of the estimated models would be extracted and adopted as the characteristic (MBEFs) for the further state classification. Two publicly available and widely used benchmark EEG database are adopted to validate the proposed method. For the Sleep-EDF database, the proposed method can reach the highest accuracy at 3 to 6 classes identification than the other researches. And the accuracy on Dreams Subjects database is much better than the other results at 2 to 6 sleep state classification. Thus, it can be concluded from the experiments results that the proposed SSM based sleep stages classification method is effective and efficient.
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