V be the graded monster module of the monster simple group M and let χ k be an irreducible representation of M. The generating function of c hk (the multiplicity of χ k in V ) is determined. Furthermore, the invariance group of the modular function associated with the generating function is also determined in this paper.
Introduction
Let M be the monster simple group and V be the monster module of FrenkelLepowsky-Meurman [3] . V is a graded M module
In particular, dimV = , dimV = , dimV = ⋪ , dimV = ⋫⋪ , · · · . Let χ k , 1 ≤ k ≤ 194, be the irreducible characters of M, which will often be used to denote the irreducible representations also. For the first few V 's, we have the decompositions : V = χ , V = χ + χ , V = χ + χ + χ . In general, write
where c hk is the multiplicity of χ k in V . The table of c hk for 0 ≤ h ≤ 51, 1 ≤ k ≤ 194 can be found in McKay-Strauss [6] .
We also list some of the multiplicities c h1 of the trivial character χ 1 in V h . Let us consider, for each irreducible character χ k , the generating function :
The multiplicity c hk can be computed as follows :
Therefore the generating function of c hk is
If we replace the indeterminate x by q = e 2πiz , z ∈ H = {z ∈ C|Im(̥) > } then
where
is the McKay-Thompson series for the element g in M. Thus t χ (q) for the irreducible character χ is the weighted sum of the McKay-Thompson series for the element g of M. Not all t χ (q)'s are distinct and in fact there are exactly 172 distinct t χ (q)'s, since t χ (q) = tχ(q)
whereχ is the complex conjugate of χ and there is no other equalities among t χ (q)'s. One of the obvious questions one will raise here will be :
Problem. Determine the invariance group Γ χ of t χ (q).
Here Γ χ is defined to be :
Definition. Γ χ = {A ∈ SL 2 (R)|≈ χ (Ḁ) = ≈ χ (̥)}.
Since t χ (z) is a modular function, Γ χ is a discrete subgroup of SL 2 (R). Let us here review some of the properties of the invariance group Γ g of the McKayThompson series t g (z) for the element g ∈ M.
(0).
(2). For an exact divisor e||N (i.e. e|N and gcd(e, N e ) = 1) let
ThenW e normalizesΓ 0 (N ) andW 2 e ∈Γ 0 (N ). (3) . Let h be a divisor of n. Then n|h + e, f, · · · is defined to be
. For each g in M, Γ g , the invariance group of t g (z), is a normal subgroup of index h g in n g |h g + e g , f g , · · ·, the eigen group of g [2] . Note that for each A in n g |h g + e g , f g , · · · , (t g |A)(z) = σt g (z) where σ is an h g -th root of unity. We will often use n, h, e, f , etc. instead of n g , h g e g , f g , etc. for simplicity.
(5). Γ g contains Γ 0 (n g h g ).
For each irreducible character of M, we now define :
It is obvious that t χ (z) is invariant under Γ 0 (N χ ). Note that N χ can be quite large (N χ1 = 2 6 3 3 5 2 7 · 11 · 13 · 17 · 19 · 23 · 29 · 31 · 41 · 47 · 59 · 71) or relatively small (N χ166 = 2 6 3 2 7 = 4032).
The purpose of this paper is to show
Poles of t χ (z)
For each cusp c in Q ∪ {∞}, we define Φ c to be the set Φ c = {g ∈ M| is equivalent to ∞ in Γ g } and decompose t χ (z) into :
Since the McKay-Thompson series t g (z) is a generator of the function field of the compact Riemann surface Γ g \ H * (H * = H ∪ {∞}) of genus 0 and has a unique pole at ∞ (and at all cusps c ∈ Q equivalent to ∞ in Γ g ). Obviously,
is holomorphic at c. Hence, whether c is a pole of t χ (z) or not is determined by the singular part of 1 |M|
at c. For example, if c = ∞, then ∞ is a pole of t χ (z) if and only if χ is the trivial character since the singular part of t χ (z) at ∞ is given by
Suppose c ∈ Q. For each g in Φ c , let A ∈ SL 2 (Z) be chosen so that A∞ = c. Then t g (Az) = (t g |A)(z) has an expansion in q = e 2πiz of the form
, where the subscript c denotes the stabilizer. We contend that the contribution of the t g (z) to the singular part of t χ (z) is aq − 1 µ . Indeed, by our assumption the cusp c is equivalent to ∞ in Γ g and so there is B ∈ Γ g such that B∞ = c and
The only difference between (t g |A)(z) and (t g |B)(z) lies in the power of q and a, hence the contention. In order to determine whether c is pole of t χ (z) or not, one has to : (1) . Determine whether c is equivalent to ∞ in Γ g or not. (2) . Determine the singular part of
We will investigate those questions in the next section.
equivalence of cusps
In this section, we will study the equivalence of cusps in Γ g , g ∈ M.
Lemma 1. For each exact divisor e of N and for each c such that gcd(c, e) = 1, 
. Therefore x and y is pair of integral solutions of the equation such that gcd(xM, y) = 1. Proof. Consider the equality 
Lemma 3. Let
, first part of the lemma is proved. As for the second part, suppose
We first note y ′ |y ′′ , since gcd(ax + by, y ′ ) = 1. To show y ′′ |y ′ , suppose that y ′′ possesses a prime power q t such that y ′ is not a multiple of q t , then q t |y
′′ |y ′ and the second part of the lemma is proved.
In Lemma 4 and Lemma 5, G = n|h + e, f, · · · is the eigen group of the invariance group Γ g . Lemma 4. Let g ∈ M and let Γ g ≤ G = n|h + e, f, · · · be the invariance group of t g (z). Then G∞ = Γ g ∞.
Proof. Since q = exp(2πiz) is a local parameter of t g (z), the stabilizer (Γ g ) ∞ of ∞ is generated by 1 1 0 1 . As for G, G ∞ is generated by 1
Consequently, G∞ = Γ g ∞.
Lemma 5. Let g ∈ M and let Γ g ≤ n|h + e, f, · · · be the invariance group of
Proof. To simplify our notation, let N = . Therefore, we may assume that γ e is chosen so that γ e W e ∞ = 1 N e . Hence the G-orbit of ∞ can be decomposed into, 
which is equivalent to, by Lemma 3,
G∞ = Γ g ∞ as shown in Lemma 4 and so x y is equivalent to ∞ in Γ g if and only if Let χ be an irreducible character of the monster M. In order to determine the singular part of 1 |M|
at the cusp c = x y , where gcd(x, y) = 1 and y|N χ , it is necessary to find a matrix P c in SL 2 (R) such that P c ∞ = c and determine the q-expansion of
which will be called the q-expansion of t χ (z) at c. Such a matrix P c is easy to find and choice is not unique. To ease the computation of the q-expansion
it is necessary to find a good P c so that the transformation formula of t g |P c can be obtained for every g in Φ c simultaneously. What we shall do is as follows. Namely, we will find a matrix P c so that one can associate with P c an upper triangular matrix U c,g such that
Since n g |h g + e g , f g , · · · is the eigen group of Γ g , elements in n g |h g + e g , f g , · · · map t g to σ g t g where σ g is an h g -th root of unity which depends on g and on some other quantities. Therefore
A good transformation formula for t g |P c is obtained since U c,g is upper trianglar. Let y 0 be the exact divisor of N χ such that y and y 0 share the same prime divisors. Then gcd(y, x Nχ y0 ) = 1 and so there is a matrix P c ∈ SL 2 (Z) of the form
.
Lemma 4 implies that
x y is equivalent to ∞ in Γ g if and only if x y is equivalent to ∞ in the eigen group n g |h g + e g , f g , · · · of g and so by Lemma 5, n g h g , y gcd(y, h g ) ) = n g h g and is equivalent to ∞ by an Atkin-Lehner involution W eg of n g |h g + e g , f g , · · · if is an integer. Then
)
).
Then yu g + z has the property (1).
is an integer by our choice of u g , and,
. 
where σ g is an h g -th root of unity.
Proof. Since P c hg gcd(hg ,y) ug hg 0 gcd(hg ,y) hg ∈ n g |h g and n g |h g is the eigen group of t g (z)
This completes the proof of the corollary. We now consider the case that c is equivalent to ∞ in the eigen group of Γ g by an Atkin-Lehner involution W eg . 
Furthermore,
Proof. Let us first show that such an u g exists. We will need u g such that
This follows from y gcd(h g , y)
Since gcd( , e g ) = 1. is a multiple of e g by choice of u g , and,
Since c is equivalent to ∞ in the eigen group of Γ g by W eg , the transformation formula follows easily.
Remark. It is easy to see that Lemma 7 and Corollary 8 are included in Lemma 9 if e g = 1, in which case every element of n g |h g is called an Atkin-Lehner involution for e g = 1. This abuse of words will be used occasionally for the balance of the paper.
The singular part of 1 |M| g∈Φc χ(g)(t g |P c )(z) at z = ∞i is now determined by
We give a few examples in the calculation of sing Pc t χ 's. Note that the first example will be used later in the determination of the invariance groups. 
The only g ∈ Φ 0 ⊆ M satisfying n g = h g are 1A and 3C. We have
On the other hand, if the condition of Lemma 9 holds, then n g = e g h g and
Note that for all the remaining g ∈ Φ 0 \{1A, 3C} ⊆ M, 0 is equivalent to ∞ in Γ g by the Atkin-Lehner involution W ng hg and hence the condition of Lemma 9 holds.
Remark. Example 1 shows that 0 is a pole of the McKay-Thompson series t χ (z) for every χ, since n g h g = 1 for g = 1 and so the coefficient of q −1 is nonzero.
Example 2. Let χ be the trivial character and let c = Proof. We know Γ 84A < 84|2+. Since gcd( , we see that e is 14, and can choose u g = −28.
The rest follows easily.
Remark. (1). The invariance group Γ g of the harmonics n|h + e, f, · · · are not fully determined. (For each g, one can write down a set of generators of the invariance group Γ g easily. But determining whether or not a given element in SL 2 (R) is a word of those generators is nontrivial.) Hence we have to settle for σ g being an h g -th root of unity.
(2). 
invariance group
Let f be a modular function and let K f be a subgroup of the invariance group (in SL 2 (R)) Γ f of f of finite index. We shall determine the invariance group as follows. Define C f = the set of all cusps of K f , and, C 0 = {c ∈ C f |c is a pole of f }.
is also the set of all cusps of Γ f . The second statement is obvious.
Lemma 11. Let f be a modular function and let Γ f be its invariance group.
Then Proof. Let A ∈ Γ f be such that Aα = β. Define the matrix B such that
Since Aα = β, it follows that Bα = α. Hence 
It follows that
f | M1 = f | AM1 = f |M 2 1 0 − c1 a1 1 BM 1 = f |M 2 m 11 m 12 0 m 22 a 1 b 1 0 a ′ = f |M 2 m ′ 11 m ′ 12 0 m ′ 22 , for some b 1 , a ′ , m
22
. Conversely, one sees easily that α and β is equivalent to each other by
The invariance group Γ f can now be determined as follows :
(1). Determine C f , the set of all cusps of K f . (2) . Determine the subset C 0 .
. Determine the q-expansion of f at all c i in C 0 by suitable matrices M i such that M i ∞ = c i .
(4). Apply Lemma 11 and determine the set E 0 = {c ∈ C 0 | the q-expansion of f at c is derived from the q-expansion of f at 0 under the substitution z → az + b} and the set A 0 = {A c ∈ Γ f , A c 0 = c}. Note that it is sufficient to determine at most one matrix A c for each representative of inequivalent cusps.
Note that this can be achieved by investigating the q-expansion of f at 0. Note also that B is of the form given since Γ f is discrete.
Remark.
(1). The McKay-Thompsom series t χ (z) has a pole at 0 for every χ as stated in the remark right after Example 1.
(2). Since Lemma 11 applies only when one of the cusp is nonzero, one can not take c to be 0 in (4) above.
(3). One can replace 0 by any cusp and apply our procedure to find the invariance groups. Proof. By Helling's Theorem, any maximal subgroup that contains Γ χ is a conjugate of some Γ 0 (n)+. Conway has shown in [1] that n must be a divisor of N χ . Now compare the volumes of the fundamental domains of SL 2 (Z), Γ 0 (n), and Γ 0 (N χ ). Noting that the conjugation does not change the volume and that the normalizer of Γ 0 (n) changes the volume of the fundamental domain by a factor involving only primes 2 and 3, we obtain our lemma since the index [SL 2 (Z) : Γ (N χ )] involves only primes 2, 3, 5, and 7.
Let χ be an irreducible character of M and Γ χ be the invariance group of t χ (z). We are now ready to prove :
(1). A 0 = ∅, and, (2) 
Lemma 15. Let χ be an irreducible character of M and let c be a cusp of
Proof. We first recall that the singular part of 1 |M| g∈Φc χ(g)(t g |P c )(z) at z = ∞i is given by
Applying Lemmas 7, 9 and 10 and Corollary 8, we see that it suffices to show that sing P0 t χ can not be derived from sing Pc t χ under the substitution z → az + b if c = 0. This is achieved by a case-by-case study. We give an example to indicate how the lemma is proved. Proof. We first note that for any irreducible character χ of M and c ∈ Q ∪ {∞}, we have :
(1). The lowest terms in sing Pc t χ and sing P0 t χ are of the form r q for some number r ∈ Q, and (2). Terms in sing Pc t χ and sing P0 t χ are all of the form r q 1 t (Corollary 8, Lemma 9), for some r ∈ Q, and t ∈ N.
Since the lowest term in sing P0 t χ is r q , r = 0, the transformation that sends sing Pc t χ to sing P0 t χ is of the form z → az + b where a is some positive integer.
Let χ is the trivial character, then by Corollary 8 and Lemma 9, one has
and for any cusp c = x y , gcd(x, y) = 1,
Suppose sing P0 t χ can be derived from sing Pc t χ under z → az + b. (3). We will show gcd(y, 71) = 1. Suppose false. Then 71|y and 71A, 71B ∈ Φ c . Since .
Since a is an integer, this implies that g = 71A or 71B. Since Γ 71A = Γ 71B = 71+, we have n 71A = n 71B = 71, h 71A = h 71B = 1, e 71A = e 71B = 71, and a = 1. On the other hand, Corollary 8 implies t g |P c = σ g t g (z − u g ) for g = 71A or 71B. Hence the transformation ( * ) can not be done. This forces gcd(y, 71) = 1. Remark. One can also prove Lemma 16 by claiming that B r does not leave t χ (z) invariant. Note that it is easy to show the claim since B r leaves most of the t g (z) invariant except for those g's such that n g h g is not a divisor of N χ can be found in T able 1.
Remark. (1). In Lemma 15 and 16, 0 is a better choice than the other cusps (∞, for example) since among all the sing Pc t χ 's, sing P0 t χ is the one that involves most nonzero terms. (2) . N χ and its prime decomposition is calculated by a software called GAP.
T able 1 χ i N χi N χi (prime decomposition)
