Change of variables as a method to study general $\beta$-models: bulk
  universality by Shcherbina, Mariya
ar
X
iv
:1
31
0.
78
35
v1
  [
ma
th-
ph
]  
29
 O
ct 
20
13
Change of variables as a method to study general β-models:
bulk universality
M. Shcherbina, Institute for Low Temperature Physics Ukr.Ac.Sci, Kharkov, Ukraine.
E-mail:shcherbi@ilt.kharkov.ua
Abstract
We consider β matrix models with real analytic potentials. Assuming that the cor-
responding equilibrium density ρ has a one-interval support (without loss of generality
σ = [−2, 2]), we study the transformation of the correlation functions after the change
of variables λi → ζ(λi) with ζ(λ) chosen from the equation ζ′(λ)ρ(ζ(λ)) = ρsc(λ), where
ρsc(λ) is the standard semicircle density. This gives us the ”deformed” β-model which
has an additional ”interaction” term. Standard transformation with the Gaussian in-
tegral allows us to show that the ”deformed” β-model may be reduced to the standard
Gaussian β-model with a small perturbation n−1h(λ). This reduces most of the problems
of local and global regimes for β-models to the corresponding problems for the Gaussian
β-model with a small perturbation. In the present paper we prove the bulk universality
of local eigenvalue statistics for both one-cut and multi-cut cases.
1 Introduction and main results
For any β > 0 we consider the distribution in Rn of the form
pn,β(λ¯) = Z
−1
n,β[V ]e
βH(λ¯)/2, (1.1)
where H (Hamiltonian) and Zn[β, V ] (partition function) are
H(λ¯) =− n
n∑
i=1
V (λi) +
∑
i 6=j
log |λi − λj |, (1.2)
V (λ) >(1 + ε) log(1 + λ2),
Zn[β, V ] =
∫
eβH(λ¯)/2dλ¯. (1.3)
For any integrable function Φ(λ¯) we denote its expectation by
〈Φ(λ¯)〉V,n =
∫
Φ(λ¯)pn,β(λ¯)dλ¯. (1.4)
The expectation is closely connected with the correlation functions
p
(m)
n,β (λ1, ..., λm) =
∫
Rn−l
pn,β(λ¯)dλm+1...dλn. (1.5)
It will be convenient below to use also the notation
Nn[h] =
n∑
i=1
h(λi) (1.6)
1
for the linear eigenvalue statistics, corresponding to the test function h.
For β = 1, 2, 4 (1.1)-(1.3) is a joint eigenvalue distribution of real symmetric, hermitian
and symplectic matrix models respectively.
Since the papers [3, 15] it is known that for any β > 0 if V is a Ho¨lder function, then
n−2 logZn,β[V ] =
β
2
E [V ] +O(log n/n), (1.7)
where
E [V ] = max
m∈M1
{
L[dm, dm]−
∫
V (λ)m(dλ)
}
= EV (m∗), (1.8)
and the maximizing measure m∗ (called the equilibrium measure) has a compact support
σ := suppm∗. Here and below we denote
L[ dm, dm] =
∫
log |λ− µ|dm(λ)dm(µ), (1.9)
L[f ](λ) =
∫
log |λ− µ|f(µ)dµ, L[f, g] = (L[f ], g),
where (., .) is a standard inner product in L2[R]. The support σ can consist of one interval
(one-cut case) and many intervals (multi-cut case). If V ′ is a Ho¨lder function, then the
equilibrium measurem∗ has a density ρ (equilibrium density). The support σ and the density
ρ are uniquely defined by the conditions:
v(λ) := 2
∫
log |µ − λ|ρ(µ)dµ − V (λ) = sup v(λ) := v∗, λ ∈ σ,
v(λ) ≤ sup v(λ), λ 6∈ σ, σ = supp{ρ}.
(1.10)
Without loss of generality we will assume below that v∗ = 0.
One of the most important questions of the theory of random matrices is the universality
conjecture for the local eigenvalue statistics. According to this conjecture, e.g., in the bulk
of the spectrum, the behavior of the scaled correlation functions (1.5)
p
(n)
k,β(λ0 + x1/(nρ(λ0)), ..., λ0 + xk/(nρ(λ0))) (1.11)
in the limit n → ∞ is universal, i.e., does not depend on V and λ0 and depends only on β.
The case β = 2 is the simplest one, since for β = 2 all correlation functions of (1.5) can be
expressed in terms of the reproducing kernel of the system of polynomials orthogonal with
a varying weight e−nβV (see e.g. [17]). The orthogonal polynomial machinery, in particular,
the Christoffel-Darboux formula and Christoffel’s function simplify considerably the studies
of marginal densities (1.5). This allows to study for β = 2 the local eigenvalue statistics in
many different cases: bulk of the spectrum, edges of the spectrum, special points, etc. (see
[18], [20],[8],[4],[7],[16]).
For β = 1, 4 the situation is more complicated. It was shown in [27] that all correlation
functions can be expressed in terms of some 2× 2- matrix kernels. But the representation is
less convenient than that in the case β = 2. Therefore the universality conjecture for β = 1, 4
was proven much later than for β = 2. There were a number of papers with improving results,
first for monomials V = λ2m+o(1), (see [9], [10],[11]), then for arbitrary real analytic one-cut
potentials (see [23], [24]) and finally for multi-cut real analytic potentials (see [25]).
Note, that for β = 1, 2, 4 it was shown that the convergence of the scaled correlation
functions (1.11) is uniform in (x1, . . . , xk) ∈ S, where S is an arbitrary compact set in Rk.
There is also a more weak form of the universality, when the limit n→∞ is taken after the
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integration of the correlation function of (1.11) with a smooth compactly supported function
φ(x1, . . . , xk). To prove universality in this form, it suffices to consider the limits of the
expectations of the functions of the form
Φk(λ¯;λ0) =
k∏
j=1
(
n−1
n∑
i=1
nφj
(
nρ(λ0)(λi − λ0)
))
, λ0 ∈ (−2 + ε, 2 − ε), (1.12)
where φj(x) (j = 1, . . . k) - are arbitrary smooth functions with compact supports.
In the series of recent papers [5, 12, 6] the bulk universality for any β > 0 in the case of
one-cut potentials of the generic behavior, possessing 4 derivatives, was proven in the form
(see [6], Theorem 2.5):
lim
n→∞
(2n−1+ε)−1
∫ n−1+ε
−n−1+ε
dt〈Φk(λ¯;λ0 + t)〉V,n = lim
n→∞
〈Φk(λ¯;λ0)〉∗,n,
where ε is an arbitrary small number, and here and below we denote 〈. . . 〉∗,n the expectation
(1.4) for the Gaussian case V ∗(λ) = 12λ
2. Recall that the generic behavior of the potential V
means that its equilibrium density has the form
ρ(λ) =
1
2π
P (λ)ℑX1/2σ (λ+ i0), inf
λ∈σ
|P (λ)| > 0, Xσ(z) = z2 − 4, (1.13)
where we choose a branch of X
1/2
σ (z) such that X
1/2
σ (z) ∼ z, as z → +∞. Moreover, the
function v defined by (1.10) attains its maximum only if λ belongs to σ.
We recall also that for sufficiently smooth V the equilibrium density ρ always has the
form (1.13) (see, e.g., [1]). For real analytic V the function P is also real analytic (1.13) and
can be represented in the form
P (z) =
1
2πi
∮
L
V ′(z) − V ′(ζ)
(z − ζ)X1/2σ (ζ)
dζ. (1.14)
Hence generic behavior just means that ρ has no zeros in the internal points of σ and behaves
like square root near the edge points.
In the present paper we propose a different from [5, 12, 6] method, based on the analysis
of the transformation of (1.1) under a smooth change of variables λ → ζ(λ). For a good
choice of ζ (see (2.1)) we obtain that the partition function and all the correlation functions
of (1.1) can be expressed in terms of the Hamiltonian
H˜(ζ)(λ¯) =H∗n(λ¯) +
( 2
β
− 1
)∑
log ζ ′(λj) +
∞∑
k=1
ηk
(∑
j
(ϕk(λj)− (ϕk, ρsc))
)2
, (1.15)
where H∗n is the Hamiltonian of the form (1.1), corresponding to V
∗(λ) = λ2/2, and {ηk}∞k=1
and {ϕk(λ)}∞k=1 are eigenvalues and eigenvectors of the integral operator in L2[σε] (σε =
[−2− ε, 2 + ε]) with the kernel
L(ζ)(λ, µ) := log
∣∣∣ζ(λ)− ζ(µ)
λ− µ
∣∣∣ = ∞∑
k=1
ηkϕk(λ)ϕk(µ). (1.16)
For sufficiently smooth ζ(λ) the operator with this kernel is a compact operator with smooth
eigenfunctions. The rate of convergence ηk → 0, k → ∞, depends on the number of deriva-
tives of ζ(λ), e.g. for ζ(λ) ∈ Cl[σε], we have ηk = o(k−l−1/2), k → ∞ (see [14] Chapter
3
III, §10). Hence, restricting summation in (1.15) by M = M(n), we can provide that the
remainder is o(n−2), and so it does not contribute to the correlation functions. Then, using
the Gaussian integration formula (see (2.4)) for each k = 1, . . .M , we can ”linearize” the
terms under the summation and obtain that
〈
Φk(ζ¯)
〉
V,n
=
( β
8π
)M/2 ∫
du¯e−β(u¯,u¯)/8〈Φk(ζ(λ¯))eβNn[h˙u]/2〉∗,n
/
In[β, ζ], (1.17)
where a ”small perturbation” of V∗ hu(λ) (defined by (2.5)) depends linearly on the integration
parameters u¯, and In[β, ζ] is the normalizing constant
In[β, ζ] :=
( β
8π
)M/2 ∫
du¯e−β(u¯,u¯)/8〈eβNn[h˙u]/2〉∗,n;
Note that a similar method was used in [26] in the multi-cut case in order to linearize the
term which corresponds to the ”interaction” between different intervals of the spectrum.
The analysis of 〈eβNn[h]/2〉∗,n is based on the well-known result of [15], which we will use
in the form, obtained in [26], Theorem 1.
Theorem 1 Let V be a real analytic one-cut potential of generic behavior with σ = [−2, 2],
and h satisfy one of the two conditions:
(i) h is a real valued function with ||h′||2, ||h(6)||2 ≤ n1−δ˜ (here and below ||.||2 means the
standard norm in L2[−2− ε/2, 2+ ε/2], with some small ε > 0), δ˜ > 0 is any small constant;
(ii) h is complex valued, (Dσℜh,ℜh) + (Dσℑh,ℑh) ≤ c∗ log n with some sufficiently
small c∗, and |h′||2, ||h(6)||2 ≤ logs n with some s > 0.
Then we have
〈eβNn[h˙]/2〉V,n = exp
{
(h, νβ) +
β
8
(Dσh, h) + n
−αO
(||h′ ||32)+ n−αO(||h(6)||32)}, (1.18)
where h˙ := h− (ρ, h), and α = 1 for the case (i) and α = 1/2 for the case (ii),
Dσ =
1
2
(Dσ +D
∗
σ), Dσh(λ) =
X
−1/2
σ (λ)
π2
∫
σ
h′(µ)X
1/2
σ (µ)dµ
(λ− µ) , (1.19)
and D∗σ is the adjoint operator to Dσ in L2(σ). We will use also the representation of D¯σ
obtained in [15]
(Dσh, h) =
∞∑
k=1
kh2k, hk =
2
π
∫ π
0
h(2 cos θ) cos kθdθ. (1.20)
A non positive measure νβ in (1.18) has the form
(h, νβ) :=
(
1− β
2
)(1
4
(h(−2) + h(2)) − 1
2π
∫
σ
h(λ)dλ√
4− λ2 −
1
2
(Dσ log P, h)
)
.
It will be important in what follows that D¯σ is a rank one perturbation of −L−1σ , where Lσ is
the integral operator defined by the kernel log |λ− µ| for the interval σ (see [26]):
LσD¯σv = −v + π−1(v,X−1/2σ )1σ. (1.21)
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It is easy to understand that in view of (1.17) it suffices to prove that in the domain which
gives non vanishing contribution in the integral (1.17) we have
∣∣∣〈ΦkeβNn[h˙]/2〉∗,n〈eβNn[h˙]/2〉∗,n − 〈Φk〉∗,n
∣∣∣ ≤ ε˜n, ε˜n → 0, (1.22)
or, by another words, that for the Gaussian potential V ∗ the ”small perturbation” n−1hu
does not change correlation functions. We prove (1.22) in two steps. On the first step
we replace hu(λ) by some linear function c(hu)λ, and on the second use the result of [28],
Theorem 1, which (after ”translation” on the langauge of correlation functions) states that
for any sequence λ
(n)
0 such that n
2/3| |λ(n)0 | − 2| → ∞, the integrated correlation functions
〈Φk(λ¯, λ(n)0 )〉∗,n of (1.12) converges to some universal limit, depending only on {φj}kj=1. This
limit corresponds to the so-called Sineβ process, whose definition is not important here (see
[28] for the precise definitions and results). We will use two simple corollaries from the above
statement:
|〈Φk(λ¯, λ0)〉∗,n| ≤ CΦ, (1.23)
|〈Φk(λ¯, λ0 + t/n)〉∗,n − 〈Φk(λ¯, λ0)〉∗,n| ≤ εn → 0, n→∞, (1.24)
where the first bound is uniform for λ0 ∈ [−2 + ε, 2 − ε], and the second relation is uniform
in the same λ0 and |t| ≤ n1−δ if δ > 0 is fixed. Note, that (1.23) and (1.24) become evident if
we assume the contrary for some sequence of λ
(n)
0 and obtain the contradiction with Theorem
1 of [28].
The method briefly described above gives the following result
Theorem 2 Let V be a real analytic one-cut potential with σ = [−2, 2] of generic behavior
and λ0 ∈ [−2 + ε, 2 − ε] with any small ε > 0. Then for any k ≥ 1 and any Φk(λ¯, λ0) of the
form (1.12) with smooth {φj}kj=1 we have uniformly in λ0 ∈ [−2 + ε, 2− ε]
lim
n→∞
〈Φk(λ¯, λ0)〉V,n = lim
n→∞
〈Φk(λ¯, 0)〉∗,n. (1.25)
Remarks:
(i) The method of Theorem 2 can be generalized to the case of non-analytic V , for which
P of (1.13) possesses 5 derivatives. The reasons to prove here Theorem 2 for real analytic V
is that in this case |ηk| ∼ e−kc, thus we can take M = [log2 n] and do not care about Mp and
the number of derivatives in the formulas. This allows to simplify the proof of Lemmas 2 and
3. Moreover, for P with 5 derivatives, the result (1.18) cannot be applied and we need to
prove a new form of (1.18), which requires only 2+ ε derivatives of h (in the sense of Sobolev
spaces), but gives the bound only of the order n−κ with small κ > 0, instead of n−1 in (1.18).
All these technicalities make the proof less straightforward. Thus, the proof of Theorem 2
for non analytic potentials is postponed to the next paper, where the edge universality will
be proved by the same method.
(ii) Examining the proof of Theorem 2, it is easy to see that to prove the edge universality
for λ0 = 2, it suffices just to replace Φk of (1.12) by
Φ˜k(λ¯, ) =
k∏
j=1
(
n−1
n∑
i=1
nϕj
(
n2/3γP (λi − 2)
))
, γP = P
2/3(2)
The only difference will be that instead of (1.23), (1.24) we need to use similar results of
[22] on the existence of limits for the scaled correlation functions near the edge point for the
Gaussian potential V ∗.
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(iii) The method proposed here works well for the global regime problems, e.g., for the
proof of CLT for Nn[h], the expansion for Zn[β, V ] in n−k, computations of the Hankel and
the Toeplitz determinants etc. In particular, it simplifies considerably the proof of well-known
results, (see, e.g., [15, 23, 24, 25, 2]) because it reduces their proofs to the case of the Gaussian
potential V ∗ with a small perturbations 1nh.
Using the results of [26], Theorem 2 can be generalized to the multi-cut real analytic
potentials of generic behavior.
Theorem 3 Let V be a real analytic multi-cut potential with σ = ∪qα=1σα (σα = [aα, bα])
of generic behavior, which means that the correspondent equilibrium density ρ has the form
(1.13), with Xσ =
∏q
α=1(z − aα)(z − bα). Then, for any λ0 ∈ ∪qα=1[−aα + ε, bα − ε] (1.25)
holds.
The paper is organized as follows. The proof of Theorem 2 modulo few auxiliary statements
(see Lemmas 1-4) is given in Section 2. The proofs of Lemmas 1-4 are given in Section 3.
The proof of Theorem 3 is given in Section 4.
2 Proof of Theorem 2
Take any n-independent small ε > 0. It is known (see [3]) that if we replace in the definition of
the partition function and of the correlation functions the integration over R by the integration
σε/2, p
(m)
n,β and the new marginal densities p
(m,ε)
n,β for m = 1, 2, . . . satisfy the inequalities
sup
λ1,...,λm∈σε/2
|p(m)n,β (λ1, . . . , λm)− p(m,ε)k,β (λ1, . . . , λm)| ≤ Cme−nβdε ,
Zn[β, V ] = Z
(ε)
n [β, V ]
(
1 + e−nβdε
)
.
It is more convenient to consider the integration with respect to σε/2, thus, starting from this
moment it is assumed that this truncation is made, and below the integration without limits
means the integration over σε/2, but the superindex ε will be omitted.
2.1 Change of variables in the one cut case
Let V be some smooth enough potential with the equilibrium density ρ, suppρ = [−2, 2], and
ζ(λ) : σε = [−2− ε, 2 + ε]→ σε be some smooth function such that infσε ζ ′ > 0.
Consider
H(ζ)(λ¯) = −n
∑
V (ζ(λj)) +
∑
i 6=j
log |ζ(λi)− ζ(λj)|+ 2
β
∑
log ζ ′(λj).
It is evident that the correspondent partition function and all the marginal densities satisfy
the relations
Z
(ζ)
n,β :=
∫
eβH
(ζ)/2dλ¯ = Zn[β, V ],
p
(m,ζ)
n,β (λ1, . . . , λm) := (Z
(ζ)
n,β)
−1
∫
eβH
(ζ)/2dλm+1 . . . dλn
= p
(m)
n,β (ζ(λ1), . . . , ζ(λm)).
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On the other hand,
H(ζ)(λ¯) =− n
∑
V (ζ(λj)) +
∑
i 6=j
log |λi − λj |
+
∑
i,j
log
∣∣∣ζ(λi)− ζ(λj)
λi − λj
∣∣∣+ (2
β
− 1)
∑
log ζ ′(λj),
where we removed the condition i 6= j in the third sum and add the correspondent terms to
the forth sum. Choose ζ(λ) from the equation
ζ ′(λ) =
ρsc(λ)
ρ(ζ(λ))
, ζ(−2) = −2, with ρsc(λ) =
√
4− λ2
2π
. (2.1)
We will use this equation also in the form
ρ(ζ(λ))ζ ′(λ) = ρsc(λ). (2.2)
Lemma 1 ζ(λ) is a real analytic function in some σε˜, and ζ(2) = 2.
Without loss of generality we assume below that σε˜ = σε.
For this choice of ζ write
∑
i,j
L(ζ)(λi, λj) =
∑
ηk
(∑
j
(ϕk(λj)− (ϕk, ρsc))
)2
+ 2n
∑
j
∑
k
ηkϕk(λj)(ϕk, ρsc)− n2
∑
k
ηk(ϕk, ρsc)
2
= ∆(λ¯) + 2n
∑
j
∫
L(ζ)(λj , µ)ρsc(µ)dµ− n2
∫
L(ζ)(λ, µ)ρsc(λ)ρsc(µ)dλdµ,
where (f, g) :=
∫
σε
fgdλ. It is easy to see that for λ ∈ σ in view of (2.2)
2
∫
L(ζ)(λ, µ)ρsc(µ)dµ =2
∫
log |ζ(λ)− ζ(µ)|ρsc(µ)dµ − 2
∫
log |λ− µ|ρsc(µ)dµ (2.3)
=2
∫
log |ζ(λ)− ζ(µ)|ρ(ζ(µ))ζ ′(µ)dµ − λ
2
2
= V (ζ(λ))− λ
2
2
.
On the other hand, the l.h.s. here is a real analytic function in σε and the r.h.s. is also a real
analytic function in σε, hence (2.3) is valid for λ ∈ σε. Similarly∫
L(ζ)(λ, µ)ρsc(λ)ρsc(µ)dλdµ = Esc − EV =: −∆E .
Hence we finally obtain that our Hamiltonian for λ¯ ∈ σnε has the form (1.15)
2.2 ”Linearization” of the quadratic terms in (1.15)
As it was mentioned in Section 1, in the case of real analytic ζ, the eigenfunctions {ϕk(λ)}∞k=1
are analytic in the same domain as ζ, and the eigenvalues |ηk| ≤ e−kc. Hence if we choose
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M = [log2 n], then the remainder of the sum in (1.15) will be less than any negative degree of
n and will not have essential influence on the correlation functions. Write for any 1 ≤ k ≤M
exp
{β
2
ηk
(∑
j
(ϕ(λj)− (ϕk, ρsc))
)2}
(2.4)
=
√
β
8π
∫
duk exp
{β
2
(√
ηk
(∑
j
(ϕk(λj)− (ϕk, ρsc))
)
uk − u2k/4
)}
,
where for k ∈ I+ = {k ≤ M : ηk > 0} we take an arithmetic square root, while for
k ∈ I− = {k ≤M : ηk < 0} √ηk = i
√|ηk|. We will write u¯ = (u1, . . . , uM ). Substituting this
integrals in (1.15) and integrating first with respect to λ¯, we get (1.17) with
hu¯(λ) =
M∑
k=1
√
ηkϕk(λ)uk + (
2
β
− 1) log ζ ′(λ), h˙u¯(λ) = hu¯ − (hu¯, ρsc). (2.5)
2.3 Integration with respect to u¯
The first our step is to get rid in (1.17) from the domain of u¯, where u¯ is big, proving that
the correspondent contribution in the integral (1.17) is small. Set
K+jk = η
1/2
j η
1/2
k (D¯σϕk, ϕj), j, k ∈ I+,
K−jk = |ηj |1/2|ηk|1/2(D¯σϕk, ϕj), j, k ∈ I−,
U1 = {u¯ : (K+u¯, u¯) + (K−u¯, u¯) ≤ k∗ log ε−1n }, (2.6)
where εn is given by (1.24) and k∗ is some absolute constant which will be chosen later.
Lemma 2 There exists n-independent δ > 0 such that
K+ < 1− δ. (2.7)
Moreover, if U c1 is a complement of U1 of (2.6), then( β
8π
)M/2 ∫
Uc1
du¯e−β(u¯,u¯)/8|〈ΦkeβNn[h˙u]/2〉∗,n| ≤ ετk∗n , (2.8)
where εn is given by (1.24), k∗ - by (2.6), and τ > 0 is some fixed number, depending on δ
in (2.7).
The proof of Lemma 2 is partially based on the following assertion
Lemma 3 Let h(λ) be a real analytic function such that ||h′(λ)||2, ||h(16)(λ)||2 ≤ logs n with
some n-independent positive s. Then∣∣∣〈ΦkeβNn[h˙]/2〉∗,n〈eβNn[h˙]/2〉∗,n − 〈Φk(λ)〉∗,n
∣∣∣ ≤ C(n−κ + εn), (2.9)
where εn is the same as in (1.24), and κ > 0.
In particular, Lemma 3 and (1.23) for real h imply the bound which we need in the proof of
Lemma 2: ∣∣∣〈ΦkeβNn[h˙]/2〉∗,n∣∣∣ ≤ CΦk〈eβNn[h˙]/2〉∗,n. (2.10)
Now let us prove (1.22). As it was mentioned above, for real hu (1.22) follows from Lemma
3 (see (2.9)). To extend (2.9) to the complex valued hu, we use the last lemma:
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Lemma 4 Let the analytic in t ∈ D = {t : |t| ≤ log1/2 ε−1n ,ℑt ≥ 0} functions Fn satisfy two
bounds:
|Fn(t)| ≤ C1εnet2/2, − log1/2 ε−1n ≤ t ≤ log1/2 ε−1n , εn < 1, (2.11)
|Fn(t)| ≤ C2e(ℜt)2/2, t ∈ D.
Then the inequality
|Fn(t)| ≤ Cε1/2n |et
2/2| (2.12)
holds for t ∈ D′ := 16D with C = C
3/4
1 C
1/4
2 .
Denote
X1 = Nn[ℜhu¯], X2 = Nn[ℑhu¯], (2.13)
d11 =
β
4
(Dℜhu¯,ℜhu¯), d12 = β
4
(Dℜhu¯,ℑhu¯), d22 = β
4
(Dℑhu¯,ℑhu¯),
and use Lemma 4 for
Fn(t) =
〈Φk(λ¯)eβ(X1−X2d12/d22+tX2/d
1/2
22 )/2〉∗,n
〈eβ(X1−X2d12/d22)/2〉∗,n
− et2/2〈Φk(λ¯)〉∗,n,
Lemma 3, (1.18), and (1.23) guarantee that Fn(t) satisfy (2.11). Take t
∗ = id
1/2
22 + d12/d
1/2
22 .
For k∗ ≤ 16 in (2.6), t ∈ 16D, since
k∗ log ε
−1
n ≥ d11 + d22 ≥ d22 + d212/d22 = |id1/222 + d12/d1/222 | = |t∗|. (2.14)
In addition, by (1.18) and (2.13)
et
2/2〈eβ(X1−X2d12/d22)/2〉∗,n = ed11+2id12−d22(1 +O(n−κ)),
hence Lemma 4 yields (cf (1.22))∣∣∣〈Φk(λ¯)eβ(X1+iX2)/2〉∗,n − ed11+2id12−d22〈Φk(λ¯)〉∗,n∣∣∣ ≤ Cε1/2n ∣∣∣ed11+2id12−d22 ∣∣∣. (2.15)
Applying this inequality first for Φ ≡ 1, we get that
〈eβ(X1+iX2)/2〉∗,n = ed11+2id12−d22(1 +O(ε−1/2n )),
and then, substituting the last relation in (2.15), we obtain (1.22). Integrating (1.22) in U1
we complete the proof of Theorem 2.

3 Proofs of the auxiliary results
Proof of Lemma 1. The fact that ζ(2) = 2 follows from the relation (2.2) and the fact that∫ 2
−2
ρ(λ)dλ =
∫ 2
−2
ρsc(λ)dλ = 1.
The analyticity in all internal points of (−2, 2) follows from the analyticity of P (see (1.14)).
Hence we are left to prove that ζ(λ) is analytic in some neighborhood of λ = ±2.
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Consider, e.g., λ = −2. To simplify formulas, we make the change x = λ+ 2. Let us sick
solution in the form
ζ(x) + 2 = P
−2/3
0 x(1 + ζ0(x)), ζ0(0) = 0.
where P0 := P (−2) 6= 0. Then
P (ζ) = P0(1 + ζP˜ (ζ)) = P0(1 + x(1 + ζ0)P1(ζ0, x))
(P1(ζ0, x) is analytic in both variables) and (2.1) can be written as
(xζ0)
′ =
√
4− x
(1 + x(1 + ζ0)P1(ζ0, x))
√
(1 + ζ0)(4− P−2/30 x(1 + ζ0(x)))
− 1
:=F (x, ζ0) = (xF0(x) + ζ0F1(x) + ζ
2
0F2(x, ζ0)),
where we used the fact that the r.h.s. of the first line is analytic in x, ζ0 at the point (0, 0),
hence F0, F1, F2 are analytic at (0, 0), moreover the r.h.s. is 0 at this point. Note that
F0(x) =
∂F
∂ζ0
∣∣∣
ζ0=0
=
∂ζ
∂ζ0
∂F
∂ζ
∣∣∣
ζ0=0
= xP
−2/3
0
∂
∂ζ
√
x(4− x)
P (ζ)
√
4− ζ2
∣∣∣
ζ0=0
can not be identically zero, if P (x) 6≡ 1. Moreover, F1(x) = −12+xF11(x). Thus, the equation
can be written in the form
ζ ′0 =−
3
2
ζ0
x
+ F0(x) + ζ0F11(x) +
ζ20
x
F2(x, ζ0), F0(x) = x
mF0,m(x), F0,m(0) 6= 0,
where m could be 0 or any positive integer. It is evident that if we sick ζ0 =
∑
k=1 ζkx
k, then
the equation above gives us the recursive system
(k +
3
2
)ζk = Pk(ζ1, . . . , ζk−1), (3.1)
where Pk is a polynomial of ζ1, . . . , ζk−1 with coefficients depending on the Taylor coefficients
of F0, F11, F2. This system always has a solution, the only problem is to check that the
corresponding series is convergent, i.e. to find the upper bounds for |ζk|. It is clear that if
we replace all coefficients of Pk by something bigger, then the solution ζk becomes bigger
and similarly one can replace (k + 32) → 2. If F0, F11, F2 are analytic functions in x, ζ0
for |x|, |ζ0| ≤ ε1, their Taylor coefficients are less than the corresponding coefficients of the
functions Axm(ε1−2x)−1, A(ε1−2x)−1 and A(ε1−2x)−1(ε1−2ζ0)−1, where A is a sufficiently
big number. Hence, the coefficients solving (3.1) are less than the coefficients of the solution
of the algebraic equation
2ζ0
x
=
A(xm + ζ0)
(ε1 − 2x) +
Aζ20
x(ε1 − 2ζ0)(ε1 − 2x)
One can easily check that the solution of this quadratic equation is an analytic function at
x = 0, hence the coefficients solving (3.1) give us an analytic function at x = 0.

Proof of Lemma 2. We start from the technical proposition, whose proof is given after
the proof of Lemma 2.
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Proposition 1 Set L
(ζ)
l (x, y) :=
∂l
∂xl
L(ζ)(x, y), and denote L
(ζ)
l the integral operator in L2[σε]
with this kernel. Then∑
|ηk|(Dσϕk, ϕk) ≤ C(ε)
(
TrL
(ζ)
2 L
(ζ)∗
2 +TrL
(ζ)
1 L
(ζ)∗
1
)1/2
, (3.2)∑
|ηk|(ϕ(l)k , ϕ(l)k )ε/2 ≤ Cl(ε)
(
TrL
(ζ)
2l+1L
(ζ)∗
2l+1 +TrL
(ζ)
1 L
(ζ)∗
1
)1/2
. (3.3)
Here and below we denote by (., .)ε/2 the standard scalar product in L2[σε/2].
The Schwartz inequality and (3.2) imply that K+ is a Hilbert-Schmidt matrix, hence, its
eigenvalues µk → 0, and therefore µk ≤ 12 for all k except may be a finite set {k1, . . . , kℓ} := I.
Moreover, the definition of K+, the standard properties of the operator norm and (1.21) yield
for ϕ =
∑
ukϕk
(K+u, u) = ((L
(ζ)
+ )
1/2Dσ(L
(ζ)
+ )
1/2ϕ,ϕ) ≤ ||(L(ζ)+ )1/2Dσ(L(ζ)+ )1/2||
=||D1/2σ L(ζ)+ D1/2σ || ≤ ||D1/2σ LσD1/2σ || ≤ 1,
where L
(ζ)
+ is a positive part of the operator L
(ζ) and Lσ is defined in (1.21). Note that
since the definition of Dσ includes projection Π on the interval σ, we can use the inequality
ΠL
(ζ)
+ Π ≤ −Lσ. Hence, ((L(ζ)+ )1/2Dσ(L(ζ)+ )1/2ϕ,ϕ) = 1 for some ϕ only if for ϕ˜ = (L(ζ)+ )1/2ϕ
we have
L
(ζ)
+ Dσϕ˜ = ϕ˜⇒ (DσL(ζ)+ Dσϕ˜, ϕ˜) = (Dσϕ˜, ϕ˜) = −(DσLσDσϕ˜, ϕ˜), (3.4)
where the last equality follows from (1.21). On the other hand, ΠL
(ζ)
+ Π ≤ −Lσ, hence the
above equality is possible only if L
(ζ)
+ Dσϕ˜ = LDσϕ˜. But ΠL
(ζ)
+ Πφ = −Lσφ, only if∫
σ
log |ζ(λ)− ζ(µ)|−1φ(µ)φ(λ)dλdµ = 0,
which contradicts to the positivity of the operator with the kernel log |ζ(λ)− ζ(µ)|−1. Thus,
supk∈I µk ≤ 1− δ1 with δ1 > 0. Choosing δ = min{δ1, 12} we obtain (2.7).
To prove (2.8), we denote
(A0u¯, u¯) :=
∑
k,j≤M
ukuj |ηk|1/2|ηj |1/2(ϕ(16)k , ϕ(16)j )ε/2 (3.5)
(we need the 16th derivative here to control the 16th derivative of hu in Lemma 3) and set
U2 ={u¯ : (A0u¯, u¯) ≤ log2 n ∧ (K+u¯, u¯) + (K−u¯, u¯) ≥ k∗ log ε−1n }, (3.6)
U3 ={u¯ : log2 n ≤ (A0u¯, u¯) ≤ n log2 n},
U4 ={u¯ : n log2 n ≤ (A0u¯, u¯) ≤ C∗n2},
U5 ={u¯ : C∗n2 ≤ (A0u¯, u¯)}
with sufficiently large n-independent C∗. One can see easily that
U c1 ⊂ U2 ∪ U3 ∪ U4 ∪ U5,
Below we will often use the following evident statement
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Proposition 2 For any semi-infinite matrix A > 0 such that
∑
i=1Aii <∞ and ||A|| < 1−δ
(δ > 0) ( β
8π
)M/2 ∫
e−β(u¯,u¯)/8eβ
∑
(Au¯,u¯)/8du¯ ≤ C (3.7)
with some M -independent C.
In particular, (3.7) is true for (Au¯, u¯) = (K+u¯, u¯) + τ(A0u¯, u¯), with sufficiently small τ > 0,
since we proved above that ||K+|| ≤ 1− δ and Proposition 1 guarantees that ∑i=1Aii <∞.
By the Schwartz inequality,
|ℜhu(λ¯)| =
∣∣∣ ∑
k∈I+
uk
√
ηkϕk(λ)
∣∣∣ ≤ ||u¯||∣∣∣ ∑
k∈I+
ηk|ϕk(λ)|2
∣∣∣
≤ ||u¯||(L(ζ)+ (λ, λ))1/2 ≤ C||u¯||.
Hence
〈Φk(ζ¯)eβNn[h˙u]/2〉∗,n ≤ (nC)keβmaxλ{n|ℜhu(λ¯)|}/2 ≤ enC1(1+||u¯||),
where we used the trivial bound
|Φk| ≤ (nC)k. (3.8)
Then, using the fact that the matrix A0 defined by the quadratic form (A0u¯, u¯) is bounded (in
view of Propositions 1), we have in U5 ||u¯||2||A0|| ≥ (A0u¯, u¯) > n2C∗. Hence for sufficiently
large C∗ the integral ∫
U5
due−β(u¯,u¯)/8〈Φk(ζ¯)eβNn[h˙u]/2〉∗,n
≤
∫
||u¯||2>n2C∗/||A0||
du¯e−β(u¯,u¯)/8enC(1+||u¯||) ≤ e−Cn2 .
For u ∈ U4
n−2
∫
|ℜh(16)u (λ)|2dλ = n−2(A0u¯, u¯) ≤ C∗.
Thus n−1ℜhu(λ) is a Ho¨lder function for u ∈ U4, and we can use the result of [3], according
to which
Zn[V
∗ − n−1ℜhu]
≤ exp
{βn2
2
max
m∈M+1 [σε/2]
{L[m,m]− (m,V ∗ − n−1hu)}+ Cn log n
}
,
where M+1 [σε/2] is a set of positive unit measures with supports belonging to σε/2. Since
−V ∗(λ) ≤ −2L[ρsc](λ), λ ∈ σε,
we have
max
m∈M+1 [σε]
{L[m,m]− (m,V ∗ − n−1ℜhu)}
≤ max
m∈M+1 [σε]
{L[m,m]− (m, 2µ−1α L[ρsc]− n−1ℜhu)}
≤ max
m∈M1[σε]
{L[m,m]− (m, 2L[ρsc]− n−1ℜhu)} =: E(u¯). (3.9)
12
Here M1[σε/2] is a set of all signed unit measures with supports belonging to σε/2. It is easy
to see that, if we remove the condition of positivity of measures, then the maximum point ρ1
is uniquely defined by the conditions:
2L[ρ1](λ) − 2L[ρsc](λ) − n−1ℜhu(λ) = const, λ ∈ σε,
∫
σε
ρ1 = 1.
Hence ρ1 = ρsc +
1
2Dσεℜhu and the r.h.s. of (3.9) takes the form
E(u¯) = −L[ρsc, ρsc] + n
−2
4
(D¯σεℜhu,ℜhu) + n−1(ℜ˙hu, ρsc).
But by the definition of h˙u (h˙u, ρsc) = 0. Hence
E(u¯) = −L[ρsc, ρsc] + n
−2
4
(K+ε u¯, u¯) +O(n
−1 log n),
where K+ε is defined by the same way as K
+ (see (2.6)), but with D¯σ replaced by D¯σε/2 .
These relations and (3.8) yield
〈Φk(ζ¯)eβNn[h˙u]/2〉∗,n ≤(Cn)ke
β
8
(K+ε u¯,u¯)+O(n logn)
Then the Chebyshev inequality for sufficiently small τ and (3.7) yield
( β
8π
)M/2 ∫
U4
e−β(u¯,u¯)/8〈Φk(ζ¯)eβNn[h˙u]/2〉∗,ndu¯ (3.10)
≤
( β
8π
)M/2
eO(n logn)
∫
e−β((I−K
+
ε )u¯,u¯)/8+τ((A0u¯,u¯)−n log
2 n)du¯ ≤ e−τn log2 n/2.
For u ∈ U3 (3.8) and (1.18) imply
〈Φk(ζ¯)eβNn[h˙u]/2〉∗,n ≤ (Cn)k exp
{β
4
(K+u¯, u¯) + (u¯, q¯) + C (3.11)
+ Cn−1||ℜh(6)u ||32 + ||ℜh
′
u||32
)}
≤ exp
{β
4
(K+u¯, u¯) + n−1/3(A0u¯, u¯) +C
}
,
where we used that the vector q¯ = (q1, . . . , qM ), qk = η
1/2
k β(D¯σϕk, ζ
′)+η
1/2
k (νβ , ϕk) is bounded
(it is easy to check by the Schwartz inequality) and that
||ℜh(l)u ||22 ≤ Cl(1 + ||ℜh(16)u ||22) = C(1 + (A0u¯, u¯)), l = 1, 6,
n−1(A0u¯, u¯)
3/2 ≤ log nn−1/2(A0u¯, u¯) ≤ n−1/3(A0u¯, u¯), u¯ ∈ U3.
Then, similarly to (3.10), the Chebyshev inequality with sufficiently small τ yields
( β
8π
)M/2 ∫
U3
e−β(u¯,u¯)/8〈Φk(ζ¯)eβNn[h˙u]/2〉∗,ndu¯
≤
( β
8π
)M/2
(Cn)k
∫
e−β((I−K
+)u¯,u¯)/8+(u¯,q¯)+(τ+n−1/3)(A0u¯,u¯)−τ log
2 ndu ≤ e−τ log2 n/2.
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Finally, using the bound (2.10) for u¯ ∈ U2 and again the Chebyshev inequality with sufficiently
small τ , we obtain the bound, finishing the proof of the lemma:( β
8π
)M/2 ∫
U2
e−β(u¯,u¯)/8
∣∣∣〈Φk(ζ¯)eβNn[h˙u]/2〉∗,n∣∣∣du¯ (3.12)
≤CΦk
( β
8π
)M/2 ∫ ∫
du¯e−β((I−K
+)u¯,u¯)/8+(u¯,q¯)
· en−1/3(A0u¯,u¯)+τ((K+u¯,u¯)+(K−u¯,u¯)−k∗ log ε−1n ) ≤ C3eτk∗ log εn .

Proof of Proposition 1. By (1.21)∑
|ηk|(D¯σϕk, ϕk) =
∑
|ηk|(D¯2σϕk, (−Lσ)ϕk)
≤
(∑
|ηk|2(D¯2σϕk, D¯2σϕk)
)1/2(∑
(L2σϕk, ϕk)
)1/2
(3.13)
≤ C
(∫
dxdy
(∑
ηk (¯D
2
σϕk)(x)ϕk(y)
)2
= C
∫
|D¯2σL(ζ)(x, y)|2dxdy.
The last factor in the second line here is bounded since (−Lσ) is a Hilbert-Schmidt operator.
In addition, according to (1.20), for any h such that h(m) ∈ L2[σ]
(D¯2mσ h, h) =C
∫ π
0
∣∣∣ dm
dθm
h(2 cos θ)
∣∣∣2dθ = C ∫ 2
−2
∣∣∣(|X1/2(x)| d
dx
)m
h(x)
∣∣∣2 dx|X1/2(x)| (3.14)
≤C
m∑
p=1
||h(p)||22 ≤ C˜(||h(m)||2 + ||h
′ ||2).
Here we used that for p ≤ m− 1, ||h(p)||∞ ≤ C(||h(p)||2 + ||h(p+1)||2), hence the last integral
in (3.14) is convergent. Applying (3.14) to the r.h.s. of (3.13) we obtain (3.2).
To obtain (3.3), we write∫
σε/2
|h(l)(x)|2dx =
∫
| cos θ|≤ 1+ε/2
1+ε
∣∣∣( 1
sin θ
d
dθ
)l
h(2(1 + ε) cos θ)
∣∣∣2 sin θdθ
≤ C˜l(ε)
∫ π
0
∣∣∣( d
dθ
)l
h(2(1 + ε) cos θ)
∣∣∣2dθ = C ′l(ε)(D¯2lσεh, h).
Hence, similarly to (3.13)-(3.14),∑
|ηk|(ϕ(l)k , ϕ(l)k )ε/2 ≤ C ′l(ε)
∑
|ηk|(D¯2lσεϕk, ϕk) =
∑
|ηk|(D¯2l+1σε ϕk, (−Lσε)ϕk)
≤ CC ′l(ε)
(∑
|ηk|2(D¯2l+1σε ϕk, D¯2l+1σε ϕk)
)1/2 ≤ Cl(ε)(TrL(ζ)2l+1L(ζ)∗2l+1 +TrL(ζ)1 L(ζ)∗1 )1/2.

Proof of Lemma 3. The idea is to consider
Vh =
λ2
2
+
1
n
h(λ) − c1λ
n
− c2 λ
2
2n
:= V∗ +
1
n
h˜ (3.15)
with some appropriate c1 and c2 as a new potential and to apply to it the above procedure
with the change of variables. But since it is possible only for the potentials whose support of
the equilibrium measure is [−2, 2], we need to have two equalities:∫
σ
V ′h(λ)dλ
X
1/2
σ (λ)
= 0, π−1
∫
σ
V ′h(λ)λdλ
X
1/2
σ (λ)
= 1.
14
Here the first equality is a necessary condition to have a bounded solution of the singular
integral equation which can be obtained by the differentiation of (1.10), and the second
equality provides the condition that the integral of the corresponding density ρh is 1. Thus
we have to choose
c1(h) = π
−1
∫
h′(λ)dλ
X1/2(λ)
, c2(h) = π
−1
∫
λh′(λ)dλ
2X1/2(λ)
.
Solving equation (2.1) for Vh, we obtain uniformly in λ ∈ σε
ζh = λ− 1
n
ζ˜h, ζ˜
′
h(λ) =
ρh˜(λ)
ρsc(λ)
+O(n−1||h′′||22). (3.16)
where ρh˜ is the equilibrium density, corresponding to h˜. According to (1.14),
ρh˜(λ)
ρsc(λ)
=
∫
σ
h˜′(µ)dµ
(λ− µ)X1/2σ (µ)
,
hence, by the assumptions of the lemma ||ζ(14)h || ≤ C logs n. Then the correspondent compact
operator kernel L(ζh)(λ, µ) has the form
L(ζh)(λ, µ) = log
ζh(λ)− ζh(µ)
λ− µ = log
(
1 +
1
n
ζ˜h(λ)− ζ˜h(µ)
λ− µ
)
=
1
n
Kh(λ, µ),
where Kh(λ, µ) = Kh(µ, λ) and for any µ Kh(., µ) is a real analytic function bounded by
C logs n. Let {κk, ϕh,k} be eigenvalues and eigenvectors of Kh. Then we obtain that the
kth correlation function of the Hamiltonian with the potential (3.15) at the point (λ0 +
x1/nρ(λ0), . . . , λ0+xk/nρ(λ0)) coincides with that at the point
(
ζh(λ0+x1/nρ(λ0)), . . . , ζh(λ0+
xk/nρ(λ0))
)
for the Hamiltonian (cf (1.15))
H(ζh)(λ¯) =− n
∑(λ2i
2
(
1− c2
n
)
− c1
n
λi
)
+
∑
i 6=j
log |λi − λj|
+
1
n
∞∑
k=1
κk
(∑
j
(
(ϕh,k(λj)− (ϕh,k, ρsc)
))2
+
1
n
(
2
β
− 1)
∑
ζ(1)(λi), (3.17)
where ζ
(1)
h (λi) = n log(1 + n
−1ζ˜ ′h). Taking M = [log
2 n], we obtain like before that we can
restrict the summation above by k = M . Hence we get similarly to (2.4)
〈ΦkeβNn[h]/2〉∗,n
〈eβNn[h]/2〉∗,n
=I−1n [β, ζh]
( β
8π
)M/2 ∫
e−β(u¯,u¯)/8du¯〈Φ˜keβNn[c1ℓ1+c2ℓ2+n−1/2su¯]/2〉∗,n + o(1)
In[β, ζh] :=
( β
8π
)M/2 ∫
e−β(u¯,u¯)/8du¯〈eβNn[c1ℓ1+c2ℓ2+n−1/2su¯]/2〉∗,n,
where ℓ1(λ) = λ, ℓ2(λ) = λ
2/2, and
su¯(λ) =
∑
k
uk
√
κkϕ˙h,k(λ) + n
−1/2(
2
β
− 1)ζ(1)(λ), Φ˜k
(
λ¯
)
:= Φk
(
ζh(λ¯), λ0
)
.
Then, changing variables once more
λi → ζc(λ) := (1− c2/n)1/2
(
λi − c1
n(1− c2/n)
)
,
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we obtain that
〈ΦkeβNn[h]/2〉∗,n
〈eβNn[h]/2〉∗,n
=
( β
8π
)M/2 ∫
e−β(u¯,u¯)/8du¯〈Φ̂keβNn[n−1/2su¯,c]/2〉∗,n
/
I¯n[β, ζh] + o(1),
In[β, ζh] :=
( β
8π
)M/2 ∫
e−β(u¯,u¯)/8du¯〈eβNn[n−1/2su¯,c]/2〉∗,n,
with Φ̂k(λ) = Φ˜k(ζc(λ)) and su,c(λ) = su(ζc(λ)). Represent R
M = U˜1 ∪ U˜2 ∪ U˜3, where
U˜1 = {u¯ : (Ah,0u¯, u¯) ≤ log2s+2 n},
U˜2 = {u¯ : log2s+2 n ≤ (Ah,0u¯, u¯) ≤ C∗n log4s n},
U˜3 = {u¯ : C∗n log4s n ≤ (Ah,0u¯, u¯)}
(Ah,0)ij = |κi|1/2|κj |1/2(ϕ(6)h,i , ϕ(6)h,j)ε/2.
Note, that Proposition 1 and the assumptions of Lemma 3 yield∑
(Ah,0)ii ≤ C log2s n, ||Ah,0|| ≤ C log2s n. (3.18)
Repeating for U˜3 the argument used for U5 in Lemma 2, we get
||n−1/2su,c||∞ ≤ C1n−1/2(Ah,0u¯, u¯)1/2 ≤ C2n−1/2||Ah,0|| ||u¯|| ≤ C3n−1/2 log2s n||u¯||.
Hence ∣∣∣〈ΦkeβNn[n−1/2su,c]/2〉∗,n∣∣∣ ≤ (Cn)keβn||n−1/2su,c||∞/2 ≤ ec1n1/2 log2s n||u¯||.
Then, since ||u¯|| ≥ (Ah,0u¯, u¯)1/2/||Ah,0||1/2 ≥ C∗n log3s n in U˜3, we have∫
U˜3
du¯e−β(u¯,u¯)/8
∣∣∣〈ΦkeβNn[h]/2〉∗,n∣∣∣
≤
∫
||u¯||2≥C∗n log3s n
du¯e−β(u¯,u¯)/8+c1n
1/2 log2s n||u¯|| ≤ e−nc.
For u¯ ∈ U˜2
||n−1/2s(6)u,c ||2 ≤ C∗ log2s n,
hence we can use here (1.18) and then the argument used for U3, but replacing τ in the
Chebyshev inequality by τ log−2s n. Since by (3.18) the matrix τ log−2s nA0,h for small τ
satisfy conditions of Proposition 2, we obtain that the integral in U2 is O(e
−c log2 n). Thus it
suffices to study u¯ ∈ U˜1. But here∣∣∣〈Φ̂k(λ¯)eβ(Nn[n−1/2su¯]/2〉∗,n − 〈Φ̂k(λ¯)〉∗,n∣∣∣ ≤ 〈Φ̂2k(λ)〉1/2∗,n 〈∣∣en−1/2N [su¯,c] − 1|2〉1/2∗,n ,
≤ Cn−1/2((Dσℜsu¯,c,ℜsu¯,c) + (Dσℑsu¯,c,ℑsu¯,c))1/2 ≤ n−κ.
Here we have used (1.23) which gives the bound for 〈Φ̂2k〉∗,n and (1.18) in the case (ii),
according to which for u¯ ∈ U˜1 we have for any bounded t
〈etn−1/2N [su¯]〉∗,n = et2n−1(Dσsu¯,su¯)(1 + o(1)).
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Since all φj of Φk are smooth and have finite supports, (1.23) imply that
〈Φ̂k(λ¯;λ0)〉∗,n =〈Φk(λ¯− n−1(c1 + c2λ0/2− ζ˜h(λ0))〉∗,n +O(n−κ)
=〈Φk(λ¯)〉∗,n +O(εn) +O(n−κ).
Combining the above bounds, we get the assertion of Lemma 3.

Proof of Lemma 4. Introduce the analytic function
fn(t) := C
−1
1 e
−t2/2ε−1n Fn(t), t ∈ D.
Then
|fn(t)| ≤ 1, t ∈ γ = [− log1/2 ε−1n , log1/2 ε−1n ].
Moreover, |fn(t)| ≤ C2C−11 ε−2n , t ∈ D. Then, by the theorem on two constants (see [13]), we
conclude that
log |fn(t)| ≤ 2(1 − ω(t; γ,D))(log ε−1n + log(C2/C1)1/2),
where ω(t; γ,D) is the harmonic measure of the set γ with respect to the domain D at the
point t ∈ D. It is well-known (see again [13]) that
ω(t; γ,D) = 1− 2
π
ℑ log 1 + t/ log
1/2 ε−1n
1− t/ log1/2 ε−1n
.
Hence
1− ω(t; γ,D) ≤ 6ℑt
π log1/2 ε−1n
≤ 1
4
, t ∈ π
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D = D′,
and the above inequalities yield
log |fn(t)| ≤ 1
2
(log ε−1n + log(C2/C1)
1/2) ⇒ |fn(t)| ≤ (C2/C1)1/4ε−1/2n , t ∈ D′.
Then from the definition of fn we obtain (2.12).

4 Proof of Theorem 3
Examining the proof of Theorem 2, one can see that its result can be reformulated as follows.
For any real analytic n-independent one-cut V and real analytic h : ||h′||, ||h(6)|| ≤ logs n the
inequalities hold uniformly in h:∣∣∣ 〈Φk(λ¯, λ0)eβNn[h]/2〉V,n〈eβNn[h]/2〉V,n
∣∣∣ ≤ C˜Φ, (4.1)
∣∣∣ 〈Φk(λ¯, λ0)eβNn[h]/2〉V,n〈eβNn[h]/2〉V,n − 〈Φk(λ¯, 0)〉∗,n
∣∣∣ ≤ ε˜n → 0. (4.2)
Note that C˜Φ and ε˜n depend on CΦ and εn of (1.23), (1.24).
The proof of Theorem 3 is based on these two inequalities and on the results of [26]. Set
µα =
∫
σα
ρα(λ)dλ, ρα := 1σαρ, (4.3)
Vα(λ) =1σα,ε(λ)µ
−1
α
(
V (λ)− 2
∫
σ\σα
log |λ− µ|ρ(µ)dµ
)
(4.4)
n¯ := (n1, . . . , nq), |n¯| :=
q∑
α=1
nα. (4.5)
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It is easy to see that the potential Vα and the equilibrium density µ
−1
α ρα satisfy (1.10) and
(1.13) in σα,ε, hence Vα is a real analytic potential of generic behavior in σα,ε and so in each
interval we can apply (1.18) and (4.1)-(4.2).
Assuming that λ0 ∈ [a1 + ε, b1 − ε] and repeating the argument of Theorem 2 of [26], we
obtain (cf(1.17))
〈Φk(λ¯1;λ0)〉V,n =I−1n [V ]
∑
|n¯|=n
κn¯
( β
2π
)Mq ∫
due−
β
8
(u,u) (4.6)
· 〈Φk(λ¯1;λ0)eβNn1 [h˜1]/2〉V1,n1
q∏
α=2
〈eβNnα [h˜α]/2〉Vα,nα ,
In[V ] =
∑
|n¯|=n
κn¯
( β
2π
)Mq ∫
due−
β
8
(u,u)
q∏
α=1
〈eβNnα [h˜α]/2〉Vα,nα,
where M = [log2 n], u := (u(1), u(2)), κn¯ are some numbers,
h˜α(λ) =(nα − nµα)Vα + s˙(α)(u, λ), (4.7)
s(α)(u, λ) =
∑
j,k,α′
(
Ŝj,α′;k,αu
(1)
j,α′ + iSj,α′;k,αu
(2)
j,α′
)
p
(α)
k (λ),
s˙(α)(u, λ) =s(α)(u, λ)− n
nα
(
s(α)(u, .), ρα).
Thus in each interval σα,ε we are again in the situation of the one-cut analytic potential with
a ”small” perturbation h˜α. Here {p(α)k }Mk=0 are polynomials on σε of degree at most M and
therefore in (1.18) we can use the bound, valid for any l = 1, . . . , 6 and for any u¯
(|∂(l)λ su|, |∂(l)λ su|) ≤ (CM)4l
∑
α
(
(Dαℜsu,ℜsu) + (Dαℑsu,ℑsu)
)
. (4.8)
The bound follows from the inequality, valid for polynomials with degree not exceeding M :
sup
degp≤M
(p′, p′)
(p, p)
≤ CM4,
which can be checked by expanding of an arbitrary polynomial in the sum of the Jacobi
polynomials orthonormal on σε without any weight.
The exact forms of positive matrices Ŝ = {Ŝj,α′;k,α}j,k=1,...,M,
α,α′=1,...,q
and S = {Sj,α′;k,α}j,k=1,...,M,
α,α′=1,...,q
in (4.7) are not important for us. It will be important only that (4.11) is true.
Moreover, Lemma 2 of [26] implies
Tn¯ := κn¯
( β
2π
)Mq ∫
due−
β
8
(u,u)
q∏
α=1
〈eβNnα [h˜α]/2〉Vα,nα ≤ Ce−c(∆n,∆n), (4.9)
where ∆n = (∆n1, . . . ,∆nq), ∆nα = nα − µαn, and µα were defined in (4.3). This relation
and (4.1) yield that for our purposes it suffices to consider in (4.6) only those terms for which
(∆n,∆n) ≤ c∗ log ε˜−1n (4.10)
with any n-independent c∗, hence the u-independent part of h˜α of (4.7) cannot be too big.
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Let us again use (1.18) for 〈eβNnα [h˜α]/2〉Vα,nα , α = 1, . . . , q. Similarly to the proof of The-
orem 2, the key point is that after the application of (1.18) the real part of the correspondent
quadratic form is negative definite, so the integral in u¯ is convergent. More precisely, Lemma
4 of [26] guarantees that there exists δ > 0 such that
ℜ
( q∑
α=1
(Dσαs
(α), s(α))
)
≤ (1− δ)(u¯, u¯). (4.11)
Moreover, it is shown (see again Lemma 4, the analog of Lemma 2 of the present paper) that
if we define (cf (2.6))
U1 = {u := (u(1), u(2)) :
∑
α
|(Dαℑs˙α,ℑs˙α)| ≤ k∗ log n ∧ (u(1), u(1)) ≤ log4 n}, (4.12)
then the integral over the complement in the r.h.s. of (4.6) is small. But if log ε˜−1n << log n,
the domain U1 can be too big, because similarly to the proof of Theorem 2, we need to
consider
U0 = {u := (u(1), u(2)) :
∑
α
(Dαℜsα,ℜsα) + (Dαℑsα,ℑsα) ≤ k∗ log ε−1n },
To estimate the integral in U1\U0, one should use the Chebyshev inequality like in (3.12). We
are left to prove the analog of (4.2) in U0. For real su the bound is known because of (4.2),
and for the complex s we obtain the bound from Lemma 4, repeating literally the argument
used at the end of Section 2.

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