Rogue waves in optical fibers can be mathematically described by the nonlinear Schrödinger equation and its extensions that take into account third-order dispersion, self-steepening, and self-frequency shift. These equations are integrable in special cases such as the Sasa-Satsuma or the Hirota equations. However, approximate polynomial solutions can also be obtained in cases beyond these integrable ones. We present these solutions and confirm their validity using numerical simulations.
INTRODUCTION
Recent advances in supercontinuum generation in optical fibers [1] [2] [3] [4] [5] [6] [7] [8] [9] have led to the discovery of "optical rogue waves" [10] . A strict definition of the latter is still a subject of intense discussion [11] . Various mechanisms of optical rogue wave formation have been considered [12] [13] [14] [15] [16] . In contrast to single solitons that are localized only in one dimension, in the frame moving with the group velocity, rogue waves are doubly localized waves on a nonzero background. Figuratively speaking, they are waves that "appear from nowhere and disappear without a trace" [17] . The mathematical description is mainly based on the nonlinear Schrödinger equation (NLSE) and its extensions [18] [19] [20] . Significant progress has been made on the experimental side with the recent observation of the Peregrine soliton in an optical fiber [21] . The latter is an idealized mathematical representation of a rogue wave based on the NLSE [22] . The question arises as to how this idealization changes if we add higher-order terms that are always present in the equations describing nonlinear wave propagation in an optical fiber [23, 24] .
The standard, dimensionless focusing NLSE can be written in the form [25] i ∂ψ ∂x 1 2
where x is the normalized propagation distance along the fiber, t is the retarded time in a reference frame moving with the group velocity [26, 27] , and the function ψx; t is the field envelope. Essential modifications that have to be taken into account in realistic cases include a self-steepening term, s a ∂ ∕∂tjψj 2 ψ, a term related to the self-frequency shift, a f ψ∂ ∕∂tjψj 2 , and a third-order dispersion term, γ 3 ψ ttt [20, 27] . When these terms are added, the NLSE takes the form i ∂ψ ∂x 1 2
The above-mentioned terms include the main general effects in the primary order corrections to the NLSE with the coefficients s a , a f , and γ 3 being three independent parameters (of order 1) controlling the relative contribution of each effect. An overall multiplicative factor, s, plainly represents the smallness of the three terms. Thus, effectively, only three parameters are independent. When s 0, the equation reduces to the NLSE, Eq. (1). Each additional term introduces asymmetry along the t axis and represents a higherorder correction to the group velocity dispersion term. The effect of the three terms on solitons has been widely discussed in the literature [27] [28] [29] [30] [31] [32] . When a pulse like a soliton propagates long distances along the fiber, self-frequency shift leads to pulse acceleration and self-steepening leads to asymmetric pulse reshaping, while third-order dispersion leads mainly to Cherenkov radiation. However, the influence of these terms on a short scale is not obvious. As all three terms include t derivatives, the constant background is not affected by these terms. Radiation waves can be ignored as their generation occurs at a very small distance. Acceleration and reshaping effects are also small for the region where the localized solution exists. Thus, the analysis of the rogue wave should be carried out in a different manner from that normally used in soliton theory. If a rogue wave solution, even an approximate one, could be found for arbitrary values of these three parameters, the problem could be considered solved for many cases of interest. However, this is not the case.
It turns out that Eq. (2) is integrable for a few combinations of the three parameters [28, 29, 33] . In each case, the rogue wave solution can be found analytically [33] [34] [35] . However, these are exceptional cases. Extending the solutions beyond the integrable limits should significantly widen the applicability of the solutions.
The fundamental rational solution [17, 22] of the NLSE Eq. (1),
is commonly known as the Peregrine soliton [21] . This solution focuses the energy of the background carrier wave into a spatiotemporally localized formation due to the nonlinear properties of the fiber. In this work, we provide a few approximations relevant to the extended Eq. (2), and, using numerical simulations, we show that these approximations do describe the propagation. Of course, the accuracy depends on the values of s and the three parameters chosen in the right-hand-side of Eq. (2). Approximate results around the NLSE, to the first order in s, have been presented earlier in [20] . Here we consider solutions close to other integrable cases, namely the Hirota equation and the Sasa-Satsuma equation (SSE). Obtaining approximate rational solutions close to these two cases still requires certain relations between the coefficients, which we illustrate graphically. Our numerical simulations confirm that the new approximations are indeed valid.
ROGUE WAVES IN THE INTEGRABLE SASA-SATSUMA CASE
We start with the integrable Sasa-Satsuma case [28] , which arises from Eq. (2) when γ 3 1, a f 3, and s a −6. An exact expression for its rogue wave solution has been presented recently in [34] . The solution is quite involved, and we will not rewrite it here. The exact solution for two sets of parameters (c 0.18, ϵ s 0.09) and (c 0.24, ϵ s 0.12) is illustrated in Fig. 1 . It has a distinct double-peak structure with the contrast between the maxima and the central amplitude depending on ϵ and s. Interestingly, the possibility of such structures had been also predicted using approximate solutions [20] .
In order to show that this rogue wave solution may appear in a real wave field, we have numerically solved Eq. (2) using a split-step Fourier method. Figure 2 shows the evolution of the maximum field amplitude jψtj max versus x for the special case of the Sasa-Satsuma equation, taking as initial conditions a small bump on a constant background. The initial shape of the bump is not crucial. To be specific, in this example we used the Peregrine breather, Eq. (3), as the initial condition at x −6. The values of the equation parameters used in this simulation are written within Fig. 2 . The figure clearly shows that the initial evolution up to x 9 describes the exact SSE rogue wave solution with its distinctive double-peak structure at the top of the solution. The maximal amplitude is also very close to the exact value of 2.5. This first stage of evolution is shown in Fig. 3(a) . This figure confirms that the wave profile is indeed very similar to the shape of the exact solution presented in Fig. 1 .
After x 10, the field evolves chaotically with several double-peak structures developed in propagation. As expected, each nearest pair of maxima are centered at different values of t. The amplitude profile of one of them is shown in Fig. 3(b) . As the rest of the field is chaotic, the rogue wave is immersed in a sea of smaller waves.
Various initial conditions with a small perturbation of the constant background led to a similar chaotic evolution. Figure 4 shows a small part of the contour plot of the numerical solution of the SSE Eq. (2) with the same parameters, but with initial conditions in the form of a small random function Rt added to a constant background: where μ is a small parameter. After the initial exponential growth of perturbations, the field evolves straight into the chaotic regime without a rogue wave being excited first. However, rogue waves appear in the random field generated this way. 
APPROXIMATIONS AROUND THE SASA-SATSUMA EQUATION
The SSE is a very particular way to extend the NLSE for a more realistic description of waves in an optical fiber. However, the integrability of this equation imposes strict values on the equation parameters. In order to partially lift this restriction, we will find approximate solutions of Eq. (2) in terms of polynomials, when the parameters are on a line that includes the SSE. However, this cannot be done easily for an arbitrary relation between the parameters of extended Eq. (2) but only on certain lines in the space of parameters. For convenience, we define a constant k n by k n 6γ 3 3a f 5s a :
Without loss of generality, we will take γ 3 1 and consider the plane of the two other parameters s a ; a f . This plane is shown in Fig. 5 . The integrable case of the SSE is shown on this plane by the blue diamond. The dashed line with the negative slope, which admits approximate solutions, including the SSE, is shown in blue.
It happens that we can approximate the solution around the integrable SSE case by taking s a as arbitrary and considering the line a f −3 − s a . Using the parameters satisfying this relation allows us to find approximate solutions. These cases are not integrable unless s a −6. We can write the approximate solution to the second order in s in the form Fig. 2 . Each one has a shape very close to that given by the exact solution and shown in Fig. 3(a) . figure, namely γ 3 1, a f 3, s 0.09, and s a −6. where The shape of this approximate rogue wave solution is shown in Fig. 6 . Clearly, the shape is similar to the exact solution shown in Fig. 1 . However, it changes noticeably as we vary s a . The solution has a single peak when s a > 0, two peaks when s a < 0 (including the Sasa-Satsuma case), and up to four peaks when s a ≈ −9. The latter does not happen in the SSE case.
For the Sasa-Satsuma equation, where s a −6, we can add a third-order term to the right-hand-side of Eq. (6), viz. Generally, this rogue wave makes an angle θ with the x axis, which means that we have an effective "velocity," v tanθ.
For small values of s and s a , the approximation for the velocity is
For the Sasa-Satsuma equation, s a −6, and we thus have v ≈ −10s. This is supported by the wave directions in Figs. 1(a) and 6, where we can estimate that v ≈ −0.9. In order to check the accuracy of our approximation, we numerically solve Eq. (2) using the approximate solution, namely Eq. (6), as the initial condition at x −6. The results are shown in Fig. 7 . The blue dotted curve in each panel represents the maximum of the field amplitude jψtj max at each x, while the red dashed curve follows the maximum of the amplitude of the approximate solution Eq. (6). For small values of s, simulations almost coincide with the approximate solution, as we can see from Fig. 7(a) . Small deviations start at s 0.05, as Fig. 7(b) shows. Comparison of the two rogue wave profiles for the case in Fig. 7(b) of the x interval located in the yellow panel is shown in Fig. 8 . The two contour plots show very similar shapes and identical velocities. The correspondence becomes poor above the value s 0.08, as can be seen from Fig. 7(c) . We can conclude from these results that approximations on the extended line that includes the SSE are well justified for values of s below 0.05.
APPROXIMATIONS AROUND THE INTEGRABLE HIROTA CASE
The Hirota equation [29] is another integrable case when the rogue wave solution can be written in exact form [35, 36] :
This is a special case corresponding to the point s a −6. We plot Eq. (9) in Fig. 9(a) for s 0.12. In order to consider cases beyond the integrable one, we take arbitrary s a and consider the line a f 6 (with γ 3 1). This case is depicted in Fig. 5 by the horizontal dotted red line. Then we can write the approximate solution in the form of polynomials: where the constant k n in Eq. (10) 
The special case of the Hirota equation is still included in this approximation. In this special case, s a −6, the velocity v ≈ −6s, and we can easily obtain more terms in the approximation. Then Eq. (10) can be extended to ψx; t e ix −1
We plot the profile defined by Eq. (12) in Fig. 9 (b) for s 0.12.
To check the validity of the expansion in Eq. (12), we can take the exact result Eq. (9) and also expand it:
Comparison with Eq. (12) shows that the approach is indeed valid. It is not surprising that Figs. 9(a) and 9(b) are very similar. Here the velocity is exactly v −6s, in agreement with the estimate given above. Consistency is seen from the fact that, at the point of intersection of the two lines shown in Fig. 5, i. e., the point a f 6; s a −9, the velocity approximations Eqs. (8) and (11) both give the same result, viz. v −14s.
In Fig. 10 , we present the results of numerical simulations that start with a perturbed constant background. The perturbation is either the approximate rogue wave solution Eq. (10) at x −6 (dashed blue curve) or a chaotically perturbed unit background Eq. (4) (dotted red curve). The approximate rogue wave solution is shown by the solid black curve for comparison. We can see that the approximate rogue wave solution is excited at the first stage of evolution in the case of the dashed blue curve. The contour plot of this part is presented in Fig. 10(b) . Further evolution becomes chaotic, as we would expect. When the initial condition is weakly chaotic, the evolution is also chaotic after the exponential growth of the chaotic perturbation. This case is shown by the dotted red curve. These simulations confirm again that the approximate polynomial solutions describe the rogue waves reasonably well at values of jsj < 0.05. 
CASE WITH NO THIRD-ORDER DISPERSION
One more case when the solution can be approximated by polynomials is when γ 3 0. In this case, we take s a as arbitrary and consider the line a f −s a . In Fig. 5 , this would correspond to a straight line passing through the origin. However, we should remember that here γ 3 0 and the above line is at a different level in the three-dimensional parameter space. Equation (2) has now effectively only one physical effect added to the NLSE:
The approximate polynomial solution becomes then a function of ss a only:
where the polynomials f r x; t, k g x; t, f g x; t, k h x; t, f h x; t, k j x; t, and f j x; t are f r x; t 4t 2 12x 2 − 1;
f g x; t 4t 2 4x 2 − 9 − 48x 4 3;
f h x; t −16t 6 − 8t 4 8x 2 1 t 2 −80x 4 − 56x 2 We present the results of numerical simulations of Eq. (14) in Fig. 11 for the case ss a 0.3. Despite the relatively large deviation from the NLSE, Eq. (15) provides a good approximation for the solution. Figure 11(a) shows the evolution of the field maximum when the initial condition is Eq. (15) at the point x −6. The red dashed curve in this figure corresponds to the approximate solution, while the blue dotted curve shows the results of simulation. As we can see, the initial stages of evolution up until x ≈ 6.7 are very close to the approximate solution. Beyond the line x ≈ 6.7, new waves emerge from the surrounding area, and the total field becomes chaotic. Still the first rogue wave observed in the simulations is very close to the approximate one well above x 6.7. The dotted blue curve deviates from the dashed red one because we are representing the maximum of the total field amplitude and, above x ≈ 6.7, new waves emerging somewhere else from the background exceed the size of the tail of the rogue wave. Figure 11 (b) presents the results of numerical simulations with the initial condition in the form of a constant background perturbed slightly with chaotic field Eq. (4). The evolution of the maximum in this case is chaotic with exponential growth of perturbation at the beginning. Just as in the two previous cases, some of the peaks can be identified as rogue waves very accurately described by the approximate solution of Eq. (15) . To give an example, the approximate solution shown by the red dashed curve in Fig. 11(b) is adjusted close to one of these peaks.
CONCLUSIONS
In conclusion, we have presented approximate polynomial rogue wave solutions for the NLSE, taking into account third-order dispersion, self-steepening, and self-frequency shift. These solutions can be found for special relations between the coefficients of the additional terms, which include the cases when the equation is integrable (viz. the SasaSatsuma and Hirota equations). Our numerical simulations confirm the validity of the approximations when these terms are relatively small. Approximate solutions can potentially be helpful for experimentalists working on rogue waves in optical fibers [14] when short pulses are involved. Then the additional terms play an important role and must be taken into account. (14), with the initial condition as small amplitude chaotic perturbation of a constant background. Here a f −s a , γ 3 0, and ss a 0.3.
