An accurate representation of reality in numerical variably-saturated flow models requires reliable estimates of necessary model parameters. Inverse modeling seeks to estimate parameters such as the saturated and residual water contents, the saturated hydraulic conductivity, the shape parameters of the soil hydraulic functions, using easily attainable observations of actual or cumulative water fluxes, pressure heads, water contents, and concentrations. The inverse procedure usually combines the nonlinear leastsquares-based (SSQ) parameter optimization method with a numerical solution of the variably-saturated flow and transport equations. The SSQ-based inverse method is however sensitive to outliers. A novel Squared ε-Insensitive Loss Function (SILF) approach is introduced in this study. The SILF approach is inspired by the ε-insensitive loss function proposed by Vapnik (1995) . The objective function used in the SILF approach is similar to the least-squares objective function, except that it penalizes only for errors greater than a certain predefined acceptable error term ε. The SILF approach shows an improved performance over the SSQ approach in estimating the soil hydraulic parameters. Apart from providing robust estimates of the soil hydraulic parameters, the SILF approach also gives an approximation of the relative measurement error during sampling. Presná reprezentácia skutočností v numerických modeloch prúdenia vo vodou nenasýtenej pôde vyžaduje spoľahlivé určenie potrebných parametrov modelu. Inverzným modelovaním sa snažíme o určenie takých parametrov, ako sú reziduálna vlhkosť pôdy, nasýtená hydraulická vodivosť, tvarové parametre hydraulických funkcií pôdy, využijúc ľahko realizovateľné pozorovania momentálnych alebo kumulatívnych tokov vody, tlakových výšok, vlhkostí pôdy a koncentrácií rozpustených látok. Inverzná procedúra obyčajne kombinuje nelineárnu optimalizáciu parametrov založenú na metóde najmenších štvorcov (SSQ) s numerickým riešením transportných rovníc vo vodou nenasýtenej pôde. Táto metóda (SSQ) je však citlivá na náhodné chyby. Nová, necitlivostná stratová funkcia s necitlivosťou ε(SILF), použitá v tejto štúdii, bola inšpirovaná návrhom publikovaným Vapnikom (1995).
Introduction
Experimental determination of soil hydraulic properties relating the soil water content, the capillary pressure head, and the hydraulic conductivity can often be a time-consuming and work-intensive process (Klute and Dirksen, 1986; Dirksen, 1991) . As a result, detailed characterization of soil hydraulic functions required for accurate model predictions of water flow in the heterogeneous vadose zone is seldom done. On the other hand, information about soil-water pressure heads and moisture contents (also referred to as state variables) can be obtained readily and economically using instruments such as tensiometers, neutron probes, and/or time domain reflectometry (TDR). The availability of state information, such as moisture contents, pressure heads and fluxes, in field-scale vadose zone studies is therefore much more common than knowledge of soil hydraulic properties. As a result, much research effort has been devoted to estimating soil hydraulic parameters using this so-called state information. The utilization of state information (i.e., water content and pressure head data) to infer model parameters is the quintessence of a class of modeling techniques referred to as "inverse problems".
In the past two decades, a number of inverse modeling studies for estimating soil hydraulic parameters in the vadose zone has been published (e.g., Kool et al. 1985; Kool and Parker 1987; Eching and Hopmans 1993; van Dam et al. 1994; Šimůnek and van Genuchten 1996 , Hopmans et al., 1997 , Vrugt et al., 2008 . The inverse-problembased parameter estimation technique involves the indirect estimation of soil hydraulic functions using repeated numerical solutions of the governing flow equation for variable-saturated water flow, such as the Richards equation (Richards, 1931; Jury et al., 1991) , with different parameter sets, and comparing computed results with experimental observations. The Richards equation is first solved numerically using the parameterized soil hydraulic functions with initial estimates for their parameters. These parameters are then optimized by minimization of the objective function that contains the sum of squared deviations between observed and predicted state variables, using repeated numerical simulations of the flow process (Hopmans et al., 2002) . This iterative inversion of the flow equation in numerical models is in contrast to direct inversion techniques used in analytical solutions (Yeh, 1986) .
To summarize, numerical inverse estimation techniques involve the coupling of a numerical model of flow with a parameter optimization algorithm such as the Marquardt-Levenberg method (Marquardt, 1963) or various global optimization methods (e.g., Vrugt et al., 2008) .
Let ỹ = {ỹ 1 , ỹ 2 ,…, ỹ q } denotes the vector of observed state variables of size q (such as water contents, pressure heads, fluxes) at various locations and times and Y(δ) = {Y 1 (δ), Y 2 (δ),…, Y q (δ)} denotes the corresponding model predictions using a parameter set δ = {δ 1 , δ 2 ,…, δ s } of size s such that ,
where represents the s-dimensional Euclidean space and Θ denotes the feasible parameter space that is predefined in the model using reasonable upper and lower bounds for each parameter (Vrugt et al., 2005) . The prediction efficiency of the inverse model with a given parameter set δ is represented by the residual vector E(δ), which is linear/non-linear transformation of differences between the observed data, ỹ, and the model predic-
where γ(.) is a user-defined linear/non-linear transformation function. In an inverse problem, one estimates the "best parameter set" by minimizing some kind of a lumped estimate (referred to as the objective function) from the residual vector E(δ) such that model predictions are as close as possible to corresponding observed values (Vrugt et al., 2005) . The choice of the objective function is important for a reliable estimation of model parameters. One of the commonly used objective functions is the Sum of Squared Residuals (SSQ) which is based on non-linear least squares. Essentially, the SSQ objective function is the sum of residuals wherein the residual is the quadratic transformation of the difference between the observed data and model predictions:
where W i is a weight vector (i = 1..q) that assigns a degree of importance to each residual. Popularly used inverse formulations, such as those used in the HYDRUS suite of softwares (Šimůnek et al., 2005 ,
, employ the weighted SSQ as the objective function to estimate the best parameter set. Non-linear least squares-based objective functions infer parameters by minimizing the sum of the weighted squared differences between the observed state variables and those calculated by a mathematical model. A detailed literature review reveals that non-linear least-squares-based objective functions (such as SSQ) have been the most widely used objective functions for parameter optimization in hydrological sciences (Hopmans et al., 2002) . However, Finsterle and Najita (1998) have questioned the robustness of the least-squares criterion because of the tendency of outliers in the measurements to strongly influence the outcome of the inverse modeling. Finsterle and Najita (1998) compared other robust estimators to the standard leastsquares objective function. It was observed that robust estimators decreased relative weights of outliers and thus made the estimated parameters less affected by the presence of non-gaussian and gaussian errors (Šimůnek and Hopmans, 2002) .
While significant attention has been given to addressing outliers in data sets during optimization, measurement errors that are a result of detection limits and sensitivity of a particular instrument have been assumed to be negligible and ignored in the past. In this paper, we propose a new approach to handle measurement errors in datasets in inverse problems by using a new objective function called the Squared ε-Insensitive Loss Function (SILF) proposed by Vapnik (1995) . The SILF function is defined as follows:
where ε is an optimally selected parameter called the acceptable error. Fig. 1 compares the SILF and SSQ objective functions. The SILF objective function is very similar to the SSQ objective function except that residuals smaller than ε are considered to be insignificant. Similarly to SSQ, a quadratic transformation is used for residuals greater then ε (Vapnik, 1995) . One may observe that the SILF objective function attains the form of the SSQ objective function for the acceptable error equal to zero (ε = 0). The performance of SILF objective functions has been compared to traditional objective functions (SSQ, Absolute Mean) in previous studies (e.g., Hastie et al., 2001) , in which SILF was shown to improve the fit between predicted and observed data. Previous studies have shown an improved fit of observed data when the SILF objective with a non-zero acceptable error was used, indicating that the SSQ objective function may not necessarily lead to the best possible parameter estimate (e.g., Kwok and Tsang, 2003) . In this paper, we analyze the robustness of the SILF approach for inverse modeling of vadose zone flow processes. 
Theory

Governing equations and numerical modeling
Variably-saturated flow in soils is a highly nonlinear and dynamic phenomenon. Commonly used numerical models for variably-saturated water flow in the vadose zone typically employ the classical Richards equation (Richards, 1931) . For a one-dimensional scenario, the Richards equation is described mathematically as follows:
where θ is the volumetric water content [-] , h -the soil water pressure head
, and S is the sink term usually accounting for the root water uptake.
A high nonlinearity in the variably-saturated water flow equation exists due to the dependence of the hydraulic conductivity, K(h), and the water content, θ(h), on the pressure head, h. Conse-quently, modeling of variably-saturated water flow involves solving Eq. (5) along with a nonlinear model that characterizes relationships between the water content, pressure head, and unsaturated hydraulic conductivity. The Gardner exponential model (Gardner, 1958) , the Brooks and Corey model (Brooks and Corey, 1964) and the van Genuchten -Mualem model (van Genuchten, 1980) are among the most widely used approaches to represent the dependence of the hydraulic conductivity and the water content on the capillary pressure head. Readers are referred to Leij et al. (1997) for a detailed discussion on the most commonly used soil hydraulic models. Of all available soil hydraulic models, the van Genuchten-Mualem model (van Genuchten, 1980) is perhaps the most widely used model to characterize the hydraulic conductivity and water content dependence on the capillary pressure head. The van Genuchten-Mualem model is described as follows:
where θ(h) is the volumetric water content at the pressure head h [-] , θ s and θ r -the saturated and residual volumetric water contents [-] , respectively; S e (h) -the degree of saturation at the pressure head -] are van Genuchten's shape parameters, and l is a tortuosity or pore connectivity parameter estimated by Mualem (1976) to be 0.5. Eqs. (5) and (6) have been used with or without additional modifications to model variablysaturated water flow and have been successfully extended into two and three dimensions (e.g., Pruess et al., 2004 Pruess et al., or Šimůnek et al., 2006 . Šimůnek and Hopmans (2002) and Hopmans et al. (2002) provide a detailed description of the SSQ approach for estimating soil hydraulic parameters using inverse modeling. For an inverse modeling problem involving multiple measurement sets of size q i , the SSQ-based objective function used in HYDRUS-1D (Šimůnek et al., 2005 ) is mathematically described as ,
SILF inverse formulation
where p is the number of measurement sets, u i -the weight corresponding to each measurement set, v i,j -the weight corresponding to the j th data point of the i th measurement set, δ -the parameter set (as described earlier in (1)), ỹ i,j -the j th data point of the i th measurement set and Y i,j (δ) is the corresponding model prediction.
In the HYDRUS software, the MarquardtLevenberg algorithm (Marquardt, 1963 ) is used to optimize the objective function. The MarquardtLevenberg algorithm combines the Newton and steepest descent methods, and provides confidence intervals for the optimized parameters. It should be noted that the Marquardt-Levenberg algorithm is a local minimization approach seeking a local minimum in the vicinity of the initial estimate of optimized parameters, requiring reasonable initial estimates of parameters. There are other local and global optimization approaches that could be also considered to solve the optimization problem. Readers are referred to the above referenced literature (e.g., Šimůnek and Hopmans, 2002; Hopmans et al., 2002; Vrugt et al., 2005 Vrugt et al., , 2008 for more details. The proposed SILF methodology essentially uses the same solution framework as SSQ. The only difference between the SSQ and SILF based approaches is the definition of the objective function.
To ensure the robustness of the objective function in estimating parameter values during inverse modeling, a good understanding of the nature of measurement errors in collected datasets is needed (e.g., Roth et al., 1990; Šimůnek and van Genuchten, 1996) . Most statistical methods, such as SSQbased inverse modeling, are based on the assumption of homoscedastic and Gaussian errors. Gaussian errors have a similar variance that is independent of the 'true' value of a particular variable. However, one often encounters data when observing natural processes wherein the error variance is directly related to the 'true' variable value. Such errors are referred to as heteroscedastic errors. Homoscedastic errors may be considered as a special case of heteroscedastic errors with a heteroscedastic variance of zero. Considering the error distribution of typically observed soil data and inspired by the SILF objective function, we propose for inverse
modeling of vadose zone processes the SILF-based objective function τ that uses relative errors instead of absolute errors as follows:
where symbols represent parameters, observations and model predictions as described earlier in Eqs. (3) through (6).
The parameter set, δ, to be estimated may include any combination of soil hydraulic parameters, such as θ s , θ r , K s , α, n and l. The observed data set can include observed water contents, θ(t), pressure heads, h(t) and/or instantaneous or cumulative boundary fluxes, q(t) (e.g., infiltration or outflow data) at different times and locations, or retention, h(θ), or hydraulic conductivity, K(h), data. One may observe that the SILF-based objective function, τ, attains the form of the weighted Root Mean Squared Error (RMSE) approach (which is linearly related to the SSQ-based objective function defined by Eq. (7)) when the acceptable error ε is equal to zero. The SSQ-based and SILF-based inverse models thus estimate the same parameter sets when the acceptable error is zero. Similarly, when observed dataset involves only homoscedastic errors, the acceptable error ε may be multiplied by one instead of the observed value ỹ i,j .
In the SILF-based objective function τ (Eq. (8)), the insensitivity of the error is considered on a relative basis. The error is considered to be significant only if the ratio of the absolute residual e i (δ) to the observed value is greater than the acceptable error, ε. In scenarios wherein the soil measurements suffer from heteroscedastic errors, the SILF-based objective function may be expected to show an improvement in fitting the observed data.
The performance of the SILF objective function is strongly dependent on the choice of ε (Kecman, 2001 , Hastie et al., 2001 . For example, one cannot expect reliable estimates of parameters if ε is larger than the range of the observed data. On the contrary, when the acceptable error ε is zero (same as SSQ), the objective function may overfit measured data by fitting measurement errors (Hastie et al., 2001) . The value of ε must therefore be selected so that it reflects the statistical distribution of errors in the measured data in some way. Several researchers have pointed out a direct linear dependence of the optimal value of ε on the noise in the observed data (Kwok and Tsang, 2003; Smola et al., 1998) . The optimal ε has been suggested to be between 0.6 and 1.0 times the variance of the noise in the observed data set. One may thus choose the optimal value of ε when the variance of noise in the observed data is known. For the SILF objective function described in (8), one may use an acceptable error that is 0.6--1.0 times the relative sensitivity of the measuring instrument.
In many cases, the variance of the observed data is not known. It may then be of interest to estimate the noise in the observed data for quality assurance and quality control purposes during the parameter optimization process. In such case we suggest the following approach: (a) vary the acceptable error, ε, from zero to a certain maximum value at equal intervals, (b) perform inverse modeling using the SILF approach, (c) estimate the Root Mean Squared Error (RMSE) between the observed and predicted data, and (d) choose the optimal value of ε that corresponds to the minimum RMSE.
The SILF formula was implemented in the inverse modeling framework of the HYDRUS-1D software package (Šimůnek et al., 2005) . No additional changes of the model were needed since the rest of the inverse modeling framework for the SILF approach is the same as for the SSQ approach. We then analyzed the performance of the SILF approach by considering two sets of case studies. In the first case, the soil hydraulic parameters were estimated using inverse modeling for a hypothetical numerical one-step outflow experiment, in which the observed data sets were created by perturbing true values (model-generated) with heteroscedastic noises of varying levels. In the second case, we compared the performance of the SILF and SSQ approaches for several tutorial examples supplied with the HYDRUS-1D software.
Case studies
Case Study 1: Numerical analysis of a one-step outflow experiment
In the first case study, we consider the inverse solution of a one-step outflow experiment. The φ experiment is setup based on the problem presented by Kool et al. (1985) . The soil profile, consisting of a 3.95-cm long soil sample and a 0.57-cm thick ceramic plate, is discretized using 50 nodes, five of which represent the ceramic plate. Only a few discretization nodes were needed in the ceramic plate since the plate remains saturated during the entire experiment, thus causing the flow process in the plate to be linear. Outflow is initiated using a pressure head of -10 m imposed on the lower boundary. The direct problem was first solved using the following soil hydraulic parameters: θ r = 0.187, θ s = = 0.388, α = 0.042 cm -1 , n = 1.535, K s = 5.4 cm h -1 , K s (of the ceramic plate) = 0.3 cm h -1 , and l = 0.5, to calculate cumulative bottom fluxes at selected time steps that were assumed to represent the 'true'/unperturbed observed data set i y for the inverse problem. Perturbed data sets of varying noise levels were then created as follows:
where q is the size of the observed data set (here q = 9), ξ -a perturbation level that describes the magnitude of noise, ψ(0,1) is a normally distributed random number, and is the perturbed observed data as a function ξ. Kool et al. (1987) , we assumed that θ s and K s were measured independently and were thus known. Both SSQ and SILF approaches were used to estimate the soil hydraulic parameters using perturbed data sets. We used the same initial parameter estimates for the SSQ and SILF approaches to allow for a reasonable comparison of the inverse modeling results. The obtained soil hydraulic parameters were then compared to their true values.
The following key objectives were addressed in this analysis: (1) How well do the SILF and SSQ approaches fit the perturbed and underlying true observation data set? (2) How close to the 'true' parameter set are the soil hydraulic parameters estimated from perturbed observations using the SILF and SSQ approaches? And finally, (3) does the optimal acceptable error used in the SILF approach provide an information about the noise in observations? The SILF and SSQ approaches were used to estimate the soil hydraulic parameters using the data sets perturbed with different levels of noise. As described earlier, the choice of the acceptable error is crucial to the efficiency of the SILF approach. In order to estimate the optimal value of the acceptable error, a thorough search was performed as described earlier. The optimal value of the acceptable error minimizes the Root Mean Squared Error (RMSE p ) between the perturbed data and model predictions 2 1 ( ( ) )
where ) (δ i Y is the model-predicted data that is calculated using the parameter set δ estimated from the perturbed observed data set. As an example, Fig. 3 shows the variation of the SILF-based function, τ, and the RMSE p (between predicted values and observed data with the perturbed level ξ = 0.03) for inverse solutions with different acceptable errors. It is interesting to observe that the solution obtained using the SSQ approach does not produce the minimal RMSE p even though the SSQ objective function is designed to minimize RMSE p . The RMSE p is minimized with an acceptable error ε = = 0.031 for the perturbed data set of ξ = 0.03. Similar analysis carried on all perturbed data sets shows a nearly 1:1 relationship between the optimal acceptable error and the perturbation level ξ of the data set. Fig. 4 shows a plot between the optimal acceptable error ε estimated with the SILF approach and the perturbation level ξ of the perturbed data set. The observed linear trend between these two variables is consistent with the observations made in earlier applications of the SILF approach elsewhere (Smola et al., 1998) . Similarly to Smola et al. (1998) , a strong linear relationship exists also in our analysis (ε = 0.95ξ; R 2 = 0.97). This result is very useful as it indicates that measurement errors, as a result of instrument sensitivity during vadose zone sampling, can be estimated indirectly using inverse modeling.
One of the biggest strengths of the SILF approach is the robustness in capturing the underlying functional relationship despite of errors in data sets (Hastie et al., 2001; Vapnik, 1995) . Parameter sets estimated using different perturbed data sets were used to calculate cumulative outflow fluxes, which were then compared to the corresponding perturbed (RMSE p ) and unperturbed (RMSE up , Eq. (10)) observations. Tab. 1 shows estimates of RMSE up and RMSE p for cumulative outflow fluxes using soil hydraulic parameter sets estimated using inverse analysis of different perturbed data sets. An obvious observation in Tab. 1 (as previously seen in Fig. 3 ) is that the SILF approach seems to have smaller RMSE values than SSQ approach for all perturbation levels. It can therefore be concluded that the SILF approach is an improvement over SSQ for inverse modeling purposes. Another interesting observation in Tab. 1 is the relative magnitude of RMSE up and RMSE p . At low perturbation levels, the RMSE up is smaller than the RMSE p indicating that both approaches (SSQ and SILF) seem to capture the underlying hydrological process well in spite of the noise in the data set. However, when perturbation levels are high enough (ξ = 0.07) for the noise in the data set to override the hydrological information, both SSQ and SILF (to a lesser extent as indicated by the smaller RMSE p and RMSE up ) approaches seem to lose their generalization ability and fail to capture the underlying functional relationship, resulting in RMSE up being greater than RMSE p . Tab. 2 compares the soil hydraulic parameters estimated using the SILF and SSQ approaches from different data sets to their 'true' values. Parameters estimated using the SILF approach are in general closer to the 'true values' than those estimated using the SSQ approach.
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T a b l e 1. Root Mean Squared Errors (RMSE) between observed bottom water fluxes (perturbed and unperturbed) and those calculated with parameters estimated using inverse analysis of the onestep outflow experiment. T a b u ľ k a 1. RMSE medzi tokmi vody pozorovanými cez dolnú plochu vzorky pôdy (merané a vyhladené), ako aj vypočítané s parametrami určenými inverznou analýzou jednostupňového výtokového experimentu. T a b l e 2. Soil hydraulic parameters (θ r , α, and n) estimated from the unperturbed and perturbed data sets using the SSQ and SILF approaches. The values in parentheses are the estimates of 95% confidence intervals. T a b u ľ k a 2. Hydraulické parametre pôdy (θ r , α, a n) určené z nameraných a vyhladených hodnôt pomocou procedúr SSQ a SILF. Hodnoty v zátvorkách sú odhady s 95% pravdepodobnosťou výskytu.
Inverse approach and data set used It may also be observed in Tab. 2 that parameters estimated using the SILF approach tend to have smaller confidence intervals than those estimated using the SSQ approach. The robustness of the inverse problem may be analyzed by plotting response surfaces (Hopmans et al., 2002) . The response surface is obtained by solving the flow equation, with the appropriate boundary and initial conditions, for many possible combinations of a selected pair of parameters within their predetermined ranges, while keeping the other parameters constant. This type of analysis should also be done before the experiment is conducted to investigate the well-posedness of the inverse problem (Hopmans et al., 2002) . Fig. 5 presents one set of response surfaces showing the variation of the SSQ (SILF with the acceptable error of zero) and SILF (for the optimal non-zero acceptable error) objective functions for the α and n parameters for the inverse analysis with the perturbed data set (ξ = = 0.03). Even though θ r is a parameter of interest in this exercise, we choose to discuss the response surface for α and n parameters because the residual water content tends to be relatively insensitive to the inverse modeling procedure. For estimation of the response surface, we assumed θ r to be the optimized value of 0.187. The response surface of the SILF objective function with the optimal acceptable error indicates an improvement in inverse modeling. The greater slope of the response surface around the minimum of the SILF objective function implies smaller confidence intervals of optimized parameters. 
Case Study 2: Tutorial examples from HYDRUS-1D
Previous studies (such as Toorman et al., 1992 , van Dam et al., 1992 have observed inverse modeling of one-step outflow experiments when the OF is composed exclusively of cumulative outflow data results in parameter estimates that are often unreliable and non-unique. In order to further verify if the SILF approaches universally improves the inverse modeling results, we performed a second case study that involved the analysis of the performance of the SSQ and SILF approaches for a variety of realworld examples. For this purpose we consider the following examples that are provided as tutorials of inverse modeling and distributed with the HY-DRUS-1D software package (http://www.pcprogress.com/en/Default.aspx?hydrus-1d): (a) horizontal flow and redistribution (Vachaud, 1968), (b) horizontal infiltration (Vachaud, 1968) , (c) upward infiltration (Wierenga, personal communication), (d) drainage in a sand column (Vachaud, 1968) , (e) multistep outflow experiment (Hopmans, personal communication) , and (f) transient flow involving hysteresis (Vogel et al., 1996) . Tab. 3 lists the type of observed data and estimated parameters in each of these examples, as well as the RMSE estimates for predictions using the SSQ and SILF approaches. In each of these case studies that cover a variety of real-world vadose zone flow experiments, the SILF approach exhibits an improvement in parameter estimation (lower RMSE). Even though the improvement is not significant for some cases, the presence (even if, insignificant) of an improvement over SSQ approach indicates the need for further exploration in to the efficacy of the SILF approach. We would like to note that the SILF approach is interesting for two reasons: (a) presence of an improvement in parameters over the SSQ approach as well as (b) estimation of an acceptable error that provides an insight to the accuracy of the experiments.
T a b l e 3. Performance of the SSQ and SILF approaches in estimating the soil hydraulic parameters for the selected HYDRUS-1D tutorial problems. T a b u ľ k a 3. Výsledok aplikácie procedúr SSQ a SILF na určenie hydraulických parametrov pôdy pre vybraný príklad modelu HYDRUS-1D; 1 -horizontálne prúdenie a redistribúcia; 2 -horizontálna infiltrácia, 3 -infiltrácia vertikálne nahor, 4 -drenáž pieskovej vzorky pôdy, 5 -viackroková výtoková metóda, 6 -neustálené prúdenie s hysterézou. 
SILF approach
Summary and conclusions
Previous studies (such as Finsterle and Najita, 1998) have concentrated on robust estimators that were designed for tackling outliers in the data sets. Another small, yet significant, source of error that needs to be addressed during inverse modeling is the effect of measurement errors that are a result of instrument sensitivity and detection limits. We hypothesized that consideration of measurement errors in the inverse modeling process is bound to further improve the reliability of parameter estimation.
In this paper we evaluated an inverse analysis of vadose zone flow processes to estimate soil hydraulic parameters wherein the measurement errors were considered. The proposed method, called the SILF approach, is based on the objective function that uses the squared ε-insensitive loss function proposed by Vapnik (1995) that sums up quadratically transformed estimates of residuals whose absolute values are above a pre-defined threshold level (called the acceptable error). The SILF approach thus decreases the cumulative impact of smaller measurement errors by not penalizing them in the objective function. The performance of the SILF approach was tested on a variety of case studies and compared to the standard non-linear leastsquare approach (SSQ), in which the acceptable error is always set to zero. The SILF approach shows an improvement over the traditionally used SSQ approach and provides more robust estimates of soil hydraulic parameters.
One of the key requirements of the SILF approach is an apriori estimate of the acceptable error ε. As shown in this paper, when information regarding the acceptable error is not available, it can be estimated (although it is time consuming) simultaneously with the soil hydraulic parameters using a thorough, iterative, search-based technique. Apart from improved estimates of the soil hydraulic parameters over SSQ, the SILF approach can thus provide information about the level of noise in observed data sets (the optimal acceptable error) that may be used for quality control purposes at a later stage. The estimated optimal acceptable error also provides an approximation of the relative measurement and sampling errors caused during data collection stage. For inverse models based on realworld experiments, we believe that the value of acceptable error to be used can depend on the instrumentation or measurement errors involved. In cases where such data is not available, the acceptable error has to be selected on a trial-and-error basis.
There are many different types of errors associated with measurements that should be taken into account. Even though the currently proposed approach lumps all kinds of errors together, estimation of hydraulic parameters may improve if these errors can be separated in terms of their sources. This is one of the areas of future research. The SILF approach is expected to be useful in other hydrological inverse modeling/parameter estimation problems, especially when apparent measurement and/or sampling errors are expected in observations and when the number of empirical model parameters is large so that the model has the flexibility to over-fit the data. Application of the SILF approach to other hydrological problems is also a topic of our future research interest.
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