The global data relationships in a program can be exposed and codified by the static analysis methods described in this paper. A procedure is given which determines all the definitions which can possibly "reach" each node of the control flow graph of the program and all the definitions that are "live" on each edge of the graph. The procedure uses an "interval" ordered edge listing data structure and handles reducible and irreducible graphs indistinguishably.
Introduction
Given a definition of a data item in a program, it is frequently desirable to know what uses might be affected by the particular definition. The inverse is also true: for a given use the definitions of data items which can potentially supply values to it are of interest. Such data flow relationships, or "def-use" relationships, as they are often called, can be deduced by a static, compile time analysis of a program. A procedure for determining the information required for these def-use relationships is given in this paper.
Another data flow relationship which is also of interest is the following: given a program point (instruction) what data definitions are "live" at that point, that is, what data definitions given before this point are used after this point. This information is of interest, for example, when assigning index registers: data which is live at a point in a program might profitably be held in a index register at that point. The procedure given here includes the analysis required to expose live information.
In order to more precisely define the relationships derived by the procedure and to motivate the method used, certain basic concepts and constructs must be defined. This is done in Section 2. Section 3 gives the basic data flow analysis method and concludes with a brief survey of various methods. Section 4 discusses "intervals," the control flow basis used by the procedure given in this paper. In Sections 5 and 6 the procedure is described, with the latter section giving a PL//I implementation of the procedure. The paper concludes with a summary and an extended bibliography.
The data flow analysis procedure given here has been implemented and used in a PL/I oriented, Experimentalof the program. For the purposes of this paper the control flow graph G of a program is a connected, directed graph having a single entry node no. G consists of a set of nodes, N = {no, nl , n._,,..., m}, representing sequences of program instructions and a set of edges, E, of ordered pairs of nodes representing the flow of control. The graph depicted in Figure 1 has no = 1; N = { 1, 2, 3,..., 7} (the numbering is arbitrary); and E = { (1, 2) , (1, 7) , (2, 3) , etc. }
The immediate successors of a node n~ are all of the nodes ni for which (n~, n~) is an edge in E. The immediate predecessors of node nj are all of the nodes n~ for which (n~, n~) is an edge in E. A path is an ordered sequence of nodes (nl, n_~,..., nk) and their connecting edges in which each n~ is an immediate predecessor of n~+~. A closed path or cycle is a path in which the first and last nodes are the same. The successors of a node n~ are all of the nodes nj for which there exists a path (ni , ... , n j). The predecessors of a node nj are all of the nodes n~ for which there exists a path from n~ to nj.
We can now more precisely define the data flow relationships we are interested in. A data definition is an expression or that part of an expression which modifies a data item. A data use is an expression or that part of an expression which references a data item without modify-•ng it. A data definition potentially affects a use if the data items are the same and the result of the definition is available to the use. In order to determine which definitions affect which uses, two types of expression relationships can be distinguished: those relationships which exist between expressions within straight line sequences of code and those which exist in the context of control flow. Methods for finding and codifying the relationships in straight line sequences are relatively easy and will not be given in this paper. (Cocke and Schwartz [8] contains a discussion of one excellent method--value numbering.)
In this paper we are concerned with determining the data flow relationships that exist between collections of instructions. Two particularly interesting collections are now defined.
A basic block is a linear sequence of program instructions having one entry point (the first instruction executed) and one exit point (the last instruction executed). The nodes of the control flow graph can represent the basic blocks of a program. A node can also represent an extended basic block: a sequence of program instructions each of which, with the exception of the first instruction, has one and only one immediate predecessor and that predecessor precedes it, (though not necessarily immediately) in the extended basic block. An extended basic block can be formed from the tree of basic blocks such as those derived for IF ... THEN... ELSE clauses. Again the data relationships internal to such blocks can be easily derived--a simple, stack oriented extension of the basic value numbering method can be used. The data methods in this paper will be given in terms of nodes which can represent basic blocks, extended basic blocks or, as will be seen, more complex collections of instructions and even entire procedures.
In order to introduce the basic data method more easily, several interesting sets of data flow information will now be defined in terms of basic blocks; some of these definitions will, however, later be revised to refer to the edges and paths on the control flow graph.
A locally available definition for a basic block is the last definition of the data item in the basic block. Any definition of a data item X in the basic block is said to kill all definitions of the same data item reaching the basic block. Another way of expressing this is that all definitions of a data item which reach a basic block are preserved by the basic block if the data item is not redefined in the basic block.
A definition X in basic block n~ is said to reach basic block nk if 1. Xis a locally available definition from n~, 2. nk is a successor of n~, and 3. There is at least one path from n~ to nk which does not contain a basic block having a redefinition of the same data item; that is, X is preserved on some path from n~ to nk. The data flow analysis procedure given in this paper determines, among other things, the set of definitions, R~, that reach each node in the control flow graph.
A locally exposed use in a basic block is a use of a data item which is not preceded in the basic block by a definition of the data item. A use of a data item is upwards exposed in basic block n~ if either it is locally upwards exposed from n~ or there exists a path (n~... nk) such that the used data item is locally upwards exposed from nk and there does not exist a j, i < j< k, which contains a definition of the data item. of definitions active or live at basic block nt is:
(It is assumed that the elements of the R~ and U~ sets are encoded so that uses and definitions can be meaningfully intersected.) It should be noted that this definition differs slightly from some other definitions which have appeared in the literature [14, 19] in that it is the definition that is considered live rather than an exposed use of a data item. Our procedure determines the upwards exposed uses U~ for each node nt and the definitions which are live on each edge in the graph--this latter is a slight variant on the form of definition for Lt just given but is in fact a more useful formulation.
Consider the example in Figure 2 . 
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Subscripting the definitions of X in nodes 5 and 7 in order to distinguish them we get the values shown in Table I for R~, U~, and L~ for each node m. It is evident from this example that one of the interesting side benefits of deriving this information is that possible uninitialized uses of data items are found.
In Section 3 the basic methods for deriving the reach information are given.
Basic Data Flow Analysis Method
A fundamental item of information which must be derived is what definitions of data items reach each node from other nodes in the graph. It should be readily apparent that the set of definitions which reach a node nt is the union of the definitions available from the nodes which are immediate predecessors of nt. Letting At denote the set of available definitions at node n~ and Table I .
R~ denote the set of definitions which reach ni then: Rt = U Ap for all np which are immediate pred-(1) P ecessors of ni.
In order to formalize the construction of available definitions A, for a node nt, let DB~ be the set of locally available definitions of all data items defined in the node. Let PB~ be the set of all definitions in the program which are preserved through node i. Thus, if data item X is defined in the node then PB~ will not contain any definitions of X; on the other hand, if X is not defined anywhere in the node, then all the definitions of X in the program will be represented in PBt. A~ is constructed by formula (2) .
(The B appended to P and D in the notation is used here and throughout the paper to indicate that the information expressed has been collected from the interior of the node.)
Consider the example in Figure 3 . (The definitions are indexed with the node name in order to distinguish them.) The DB and PB sets for each node are:
Using formulas (1) and (2) to process the nodes in the order 1, 2, 3, 4 yields:
In the preceding example we were able to determine the definitions reaching each node in a single pass through the graph. This was possible because the graph did not contain cycles and we could therefore order the nodes so that a node was not processed until all of its predecessors were processed. Program control flow graphs usually contain cycles, however. There is no way in the presence of cycles to predictably determine the reaching information in one pass through the graph. In Figure 2 , the definition of X in node 5 reaches node 3 (as well as 4, 5, 6, and 7) . Since 3 is both a predecessor and successor of 5 a node ordering which allows reaching information to be propagated forward through the paths of the graph without visiting the nodes more than once does not exist. In fact we need to say what happens to formula (1) when all of the predecessors of a node have not been visited and hence all of the A¢ are not known. The simplest algorithm for deriving the reaching information in a general control flow graph is given in the Basic Reach Algorithm.
Basic Reach Algorithm
Inputs: the PBI and DBi for each node in the control flow graph Output: R~, the set of definitions which reach each node in the graph. The set A~ of definitions available from each node is also created. Method: 1. Initialize all of the A~ and R~ to the null set. 2. Perform step 3 while there is no change in any R~ or A, 3. Apply formula (1) followed by formula (2) to the nodes of the graph.
[]
In an excellent paper on "A Unified Approach to Global Program Optimization," Kildall [17] gives a generalization of this algorithm and proves that the information does indeed stabilize.
Clearly the rapidity with which the information stabilizes for a given graph very much depends on the order in which the nodes of the graph are examined. In [10] , Hecht and Ullman use a node ordering established by applying Tarjan's depth first spanning tree algorithm to the control flow graph. The procedure given in this paper is based upon the use of intervals [3, 4, 5, 7] .
Intervals
Given a node h, an interval I(h) is the maximal, single entry subgraph in which h is the only entry node and in which all closed paths contain h. The unique interval node h is called the interval head or simply the header node. An interval can be expressed in terms of the nodes in it : I(h) = (nl, n2, . .. ,nm).
By selecting the proper set of header nodes, a graph may be partitioned into a unique set of disjoint intervals = {/(ha), I(h~) ...}. An algorithm for such a partition is:
Algorithm for Finding Intervals 1. Establish a set H for header nodes and initialize it with no, the unique entry node for the graph. Therefore a node is added to H the first time any (but not all) of its immediate predecessors become members of an interval.
For h E Hfind l(h)
4. Add l(h) to a set9 of intervals being developed.
5. Select the next unprocessed node in H and repeat steps 2, 3, 4, 5. When there are no more unprocessed nodes in H, the procedure terminates.
[] 140 Figure 4 illustrates the partitioning of a graph into intervals. A property of intervals which is of particular interest in data flow analysis is the order of nodes in an interval list (called the interval order). The order is such that if the nodes on a interval list are processed in the order given then all interval predecessors of a node reachable along loop-flee paths from the header will have been processed before the given node.
The intervals described thus far have been formed from the nodes given in the initial control flow graph. For reasons which will be apparent shortly, these intervals are called the basic orfirst order intervals and the graph from which they were derived is called the basic or first order graph. A superscript notation is used to designate the order, e.g. Ia(h) C aa. 
I4(12) = 12
The second order graph is derived from the first order graph and its intervals by making each first order interval into a node and each interval exit edge into an edge in the second order graph. Second order intervals are the intervals in the second order graph. Since the nodes of the second order intervals are first order intervals,
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March 1976 of Volume 19 the ACM Number 3 this nesting can be used when determining inter-interval relationships. Successively higher order graphs can be derived until the nth order graph consists of a single node. Figure 5 illustrates such a sequence of derived graphs. Not all graphs reduce to a single node by the iterative derivation indicated. A reducible graph is a graph whose nth order derived graph is a single node. A irreducible graph is a graph for which there does not exist an nth order derived graph consisting of a single node. Examples of irreducible graphs are given in Figure 6 . 
~AND (o) (b)
Methods for "splitting" (copying) certain nodes in an irreducible graph to produce an equivalent graph containing intervals exist [I, 7, 20] . Figure 7 illustrates ) split graphs for the two irreducible forms given in Figure  6 . It should be emphasized that splitting is an analysis technique and does not imply that the code in the nodes will appear more than once in the generated program. It is interesting to note that a program written by one of the authors to analyze the control flow of 75 "real" Fortran programs found that over 90 percent of the control flow graphs are reducible [7] . Further, Knuth [18] found no irreducible graphs in 50 Fortran programs.
The data flow analysis described in the next section is based on the interval construct just described.
Data Flow Analysis Using Intervals
By definition and by construction, an interval I(h) has only one entry, h, and all closed paths go through h. The definitions which reach each basic node in the interval could be determined, therefore, by formulas (1) and (2) if all of the definitions which reach h, both from predecessors outside the interval and from predecessors in the interval, were known. These definitions can be found by a two-phase process.
The first phase of the process collects information and the second phase propagates it to the appropriate places. The first phase first collects information about what is defined and preserved in each first-ol der interval by processing the nodes in each interval in their interval order. The information collected is then posted to the node representing each interval in the second order derived graph. The second order intervals are then processed in the same way as the first order intervals and the process iterates.
For each interval at each level during the first phase, two items of information are collected from the nodes which comprise it (three items if the interval contains a loop) :
1. The definitions which are defined in the interval and locally available from it. This becomes the DB set for the node representing the interval in the next higher order graph.
2. The definitions which are preserved by the interval.
This becomes the PB set for the representative node.
If the interval contains a loop, then a third item of information is collected: which definitions in the interval can reach the interval head. A set Rh associated with the interval head expresses this. During the second phase the Rh sets will make definition information available before the nodes containing the definitions have been processed. They are also used in the first phase to determine what definitions are available at interval exit points in cases such as depicted in Figure 8 . There the 
~ x=
definition of X in node 3 reaches the interval head and, assuming all definitions of X are preserved on the path from 1 through 2, X3 is available on exit from the interval. The effect of the first phase then is to percolate the influence of each node outwards into an increasingly more global context. The second phase uses the information collected by the first phase and, by processing the graphs from high order to low order, generates the set of definitions reaching each node. Before processing an interval the Rh set associated with the header is modified to reflect those definitions that can reach the interval from outside. These are given in the R set generated for the interval's representative block in the next higher order graph. The modified Rh set is used to initiate processing the inter-141 val. The order of the process is the interval order--the operations of the process are those given in formulas (1) and (2). Since a node can represent collections of instructions having internal flow and thus different paths from the entry to the different exits, the data items defined and preserved on the different exits will generally be different. In order to reflect these distinctions, the definitions defined and preserved, both those initially given and those accumulated within an interval during phase I, will be associated with the edges of the graph rather than with the nodes.
Furthermore, when formula (2) in phase II determines the definitions available from a node and its predecessors, that information will be associated with the exit edges of the nodes since it may be different for the different exits from the node. Consider the example in Figure 9 . Fig. 9 .
T T EXITm EXIT2 EXIT, EXIT z
Assuming all the nodes in G 1 represent basic blocks, then the initial DB and PB sets are given in Table II. (el represents exit1 and e2 represents exit~ .) As a result of determining (in phase I of the analysis) what may be defined and preserved through the nodes in the graphs, v~e get the results given in Table III. Furthermore at the end of phase I we have R2 = {)(4}. Assuming no definitions reach the entry node, the definitions reaching each node (and available on each edge) after phase II are given in Table IV .
It will be noted that we have not only determined the data items which reach each node in the first order graph and which are available on each edge in that graph but we have also determined that information for the nodes and edges of the higher order graphs. Furthermore, we have determined the data items defined and preserved along the edges of the higher-order graphs. The ordered set of graphs (G ~, G z, . .., G ~) determined by interval analysis. 2. The intervals in each graph with their nodes given in interval process order. 3. The definitions defined and preserved on each edge in the first order graph. These are expressed in the DB and PB sets. Outputs A set R of the definitions that reach each node. A set A of the definitions available on each edge. Steps Phase I 1. For each graph, Gg, in the order G ~, 6 n .... , G~-I, perform steps 2 and 3. 2. If the current graph is not G ~ then initialize the PB and DB sets for the edges of the graph. This is done by first identifying the edge in G ~-~ to which each edge in Go corresponds (these will be interval exit edges). Then, using the information generated during step 3 for G0-1, for each edge i in Go with corresponding exit edge x from interval with head h in Go-x, set: 2.1. PB~ = P~ and 2.2. DB~ = (Rh n Px) u Dx 3. For each exit edge of each interval in Ga determine P, the definitions preserved on some path through the interval to the exit, and D, the definitions in the interval that may be available on the exit. These are determined by finding P and D for each edge in the interval: 3.1. For each exit edge i of the header node: We need to account for the effects of irreducible graphs on the algorithm. There are, in fact, no effects. Figure 10 shows a graph in its irreducible then split forms. The irreducible graph G is either the initial graph or is a graph derived from the initial graph. It does not matter since in either case the nodes can be treated as interval heads. (Some efficiency may accrue from eliding the actual treatment of these as heads of single node intervals if this is not the initial graph.) Treating these as intervals heads, phase I will derive P~ and D~ for each edge. In order to continue to propagate outwards the effects of each node we treat the split form of the graph, G', as if it were a higher order graph.
Step 2 of phase I will initialize the DB~ and PB~ sets for the edges in the higher order graph as usual and in the process the D and P sets for edge 3-2 will be picked up twice--once for 3'-2 and once for 3"-2. During phase II the data definitions which reach node 3 in the irreducible graph will be found by step 2. By this step we will, as regards node 3, form R~ = R~ 13 R~,, and then R3 = R3 U R3.. In this case, since R3 was initially null, we have, in effect, formed R3 = R3, U R3..
Thus the data items that are known to reach node 3 are those that could reach it on either path.
It should be apparent from this description that the existence of an irreducible graph is transparent to the algorithm and further that node splitting is an analysis device and does not result in duplicated code.
We now turn to the derivation of the use and live information.
An upwards exposed use of a data item at a node bi is, it will be recalled from Section 2 of this paper, a use which is either locally upwards exposed from b~ or from some successor of b~ which can be reached without going through a redefinition of the data item. Given the upwards exposed uses Ui and the definitions R~ which reach a point in the program, the live information can be readily determined. This, however, gives the data items that are live on entry to a node. While this is useful it is frequently desirable, during register allocation, for example, to know what is live on exit from a node. Rather than retain both sets, the live information can be found for the edges and the node related live information trivially constructed when necessary. Consider the example in Figure 11 .
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By storing the fact that X is live on edges 3-4 and 4-5, the fact that X is live on entry to node 4 and on exit from node 4 as well as the fact that X is not live on exit from node 2 and on entry to node 6 can be readily deduced. In order to compute the live information for the edges of the graph rather than for the nodes, the set of the definitions, A, available on each edge is used. For a given edge e, incident into node i L~ = A, fq Ui.
Since A, was derived by the Reach Algorithm, the basic item of information which must be derived is U~. The process of determining which uses reach backwards through the graph is analogous to that of determining which definitions reach forwards. Hence to determine what is upwards exposed from a node involves knowing what is upwards exposed from the successors of a node and what data items are preserved through the node.
The algorithm for generating the U~ sets for the nodes of the graph again requires two phases, the first of which can be conveniently imbedded in the first phase of the Reach Algorithm. Given the locally upwards exposed uses from each node in the basic graph, the purpose of the first phase is to find the upwards exposed uses from each interval and hence the locally upwards exposed uses for each node in the derived graph. The upwards exposed uses from each interval is found as follows: 1. Prior to processing each interval initiate a set Uh which will contain the uses upwards exposed in the interval:
Uh = UBh
interval will have been computed before the U~ of a node needs to be computed. Two other kinds of immediate successors can exist. In Figure 12 , which has intervals (1, 2) and (3), node 2 has as immediate successors (3 the head of the interval it belongs to, node 1, and the head of another interval, node 3. When computing U2, the values of U~ and /-/3 are known as are the values of the U~ at all the interval heads for the graph being processed. These sets are known because: 1. During phase I the uses Uh upwards exposed from within each interval are determined then. 2. During phase II each Uh is updated with the value of Uz, the upwards exposed uses found for the node representing the interval in the next higher order graph. Figure 13 shows a series of derived graphs with a use of X in node 5.
For each node i in the interval (i ---2, 3,...) update
Uh with the locally exposed uses UB~ in i which can be preserved along some path from h to i:
where P, is the set of data items preserved on input edge p to node i and whose computation is given in the Reach Algorithm. Each Uh is used to initiate the UB~ of the node node (or nodes in case of node splitting) which represents the interval in the next higher order graph.
Having determined the set of uses locally upwards exposed from each node in all of the graphs, the second phase can determine the U~ for each node. This is done by processing the graphs from high order to low order and going backwards through the nodes in each interval. The data uses upwards exposed at a node are those which are locally upwards exposed or are upwards exposed from its successors and are preserved by the node. The basic formula used in the second phase is
where U. is the set of upwards exposed uses from the immediate successors of node i.
When traversing backwards through the nodes of an interval (i.e. in inverse interval order), the U sets of all immediate successors which are interior to an Fig. 13 .
After phase I, the Uh values for G 1 are U1 = .(Zf, U2 = .~, and U4 = X and for G 2 they are U1 = X. Furthermore, after phase I UB1 = J25, UBv = Zf and UB8 ~-X. Going backwards through G 2 during phase II leads to
Us=X, UT=X, UI=X,
The Uh values for nodes 1, 2, and 4 are then updated before the intervals in G 1 are processed. This leads to U1 = X, U2 = X, and U4 --X. Even if the interval con-
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March 1976 of Volume 19 the ACM Number 3 sisting of (2, 3) is processed before (4, 5, 6) , the U~ for the two successors of node 3 are known since U: = X and U4 = X have already been established. As has already been observed, phase I of the live analysis algorithm can be embedded in phase I of the Reach Algorithm. Since the second phase of the live algorithm requires a backwards pass through the graph it cannot be embedded in phase II of the Reach Algorithm. The combined algorithm therefore requires three phases. We will not give any more details on this in algorithmic form since the procedure in the next section gives a more definitive version of the combined data flow analysis.
A Data Flow Analysis Procedure
A PL/I program, DATFLOW, which finds the definitions that reach each node, the uses that are upwards exposed from a node and its successors, and the definitions that are live on each edge of the control flow graph is given in this section. Before giving the procedure, two representational techniques which greatly affect the actual speed of the algorithm are described. We first describe the representation of the data sets and then the representation of the control flow information.
Associated with each node i on input to the procedure is the set of uses, UB~, which are locally upwards exposed from the node; associated with each edge e are the DBe and PB, sets. DB, contains the data definitions defined in the node and available on the exit edge e.
PB, contains the data definitions in the program which may be preserved through the node when exit edge e is taken. The operations on these sets and on others formed by the analysis are almost entirely intersection and union. By expressing the sets as comparable bit vectors, the more rapid boolean operations of and and or can be used.
Each bit in the vectors represents a definition in the program. A correspondence table is used to correlate the bit vector entry with the definition point: the ith bit in a bit vector corresponds to the ith entry in the correspondence table where the program location of the definition is recorded.
An obvious question arises: how are the UB and U sets encoded so that they can be meaningfully intersected with the vectors of available definitions? A use of a data item is multiply encoded: if X is the data item being used then that use is encoded by using all the bit entries for definitions of X. Figure 14 shows the DB, PB, and UB vectors for the three nodes and four edges.
We now turn to the representation of the control flow. The nodes of the graphs have been arbitrarily numbered from l to n with all the nodes in a given graph having a contiguous sequence of numbers which is larger than those of the next lower order graph. These numbers are used to uniquely identify the node and in the DATFLOW procedure to index any data associated once as the in-edge of a node and once as an outedge. 2. All of the edges incident to a node are given in sequential entries with all in-edges appearing before all out-edges. 3. Each entry contains the node index and the edge index as well as indicators to indicate whether or not the node is an interval header, whether the edge is an in-edge or an out-edge and if an out-edge whether or not it is a latch (is an in-edge to the head of the interval containing it). 4. The interval process order on the nodes is used to determine the order of the entries in the table. All entries for an interval are grouped together with the entries for the header node first. The order of entries for the different intervals in a given graph is not important for the procedure. Kennedy [16] has recently proposed a node listing approach to data flow analysis which is of 0(l) where l is the length of the list. Aho and Ullman [2] have given an algorithm for producing such a listing for reducible graphs. In their algorithm a listing whose length is O(n log n) can be found for a reducible graph of n nodes. Furthermore if the number of edges is of O(n), then the listing can be found in O(n log n) time. Since the procedure given here associates information with both edges and nodes it is roughly 0(l' .q-n') where l' is the number of entries in EDGES TABLE and n' is the number of nodes in the collection of graphs. Figure 15 shows the entries for the first order graphs; the entries for the second order would follow.
Processing a graph in a phase of the algorithm involves making a pass through the EDGES TABLE--forwards for the phases that compute reaching information and backwards for the second phase of the live computation (phase III in the procedure). The node and edge fields index the tables where the information is
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Edges accumulated. Since all in-edges to a node appear before all out-edges and since all interval predecessors of a node appear before the node, the in-edges for a node will index information calculated when the edges appeared as out-edges of interval predecessors. Consider, for example, the phase II calculation of the reach and available vectors for the nodes and edges of the graph given in Figure 15 . Assuming that the reach vectors for the interval heads have been established and the reach vectors for the other nodes have been initialized to zero, we would make one pass through the EDGES TABLE.
For each entry i with edge index, EDGE, and node index, NODE: 1. If the entry is for an in-edge to a node which is not a header then R(NODE) = R(NODE) ~/ A(EDGE) 2. Otherwise if the entry is for an out-edge A(EDGE) = R(NODE) /~ (PB(EDGE) V DB(EDGE)).
Consider the three entries for node 4 in Figure 15 . processing the first entry gives the reach for node 4, the next two entries cause the calculation of the definitions, A, available on edges 5 and 6. As we continue through the table we will use A6 when calculating R~.
The Appendix gives the PL/I procedure DATFLOW, which determines the reach, live, and use information.
Summary and Final Remarks
A procedure has been given which determines the data flow relationships in a program by a static, global analysis. Given a control flow graph representation of a program and information about the data items used, defined and preserved by each node in the graph the following information can be determined by the described methods: 1. What data definitions reach each node in the graph and can therefore affect uses in the block represented by the node. 2. What uses of data items are upwards exposed from each node and its successors and hence can be affected by definitions of the items. 3. What definitions are "live" on each edge of the graph.
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The approach used is based on intervals and has the following features: 1. Certain information is associated with edges rather than nodes. 2. Irreducible and reducible graphs are treated indistinguishably. 3. The data flow characteristics in large program units (the nodes of the higher order graphs) are subsummed. 4. An interval ordered edge listing together with a bit vector representation of the relationships is used to give a fast implementation.
