Holding non-co-located conversations while driving is dangerous (Horrey and Wickens, 2006; Strayer et al., 2006) , much more so than conversations with physically present, "situated" interlocutors (Drews et al., 2004) . In-car dialogue systems typically resemble non-co-located conversations more, and share their negative impact (Strayer et al., 2013 ). We implemented and tested a simple strategy for making in-car dialogue systems aware of the driving situation, by giving them the capability to interrupt themselves when a dangerous situation is detected, and resume when over. We show that this improves both driving performance and recall of system-presented information, compared to a non-adaptive strategy.
Introduction
Imagine you are driving on a relatively free highway at a constant speed and you are talking with the person next to you. Suddenly, you need to overtake another car. This requires more attention from you; you check the mirrors before you change lanes, and again before you change back. Plausibly, an attentive passenger would have noticed your attention being focused more on the driving, and reacted to this by interrupting their conversational contribution, resuming when back on the original lane.
Using a driving simulation setup, we implemented a dialogue system that realises this strategy. By employing incremental output generation, the system can interrupt and flexibly resume its output. We tested the system using a variation of a standard driving task, and found that it improved both driving performance and recall, as compared to a non-adaptive baseline system. Figure 1 shows an overview of our system setup, with its main components: a) the driving simulator that presents via computer graphics the driving task to the user; b) the dialogue system, that presents, via voice output, information to the user (here, calendar entries).
Driving Simulation For the driving simulator, we used the OpenDS Toolkit, 1 connected to a steering wheel and a board with an acceleration and brake pedal, using standard video game hardware. We developed our own simple driving scenarios (derived from the "ReactionTest" task, which is distributed together with OpenDS) that specified the driving task and timing of the concurrent speech, as described below. We modified OpenDS to pass real-time data (e.g. car position/velocity/events in the simulation, such as a gate becoming visible or a lane change) using the mint.tools architecture (Kousidis et al., 2013) . In addition, we have bridged INPROTK with mint.tools via the Robotics Service Bus (RSB, Wienke and Wrede (2011) ) framework. Dialogue System Using INPROTK, we implemented a simple dialogue system. The notion of "dialogue" is used with some liberty here: the user did not interact directly with the system but rather indirectly (and non-intentionally) via driving actions. Nevertheless, we used the same modularisation as in more typical dialogue systems by using a dialoge management (DM) component that controls the system actions based on the user actions. We integrated OpenDial (Lison, 2012) as the DM into INPROTK, 2 though we only used it to make simple, deterministic decisions (there was no learned dialogue policy) based on the state of the simulator (see below). We used the incremental output generation capabilities of INPROTK, as described in (Buschmeier et al., 2012) .
Experiment
We evaluated the adaptation strategy in a driving simulation setup, where subjects performed a 30 minute, simulated drive along a straight, five-lane road, during which they were occasionally faced with two types of additional tasks: a lane-change task and a memory task, which aim to measure the driving performance and the driver's ability to pay attention to speech while driving, respectively. The two tasks occured in isolation or simultaneoulsy.
The Lane-Change Task The driving task we used is a variant of the well-known lane-change task (LCT), which is standardised in (ISO, 2010): It requires the driver to react to a green light positioned on a signal gate above the road (see Figure 2 ). The driver (otherwise instructed to remain in the middle lane) must move to the lane indicated by the green light, remain there until a tone is sounded, and then return again to the middle lane. OpenDS gives a success or fail result to this task depending on whether the target lane was reached within 10 seconds (if at all) and the car was in the middle lane when the signal became visible. We also added a speed constraint: the car maintained 40 km/h when the pedal was not pressed, with a top speed of 70 km/h when fully pressed. During a Lane-change, the driver was to maintain a speed of 60 km/h, thus adding to the cognitive load.
The Memory Task We tested the attention of the drivers to the generated speech using a simple true-false memory task. The DM generated utterances such as "am Samstag den siebzehnten Mai 12 Uhr 15 bis 14 Uhr 15 hast du 'gemeinsam Essen im Westend mit Martin' " (on Saturday the 17th of May from 12:15-14:15 you are meeting Martin for Lunch). Each utterance had 5 information tokens: day, time, activity, location and partner, spoken by a female voice. After utterance completion, and while no driving distraction occurred, a confirmation question was asked by a male voice, e.g. "Richtig oder Falsch? -Freitag" (Right or wrong? -Friday). The subject was then required to answer true or false by pressing one of two respective buttons on the steering wheel. The token of the confirmation question was chosen randomly, although tokens near the beginning of the utterance (day and time) were given a higher probability of occurrence. The starting time of the utterance relative to the gate was varied randomly between 3 and 6 seconds before visibility. Figure 3 gives a schematic overview of the task and describes the strategy we implemented for interrupting and resuming speech, triggered by the driving situation. generated for each subject. With this design, subjects perceive conditions to be entirely random.
Conditions

Dependent Variables
The dependent variables for the Memory task are (a) whether the subject's answer was correct (true/false), and (b) the response delay, which is the time from the end of the clarification question to the time the true or false button was pressed. For the driving task, the dependent variables are the OpenDS performance measurements success/failure (as defined above) and reaction time (time to reach the target lane).
Procedure
After signing a consent form, subjects were led into the experiment room, where seat position and audio level were adjusted, and were given written instructions. Next, the OpenDS scenario was initiated. The scenario started with 10 successive lane-change signal gates without speech, for driving training. An experimenter provided feedback during training while the subjects familiarized themselves with the driving task. Following the training gates came a clearly-marked "START" gate, signifying the beginning of the experiment to the subjects (at this point, the experimenter left). There was a "FINISH" gate at the end of the scenario. The whole stretch of road was 23 km and took approximately 30 minutes to complete. After the driving task, the subjects were given a questionnaire, which asked them to identify the information presentation strategies and assign a preference. 
Results
In total, 17 subjects (8 male, 9 female, aged 19-36) participated in the study. All of the subjects were native German speakers affiliated with AN-ONYMIZED University. As reported in the post-test questionnaire, all held a driving license, two had previous experience with driving simulators and only one had previous experience with spoken dialogue systems. Table 2 shows the subjects' assessment of difficulty, while Table 3 shows their preference between the different strategies. Most subjects found the task relatively easy and either prefer the speech not to adapt or have no preference.
Memory task The overall percentages of correct answers to the system's recall questions (across all subjects) are shown in Table 4 . We see that the subjects' performance in this task is considerably better when the system adapts to the driving situation (ADAPTIVE_LANE condition) rather than speaking through the lane change (CONTROL_LANE condition). In fact, the performance in the ADAPT-IVE_LANE condition is closer to the control upper bound (CONTROL_EMPTY condition). We tested significance of the results using a generalized linear mixed model with CONDITION and SUBJECT as factors, which yields a p-value of 0.027 when compared against a null model in which only SUB-JECT is a factor. No significant effects of betweensubjects factors gender, difficulty or preference were found. In addition, the within-subject variable time did not have any significant effect (subjects do not improve in the memory task with time). The average response delay (from the end of the recall question to the button press) per condition across all subjects is shown in Figure 4 . Subjects reply slower to the recall questions in the CONTROL_LANE condition, while their performance in the ADAPTIVE_LANE condition is indistinguishable from the CONTROL_EMPTY condition (in which there is no distraction). Additionally, there is a general decreasing trend of response delay with time, which means that users get acquainted with the task (type of information, format of question) over time. Both factors (condition and time) are significant (repeated measures AN-OVA, 2x2 factorial design, F condition = 3.858, p = 0.0359, F time = 4.672, p = 0.00662). No significant effects were found for any of the between-subject factors (gender, difficulty, preference).
Driving task
The success rate in the lane-change task per condition is shown in Table 5 . Here too we find that the performance is lower in the CON-TROL_LANE condition, while ADAPTIVE_LANE does not seem to affect driving performance, when compared to the NOTALK_LANE condition. The effect is significant (p = 0.01231) using the same GLMM approach and factors as above. 5 Discussion, Conclusions, Future Work
We have developed and tested a driving simulation scenario where information is presented by a spoken dialogue system. Our system has the unique ability (compared to today's commercial systems) to adapt its speech to the driving situation: it interrupts itself when a dangerous situation occurs and later resumes with an appropriate continuation. Using this strategy, information presentation had no impact on driving, and dangerous situations no impact on information recall. In contrast, a system that blindly spoke while the driver was distracted by the lane-change task resulted in worse performance in both tasks: subjects made more errors in the memory task and also failed more of the lanechange tasks, which could prove dangerous in a real situation. Interestingly, very few of the subjects preferred the adaptive version of the system in the post-task questionnaire. Among the reasons that they gave for this was their inability to control the interruptions/resumptions of the system. We plan to address the issue of control by allowing future versions of our system to accept user signals, such as speech or head gestures; it will be interesting to see whether this will impact driving performance or not. Further, more sophisticated presentation strategies (e.g., controlling the complexity of the generated language in accordance to the driving situation) can be tested in this framework.
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