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ABSTRACT 





Structural capacity evaluation of bridges is an increasingly important topic in the 
effort to deal with the deteriorating infrastructure. Most bridges are evaluated through 
subjective visual inspection and conservative theoretical rating. Diagnostic load test 
has been recognized as an effective method to accurately assess the carrying capacity 
of bridges. Traditional wired sensors and data acquisition (DAQ) systems suffer 
drawbacks of being labor intensive, high cost, and time consumption in installation 
and maintenance. For those reasons, very few load tests have been conducted on 
bridges.  
This study aims at developing a low-cost wireless bridge load testing & rating 
system that can be rapidly deployed on bridges for structural evaluation and load 
rating. Commercially available wireless hardware is integrated with traditional 
analogue sensors and the appropriate rating software is developed. The wireless DAQ 
system can work with traditional strain gages, accelerometers as well as other voltage 
producing sensors. A wireless truck position indicator (WVPI) is developed and used 
for measuring the truck position during load testing. The software is capable of 
calculating the theoretical rating factors based on AASHTO Load Resistance Factor 
Rating (LRFR) codes, and automatically produces the adjustment factor through load 
testing data. A simplified finite element model was used to calculate deflection & 
moment distribution factors in order to reduce the amount of instrumentation used in 
field tests. The system was used to evaluate the structural capacity of Evansville 
Bridge in Preston County, WV. The results show that the wireless bridge load testing 
& rating system can effectively be implemented to evaluate the real capacity of 
bridges with remarkable advantages: low-cost, fast deployment and smaller crew. 
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Chapter 1  
Introduction and Objectives 
1.1 Background 
Civil infrastructure systems, which include bridges and buildings, are of the most 
expensive assets that countries invest (e.g. estimated at $20 trillion in the U.S.) (Liu, 
et al. 2003). Ensuring the safety and reliability of those infrastructure systems is vital 
for supporting the commerce, economy and social security of a nation. However, 
because of deteriorating materials, inadequate maintenance, increasing load spectra, 
environment contamination, or structural damage resulting from different types of 
natural hazards, conditions of most current civil infrastructures are declining quickly. 
The deterioration of the civil infrastructure in North America, Europe and Japan has 
been well documented and publicized. For example, over 50% of all bridges in the 
United States were built before 1940, and approximately 42% of these bridges are 
reported to be structurally deficient and below established safety standards (Stallings, 
et al. 2000). In order to protect the public from unsafe bridges, the U.S. federal 
government requires local transportation authorities to inspect visually the entire 
inventory of over 590,000 major public bridges at least biannually (Chase 2001 and 
Memmott 2007). However, there is an inherent drawback for visual inspections: they 
only consider visible damage on the surface of the structure; damage below the 
surface is often elusive to the inspectors, therefore bridge inspection can be highly 
subjective and error-prone. Recently, the U.S. Federal Highway Administration 
(FHWA) carried out a study on reliability of visual inspection for highway bridges 
(Moore, et al. 2001). The Minneapolis’ I-35W bridge was rated in “poor condition” 
but still usable before it collapsed on August 1, 2007, killing 13 people and injuring 
145 (Webb, 2007). 
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Figure 1.1 Scene of the collapse of the Minneapolis’s I-35W bridge 
In order to accurately assess safety conditions of existing infrastructure systems, 
and to identify structural vulnerabilities to extreme events, strong interests in various 
structural health monitoring technologies have been growing rapidly in recent years 
(Sohn, et al. 2003). Structural health monitor can provide insights into the real 
performance of a structure, and offer empirical data for refining structural models and 
existing building codes. The ability to continuously monitor the integrity and control 
the response of structures in real time can provide more security for the public, 
particularly with regard to the aging structures in widespread use today (Spencer, et al. 
2004). In order to obtain valuable real-time information about the behavior of a 
structure or its environmental conditions, various types of sensors, such as 
accelerometers, displacement transducers, inclinometers, strain gages, thermometers, 
may be deployed. Traditional structure health monitoring systems are characterized as 
having instrumentation sensors wire-connected to the centralized data-acquisition 





Figure 1.2 Centralized Traditional DAQ system 
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Evaluation of bridge is an increasingly important topic in the effort to deal with 
the deteriorating infrastructure. Major factors causing the present bridge deterioration 
are age, inadequate maintenance, increasing load spectra, and environmental 
contamination (Nowak, et al. 1993). As one of the chief causes of bridge fatigue, the 
heavy truck traffic is growing. It is not only the number of trucks that is increasing, 
but also their maximum weight. In 1967, the top weight of a truck in the US was 36 
tons; today it is 40 tons. There are three and half times as many heavy trucks today as 
in 1967. Freight traffic on interstate highways is forecast to double over the next 20 
years (Webb, 2007). There is a stringent need for accurate and inexpensive methods 
to determine the actual strength of the bridge, its remaining life, and actual load 
spectrum. 
1.2 Problem Statement 
The traditional structural monitoring systems make use of conventional sensors, 
such as strain gages, accelerometers etc., hardwired to data acquisition system or 
DAQ boards residing in a PC. The drawbacks of such a system include (1) the high 
cost of installation and disturbance of the normal operation of the structure due to 
wires having to run all over the structure, (2) the high cost of equipment and (3) high 
cost of maintenance. By running cables between sensors and the data server, 
traditional DAQ systems suffer from high installation costs in terms of both time and 
money. Installing extensive lengths of cables can consume over 75% of the total 
structural health monitoring (SHM) system installation time with costs over 25% of 
the total system cost (Lynch et al. 2002). Although wired communication provides a 
reliable dedicated communication link, cable installation can be time consuming and 
extremely costly (Celebi 2002). As structural monitoring systems grow in size (as 
defined by the total number of sensors), the cost of the monitoring system can grow 
faster than at a linear rate. For instance, over 350 sensors have been instrumented on 
the Tsing Ma suspension bridge in Hong Kong, and the cost of installation is 
estimated to have exceeded $8 million. (Farrar 2001). Wired sensors have limited 
application because they usually need to be installed during construction. The wiring 
can also be a problem as wires get in the way of the function of the structure and limit 
the number of sensors that can be deployed (Chang et al. 2003). In addition, 
vandalism is a potential threat to wired systems. During installation of a cabled 
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datalogging system on the Scott Slab Bridge in Shinnston, West Virginia, in March 
2009, several cables were stolen. Although this bridge is a short one-span bridge, the 
installation and cable arrangement were still cumbersome. 
A report presented by U.S. Department of Transportation indicated that more than 
153,000 bridges in the United States are recorded in the National Bridge Inventory as 
either structurally deficient or functionally obsolete (Memmott 2007). The key factor 
contributing to a bridge being classified as structurally deficient is a low load rating. 
(Load Rating - The determination of the live load carrying capacity of an existing 
bridge). However, not every structurally deficient bridge is unsafe and needs to be 
replaced. With proper load posting (Posting - Signing a bridge for load restriction) 
and enforcement, most structurally deficient bridges can continue to serve traffic 
safely when restricted to the posted maximum loads. Results from experimental load 
rating carried by Michael (1997) showed the evaluated bridge has much higher 
carrying capacity than the posting load levels. The vast majority of bridges are 
load-rated using theoretical calculations rather than actual testing; therefore, the real 
load capacity is not known. Theoretical calculations tend to be very conservative, 
underestimating the capacity of a structure. The objective-based load ratings and their 
corresponding allowable live loads can greatly exceed the recommended load limit 
(Lenett et al. 2001). The only way to determine the actual capacity is to perform a 
load test on the bridge (Washer and Fuchs 1998). Due to the cost involved, very few 
load tests have been conducted. This lack of actual testing may lead to an inaccurate 
count of structurally deficient bridges. 
1.3 Research Objectives 
The main objectives of this research are to develop a low-cost wireless bridge 
load testing and rating system that includes both wireless hardware and software, as 
shown in Figure 1.3. 
The hardware makes use of wireless nodes developed by MicroStrain® 
(http://www.microstrain.com). The system will include different sensors needed for 
bridge rating, such as strain gages, accelerometers etc. Development of software 
interfaces for easy data acquisition & processing and bridge load rating through 
testing will be the other important part of this research. The integrated wireless bridge 
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load testing and rating system will be validated via laboratory experiments and field 
tests.  
 
Figure 1.3 Wireless Bridge Load Testing & Rating System 
 
1.4 Dissertation Outline 
The methodology followed during this research is described by the work 
presented in the subsequent chapters and is outlined as follows: 
Chapter 2 includes a thorough literature review on the history of wireless 
monitoring systems developed in the recent decade, including academic wireless 
sensing prototypes and commercial wireless platforms. Comparison has been made 
between traditional wired DAQ system and wireless DAQ system. Remarkable 
advantages of wireless DAQ system have been summarized. Field deployment of 
wireless monitoring systems in civil infrastructures has also been reviewed.  
Chapter 3 provides a detailed description of the development of a wireless data 
acquisition system for the purpose of bridge load testing and rating. The commercial 
wireless sensing platform from MicroStrain® has been used to build the wireless 
system. Architecture and properties of different wireless nodes have been presented. 
Wireless sensors have been developed by integrating those wireless nodes with 
sensors, such as strain gages, transducers and accelerometers etc. Corresponding 
signal conditioners have also been built. An innovative wireless vehicle position 
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indicator (WVPI) has been proposed and designed, which will be used to measure 
vehicle position during the bridge diagnostic load test. Laboratory and field validation 
tests have been carried out to assess the performance of the wireless sensors and the 
wireless data acquisition system. 
Chapter 4 describes the development of the software for bridge load testing and 
rating. The software includes three major modules – theoretical rating, field data 
processing and load rating through load testing. The advanced software makes the 
cumbersome bridge load rating much easier and faster. 
Chapter 5 presents a detailed description of the finite element model of 
Evansville Bridge for this study. This includes a description of the structural 
idealization, boundary conditions, material models, loading conditions etc. Moving 
vehicle analysis have been carried out for the bridge. 
Chapter 6 presents the detailed diagnostic load test on Evansville Bridge using 
the developed wireless bridge load testing & rating system. The procedures of 
instrumentation, testing, data processing and interpretation have been described and 
discussed. Result comparison has been made between finite element analysis and load 
test. The bridge has been rated through the load testing results. The theoretical rating 
factors are modified based on the load testing results. 






Chapter 2  
Literature Review 
2.1 Introduction 
In recent years, wireless monitoring has become a promising technology that can 
greatly influence the area of structural health monitoring and infrastructure 
assessment. For wireless structural monitoring systems, extensive wiring is no longer 
needed between sensors and the data acquisition system. With the price reduction and 
rapid developments in the fields of sensors, microelectromechanical systems (MEMS), 
wireless networks and integrated circuits, the realization of a low cost monitoring 
system with wireless communication is now possible, which will cut the installation 
and maintenance cost of DAQ systems for structural health monitoring. (Lynch, et al. 
2002, Akyildiz, et al. 2002, Warneke and Pister 2002, Khemapech, et al. 2005). In 
addition, wireless sensors can play greater roles in the processing of structural 
response data; this feature can be utilized to screen signs of structural damage. 
Wireless microsensor networks have been identified as one of the most important 
technologies for the 21st century (Chong and Kumar 2003). The structural 
engineering field has begun to consider wireless monitoring systems as substitutes for 















Figure 2.1 Wireless DAQ system 
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The wireless monitoring system has remarkable advantages compared to the 
traditional systems shown in Figure 1.2 (Sohn, et al. 2003): 
• Wireless communication can remedy the recurring cabling problem of the 
traditional monitoring system. Compared to the wired network, 
installation and maintenance are easy and inexpensive in a wireless sensor 
network, and the disruption of the operation of the structure is minimal. 
(Kim, et al. 2007) 
• The installation of wireless monitoring system is much faster than the 
time needed to install the cable-based monitoring system. (Straser and 
Kiremidjian 1998) 
• Embedded microprocessors or microcontrollers can allow the inequity of 
distributed computational power and data processing.  
• MEMS sensors can provide compelling performance with attractive price.  
• With the combination of the wireless communication, embedded 
processors, and MEMS sensors, it is possible to move the data acquisition 
and a portion of data processing toward the sensors.  
In essence, wireless sensors are autonomous data acquisition nodes to which 
traditional structural sensors (e.g. strain gages, accelerometers, linear voltage 
displacement transducers, inclinometers, etc.) can be connected. Wireless sensors are 
best seen as a platform in which mobile computing and wireless communication 
converge with the sensing transducer (Lynch and Loh 2006). Most of the wireless 
sensors are passive wireless sensors, which only measure structural response due to 
static and dynamic loadings as traditional sensors. Some wireless sensors are called 
active sensors that can interact with or excite a structure when desired (Lynch and Loh 
2006). 
The fundamental building block of any wireless sensor network is the wireless 
sensor. All wireless sensors generally have three or four functional subsystems (Lynch 
and Loh 2006): (1) sensing interface, (2) computational core, (3) wireless transceiver 
and, for active sensors, (4) an actuation interface. The quality of the sensor interface 
depends on the conversion resolution, sample rate, and number of channels available 
on its analog-to-digital converter (ADC). Once measurement data has been collected 
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by the sensing interface, the computational core (microcomputer) will take 
responsibility of the data, where they are stored, processed, and readied for 
communication. To have the capability to interact with other wireless sensors and to 
transfer data to remote data repositories, a wireless transceiver is an integral element 
of the wireless sensor design. Presently in the United Stats, the majority of wireless 
sensors used in structural monitoring have operated on unlicensed radio frequencies 
of 900 MHz, 2.4 GHz and 5.0 GHz, which have been designed by the Federal 
Communications Commission (FCC) as the unlicensed industrial, scientific and 
medical (ISM) frequency bands. The range of the wireless transceiver is directly 
correlated to the amount of power the transceiver consumes. For active wireless 
sensors, there needs an actuation interface built on the digital-to-analog converter 
(DAC). The DAC converts digital data generated by the microcontroller into a 
continuous analog voltage output that can be used to excite the structure. One of the 
major concerns of wireless sensor design is to determine the trade-off between 























Figure 2.2 Functional subsystems of wireless sensors (Lynch and Loh, 2006) 
Lynch and Loh (2006) presented a very detailed summary review of wireless 
sensors and sensor networks for structural health monitoring. This literature review 
contains part of the previous review and other research efforts in development of 
wireless sensors and their implementation in structural health monitoring. 
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2.2 Research on Wireless Sensor Prototypes 
Realizing the high costs associated with wired structural monitoring systems, 
Straser and Kiremidjian (1998) have proposed the design of a low-cost wireless 
monitoring system (WiMMS) for civil structures. The wireless sensor approximately 
12×21×10 cm3 is made of commercial off-the-shelf components. The Motorola 
68HC11 microprocessor is chosen to control the remote wireless sensing unit because 
it has many on-chip hardware peripherals and can be programmed using high-level 
programming languages, e.g. C. The 68HC11 is mounted upon the New Micros 
prototyping board NMIT-0022 which features an 8-bit counter, a 16-bit timer, an 
asynchronous RS-232 serial port, and a 64K address space for data and program 
storage. Additional 32K RAM and 16K ROM are included in order to store embedded 
firmware for local data processing. A Proxim Proxlink MSU2 wireless modem 
operating in 902-928 MHz ISM band is used for wireless communication. The 
wireless modem consumes 135 mA of current when communicating. It is normally 
kept in sleep mode where it consumes minimal power (1mA of current). The 
maximum open space range of the wireless range is approximately 300 m, with a 
maximum data rate of 19.2 kbps. An 8-channel, 16-bit, 240 Hz Harris H17188IP ADC 
is used to convert analog signals to digital forms. Their work illustrated both the 
feasibility and the cost-effectiveness of wireless SHM system. The wireless sensor 
dose not emphasize power minimization, but it presents the first major step by the 
structural engineering community towards wireless SHM system. 
In order to avoid high costs, pavement damage and unreliable electrical 
connections cased by installation of cables, Bennett et al. (1999) have proposed the 
design of a wireless sensing unit intended for embedment in flexible asphalt highway 
surfaces to record measurement data from two thermometers and two strain gages. In 
order to accommodate the two strain gages, Wheatstone bridge and amplification 
circuits are designed. All four analogue signals are fed into an 8-channel analogue 
multiplexor and then into a 16 bit ADC, ready for processing in real time by the 8-bit 
Hitachi H8/329 microcontroller, which is programmed via a C-compiler. The radio 
transmitter is a 418 MHz Radiometrix data link module capable of data rates up to 40 
kbps at distances up to 75 m in-building and 300 m in open space. For power, a 
MAX667 voltage regulator is used to regulate 6 V (four AA +1.5 V alkaline batteries) 
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to 5 V voltage for power supply. 
Lynch et al. (2001) have proposed a wireless sensor prototype that emphasizes the 
design of a powerful computational core with minimal power consumption. The 8-bit 
Atmel AVR AT90S8515 enhanced RISC (reduced instruction set computer) 
microcontroller is selected because of its low power consumption and high 
performance characteristics. The AVR microcontroller has a wide variety of on-chip 
services such as internal oscillators, serial communication transceivers, timers, pulse 
width modulators (PWM), and four 8-bit input/output ports. The microcontroller also 
has 8 kB of programmable flash memory, 512 bytes of SRAM (static random access 
memory), and 512 bytes of EEPROM (electronically erasable programmable 
read-only memory) to perform local processing and data storage tasks. A low-noise 
single-channel Texas Instrument 16-bit ADC is used to translate analog signals to a 
digital format for processing. The high-speed parallel CMOS architecture of the ADC 
allows the sampling rate to reach 100 kHz. Two MEMS (Micro-Electro-Mechanical 
Systems) accelerometers are used as sensing unit, one is the Analog Device’s 
ADXL210 ±10g digital accelerometer and the other is a high performance 
piezo-resistive planar accelerometer. The Proxim ProxLink MSU2 wireless modem  
operating on the 902-928 MHz is selected as the wireless communication unit. The 
wireless sensor approximately 10×10×5 cm3 consumes 250 mW when not 
transmitting data and 900 mW when using wireless modem. 
Mitchell et al. (2002) have proposed a two-tier Web-Controlled Wireless Network 
Sensors (WCWNS) for SHM. The system is the integration of wireless network 
sensors and a web interface that allows easy remote access and operation from 
user-friendly HTML screens. The wireless sensor uses a powerful Cygnal 8051F006 
microcontroller which is capable of 25 MIPS and provides 2 KB of RAM for data 
storage. An Eriesson Bluetooth wireless transceiver operating on the 2.4 GHz radio 
band is selected for communication between wireless sensors and wireless data 
servers. After the wireless sensors collect data, data can then be transferred wirelessly 
to wireless data servers (cluster nodes). The central server is designed to both store 
and process the vast amounts of data collected from the cluster’s wireless nodes. The 
cluster node is designed using a single board computer (SBC) running the Microsoft 
Windows OS. MATLAB is installed in the node for processing measurement data for 
signs of structural damage. A key characteristic of this wireless system is that 
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structural management professionals have the capability to remotely access structural 
response data, as well as analysis results through World Wide Web. 
Kottapalli et al. (2003) have presented a two-tiered wireless sensor network 
architecture in order to overcome the major challenges associated with time 
synchronization, data transmitting rates, transmitting range and power efficiency. The 
lower tier is formed by clusters of sensor units operating on battery power. The upper 
tier formed by local site masters operating on regular wall power supply with a battery 
backup. The sensor units transmit data to their respective local site masters and the 
local site masters route these data to the central monitoring station. The computation 
core of the wireless sensing unit is an 8-bit Atmel AVR microcontroller with an 
on-chip 16-bit ADC. Wireless sensing units communicate with their respective local 
site masters at data rate of 10 Kbps using the BlueChip EVK915 915 MHz radio 
transceiver. At the core of the upper tier is an 8-bit Microchip PIC microcontroller that 
is employed for data storage and local data processing. The Proxim RangeLAN2, used 
for communication between local site masters, has a data rate of 1.6 Mbps in the 2.4 
GHz ISM band and can achieve 300 m in open range. The RangeLAN2 consumes a 
large mount of power (800 mW when transmitting or receiving) and requires regular 
power supply, which limits the applicability of this architecture.  
In order to achieve a low-power but computationally rich wireless sensor, Lynch 
et al. (2003a, 2004a, 2004e) have proposed a dual-processor computation core design 
based on their earlier wireless sensing unit design (Lynch et al. 2001) by choosing 
low-power consumption hardware. A low-power 8-bit Atmel AVR AT90S8515 
microcontroller is utilized for overall unit operation and real-time data acquisition. 
When data are ready for local processing, the unit turns on the second microcontroller 
– the 32-bit Motorola MPC555 PowerPC, which is used for storing and executing the 
embedded damage detection program. A Texas Instruments ADS7821 16-bit ADC 
with 10 KHz sampling rate is employed for data collection. For wireless 
communications, the 2.4 GHz Proxim RangeLAN2 radio modem is selected. A 
high-energy-density Li/FeS2 7.5 V battery pack is chosen to supply power to the 
wireless sensor. 
Aoki et al. (2003) have proposed an inexpensive, compact and wireless system, 
called Remote Intelligent Monitoring System (RIMS). Designed for the purpose of 
intelligent bridge and infrastructure maintenance, each component is carefully chosen 
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to reduce the cost and size while achieving adequate performance. The core 
microcontroller of RIMS is a Renesas H8/4069F processor, which is relatively 
inexpensive and high-speed computing (20 MHz) with an internal 10-bit ADC. In 
order to enhance the storage capability and perform local computations, an additional 
2 MB DRAM (dynamic random access memory) is externally connected. A decent 
three-axis MEMS piezo-resistance accelerometer (Microstone MA-3) is selected as 
the sensing unit. The core component of the wireless communication link is the 
Realtek RTL-8019AS Ethernet controller. Embedded within each wireless sensor is an 
HTTP manager servelet. The communication range between RIMS and PC/PDA is 
approximately 50 m. A more recent version of RIMS wireless sensor has been 
proposed with an improved computational core – the Rabbit 3000 microcontroller 
offering an internal 12-bit ADC. 
Casciati et al. (2003, 2004) present a two-tier design of the wireless structural 
monitoring system. Intended to collect structural response measurements from 
accelerometers, the design of the wireless sensing unit is based on the Analog Devices 
ADuC812 microsystem. The ADuC812 is a complete data acquisition 
system-on-a-chip solution that includes an 8051 microcontroller, 8 kB of flash ROM, 
an 8-channel 12-bit ADC, and a two-channel 12-bit DAC. The wireless 
communication subsystem of the wireless sensing unit is based upon the 
single-channel AUREL XTR-915 RF transceiver operating at 914.5 MHz with a 
maximum data transmission rate of 100 kbps and low power consumption (160 mW 
maximum). An important component of the wireless sensing unit design is the 
inclusion of a third-order low-pass anti-aliasing filter whose pass band is adjustable 
through the ADuC812 microcontroller. The MaxStream 2.4 GHz XStream wireless 
radio is selected for inter-wireless unit communication. The wireless sensor system 
can attain a communication range of over 180 m. 
Basheer et al. (2003) have proposed the design of a wireless sensor node called 
the ISC-iBlue to sense strain of the strucutre. The ISC-iBlue has four main 
components: communication, processing, sensing, and power subsystems. The 
processing core of the wireless sensor is the ARM7TDMI microcontroller which is 
low-power with computation capability of 100 MIPS. For wireless communication, 
the Phillips Blueberry 2.4 GHz Bluetooth wireless radio is chosen for data 
transmission.  
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Wang et al. (2003) have proposed the design of a wireless sensor to record 
displacement and strain readings from a polyvinylidene fluoride (PVDF) thinfilm 
sensor. The wireless sensor design is based upon an Analog Devices ADuC832 
microsystem. The ADuC832 combines a powerful 8051 microcontroller with a 
complete data acquisition system on a single integrated circuit chip. To collect data 
from the PVDF sensor, the ADuC832 provides a 8-channel 12-bit ADC. Also included 
in the microsystem are two separate 12-bit DACs. Once data are collected, the 
internal 8-bit 8052 microcontroller is responsible for management of the sensor data. 
To facilitate the storage and processing of data, the ADuC832 microsystem has 62 KB 
of ROM reserved for the storage of executable programs and 256 bytes of SRAM for 
data storage. For wireless communication, a single-channel half-duplex wireless radio 
operating on the 916 MHz frequency band is used, which has a range of 150 m and a 
data rate of 33.6 kbps (Gu et al., 2004). 
Mastroleon et al. (2004) have achieved greater power efficiency by upgrading the 
original hardware components of the wireless sensor proposed by Kottapalli et al. 
(2003). In particular, the Microchip PICmicro microcontroller is selected as the 
computational core because of its low power consumption and high computational 
performance. Identical to the previous design, the wireless sensor employs the 
Bluechip RFB915B RF transceiver for wireless communication. For the sensing 
interface, the 18-bit Maxim MAX1402 ADC is chosen. The MAX1402 is capable of 
sample rates as high as 480 Hz and can simultaneously sample sensor data from five 
channels. Acknowledging the strong dependence upon the ambient temperature of the 
structure and the accuracy of current damage detection methods, the Maxim DS18S20 
digital thermometer is also implemented within the wireless sensing unit design. 
Ou et al. (2004) have proposed a new low-power wireless sensor prototype for 
structural monitoring. Several modules have been constructed using commercial parts, 
and integrated in to a complete wireless sensor for monitoring temperature and 
acceleration. The low-power Atmel AVR ATmega8L microcontroller is selected as the 
computational core. In total, eight sensing channels are provided for the interface of 
sensors. Six of the channels support the conversion from analog sensor outputs into 
digital formats with resolutions of 8 and 10 bits. The last two channels are for 
measuring the output of digital sensors such as the Analog Devices ADXL202E 
MEMS accelerometer. For wireless communication between wireless sensors, the 
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Chipcon CC1000 wireless transceiver is chosen. This radio operates on the 433 MHz 
radio band and can communicate at a data rate of 76.8 kbps. 
Shinozuka (2003) and Chung et al. (2004a) have proposed the design of a 
wireless sensor called DuraNode. The microcontroller subsystem consists of three 
low-power microcontrollers (two Microchip 8-bit PIC18F8680s and one Freescale 
HSC12-based 16-bit MC9S12NE64) (Park et al. 2005). The DuraNode contains two 
accelerometers (Analog Devices ADXL202 and Silicon Design SD1221) for sensing 
vibrations in the x, y, and z axes. A 2.4 GHz 802.11b wireless network interface card 
is used for wireless communication. The wireless sensor can be powered by a two-cell 
4000mAh Li-Ion battery or an AC adapter. The DuraNode has dimensions of 6×9×
3.1 cm3. 
A new wireless communication standard, IEEE802.15.4, has been developed 
explicitly for wireless sensor networks (Institute of Electrical and Electronics 
Engineers, 2003). This wireless standard is intended for use in energy constrained 
wireless sensor networks because of its extreme power efficiency. Another important 
aspect of IEEE802.15.4 is that it offers a standardized wireless interface for wireless 
sensor networks, thereby ensuring compatibility between wireless sensor platforms 
with different designs and functionalities. Sazonov et al. (2004) have proposed the 
design of a low-power wireless sensor around the IEEE802.15.4 wireless standard. 
For wireless communication, their unit employs the Chipcon CC2420 wireless 
transceiver. IEEE802.15.4-compliant, the radio operates on the 2.4 GHz radio 
spectrum with a data rate of 250 kbps. The radio has a range of 10–75 m and only 
consumes 60 mW when receiving and 52 mW when transmitting. An ultra-low-power 
microcontroller MSP430F1611 from Texas Instruments is selected for the 
computational core. The MSP430F1611 provides the wireless sensing unit with a 
6-channel 12-bit ADC and a 2-channel 12-bit DAC. With 2 MB of non-volatile 
EEPROM, the MSP430F1611 is capable of storing sophisticated data interrogation 
algorithms. When fully assembled, the proposed low-power wireless sensor is 
intended to serve as the building block of a wireless intelligent sensor and actuator 
network (WISAN). 
Allen (2004) and Farrar et al. (2004) have described a wireless sensor platform 
called Husky. Instead of power efficiency, their design emphasizes on ample 
computational power to perform a broad array of damage detection algorithms within 
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the wireless SHM system. The wireless sensor platform uses a standard PC-104 SBC 
with a 133 MHz Pentium process, 256 MB of RAM, and a 512 MB Compact Flash 
(CF) card serving as a hard drive. A separate sensing board is designed for interfacing 
with sensors. On the sensing board, a Motorola DSP56858 digital signal processor 
(DSP) is used to sample data from six single-channel Maxim ADCs. The maximum 
rate from simultaneously sampling the six ADCs is 200 Hz. The Motorola neuRFon™ 
board utilizing the IEEE 802.15.4 wireless standard is selected for communication. 
The receiver operates on the 2.4 GHz ISM radio band with a data rate of 230 kbps and 
an indoor range of 10 m. 
Using the latest on-the-shelf components, Wang et al. (2005) have proposed a 
new design of a low-power wireless sensor that can sample measurement data 
simultaneously and wirelessly transmit data. A 4-channel 16-bit Texas Instrument 
ADS8341 is selected as the sensing interface for its low-power consumption and high 
sample rates (100 KHz maximum). The computational core is a low-power 8-bit 
Atmel ATmega128 AVR microcontroller. The microcontroller have 128 KB of ROM 
and 4 KB of SRAM. An additional 128 KB of SRAM (Cypress CY62128B) is 
interfaced with the microcontroller for data storage. The MaxStream 9XCite wireless 
modem is chosen for wireless communication. The modem operates on the 900 MHz 
radio band and is capable of data rates of 40 kbps. The outdoor line-of-sight 
communication range is up to 300 m. The 9XCite modem only consumes a current of 
about 50 mA when transmitting data, or a current of about 30 mA when receiving data. 
The wireless sensor is 10×6.5×4 cm3 and powered by five AA batteries. 
In order to examine how various hardware design choices and operating 
conditions would affect the quality of the wireless sensing data, Pei et al. (2005) have 
designed a highly modular wireless sensor architecture, in which different hardware 
components can be readily interchanged. The wireless sensor architecture is based on 
the Motorola 68HC11 microcontroller. The other hardware components, such as 
interfaced sensors (accelerometers), ADC, and wireless transceivers, can be 
interchanged for evaluation tests. Two MEMS accelerometers, respectively Analog 
Devices ADXL105EM-1 and Silicon Design SD2012-005, are integrated. Texas 
Instruments ADCs with 10-, 12- and 16-bit resolutions are selected. For wireless 
transmission, MaxStream radios that operate on the 900 MHz and 2.4 MHz frequency 
bands are chosen.  
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Realizing the technical challenges for a wireless sensor network, such as power 
supply, installation, maintenance, data collection etc., Mascarenas et al. (2008) have 
proposed a novel “mobile host” wireless sensor network system. The wireless sensor 
nodes are capable of being powered solely on RF power transmitted to them 
wirelessly by a mobile host (a commercially available radio-controlled helicopter). 
After the wireless nodes make peak displacement measurements, the data will be 
wirelessly transmitted back to the helicopter. The wireless sensor node is called 
THINNER which is made up of an ATmega128L microcontroller, and AD7745 
capacitance-to-digital converter and an XBee radio. The THINNER is unique and 
specially suited to peak displacement measurement in the absence of a power supply.  
2.3 Commercial Wireless Sensor Platforms 
In recent years, a number of commercial wireless sensor platforms have become 
available that are well suit for use in SHM applications. By employing a commercial 
wireless sensor system, there comes immediate out-of-the-box operation, availability 
of technical support from the platform manufacture, and low unit costs. For this 
reason, many academic and industrial research teams have begun to explore these 
generic wireless sensors for use within SHM systems. 
One of the popular platforms is the Mote wireless sensor platform initially 
developed at the University of California-Berkeley and finally commercialized by 
Crossbow (http://www.xbow.com/) (Zhao and Guibas, 2004). A major reason for the 
Motes’ popularity is that it is an open source wireless sensor platform with both its 
hardware and software design available to the public. In addition, the Tmote Sky 
wireless platform marketed by the MoteIV Corporation (http://www.moteiv.com/) is 
also open source (Whelan et al. 2007). 
A number of other commercial wireless sensor platforms have been used for 
structural monitoring in addition to the Motes, including platforms from Ember 
(http://www.ember.com/), MicroStrain (http://www.microstrain.com/) and 
Sensametrics (http://www.sensametrics.com/). In contrast to the Motes, these wireless 
sensor platforms are proprietary and not open source. 
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2.4 Field Deployment in Civil Infrastructure Systems 
Because bridges and buildings provide complex environments in which wireless 
sensors can be thoroughly tested, the deployment of wireless sensors in actual civil 
structures is perhaps the best way to evaluate000000 the advantages and limitations of 
this new technology. The researchers have been to assess the performance of a variety 
of wireless sensor platforms for the accurate measurement of structural acceleration 
and strain responses. A number of researchers have validated the sensitivity and 
accuracy of the wireless monitoring systems by comparing the outputs of wireless 
sensors to that of traditional wired sensor installed alongside their wireless 
counterparts. 
After completing the design of their academic wireless sensor prototype, Straser 
and Kiremidjian (1998) installed five wireless nodes with MEMS accelerometers 
along one of the spans on the Alamosa Canyon Bridge. A traditional wired structural 
monitoring system was parallelly installed to serve as a performance counterpart. It 
was reported that the installation of the wireless monitoring system is almost five 
times faster than the time needed to install the cable-based monitoring system. Test 
and analysis results indicated that the time-history response records from wireless and 
wired systems are in strong agreement and the calculated modal frequencies of the 
bridge are identical. 
Bennett et al. (1999) have reported a series of field experiments of their wireless 
device embedded in an asphalt highway surface. Two strain gages are interfaced to the 
wireless node to measure the tensile strain of the asphalt lower surface, and two 
thermometers are used to measure the asphalt temperature. The system records the 
asphalt temperature with an accuracy of 0.2 ℃ and strains with resolutions of 5-10 
με. 
In order to validate the performance of the wireless sensing prototype, Lynch et al. 
(2003a) deployed seven wireless sensing units upon an interior span of the Alamosa 
Canyon Bridge to measure the bridge dynamic response subjected to forced 
excitations. It was reported that the installation of the wireless monitoring system only 
takes half the time of the installation of the traditional wired monitoring system. There 
is strong agreement for time-history signal. For the wireless system, the frequency 
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response function (FRF) is calculated by the wireless sensing units using an 
embedded FFT algorithm.  
In order to validate the continuous real-time streaming performance of the 
wireless sensor platform and assess the capability of the sensors to simultaneously 
record 2 MB of sensor data in the wireless sensor data bank, Galbreath et al. (2003) 
demonstrate the use of the MicroStrain SG-Link wireless sensor platform to monitor 
the performance of a steel girder composite deck highway bridge spanning the 
LaPlatte River in Shelburne, Vermont. To accurately measure strain, high-resolution 
differential variable reluctance transducers (DVRTs) are used. The study finds that the 
effective resolution of the DVRT strain sensor, when interfaced to the wireless sensors, 
is approximately 1.5 με. When sampled at 2 kHz, the resolution of the DVRT sensors 
is sufficient to identify the passing of trucks over the bridge when viewing the strain 
time-history records collected. 
Aoki et al. (2003) have described the validation of their Remote Intelligent 
Monitoring System (RIMS) wireless sensor platform by using a flexible light 
instrumented pole mounted to the surface of the Tokyo Rainbow Bridge, Japan. With 
fatigue failure common in light poles subjected to frequent excitation, the study is 
intended to illustrate the potential of the RIMS wireless monitoring system to monitor 
the long-term health of non-structural components on bridges.  
Chung et al. (2004a, 2004b) use two different MEMS accelerometers interfaced 
to their DuraNode wireless sensing unit to record the ambient and forced response of 
a 30 m long steel truss bridge upon the campus of the University of California-Irvine. 
Results from the field study show very strong agreement in the acceleration time 
histories recorded by both the wireless and parallel cable-based monitoring systems. 
Subsequently, a theoretical computer model is created using SAP 2000 in order to 
compare the theoretical modal frequencies to those obtained from the actual bridge 
response data. 
Binns (2004) has presented a wireless sensor system, WISE (Wireless 
InfraStructure Evaluation System), developed by researchers at the University of 
Dayton, Ohio for bridge monitoring. The advantage of WISE, besides the 
compatibility with any off-the-shelf sensors, is its ability to incorporate an unlimited 
number of sensor channels in the global monitoring system (Farhey, 2003). 
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Time-history records from 16 LVDTs show that the WISE system can accurately 
measure bridge responses induced by trucks. 
Ou et al. (2005) have outlined a series of field experiments using MICA Motes 
installed in the Di Wang Tower in Guangdong, China. Considering potential 
susceptibility to vibrations during typhoons, the building is instrumented to 
investigate its wind response behavior. Acceleration response data collected by the 
wireless monitoring system matches well with those recorded by a cable-based 
monitoring system. 
Lynch et al. (2005) have installed 14 wireless sensing units to monitor the forced 
vibration response of the Geumdang Bridge in Korea. The stated goals of the field 
validation study are to assess the measurement accuracy of the wireless sensing units, 
to determine the ability of a central data repository to time synchronize the wireless 
sensor network, and to use the wireless sensors to calculate the Fourier amplitude 
spectra from the recorded acceleration records. 
Kim et al. (2007) employed 64 Crossbow MicaZ Mote wireless sensors over the 
main span and southern tower of the Golden Gate Bridge. This is the largest wireless 
sensor network ever installed for structural health monitoring purposes. The goal is to 
determine the response of the structure to both ambient and extreme conditions and 
compare actual behavior to design predictions. The wireless sensor network measures 
ambient structural accelerations from wind load at closely spaced locations, as well as 
strong shaking from a possible earthquake, all at low cost and without interfering with 
the operation of the bridge. Except obtaining reliable and calibrated data for analysis, 
the authors solve a myriad of problems encountered in a real structural deployment in 
difficult conditions. 
Whelan et al. (2007) deployed a large-scale network consisting of 40 channels of 
sensor measurements acquired through 20 remote wireless transceiver nodes (Tmote 
Sky wireless platform, MoteIV Corporation) on an integral abutment, single-span 
bridge in St. Lawrence County, NY. Both quasi-static, similar to load-rating protocol, 
and dynamic monitoring of the bridge was conducted using a total of 29 MEMS 
accelerometers and 11 BDI strain transducers. Field deployments have verified the 
performance of the wireless acquisition system and demonstrated the ability of the 
system to capture natural frequencies, construct clear modes shapes, and measure 
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small amplitude strain responses even for a relatively stiff bridge. 
2.5 Conclusions 
From above summarization of the chronological development of wireless sensor 
networks, it can be seen that, since the mid-1990s, a number of research teams in both 
academia and industry have proposed an impressive array of wireless sensor 
prototypes featuring a wide offering of functionalities. The hardware architecture is a 
critical element in the design of wireless sensors optimized for monitoring the 
performance and health of structures. Equally important is the design of embedded 
software that operates each wireless sensor. Wireless sensor networks are sufficiently 
mature that many field validation studies have been undertaken. A wide assortment of 
structures, ranging from aircrafts to bridges, has been utilized to display the means of 
wireless structural monitoring. However, in many respects, wireless sensor networks 
are still in their infancy. A remaining limitation of current wireless sensors is the finite 
energy sources used to power devices in the field. As the field of wireless sensors and 
sensor networks matures, the technology must continuously be installed in real 
structures to fully validate performance in the complex field environment.  
While the number of unique wireless sensor platforms has continued to rapidly 
expand, there has been limited success in replicating previous cable-based bridge 
assessment test programs in regards to the number of deployed sensors and data rates. 
The sensor networks have generally relied on either local data logging and 
post-sampling transmission of sensor data or on low sampling rates and/or limited 
numbers of sensors to achieve real-time transmission (Whelan et al. 2007). Low 
sampling rates do not matter for collecting data from strain gages, but may encounter 
problems when acquiring acceleration. Reduced sampling rates may be acceptable for 
some bridges where there are many low natural frequencies, however, moderately stiff 
bridges, such as integral abutment and shot-span bridges, necessitate higher sampling 
rates to capture a sufficient number of modes for analysis. 
As the objective-based bridge load rating is getting more important and necessary 
for assessment of bridge capacity and health, the wireless sensing technology has an 
enormous potential in this area. None of previous researchers integrated wireless 
transducer system with LRFR structural capacity evaluation for highway bridges. 
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Chapter 3  
Wireless Sensors and Instrumentation 
3.1 Introduction  
Realizing the need to reduce the costs associated with wired structural monitoring 
system, Straser and Kiremidjian (1998) have proposed the design of a low-cost 
wireless modular monitoring system (WiMMS) for civil structures. After that, many 
other researchers have begun to develop wireless sensing platforms for structural 
health monitoring applications (Lynch and Loh 2006, Wang 2007). Except academic 
wireless sensing unit prototypes, a number of commercial wireless sensor platforms 
(Crossbow: www.xbow.com, Ember: www.ember.com, MicroStrain: 
www.microstrain.com, Sensametrics: sensametrics.com, MoteIV: www.moteiv.com) 
have emerged in recent years that are well suited for use in SHM applications. The 
advantages associated with employing a commercial wireless sensor system include 
immediate out-of-the-box operation, availability of technical support from the 
platform manufacturer, and low unit cost. For those reasons, many academic and 
industrial research teams have begun to explore these generic wireless sensors for use 
in structural health monitoring (SHM) systems. 
For structural health monitoring, the typical measurements include strain, 
displacement and acceleration. In some cases, the measurements of temperatures, 
humidity and wind are required in order to quantify the environmental conditions. 
According to the physical properties of the structures to be monitored, the type and 
number of sensors, instrumentation plan and others are subsequently decided.  
Especially for bridge load testing, the following responses of the bridge are 
required for monitoring: 1) strain (stresses) in bridge components, 2) relative or 
absolute displacement of bridge components, 3) relative or absolute rotation of bridge 
components, and 4) dynamic characteristics of the bridge (Lichtenstein 1998). 
However, for bridge rating through load testing, the strain records in bridge 
components are the essential measurements and other measurements do not directly 
influence the rating factors.  
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This chapter describes the hardware development of the wireless DAQ system for 
bridge load testing based on the MicroStrain® wireless sensing platform. The wireless 
DAQ system includes wireless strain sensors, wireless accelerometers and wireless 
vehicle position indicator which is used to monitor the truck position during load 
testing. Laboratory and filed validation experiments have been conducted in order to 
evaluation the wireless DAQ system. 
3.2 MicroStrain® Wireless Sensing Platform 
With the capability of wireless, simultaneous, high-speed data acquisition from 
multiple wireless sensors (strain gages, accelerometers, thermometers, voltage inputs), 
the MicroStrain wireless sensing platform mainly includes USB Base Station, wireless 
nodes for different purposes (G-Link® , SG-Link® , V-Link®, TC-Link®, shown in 
Table 3.1), software and Software Development Kit (SDK).  
The wireless nodes utilize worldwide IEEE 802.15.4 Direct Sequence Spread 
Spectrum (DSSS) and work at 2.4GHz radio frequency. With a 12-bit A/D convector 
and a 2MB on-board memory capable of storing 1,000,000 measurements, the nodes 
can stream at 4 KHz and datalog at 2048 Hz. There are up to 4 differential channels 
and 3 single ended inputs (0-3.0V) with excitation and signal conditioning. The 
wireless communication range is line-of-sight 70m with the standard antenna and can 
be extended to 300m with a high-gain antenna. With the characteristics of small size, 
lightweight and low power consumption, the wireless nodes are suitable for 
applications of short-term testing or long-term monitoring. 
Only power consumption and battery choice for long-term application are 
discussed in the following sections. More information about the MicroStrain® 
wireless sensing system can be found in Appendix A1. 
Table 3.1 MicroStrain® 2.4GHz wireless nodes (MicroStrain) 
Node 
Type Specifications Input channels Dimension  Weight 
V-Link® 
4 full differential, 350Ω or higher 
(optional bridge completion), 3 single 




(board only)  
97 g 
SG-Link® 
1 full differential, 350Ω or higher 
(optional bridge completion), 1 single 




(board only)  
46 g 
G-Link® 
triaxial MEMS accelerometers ±2g or  
±10g, and internal temperature sensor 
58mm×43mm×26mm 
36mm×36mm×24mm 
(board only)  
46 g 
TC-Link® 
six thermocouple inputs, type J, K, R, S, T, 
E, B and one CJC channel. Optional relative 




(board only)  
116g 
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3.2.1 Power Consumption 
The MicroStrain® node is normally powered by its internal rechargeable Lithium 
Ion battery and may also be powered by an external source through changing an 
internal 2-position power switch. Properties of the internal batteries (Ultralife® brand 
3.7-volt Lithium Ion battery) for different wireless nodes are listed in Appendix A1 
Table 1. For example, the internal battery in V-Link® node has a power capacity of 
600 mAh. 
Power consumption on the wireless node is influenced by a wide range of 
variables including operating mode (sleep, idle, streaming, data logging, low duty 
cycle), sampling rate (0.1 Hz – 2048 Hz) and number of active channels (1 – 8 
channels). For instance, when the V-Link® node has one active channel and is in 
streaming mode, the power consumption rate (indicated by average current) is about 
30 mA. It means that the full charged V-Link® node can continuously keeping 
streaming for about 2 hours (600 mAh / 30 mA = 2 hours). The complete power 
profiles that outline power consumption are documented in tables in Appendix A1. 
3.2.2 Power Consideration for Long Term Application 
As for long term monitoring application, capacity of the internal battery is limited. 
In this case, external batteries with high capacity are needed. The Tadiran Lithium 
battery is a good choice for this application. The model TL-5930 has a capacity of 19 
Ahr, as shown in Figure 3.1. 
 
Figure 3.1 Battery for long term application 
Assumed that a V-Link® node will be used for 5 hours daily under the highest 
power consumption (average current 30 mA), and be kept sleeping (average current 
0.20 mA) in the rest of time in order to save power. Considering outdoor battery life is 
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3/5 of indoor life (MicroStrain® Application Note, 2007), it can be easily calculated 
that, the Tadiran TL-5930 battery can last about 2 years indoor and 1.2 years outdoor. 
3.3 Wireless Strain Sensors 
Measuring the strains in structural members is the most direct way to quantify the 
live-load stresses in a structure. Since strain measurements on bridges are performed 
under varying environmental conditions, the selection and installation of strain 
sensors may affect the quality and data reliability.  
There are four common types of strain sensors: 1) bondable gages, 2) weldable 
gages, 3) strain transducers, and 4) vibrating wire gages. All of them have pros and 
cons, users need to choose based on strain magnitude, strain gradient, environmental 
conditions, accuracy, filed noise and so on (Lichtenstein 1998). 
Considering the instrumentation conditions and easy installation, pre-wired strain 
gages and BDI strain transducers are used in this research.  
3.3.1 Pre-Wired Foil Strain Gage 
The most widely used strain gage is the bonded metallic strain gage, which 
consists of a very fine wire and commonly arranged in a grid pattern. Strain gages are 
available commercially with nominal resistance values from 30 to 3000 Ω. Especially, 
strain gages with 120, 350 and 1000 Ω are the most common. In the bridge load 
testing, the strain levels in components are normally low, in the range of only 50με  
to 150με , corresponding to 2 to 4 ksi in the steel (Lichtenstein 1998). In this case, 
strain gages with high resistance (1000Ω  or 350Ω  versus 120Ω ) is preferable. For 
these strain gages, careful surface preparation is needed and installation is time 
consuming. Sometimes, it gets very difficult to solder the wires to the gage tabs.  
For easy installation, pre-wired quarter-bridge strain gages from OMEGA with 
resistance 350 Ω ± 2.4 Ω are used. The strain gage has a gage factor (GF) of 2.10 ± 
1.0% with a length of 5 mm. A picture of the strain gage is shown in Figure 3.2. 
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Figure 3.2 Pre-wired strain gage from OMEGA 
 
As for the quarter-bridge completion, as shown in Figure 3.3, there are three 
dummy resistances, and the voltage output is determined as: 
 ( ) ( )0 4 4
T
ex ex
GF GFV Vε ε= + V  (3.1) 
where,  is excitation voltage,  is output voltage, exV 0V ε  is the strain value of 
the gage caused by deformation, Tε  is the additional strain caused by effects of 
temperature and other factors, and GF is the gage factor. In normal environment, the 









Figure 3.3 Quarter bridge circuit diagram 
3.3.2 BDI Strain Transducer 
Comparing to installation of foil strain gages, which normally needs tedious work 
such as careful surface preparation and soldering, instrumentation of strain 
transducers is much easier and faster. Strain transducers are assembled and calibrated 
in the laboratory, which are sealed for environmental protection with lead wires. The 
strain transducers are rugged and can be installed in any weather. Normally there is a 
full-bridge completion in the strain transducer. Figure 3.4 shows a strain transducer 
from Bridge Diagnostics Inc (http://www.bridgetest.com), which is claimed with the 
following key features: 
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• Easy Installation: Attaches to all types of structural members in about five 
minutes each. 
• High Output: Because of the full-bridge completion, it provides 
approximately 4 times the output as a typical quarter-arm foil gage installation, 
which improved signal-to-noise ration. 
• Excellent Compatibility: The stain transducers can be used with most data 
acquisition systems that support full-bridge type sensors. 
• Very Cost-Effective: Due to their complete re-usability and the extensive 
reduction in installation time, the transducers will pay for themselves with just 
a few uses. 
• Field Proven: These sensors have been used over the last two decades for 
recording millions of strain measurements on all types of structures, often in 
harsh conditions. 
 
Figure 3.4 BDI strain Transducer 
The strain transducer’s technical specifications are list in Table 3.2. The sensor 
can be installed with C-clamps or adhesives, by drilling, or by setting one or more 
anchors. 
Table 3.2 BDI strain transducer technical specifications 
Technical Specifications 
Effective gage length 76.2 mm 
Overall Size 111 mm × 32 mm × 13 mm 
Material Aluminum 
Circuit Full Wheatstone bridge with 4 active 350Ω foil gages, 4-wire hookup 
Accuracy ±2%, individually calibrated to NIST standards 
Strain Range Aluminum: ±4000 µε 
Sensitivity Approximately 500 µε/mV/V 
Weight Approximately 85 g 
Environmental Built-in protective cover, also water resistant 
Temperature Range -50 ºC to 120 ºC 
Attachment Methods Mounting tabs & adhesive, C-Clamps, masonry or wood screws 
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3.3.3 Circuit and Construction of Wireless Strain Sensors 
The V-Link® and SG-Link® nodes can be hooked up with quarter, half and full 
bridge strain gages. However, for the quarter and half bridge strain gages, the nodes 
should be ordered with optional on-board bridge resistors. Otherwise, the completion 
of the bridge must be completed externally.  
In order to compare the signal quality, two out of four V-Link® nodes were 
equipped with on-board quarter-bridge completion. For the other two nodes, the 
external bridge completion circuits were built, as shown in Figure 3.5 Because of the 
use of metal foil strain gages with a nominal resistance of 350Ω , the strain gage 
circuit proposed in this research was designed with 350Ω  0.1% resistors on three 
sides of the bridge circuit. There are two circuits for two gages in one box, because 
normally there are two strain gages respectively installed on the top and bottom 
flanges of the target bridge at the same location. 
 
Figure 3.5 External quarter bridge completion for strain gages 
As for the full bridge sensor, such as the BDI strain transducer, it can be 
connected directly with the wireless node. The configuration and connection between 
strain gages and wireless nodes are described in Appendix A1.  
The wireless strain sensors are formed as the strain sensors are connected to the 
wireless nodes, as shown in Figure 3.6. Through the antenna hooked up with the 
laptop, control commands are wirelessly transmitted to the sensors for configuration, 
data acquisition, and data downloading and so on. 
 29
bridge completionV-Link Node Strain Gage 
Strain Transducer 
 
Figure 3.6 Wireless strain sensors and wireless DAQ system 
Wireless Strain Sensors 
3.3.4 Validation Test 
Several validation tests have been carried out in order to assess the performance 
of the wireless sensors and data acquisition system. Wireless sensors are installation 
alongside their wired counterparts, the sensitivity and accuracy of the wireless DAQ 
system can be assessed from comparison of these results. 
Two strain gages, with nominal resistances of 350Ω and gage factor of 2.1, were 
attached parallelly at the same location on a cantilever beam, as shown in Figure 3.7. 
One strain gage was connected to the MicroStrain® V-Link® node through an 
external quarter-bridge completion. The other one was connected to the Strain 
Indicator and Recorder from Vishay Micro-Measurements®, which can record the 
strain with the highest frequency at 1 Hz. If only bending moment is applied to the 
beam, the outputs from the two strain gages should have the same value. 
 
Figure 3.7 Arrangement of strain comparison experiment 
 The beam was excited at the free end with a very low frequency (around 4 cycles 
per minute). Strains were recorded through wired system and wireless system. The 
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strain recorder recorded the strain at 1 Hz. The wireless system recorded the data at 
256 Hz. The synchronized records acquired by wired and wireless DAQ systems are 
shown in Figure 3.8. As it can be seen, the time history response measured by the 
wireless acquisition system matches well with that measured independently by the 
cable-based acquisition system. 













































Figure 3.8 Comparisons between wired strain and wireless strain 
3.4 Wireless Accelerometers 
Normally, accelerometers are used to measure the dynamic response of structures. 
There are several types of accelerometers including piezoelectric, capacitive or 
force-balanced (servo). Compared with other kinds of accelerometers, such as 
piezoelectric, MEMS sensors, force-balanced (servo) accelerometers provide high 
accuracy and a high-level output at a relatively high cost, and can be used for very 
low measuring ranges (well below 1 mG). Force-balanced accelerometers are very 
suitable for dynamic testing of large structures, such as bridges, building, dams, 
whose natural frequencies are very small. 
3.4.1 Selection of Accelerometers 
There accelerometers have been evaluated. They are PCB seismic accelerometer 
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(Model# 393B31), ENDEVCO seismic accelerometer (Model# 86), and force balance 
accelerometer from Columbia Research Laboratories (Model# SA-107LN). 
 
PCB ENDEVCO Columbia 
Figure 3.9 Picture of accelerometers 
PCB and ENDEVCO accelerometers are piezoelectric and feature a 10V/g 
sensitivity and near-DC frequency response. Columbia accelerometer is 
force-balanced and features a 10V/g sensitivity and DC-100 Hz frequency range. The 
Columbia accelerometer has better capacity than the other two in very low frequency 
events (0 – 1 Hz). Especially for big structures, such as long bridges, where the 
vibration frequencies are very low, the force-balanced accelerometers are widely used 
(Cunha and Caetano, 2006). The major specifications of the three accelerometers are 
compared in Table 3.3. Because of the better performance in low-frequency 
applications, the Columbia accelerometers are chosen for this research. 
The accelerometers from Columbia Research Laboratories are force-balanced 
with customary configurations. This accelerometer is a high-sensitivity and low noise 
sensor designed for use in seismic and low level, low frequency motion studies, which 
is common in the bridge dynamic response. The Columbia Model SA-107LN 
accelerometer is self-contained and provides a high level, low impedance output. No 
signal conditioning is required in most applications.  
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Table 3.3 Comparison of main specifications of the accelerometers 
Technical 
Specifications Columbia PCB ENDEVCO 
Excitation ±12 to ±15 VDC, 10 mA max 
No need for power 
supply 
No need for power 
supply 
Signal 
Conditioning No need Need Need 
Range ±0.5 G ±0.5 G ±0.5 G 
Details Ultra low noise (Seismic) 
Ultra low noise 
(Seismic) 
Ultra low noise 
(Seismic) 
Overall Accuracy ±0.15%   
Output ±5 V ±5 V ±5 V 
Scale Factor 10 V/G 10 V/G 10 V/G 
Response 
Frequency Range DC to 100 Hz 0.1 – 200 Hz 0.01 – 200 Hz 
Natural Frequency 150 Hz 700 Hz 370 Hz 
Output Noise <2.5 µV RMS from 0 to 50 Hz 
0.06µg/√Hz  (1Hz) 
0.01µg/√Hz  (10Hz) 
0.004µg/√Hz (100Hz) 
0.03µg/√Hz  (0.5Hz) 
0.02µg/√Hz  (1Hz) 
0.0035µg/√Hz (10Hz) 
0.0025µg/√Hz (100Hz) 
    
Temperature Range -40 ºC to 80 ºC -18 ºC to 65 ºC -10 ºC to 80 ºC 
Size 78.5 mm × 35.1 mm × 34.1 mm 
57.2 mm × 71.1 mm 
(Diameter × Height) 
64.8 mm × 72.4 mm 
(Diameter × Height) 
Weight 113 g 635 g 771 g 
3.4.2 Circuit and Construction of Wireless Accelerometers 
The majority of structural sensors for using with the wireless node modulate their 
sensor reading upon a voltage signal. Some sensors, such as accelerometers, output 
positive and negative voltage signals with a zero mean. However, the MicroStrain® 
nodes can only take 0-3 volt input. It requires a voltage offset device to shift the 
accelerometer signal in order to fully utilize the small input range and avoid damaging 
the unit. The offset device adds to the measured voltage a positive or negative offset 
voltage. As shown in the diagram in Figure 3.10 (Kappes and Hauser 1999), the 
circuitry comprises a voltage divider and two operational amplifiers. The offset 
voltage is adjusted manually by means of a potentiometer (P1). The ratio of R1 and 
R2 to P1 determines the offset range and sensitivity. By choosing P1 = 10 kΩ and R1 


























Figure 3.10 Electronic circuitry of the offset device (Kappes and Hauser 1999) 
A power supply capable of providing regulated voltages of ±15 V completes the 
circuitry. Alternatively, the device can be operated with 9 V batteries by using a 
DC-DC voltage converter. Since the Columbia servo accelerometer also needs ±15 V 
as excitation, the ±15 V voltage are also used as the power supply of the 
accelerometer. The final signal conditioning PCB board for the accelerometer is 
shown in Figure 3.11. By adjusting the potentiometer P1, the signal from the 
accelerometer can be shifted about +1.5 volts after going through the conditioning 
board. Then the adjusted signal can be input into the wireless node. The conditioning 
board makes the wireless nodes be able to measure signal in a range of ±1.5 V, which 
is enough for vibration test on bridges. 
 
Figure 3.11 Signal conditioning PCB board for accelerometers 
The wireless strain accelerometer is formed as the sensor is connected to the 
wireless nodes through the conditioning circuits, as shown in Figure 3.12. 
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SG-Link Node
signal conditioning Accelerometer 
 
Figure 3.12 Wireless accelerometer and wireless DAQ system 
Wireless Accelerometer 
3.4.3 Validation Tests 
A number of laboratory and field validation tests have been carried out in order to 
assess the performance of the wireless sensors and data acquisition system. 
3.4.3.1 Laboratory Validation Test 
Two accelerometers (Columbia Model SA-107LN) were clamped parallelly at the 
same location on a simple-supported I beam, as shown in Figure 3.13. One 
accelerometer was connected to the MicroStrain® SG-Link® node through a signal 
conditioning circuit (see Figure 3.11). The other one was connected to the Tektronix® 
TPS2014 oscilloscope through another conditioning circuit. By exciting the support 
base (floor), the two data acquisition systems were triggered and acceleration signals 
were recorded. The oscilloscope can work as a recorder and the sampling frequency 
was set to 1 KHz. For the wireless node, the sampling frequency was configured to 
1024 KHz. 
 
Figure 3.13 Arrangement of acceleration comparison experiment 
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 Figure 3.14 presents the acceleration response of the beam at the demonstrated 
location. The wireless acceleration signal matches very well with the wired 
acceleration signal. 














































Figure 3.14 Comparisons between wired acceleration and wireless acceleration 
3.4.3.2 Field Validation Experiment 
 The deployment of wireless sensors and sensor networks in actual civil structures 
is perhaps the best approach to evaluate the merits and limitations of this new 
technology (Lynch and Loh, 2006).  
Evansville Bridge, a three-span bridge with seven steel girders carrying WV 
Route 92 over the Little Sandy Creek as shown in Figure 3.15 (a), was utilized to 
validate the performance of the wireless DAQ system. Two force-balanced 
accelerometers (from Columbia Research Laboratories) were installed parallelly at the 
middle of the first span of the third girder. One of the accelerometers was connected 
with a SG-Link® wireless node via a conditioner, and the other one was hooked with 
a cable-based USB DAQ device called NI USB-9233 with 24-bit ADCs from National 


















                  (a)                                     (b) 
 
(c) 
Figure 3.15 Evansville Bridge steel girder span: (a) side view picture, (b) 
experiment setup, and (c) sensor deployment picture 
The field validation experiments were conducted in June 2009. The sampling 
frequency for the wireless DAQ system was set to 1024 Hz, and for the wired DAQ 
system was 10k Hz. Acceleration signal was recorded while normal traffic was 
crossing. As shown in Figure 3.16, the maximum acceleration recorded is 
approximately 70 mg when a 5-axle truck crossed over. By comparing the two 
identical time-history responses from the wired and the wireless system, it can be seen 
that the wireless DAQ system is capable of accurately measuring the response of the 
bridge when the truck dynamically loads the bridge. 


































Figure 3.16 Bridge acceleration response to a 5-axle truck 
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To identify the primary modal frequencies of the instrumented bridge span, the 
acceleration response time histories were transformed to the frequency domain using 
the FFT algorithm. The power spectrums of the time-history records presented in 
Figure 3.16 are shown in Figure 3.17. It can also be seen that the FFT spectrums from 
wired and wireless signal match with each other very well. 







































Figure 3.17 Power spectrum corresponding to the acceleration response 
3.5 Wireless Vehicle Position Indicator 
A critical component of bridge diagnostic load testing is to monitor the 
longitudinal position of the loading vehicle as it crosses the deck at crawl speed. 
Correct interpretation of the results of load tests requires precise measurement of the 
relative position between sensors and the path followed by a test truck (Phares, et al. 
2003). Comparison between field test results and finite element analysis results also 
counts on the knowing of vehicle position (Chajes, et al. 1997, Jauregui et al. 2004). A 
wireless vehicle position indicator (WVPI) is proposed by using the MicroStrain® 
wireless G-Link® node. 
3.5.1 Devices and Methods for Monitoring Vehicle Position 
Several different methods and devices have been used by researchers for 
monitoring vehicle position in bridge load testing.  
In the research of Shahawy (1995), Laflamme et al. (2006) and Huang (2008), 
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critical load positions were predetermined through theoretical calculation. During the 
load testing, the truck was driven and stopped at those predefined positions on the 
bridges. Then strain and deflection readings were recorded for each loading case. 
Because the records only contain bridge responses from several load positions, the 
whole response spectrum is unknown. Normally, this method needs traffic control, 
more crews and longer testing time.  
Paultre et al. (1995) used two pressure tubes connected to the data acquisition 
system at both ends of the instrumented span. A voltage pulse was generated from the 
tube when a vehicle axle crossed. Then the pulses were used to compute the average 
speed and approximate position of the test vehicle on the deck. Similarly, Nassif et al. 
(2003) and Ingersoll et al. (2003) used tape switches pasted to the pavement to 
determine speed, configuration and longitudinal location of the test truck. Those two 
methods need longer setup time and the accuracy is limited because the vehicle 
position is calculated based on average speed. 
A switch was used by Schonwetter (1999) to record the longitudinal truck 
position in the test data. The switch was connected to data acquisition system and was 
operated by a person standing on the deck of the bridge. The truck’s position was 
recorded by interrupting the signal every time the truck’s front axle crossed a bearing. 
A similar position indicator was employed by Chajes et al. (1997) to correlate strain 
readings with the truck position with a resolution around 6 meters. This approach 
requires more crews and more time for path preparation and the resolution of truck 
position is low. 
The BDI AutoClicker was utilized by Phares at al. (2003) and Commander et al. 
(2009) to measure and transmit the load vehicle position through using an electronic 
eye and hand-held radio transmitters. The BDI AutoCliker was temporarily mounted 
to the front fender of the vehicle directly over the center of the front axle. A 
retroreflective target was clamped on the front rim, allowing wheel rotation to be 
counted by creating a “click” in the data, which can be used to convert data collected 
in the time domain to the truck position domain. If used properly, the AutoClicker can 
enhance the accuracy of the known truck position (up to one wheel circumference). 
However, this device can only be used at crawl speed during a diagnostic load test, 
and the installation is relatively complex and time-consuming.  
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Jackson et al. (2006) proposed a cost efficient solution to tracking test vehicles, 
which uses accelerometers to capture acceleration data of the vehicle and then 
integrates to get the position. However, the method has several problems. The serial 
accelerometer produces a variable offset error. Using raw accelerometer data to derive 
position is also subject to cumulative error. Other calibration accessories are needed 
for this approach. 
Global Positioning System (GPS) is another choice for positioning vehicles. In 
the application of bridge testing, which requires accuracy to several centimeters, GPS 
does not present the ideal solution. Although greater accuracy can be achieved 
through techniques such as Differential GPS, with some companies claiming sub-1m 
accuracy, the equipment costs and setup time can be excessive (Jackson et al. 2007). 
With a goal of developing a reliable automated system that can accurately determine 
the vehicle position in load tests using primarily real-time RTK-GPS data, a research 
project sponsored by Minnesota Department of Transportation is undergoing 
(http://www.cts.umn.edu/Research/ProjectDetail.html?id=2009038). 
3.5.2 Wireless Vehicle Position Indicator (WVPI) 
Among these vehicle positioning devices, BDI AutoClicker has reliable 
performance and relatively high resolution of one wheel circumference (WC). A radio 
transmitter wirelessly sends the “click” signal for marking truck positions. However, 
this device is expensive (around 5,000 dollars) and needs BDI data acquisition system 
to work with for best performance.  
In order to equip with a low-price, high-performance device for vehicle 
positioning, a wireless vehicle position indicator (WVPI) is designed to operate as 
part of the Wireless Bridge Load Testing & Rating System. The WVPI is actually a 
G-Link® node from MicrosStrain®, namely a wireless accelerometer node with a ±2g 
range, as shown in Table 3.1. The wireless node is powered by an internal 
rechargeable battery (180 mAhr) with very low power consumption (0.18 mA for 
sleep mode, 15 mA for datalogging mode). It works on 2.4 GHz radio frequency with 
70 m line-of-sight communication range, featuring up to 2 kHz sampling rates, 
combined with 2 MB onboard flash memory for storage. The node integrates two 
orthogonally, dual-axis MEMS capacitive accelerometers from Analog Devices 
(Model ADXL202). Triaxial accelerometer output is presented on G-Link® channels 
 40
1, 2 and 3, being x, y and z, as shown in Figure 3.18. The wireless node is relatively 
low-cost (500 dollars), very light and compact (46 g, 58mm×43mm×26mm in size). 
Ch1
 
Figure 3.18 Sensitive axes of G-Link® node  
Ch2
Ch3
The ADXL202 can measure dynamic acceleration and as well as static 
acceleration forces such as gravity, allowing it to be used as a tilt sensor to measure a 
full 360°of orientation through gravity by using two accelerometers oriented 
perpendicular to one another, as shown in Figure 3.19.  
  
Figure 3.19 Using a two-axis accelerometer to measure 360°of tilt 
The accelerometer is most sensitive to tilt when its sensitive axis is perpendicular 
to the force of gravity. At this orientation, its sensitivity to changes in tilt is highest. 
When the accelerometer is oriented on axis to gravity, the change in output 
acceleration per degree of tilt is negligible. When one sensor is reading a maximum 
change in output per degree, the other is at its minimum. Namely, the two channels 
have a 90° phase difference. The output tilts in degrees of x- and y-axis are calculated 
as follows (ADXL202 data sheet): 
























Figure 3.20 Relationship between tile angle and acceleration 
Since the accelerometer can measure the tilt angle, if it is installed on a rolling 
wheel, the rotation angle of the wheel can be computed using the method discussed 
above. The rotation of wheel is related to the traveling distance of the wheel. 
Therefore, the position of the wheel can be calculated.  
Combined the special properties of the embedded MEMS accelerometers with the 
remarkable advantages of wireless transmission, the G-Link node becomes an ideal 
device to monitor the positions of the moving vehicle with a high resolution. 
3.5.3 Laboratory Experiment 
The G-Link® node was fixed with screws to an aluminum plate, which was 
firmly bonded to a worm-drive clamp with J&B Weld. The clamp was tightened on 
the axle of a bicycle. As a result, the x-y plane of the node was parallel to the face of 
the wheel. The G-Link® node rotates as the wheel dose with two sensitive axes x and 
y, as shown in Figure 3.21.  
 
Figure 3.21 Experimental setup on a bicycle wheel 
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When the w signals. Figure 
3.22
heel turns, the accelerometer generates acceleration 
 shows the outputs when the wheel starts to turn with G-Link® node at the 
highest position. Since the exact value of the acceleration is not what we concern, the 
acceleration is directly presented as voltage (V) instead of m2/s without offset zeroing. 
It is obvious that the acceleration signal is sinusoidal, whose period is depended on 
the rotational speed of the wheel. Outputs of x-axis and y-axis have a 90°phase 
difference. The denoised signal is generated by the action of rotation (tilt), and the 
‘noise’ represents the dynamic signal. 

















































Figure 3.22 Acceleration signal of x-axis and y-axis  
Obviously,  be seen that 
ever
ay of peaks & valleys obtained from the WVPI signals 
is
from equation (3.3), Figure 3.20 and Figure 3.22, it can
y cycle of x, y signals represents one cycle of wheel rotation and the peaks & 
valleys are corresponding to 90°wheel rotations (namely ¼ wheel circumference). 
Therefore, by combining the time coordinates of peaks & valleys with the wheel 
circumference that can be easily measured, the longitudinal position of the wheel can 
be calculated. The resolution of the method will be ¼ WC compared with 1 WC by 
using the BDI AutoClicker. 
Assuming the value arr
{ }1 2, , , npv pv pv= , and the corresponding time array isPV { }1 2, , , nT t t t= . The 
ini st peak or valley can be calculated of its 
magnitude to peak-to-peak value:  
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Then, the array of vehicle positions { }1 2, , , nPOS pos pos pos= corresponding 
to { }1 2, , , nt t t= can be presented as: T
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easuring the truck position with the propos
in F
×
The flow chart of m ed WVPI is shown 
igure 3.23. Appendix A3 describes the detailed procedures on how to install and 
use the WVPI. 
 
Figure 3.23 Flow chart of measuring the truck position with WVPI 
3.5.4 




This method of measuring produces a good “averaged” value for the wheel 
Installation and Calibration in Field Tests 
In the bridge diagnostic load test, the WVPI was mounted o
g strong fasteners. Before installation, the surface of the wheel hub was cleaned 
with degreaser. Figure 3.24 shows the installation of WVPI on the front wheel.  
In order to measure the wheel circumference of the test truck, a white mark
e at the side of the tire and on the pavement directly below the center of the front 
axle. Then, the truck was rolled forward exactly four wheel revolutions, and another 
mark was placed on the pavement that lines up with the mark on the tire. The wheel 
circumference is calculated via dividing the distance between the two marks by four. 
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circumference. Appendix A4 provides detailed procedures of installation and 
calibration. 
 
Figure 3.24 Installation of WVPI on the truck wheel 
After the wheel rolled four turns, the distance between these two marks was 
measured as 1  calculated as 
follo
3.18 m (43’3’’). The wheel circumference (WC) can be
ws: 
 Distance between Marks 13.18= 3.30 m
Number of Turns 4
WC = =  (3.6) 
s it is discussed above, the resolution of this method is up to 
this case, the resolution of BDI AutoClicker is 1 WC = 3.30 m. 
= 2 in2, therefore, the 
max
A ¼ WC = 0.82 m. In 
The connection strength of the fastener can reach 4 lb/in2 in tensile and sheer at 
72ºF (22ºC). The contact area of the two fasteners is 1in×2in 
imum shear force can reach max 8 35.6SF lb N= = . Besides the gravity, Force (F) 
applied on the node can be calculated using equation (3.7) based on the free body 











Figure 3.25 Rotation of WVPI and free body diagram 
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( ) ( )2 22 2 2 cos sinF F F m r mg mg n t ω θ θ= + = − +  (3.7) 
When 90 270orθ = ° ° , F reaches maximum value as: 
 ( ) ( )2 22 2 2 2maxF m r g m r R gω υ= + = 2+  (3.8) 
Here: 
 the gravity constant (g = 9.81 m2/s) 
  ) 
h = 2.24 m/s) 




m: Mass of WVPI (m = 0.046 kg) 
ω: Angler speed of wheel (ω = υ /R
  υ: Speed of the test vehicle (υ = 5 mp
  R: Radius of the wheel (R = WC/2π = 0.525 m) 
  r: Distance from WVPI to center of the wheel (r
For diagnostic load test, normally, the test vehicle travels at a craw speed 
ph (υ = 2.24 m/s), then we can obtain:  
 max max0.5 SF N F=  (3.9) 




tr el without failing the connection is: 
22
2max
max 29.2 m/s 65.3 mph
SFR g
r m
υ ⎛ ⎞= − = =⎜ ⎟
⎝ ⎠
 (3.10) 
 From equations (3.9) & (3.10), it can be seen that the connection between the 
3.5.5 Process of Field Test Data 
y because of the vibration of engine and 
roug
WVPI and the wheel is strong enough for the diagnostic load testing. Installation of 
WVPI only needs to find out a small area of flat surface on the wheel hub. The whole 
installation is straightforward and easy, and only takes 1-2 minutes. Meanwhile, it is 
not only suit for crawl speed in diagnostic load test, but also for some higher speed 
cases. 
The field WVPI measurements are nois
h road. Data denoising is necessary in order to accurately locate peaks & valley 
for calculating vehicle positions. Figure 3.26 shows the trimmed and converted 
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original data versus denoised data. 













x-axis (Ch1) of WVPI
 
 





















Figure 3.26 Original data versus denoised data from WVPI 
It beca & valleys. 
By f
me much easier to work on the denoised data for locating peaks 
ollowing the method discussed in previous section and using the measured wheel 
circumference (WC), the relationship between the truck position and time can be 
obtained, as shown in Figure 3.27. 
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y-axis (Ch2) of WVPI
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Truck position from starting line
 
Figure 3.27 Peaks & valleys and calculation of truck position 
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The w which is 
incl
3.5.6 Discussion of Measurement Resolution 
re the vehicle position 
with
ireless accelerometer was directly attached to the wheel hub, 
ined. The inclination caused that the sensitive x-y plane of the accelerometer was 
not parallel with the direction of gravity. This setup distorted the y-axis acceleration 
signal, as shown in Figure 3.27. Although the signal is not perfectly sinusoidal, the 
peaks & valleys still comply with the relationship to wheel rotations. 
With the approach discussed above, the WVPI can measu
 a resolution of ¼ wheel circumference (or a resolution of 90° rotation angle of 
wheel). Higher resolution can be achieved if more G-Link® nodes are used. Figure 
3.28 shows the comparison of different arrangements of G-Link® nodes. When two 
nodes are used and arranged at a 45° interval, it can be obviously seen that a 
resolution of 1/8 wheel circumference can be obtained by using the same principle of 
locating peaks and valleys. When three nodes are installed at a 120° interval, a 
resolution of 1/12 wheel circumference is achieved. The resolution is three times 
higher than that of the original one-node design. A result comparison of these three 
arrangements using the discussed method is listed in Table 3.4. If more nodes are used, 
there needs more time for installation with increased cost. Moreover, possibility of 
deployment of more nodes also counts on the configuration of the wheel hub. 



























Two G-Link Nodes (at 45° interval)





















































Figure 3.28 Comparison of different arrangements of G-Link nodes
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Table 3.4 Result comparison of three arrangements of G-Link® nodes 
No. Num. of Nodes Setup Resolution Cost & Installation 
#1 1 Attached to wheel 1/4 wheel circumference 
(90°rotation angle of wheel)
Least cost 
Fastest installation 
#2 2 Attached to wheel at a 45° interval 
1/8 wheel circumference 
(45° rotation angle of wheel)
Double cost 
More installation time 
#3 3 Attached to wheel at a 120° interval 
1/12 wheel circumference
(30° rotation angle of wheel)
Triple cost 
Longest installation time
Theoretically, by deploying only one G-Link® node, any rotation angle of the 
vehicle wheel can be calculated by using equation (3.3). However, in practice, the 
acceleration signals may be distorted and hardly be perfectly sinusoidal, which can 
influence the calculation accuracy by using the equation (3.3).  
Although the whole signal is not perfectly sinusoidal, the signal can be divided 
into multiple sub-signals at an interval of 90° rotation. Each sub-signal can be seen as 
a sinusoidal signal. With this assumption, each sub-signal can be divided into smaller 
sections by using the sinusoidal equation. In this way, the whole signal can be divided 
into small sections at a smaller interval of rotation angle, for example 30°. In 
consequence, the measurement resolution will be improved. 
After the signal has been divided into 90° sections, with the sinusoidal 
assumption, each sub-signal is divided again at an interval of 30° angle by finding out 
the locations where the corresponding sinusoidal equations are satisfied, as shown in 









































Figure 3.29 Division of sub-signal for higher resolution 
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For example, the sub-signal between 90° and 180° rotation angle range is taken 
out for further division at a smaller interval of 30° rotation angle, see Figure 3.29. Let 
the amplitudes at 90° and 180° as  and respectively. With the assumption 
that the sub-signal can be considered as a sinusoidal signal, the amplitudes  and 
 at 120° and 150° can be calculated or interpolated by simply using the 
sinusoidal equations. 




( ) ( )
( ) (
120 180 180 90
150 180 180 90
sin 60
sin 30
V V V V
V V V V
° ° °
° ° °
= − ° × −




Similarly, the interpolation can be applied for other sub-signals. For instance, the 
amplitudes  and  at 210° and 240° can be calculated as 210V ° 240V °
 
( ) ( )
( ) (
210 180 180 270
240 180 180 270
sin 30
sin 60
V V V V
V V V V
° ° °
° ° °
= − ° × −




After obtaining these interpolation values, the corresponding coordinates in the 
signal can be found out reversely. Therefore, a resolution of 1/12 wheel circumference, 
namely a resolution of 30° rotation angle, can be obtained by only using one G-Link® 
























Interpolation | Points vs Rotation Angles
 
 















Figure 3.30 Division of sub-signal into smaller sections 
Assuming that a smaller interval of θ  rotation angle is required and 90° is 
dividable byθ , the interpolation in any sub-section can be expressed as equation 
(3.13).  
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Higher measurement resolution may be achieved if the signal is divided at a 
smaller rotation angle, such as at an interval of 15° or 10°. However, when the signal 
is divided into smaller sections, eccentric calculation results may occur because the 
signal from field test may contain some singularities. The modified calculation flow 
chart is shown in Figure 3.31. 
 




Chapter 4  
Software Development of Wireless Bridge 
Load Testing and Rating System 
4.1 Introduction 
The software Agile-Link™ with the MicroStrain® wireless sensing platform 
allows user to wirelessly configure and communicate with the G-Link®, V-Link® and 
SG-Link® nodes. Among other functionality, Agile-Link™ incorporates power 
management options, simple quality of service tests, remote, channel independent 
auto balancing, and node information. Each wireless channel is completely 
configurable to monitor real-time and logged data. Data monitoring becomes easier as 
graph configurability provides robust options for viewing real-time data. Moreover, 
integration with popular graphing applications such as Microsoft Excel and 
OpenOffice increases the overall speed and productivity. However, the Agile-Link™ 
cannot satisfy the requirement of post signal processing in this research. Therefore, a 
signal processing software was developed. The software can automatically perform 
theoretical rating based on the properties and dimension parameters of the target 
bridge. Critical values can swiftly be obtained from the load testing data and 
combined with theoretical rating factors to produce accurate rating factors.  
A block diagram illustrating the wireless bridge load testing and rating system is 
shown in Figure 4.1. Wireless sensors automatically collect and save signals, 
including strain records, accelerations and vehicle position signal. Recorded data are 
wirelessly downloaded to the laptop and are later processed in the lab or on site using 




Figure 4.1 Wireless bridge load testing and rating system
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4.2 Bridge Load Rating 
4.2.1 Load and Resistance Factor Rating (LRFR) 
In 2001 AASHTO developed a new bridge rating method – the load and 
resistance factor rating (LRFR) method. The LRFR manual (Manual for Condition 
Evaluation and Load and Resistance Factor Rating (LRFR) of Highway Bridges) 
reflects the latest technologies on the structural reliability approach inherent in 
specifications for load and resistance factor design (LRFD) (Jaramilla and Huo 2005). 
The methodology for LRFR of bridges contains three procedures: 1) design load 
rating, 2) legal load rating, and 3) permit load rating. Design load rating is the first 
level of bridge assessment based on the HL-93 load and LRFD design standards, 
using dimensions and properties of the bridge in its present as-inspected condition. 
Legal load rating is a second-level evaluation that provides a single safe load capacity 
(for a given truck configuration) applicable to AASHTO standards and State legal 
Loads. Permit load rating is a third-level rating that checks the safety and 
serviceability for the passage of trucks beyond the legally established weight limits. 
This rating process should be applied only to bridges having sufficient capacity for 





















Figure 4.2 Flow chart for load rating (LRFR Manual) 
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The following general expression is used in LRFR manual to calculate the load 
rating of each component and connection subjected to a force effect (i.e., axial force, 
flexure, or shear): 















For the Strength Limit States: c s nC ϕ ϕ ϕ= , where the following lower limit 
shall apply: 0.85c sϕ ϕ ≥ . For the Service Limit States: RC f= , where:  
RF = Rating factor 
C = Capacity 
Rf  = Allowable stress specified in the LRFD code 
nR  = 
Nominal member resistance (as-inspected) 
(nominal flexural/shear resistance) 
DC = Dead-load effect due to structural components and attachments 
DW = Dead-load effect due to wearing surface and utilities 
P = Permanent loads other than dead loads 
LL = Live-load effect (moments/shears under live load) 
IM = Dynamic load allowance (relative to surface conditions, LRFR manual Table 6-1) 
DCγ  = 
LRFD load factor for structural components and attachments 
(LRFR manual Table 6-1) 
DWγ  = 
LRFD load factor for wearing surfaces and utilities 
(LRFR manual Table 6-1) 
Pγ  = LRFD load factor for permanent loads other than dead loads = 1.0 
Lγ  = 
Evaluation live-load factor  
(Inventory/Operating, LRFR manual Table 6-4) 
cϕ  = Condition factor (Good/Fair/Poor, LRFR manual Table 6-2) 
sϕ  = 
System factor  
(for flexural and axial effects, LRFR manual Table 6-3) 
ϕ  = LRFD resistance factor = 1.0 
 The procedures of the theoretical load rating can be summarized as shown in 
Figure 4.3. For detail rating process and rating example, refer to the LRFR manual. 
The detail rating procedures of Evansville Bridge are described in Appendix A2. 
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Figure 4.3 Rating Procedures of LRFR 
4.2.2 Bridge Load Rating Through Load Testing 
Bridge load testing is to observe and measure the response of a bridge under 
controlled and predetermined loadings without causing elastic response changes in the 
structure. Load tests can be carried out to verify the structure performance under 
known loads and provide an alternative evaluation method to theoretical load rating of 
a bridge (LRFR Manual). It is recognized as the only way to determine the real 
capacity of bridges (Washer and Fuchs 1998).  
Load tests can be classified into two major types: diagnostic tests and proof tests. 
In a diagnostic test, the bridge is subjected to a pre-weighed load below its elastic load 
limit. Strain and/or deflection measurements are recorded at predetermined locations 
in order to determine the load distribution factor and stiffness of the bridge. 
Diagnostic tests are normally used to determine certain response characteristics of the 
bridge, or to validate analytical procedures or mathematical models. In a proof test, 
loads applied to the bridge are increased gradually until a certain load is reached or 
nonlinear behavior happens. Proof tests are performed to establish the maximum safe 
load capacity of a bridge, where the bridge behavior is within the linear-elastic range 
(Lichtenstein 1998). 
Bridge load rating through load testing is conducted to determine the live load 
capacity that the bridge can safely carry. Both of diagnostic and proof tests can be 
employed to provide better understanding of the behavior of the bridge, and the 
 57
measurements can be used to adjust or refine the theoretical load rating factors. In this 
study, only diagnostic tests were employed because it can be completed in less time 
than a proof test and the design plans of the target bridge are available to create a 
reprehensive analytical model. 
Prior to initiating a diagnostic load test, the bridge should be rated analytically 
using the procedures outlined in the LRFR manual. The theoretical values are then 
re-examined and adjusted to reflect the actual performance of the bridge obtained 
from the diagnostic test results. 
A major part of diagnostic testing is to assess the differences between predicted 
and measured responses that will be used in determining the load rating of the bridge. 
The following equation should be used to modify the calculated load rating following 
a diagnostic load test (Lichtenstein 1998):   
 T cRF RF K= ×  (4.2) 
where: 
RFT = the load-rating factor for the live-load capacity based on the load test results. 
RFc = the rating factor based on calculations prior to incorporating test results. 
K = adjustment factor resulting from the comparison of measured test behavior with 
the analytical model (represents the benefits of the field load test, if any) 
The adjustment factor (K) is given by 
 1 aK K bK= + ×  (4.3) 
where: 
aK = Accounts for both the benefit derived from the load test, if any, and               
consideration of the section factor (area, section modulus, etc.) resisting the 
applied test load. 
bK = Accounts for the understanding of the load test results when compared with 
those predicted by theory 
Without a load test, K = 1. If the load test results agree exactly with theory, then K 
= 1 also. Generally, after a load test K is not equal to one. If K > 1, then response of 
the bridge is more favorable than predicted by theory and the bridge load capacity 
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may be enhanced. On the other hand, if K < 1, then actual response of the bridge is 
more severe than that predicted and the theoretical bridge load capacity may have to 
be reduced. 





= −  (4.4) 
where: 
Tε = Maximum member strain measured during load test. 
Cε = Corresponding calculated strain due to the test vehicle, at its position on the 








ε =  (4.5) 
TL = Calculated theoretical load effect in member corresponding to the measured 
strain Tε . 
SF = Member appropriate section factor (area, section modulus, etc.). 
E  = Member modulus of elasticity. 
The factor Kb is defined as follows: 
 1 2b b bK K K K 3b= × ×  (4.6) 
Kb1 takes into account the analysis performed by the load test team and their 
understanding and explanations of the possible enhancements to the load capacity 
observed during the test. Table 4.1 provides guidance based on the anticipated 
behavior of the bridge members at the rating load level, and the relationship between 
the unfactored test vehicle effect (T) and the unfactored gross rating load effect (W). 
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Table 4.1 Values for Kb1 
Can member behavior be 
extrapolated to 1.33W? Magnitude of test load Kb1 
YES NO 0.4T W <  0.4 0.7T W≤ ≤ 0.7T W >  
√  √   0 
√   √  0.8 
√    √ 1.0 
 √ √   0 
 √  √  0 
 √   √ 0.5 
Kb2 takes into account the ability of the inspection team to find problems in time 
to prevent any changes of bridge condition from invalidating the test results, and will 
depend on the type and frequency of inspection. Values for Kb2 are given in Table 4.2. 
Table 4.2 Values for Kb2 
Inspection Kb2 Type Frequency 
Routine Between 1 & 2 years 0.8 
Routine Less than 1 year 0.9 
In-Depth Between 1 & 2 years 0.9 
In-Depth Less than 1 year 1.0 
Kb3 takes into account the presence of critical structural features which cannot be 
determined in a diagnostic test and which could contribute to the sudden fatigue, 
fracture or instability failure. Typical values for Kb3 are given in Table 4.3. 
Table 4.3 Values for Kb3 
Fatigue Controls Redundancy Kb3 NO YES NO YES 
 √ √  0.7 
 √  √ 0.8 
√  √  0.9 
√   √ 1.0 
Engineering judgment based on observation made during the diagnostic load test 
must be used in establishing values for Kb1, Kb2, Kb3. The values recommended for these 
parameters are based on experience and have been selected to provide a “level of 
comfort” in extrapolating the diagnostic test results to a realistic rating load. They 
should be considered as maximum values. Engineers may select smaller values as an 
appropriate consideration. 
Following the diagnostic test, the theoretical rating vehicle effects are modified 
by the term K (4.3) which includes both the benefits of the test results as well as the 
adjustment factor.  
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4.3 Software Development 
The procedures and processes of bridge load rating through load testing is 
summarized in the flow chart shown in Figure 4.4. From the geometrical & material 
properties of the bridge, visual inspection results, load configurations (design load, 
legal load and permit load) and others, the bridge is theoretically rated according to 
the AASHTO LRFR tables & procedures. This produces the theoretical rating factors 
RFC. From the geometrical & material properties of the bridge, boundary conditions, 
moving loads and dimension of lanes, finite element model may be developed to 
calculate the moments under moving loads and decide the critical positions on the 
bridge. Instrumentation plan for diagnostic load test may be worked out according to 
these critical positions. Strain responses under moving loads at crawl speeds are 
measured in the diagnostic load test. Comparison between measured strain and 
calculated strain will produce an adjustment factor K. Then the rating factors RFT 
through load test can be calculated as RFT = K × RFC. 
 
Figure 4.4 Flow chart of bridge load rating through load testing
 62
4.3.1 Programs for Theoretical Rating 
Prior to initiating a diagnostic load test, the bridge should be rated theoretically 
using procedures contained in Manual for Condition Evaluation and Load and 
Resistance Factor Rating (LRFR) of Highway Bridges (2003). The key rating 
procedures of Evansville Bridge is shown in Appendix A2. 
Actually, three different programs for theoretical rating have been developed 
during this study. For all of them, the rating factors can be automatically obtained by 
just inputting the values of the bridge properties and choosing proper values based on 
the AASHTO LRFR specifications.  
The first version was developed using Microsoft Excel, shown in Figure 4.5. 
According to the rating procedures of LRFR (Figure 4.3), a series of sheets have been 
created to calculate different values, and rating factors are obtained at the end. The 
procedures strictly follow the LRFR codes and examples. 
 
Figure 4.5 Excel LRFR load rating program 
In order to make it more convenient for users, a graphic user interface (GUI) was 
developed using Visual Basic 2005. All of the confusing LRFR codes and 
cumbersome calculations are invisible to users. Users just need to input the properties 
and parameters through the friendly interface and the software will do the rating very 
quickly. The interfaces of the Visual Basic program are shown in Figure 4.6.
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Figure 4.6 Interfaces of bridge rating software using Visual Basic 
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For integrating the theoretical rating results with load testing results to obtain 
accurate rating factors, the third version program has been developed. In the new 
version, theoretical rating is part of the software. The software also contains the 
functions of field data process and rating through load test. MATLAB platform has 
been adopted because of its strong ability of data analysis and process. 
 
Figure 4.7 Interface of bridge rating software using MATLAB 
The theoretical rating strictly follows the rating procedures of LRFR, as shown in 
Figure 4.3. The cumbersome hand-calculating rating procedures are also presented in 
Appendix A2. The list of files and their functions are shown in Table 4.4. 
Table 4.4 Files for LRFR 
Files Functions 
MainWindow.fig 
MainWindow.m Create the main window of the software 
frmProperties.fig 
frmProperties.m 
Create interface of “Bridge Properties” and allow users to 
input parameters of the bridge  
properties.mat Contains the bridge properties 
CalMoment.m Calculates moments & shears of continues beam using three-moment method  
HL93Load.m Calculates moments & shears of the bridge under HL93 Load 
LegalLoad.m Calculates moments & shears of the bridge under Legal Load 
LoadResults.mat Contains moment & shear values of HL93 design load 
LegalPermimtLoad.mat Contains moment & shear values of legal load and permit load 
frmRatingResults_Exterior.fig 
frmRatingResults_Exterior.m 
Creates interface of displaying rating factors of exterior 
girders 
frmRatingResults_Interior.fig 
frmRatingResults_Interior.m Creates interface of displaying rating factors of interior girders 
Rating_Interior.mat Contains rating factors of interior girders 
Rating _Exterior.mat Contains rating factors of exterior girders 
After the use input the bridge properties, moments and shears under design HL93 
load are calculated. The bridge is rated according to the AASHTO LRFR codes and 
rating factors can be obtained. Figure 4.8 illustrated the steps and interfaces. 
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Design Lane Load = 0.64 klf
Design Truck = 72 kips (36 tons)
 
Figure 4.8 Steps and Interfaces of LRFR
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4.3.2 Programs for Field Data Process 
The data of the diagnostic test includes data from strain gages, accelerometers 
and wireless vehicle position indicator. After the field test, data is downloaded to the 
computer for post-process. The raw data is saved as voltage code and needs to be 
converted to physical values, such as microstrain for strain and g for acceleration. The 
original signals are normally noisy and desnoing is necessary. 
The initial value of the raw signal from each channel is not zero. The signals need 
to be normalized (balanced) and converted to voltage values. Based on the gage 
factors of the wireless sensors, the corresponding signals are transformed into their 
physical values.  
Considering the raw data is noisy and denoising is necessary, the signal denoising 
method called 1-D double-density complex DWT denoising method 
(http://taco.poly.edu/selesi/DoubleSoftware/signal.html) is applied to clean the data. 
This method is very effective and the denoising results can be found in Chapter 6. 
In order to obtain the truck positions from the signal of WVPI, all peaks and 
valleys of the WVPI signal are located. The users are allowed to erase the redundant 
local peaks & valleys to insure the right calculation. By coordinating the peaks & 
valleys with the time, the truck positions in time domain can be identified. 
 
Figure 4.9 Flow chart of processing of field test data 
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Following the steps discussed above, the time domain signals (acceleration, strain, 
truck positions) can be obtained. The natural frequencies of the bridge can be 
calculated with the acceleration signals. By combining the time domain strain signals 
and truck positions, truck position domain strain records can be achieved. The flow 
chart of the data-processing procedures is shown in Figure 4.9, and the MATLAB 
interface for data processing is shown in Figure 4.10. Files for process of field test 
data are listed in Table 4.5.  














Denosing package for 1-D signal.  
(http://taco.poly.edu/WaveletSoftware/dt1D.html) 
 
Key function for denoising: 
de_signal = doubledual_S1D (noise_signal, threshold) 
 
WVPI.mat Contains processed data of WVPI signals 
 
 
Figure 4.10 Interface of processing of field test data 
The key functions and subroutines for data processing are following and they are 
also available in the attached CD. 
% open files and import recorded data for processing 
function fileOpen_Callback(hObject, eventdata, handles) 
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% data denoising using the 1-D double-density complex DWT 
function DData = DenoisedData(data) 
  
% convert signal from codes to volt, then to physical values (ue,g...) 
function AveData = AverageData(Range, Data, strName) 
 
% average & cut data based on user definition 
function AveCutData(indexCut, AveRange, TestType) 
 
% find peaks & valleys and their locations of WVPI signals 
function [P1, L1, P2, L2] = FindPeakValley (data, PeakStart) 
 
% modified interpolation method for high resolution of truck positions 
function [Ind_all, Pos_all, X_all] = InterPeaksValleys(dN77, L11, L12, 
L21, L22, DA, WC) 
 
% plot figures according to users' choice 
function WPlot(data, ddata,pmode,node,xDomain, MoreOrNot, ProOrNot) 
4.3.3 Load Rating through Diagnostic Load Testing 
After the theoretical rating and field data process, more accurate rating factors 
can be obtained by combining the theoretical rating factors with the field-testing 
results. Based on the axle weights and dimension of the test truck, theoretical 
maximum strain value at the instrumentation position is calculated. Through 
comparing the difference between the measured and calculated maximum strain value, 
an adjustment factor K can be calculated according to the procedures discussed in 
Section 4.2.2. Multiplying the theoretical rating factors with the adjustment factor K, 
the more accurate factors through field-testing can be obtained. Figure 4.11 shows the 
interface of load rating through load testing results. Table 4.6 lists the corresponding 
files. 
 
Figure 4.11 Interface of load rating through load testing results 
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Create interface of rating through load testing and 
calculate adjustment factor K 
MovingLoad.m Calculates maximum moment under test truck loads 
frmRatingResults_Exterior_LoadTest.fig 
frmRatingResults_Exterior_LoadTest.m 




Creates interface of displaying rating factors of 
interior girders 
With the advanced software, the cumbersome theoretical rating becomes much 
easier. The field test data can be processed very quickly in the lab or even on site. 
Rating factors through load testing can be calculated automatically. The software 
greatly saves the time for analysis and processing and makes the bridge load rating 
much easier to carry out. User manual of this software can be found in Appendix A5.
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Chapter 5  
Structural Model of Evansville Bridge 
5.1 Introduction 
The performance of the wireless bridge load testing & rating system is to be 
evaluated through tests conducted on Evansville Bridge. In this chapter, a simplified 
finite element model of Evansville Bridge is created using SAP2000. The model is 
used to determine the bridge’s theoretical responses under moving loads and allow for 
direct comparison with the measurements from the live load tests. Because only two 
of seven girders are instrumented, the lateral load distribution factors cannot be 
obtained through the load testing results. Therefore, the model is used to calculate the 
approximate distribution factors, which are important variables for bridge rating 
through load testing. The model is also utilized to predict the deflections of girders 
under moving load, because no displacement sensors were installed on the bridge. 
5.2 Bridge Description 
Evansville Bridge is located near the intersection of WV Route 92 with Route 50 
over the Little Sandy Creek in Preston County, West Virginia. The bridge was 
completed in 2003. It is a typical three-span continuous steel girder bridge and has a 
55º skewed angle. The total length of the bridge is 44.8 m (147 ft), in which the 
lengths of the edge spans are 14.78 m (48.5 ft) and the central span is 15.24 m (50 ft) 
long. The bridge is supported over two piers and two integral abutments as shown in 
Figure 5.1 (a). Over the piers, the bottom flange of the girder was fillet-welded to 25 
mm thick bearing plate with 6 mm weld size on both sides. Each bearing plate is 
placed over 0.12 m thick elastomeric bearings and anchored to the pier with four 32 
mm diameter and 0.6 m long anchor bolts. At the abutment ends, the girders are 
placed on 6 mm thick elastomeric pads set on top of the bridge abutments. The 
abutments are 0.9 m thick, 1.82 m high and 162 m wide. The total bridge width is 
13.4 m (44 ft) between the parapet toes. The deck accommodates two traffic lanes, 
each 3.65 m (12 ft) wide, and two shoulders of widths 2.6 and 2.9 m as shown in 
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Figure 5.1 (b). The bridge superstructure and abutments were designed in accordance 
with the AASHTO LRFD Specifications for HL-93 live load model (AASHTO 1999).  
Shoukry et al. (2005) instrumented the bridge during its construction in order to 
monitor the bridge behavior due to temperature effects and traffic loads. McBride 
(2005) developed a detailed finite element model of this bridge using ADINA and 
compared the results with the measured data from the sensors installed in the bridge. 
44.8 m





0.53 m 2.06 m
13.42 m
 0.2 m Deck
W27x84




Figure 5.1 Evansville Bridge: (a) elevation; (b) side view 
5.3 Finite Element Model of Evansville B




onses under moving loads was carried out. The output of the software presents 
results including moments, axial loads and displacements. Figure 5.2 shows the 
SAP2000 model of Evansville Bridge. 
 
Figure 5.2 SAP2000 model of Evansville Bridge 
The following material parameters were used (McBride, 2005): 
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Table 5.1 Material properties of Evansville Bridge (McBride 2005) 
Properties Steel Concrete 
Modulus of Elasticity (GPa) 199.995 30.23 
Poisson’s Ratio 0.3 0.24 
Density (Kg/m3) 7750.4 2395.7 
Coefficient nsion (/ºC) 1.2 1.1 -5  of Thermal Expa 2×10-5 26×10
At pier 1, the girders are connected to the concrete pier by a pinned support. The 
girders are only allowed to rotate about the transverse axis. The y-rotation degrees of 
freedom is set free with others fixed. At pier 2, the girders are able to translate slightly 
in the longitudinal direction and rotate about the transverse axis. Therefore, the 
x-translation and y-rotation degrees of freedom are left free while all others are fixed.  
At the integral abutments, passive pressure pp
be e
 caused by the surrounding sand can 
xpressed as following (McBride, 2005): 
 p pp K hγ=  (5.1) 
here Kp is earth pressure coefficient, Kp = 
pass
nt wall can be expressed as: 
w 3.852 when Δ/H = 0.02 or maximum 
ive earth pressures (McBride, 2005). Respectively, Δ and H are wall displacement 
and wall height, H = 2.75m. γ is the unit weight of soil, γ = 17.62 KN/m3 for medium 
dense sand. h is the depth below the soil surface. 
Then, the effective force apply on the abutme
 21F K H Lγ=  
2p p b
(5.2) 
Lb is the length of the abutment wall, Lb = 16.4 m
ffness k: 
where . 
The soil pressure can be simplified as spring force with sti
 pk F= Δ  (5.3) 
ince Δ = 0.02H, combining with equation S (5.2), k is obtained as: 
 25 p bk K HLγ=  (5.4) 
onsidering the skew angle of the bridge, th
be c
 




sin 55 62686 KN/m








The boundary conditions are summarized in Table 5.2. 
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Table 5.2 Summary of boundary conditions 
 x y z Rx Ry Rz 
Abutment 1 Sprin(62686 KN/m) (43893 KN/m)
g Spring × × √ √ 
Pie  1 r × × × × √ × 
Pier 2 √ × × × √ × 
Ab  2 Spring (62686 KN/m) 
Spring 
(43893 KN/m)utment × × √ √ 
× - fixed, √ - free 
Based on the information of bridge definitions, model of Evansville Bridge was 
crea
Analysis 
The SAP2000 allows users to define the properties of the moving vehicles (loads), 
such
s and weights of the test truck used in the 
diag
ted with shell elements. Because the moving truck paths are needed for dynamic 
response analysis, two lanes of the bridge were defined. The position of the moving 
truck on the bridge is determined by the properties of lanes and truck speed. Therefore, 
the bridge responses under moving loads can be calculated by automatically moving 
the truck loads step by step. 
5.4 Moving Vehicle 
 as axle weights, distances between axles, distance between wheels, speed, 
starting point, wheel lines, directions and vehicle sequences etc. Two major concerns 
of bridge load analysis and test – moment & deflection under moving loads at critical 
locations in girders can be calculated. 
Figure 5.3 shows the dimension
nostic load test on Evansville Bridge. The test truck crossed at crawl speed (5m/h) 
from west to east, and the starting position is 10 m away from the bridge. The distance 
between bridge centerline and drive-side wheel path is 0.45 m. 
46 KN 53 KN 53 KN
2.13 m 1.83 m
46 KN 53 KN 53 KN
5.36 m 1.40 m
Axle 1 Axle 2 Axle 3
Gross Weight
304 KN (68220 lb)
 
Figure 5.3 Configuration of test truck 
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5.5 Responses under Moving Loads 
The structural model was updated according to the configuration of test truck and 
preset truck path. Calculated moments at the middle of Span 1 in each girder are 
shown in Figure 5.4. Because the bridge has a 55°skew angle, the maximum 
moments in each girder respectively appear at different truck positions. Since the 
truck started moving at 10 m away from the bridge, the moments corresponding to the 
first 10 m are zeros. When the truck is on Span 1, positive moments are produced. 
When the truck moves on Span 2, small negative moments appear. The moments are 
almost zeros after the truck moves on Span 3. 

































Figure 5.4 FEA moments at mid-span of Span 1 
5.5.1 Comparison between Test and FEA Moments 
The field test data can be used as a basis for modifying the parameters of the 
bridge model in order that the model behaves very similar to the actual structure. 
Moments calculated from finite element analysis were compared with test moments in 
girders. The latter can be computed by multiplying measured strain records and 
non-composite section modulus to bottom of girder  ( , 
Appendix A2).  
BOTS
3213.40 inBOTS =
Comparisons between test and modified FEA moments are shown in Figure 5.5 – 
5.6. At mid-span, the maximum positive moment differences between FEA and load 
test were 0.3% in girder 3 and 4.4% in girder 4 respectively. The finite element model 
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provided an acceptable approach to predict moments at the mid-span under moving 
loads. 















At mid span of girder 3
 
 
























Figure 5.5 Moment comparison at mid-span  















Near pier of girder 3 (adjusted)
 
 























Figure 5.6 Moment comparison near pier 
5.5.3 Moments and Deflections 
For bridge load testing, instrumentation plan including locations and sensors may 
be influenced by accessibility and budget, responses at some locations may not be 
available. For example, in this study, only two of seven girders were instrumented on 
the first span and no displacement sensors were installed for deflection measurements.   
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After the FE model has been calibrated by the test data, it can be considered as a 
relatively accurate model and is capable of predicting bridge responses under moving 
loads. Figure 5.7 – 5.8 show the moments at the middle of other two spans. Figure 5.9 
– 5.11 show the deflections at the middle of each span. In the case that there are no 
measured responses, the calculated responses can be used as approximate predictions. 

































Figure 5.7 Calculated moments at mid-span of Span 2 
 

































Figure 5.8 Calculated moments at mid-span of Span 3 
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Figure 5.9 Calculated deflections at mid-span of Span 1 






























Figure 5.10 Calculated deflections at mid-span of Span 2 






























Figure 5.11 Calculated deflections at mid-span of Span 3 
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5.6 Calculation of Load Distribution Factors 
The transverse load distributions can be calculated with the ratio of that girder 













where: TDF: Transverse Distribution Factor, M: Moment in girder, j: Girder being 
evaluated, n: Total number of girders, i: ith girder. 
If all the girders have the same section properties, the transverse load 
distributions can be expressed as the ratio of that girder strain to the total bending 













where: TDF: Transverse Distribution Factor, ε : Strain in girder, j: Girder being 
evaluated, n: Total number of girders, i: ith girder. 
In this study, only two out of seven girders were instrumented during the field test 
on Evansville Bridge, the distribution factors can not be calculated from the measured 
strain values. However, the FE model has been calibrated with the test data and 
behaves similar to the actual bridge. Approximate load distribution factors can be 
determined from the FEA moments according to the equation (5.6), as shown in Table 
5.2.  
Table 5.3 Distribution factors for moment (one lane loaded) 
Girder No. G1 G2 G3 G4 G5 G6 G7 Total 
Dist. (%) 6.9 16.3 30.2 26.6 13.3 5.7 1.0 100 
The distribution factors in Table 5.2 are for the situation when one test truck is 
loaded on one lane (south lane). For this case, G3 is the critical member and carries 
30.2% of the truck moment. Because of the symmetry, the distribution factor for G3 
during a north lane pass is equal to that of G5 during a south lane pass, also 13.3%. 
Then the distribution factors when two lanes are loaded can be obtained. Table 5.3 
shows the complete list of distribution factors. 
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Table 5.4 Test truck distribution factors 
Girder No. Lane 1 Loaded (%) Lane 2 Loaded (%) 2 Lanes Loaded (%) 
G1 6.9 1.0 7.9 
G2 16.3 5.7 22 
G3 30.2 13.3 43.5 
G4 26.6 26.6 53.2 
G5 13.3 30.2 43.5 
G6 5.7 16.3 22 
G7 1.0 6.9 7.9 
Total 100 100 200 
As can be seen from the table, when two lanes are loaded, the critical girder 






Chapter 6  
Load Testing & Rating of Evansville Bridge 
6.1 Introduction 
Compared to proof tests, diagnostic tests have several practical advantages 
including a lower cost, a shorter testing time, and less disruption to traffic. In addition, 
the design plans of the bridge is available to create a representative analytical model. 
Because of these advantages, diagnostic tests were employed in this study. 
In order to evaluate the abilities of the wireless bridge load testing & rating 
syst
6.2 Theoretical Rating 
Before the diagnostic load test, Evansville Bridge was theoretically rated using 
the 
rating, the following section properties at midspan were 
obta
on 
Composite section m  steel at maximum moment section 
em, a diagnostic load test was carried out on Evansville Bridge. Before the field 
test, theoretical rating was performed. The bridge was instrumented and vehicle 
pathway was prepared according to the plan. A pre-weighed dump truck was using as 
the moving loads. Static and dynamic tests were executed and collected data was 
analyzed. A validation test was performed to assess the effectiveness and repeatability 
of the system. 
developed rating software. All three rating programs produced the same rating 
results. The rating factors are shown in Table 6.1. Detailed rating procedures can be 
found in Appendix A2. 
During theoretical 
ined, which will also be used for bridge rating through load testing later on.  
Non-composite section modulus to bottom of steel at maximum moment secti
3213.40 inS =  NC
odulus to bottom of
3334.68 inS =  C
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Table 6.1 Theoretical rating results of Evansville Bridge 
Rating Results of Interior Girder 
Design Load Rating Legal Load Rating Permit Load Limit State Rating Inventory Operating T3 T3S2 T3-3 
Strength I 
Flexure 2.13 2.76 3.91 4.31 4.60   
Shear 2.30 2.98 4.38 4.06 4.30   
Strength II 
Flexure           3.41 
Shear           2.90 
Service II   1.91 2.48 3.31 3.65 3.89 2.61 
Safe Load Capacity (tons)     82.6 131.4 156.0   
Rating Results of Exterior Girder 
Design Load Rating Legal Load Rating Permit Load Limit State Rating Inventory Operating T3 T3S2 T3-3 
Strength I Flexure 2.41 3.12 4.56 5.04 5.38   
Strength I Shear 3.65 4.73         
Strength II Flexure           2.93 
Strength II Shear           4.01 
Service II   2.42 3.15 4.20 4.63 4.94 2.52 
Safe Load Capacity (tons)     104.9 166.7 198.0   
 
6.3 Instrumentation for Load Testing 
In consideration of accessibility during instrumentation, strain gages and 
transducers were installed on two of seven girders along the first span: 1) close to the 
interior support or negative moment region (1 meter from the pier bearing), and 2) at 
the ½ span or positive moment region (marked as NEG and POS, respectively, in 
Figure 6.1 (a)). At both locations, two strain gages were installed on the bottom of the 
girder and below the top flange as shown in Figure 6.2 (a). This instrumentation 
layout results in a total eight strain measurements (4 at each instrumented section), as 
shown in Figure 6.2 (a). Meanwhile, two BDI strain transducers were clamped on the 
bottom flanges at the ½ span on these two girders, parallel with these two strain pairs 
for result comparison. 
Four accelerometers were installed on girder ③ and ④ (three on girder ③ 
and one on girder ④) at four locations: ¼ span, middle sections and ¾ span, shown 
in Figure 6.2 (a). 
 82
 83
Four SG respectively 
through conditioning board have four input channels, 
each o be con rain rs. F  
nodes were connected with stra our locations 
shown in Figure 6.2 (a).  
W to the wheel hub for measuring truck 
positions. Section 3.5.4 described the procedures of installation and calibra The 
w ference (WC) e tes k w easured as 3.30 m. Appendix A4 
also summarizes the usage of WVPI for truck position monitoring. 
It took a crew of tw ree h t all  
sensors and wireless no m  th ad  ar ed in .2. 
Configurations of the wireless nodes for differe ts a ted 
-Link® nodes were connected to the four accelerometers 
s. Since each V-Link® node 
f them can nected with four st gages or transduce our V-Link®
in gage pairs and BDI transducers at f
One G-Link® node ( VPI) was attached 
tion. 
heel circum  of th t truc as m
o people about th ours to instrumen sensors. The
Table 6des instru ented for e lo testing e list
nt tes re lis in Table 6.3. 
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(a) instrumentation plan for load testing
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Figu 2 Instrumentation for diagnostic load testing o  Brid
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Table 6.2 Instrumentation list 
Sensor Type Total Num. Position Sensor No. Serial No. Gage Factor Wireless Nodes (ID) Channel No. Conditioner 
Strain Gage 8 
S1 ST01, SB02 / 2.10 V-Link (616) 1,2 External 
S2 B04 / V-Link (617) 1,2 ExteST03, S 2.10 rnal 
S3 ST05, SB06 / V-Link (892) 1,3 Internal 2.10 
S4 ST07, SB08 / 2.10 V-Link (893) 1,3 Internal 
BDI 
Transducer 2 
S1 BDI01 1360 492.0 με/mV/V V-Link (616) 3 / 
S2 BDI02 1372 493.4 με/mV/V V-Link (617) 3 / 
Accelerometer 4 
A1 A01 317 10005 (mV/g) SG-Link (81) 4 External 
A2 A02 320 10000 (mV/g) SG-Link (82) 4 External 
A3 A03 321 10030 (mV/g) SG-Link (325) 4 External 
A4 A04 322 10010 (mV/g) SG-Link (326) 4 External 





A1 SG-Link (81) 3 / A01 / / 
A2 A02 / / SG-Link (82) 3 / 
A3 A03 / / SG-Link (325) 3 / 
A4 A04 / / SG-Link (326) 3 / 
 









Static Test Dynamic Test 















616 1,2,3 256 12800 50 512 12800 25 
617 1,2,3 256 12800 50 512 12800 25 
892 1,3 256 12800 50 512 12800 25 
893 256 12800 512 12800 25 1,3 50 
SG-Link 4 
81 3,4 256 12800 50 512 12800 25 
82 3,4 256 12800 50 512 12800 25 
325 3,4 256 12800 50 512 12800 25 
326 3,4 256 12800 50 512 12800 25 
#2 G-Link 1 77 1,2 256 12800 50 / / / 
6.4 Test Truck and Pathway Preparation 
ruck  gravel from the J.F. All
test the bridge. Figure 6.3 shows the loaded dump truck, which has four rear axles. 
wever, only two rear axles were engaged during
A dump t loaded with en Company was used to load 






e 6.3 Pre-weighed test truck 
Before th ruck was weighted and the dimension was measured. 
e actual gross weight of the test truck was 304 KN (68.22 kips). Respectively, 
.68 s), 
b en a re 5.36 m, 1.40 m. Front 
 is 2.13 m and rear wheel distance is 1.83 m. These parameters were 
ent analysis. The configuration 
 seen in Figure 5.3. 
Based on the geometric properties of the bridge and the instrumentation plan, the 
t truck only moved across the bridge following one pathway. The wheel line was 
painted on the bridge deck. As the test truck crossed the bridge, the driver followed 
 line to maintain the same lateral position. From the driver’s view, the easiest line 
follow was a line drawn underneath the centerline of the front left wheel. The test 
truck started moving at a starting line which was ma on the ound a is a t 
4 m ay from etric original point of th ge. P  of the wheel 




and rear two 106 KN (23.77 kips). Distances 
ights of three axles are: front 92 KN (20  kip
etwe






















































Figure 6.4 Plan view of the wheel line 
6.5 Wireless Communication and Triggering 
After the instrumentation of wireless sensors and installation of WVPI, the 
wireless communication needs to be set up and checked between all wireless nodes 
and antenna/laptop. Since the WVPI is located above the bridge (on the wheel hub) 
and other wireless nodes are underneath the bridge, two antennas were used. Both two 
antennas were connected with lap p was placed 
abov
 
which lead totally 12,800 samples. 
When there was not traffic passing by, the test truck was moved from the 
top through USB cables. The lapto
e the bridge and beside the parapet wall. In this way, the operator can observe the 
test truck and the coming traffic. One antenna was fixed higher in order to have a 
direct sight to WVPI and get good communication with it. The other antenna was 
placed under the bridge with extended cable for good communication with sensors on 
the girders. Communication was checked and confirmed before the load test. 
6.6 Static Test 
The static test was conducted on the bridge using the 3-axle (10 wheels) dump 
truck fully loaded with gravel. The truck crossed the bridge from the starting line on 
the prescribed route (see Figure 6.4) at a crawl speed (5mph or less), and the 
structural response was monitored continuously.  
Because there is not too much traffic on this bridge, the bridge was left open to 
the normal traffic. The test was only carried out when there was no other vehicle 
passing. Before the test, the wireless nodes were configured wirelessly according to 
Table 6.3. The sampling rate was set to 256 Hz and time duration was 50 seconds,
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shoulder to the starting line (around 10 m away from the geometric origin of the 
bridge) to wait for signal. Then the operator triggered the wireless data acquisition 
system for recording, and gave a sign to the driver. The truck crossed the bridge on 
the eastbound lane with a crawl speed to the other end of the bridge. That finished one 
run for static test. After the wireless system finished data collection, the truck was 
pulled back on the shoulder or at the starting line to wait for another run.  
Totally six runs were carried out and responses were recorded for the static test. 
Five out of six records were completed and valid.  
 
Figure 6.5 Test truck crossing the bridge with a crawl speed 
 
6.7 Dynamic Test 
Dynamic test can be performed to obtain realistic estimates of dynamic load 
tress ranges, and to determine bridge dynamic characteristics 
such as frequencies of vibration, mode shapes, and damping.  
) following the same wheel path as 
the s
alid, including three eastbound run on pre-define 
path
allowance and live-load s
Before the dynamic test, the WVPI was removed. The wireless nodes were 
re-configured (see Table 6.3). The sampling rate was 512 Hz and the whole data 
collection time was 25 seconds, which lead totally 12,800 samples. The truck crossed 
the bridge with regular speed (35mph in that area
tatic test. The wireless data acquisition system was triggered before the test truck 
moved on the bridge.  
Totally eight runs were carried on and recorded for the dynamic test, including 
two westbound runs on the left lane when the truck was driving back. Four out of 
eight records were completed and v
 and one westbound run on the other lane. 
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6.8 Test Results 
It took a crew of three people about 1.5 hours to carry out the diagnostic load test. 
All collected data were saved in the wireless nodes respectively. Data were only 
downloaded once on the site when the first test run finished, in order to check the data 
and to make sure everything was working well. After the tests were finished, wireless 
nod
loped with MATLAB for quick 
process, the software was discussed in Chapter 4. 
6.8.1 Results of Static Test 
For static test, data from WVPI and strain gages/transducers were downloaded 
and analyzed. The collected data were denoised before processing. 
6.10.1.1 Data from WVPI 
WVPI was used to measure the position of the test truck. A record of the raw data 
from WVP ts the two 
ensitive axes to tilt of the device. During this static test run, the test truck started to 
 after around three seconds the wireless system was 
triggered. The truck passed the other end of the bridge and stopped after around 35 
seco
es were brought back to laboratory, and data were downloaded for review and 
analysis. GUI data processing software was deve
I is shown in Figure 6.6. Respectively, x-axis and y-axis represen
s
move from the starting line
nds. Then it was backed up toward the starting line, and the WVPI kept recording 
data up to 50 seconds. 
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x-axis (Ch1) of WVPI
4000
















Time (sec.)  
Figure 6.6 Raw data from WVPI 
VPI data for calculating truck 
posi
In order to accurately locate peaks & valleys of W
tions, data denoising and trimming are necessary. By following the method 
discussed in section 3.5.2 and using the wheel circumference measured, the 
relationship between the truck position and time can be obtained, as shown in Figure 
6.7. 
























Figure 6.7 Original data versus denoised data from WVPI 
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6.10.1.2 Data from Strain Gages and Transducers at Middle Span 
By using the same methods for signal denoising and trimming, the strain signals 
were obtained with relevant conversion factors.  
If the temperature effect is minimum and can be ignored for the quarter bridge 
completion, the relationship between voltage output (V0) and the strain value ( Sε ) can 
be induced as: 
 0 4
S eGF VV xε× ×=  (6.1) 
where, GF is the gage factor of the strain gage, GF = 2.1; Vex is the excitation 
voltage of the quarter-bridge completion, Vex = 3 V. 








 code code ref range
V V V− ×
(6.2) 
where, codeV  is the raw signal (voltage code) downloaded from the wireless node; 
_code refV  is the reference value and used to zero the raw signal codeV ; rangeV  is the 
voltage measurement range of the wireless node and 3 VrangeV = ; n is the resolution 
of ADC 
SoftwreG  
of e wireless node, n  
in set in the node, 
th
is the ga
 = 12 since the node is equipped with a 12-bit ADC;
210SoftwareG =  in 
Then, strain value 
this case. 
Sε  of the strain gage can be calculated: 
 
( ) ( )_ 64 10
2










For the strain transducer, the strain value Tε  can be expressed as: 
 
( ) ( )_1000
2
Factor code code ref range
T n
ex Software
T V V V
V G
ε με




where, is the factor of the transducer in unit of (με/mV/V), the factor 
values can be found in Table 6.2. 
Figure cation, two 
FactorT  
6.8 shows the strain records at ½ span of girder 3. At this lo
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strain gages (strain pair) were installed respectively on the top and bottom flanges, 
one BDI strain transducer was clamped beside the strain gage on the bottom flange. 













































Strain gage on the top flange














































As discussed in section 3.3.2, BDI transducer can provide approximately 4 times 
the output as a quarter-arm strain gage, which leads improved signal-to-noise ratio 
and el can be observed in 
Figure 6.8 (upper left and upper right). With the signal-denoising method discussed 
above, the strain comparison between the strain gage and BDI tra
Figure 6.9. These two denoised outputs matched with each other pretty well although 
the s
Figure 6.8 Strain records at ½ span of girder 3 (Node 616) 
higher-resolution measurements. The difference in noise lev
nsducer is shown in 
ignal-to-noise ratios were different. 
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Figure 6.9 Bottom strain comparison at ½ span of girder 3 
Based on the corresponding truck position computed in the previous section, the 
strain records versus truck position can be plotted, as shown in Figure 6.10. Then the 
time domain strain signals are transformed to truck-position domain signals. 








































Figure 6.10 Strain records at ½ span of girder 3 (truck position domain) 
The truck started moving from the starting line, which is about 10 m away from 
the geometric origin of the bridge and corresponding to the “zero” truck position in 
the x-axis of Figure 6.10. After the truck moved forward about 10 meters, the wheel 
weight started to be applied on the bridge and the strain gages started to sense the 
 93
strain responses of the girders. 
Figure 6.11 – 6.13 show the same plots for strain records at ½ span of girder 4. 

























































































Figure 6.11 Strain records at ½ span of girder 4 
 


































Figure 6.12 Bottom strain comparison at ½ span of girder 4 (Node 617) 
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Figure 6.13 Strain records at ½ span of girder 4 (truck position domain) 
 
From the strain records in truck position domain, it can be seen that there are two 
peaks, as shown in the following Figure 6.14 and Figure 6.15. The pass of front axle 
of the test truck produces the “Peak1” with a value of around 40 με. The pass of rear 
axles causes the “Peak2” with a value around 80 με. In fact, the weight of rear axles 
(212 KN) is approximately two times of that of front axle (92 KN), which explains the 
ratio of the two pe
By comparing the two strain records at mid-span of girder 3 and girder 4 (Figure 
6.14 – 6.15), it can be found that the peaks occur at different truck positions. The 
reason for this difference is that the bridge is skewed at a 55 angle. With the geometric 
parameter (girder spacing is 2.06 m), a value of 1.44 m is computed as the horizontal 
distance between the mid-spans of girder 3 and girder 4 (2.06 m / tan (55º) = 1.44 m). 
From the measurement, the difference of truck positions when strain peaks happen at 
mid-spans on girder 3 and girder 4 is calculated at an approximate value of 1.64 m. 
































Figure 6.14 Strain records at mid-span of girder 3 
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Figure 6.15 Strain records at mid-span of girder 4 
 
6.10.1.3 Data from Strain Gages and Transducers near Pier 
Figure 6.16, 6.17 show the strain records near pier of girder 3. 
































































Figure 6.16 Strain records near pier of girder 3 (Node 892) 
























Figure 6.17 Strain records near pier of girder 3 (truck position domain) 
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Figure 6.22, 6.23 show the strain records near pier of girder 4. 

































































Figure 6.18 Strain records near pier of girder 4 
























Figure 6.19 Strain records near pier of girder 4 (truck position domain) 
 98
6.10
By applying spline interpolation method, strain records of all five runs were 
resampled at same truck position interval. Then strain records were averaged 
according to the new truck position coordinates. Figure 6.20 shows the average 
measured strain records.  
.1.4 Average Measured Strain 





















































































Figure 6.20 Average measured strain response 
From Figure 6.20, it can be notice that, after the truck passed the bridge, the strain 
records near pier (Node 892 and Node 893) did not return to zero level as those at mid 
span (Node 616 and Node 617). This shifting should not be caused by temperature 
change. Since the testing duration for each run was very short, actual valid time 
duration was only about 30 seconds although the recording duration was set to 50 
seconds for static test. If the temperature change did have a great influence, all of the 
records should shift in the same magnitude. In fact, the signal from Node 892 and 
Node 893 started to shift right after the nodes were triggered. 
This phenomenon can only be explained from the hardware configurations (refer 
to Table 6.2.). Wireless nodes 892 and 893 have internal quarter-bridge completion, 
which was ordered from the manufacture. However, Wireless nodes 616 and 617 have 
self-m  for ade external quarter-bridge completion. The quality of the resistors used
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bridge completion may influence the quality of the conditioned signals. 
n of adjustment was carried out based on equation (6.5). 
 
Adjustment was made to strain records from Node 892 and Node 893, in order to 
shift the signal back to zero level with an assumption that the shifting value was 
proportional to time. The adjusted average measured strain response is shown in 
Figure 6.26. The calculatio
( ) (1_ 1 , 1,2,3, ,ni adj i
SV SV
SV SV i i n
n
−
= + × − = )  (6.5) 
 where, n is the sample number of the strain record, ( )1,2,3, ,iSV i n=
in value after adjustm
 represents 
the strain value without adjustment, is the stra ent. _i adjSV  

























































































Figure 6.21 Adjusted average measured strain response 
At middle span, the maximum average measured strain (Positive) is 75.2± 3.8με  
in girder 3, and 74.7±3.6με  in girder 4. Near pier, the maximum averaged strain 
(Negative) -61.6±3.1με  in girder 3, and -43.2±2.9με  in girder 4. 
The experimental errors are inherent in the measurement process and cannot be 
eliminated by repeating the experiment. There are two types of experimental errors: 
systematic errors and random errors. Systematic errors affect the accuracy of a 
measurement and cannot be improved by repeating. In this case, sources of systematic 
errors may come from hardware, such as wireless nodes, strain gages, and bridge 
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completion for strain gages. Random errors affect the precision of a measurement and 
can 
Strain records from the strain pairs can be used to calculate the neutral axis 
locations (
be improved by repeating process. In this application, random errors may be 
caused by temperature variation, variation of truck pathway, dynamic effect of truck. 
6.10.1.5 Neutral Axis Location 
y )with equation (6.6). Figure 6.22 illustrates the compu
axis from two strain measurements. 



















Figure 6.22 Calculations of neutral axis and curvature 
The steel girders are W27×84 beams. The geometric parameters of the beam are: 
D = 26.71 in, tf = 0.64 in, d = D - tf = 26.07 in. Use maximum strain values recorded 
at the mid-span of girder 3 ( 75.2 , 9.7SB STε με ε με= = ), the location of neutral axis 
is computed: 29.9 iny = . Since y D> , the neutral axis of the beam locates in the 
concrete slab, which ind . 
6.10.2 Results of Dynamic Test 
For dynamic test, WVPI were removed and data from accelerometers and strain 
m ethod were used 
to cl
icates that the girder is acting as a composite beam
gages/transducers was downloaded and analyzed. Sa e denoising m
ean the strain records, and all records were normalized to their physical units.  
6.10.2.1 Data from Accelerometers 
Figure 6.23 shows the acceleration signal from each accelerometer. The sampling 
rate was 512 Hz, and there were totally 12800 samples for 25 seconds. 
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At middle span on G3


















At middle span on G4

















At 1/4 span on G3
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At 3/4 span on G3
 
Figure 6. tion records 
In order to obtain the frequency characteristics of the bridge, a LabVIEW 
program was created for power spectrum analysis of the acceleration signals. The 
LabVIEW contains a power spectrum block, which make it very easy to carry out 
frequency analysis of the acceleration signal.  
Power spectrum of acceleration signal was calculated and display in Figure 6.24 
and Figure 6.25. There are two obvious peak
major natural frequencies of the bridge. 
 test results.  
23 Accelera
s at 8.00 Hz and 10.84 Hz, which are two 
Compared with section 3.4.3.2 and the 
ambient vibration response in Figure 3.17, the same peaks are found at 8.033 Hz and 
10.86 Hz, which validates the
x 10
-4






























Figure 6.24 Power spectrum of acceleration at ½ span of gir
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Figure 6.25 shows the power spectrums of acceleration at different locations. 
There is a good coherence of frequency response among all accelerometers. The 
different spectrum magnitude indicates the different vibration power. 
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At 1/4 span on G3
























At 3/4 span on G3























At 1/2 span on G4
 
Figure 6.25 Power spectrums of acceleration at different locations 
6.10.2.2 Data from Strain Gages and Transducers 
Figure 6.26 – Figure 6.29 show the dynamic strain records from the strain gages 
and transducers when the test truck crossed at 35 mph. The difference between 
dynamic strain value and static strain value is small, and the maximum difference is 
about 10% at mid span of girder 4. That means the dynamic factor is relatively small 
due to the good condition of road surface. From filed observation, there are no 
obvious cracks and uneven pavements found on the bridge deck. 
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Figure 6.26 Dynamic strain records at ½ span of girder 3 
 















































Figure 6.27 Dynamic strain records at ½ span of girder 4 
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Figure 6.28 Dynamic strain records near pier of girder 3 
 
























Figure 6.29 Dynamic strain records near pier of girder 4 
6.10.2.3 Deflection through Double Integration of Acceleration 
As one of the required measurements, deflection represents the characteristics of 
e bridge’s isplacement 
measurements. Because the LVDT requires stationary platform as the measurement 
reference, this method cannot be applied effectively if the bridge height is so high that 
it is difficult to install the sensor and the measured results are not as reliable and 
accurate. 
Estimation of bridge displacement using measured acceleration has been carried 
th  behavior. LVDT is generally used as the method for d
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out by several researchers. Acceleration data can be integrated to obtain a reliable 
estimate of the displacement (Paultre etc. 1995, Nassif, etc. 2003, Park etc. 2005). 
By using the Integration VI in the Sound and Vibration Toolkit in LabVIEW, the 
time-domain acceleration data can be converted to velocity data (single integration) 
and displacement data (double integration). The LabVIEW block diagram is shown in 
Figure 6.30. 
 
Figure 6.30 Block diagram of double integration of acceleration 
 In this research, the force-balanced accelerometers were used, which can 
measure DC – 100 Hz signal. The DC components were eliminated by zeroing before 
double-integration processing. Figure 6.31 shows the deflection plots at three different 
locations through double-integration of acceleration data. Since no LVDT was 
instrumented because of the field condition, the calculated deflection had no reference 
to compare with. 
















at 1/4 span on G3















at 1/2 span on G3















Time (sec.)  
Figure 6.31 Deflections through double integration of acceleration signals 
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6.9 Bridge Rating through Load Testing 
The bridge was idealized as a continuous beam and basic statics were used to find 
maximum moments due to live loads. The stresses produced by these moments may 
be found by applying the appropriate section modulus. The composite section 
modulus to bottom of steel at maximum moment section ( ) is 
pertinent to this diagnostic test. 
Load distribution factors (LDF) obtained from FEA are used in bridge rating 
through load testing. The factors can be found in Table 5.3.  
By creating a simple model of a typical beam using the structural model program, 
such as RISA 2D, the maximum theoretical moment produced by the test truck on the 
bridge w
3334.68 inCS =
as determined: M  = 616.0 KN.m when the front axle is located at 23.75 m
(from
 
 the starting line which is 10 m away from one end of the bridge), see Figure 
6.32 and Figure 6.33. 




15.24 m 14.78 m
 
Figure 6.32 Simplified point forces on G3 
























Figure 6.33 Moment at the middle of the 1st span of girder 3 
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Because the load test was semi-static test, the impact moment was not counted in. 
n both lanes, can be 
calculated : 
Then the bending moment in G4, when two trucks loaded o
 616.0 53.2% 327.7 KN.mmM M LDF= × = × =  (6.7) 
According to equation (4.5), the theoretical bottom-flange maximum strain 
resulting is the maximum moment dividend by the composite section modulus: 
( ) ( )33 3 3
327.7 KN m 298.5
334.68 in
mT
C SF E S E 0.0254 m in 200 GPaC
MLε ⋅= = = με=
× ×
 (6.8) 
s 74.7±3.6The measured maximum strain recorded in girder 4 wa με
line. This strain value is 
 when the 
truck’s front wheel was about 24 m away from the starting 
for the case of one lane loaded. When both of lanes were loaded, the adjusted strain 
value of 146.6με  was calculated as shown in equation (6.9). 
 53.2%74.7 149.4T 26.6%
ε με με⎛ ⎞= =⎜ ⎟  (6.9) 
⎝ ⎠
 An apparent section modulus can be calculated by using the adjusted strain 






327.7 KN m 669.3 in










 The reason for the difference between the AASHTO composite section modulus 
and the apparent section modulus are related to differences between the actual and 
assumed transverse and longitudinal distributions, as well as additional composite 
action beyond that specified by AASHTO. 
 According to the discussion in section 4.2.2, the analytical rating factor CRF  
was adjusted by a factor K to obtain a new rating factor TRF  
es two factors 
based on the diagnostic 
test results.  The adjustment coefficient includ  and 
must be evaluated. 
 








= − = − =  (6.11) 
 1 2 3b b b bK K K K= × ×  (6.12) 
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1bK  can be determined based on Table 4.1. Before that, the T W  ratio needs to 
be calculated. “T” was gross weight of the test truck, and “W” was HL-93 rating 
vehicle weight. For the vehicles used for Evansville Bridge the ratio 
was 68.22 kips 72 kips 0.95 0.7T resulting value of W = > , From Table 4.1, the 
outine 
inspections that occurred between 1 and 2 years. 
From Table 4.3, the value of was chosen as 0.8 because the bridge was fatigue 
sens
1bK 1.0= . 
A value of 0.8 was chosen from Table 4.2 for 2bK  as a result of the r
3bK
itive, and redundancy was established. 
Thus:  
 1.0 0.8 0.8 0.64bK = × × =  (6.13) 
Then using equation (4.3), the adjustment factor K was calculated: 
 1  (6.14) 
atings for this bridge before and after the load 
test are summarized in Table 6.8. The rating factors through load test are obtained by 
multiplying the theoretical rating factors by 1.64. 
1 0.998 0.64 1.64a bK K K= + = + × =
The diagnostic test has resulted in an adjustment factor of 1.64 which could be 
applied to any rating level. The HL-93 r
Table 6.4 HL-93 rating results before and after load test 
Rating Results of Interior Girder 
Limit State Design Load Rating Legal Load Rating Permit Load Rating Inventory Operating T3 T3S2 T3-3 
Strength I 
Flexure 2.13 (3.49) 
2.76 
(4.52) 
3.91 4.31 4.60 
(6.41) (7.08) (7.55)   
Shear 4.38 4.06 4.30   2.30 2.98 (3.77) (4.88) (7.19) (6.66) (7.05) 
Strength II 
Flexure           3.41 (5.59) 
Shear         2.90 .76)   (4









(255.4)   
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6.10 D
PI), a resolution of one-quarter w
through locating the peaks & valleys of the acceleration signals of the WVPI recorded 
with the rotation of the wheel. This resolution is 4 times higher than that of the widely 
used
he test truck is measured as 3.30 m. 
If th
ough for those bridges with long spans. 
How  bridges with short spans, such as Evansville Bridge which has a span 
with 14.78 m in length, the resolution is relative low and not enough to coordinate 
critical points with truck positions. By using WVPI, th
can  is suitable for 
identification of truck positions in load tests for short-span bridges.
In fact, the strain signal conversion from time domain to truck-position domain 
can 
d devices, some details of the strain 
signal still ca  & Valleys” 
method. As shown in Fig ear th
strain v  were  the o re s. be se the 
original “Peak ley hod  r n /4 not be le to 
acquire all of th ls be  the r tion  hig
iscussion on Resolution of WVPI 
As discussed in Section 3.5.2, by using the wireless vehicle position indicator 
(WV heel-circumference (WC/4) can be achieved 
 BDI AutoCliker, which has a resolution of one wheel-circumference (1WC).  
In the load test, the wheel circumference of t
e BDI AutoCliker is used in the test, the resolution of truck position can only 
reach 3.30 m. This resolution may be en
ever, for
e resolution of truck position 
be improved to 0.825 m. With much higher resolution, the WVPI
 
be considered as a sampling process. The time domain signal is the target signal 
and the truck-position domain signal is the sampled signal. The resolution of WVPI is 
relative to the sampling frequency. Although the WVPI provides much higher 
resolution of truck position than other methods an
n not be properly presented by using the proposed “Peaks
ure 6.34, actually there are two peaks n e maximum 
en that alue, which  caused by passes of  tw ar axle It can 
s & Val s” met  with a esolutio  of WC  may  ab
e detai cause esolu is not h enough in this case. 
 110




































Figure 6.34 Sampling with the original “Peaks & Valleys” method 
In Section 3.5.4, two ways to improve measurement resolution of WVPI haven 
been discussed. One approach is to deploy more wireless G-Link® nodes and use the 
same algorithm to locate the peaks and valleys. The other one is to interpolate the 
rotation angle in a small range of 90° rotation with the assumption of sinusoidal 
characteristic in the range. The latter approach will be evaluated because it needs only 
some modifications in the algorithm without any other installation and cost.  
Respectively, Figure 6.35 and Figure 6.36 display the results of sampling strain 
signal by interpolation at rotation angles of 30° and 10°, which lead corresponding 
improved resolutions of WC/12 and WC/36 (0.275 m and 0.092 m for the case). As we 
can see, the modified method provides an even higher resolution than the original 
approach and is able to present details of the strain signal very well. 
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Figure 6.35 Sampling with modified method (interpolation at 30°) 




































Figure 6.36 Sampling with modified method (interpolation at 10°) 
Figure 6.37 shows the strain signals in truck position domain with original “Peaks 
& Valleys” method and modified interpolation method (interpolation at a 10° resulting 
a resolution of WC/36). The detail information of the strain peaks is got with the 
modified method. Actually, these peaks are corresponding to the passes of axles of the 
test truck. Distances between the peaks are approximately the distances between the 
axles. From the records, the distances between peaks are obtained as 5.14 m and 1.10 
m, which are close to the measured axle distances of 5.36 m and 1.40 m. 
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Figure 6.37 Strain signals in truck position domain with different methods 
 
6.11 Confirmation Test 
In order to validate the repeatability of the load test, a validation test was carried 
out on the same bridge on April 14, 2010. 
A dump truck loaded with gravel from the J.F. Allen Company was used in the 
test. The actual gross weight of the test truck was 300 KN. Respectively, weights of 
three axles are: front 80 KN, rear one 110 KN and rear two 110 KN. Distances 
between axles are 5.33 m, 1.52 m. Front wheel distance is 2.13 m and rear wheel 
distance is 1.83 m. 
Same instrumentation plan and test procedures were followed as previous 
experiment. The truck path is different, as shown in Figure 6.38. Different truck path 









Figure 6.38 Truck path of the load test 
Figure 6.39 shows the strain records at ½ span of girder 4. At this location, same 
as that in the previous experiment, two strain gages (strain pair) were installed 
respectively on the top and bottom flanges, one BDI strain transducer was clamped 
beside the strain gage on the bottom flange.  
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Figure 6.39 Strain records at ½ span of girder 4 
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Figure 6.40 Bottom strain comparison at ½ span of girder 4 
From the strain comparison (Figure 6.40) between strain gage and BDI transducer, 
which were installed in parallel, it can be seen that the two denoised outputs matched 
with each other pretty well.   
FE model was updated with new truck dimension, weights and path. New load 
distribution factors were calculated from the new model, as shown in Table 6.6. 
Table 6.5 Test truck distribution factors 
Girder No. Lane 1 Dist. (%) Lane 2 Dist. (%) Total Dist. (%) 
G1 11.5 0.3 11.8 
G2 18.8 4.5 23.3 
G3 28.5 11.7 40.2 
G4 24.7 24.7 49.4 
G5 11.7 28.5 40.2 
G6 4.5 18.8 23.3 
G7 0.3 11.5 11.8 
Total 100 100 200 
The average maximum strain recorded in girder 4 is 66.8με . When both of lanes 
are loaded, the ad (justed strain through testing )4.7% 133.666.8 49.4% 2Tε με= με= . 
Combing the distribution factor in Table 6.6, the th -flange maximum 
strain 
eoretical bottom
Cε is calculated with the same method discussed in section 6.9, 280.9Cε με= . 
Then, the adjustment factor K can be calculated: K = 1.69.  
Setups of the two load tests are compared in Table 6.6.  
 115
 116
Table 6.6 Comparison of test trucks and path 
Properties Test 1 Test 2 Difference (%) 
Truck Weight 
(KN) 
Gross 304 KN 300 KN 1.3% 
Axle 92, 106, 106 KN 80, 110, 110 KN 13%, 3.8%, 3.8% 
Path (centerline to wheel) (m) 0.5 m 1.0 m 100% 
Test Date 11/19/2009 04/14/2010  
Strain measurements of two tests are listed in Table 6.7. Average strain variation 
is about 10%. Considering the change of wheel positions in the two tests, the variation 
is acceptable. Table 6.8 presents the comparison of distribution factors calculated 
from finite element model. 
Table 6.7 Comparison of strain measurements  







Test 1 79.7 74.4 75.7 69.6 74.1 74.7 3.6 
10.6% 
Test 2 64.8 70.9 65.1 66.5 / 66.8 2.8 
 
Table 6.8 Comparison of distribution factors 
Girder #1 #2 #3 #4 #5 #6 #7 Total 
Dis. (%) 
(2 lane load) 
Test 1 7.9 22.0 43.5 53.2 43.5 22.0 7.9 200 
Test 2 23. 0  11.8 23.3 40.2 49.4 40.2 3 11.8 20
 
Table 6.9 Comparison of calculated adjustment factor K 
 Test 1 Test 2 Diff e (%) erenc
Adju ent Factor K 
(Calculated from Test data) 
.64  
stm
1 1.69 3% 
Fro le 6.9, it can be that the values of calculated adjustment factor K are 
very ates th
ating system.    
m tab seen 
 close with a difference of 3%. The fact valid e effectiveness and 
correctness of this wireless bridge testing and r
 
Chapter 7  
onclu s a m i
7.1 Conclusions 
onal wired DAQ systems, wireless DAQ systems have 
significant advantages: a) they can remedy the recurring cabling problem. b) 
they reduc  less manpower 
d. 
Th le dg d t  & ng m developed in this study 
provides a reliable and low-cost t olog for ural uation of 
highway bridges using LRFR procedures. 
3. lacement of the system demonstrates its icien  no le,
installation, and less testing time. 
la  o  s  o an  B  r ed pe
working for 3 hours. Ten rounds of tests were performed in 1 hour with no 
traffic control and using four wo
le position indicator (WVPI) features merits of wireless, 
t, fast lation, and hi solution. 
 test 2, ε2 = 66.8±2.8 
µε. The calculated adjustments factors for rating are respectively 1.64 and 1.69, 
with a 3% difference. 
7. Comparison between field test results and theoretical rating results for 
Evansville Bridge indicates that LRFR theoretical rating procedures produce 
lower rating factors than those obtained through load testing. 
C sion nd Reco mendat ons 
The following conclusions can be drawn from this study based upon the 
theoretical and experimental analyses: 
1. Compared to traditi
e installation cost with less time consumption and
neede
2. e wire ss bri e loa esting  rati syste
echn y struct eval
Field p  eff cy: cab  fast 
4. The p cement f the ystem n Ev sville ridge equir two ople 
rkers including the truck driver. 
5. The wireless vehic
low cost, lightweigh instal gh re
6. The wireless bridge load testing system developed in this study produced 
satisfactory repeatability of calculated LRFR factors. For test 1, measured 
maximum strain value is ε1 = 74.7±3.6 µε. For validation
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8. Because of its m  bridge load testing & rating 
system is an effe  capacity of bridge. 
 bridge 
lts and 
field test results.  
wired strain gages and BDI strain transducers can 
accurately measure the strain responses of the bridge. OMEGA pre-wired 
 surface cleaning and can be easily fixed by 
 external completion produces stable strain output.  
erits, the low-cost wireless
ctive means to evaluate the real
9. Finite element model of Evansville Bridge provides a prediction of the
responses under moving loads with 5% difference between FE resu
10.Both OMEGA pre-
strain gages need more time for surface preparation and installation, and BDI 
strain transducers only need rough
C-clamps. However, the price of the BDI strain transducer is much higher. 
11.Result comparison between external and internal quarter-bridge completion 
for strain gages shows that internal completion may cause the strain record to 
shift and the
 118
7.2 Future Work 
1. The reliability of LRFR bridge load testing & rating system should be further 
evaluated for different types and spans of bridges. If allowed, more path 
routes should be prepared for the load tests. 
5. In order to minimize installation time, strain transducers can be used to 
replace strain gages. Meanwhile, the transducers can be reused on other 
bridges. 
6. If possible, LVDTs or other devices can be installed to measure the deflection 
at the mid-span. Then the measured deflection can be used to compare with 
the deflection obtained from double-integration of acceleration in order to 
validate the reliability and accuracy of this approach. 
2. The system developed in this work should be expanded to include sensors and 
wireless nodes mounted on all spans of a bridge and on all girders. The LRFR 
software should then be modified accordingly. 
3. Smaller signal conditioners for strain gages and accelerometers with low 
power consumption should be developed. 
4. The wireless data acquisition software can be integrated with the data 
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Appendix A1 
MicroStrain® Wireless Nodes  
Architecture 
The MicrosStrain® wireless node platform was developed from off-the-shelf 
components, relying on IC’s (integrated circuits) for miniaturization and cost 
reduction. The original platform has 8 channels of analog input. Channels one through 
quarter bridge sensors, such as strain gages and load cells. Channels five through 
is reserved for an onboard solid-state 
plications (Galbreath, et al. 2003). 
 collects sensor data via an 8-channel, 
(AT45DB41, Atmel Corporation, San Jose CA), or streamed wirelessly. If the latter 
rrier. 
end 
four feature amplified full-differential input, with software programmable gain and 
offset, with optional bridge excitation and completion for interfacing full, half, or 
seven provide non-amplified pseudo-differential input, accepting analog voltages 
between 0 and 3 volts. The last channel 
temperature sensor (TC1046, MicroChip Technologies, Chandler AZ). The platform 
also features three 12-bit digital to analog converters that enable wireless 
bi-directional control ap
At the heart of the wireless sensor is a low power 8-bit micro-controller 
(PIC16F877, MicroChip Technologies) that
12-bit successive approximation A/D converter (MCP3208, MicroChip Technologies). 
This data can then be stored locally to an onboard 2MB flash memory chip 
collection method is chosen, a half-duplex, narrowed ASK transceiver (DR-3000-1, 
RF Monolithics, Dallas TX) sends the sensor data at 75 Kbps, over a 2.4 GHz ca
On the user/controller-end, a base-station with the same telemetry hardware receives 
the incoming data stream, and forwards the data to a PC via a standard RS-232 serial 
port. Since the telemetry hardware is bi-directional, the base station can also s
commands and data to the remote nodes. This allows the user to reconfigure the 
operational parameters of the nodes wirelessly, and trigger data collection sessions 
(Galbreath, et al. 2003). The functional block diagram is shown in Figure 1. 
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Radio Frequency

















The system latency was 
mea
 
Figure 1. MicroStrain wireless node block diagram (Galbreath, et al. 2003) 
The network topology was implemented as a single-hop, hierarchical model, 
capable of supporting hundreds of nodes per base-station. Combined with the 
well-defined behavior of the narrowband RF transceiver, the topology enabled a 
minimal and deterministic sensor streaming latency. 
sured to be less than 2ms by measuring the time between and A/D sample on the 
remote node, and reception of this data on the serial port of a PC (Galbreath, et al. 
2003). 
The communication range of the wireless nodes can be up to 70 m line-of-sight 
with the standard 2.2 dBi antenna. Furthermore, three optional range extending 
antennas (5.5 dBi omni antenna, 8 dBi patch antenna, 14 dBi patch antenna) are 
available, which are capable of providing a 150% to 400% (up to 300 m) range 
improvement, illustrated in Figure 2 (MicroStrain® Technical Note, 2007). Attention 
must be paid to the difference between the omni-directional antenna behavior and the 
unidirectional behavior of the patch antennas. 
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Figure 2. Wireless communication range with different antennas (MicroStrain) 
Wireless sensor streaming occurs at a fixed rate of 75 Kbps, which allows for 
approximately 1700 data points per second, depending on the number of active 
channels. Datalogging occurs at one of seven user-selected sample rates between 32 
Hz and 2048 Hz (32 Hz, 64 Hz, 128 Hz, 256 Hz, 512 Hz, 1024 Hz, 2048 Hz). This is 
a sw
that the device synchronization is better than 100 microseconds over a 10 
seco
Since access to civil structures can be limited, battery life is one of the most 
important design considerations for the Datalogging transceiver. RF communications 
often dominate energy consumption in wireless sensing applications, so it is important 
to develop a communications protocol that minimizes radio usage on the remote node. 
It is also important to implement intelligent sleep states, since the nodes may remain 
on civil structures for a long time without user-interaction. The microcontroller on the 
remote node features a low power sleep mode that can be excited via a watchdog 
-100m 
eep rate, covering all active channels, with a maximum aggregate bandwidth of 
16,384 data points per seconds (when all eight channels are selected). This 
information is stored on a 2 megabyte, non-volatile flash memory chip (Galbreath, et 
al. 2003). 
As for multi-node data logging, data from remotely located nodes can be 
precisely synchronized if the broadcast triggering mode is used. The technical note 
claims 
nd data collection period (MicroStrain® Application Note, 2007). 
For strain sensing applications, the ability to wirelessly program sensor offsets 
and gains has been an important feature of the signal conditioning, because strain 
gages typically exhibit significant offset due to changes in resistance induced during 
installation. Furthermore, gain programmability is important because in many 
applications the full scale strain output is not known, and therefore the system gain is 
required (Arms, et al. 2003).  
Standard 2dBi Omni 8dBi patch5.5dBi Omni 
-70m 70m 100m 140m 280m 
14dBi patch 
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timer, or an external interrupt. This enables two low-power monitoring modes. In the 
first mode, the microcontroller periodically awakes via a watchdog timer interrupt, 
turns on the telemetry hardware, and listens for a wake command from the base 
station. If it does not detect a wake command within 50msec, it returns to the same 
sleep mode. In the second mode, the microcontroller remains in the low power sleep 
m  rising external analog voltag a e interrupt. Comparison of 
the power required for three distinct modes of operation is: 1) transm F data: 
4
0.02
ode until a e triggers h rdwar
ission of R
5 milliwatts; 2) processing/logging of sensed data: 5.0 milliwatts; and sleep mode: 
 milliwatts (Arms, et al. 2003). 
Hardware Configuration 
MicroStrain® mainly has 4 types of 2.4GHz wireless nodes with different 
configurations and purposes: V-Link®, SG-Link®, G-Link® and TC-Link®, shown 
in Table 3.1. Only G-Link®, V-Link® and SG-Link® nodes were used in this 
research. Pin-out of the SG-Link® and V-Link® are shown in Figure 3 and Figure 4 
respectively. G-Link® node doesn’t have pin-out. 
Both of SG-Link® and V-Link® nodes have versatile programmable hardware 
that
ages, and load 
cells
tion was ordered or using external bridge completion. 
The
 allows the system to read data from practically and conventional sensor that 
produces a voltage output from 0-3.0 volts. The node includes programmable 
functions such as amplifier gain and offset that make it especially easy to deal with 
sensors, including mV output sensors such as accelerometers, strain g
. The V-Link® node provides four channels that support milli-volt level sensors 
and three channels are provided that support higher voltage (0-3.0V) sensor inputs. 
For the SG-Link® node, there are one channel for milli-volt level input and one 
channel for higher voltage input. The differential input channels allow for direct 
connections of a full Wheatstone bridge. Half and quarter bridges are supported if the 
optional internal bridge comple
 0-3.0 volt inputs allow direct input of analog sensors that have a high-level 
voltage output. Higher input voltages will require a voltage divider to avoid damaging 
the unit. The system uses a 12 bit A/D converter, to convert the output of the A/D 










Additionally the G-Link®, V-Link® and SG-Link® nodes have an internal 
temperature sensor and an internal connection to the battery that allows the user to 
measure the battery output voltage. The temperature sensor outputs 6.25 mV/ºC, and 
it can be calculated based on Equation (2). 
 [ ]
[ ]















Most of the hardware functions are programmable. This includes: 
• Sampling rate of system in datalogging mode (fixed in streaming mode) 
• Channels sampled 
• Programmable amplifier gain 
• Offset on amplifier chains (useful for sensors with large initial offsets) 
• Duration of sampling time in datalogging mode 
1 2 3 4 5 6 7 8
SG-Link Pin Out
SG-Link Pin Assignments
1. Vxc                5. Sense
2. Sensor +        6. Ain
3. Sensor -         7. GROUND
4. GROUND     8. Vinput
 






















Green When Fully Charged
V-Link Pin Assignments
1.  GROUND                13. Sensor 1+
2.  Vin (Optional)         14. Sensor 1 Sense
3.  Ain6                         15. Sensor 1-
4.  Ain5                         16. 
5.  Sensor 4+                 
6.  Sensor 4 Sense         18. Sensor 2-
7.  Sensor 4-                  19. Sensor 2 Sense
8.  GROUND                20. Sensor 2+
 Vout1
 Vout2
11. Sensor 3 Sense        23. Vout3
12. Sensor 3+                24. Ain7
Sensor Power Out
17. GROUND
9.  Sensor Power Out    21.












oStrain) Figure 4. Connector for the V-Link® node (Micr
 
Power Consideration 
The MicroStrain® node is normally powered by its internal rechargeable Lithium 
Ion battery and may also be powered by an external source. The node has a 2 position 
on-and-off toggle switch on its sidewall next to the antenna post. With the node 
placed flat with the label up, OFF is down and ON is up. 
The MicroStrain® node contains an internal rechargeable Ultralife® brand 3.7 
volt Lithium Ion battery. Properties of the internal batteries for different wireless 
nodes are listed in Table 1. The internal battery should only be charged with specified 
external power supply which outputs +9 Volts DC. Charging may take up several 
hours depending on battery depletion. 
Table 1. Properties of internal batteries (MicroStrain) 
Nominal Capacity Recharge Cycle Life Node Type Battery Model @ C/5 Rate @ 23 ºC @ C/5 to 80% 
V-Link® UBPC003 600 mAh > 500 
SG-Link® UBPC005 200 mAh > 300 
G-Link  300 ® UBPC005 200 mAh >
TC-Link® UBPC003 600 mAh > 500 
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The MicroStrain® node may be directly powered by external batteries, external 
regulated power supply or other external source. The source should deliver stable 
voltage, must range between 3.2 to 9.0 volts DC, and must be capable of sourcing at 
least 50 mA. The power may be applied through the external power supply barrel 
connector on the side of wall of the node. Polarity must be observed: the center post is 
+ (positive) and the outside barrel is ground. Alternatively, external power may be 
applied through pin 1 (GND) and pin 2 (Vin) on the terminal block connectors. 
There is an internal 2-position power switch on the top of the node circuit board 
assembly. The “default” position allows the node to only operate on the internal 
battery power and at the same time allows the battery to be recharged through the 
recharge/power connector. Additionally, the “default” position allows the node to be 
charged through the terminal block. The “bypass” position allows the node to only 
operate on power supplied through the recharge/power connector. Additionally, in 
“bypass” pos the terminal 
t operational in the bypass position. 
ition allows the node to operate on power supplied through 
block. The recharging circuit is no
Power consumption on the wireless node is influenced by a wide range of 
variables including operating mode, sampling rate and number of active channels. A 
power profile which outlines power consumption for the matrix of operating states is 
demonstrated below. 





Sleep Interval (s) 1 2 3 4 7 5 6 8 9 10 11 12 13 14 
Average Current 




S detreaming Mo  
Num. of Active 
Channels 1 2 3 4 5 6 7 8 




30.10 30.06 30.06 30.09 30.11 28.95 30.11 29.92 
Da ota Logging M de 
Num. of Active 
Channels 1 1 2 2 3 3 44  5 5 6 6 7 7 8 8 




14.55 17.98 14.61 20.24 14.65 22.5 14 14.70 24.83 14.70 27.47 14.80 30.17 4.86 31.61 14.86 32.34 
Low Du C)ty Cycle (LD  Mode 




0.19 0.21 0.26 0.34 7 7.241.39 1.6 2.28 4.01 6.85  13.96 24.57 
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Sleep Interval (s) 1 2 3 4 5    6 7 8 9 10 11 12 13 14 
A 0 2 9 6 5     verage Current (mA) 0.4 0.2 0.1 0.1 0.1 0.12 0.11 0.10 0.10 0.10 0.09 0.09 0.09 0.09 
Idle Mode 
A A) 27 verage Current (m
Streaming Mode 
Num. of Active 3 4 Channels 1 2 
Sa (Hz) 736 679 617 565 mple Rate 
Average Current 
ad 31.39 31.61 31.90 32.16 (mA), 4×1Kohm lo
Data Logg de ing Mo
Num. of Active 
Channels 3 4 4 1 1 2 2 3 
Sample Rate (Hz) 3 204 32 2048 32 2048 32 2048 2 8    
A rent 
ad 1 2 16 24 16. 27. 16. 0.8
verage Cur
(mA), 4×1Kohm lo 6.53 0.71 .61 .37 61 66 71 3 1 
Low Duty Cycle (LDC) Mode 
Sample Rate (Hz) 0.1 0.2 0.5 1 2 5 10 25 50 100 250 500 
Average Current 
(mA), 4×1Kohm load 0.07 0.08 0.12 0 .88 3.28 5.60 11.83 11.86 28.90 .17 1.17 1.40 1
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Num. of Active 1 2 3 4 
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Table 4. G-Link® power profile (MicroStrain) 
Sleep Mode 
Sleep Interval (s) 1 2 3 4 5 7 8 9 10 11 12 13 14 6 
Av 0  0  0  0  0  0  0  0  0    erage Current (mA) .75 .45 .33 .26 .23 .22 .20 .19 .18 0.18 0.17 0.16 0.16 0.16 
Idle Mode 
Average Current (mA) 29 
Streaming Mode 
Channels 
Sample Rate (Hz) 736 679 617 565 
Average Current 
(mA), 4×1Kohm load 25.97 25.96 26.47 26.47 
Num. of Active 1 1 2 2 3 3 4 4 
Data Logging Mode 
Channels 
Sample Rate (Hz) 32 2048 32 2048 32 2048 32 2048 
Average Current 
(mA), 4×1Kohm load 11.54 16.05 11.60 19.61 11.65 22.97 11.71 26.56 
Sample Rate (Hz) 0.1 0.2 0.5 10 25 50 100 250 500 
Low Duty Cycle (LDC) Mode 
1 2 5 
Average Current 
(mA), 4×1Kohm load 0.12 0.12 0.15 0.17 1.15 1.28 1.53 2.26 3.45 6.51 13.29 23.42 
Configuration for Strain Sensors 
The V  and SG-Link® nodes can be used with quarter, half and full bridge 
strain gages. However, for the quarter and half bridge strain gages, the nodes should 
be ordered with optional on-boa d istors. Otherwise, th etion of the 
bridge must be completed externally. The configuration and connection between strain 
gages and wireless nodes are shown in Table 5 and Figure 5. As for  full bridge 
sensor, such as strain transducers, it can be connected directly wit de with the 
configuration as shown in Table 6 and Figure 6. An example of V-Link® node 
connections is shown in Figure 7. 
Table 5. Connection of MicroStrain® for quarter bridge strain gauges  
-Link®












SG-Link 5 3 4 
V-Link 
 15 17 14
19 18 17 
11 0 8  1



























Figur croS in® e  quarter bridge completion diagram 
 
e 5. Mi tra  nod  internal
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SG-Link 1 1 2 3 4 
V-Link 
1 16 13 15 17 
2 16 20 10 17 
3 9 12 10 8 




































































Rating of Evansville Bridge 
teel Stringer Bridge
Load and Resistance Factor 
 
Three Span Composite S  
and Exterior Stringers Evaluation of Interior 
Given: 
  Spans:      
  Year Built:     2003 
  Materials:    A36 St
        5
48.5 ft, 50 ft, 48.5 ft 
eel 
i0 ksyF =  
        
  Condition: No deterioration 
  Riding Surface: Minor surface deviations 
  ADDT (one direction): 1000 
  Skew:     55 degrees 
 
1. Section Properties:
' 3 ksicf =  
 
 




13.355 iny =  




(The ratio of the moment of inertia of the 
cross section of a beam undergoing 
flexure to the greatest distance of an 
element of the beam from the neural 
axis.) 
 
Section Modulus at top of steel 
 




3213.4 intS =  





 Effective Flange Width effb  
 Minimum of: 
: 
1) One-quarter of the effective span length: 
 ( )4 0.7 48.5 12 4 101.85 inL = × × =  eff
2) 12.0 times t
or one- of the girder:               
                                       
he average depth of the slab, plus the greater of web thickness 
half the width of the top flange 
                                   
( )12.0 greater ,1 2 100.98 ins w f topt t b+ =  
controls 81 inS =  3) The average spacing of adjacent beams: 
81inb =eff  
 
Modular Ration: (n): 
 'for 2.9 3 3.6, 9cf n< = < =  
 
T ical Interior Stringer: yp
onc. 8 in. × 81 in.
 
Short-Term Composite (n):  W27 × 84 & C  
 
 81/n = 9 in. 
Transformed Slab 
26.264 iny =  












Section Modulus at top of steel 
3in  19694.17tS =
 
Section Modulus at bottom of steel 










Long-Term Composite (3n):  W27 × 84 & Conc. 8 in. × 81 in. 




21.890 iny =  





Section Modulus at top of steel 
 











31380.07 intS =  






N PROPERTIES AT MIDSPAN 
 
 Steel Section Only Composite Section – Composite Section – Short Term Long Term 
TOP steelS  213.4 19694.17 1380.07 
BOTS  213.4 334.68 303.86 
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2. DEAD LOAD ANALYSIS – INTERIOR STRINGER 
 
2.1 
 ead Load: 
  Deck: kip/ft 
  Stringer:   0.084 kip/ft 
  SIP forms:   0.169 kip/ft 
  Diaphragms:  0.037 kip/ft 
  Total per stringer: 0.981 kip/ft 
 
Moment 
Components and Attachments 
1DC  a) Non-Composite D





 b) Composite Dead Load:  
  Curb:    0.0 kip/ft 
  Parapet:    0.082 kip/ft 
  Railing:    0.0 kip/ft 













DCM = 8 kip-ft @ Midspan0
1









3. LIVE LOAD ANALYSIS – INTERIOR STRINGER 
Factors (Type (a) cross section). 
 
I. Compute Live-Load Distribution 
  
Longitudinal Stiffness Parameters gK  
 
( )2 (4.6.2.2.1 1)Bg EK I Ae= + − ( )4
4
94828.062 in
modulus of elasticity of beam material ( = 29000 ksi)
modulus of elasticity of deck material (ksi)

















ween the centers of gravity of the 
basic beam and deck ( = 17.355 in)
33,000 ' (5.4.2.4 1) 3155.924 ksi
unit weight of concrete ( = 0.145 kcf)















One Design Lane Loaded:                  (Table 4.6.2.2.2b-1)
0.06
14 12.0






⎛ ⎞⎛ ⎞ ⎛ ⎞= + ⎜ ⎟⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠ ⎝ ⎠
⎟
⎠
ts ( = 6.75 ft.)
de
depth of concrete slab ( = 8 in.)s =
 
  





⎛ ⎞⎛ ⎞ ⎛ ⎞= + ⎜⎜ ⎟ ⎜ ⎟ 39.5 12.0 sL Lt⎝ ⎠ ⎝ ⎠ ⎝
S = spacing of supporting componen
span length of ck ( = 48.5 ft.)L =
t
1 20.429 0.565m mg g= < = 0.565mg =  
 
b) Distribution Factor for Shear  Vg  
2.0
One Design Lane Loaded:                  (Table 4.6.2.2.3a-1)
0.36
25.0
Two or More Design Lanes Loaded:
0.2
12 35










>  1 20.630 .725V Vg g= < =  =0 0.725Vg =  
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II. Compute Maximum Live Load Effects (Using RISA-2D) 
 




a) Maxima Design Live Load (HL-93) Moment at midspan 
    Design Lane Load Moment =  118.71 kip-ft 
  Design Truck Moment  = 459.55 kip-ft Governs 
  Tandem Axles Moment  = 441.29 kip-ft 
  33% 
   18.71 + 459.55 × 1.33 = 729.91 kip-ft 
r at beam ends 
    Design Lane Load Shear  =  18.71 kip 
  Design Truck Shear   = 58.26 kip  Governs
 IM =
LL IMM + = 1
 
b) Maxima Design Live Load Shea
 
  Tandem Axles Shear   = 48.84 kip 
   18.71 + 58.26 × 1.33 = 96.2 kip 
 
Distributed Live-Load Moments and Shears
LL IMV + =
 
  
















Compute Nominal Resistance of Section at Midspan 
 
























from top of tension flange





















ange used to 
        compute the plastic moment (kip) (D6.1)
pl
c
wP = astic force in the web used to compute the plastic 
        moment (kip) (D6.1)
plastic force in the tension flange used to compute 





NA lies in the slab; only a portion of the slab (depth =
plastic compressive force in the concrete decsP =
to compute the plastic moment (kip)
plastic force in the compression flP =




web depth ( = 25.43 in.)
effective width of the concret  deck ( = 81 in.)
s c eff s
c y f f
w y w
t y f f
eff
P f b t
P F b t
P F D t











1222.33 kip 1652.4 kipw t sP P P P+ + = < =  c
The P y ) is required to 




y P P P P
t
y






a) Check web slenderness: 
Since PNA is in the slab, the web slenderness requirement is 
automatically satisfied. 
 




The section has adquate ductility.
pD
D
= = <  
 
distance from the top of the concrete deck 
         to the neutral axis of the composite section 
         at the plastic moment ( 5.918 in.)








ical plastic moment capacity when
         the maximum strain in the concrete deck is at
         its theoretical crushing strain (in.) C6.10.7.3
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26.71 8.0' 0.7 3.2396
7.5 7.5
thickness of the flange of the member to be stiffened
in a rigid-frame connection (in.)
0.7 for =50 and 70 ksi





















Plastic Moment Mp  
 
oment arms about the PNA: 





yd = =  





d t y= − + =  Compression Flange:  
( ) 15.437 in
2w s f
Dd t y t= − + + =  Web:     





d t y t D= − + + + =  Tension Flange:   
The plastic mom M o
PNA












  1873.84 kip-ftp s s c c w w t t
s
yM P d P d P d Pd
t
= + + + =  
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Nominal Flexural Resistance Moment Mn  
( )




p t n p p t  
n p
D
as D D M M D D
otherwise M M
=
> × = × − ×
=
( )LRFD: 6.10.7.1.2-2  
 
 
1781.374 kip-ftnM =  
 





web depth clear of fillet 25.43 2 0.75 23.93 in
n yw wthen V F D t
D
> =





319.226 kipsnV =  
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GENERAL LOAD-RATING EQUATION 
 















EVALUATION FACTORS (for Strength Limit States) 
a) Resistance Factor 
     =1.0     for flexure and shear
     No member condition informatioin avaliable. NBI Item 59=7.
c) System Factor 





b) Condition Factor 




















Design Load 6.4.3.2.1 Legal Permit 
Load Load 
6.4.4.21 6.4.5.4.1 Inventory Operating 
LL LL LL LL 
Steel 
Strength I 1.25 1.50 1.75 1.35 Table 6-5 - 
Strength II 1.25 1.50 - - - Table 6-6 
Service II 1.00 1.00 1.30 1.00 1.30 1.00 
Fatigue 0.00 0.00 0.75 - - - 
* Defined in the AASHTO LRFD Bridge Design Specifications 
Notes: 
• Shaded cells of the table indicate optional checks 
• Service I is used to check the 0. stress limit in reinforcing steel 
• Load factor for DW at the strength limit state may be taken as 1.25 when thickness has been 
field measured 
• Fatigue limit state is checked using the LRFD fatigue truck (see Article 6.6.4.1) 
 
Table 6-5 Generalized Live-Load Factors for Legal Loads: 
9 yF
Lγ  
Traffic Volume (one direction) Load Factor 
Unknown 1.80 
ADTT ≥ 5000 1.80 
ADTT = 1000 1.65 





1. Design Load Rating 
 
A) Strength I Limit State 
 
( )( )( ) ( )( ) ( )( )
( )( )
c s n DC DWR
L
DC DWϕ ϕ ϕ γ γ− −






Load Load Factor 
DCγ  1.25 
Lγ  1.75 
 
Flexure: ( )( )( )( ) ( )( )
( )( )








= =  
Shear: ( )( )( )( ) ( )( )
( )( )








b) erating l 
Load Load Factor 
DCγ  1.25 
Lγ  1.35 
 
Fl 1.75exure: 2.16 2.8= 0
1.35
= ×  RF
Shear: 1.752.21 2.86RF = × =  
1.35
 
B) Service II Limit State 
( )( )
( )( )
R DC Df fRF
γ−
=
L LL IMfγ +
 
a) Inventory Level 
Allowable Flange Stress     0.95R b h yff R R F=  
Checking the tension flange as compression flanges typically do not govern 
for composite section.. 
   































1.0 for nonh =
0.95 1.0= ×
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Load Load Factor 
DCγ  1.00 
Lγ  1.30 
    
1.91RF =  
b) Operating Level 
Load Load Factor 
DCγ  1.00 
Lγ  1.00 
    
 
2. Legal Load Rating
2.48RF =  
 
 
Note: The Inventory Design Load Rating Produced rating factors greater than 1.0. 
ge has adequate load capacity to carry all legal loads within 
 need not be subject to g. The load 
rating computations that follow have been done for illustration purposes. 
 
Live Load: AASHTO Legal Loads – Type 3, 3S2, 3-3 (R r all 3) 
This indicates that the brid




0.565mg = ,  
 The standard dynamic load allowance of 33 percent is decreased based on a field 
evaluation verifying that the approach and bridge rid rfaces have only minor 
 or depressions. 
0vg = .725  
20%IM =  
ing su
surface deviations
 Type 3 Type 3S2 Type 3-3  
LLM  351.2 318.2 298.2 kip-ft 
m LL IMg M +  238.0 215.6 202.1 kip-ft 
LLV  44.56 48.10 45.43 kip 
v LL IMg M +  38.8 41.9 39.5 kip 
* The values above are calculated by using RISA-2D (moving loads were applied), 




1) Strength I Limit St
 
Dead Load DC:   1.25DCγ =  
ADTT = 1000 
Generalized Live-Load Factor for Legal Loads, 1.65Lγ =  
Rating Factor Type3 Type 3S2 Type 3-3 
Flexure 3.91 4.31 4.60 
Shear 4.38 4.06 4.30 
 
2) Service II Limit State 











=     No posting required as RF > 1.0 
 
Truck Type3 Type 3S2 Type 3-3 
Weight (tons) 25 36 40 
RF 3.31 3.65 3.89 
Safe Load Capacity (tons) 82.6 131.4 155.7 
 
 





 Permit pe:   Special (Single-Trip, Escorted) 
 Permit eight:   220 kip 
  distributed u
Ty
W
 The permit vehicle is shown above 
 ADTT (one direction): 1000 
 
 Using RISA-2D: 
m kip-ftLLMUn  Maxim 913.61=  
m kipLLV  U d stributed un i  Maxim 133.35=  
1) Stren th II Li  g mit State
1.25DCγ = , 1.15Lγ =  (Single-Trip, Escorted) 











    
   IM = 20% (non speed control,
Distributed Maximum 
 minor surface deviations) 
 ( )1 1 391.62 kip-ftLL IM LL mM M g IM+ = + =   
  Distributed aximum  ( )1 1 84.01 kipL IM LL VV V g IM+ = + =  M L
Flexure: 3.41 1RF O= >  K
2) Service II Limit State 
















R in  F to
−
2.61RF =  
at g ac rs for Interior Girder 
Design Load Rating Legal Load Rating Permit Load Limit State Rating Inventory O gperatin T3 T3S2 T3-3 
Strength I 
Flexure 2.13  3.91 4.31 4.60   2.76  
Shear 2.30 4.38 4.06 4.30   2.98  
Str ngth e Flexure         3.41   
II Shear           2.90 
Service II   1.91 2.48 3.31 3.65 3.89 2.61 




For exterior stringer, similar procedures were involved. 
inger):
 
1. Section Properties ( eriorext  str  
4 
 
Section Modulus at bottom of steel 
ction Properties: 
 
1 he effective span length
 
Noncomposite: W27 × 8
 
Section Modulus at top of steel
3213.4 inS =  t
 




 Effective Flange Width effb  
 ½ Interior effb  + minimum of:
( )8 0.7 48.5 12 8 50.93 ineffL = × × =  ) 1/8 of t : 
2 mes the average depth of the slab, plus the greater of one-half of 
web thickness or one-quarter the width of the top flange of the girder: 
) 6.0 ti
( )6.0 greaterst + 2,1 4 50.49 inw f topt b =  
3) Overhang: = 21 in  controls 
1 2 81 21 61.5 ineffb = × + =  
 
Modular Ration: (n): 
 
 
Short-T ompo  & C .
'for 2.9 3 3.6, 9cf n< = < =  
erm C site (n):  W27 × 84 onc. 8 in. × 61.5 in  
 .833 in
 
61.5/n = 6 . 
25.29 in  y =
ction M  
Section Modulus at bottom of steel 
 
Short-Term Composite (n):  W27 × 84 & Conc. 8 in. × 61.5 in.




Section Modulus at top of steel 
3int  5846.87S =
3327.36 inbS =  
 
 61.5/(3n) = 2.278 in. 
 
20.706 iny =  




Section Modulus at bottom of steel 
 
SUMMARY OF SECTION PROPERTIES AT MIDSPAN
 
Section Modulus at top of steel 
3  1017.78 intS =
3295.13 inbS =  
 
 
 Steel Section Only Composite Section – Composite Section – Short Term Long Term 
TOP steelS  213.4 5846.87 1017.78 
BOT 213.4 327.36 S  295.13 
 
 
2. DEAD LOAD ANALYSIS – EXTERIOR STRINGER 
 
2.1 Component
 a) Non-Composite Dead Load: 
 
  S ringer:   0.084 kip/ft 
  SIP forms:   0.169 kip/ft 
  Diaphragm kip/ft 
  0.725 kip/ft 
 
 ) Composite Dead Load:  
 
 0.082 kip/ft 
  Railing:    0.0 kip/ft 
  Total per stringer: 0.082 kip/ft 
 
2.2 Wearing Surface  DW = 0 
 
3. LIVE LOAD ANALYSIS
s and Attachments 
1DC  




134.4 kip-ft @ Midspan







s:  0.019 
 Total per stringer:
b 2




15.2 kip-ft @ Midspan







 Parapet:    
 – EXTERIOR STRINGER 
 
I. Compute Live-Load Distribution Factors. 
a) Distribution Factor for Moment  mg  
One Design Lane Loaded:                  (Table 4.6.2.2.2d-1)
Lever Rule
Table 3.6.1.1.2-1)
For one lane loaded, the multiple presence factor, 1.20m =
 
                                                             (
1
For 6.75 ft. 0.5 ft. 8 ft. one wheel is acting upon the girder








+ = + <




porting components ( = 6.75 ft.)
distance from the exterior beam to the interior edge of curb or 













spacing of supS =






2 7mg 10.466 0.46mg= < = =>   0.467mg =  
 
b) Distribution Factor for Shear  Vg  
1 1
2 intm erior
One Design La ded:                  6.2.2.3b-1)








ne Loa (Table 4.
Two or More Design Lanes Loaded:
if 1.0 5.5d− ≤ ≤
 
, 0.6g e g e= = +
  
2 10.471 0.467V Vg g= > =  =>  Vg 0.471=  
 
c) Special Analysis for Exterior Girders with Diaphragms or Cross-Frames 
R w anes oadway Layout: T o 12-ft wide l




r beam in terms of lanes
L
y of the pattern of 
horizontal distance from the center of gravity of
the pattern of girders to each girder (ft.)





the pattern of girders to the exterior girder (ft.)












reaction on exterioR =
number of loaded lanes under consideration





load from the center of gravit
            girders (ft.)
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extX  1LN  2LN  1e  2e  bN  1x  2x  3x  4x  5x  6x  7x  
ft lanes lanes ft ft beams ft ft ft ft ft ft ft 
20.25 1 2 6 -6 7 0 6.75 -6.75 13.5 -13.5 20.25 -20.25 
 
 
SUMMARY OF DISTRIBUTION FACTORS FOR THE EXTERIOR GIRDERS 
1













1 1.00 0.286 0.286specialg = × =
 
 
Moment  1 Lane      = 0.467  Governs 
    2 or More lanes    = 0.466 
    Special Analysis (1 Lane)  = 0.286 
    Special Analysis (2 Lanes)  = 0.286 
mg
0.467mg =  
 
Shear   1 Lane      = 0.467 
 
  0.286 
    Special Analysis (2 Lanes)  = 0.286 
V
   2 or More lanes    = 0.471    Governs 
  Special Analysis (1 Lane)  = 
g
0.471Vg =  
 
II. Compute Maximum Live Load Effects 
 
 Same as for interior girder 
  Midspan:    LL IMM + = 729.91 kip-ft 
  Bearing:    LL IMV + =96.2 kip 
 
Distributed Live-Load Moments and Shears 
  















Compu  Nom nal Resistance of Section at Midspante i  
 









































nly a po e slab (depth 
0.85 ' 1254.60 kips c eff sP f b t= =
318.72 kipc y f fP F b t= =
584.89 kipP F D t= =
318.72 kip
oncrete deck ( = 61.5 in.)
w y w
t y f fP F b t= =
=
 
web depth ( = 25.43 in.)D =
effective width of the ceffb
 
1222.33 kip 4.60 kipP P P+ + = <  125sP =c w t
The PNA lies in the slab; o rtion of th = y ) is required to 
balance the plastic forces in the steel beam. 
7.794 in
s c w t
st  








c) Check web slenderness: 
Since PNA is in the slab, the web slenderness requirement is 
automatically satisfied. 
 












distance from the top of the concrete deck 
         to the neutral axis of the composite section 
         at the plastic moment ( 7.794 in.)








ical plastic moment capacity when
         the maximum strain in the concrete deck is at
         its theoretical crushing strain (in.) C6.10.7.3
 
26.71 8.0' 0.7 3.2396
7.5 7.5
thickness of the flange of the member to be stiffened
in a rigid-frame connection (in.)
0.7 for =50 and 70 ksi



















Plastic Moment Mp  
 
Moment arms about the PNA: 
 
Slab:     3.8971 in
2s
yd = =  





d t y= − + =  Compression Flange:  
( ) 13.5608 in
2w s f
Dd t y t= − + + =  Web:     
( ) 26.5958 inTension Flange:   
2t s f
d t y t= − + + + =  
The plastic moment Mp is the sum of the mom
ft













1778.27 kip-ftp s s c c w w t t
s
yM P d P d P d Pd
t
= + + + =    
 
stance Moment MNominal Flexural Resi n  
( )
34.71in (total depth of the composite section)
0.1 1.07 0.7
tD =
p t n p ps D D M M D D> × = × − ×
, n potherwise M M=
t  ( )LRFD: 6.10.7.1.2-2  a
 
1623.23 kip-nM = ft  
 
Nominal Shear Resistance Vn  
 
  Classification and Resistance same as for interior. 
 
319.226nV = kips  
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GENERAL LOAD-RATING EQUATION 
 















EVALUATION FACTORS (for Strength Limit States) 
a) Resistance Factor 
     =1.0     for flexure and shear
b) Condition Factor 
     =1.0     
     No member condition informatioin avaliable. NBI Item 59=7.
c) System Factor 










ϕ girder bridge (for flexure and shear)
   
 
1. Design Load Rating 
 
A) Strength I Limit State 
 
( )( )( ) ( )( ) ( )( )
( )( )











a) Inventory Level 
Load Load Factor 
DCγ  1.25 
Lγ  1.75 
Flexure: ( )( )( )( ) ( )( )
( )( )








= =  
( )( )( )( ) ( )( )
( )( )









) b Operating Level 
Load Load Factor 
DCγ  1.25 
Lγ  1.35 
1.752.41 3.12
1.35
RF = × =  Flexure: 
1.753.65 4.73
1.35
RF = × =  Shear: 












a) Inventory Level 
yfAllowable Flange Stress     0.95R b hf R R F=  
Checking the tension flange as compression flanges typically do not govern 
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for composite section.. 
   
1 2 8.17 ksiDC DCM Mf f f= + = + =1 2
1.0 for non-hybrid sections


















= × × × =
= =
1.0 for tension flangesR =
 
Load Load Factor 
DCγ  1.00 
Lγ  1.30 
    
2.42RF =  
b) Operating Level 
Load Load Factor 
 DCγ 1.00 
Lγ  1.00 
    
2. Legal Load Rati





 The standard dynamic load allowance of 33 percent is decreased based on a field 
evaluation verifying that the approach and bridge riding surfaces have only minor 
surface deviations or depressions. 
0.467mg = 0.471vg =  
20%IM =  
 Type 3 Type 3S2 Type 3-3  
LLM  351.2 318.2 298.2 kip-ft 
m LL IMg M +  196.7 178.2 167.0 kip-ft 
LLV  44.56 48.10 45.43 kip 
v LL IMg M +  21.0 22.7 21.4 kip 
 
1) S tate 
 
Dead Load DC:   
trength I Limit S
1.25DCγ =   ADTT = 1000 
Factor for Legal Loads, 1.65Lγ =  Generalized Live-Load 
Rating Factor Type3 Type 3S2 Type 3-3 
Flexure 4.56 5.04 5.38 
 
2) Service II Limit State 









    No posting required as RF > 1.0 
 
Truck Type3 Type 3S2 Type 3-3 
Weight (tons) 25 36 40 
RF 4.20 4.63 4.94 
Safe Load Capacity (tons) 104.9 166.7 197.7 
 
3. Permit Load Rating 
 
  Undistributed Maximum 913.61 kip-ftLLM =  
m 133.35 kipLLV =    Undistributed Maximu
1) Strength II Limit State 
1.25DCγ = , 1.15Lγ =  (Single-Trip, Escorted) 
d divide out the 1.2 multiple presence factor. 
   












   IM = 20% (non speed control, minor surface deviations) 
d Maximum 
0
( )1 1 426.35 kip-ftLL IM LL mM M g IM+ = + =    Distribute
  Distributed Maximum  ( )1 1 62.87 kipLL IM LL VV V g IM+ = + =  
2.93 1RF O= >  Flexure: K
2) Service II Limit State 
4.01 1 OK>  Shear: RF =
 












Rating r Exter r 
Design Load Rating Legal L ting oad Ra Permit Load Limit State Rating Inventory Operating T3 T3S2 T3-3 
Strength I 
Flexure 2.41 3.12 4.56 5.04 5.38   
Shear 3.65 4.73     
Strength Flexure       2.93 
II Shear       4.01 
Service II 2.42 3.15 4.20  4.94    4.63 2.52  




Bridge d Testing with eless Dat uisition m 
 
entation plan. Decide the locations of sensors and how 
eless nodes are fully charged 
lerometer conditioners are brand new. 
3) Install sensors base on the t sensors with 
4) Setup traffic signs for traffic control. 
ension & configuration of the test truck, such as 
wheel weights, axle distance, wheel distance, etc. 
6) Mark line, normally 30 feet away from the origin (0, 0 point), and 
mark the wheel line based on the plan. 
 that the front wheel is located over the start line. 
8) Install the Wireless Vehicle Positio r (WVPI) on the test truck (refer 
to Appendix A4). 
9) Turn on all wireless nodes. Setup the antennas. Check the communication 
between the an are communicating well. 
10) he set s no g fre
number of sample
itio ruck o  app te wh el line at the starting end of the 
ge
12) Trigger all of the wireless nodes, and let th test truc  pass at awl spe
nlo d data to omputer and c he s. Mak
wireless nodes are working properly and results are reasonable. If necessary, 
change the configuration of the wireless nodes, such as sampling frequency, 
Loa  Wir a Acq Syste
1) Work out the instrum
many sensors & wireless nodes are needed. 
2) Before field tests, make sure that all of the wir
and the batteries of the acce
d instrumentation plan. Connec
wireless nodes. 
5) Measure and record the dim
gross weight, axle weights, 
 the start 
 
7) Position the test truck so
n Indicato
tennas and the nodes. Make sure they 
 Configure t tings of each wireles de. Set the samplin quency and 
s to proper values. 
11) Pos n the t n the ropria e
brid . 
e k cr ed. 
13) After one run, dow a  c heck t record e sure 
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number of samples, etc. 
14) Repeat steps 9-11 three
15) After finishing static test, reconfigure the settings of nodes according to plan. 
16  and 
records the corresponding data. 
cessing. 
 times. 
) For dynamic test, let the test truck cross at normal speed three times,
17) For each test, write down the starting time for post data pro




(WVPI, namely G-Link® node) have been list below. Following each step will help to 
ce quality data.  
1) Clean the bottom surface of the WVPI and the front wheel hub of the loading 
vehicle. Ensure that the application surface is clean and dry without oil or 
residue. If necessary, wipe it clean with isopropanol (rubbing alcohol) or 
degreaser. 
2) Carefully press two hook-and-loop Superlock™ Fasteners into the clean 
surface of the front wheel hub. Attach other Superlock™ Fasteners on the 
bottom of the WVPI. 
3) Measure the circumference of the front wheel of the loading vehicle by first 
marking the side of the tire and the pavement directly below the center of the 
front axle. Then, roll the truck forward exactly ten wheel revolutions, and 
place another mark on the pavement that lines up with the mark on the tire. 
Measure the distance between the two marks on the roadway and divide this 
number by ten. This method of measuring will produce a good “averaged” 
value for the circumference of the wheel. 
4) Mount the WVPI on the wheel hub. With proper mounting, the connection 
strength can reach 4 lb/in2 in tensile and sheer at 72ºF (22ºC). When mounting, 
make sure the sensitive x-axis of WVPI is horizontal and the y-axis is vertical. 
5) Turn on the WVPI, and check the wireless communication. 
6) Locate the start line for the tests. This should be approximately 30 feet before 
the origin (0, 0 point) on the bridge and extend perpendicular across the 
roadway. 
7) Position the truck so that the front wheel is located over the start line and the 
WVPI is at the highest position.  
How to Use the Wireless Vehicle Position Indicator (WVPI) 
 
Procedures of installation and usage of the Wireless Vehicle Position
ensure that the WVPI will function properly and produ
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8) The truck is now ready for the test. W WVPI and all other 
wireless nodes. 
9) The truck can now cross the bridge at crawl speed. 
10) efore 
any high-speed passes are made.  
irelessly trigger the 
 The WVPI is only designed for slow speed tests. Be sure to remove the WVPI unit b
 174
Appendix A5 
For the purpose of simplifying LRFR and processing of test data, the Bridge Load 
Testing & Rating software was developed using MATLAB (version: R2009b). 
Running the software requires MATLAB environment, and the latest MATLAB 
version is recommended. 
1. Main Window 
In order to run the software, users need to change the working directory to where 
the programs are. For example: “C:\LRFR Matlab”. Then type “MainWindow” in the 
MATLAB command area, which will active the main window of the software, as 
shown in Figure 1. Follow the sequence of the instruction. 
User Manual of Bridge Load Testing & Rating Software 
 
 
Figure 1. Main window of bridge load testing & rating software 
There are two major function groups in the interface. One is for theoretical rating 
(LRFR). The other is for diagnostic field test. LRFR should be carried out before field 




2. Theoretical Rating (L
Pressing “Bridge Properties” button 
RFR) 
 will call a window for 
users to input the properties of the bridge, aterial 
properties, v
such as geometrical properties, m
isual inspection and so on. The interface is shown in Figure 2. 
 
Figure 2. Interface of inputting bridge properties 
Pressing “HL93 Load” button  will calculate the moments and 
shears on the bridge under HL93 Load. Depending on the computer, it may take a few 
minutes for calculation. Results are saved for later rating. 
“LRFR Rating” button  will do the bridge rating based on the 
bridge properties, loads and others. The rating factors for interior girders and exterior 
girders will be obtained. 
Press  and  willing the two buttons  display 




Figure 3. Rating factors for interior girders  
 
 
Figure 4. Rating factors for exterior girders 
3. Data Process of Diagnostic Load Test 
, By pressing the button “Analysis of Field Test Data” 
the interface for processing of field test data will appear, as shown in Figure 5. 
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Figure 5. Interface for processing of field test data
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First, import test data files through the “File” menu . Data files are 
downloaded from the wireless nodes in .csv format, which can be opened by Excel. 
Signals are denoised after they are imported into MATLAB. 
Different display options are provided for users to view the original signals, 
denoised signals or both.  
 
Then, data need to be normalized and trimmed. Users are allowed to define the 
average range and cutting point after observation of test signals. These settings  
effective to all signals. 
 are
 
For calculation of truck positions, peaks & valleys of WVPI signals can be 
automatically located. In order to avoid calculation errors caused by “fake” peak  
valleys, users are allowed to manually choose and eliminate these defects. 
s &
 




For each test run, the corresponding processed data should be saved in different 
name. For example, Run1.mat, Run2.mat, Run3.mat. Stain data are saved for later 
bridge rating through load testing. 
4. Bridge Rating through Load Testing 
After finishing processing of field test data, more accurate rating factors can be 
calculated based on the test results. The interface for bridge rating through load 




Figure 6. Interface for bridge rating through load testing 
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Users need to input configurations of test truck (axle weights, axle distances) for 
calculation of theoretical moments on the bridge.  
 
Meanwhile, average maximum strain on critical girder will be calculated after 
loading strain records of all test runs. 
 
These values, plus section modulus of the bridge, are used to calculate theoretical 
strain value at the same location. 
 
Users need to answer some questions about rating load level, inspection type & 
frequency, and fatigue controls.  
 
Then the adjustment factor K will automatically be calculated. Therefore, more 
accurate rating factors RFT are obtained. 
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