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Abstract  
Competitive intelligence (CI) is the practice of studying competitors and competitive environment in 
support of firm’s strategic decision-making process. Currently, competitors are usually studied from 
business profile information and reports edited by CI professionals. While being inefficient and expensive 
in labor and resources, their results are often incomplete and lack objectivity. Some existing literatures 
introduced text mining to leverage Web information for CI usage. Despite improving on coverage, most of 
these analyses identify competitors using name co-occurrences from a single data source. The validity and 
reliability of these studies remain questionable. Our experiment demonstrates that syntactic level text 
mining can lead to improvements on CI performance. It also shows that the selection of different online 
data sources and competitor name extraction methods have different implications on CI outcome. 
Keywords 
Competitive Intelligence, Text Mining, Business Intelligence, Natural Language Processing 
Introduction 
Firms in today’s business world are constantly competing in their markets. They need to be fully aware of 
opportunities and threats associated with market competition in order to make informed decisions. 
Failing to collect and process such competitive information may result in losing market share to 
competitors. The automotive industry crisis in Detroit was largely due to US carmakers’ inability to 
respond to Japanese competitors and failure to respond to the changing market needs (Kahaner 1997). 
Competitive Intelligence (CI) refers to the process of “monitoring the competitive environment to help 
make informed decisions about marketing, R&D, and long-term business strategies” (White 1998). 
According to the definition given by Strategic and Competitive Intelligence Professionals (SCIP), a CI 
process usually consists of five steps: planning and direction, collection, analysis, dissemination and 
feedback (Bose 2008; Miller 2001). Its goal is to provide “actionable intelligence that will provide a 
competitive edge to the organization” (Kahaner 1997). Thanks to CI’s vital role in strategic decision-
making process, many renowned businesses around the globe have implemented specialized CI units 
within their organizations’ structures. A survey done by the Futures Group shows that 82% of the 
companies in their survey whose revenue exceeds $10 billion have organized units to collect CI from their 
rivals (Futures Group 1997). Many major corporations such as Microsoft, Exxon Mobile, and General 
Electric (GE) have established CI units in order to provide decision support of their business activities. 
Traditionally CI is studied using static company attributes and performance data guided by management 
theory.  Recently, online data such as news articles are also used as input for CI analysis. Most current 
studies mainly focus on identifying competitor names based on co-occurrence of company names from a 
single news source. While they are able to identify major competitor, it may bring in much noise and may 
 Examining Competitive Intelligence: A Text Mining Approach 
  
 Twenty-first Americas Conference on Information Systems, Puerto Rico, 2015 2 
fail when competitors are much smaller organization. In this research, we will explore the effects of using 
more advanced text mining techniques and different News sources on CI analysis.   
Literature Review 
Traditional CI Instruments 
Before the explosive growth of Internet coverage and Web 2.0 based applications, CI analyses were 
usually carried out on financial data collected from the big players of focal firm’s domains (Goh et al. 
2008; Picken 1995). Clark et al. (1999) found that demand/supply side attributes, target firm size, target 
firm success and threatening behaviors of target firm are the most important attributes in identifying 
competitors. However, their coverage of actual competitors is very limited (Ma et al. 2011). This is because 
the range of competitors list in their studies is restricted. Some of these studies use a few big players in 
focal company’s domain as subjects of study. A focal company is a company that is the focus of our study.  
For any focal firm a competitor can be any company that can lure customers away from it (Babbar et al. 
1993).  It is impossible to identify competitors that are small, regional, and manufacturers of substitute 
products in other domains. Other studies get the competitors’ names by conducting surveys on domain 
experts and company executives. However, practically, it is very hard to find these ideal respondents. 
Besides, evidences suggest that managers are prone to name only a few out of actual competitors due to 
managerial myopia mentioned before and cognitive loading (de Chernatony et al. 1993). Besides, their 
results vary a lot and lack objectivity due to the difference in techniques, theory and standards employed 
during CI analysis. In addition, accessing these data usually incurs a high expense of paying to data 
providers.   
Web, Text Ming and CI 
With the rise of Web 2.0 technology, many types of Internet resources such as news articles, companies’ 
home pages, social media, and commercials emerged as new CI sources. It has been suggested that 
increasing Internet usage in CI analysis can help to improve the quality of CI and bring strategic benefits 
to organization (Teo et al. 2001). By conducting surveys on CI practitioners from 40 of the Fortune top 
1000 companies, Graef (1997)’s study also indicates that internet source can bring significant benefits to 
CI by reducing the cost and improving the quality of primary and secondary data. Despite its abundance, 
Internet data usually exist in large quantities and diversified formats, which make the practice of hiring 
human experts to do content analysis on it extremely ineffective (Zanasi 1998). A recent survey (Grimes 
2011) suggests that 33% of the text analysis activity is driven by CI. However, text data doesn’t have 
simple and uniform structure and contains lots of irrelevant information. Many organizations don’t have 
the mechanism to deal with this complexity and turn text information into business value (Ferguson 
2012). It would also take human experts a long time to process such complex data. Given the high speed 
in the generation of online data, by the time human expert complete their content analysis, the 
intelligence contained in online data would be obsolete. This difficulty is exactly the 4V challenge (Beyer 
et al. 2012) in dealing with big data: Volume, Variety, Velocity, and Veracity.  
Text mining is a powerful analytics tool in processing big data collected from Web 2.0 applications (Chen 
et al. 2012).  It is capable of discovering hiding knowledge from large volume of data. In most cases, a 
large portion of Internet resources that can be used for CI are in the form of text such as news articles, 
company reports, patents and Social Media postings. Many works apply text mining in analyzing Web 
documents for CI purposes. Using text mining, information about R&D trend, emerging fields and 
competitor activities can be obtained from online patents (Grandjean et al. 2005). Dai et al. (2011) build a 
MinEdc model that can extract and analyze competitive intelligence from online text in support of 
strategic decision making using a combination of different text mining techniques including Information 
Extraction (IE), Named Entity Recognition (NER). Kang et al. (2011) designed a 2-diemensional hybrid 
similarity method that can detect similar patents from competitors.de Oliveira et al. (2004) utilized text 
mining techniques such as concept extraction and pattern mining to analyze electronic messages so small 
and medium firms can gain competitive advantages by avoiding the high cost of information collection 
and processing. Zanasi (1998) collected web data of multiples sources including websites, press news and 
propriety data and conducted text mining analysis on collected data to obtain competitive intelligences on 
topics such as competitors, time trends and business relationships. Chen et al. (2002) designed a text 
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mining implemented model named “CI Spider”. Given a specific domain, it can collect webpages 
containing CI information in a real time manner, perform clustering on the collected text data and 
visualize the data in self-organizing map (SOM). Leong et al. (2004) designed a framework which applies 
text mining techniques such as clustering, classification and association in analyzing competitors’ online 
promotional text messages. Xu et al. (2011) proposed a novel approach to extract product competitive 
relations by conducting text mining analysis on Amazon reviews. Bao et al. (2008) build a CI system 
called CoMiner, which identifies competitors based on company name co-occurrences in webpages and 
then summarizing evidence about competitors’ strength and field of competition. Furthermore, Ma et al. 
(2011) proposed to construct an inter-firm network from firm name co-occurrence citations and infer 
competitor relationships by conducting network analysis on the attributes of inter-firm network. Lau et al. 
(2012) designed a Merge & Acquisition (M&A) decision support system called ABIMA. It can perform 
environment scanning by extracting and categorizing different inter-firm strategic relationships including 
competitor relationship from financial news articles.   
Research Gap 
Most of the text mining based CI applications extract competitors from online news articles by using 
name co-occurrences information. Their measures of competitor relationships are mainly obtained from 
explicit firm name citations such as news tag and anchor text. Table 1 below summarizes three major 
works in this area. This could cause several problems. First, citations of organization names can be made 
inexplicitly without using anchor text or tags. A news article on IBM’s competition with HP and Microsoft 
may have these names in some of its sentence texts but not in its tags and anchor text. Therefore, it is very 
hard for these analyses to go to sentence level information and the missing counts of competitor co-
occurrences could be significant. Second, name co-occurrences convoy different meanings not limited to 
competitor relationship depending on its position and context in the news text. Using co-occurrences 
without discerning the nature of relationship they represent may also introduce in accuracies into CI 
analyses. 
 
Table 1 Text Mining-based CI Researches 
Authors (Year) Approach Findings 
Bao, Li et al. (2008) 
Summarize competitive evidences 
from name co-occurrences in web 
pages 
Their model generates a list of 
competitor names along with 
competitors’ strength and field of 
competition base on name co-
occurrences. 
Ma, Pant et al. (2011) 
Construct an inter-firm network 
from firm name co-occurrence and 
inter-firm competitor relationships 
from network attributes. 
Their results can provide a better 
coverage of competitors than the 
combined results from Hoovers and 
Mergent. 
Lau, Liao et al. (2012) 
They designed a system that can 
perform environment scanning by 
extracting and categorizing different 
inter-firm strategic relationships 
including competitor relationship 
from financial news articles. 
Business relationships including 
competitors can be used to support 
M&A decision makings 
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In addition, these collect data from a single news source. It has been found that the discourse and topic 
selection of news articles are subjective to the value and interests of its ownership (Fowler 2013). We 
believe news from different sources represent different perspectives in looking at market competition. CI 
collected from a single source cease to be a comprehensive representation of the whole competitive 
landscape.   
Another limitation of these studies is that they identify competitors without ranking them based on the 
threats they pose to focal firm. Modern organizations, especially large multinational enterprises usually 
have a lot of competitors. Given limited amount of resources, even large corporations cannot afford to 
track every of its competitors in details. Ranking competitors according to their importance can help focal 
company to allocate its resource more effectively in collecting CI by determining “which competitors are 
worth intensive surveillance versus more routine monitoring” (Francis et al. 1995). 
Furthermore, the same competitor can have multiple names in the extraction results. For example, 
Hewlett-Packard Company can be referred to as Hewlett-Packard, Hewlett Packard or HP. Treating these 
name variations as different competitors will lower the accuracy of competitor name extraction and 
analysis. This is known as name co-reference problem in text mining field (Grishman 1997). Many 
organizations don’t have mechanisms to preprocess text data and turn them into actionable intelligence. 
Our Proposed Approach 
To overcome the bias associated with using a single data source, we propose to study CI using data 
collected from divergent online resources. We are especially interested in the differences between third 
party news articles and press release news articles from companies’ homepages. It has been found that the 
text from companies’ website information can reflect their business values and concepts.  Thorleuchter et 
al. (2012) identified the success factors of the top 100 worldwide most success business by conducting text 
mining analysis on their website contents. Press release news, as an important part of company’s website, 
reflect how the company looks at itself. On the other hand, external information sources such as third 
party news and industry publications represent how others look at the focal company. Stakeholders inside 
and outside the firm have different perspectives on competitor and both of them are critical (Chen et al. 
2007). The perceived competitive tension from stakeholders including managers (Porac et al. 1995; Reger 
et al. 1993) and financial analysts (Chen et al. 1993) should all be taken into consideration in CI beside 
objective indicators. The former represent how public perceives focal company’s competition, and the 
later represents how focal company itself perceives its competitors.  
We propose to improve the performance of CI analysis by introducing text mining techniques such a 
named entity recognition (NER), information extraction (IE) and name co-reference resolution into our 
analysis. NER refers to the task of recognizing entity names such as location, person, and organizations 
from natural language. IE refers to the tasks of selecting specific pieces of information from text and 
reorganizes them into a specified structure. In text mining, it usually involves developing a set of rules in 
the form of regular expressions and match them with lexical and syntactic information of text (Grishman 
1997). The rules for pattern matching are usually written by experts with domain knowledge. Name co-
reference resolution is the process of mapping different linguistic expressions to the same entity 
(Grishman 1997). It has a great many applications including information integration, cross language 
translation, and online citations matching. The general framework of our approach is described in the rest 
of this section.   
Step 1: Data Collection and Preprocessing 
In this step, we build two data collection from two different online resources; one constitutes of Press 
Release news articles from the homepage of the focal firm, the other is composed by news articles 
published by a Third Party New source such as stock analyst and industry authorities about focal firm. To 
collect our data, first we use a web crawler to download all the news webpages as raw data for our analysis. 
Then we build a more refined dataset of meaningful news articles information only by stripping off all 
HTML tags.   
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Step 2: News Text Parsing 
After we have built our refined text data collections, all the news text information undergo a series of NLP 
processing include sentence segmentations, organizational entity name recognition, and Part of Speech 
(POS) Tagging. At the completion of this step, all the text data will be converted to meta-data to be used as 
input for our analysis. 
Step 3: Competitive Sentence Detection 
In this step, we design a number of competitive rules in the form of regular expressions that helps us to 
identify sentences which are related with market competition. We employed a two steps data-driven 
approach in building these rules. Firstly, we build a short list using a few well know competitors’ names. 
In our case, since the object of our study is IBM, the names in our initial list are HP, Microsoft and Sun. 
Human expert then search for news text online with focal firm’s name and the competitors’ name in the 
list. Competitive Rules will be written with the input of experts based on their search result. Table 2 
presents 7 competitive rules identified using this approach. 
 
 Competitive Expression Example 
Competitive Rule 1 
(?:\\[ORG([^\\[]+)\\])\\s*(?:
[^:\\[]*)\\s*(?:top|outperfor
m|surpass|outpace|outplay|de
feat|outrun|ex 
ceed|beat|double|triple) 
Hewlett-Packard outran IBM as the world's 
largest technology company … 
Competitive Rule 2 
(?:\\[ORG([^\\[]+)\\])(\\s*(?
:[^,.\\[]*)(?:[,])(?:[^,.\\[]*)\\s
*)(?:fight|compete|contend|vi
e) 
Accenture Plc and Oracle Corp. , which compete 
with IBM in selling services … 
Competitive Rule 3 
(?:\\[ORG([^\\[]+)\\])\\s*(?:
[^:\\[]*)\\s*(?:compet 
itor|contender|rival|opponent
) 
… with rivals including Cisco Systems Inc. , 
Hewlett- Packard , International Business 
Machines Corp. and EMC Corp. 
Competitive Rule 4 (?:\\[ORG([^\\[]+)\\])\\s*(?:[^:\\[]*)\\s*than 
…the new IBM Power 750 Express currently 
delivers 71 percent better price for performance 
than Sun SPARC Enterprise… 
Competitive Rule 5 
(?:\\[ORG([^\\[]+)\\])\\s*(?:
[^:\\[]*)\\s*(?:compar 
able|competitive|compete) 
IBM announced AS/400 's industry-leading 
VolanoMark benchmark results , which beat a 
comparable Sun Microsystems server by a factor 
of four . 
Competitive Rule 6 (?:\\[ORG([^\\[]+)\\])\\s*(?:[^:\\[]*)\\s*(?:while) 
… IBM gained 0.8 points of share, while HP lost 
4.5 points of worldwide revenue… 
Competitive Rule 7 
(?:\\[ORG([^\\[]+)\\])\\s*(?:
[^:\\[]*)\\s*(?:replace|substit
ute|supersede) 
… J&B will also replace Dell PCs with IBM 
ThinkCentre S50 desktops… 
Table 2 Competitive Rules 
Step 4: Competitor Identification: PE and CE Algorithm 
We propose two algorithms to identify competitors of focal firm, Position-based Extraction (PE) and Co-
occurrence-based Extraction (CE). Position-based Extraction limits competitor name extraction only to 
positions specified by Competitive Rules within competitive sentences. Take the following sentences as an 
example. Competitive Rule 1 dictates that only Compag will be extracted as a competitor of IBM. Though 
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Intel and HP may also be related with IBM’s market competition in this sentence, their names won’t be 
extracted as IBM’s competitors. 
“hold a strong second position be [ORG/IBM] 's Netfinity 7000M10 which significantly outperform 
[ORG/Compaq] 's [ORG/Intel] and Alpha server and shatter [ORG/HP],9000 UNIX *** server result .” 
In Co-occurrence-based Extraction, all organizational names that co-occur with focal firm’s name in 
competitive sentences will be extracted. In the previous example, we extract Compaq, Intel and HP as 
IBM’s competitors. PE is a stricter algorithm than CE algorithm and may yield better precision. However, 
CE may yield better recall.   
Step 5: Competitor Name Disambiguation and Competitive Tension Analysis 
In order to resolute name co-references in our results, we develop a rule based name co-reference 
resolution module. We build a co-reference entry for each distinct competitor with its name variations 
from the extraction results. When a new name variation comes in, if it is recognized as referring to the 
same organization with at least ha lf of the names already in the entry, itself will be added to the entry as 
well.   
Perceived Competitive Tension 
In order to better analyze the competition between focal firm and its competitor, we borrow the idea of 
“perceived competitive tension” from Chen et al. (2007). It is defined as the extent to which stakeholders 
consider rivalry firm to be the primary competitor of the focal firm. Despite the objective side of reporting 
facts to the audience, news articles also serves its function of communicating the voices of news producers 
to their audiences. Therefore, contents of Press Release and Third Party news articles all reflect the 
interests and concerns of their stakeholders. Accordingly, we will make two major assumptions listed as 
below 
The mentioning of a competitor’s name in sentences of Press Release news articles reflect the competitive 
tension between the focal firm and its competitor perceived by managers and stakeholders in the focal 
firm. 
The mentioning of a competitor’s name in sentences of Third Party news articles reflect the competitive 
tension between the focal firm and its competitor perceived by industry authorities, experts outside the 
focal firm. 
We quantify the perceived competitiveness by using the number of distinct sentences from which 
competitor names are extracted. The actual value of perceived competitiveness is normalized by the 
largest value in the list. Using perceived competitive tension, we can observe the change of competition 
dynamics between focal firm and its competitors.  We can also compare the perceived competitive tension 
among different competitors. A comparison of perceived competitive tension measured from Press 
Release news articles and Third Articles will also help us to identify and distinguish between direct 
competitors who are visible to both stakeholders inside and outside focal firm and indirect/potential 
competitors that are often ignored by managers and stakeholders within focal firm (Bergen et al. 2002).   
Experiments and Evaluation 
Data Collection 
In this study, we use IBM as our focal company to perform CI analysis. Our news articles data collections 
constitute of both Press Release news article and Third Party news article. Our Press Release news 
collections are from IBM’s newsroom (https://www-03.ibm.com/press/us/en/pressreleases/recent.wss) 
and our Third Party news collections are from BusinessWeek (http://www.businessweek.com/). In 
collecting our data, we use a Python Implemented OpenSource crawler Scrapy (http://scrapy.org/) to 
download news articles from the two online resources. Upon the completion of data collection, duplicated 
news are detected and removed. Then each piece of news articles is segmented into sentences and parsed 
into XML format with company entity name recognized using Stanford CoreNLP toolkit 
(http://nlp.stanford.edu/software/corenlp.shtml). Our Press Release news data collection has 8204 news 
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articles and 82,917 news sentences from year 1998 to 2013. Our Third Party news data collection has 
9,460 news articles and 168,304 news sentences from year 1991 to 2014. Table 2 illustrates the number of 
instances found in our collection using competitive rules in Table 3. 
 
 #Matches in Press Release news #Matches in Third Party News 
Competitive Rules 1 50 197 
Competitive Rules 2 32 373 
Competitive Rules 3 11 719 
Competitive Rules 4 79 387 
Competitive Rules 5 65 102 
Competitive Rules 6 3 9 
Competitive Rules 7 24 85 
Total 234 1775 
Table 3 Instances Extracted by Competitive Rules 
 
Experiment 1 Information Extraction Performance 
In evaluating the effectiveness of our extraction algorithm, we compare our extraction ranking results 
with IBM’s direct and indirect competitors as reflected from its 10K reports and other relevant online 
sources such as Yahoo! Finance. Each competitor is labeled as either direct or indirect using Bergen et al. 
(2002)’s definition.  Since the outcome of our analysis is in the form of a ranked list, we select Area Under 
Curve (AUC) in measuring the performance of our model. Note that the target competitors in 10K and 
other resources only represent an incomplete list of IBM’s true competitors.   
Three experimental settings were compared. In the benchmark co-occurrence-based setting, we extracted 
all the organization names co-occur with focal company’s name in any sentences and use the accumulative 
count of their frequencies as ranking score. We then tested the CE algorithm and PE algorithm specified 
in our proposed research. Notice the benchmark method does not apply any competitive rule extraction.  
Table 3 illustrates AUC performance in comparison with 1) 5 direct competitors and 2) 28 direct and 
indirect competitors.  The AUC performances for each setting are shown in table 4 below. 
We observe that Press Release news source has a consistent performance in identifying direct 
competitors. However, it has a low coverage of indirect competitors as indicated by low AUC scores. Third 
Party news articles can be used to identify both direct and indirect competitors. If the goal of CI is to study 
direct competitors, there is no need to take extensive efforts in collecting large amount of Third Party 
news articles. The results also suggest that PE algorithm is the most effective method in mining direct 
competitors from Press Release news articles. However it is less effective than extracting names based on 
co-occurrences in competitive sentences. This may be due to the fact that Third Party news articles have 
more expressions in describing the competition of indirect competitors, which may be beyond the 
coverage of our fixed set of rules. However, in both cases, the performance of competitor name extraction 
in the competitive sentences outperforms the benchmark results. 
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  Benchmark Co-Occurrence-based 
Co-occurrence-based 
Extraction (CE) 
Position-Based 
Extraction (PE) 
Direct 
Competitor 
Press Release 0.73 0.73 0.78 
Third Party 0.84 0.96 0.97 
Indirect 
Competitor 
Press Release 0.61 0.28 0.25 
Third Party 0.76 0.81 0.79 
Table 4 AUC Performance in Identifying Direct and Indirect Competitors 
 
Experiment 2 Competitor Ranking Analysis 
In this part, we conduct competitor ranking based on competitive tension deduced from IE results from 
both Press Release and Third Party news articles. Table 5 illustrates the top 10 results from two news 
sources. We observe that Dell is ranked in the second place surpassing HP for it has evolved from one of 
IBM’s partners in hardware to one of IBM’s major competitors in service and storage area. Apple, and 
Google are also highly ranked because they are likely to be IBM’s competitors in the emerging area of 
cloud computing. Oracle is also ranked high in Third Party news, because its competition with IBM was 
intensified especially after its acquisition of Sun microsystem. Besides the top 10 results, it can observed 
that regional competitors such as Wipro, Satyam, and Infosys are ranked higher in Third Party news 
articles than in Press Release news articles. We also find that some small size companies that compete 
with IBM only in a few very specialized sectors, such as Seagate and Novellus systems, can only be 
identified from Third Party news analysis results. 
 
Press Release Third Party 
Competitiveness 
Ranking Ranking Score 
Competitiveness 
Ranking Ranking Score 
Hewlett-Packard 1 Microsoft 1 
Sun Microsystems 0.95 Dell 0.98 
EMC 0.90 Hewlett-Packard 0.85 
Hitachi 0.54 Intel 0.36 
Compaq 0.38 Sun Microsystem 0.35 
Dell 0.31 Apple 0.32 
Microsoft 0.17 Compaq 0.22 
Intel 0.12 Google 0.20 
SAP 0.07 EMC 0.19 
Accenture 0.05 Oracle 0.19 
Table 5 Competitiveness Ranking Analysis
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Experiment 3 Sector Trend Analysis  
In experiment 3, we focus on sector trends of competitors identified in both Third Party news and Press 
Release and see if it reveals the strategic planning of focal company. Table 6 and Table 7 illustrate 
percentage of competitors identified in each sector from Press Release and Third Party news respectively 
in every 4 years from 2000 to 2014.   
Figure 1 to 3 illustrates the percentage change in IBM’s competitors sectors in every 4 years from 2000 to 
2014 as reflected by Press Release news. Compare with 200-2004, the number of competitors mentioned 
in manufacturing has largely been reduced while competitors in software and service has increased in the 
latter two time periods. Figure 4 shows the change in IBM’s competitive tensions with some of its major 
competitors from year 2000 to 2014. We can see its tensions with most of its hardware competitors are 
decreasing. These observations correspond to IBM’s trend in changing from a hardware manufacture to a 
software and service provider staring from 2002 after Samuel J. Palmisano was appointed CEO (Harreld 
2007). It is obvious that while Press Release reveals this significant trend in competitor’s sector shift, 
Third Party news articles do not. 
              
Figure 1 Sector 
Distribution 2000-
2004 (PR) 
 
Figure 2 Sector 
Distribution 2004-
2009 (PR) 
 
Figure 3 Sector 
Distribution 2009-
2012 (PR) 
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Figure 4 IBM Competitive Tensions Dynamics  
 
Industry 2000-2004 2005-2009 2010-2014 
Hardware Device 
Manufacturing 80% 61% 66% 
Software Publishers 1% 31% 0% 
Custom Computer 
Programming Services 19% 8% 0% 
All Other Business 
Support Services 0% 0% 33% 
Table 6 Sector Trend Analysis using Press Release 
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Industry 2000-2004 2005-2009 2010-2014 
Hardware Device Manufacturing 62% 70% 70% 
Software Publishers 27% 20% 20% 
All Other Business Support Services 4% 7% 7% 
Custom Computer Programming Services 6% 4% 4% 
Table 7 Sector Trend Analysis using Third Party news 
Conclusion 
In this research, we propose an advanced information extraction approach for mining competitive 
intelligence from multiple news resources. A series of experiments demonstrates that while direct, major 
competitors can be extracted from Press Release using simple co-occurrence-based mining, indirect 
competitor information exits in Third Party news and requires more advanced techniques for extraction 
such as rule based approach. Third Party news also reveals small competitors and regional competitors 
that are often neglected in Press Release news. Our result also suggests that position based extraction 
turned to be less effective in extracting indirect competitors’ names from Third Party news articles than 
extracting direct competitors’ names from Press Release news. Therefore, the selection of different online 
data sources and technique depends on the goal of CI. The competitors identified using our approach are 
ranked based on perceived competitive tensions as measured by the frequency of their name mentioning 
in news articles. This feature allows company decision makers to design competitive strategies based on 
the priorities of competitors. Furthermore, analyzing a company’s competitors’ sector shifting trend in 
Press Release news reveals the strategic business focus of a company.  
In the future, we would like to expand our study to multiple companies and build a competitor network 
among them using our automatic extraction algorithm. Network dynamics and competitiveness tension 
will also be further explored in future research. We would like to bring in more data sources such as social 
media into our analysis and compare their performances with regard to different CI goals. We will also 
work on designing more effective approach in extracting indirect competitor names from Third Party 
news. 
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