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Abstract
The growing need for Internet access is a reality. In an urban environment is desirable an unin-
terrupted connection along a given route, to make possible the use of applications like browsing,
navigation or VoIP, using preferentially WiFi since it is cheaper than cellular technologies. To
accomplish this is essential to analyze in detail the steps involved in the handoff of one WiFi ac-
cess point to another in order to understand the delays introduced in each one of these steps. The
Future Cities project has currently a sensing infrastructure installed in Porto which gives, among
other information, data about WiFi access points in the city and their coverage areas, and this is
the basis to the design of a solution for fast WiFi handoffs.
This report presents the state of the art solutions in WiFi roaming, divided by the stages that
they aim to improve. Analyzing this and considering the existing public networks in the city
of Porto an architecture is proposed that aims at providing fast handoffs along an urban route
controled by the GPS location of the device. In particular the solution improves the scanning phase
with single channel scans and the DHCP process with a decrease of retransmission delays and a
message exchange optimization. The results show gains of more than 90% for the DHCP process,
for three of the four networks in study. Regarding the scanning phase, it is possible to reduce
its delay to only about 50ms, which corresponds to gains of about 90%. These improvements,
combined with an algorithm that controls the handoffs in the device, decrease the time without
connectivity along an urban route in about 80% and the packet loss rate in more than 70%, because
there is less time wasted in these processes. Moreover, the modifications can be easily adopted in
further Android versions drastically reducing the time an user takes to connect to a network, and
thus providing a better user experience.
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Resumo
A crescente necessidade de acesso à Internet é uma realidade. Em ambiente urbano é desejável
uma ligação ininterrupta ao longo de um determinado percurso, tanto quanto possível, por forma a
que se possa fazer uso de aplicações como navegação ou VoIP, usando preferencialmenteWiFi uma
vez que é mais barato que as tecnologias celulares. Para isso é indispensável analisar com detalhe
as fases intervenientes na troca de um ponto de acesso WiFi para outro a fim de compreender quais
os atrasos introduzidos em cada uma. O projeto Future Cities, no qual esta dissertação se inclui,
tem atualmente uma infraestrutura de sensores instalada na cidade do Porto que permite obter,
entre outras informações, dados sobre os pontos de acesso WiFi presentes na cidade, bem como
as suas áreas de cobertura, e é com base nestes dados que se pretende desenhar uma solução para
handoffsWiFi rápidos.
Neste relatório são apresentadas as soluções estado da arte em roaming WiFi, divididas pelas
fases que visam melhorar. Analisando estas soluções e tendo em conta as redes púlicas existentes
na cidade do Porto, é proposta uma arquitetura que visa possibilitar rápidas conexões a pontos de
acesso ao longo de uma rota urbana, mediante a localização GPS do dispositivo. Particularmente
a solução melhora a fase de descoberta de pontos de acesso recorrendo a sondagem num único
canal WiFi em vez de sondagem em todos os canais. O processo de DHCP também é melhorado
com uma diminuição dos atrasos de retransmissão e uma otimização da troca de mensagens. Os
resultados mostram ganhos de mais de 90% para o processo de DHCP, para três das quatro redes
em estudo. Relativamente à fase de descoberta de pontos de acesso, é possível reduzir o atraso
para apenas cerca de 50ms, o que corresponde a ganhos na ordem dos 90%. Estes melhoramentos,
combinados com um algoritmo que controla as mudançasvde pontos de acesso do dispositivo,
diminuem o tempo sem conectividade ao longo de uma rota urbana em cerca de 80% e a taxa
de perda de pacotes em mais de 70%,uma vez que se gasta menos tempo nestes processos. Além
disto, estas modificações podem ser facilmente adotadas em futuras versões do Android, reduzindo
drasticamente o tempo que um utilizador demora para se ligar a uma rede, melhorando assim a
experiência do utilizador.
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Chapter 1
Introduction
1.1 Context
The Future Cities project aims at transforming Porto to a future city, equipping it with multiple
technologies and turning it into a living lab. One of the outcomes of this project is the Sense-
MyCity application which records data gathered from the user’s smartphone sensors, such as the
accelerometer, GPS and WiFi. These data can then be used to evaluate several situations such as
the fuel consumptions and the stress levels in different city areas, and to analyze the WiFi cover-
age area in the city provided by the access points (APs) recorded by the application. In fact, the
number and scope of applications that can come out of this project is huge.
The proliferation of IEEE 802.11 (WiFi) technologies is a reality. The increasing number
of APs in urban areas, inside and outside the buildings, creates huge coverage areas of wireless
connectivity which allow a mobile device to connect to the Internet. However, currently the per-
formance that these devices can achieve in movement is limited by several reasons such as the
scanning and the association times with the AP necessary for the client handoff, so the connec-
tivity along an urban path can be hard to maintain with good performance. Furthermore, higher
movement speeds make these delays crucial, because they become more noticeable for the user.
In urban environments people follow the same path in a daily or weekly basis. This implies that
people are often in contact with the same coverage areas, provided by the same APs, and so this in-
formation can be used to improve the client handoff and, in consequence, improve the performance
in the WiFi roaming.
1.2 Problem definition
1.2.1 Motivation
Nowadays, the need for Internet connectivity is growing. With the rise of smartphones, services
like email, navigation, VoIP or instant messaging became more popular and are now present in the
daily routines of the users. According to a study from Marktest, at the end of August 2012, 28%
of portuguese mobile phone users had a smartphone. This percentage increased to 39.6% at the
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end of August 2013 and tends to increase even more. In another perspective, urban environment
sensing platforms like the one that Future Cities holds [1], requires the user to upload the gathered
data, so the user must have an active Internet connection. On the other hand, the data gathered in
this project should be processed in order to create innovative services like a quick and automatic
WiFi connection service.
Continuous Internet connectivity can be achieved with cellular technologies like LTE. How-
ever, the usage of this technology is not as cheap as WiFi and an user must have a subscribed data
plan with an operator. The increasing number of smartphones and the increasing availability of
an alternative to cellular wireless coverage areas creates an opportunity for a service that takes
advantage of all that connectivity to provide, as far as possible, ubiquitous connectivity along an
urban route.
1.2.2 Objectives
The main objective of this work is the development of an architecture that optimizes the client
handoff in order to accelerate this process and to provide, as far as possible, continuous Internet
access along an urban route.
There are some constraints for the problem that can limit the solution. One of these constraints
is the impossibility to modify most of the available access points, because they do not belong to
the Future Cities project. For similar reasons, the WiFi infrastructure can not be modified, which
implies that mechanisms such as the 802.1X authentication with RADIUS server must remain as
they are. There is also previous work done in the scope of Future Cities project with particular
relevance, and so the solution should use it as basis. Therefore the biggest constraints to this
problem can be summed up using mostly the smartphone to implement the solution and turning it
in the main source of handoff improvements, using as basis the previous work.
1.3 Contributions
The main contributions of this work are the following: (1) a design of an architecture that pro-
vides quick and automatic WiFi connections along an urban route to be used in a normal Internet
utilization scenario and to support the existing urban sensing infrastructure; (2) a multi-layer WiFi
handoff solution aimed at solving different handoff delay problems in order to get a better overall
solution with a lower handoff delay; (3) an Android application with the implemented solution
as proof of concept; (4) a set of modifications and improvements that can be implemented in the
official releases of Android operative system that contribute to fast handoffs, and therefore a bet-
ter user experience when dealing with WiFi connections. This work can also be leveraged by
implementing network modifications by network operators.
1.4 Structure 3
1.4 Structure
This document is organized in six more chapters. Chapter 2 consists in a deeper insight of the
SenseMyCity project and the existing algorithms that will be the base for this dissertation. Chap-
ter 3 describes the important concepts of WiFi handoffs and the state of the art in solutions for
urban WiFi roaming and handoff optimization. The theoretical concepts here presented will be
needed to understand the solution. Chapter 4 presents the proposed architecture design in detail,
justified by the characteristics of the current networks in Porto. Chapters 5 presents the work done
regarding the implementation of the solution for each one of the involving entities. Chapter 6 de-
scribes the experiences made to test the solution and its parts, and discusses the obtained results.
Finally Chapter 7 presents the final conclusions of this report and the future work, as well as some
recommendations for future Android versions.
4 Introduction
Chapter 2
SenseMyCity Project
This chapter presents the SenseMyCity project, which belongs to the broader Future Cities project.
The objectives of this project as well as the possibilities opened by it are discussed. Here it will
be possible to see what already exists, in terms of infrastructure and applications. The work done
regarding WiFi data analysis in the scope of this project will also be presented here in more detail.
2.1 Context
The SenseMyCity project aims at building a urban sensing platform that makes possible to acquire
data related with the city and use that to implement useful services for the users and for the city.
The technical infrastructure consists of: (1) a framework for Android to gather data from smart-
phone’s sensors; (2) a Java server to process the data and store it in a PostgreSQL database and (3)
a web page to consult information in a user friendly way.
The existing testbed consists of an infrastructure for simplified collection of geo-indexed data
sensed using Android smartphones and others sensors, like vital sign sensors. The users can
participate by registering in the program and downloading the application. There is already a pool
of users willing to participate in experiments and logistic support for city-wide experiments.
2.2 The SenseMyCity Application
The SenseMyCity application is an Android application with a simple graphical interface as il-
lustrated in Figure 2.1. The application has three simple functionalities: (1) start and (2) logging
data in background, and (3) synchronize data with the server. For this last process, the user must
have an active Internet connection. The data is then collected making use of different sensors
commonly available in current smartphones, like GPS, used to couple geographic coordinates to
the data. The settings menu allows the user to adjust some configurations related with the smart-
phone’s sensors, in order to set the application to more desirable levels for a specific user. For
example, the adjustment of some of these parameters has a direct impact in battery life that can be
more important for some users than others.
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Figure 2.1: Graphical interface of the SenseMyCity application
The data that can be collected with an Android smartphone depends on the available sensors of
that specific smartphone, but the application is prepared to gather data from the sensors described
in Table 2.1. Other external sensors are also available like On-Board Diagnostics systems that give
access to information of a vehicle, Zephyr that measures heart rate, Vital Jacket for ECG signals,
and FREMU, which is a device that enables the analysis of carbon oxide levels, temperature,
altitude and pressure. These external sensors can be recognized by the application.
From the list of sensors, it is important to note the importance of WiFi and GPS sensors for
the scope of this particular dissertation. The WiFi sensor logs available access points, with its
MAC address, network name, channel and power level. The GPS sensor logs GPS coordinates,
latitude and longitude, which combined with time measurements allows to join WiFi with GPS
data producing geo-indexed data which add more value and allows further analysis. There is
already some work done making use of these data with particular relevance for this dissertation
and will be present in the next section.
2.3 WiFi data analysis
In the scope of this project B.Thomas developed two algorithms [2] that make use of the Sense-
MyCity infrastructure and the data collected. The first algorithm estimates the location of APs
having as inputs measurements in different places for a specific AP, and then estimates its wireless
coverage area. The second algorithm has as input an urban route, divided in its various line seg-
ments, and then calculates the sequence of known APs, in order to optimize the connection time
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Table 2.1: Sensors and respective type of data collected by SenseMyCity app
Sensor Data
Motion
Accelerometer Acceleration
Gyroscope Rotation rate
Position
Magnetometer Ambient geomagnetic field
Proximity Proximity of an object relative to the view screen
Location
Network Location based on Cell-ID and WiFi
GPS GPS location and satellite information
Environmental
Light Ambient light
Pressure Ambient air pressure
Temperature Ambient room temperature
Humidity Relative ambient humidity
Transceiver
WiFi Access Points information
Bluetooth Bluetooth devices information
External
OBD Vehicle related information
Zephyr Heart related information
Vital Jacket ECG information
FREMU Air condition information
along the route. The output is a list of these APs, as well as their GPS locations, MAC addresses
and coverage radius. These two algorithms will be explained in more detail next, as well as the
existing methods and web services to access them.
2.3.1 Estimation of AP location
The first algorithm makes use of geo-indexed measurements containing the MAC address of an AP
and the corresponding power level in dBm for that measure. For each measurement it is possible
to calculate the distance to the probable AP location using the free-space path loss formula of
Equation 2.1, where:
r = 10
ln(10)(T R K 20log( f ))
10n (2.1)
• R - received power level;
• T - transmit signal power: IEEE 802.11b standard [3] defines this as a value between a
maximum of 20 dBm and a minimum of 13 dBm, so it is considered an average value of
17 dBm for the calculations;
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• K - path loss constant, equals to -147.55;
• f - WiFi frequency, set to 2450MHz;
• n - path loss exponent, set to 3 because it is adapted for urban environments;
• r - distance in meters.
After the distance has been calculated, each measurement has an associated circle representing
“how well does an object hear a WiFi AP”. Taking all the measurements related to a given AP,
with a given MAC address, it is possible to estimate the AP location with a trilateration process.
The principle of this process is that the intersection of these circles may correspond to the probable
location of the AP. It is important to note that the result of an intersection of circles may result in
a single point, a polygon or no intersection at all. However, as reported in [2], the current state
of intersections in the system shows that for a given AP there is 95% of intersecting circles. The
algorithm takes an initial circle, calculates the intersecting region with the next circle, and then
iterates for the remaining circles, intersecting them with this region that becomes increasingly
smaller. The choice of the first circle is made according to a certain strategy, likemost intersections
first or smaller circle first.
The location is then taken as the centroid of the intersecting polygon, and this approach works
also for the case where, eventually, the intersection is a single point. Figure 2.2 shows the result
of sequential intersections for an AP. The red polygon corresponds to the intersecting region and
the probable AP location is the centroid of this polygon. Finally, having the most likely location
of an AP, its coverage radius is directly obtained from the weakest signal circle, the one which
corresponds to the larger circle. The radius of this circle is the coverage radius for the AP.
The result of this algorithm is the center and coverage radius for a given AP, taking as inputs the
measurements related with that AP. Obviously there is an important fact that must be remembered:
the coverage areas are calculated as circles. This does not describes perfectly the reality, because
the coverages areas are deformed by the existence of buildings or other structures that contribute
positively to signal loss. Either way this is a reasonable approximation that gets better with the
increasing number of measurements and the algorithm would work even if the scan shape is not a
circle but some complex polygon.
2.3.1.1 Implementation details
This algorithm is implemented as database methods in PostgreSQL with PostGIS extensions for
geo-spatial functions. The existing interface for it consists mainly in two functions:
• modifySession - inserts geo-indexed measurements into the tables.
• getData - performs the calculations on the data in the tables, according to the requested net-
work name and input parameters for Equation 2.1, returning the result of those calculations
(tuples with MAC address, center latitude, center longitude, and coverage radius).
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Fig. 3. Intersecting polygon/shape (IP )
most time under coverage of single WiFi AP. This simple task
should produce sequence that minimizes handovers between
WiFi APs. This strategy is similar to History identified by
Balasubramanian [6]
Input data for this strategy are scan circles (described before),
blue and green circles on Figure 4 and the travel path(TP) -
desired route around the city, yellow line on Figure 4.
Implementation
This stage takes input TP in a form of Linestring4 e.g:
LINESTRING( 8.599 41.167, 8.568 41.1788)
and returns the optimum sequence of WiFi AP mac addresses
according to the previously described strategy. Order of the
points in Linestring is important because it represents the
orientation and direction. Each Linestring point is a place on
Earth represented by latitude and longitude.
1) Get the list of all (n) the WiFi AP location estimation
circles that intersect with TP - In
2) For each circle (i) calculate intersection with TP - (Ii),
intersection is a line segment(or curved line segment) that
has starting and ending point both on the circle and on
TP.
3) Merge each intersection linesegment start and end point
with TP thus increasing the density of TP Linestring
points.
4) Iterate through all the points X of TP and if X is not
covered by currently selected WiFi AP then new WiFi
AP selection is necessary.
5) Get the list of all intersections from In that contain point
X = Ix
6) From the list Ix get the intersection that is the longest
(length is measured from the point X up to the intersec-
tion end) = max(Ix)
7) WiFi AP coverage circle containing the longest intersec-
tion (max(Ix)) is the next selected AP.
4Simple object according to OpenGIS standard
Fig. 4. AP sequence search result, test case in Porto
Figure 4 shows the result of this algorithm. Selected AP are
represented by their coverage estimation - green circles. TP is
the yellow thick line. Red segments represent parts of TP that
are not covered by any AP. Result is the list of WiFi AP MAC
addresses according to Server service methods definitions.
V. ISSUES
While implementing this solution several issues arose that
needed extra consideration.
A. Time based error
In practice each scan comes from different devices: one
is WiFi device and other is GPS device. They both provide
data independently. Data is matched by time taken. So precise
clock synchronization is required, even then measurement are
taken every second [1] and in one second moving object does
changes its position significantly, but as being crowd sourced
environment inside urban environment it is safe to assume that
object do not move that fast. So mismatch of location and WiFi
scan is not significant and, of course, should average out by
the large amount of measurements.
B. Circle approximation
Having a circle as coverage estimation is a good for
the geometrical approach that this work is using. However,
this approach discards data, everything outside a circle is
discarded. Alternative is using the probabilistic approach, that
uses ”fuzzy” circles (that implements channel model) to repre-
sent coverage area. Fuzzy means that there is a probability for
each point of circle if there is or is not a WiFi AP or anything
in between. Geometrical approach says that there is a 100%
probability that WiFi is inside a circle, and 0% probability that
WiFi AP is outside the circle. This may be an issue if it deals
with one (or small number) of scans, if there is large amount
of scans this error is averaged out. It is inconclusive which
approach (geometric or probabilistic) would give better WiFi
AP estimation.
C. Channel model
Localizing procedure uses channel model to interpret signal
strength as distance. Channel model highly depends on envi-
ronment being considered. View IV-C for details. Environment
specific value is n, it is set to 3 because this value is
appropriate for urban environments. However in some cases,
like open spaces this value should vary. Ideal solution to this
Figure 2.2: Intersecting polygo calculated from various scan circles
These functions allow different sessions, so it is possible to collect data for a given session,
and perform the calculations only for that session too, passed as a parameter for both functions.
The modifySession function receives data in CSV format with MAC address, latitude, longitude
and power level. The getData function receives a network name to identify the targets for the
calculations, the T, f and n parameters of Equation 2.1, a value to identify if it shall recalculate
the whole set of data or do not recalculate, and parameters to define the output format. There
is also a parameter that defines the percentage of measurements to consider, and another that
corresponds to the maximum number of measurements that should enter in the calculations. With
this is possible to run the calculations over the highest 85% measurements taking a maximum of
100 of those, for example. Thus they interfere in the quality of the results at the cost of a speed
up in the calculations. There are no web services to access these methods but they are planned for
the future.
2.3.2 Optimal sequence of APs for a given route
The previous algorithm estimates the location of APs. With those estimations it is possible to
optimize the connections of a mobile host (MH) to APs in a way that the MH remains the most
time under WiFi coverage. Furthermore, this strategy should also be able to reduce the number of
handoffs required for a given path, maximizing the connectivity time, and minimizing the handoff
delay. The inputs for this algorithm are the APs circles obtained in the previous algorithm and a
travel path defined by line segments, ea h with two pairs of GPS coordinates.
The algorithm takes the path TP, divided into its line segments, and proceeds as follows:
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1. Get the list of all AP circles that intersect TP - In.
2. For each circle i calculate the intersection with TP - Ii. Intersection is a line segment, or
curved line segment, that has its start and end point both on the circle and on TP.
3. Merge each intersection line segment, from start to end point, with TP.
4. Iterate through all the points X of TP and if X is not covered by the currently selected WiFi
AP then new WiFi AP selection is necessary.
5. Get the list of all intersections from In that contain point X - Ix
6. From the list Ix get the longest intersection (measured from the point X up to the intersection
end) - max(Ix)
7. The AP circle containing the longest intersection (max(Ix)) is the next selected AP.
This strategy creates a sequence of APs for a given path, that minimizes the handoffs. The
output is a list of APs, with the corresponding MAC address, center latitude, center longitude and
coverage radius. Figure 2.3 shows the result of this algorithm applied to a given path. The path is in
yellow when it is covered by an AP, or red when there are no APs for that segment. The AP circles
in green represent the selected APs for this path, with different coverage radius. In blue there are
some others APs not selected. Analyzing this figure with some attention it is possible to see that
the strategy of this algorithm really leads to larger segments under coverage and, by consequence,
a larger connectivity time. For example, considering a path orientation from the left to the right,
in the lower right corner there are two green coverage areas selected. We can see that there is a
bigger blue circle around them that, supposedly, should lead to a greater segment. However, the
smaller green circle starts covering the path a bit earlier, and so it is chosen immediately. Then,
to avoid disconnections and handoffs, the smaller green circle remains selected until the end of its
coverage segment. Finally the larger green circle is chosen over the blue one because it originates
a greater segment.
2.3.2.1 Implementation details
This algorithm is also implemented as a database method called getApList. This method takes as
input the path, divided in its line segments, the networks names, and the identifier of the session,
for the same purpose of the previous presented methods. The output is a string with tuples of APs
corresponding to the requested networks that better fit the path. Each tuple has the network name,
MAC address, center latitude, center longitude and coverage radius of the AP. There is no web
service to access this method, but it is also planned for the future.
2.4 Summary
As seen the work already done in the scope of the SenseMyCity project, particularly the algorithms
developed by B.Thomas [2] open space to a newWiFi roaming service that takes advantage of this
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Figure 2.3: AP sequence search result
infrastructure and this work to offer to its users, as far as possible, better connectivity along an
urban route. However, the interfaces with these two algorithms must be well defined, as well as
the results to return. The existing algorithms are implemented as simple methods on the database,
and they are not available as web services yet. A WiFi roaming service must be designed and its
requirements should contribute to clearly define the best interface for these algorithms and their
web services. For instance, there are some unused informations, such as the WiFi channel of each
AP, that could be a precious information for the roaming service, however these two algorithms
are not yet prepared to deal with it. Either way, the work already done in this scope is a precious
base to implement WiFi roaming service.
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Chapter 3
WiFi Handoff Solutions
In this chapter the current WiFi handoff solutions are presented. To better understand the diver-
sity of solutions and the specificity of each one, it starts with a description of the handoff phases,
followed by a description of handoff metrics and handoff strategies that explains some basic con-
cepts about handoffs. Then the existing solutions are presented and discussed, grouped by the
main handoff phase that they try to address, as well as a comparison between them. Each phase
is also accompanied by a description of the involved protocols and theoretical concepts needed to
understand the presented solutions and the remaining parts of this work. Finally some multi-layer
solutions are presented.
3.1 Handoff phases
When speaking about WiFi handoff solutions, it is important to understand what are the typical
phases of this handoff. In fact some authors [4, 5] consider two steps: (1) the discovery, when the
new AP is probed, and (2) the reauthentication, which involves the authentication and association
with the new AP. Both phases refer only to layer 2 handoff, which is enough for mobility inside
the same subnet. Others [6] approach the problem in a more complete way, considering both the
layer 2 and layer 3 handoff, referring the first as having four steps: (1) AP probe and discovery,
(2) authentication, (3) association and (4) 802.1X authentication, and the second having just the
address configuration phase, in DHCP-based networks. In [7] there are 4 main phases considered
in wireless handoffs: (1) probe and decision, (2) execution, (3) DHCP and (4) upper layer adjust-
ments. The first and second phases make the layer 2 handoff, the third corresponds to the layer 3
handoff, and finally the fourth refers to adjustments in the TCP and application layer in order to
reestablish a previous session. From our daily experiences with some networks, we see that some
of them may even require a web-based authentication to access the network, but this is something
that can be considered as an upper layer adjustment.
Mixing these points of view it is possible to create a complete overview of wireless handoffs
as shown in Figure 3.1. Here it is considered a multi-layer handoff and the typical phases for a
DHCP-based network. Note that some steps can be ignored in some situations. When moving
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between APs in the same subnet, for example, only layer 2 handoff is needed. More than that,
802.1X authentication is not present in all networks. Some notations used in [6] and [7] are also
presented.
Figure 3.1: Typical phases of wireless handoffs
These different handoff phases contribute to the total handoff delay, which is critical to a
satisfactory urban roaming because of the demand for real-time applications such as VoIP for
example. Previous work in this area typically tries to improve one or two phases. However some
solutions are more complex and approach the problem in a multi-layer basis. On top of this, to
actually decide to which AP a client must change, it is necessary to have some handoff strategies
or policies, which is an inherent step of the first phase. The next two sections presents the common
metrics used for handoff decisions and some handoff strategies.
3.2 Handoff metrics
A metric is a variable used to evaluate a strategy or police in order to perform the handoff. The
choice of a specific metric can have impact on the overall user experience, so this is an important
point to consider when working on a WiFi handoff solution. For example, a handoff performed
based on the coverage area of an AP can lead to a longer connectivity time but do not ensure that
this AP has the better throughput.
Typically the standard solutions perform the handoff based on the measured RSSI. This is what
happens, for example, on smartphones and the reason for this is that it is simple to measure RSSI
than other metrics. The work done in [2], already presented in Chapter 2, uses the coverage area of
APs to calculate a list of APs to hand-off to along an urban route. With this information the handoff
can then be triggered by the GPS location, and so this can be considered another handoff metric.
In [8] some strategies are presented with inherent metrics such as the beacon reception ratio, RSSI
and AP performance. Here this last metric is defined from the first one, but can have different
meanings. In fact, the concept of AP performance can be seen from many perspectives and then
be measured from many parameters, such as the throughput, transmission rate or connection delay.
In [9] a new metric is proposed based on performance rankings of APs, in a collaborative way.
It consists in a database with this ranking per AP where an user can select the best AP for himself.
If this user is a collaborator of this service, automatically it generates and submits reports when
connected to an AP. These reports include metrics such as estimated back-haul capacity, ports
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blocked and connectivity failures. It also refers the delay in the web access as an important metric
to care about. With this information the service can generate the performance ranking.
More metrics can be considered like the network name (SSID) in which a MH only performs
the handoff when a specific SSID is found. It all depends on the objective of the handoff and
the availability or the capacity of the MH to obtain this kind of data. Some of these data can be
received directly from the AP beacons, but more complex data such as the coverage area of the
AP, its GPS location or its performance ranking can only be obtained from a server that holds this
information.
Tables 3.1 and 3.2 presents a possible comparison between the referred metrics. The first one
includes the metrics whose information can be directly obtained from the AP beacons. The second
includes the remaining, where typically a server or some other entity has this information and can
provide it to the MH. The comparison is made relative to the temporal data origin as well as the
data source. An important note related to the delay and throughput metric has to be underlined
here. The data origin is in the past or present because it depends on the available mechanism to
measure the delay and throughput. Past information about this can exist in a server but the MH
may also be capable of performing a quick test in order to estimate the present values of these
metrics. Requirements illustrate the additional resources, mechanisms or algorithms needed to
obtain the metric. This is not necessary when the metric is directly obtained from the AP beacons.
Lastly the consequences show the main impact to the user experience.
Table 3.1: Comparison between handoff metrics obtained directly from AP beacons
SSID RSSI BRR Trans. rate
Data origin present present present present
Data source AP AP AP AP
Consequences
specific
network
connection
low packet loss
high
response
time
3.3 Handoff strategies
A strategy or policy define reasonable criteria to decide which AP a client should connect to. It
aims at measuring some handoff metrics and choose the AP which best performs in those specific
metrics. In [8] six strategies are presented and are applied to a specific metric. The first four are
existing ones, and the remaining two are idealized and not practical nowadays.
• RSSI - The client associates to the AP with higher signal strength, measured as the expo-
nential average of the RSSIs of received beacons.
• Beacon Reception Ratio (BRR) - The client associates to the AP with the highest exponen-
tially averaged beacon reception ratio.
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Table 3.2: Comparison between handoff metrics not obtained from AP beacons
Delay Throughput Collab.ranking
Coverage
area
GPS
location
Data origin past/present past/present past past past
Data source server server server server server
Requirements measurementof delay
throughput
estimation
user
experience
collection
and AP
performance
calculation
coverage
area
estimation
AP location
estimation
Consequences high response time high APperformance
longer connection time
• Stick - The client does not disassociate from the current AP until the absence of connectivity
for a pre-defined time period. After the disassociation the client picks the AP with the
highest signal strength.
• History - The client associates with the AP that has historically provided the best average
performance at that location. This performance is measured as the sum of reception ratios
in the two directions, and the average is calculated with data collected on the previous day
at that location.
• BestBS - At the beginning of each one-second period, the client associates to the AP that
provides the best performance in the future one second. This method mandates some reliable
performance prediction mechanism.
• AllBSes - The client opportunistically uses all APs in the vicinity.
Evaluating the number of packets delivered, AllBSes had the best performance, followed by
BestBS, History, RSSI, BRR and Sticky. Comparing the uninterrupted connectivity results AllB-
Ses proves to be the best again, followed by BestBS, BRR and Sticky. The other two strategies
were not tested here. In fact, AllBSes is the best strategy in both experiments because it uses all
APs, improving the packet delivery and decreasing the absence of connectivity. In fact, it is and
ideal method hat represents an upper bound on the performance of any handoff protocol, but in
reality it is impractical because a client can not use all the APs at the same time.
Trying to achieve this kind of performance, the authors also propose ViFi. In ViFi a client
connects to an AP, which they call the anchor, but the APs in the vicinity can also receive packets
and perform a probabilistic relaying, so a coordination scheme between the APs is needed. The
authors refer that, due to the bursty nature of the packets losses, relaying by an auxiliary AP is
better than a retransmission by the source itself. Although in practice it is a cross layer solution,
the main contribution is a protocol that tries to exploit AP diversity to minimize disruptions. The
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results of their experiments proved that the performance achieved was close to the ideal AllBSes
performance and better than BestBS. This strategy is not suited for the problem of this dissertation,
because it requires changes on APs and the objective is to work with existing WiFi infrastructure.
Regarding the results obtained for the remaining strategies, History seems to be the most appropri-
ated strategy, because of the urban sensing infrastructure [1] that exists in the Future Cities project
which enables the necessary previous knowledge.
Reference [10] defines the three other baseline policies.
• Maintain Until Broken (MUB) - Selects the strongest signal AP and does not handoff until
that connection breaks.
• Always Strongest Signal (ASS) - Always connect to the strongest signal AP.
• Averaged with Hysteresis (AWH) - Uses a time-average of the signal strength and employes
hysteresis to protect the previous policy from channel fluctuations which could originate
frequent handoffs.
It is easy to find some similarities between these and the previous strategies. Maintain Until
Broken is very similar to Sticky. Also the Averaged with Hysteresis seems to be like RSSI, apart
from the different averaging methods. Once again, it is possible to make use of the urban sensing
infrastructure to define a new handoff strategy more in line with urban roaming. As referred in
[11], the predictable nature of urban routes in a daily basis, makes possible to record connectivity
information, such as the AP’s network name, MAC address and signal strengths in order to use that
in the future for quicker connections. By adding GPS locations to these informations, the client
can build radio frequency (RF) fingerprints for a route. With all of this information, the decision
about the next AP can be made a priori and offline, which is referred to as Scripted handoff. Note
that the History strategy is also present here. This strategy will be reviewed in more depth in the
next section also, as it contributes to a substantial decrease in the AP discovery delay.
Table 3.3 shows the summary of characteristics for the different strategies presented. The
MUB, ASS and AWH policies are not presented because of the similarities with Sticky and RSSI,
and so the same characteristics are applicable. ViFi is presented together with AllBSes because it
is a similar but nevertheless compatible with current WiFi technology. The comparison is made in
six categories. Data origin refers to the temporal origin of the information needed by that strategy.
The majority needs only the present information carried by the received beacons. Others, like
History or the Scripted handoff must have previous information to take the decision. BestBS tries
to choose the best AP in the future, so some kind of prediction is needed. This prediction can
be made in mobility or connectivity. As can be seen, in the Scripted handoff is possible to use
prediction but it is not mandatory, it just depends on the complete solution. Direction is related to
the need of having information about the MH mobility, and the caching system refers to the exis-
tence or not of a data caching system, such as the one presented in [1]. Compatibility is the ability
to use these strategies with the current WiFi infrastructure. Complexity measures the difficulty
of implementation of the various strategies. As shown, the more common have low complexity
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and are normally implemented in current solutions. Moderate complexity requires some extra
infrastructure or prediction methods, and high complexity refers to difficult implementations, in
the case of AllBSes because it requires coordination between APs and changes on them. Finally
the modifications category summarizes the components that the solution must modify. As we can
see, all the strategies act only on the mobile host (MH), except the AllBSes and ViFi that require
coordination between the APs, as seen.
Table 3.3: Comparison between handoff strategies
RSSI BRR Sticky History BestBS AllBSesViFi Scripted
Data origin present present present past future present past
Need of prediction no no no no yes no possible
Direction no no no yes no no yes
Caching system no no no yes no no yes
Compatibility yes yes yes yes yes yes yes
Complexity low low low moderate moderate high moderate
Modifications MH MH MH MH MH MH/AP MH
3.4 AP discovery delay
The discovery phase, in which may occur AP probes in its different channels, can be significantly
high and thus many efforts were made in order to reduce this latency. Some authors refer that
this occupies the most of the handoff delay time [12], and can represent 90% of the total handoff
delay at MAC layer [13, 5]. The discovery of new APs is accomplished by means of a MAC layer
function called scan.
To better distinguish the following solutions we can consider two different scenarios: (1)
reactive discovery and (2) proactive discovery. As the name indicates, the first reacts, in this
case, to the connection break and starts some AP discovery mechanism in order to hand-off to a
better AP. The second tries to be aware of better APs to hand-off to in a proactive way, even if no
handoff is imminent. As a result, when a handoff is about to happen, all the required information
about the new AP is immediately available. Proactive discovery has the potential to remove the
channel probing procedure, reducing the total handoff delay.
3.4.1 Reactive discovery
The IEEE 802.11 standard [3] defines two types of scanning: passive and active, and they are
commonly implemented on the majority of the equipments because they are the standard. During
a scan the client is unable to transmit or receive data traffic, because it is working on a different
channel frequency.
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In the passive mode the mobile host listens to the wireless medium for beacon frames. These
frames contain the timing and advertising information that can be used in the association phase
with the AP. The 802.11b/g/n standard defines 13 channels in the 2.4GHz frequency range, spaced
5MHz apart, so in the passive scheme the MH must listen to the medium in all channels, for an
amount of time equal to the beacon interval which is typically 100ms [14], but can be different.
Because the channels are independent, the MH must wait the same amount of time on each. The
total delay is given by Equation 3.1, whereN is the number of channels. If we consider 13 channels
and 100ms for the beacon interval, it results in 1300ms only for the discovery phase, which is a
considerable delay. If we also consider the 802.11a standard and its 19 channels available in
Europe, this results in 1900ms which is a delay even larger.
PassiveScanDelay = N⇥MaxBeaconInterval (3.1)
To reduce the delay of a passive scan, most implementations prefer the active mode, in which
a MH actively broadcasts a probe request on each channel to force the APs to answer with a probe
response. This can be much more specific and flexible than passive scan, because the MH can send
general probe requests in broadcast or specific probe requests for a given SSID, or in other words,
network name. In the case of a broadcast probe the MH sends a broadcast SSID, which is actually
a null SSID, in the probe request, and APs receiving this will answer with a probe response for
each SSID they support. In the case of a specific probe the MH sends a specific SSID in the probe
request and only APs with a matching SSID will reply with the respective probe response.
The active scan delay can be expressed as in Equation 3.2, where MinChannelTime repre-
sents the time to wait for a response before declaring the channel empty, and MaxChannelTime
represents the time to wait to additional probe responses from other APs. Previous experiments
[7, 14, 5, 15] show that 300ms to 500ms is the common delay of this scheme, so it is significantly
better that the passive but at the cost of bandwidth usage to send periodic probe requests and,
therefore, energy consumption.
N⇥MinChannelTime ActiveScanDelay N⇥MaxChannelTime (3.2)
Looking at Equations 3.1 and 3.2 we see that an improvement over this latencies can be
achieved by reducing the amount of time to wait, either by changing the beacon interval or the
MinChannelTime and MaxChannelTime. In fact, these times can vary from implementation to
implementation, and so with modifications on APs, namely on the beacon interval, it is possible
to obtain better results. However, another source of improvement is the number of channels to be
probed.
One of the most referenced solutions that take advantage of this is neighbor graphs [13]. In
this solution the authors focus in reducing the times referred above and the number of channels to
be probed. Two algorithms were proposed: NG algorithm and NG-pruning algorithm. The first
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uses a data structure called neighbor graph which abstracts the relationships between APs. An
AP2 is called neighbor of an AP1 if and only if a MH can hand-off from AP1 to AP2, and so
this structure captures the set of channels which neighbor APs are operating on, and the set of
neighbor APs on each of these channels. With this information the MH can determine whether
or not a channel must be probed. The second algorithm uses a data structure called non-overlap
graph that abstracts the non-overlapping relationships between APs. This way, two APs are non-
overlapping if and only if the MH cannot communicate with both of them, and so, a probe request
to one of them indicates the unreachability to the other. Thus, these APs can be excluded from the
list of APs to probe. Both graphs are constructed with data collected from the MH in its previous
handoffs. The results show that the probe delay can be reduced by about 80% compared to a full
scan in all channels, so the authors claim that they can achieve a handoff latency of less than 50ms.
Another solution [16] proposes the use of selective scanning where only a subset of channels
is probed. This selection is made by means of a channel mask that takes advantage of the non-
overlapping property of channels 1, 6 and 11 of IEEE 802.11b/g/n and their common use on
cellular WiFi planning. This mask is configured during the network setup. Initially the MH
performs a full scan, and on the next handoffs it only scans the non-empty channels of the first
attempt and the 3 non-overlapping channels. With this there is a reduction on the number of
channels, and, by consequence, a reduction on the handoff delay. More than this, the solution also
presents a caching mechanism in which the MH caches its handoff history. After performing a
handoff it caches the current AP MAC address as well as the two APs with higher signal strength.
When a new handoff is needed, instead of performing a selective scan, first it will see if there is a
cache entry with the current AP, then tries to associate with one of the two cached APs and only
then it will perform the selective scan. Note that this caching mechanism makes this solution a
proactive discovery solution also, because it can eliminate the need of probing in case of a cache
hit.
Table 3.4 presents a comparison between the different reactive discovery solutions. The fol-
lowing six categories will also appear later to compare the proactive discovery solutions, so a
general comparison can be made. The pre-scan category refers to the existence or not of a scan-
ning mechanism while the MH is associated with an AP, in other words, performing a scan even if
no handoff is required. Scan points to the need to perform a scanning when a handoff is required.
When all channels are probed, then we are in the presence of a full scan. When a set of channels
is probed we have a partial scan, which obviously is faster than a full scan. The handoff speed
reflects the overall speed of the solution, therefore a low handoff speed has a greater delay than
a high handoff speed. Direction, as previously, refers to the use of information about the MH
mobility. Finally, the modifications category indicates the components that must be modified to
implement the solution.
3.4.2 Proactive discovery
One of the most referenced solutions is SyncScan [14]. The idea behind it is to continuously
listen to neighbor APs in all channels, but in a synchronized way. The core requirement here is
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Table 3.4: Comparison between reactive handoff schemes to improve AP discovery delay
IEEE 802.11
standard
Neighbor
graph
Selective Scan
Cache hit Cache miss
Pre-scan no no no
Scan full partial no partial
Handoff speed low med high med
Direction no implicitly no
Modifications MH MH MH
to have APs working on the same channel to broadcast their beacons at the same time, or close to
it. So, APs operating on channel 1 should broadcast beacons at time tms, while APs on channel
2 should broadcast at time t+dms, channel 3 APs at time t+2dms and so on. The MH then
must change to each channel precisely at its broadcast interval to listen to the beacons of possible
near APs. This scheme is also open to the introduction of selective scanning. This procedure
mandates a synchronization mechanism between all the APs and also the MH, like NTP [14],
and can introduce several problems like an AP interfering with another operating on the same
channel. In addition to this, SyncScan has an associated cost for removing the transient overhead
of the scanning phase. This procedure replaces it with a regular overhead, that inhibits the MH
to send or to listen to its own AP. It can even lose packets while it is listening to other channels,
and the time between the change to another channel and the change back to the original one can
be significant. However, the authors refer that these problems depend on the implementations of
SyncScan and the established time periods. Finally, they claim that with this scheme a handoff
can occur in few milliseconds, sufficient to create the continuity illusion for voice applications.
Very similar to SyncScan is DeuceScan [12], which also requires synchronization between the
MH and the APs, but instead of performing a full pre-scan operation it only does a partial pre-
scan. To do this, this scheme uses a spatiotemporal graph to provide spatiotemporal information
for making a good handoff decision, by correctly searching for the next AP. These spatiotemporal
graphs are composed of a series of triangles, where each triangle is composed of the MH and the
three neighboring APs with higher RSSI. If less than three APs are in the vicinity, the triangle
is also composed by repeating one of the available APs. Temporal information is cached here
with the received signal strength of each AP. This is a mechanism that records the moving history
of the MH with these graphs, which are only a list of triangles. So, instead of performing a
synchronized full pre-scan, it only performs a partial pre-scan of APs in that location, which is
given by the spatiotemporal graph that the MH knows. Because it is very similar with SyncScan,
the performance achieved is also similar, but this scheme performs better at higher speeds, due to
the lowest delay in the partial pre-scan.
In order to mitigate the problems above, namely the periodic absence of the current channel
seen on the SyncScan, an obvious, yet complex, solution was proposed namedMultiScan [17], that
22 WiFi Handoff Solutions
uses multiple radios. The procedure is very similar to SyncScan, but here are used two wireless
interfaces, a primary one associated with the current AP and a secondary one that performs, at the
same time, the scanning in the channels. When a new handoff is required, the secondary interface
starts the association with the new AP while the primary interface can still be used to communicate
with the previous AP, if it is in range. After the association is complete, the secondary interface
starts acting as the primary one, and vice versa. This scheme achieve an ideal "make-before-brake"
[4], with no interruption on the connection, at least speaking in layer 2 handoff. There are latencies
related to the scanning, but they occur in the secondary interface, not interfering with the main
where the data are flowing. This parallelism is only possible with two wireless interfaces, which
is not the most common scenario and, particularly, it is not present in the current smartphones on
the market, because it also represents an increse in energy costs.
A similar solution [18] was presented but with no need of a second wireless interface. Instead
of it, the authors proposed an overlay sensor network as a control plane, to collect neighboring
AP information and assist the handoff procedure of the MH. Obviously it requires more hardware
than a simple wireless interface, but the AP probe delay is eliminated. Once again, the parallelism
leads to good results at the price of more hardware, in this case.
The main focus of the schemes presented above was to reduce the number of channels to
be probed. However, in an AP-dense environment, the full scan may be unavoidable due to the
large offer of APs in different channels, and the key to improve lies on the MaxChannelTime of
the active scanning. This is the proposal of D-Scan [19], which is based on two discoveries: (1)
differentiated probe response time and (2) rich AP information hidden in wireless traffic. In the
first one, a correlation between response arrival time and AP signal quality was made, and it was
established that APs of better quality statistically respond faster, thus late responses can be ignored
because they are likely to be from bad handoff candidates. In the second one the authors introduced
eavesdropping to assist the active probing in order to extract useful information, such as the SSID,
MAC address of the AP or the IP/Domain, from the MAC headers of unencrypted passing wireless
packets. All of this allowed a decrease of the MaxChannelTime and enabled a quicker pre-scan
with few interference with the normal traffic flowing on the current channel. Consequently, with
a quick pre-scan mechanism the handoff delay decreases, but only an AP-dense environment can
lead to this achievements. In fact, the first step, which is a big responsible of the handoff delay
decreasing, is only successful when there is a large number of AP candidates at a given location.
When referring proactive discovery, until now, the need of a pre-scanning was inherent, while
the connection was up. However another solution can be applied that takes advantage of the
location of the MH. This solution is designated by location-based handoff [20]. The general
idea is to have a server that keeps the topology information of a network, namely, information
about the APs and their location. With this, if the MH has some kind of location system like
GPS, it is possible to measure the locations during a time interval in order to select a set of AP
candidates to which the MH can perform a future handoff. Then, when the handoff is required,
the information for the association is already prepared. Some other authors also refer similar
solutions [11]. Here, predicting that in the near future a handoff will be done to a certain AP, the
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best location is computed and the MH knows exactly where to handoff. This approach can be
taken even further by exploring connectivity and mobility forecasts, to correctly select the best AP
in the future. This is the proposal in [21], in which a previous system named Virgil [22], from the
same authors, is adapted to provide a kind of quality score to APs. These solutions are promising,
but come at the cost of a server or infrastructure that holds the network topology information and
a location system for the MH. In the case of this dissertation, the existing infrastructure [1] can
accomplish this task, and currently a common smartphone also comes with GPS.
Table 3.5 presents a comparison between the different solutions related to the proactive dis-
covery. The first categories are the same as those presented before in reactive discovery. However,
because of the complexity of these solutions, an additional category of requirements is present to
evidence the extra factors that must exist for the solution acts as intended.
Table 3.5: Comparison between proactive handoff schemes to improve AP discovery delay
SyncScan MultiScan DeuceScan D-scan Location-based
Pre-scan yes yes yes yes no
Scan no no no no no
Handoff speed high optimum high high high
Direction no no implicitly no yes
Modifications MH/AP MH MH/AP MH MH
Requirements synchronization multipleinterfaces synchronization
AP-dense
environment
topology
information
and GPS
3.5 Execution delay
The execution delay, as represented in Figure 3.1, comprehends the authentication, association,
802.1X authentication and the four-way handshake. The 802.1X authentication is here represented
because the authentication based on a central server is widely adopted for the sake of secure service
and efficient accounting as referred in [4]. The authentication can be open or by shared key, like
in WEP, in which the access to the AP is protected by a key that the MH must know. With open
authentication and association, the MH sends an authentication request to the AP, and this sends
back an authentication response. Success will occur and then the MH tries to associate with
an association request to which the AP will respond with an association response. Before the
802.11i, after an open authentication and association, the MH would gain access to the network.
However, with 802.11i, that was implemented as WPA2 to replace the less secure WEP, the MH
must unlock the 802.1X port mapped to the newly created association. In order to achieve that,
the MH has to perform EAP authentication with 802.1X frames. The unlocked port allows only
protected and authenticated frames to pass through, so a security association at link layer must be
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carried out, and cryptographic keys must be established. The four-way handshake is finally done
to establish this secure association and to derive the key that will be used to protect the frames.
Figure 3.2 shows the message exchange for the execution phase between the MH and an AP, for
an open authentication. Note once again that some of these messages may not be exchanged,
particularly if there is no 802.1X authentication mechanism in the network.
Figure 3.2: Sequence diagram of wireless handoff message exchange
The description above shows that the role of the MH in this process is minimal. In fact, the core
steps clearly require the AP to do something, or a back-end server in the 802.1X authentication.
Therefore, this analysis evidences that the possible improvements likely require modifications in
the APs or in the core infrastructure of the network, which is not the goal of this work. Anyway,
the MH also requires some modifications, to be aware of the changes on the protocols.
One of the presented solutions is 802.11 pre-authentication [23]. This solution takes advantage
of the fact that no schemes in IEEE 802.11 require that authentication takes place immediately
before association. Therefore, in the pre-authentication scheme the MH can authenticate with
multiple APs in advance, during the scanning process, and so when the association is required
the MH is already authenticated. This way, when the MH is moving from an AP to another, the
authentication is already done, and time is saved in the handoff.
3.5 Execution delay 25
Another solution [24] is based on the same principle. Here the authors propose a mobility
prediction scheme that is used to determine the frequent handoff region (FHR). The FHR is a set
of APs with high possibilities of being visited by the MH in the near future, and it is constructed
based on the handoff frequency and the MH’s priority at the centralized system. So in this scheme,
when a MH needs to handoff to another AP, if that AP is included in the FHR of the MH no
authentication is required, otherwise a normal procedure with authentication is required.
In [25] the authors reuse the concept of neighbor graphs and present the proactive neighbor
caching scheme. Here the solution uses a neighbor graph that captures the mobility topology
of a wireless network. The main goal is to ensure that the MH’s context is always dispatched
one-hop ahead, and consequently the handoff delay can be reduced. The neighbor graph is built
with the informations exchanged during a MH’s handoff. The MH’s context is cached at the APs.
The procedure then runs as follows: when a MH associates with an AP, this AP propagates the
acquired MH’s context to all neighboring APs, and when the MH moves to a neighbor AP no
authentication is needed, because this AP has previously received the MH’s context. The other
neighbors now do not need to cache this MH’s context and so it can be discarded by them. As we
can see, communication between APs is a must have, which can only be easily achieved by APs
that belong to the same network provider.
The IEEE 802.11r or fast BSS transition (FT) [26] is an amendment to the IEEE 802.11 and
is the recent answer for the slow handoff. The numerous proposals adopted in 802.11, particularly
the 802.1X authentication, increased the number of messages to exchange between the MH and
the AP, and by consequence the overall delay also increased. The IEEE 802.11r wants to get back
to the origins, in which only four messages were exchanged, in authentication and association.
In 802.1X authentication the MH must renegotiate its key with the authentication server on every
handoff, slowing down the handoff process. Initially, the first authentication with an AP needs
all the steps, including the normal 802.1X authentication. After this, the MH’s security context
is cached in the AP. This context contains the pairwise master key R0 (PMK-R0), which is then
used to derive a second-level key called PMK-R1. Based on these, MH and AP compute the
pairwise transient key (PTK) for data encryption, corresponding to the four-way handshake step.
Although this is equal to the common scenario without 802.11r, this initial setup is required. The
improvement comes later when a handoff is expected to occur: the new AP acquires the PMK-
R1, if needed, from the previous AP and caches it, and since this and the PTK derivation are
completed a priori there is no need to perform the 802.1X authentication again. Summarizing,
without 802.11r a MH must complete an authentication, association, 802.1X authentication and
then the PTK derivation and QoS admission control. With 802.11r, after the first association with
an AP, there is no need to performing the 802.1X authentication again, and it piggybacks PTK
derivation and QoS exchanges with the authentication and association messages, backing to the
origins of four messages exchanged.
The work done in [27] presents some tests about WiFi roaming with and without 802.11r.
These tests clearly show that with 802.11r it is possible to reduce the roaming time to less than
100ms from the 600ms of the classical 802.11 standard, which is very significant. This decrease
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in roaming time leads to a lower packet loss as they show in another test. This is due to the
small amount of time for the reconnection process, where fewer packets are dropped. They con-
clude with the argument that 802.11r has the ability to allow high quality voice calls in a roaming
situation.
Table 3.6 shows a summary of all the solutions for improving the execution delay and acts
as a comparison between them. As seen, the execution phase refers to four different steps: (1)
authentication, (2) association, (3) 802.1X authentication and (4) four-way handshake, so focus
shows which of these steps is the focus of each solution. Authentication a priori is the procedure
that authenticates a MH with multiple APs before a handoff to one of those APs. Direction, once
more, refers to the use of information about the MH mobility, and the caching system evidences
the need of a system or infrastructure to record some kind of information. AP coordination reflects
the need of coordination or communication between the APs. Lastly, the components that need
some kind of modification in order to implement the solution in case are presented in the category
of modifications.
Table 3.6: Comparison between handoff schemes to improve the execution delay
Pre-
authentication
Frequent
Handoff
Region
Proactive
Neighbor
Caching
IEEE 802.11r
Focus Authentication Authentication Authentication 802.1XAuthentication
Authentication a
priori yes yes yes no
Direction no no implicitly no
Caching system no yes yes yes
AP coordination yes yes yes yes
Modifications MH/AP MH/AP MH/AP MH/AP
3.6 DHCP delay
The Dynamic Host Configuration Protocol is a protocol widely used by computers for requesting
IP parameters, such as IP address, network submask, DNS servers or available routers from a
DHCP server, thus eliminating the need of a network administrator to configure these settings.
The protocol is described in RFC 2131 [28] and it consists in eight different messages:
• DHCP Discover - Client broadcast to locate available servers.
• DHCP Offer - Server to client in response to DHCP Discover with offer of configuration
parameters.
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• DHCP Request - Client message to servers either (1) requesting offered parameters from
one server and implicitly declining offers from all others, (2) confirming correctness of
previously allocated address, or (3) extending the lease on a particular network address.
• DHCP ACK - Server to client with configuration parameters, including committed network
address.
• DHCP NAK - Server to client indicating client’s notion of network address is incorrect (e.g.,
client has moved to new subnet) or client’s lease as expired.
• DHCP Decline - Client to server indicating network address is already in use.
• DHCP Release - Client to server relinquishing network address and canceling remaining
lease.
• DHCP Inform - Client to server, asking only for local configuration parameters; client al-
ready has externally configured network address.
The RFC 2131 [28] defines three types of IP address allocation: (1) automatic allocation in
which the DHCP server assigns an address to the client; (2) dynamic allocation where the DHCP
server assigns an address to a client for a limited period of time or until the client explicitly
releases the address; and (3) manual allocation where the addresses are assigned by the network
administrator and DHCP is used to convey the address to the client. The dynamic allocation is
particularly useful in situations where the clients are mobile and will be connected to the network
only temporarily, or in the presence of a small pool of IP addresses to be used by a large number
of clients. In urban scenarios where there are many WiFi hotspots available this is the typical
method of IP address allocation. When the client receives the DHCP Offer it has a field with the
IP address lease time. After this time the address will be free to another client so, if the client
wants to keep this address it must renew the lease with a DHCP Request before it ends. This
renewal is controlled by the T1 and T2 timers established in the client after the DHCP ACK.
Another important aspect of the DHCP process, as referred in [29], is related to the Duplicate
Address Detection (DAD) that the DHCP server must perform before sending a DHCP Offer, in
order to see if the IP address that it wants to offer is not already in use. The mechanism behind
the DAD can consist of sending ICMP echo requests and waiting for responses, but this is not
mandatory, although it is important to consider this aspect when evaluating the overall DHCP
delay.
The DHCP procedure with dynamic allocation is controlled by finite state machine in Fig-
ure 3.3 that controls the whole process of discovering, requesting and renewing an IP address. The
complete state machine is more complex, has more transitions, but the one represented is indicated
by the RFC 2131 as the minimum required for a DHCP client. When the client arrives to a new
network, if it does not have any previously configured IP address, it will start the DHCP procedure
in the INIT state with a DHCP Discover. If some DHCP server receives this message, it will an-
swer back with a DHCP Offer offering configuration parameters. Then the client will choose one
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offer in the SELECTING state and send a DHCP Request requesting the parameters of that offer.
Possibly it may receive a DHCP NAK which means the server has withdrawn its offer, returning
the client to the INIT state. Otherwise the DHCP will answer with a DHCP ACK confirming those
parameters, so the client can bind its interface with an IP address.
Figure 3.3: Finite state machine of a DHCP client as described in RFC 2131
When a client that already has a valid lease starts up after a power-down or reboot, it starts in
the INIT-REBOOT state instead of the INIT state sending immediately a DHCP Request. If the
client wakes up in the same network than before it will receive a DHCP ACK confirming that the
lease is still valid. However the client can then check, by itself, if someone has grabbed its IP
address. If so, the client sends a DHCP Decline and goes to the INIT state, otherwise it can keep
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the address in use. If the client reboots because of a network change, which is a very common
situation in a roaming scenario, it will likely receive a DHCP NAK informing that the requested
address is not valid on the new network, and so it starts the procedure from the beginning. The
complete message exchange for this roaming scenario is represented in Figure 3.4, where the DAD
procedure is also illustrated. The delay obviously is significantly different for whether or not the
lease expired. In fact, as the experiments in [29] show, if the lease is not expired the delay may be
less than 10ms. On the other hand, if the lease is expired the delay is substantially increased to
hundreds of milliseconds, typically more than 500ms.
Figure 3.4: Sequence diagram of DHCP message exchange when a client change from a network
to another
It is important to note that, because there is no IP address assigned to the client, the message
exchange occurs in broadcast. Because of this, there is no way of recovering lost packets, and so
the client must be responsible for all message retransmissions. According to the RFC 2131 [28],
the client must adopt a retransmission strategy that incorporates an exponential backoff algorithm
to determine the delay between retransmissions, and this delay should be chosen to allow enough
time for replies from the server.
Another important aspect to consider is the location of the DHCP server. In a distributed
DHCP network infrastructure multiple DHCP servers can exist in each subnet. In a centralized
DHCP infrastructure the servers are placed in a central location, and this also requires the deploy-
ment of relay agents. In most cases the routers of each subnet can assume this role and relay DHCP
messages. Anyway, this distinction is important because different topologies have different DHCP
delays. If a centralized DHCP server is used, the messages flow from the MH to the subnet router,
and then to the DHCP server. So the time required for the communication between relay agents
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and DHCP server is added and therefore the handoff delay will be greater than in a distributed
DHCP infrastructure.
Some work was done in order to reduce the layer 3 handoff time in a network. However most
of this work has not the focus on DHCP based networks. In [30] the Dynamic Registration and
Configuration Protocol (DRCP) is described which is an alternative to DHCP that is better suited
for roaming clients. One of the most important features is that DRCP allows rapid configuration
by moving address consistency checking from the critical path, reducing the address allocation
time and allowing handoff times in the order of few milliseconds [31]. Another important feature
is the message exchange without broadcasts and other that allows clients to know when to get a
new IP address independent of the layer 2 access technology. However, this new protocol requires
an update of the entire network in order to be supported.
In [11] the authors propose the elimination of DHCP by using a randomly generated link-local
IP address in the MH and then using a NAT at the AP. The core idea behind this is to generate
an IP address from a pre-specified address pool, with 169.254/16 prefix as defined in the RFC
3927 [32]. This RFC also proposes to detect conflicts by a broadcast ARP probe sent prior to
real communication. Despite this the authors opted for another solution for their experiments that
consists in a static IP by means of sufficiently long DHCP leases. The use of link-local address
requires changes in the network infrastructure, and therefore it is not suitable for a project where
there are no access to APs or other network components. The authors in [11, 33] also refers the
broadcast nature as problematic because it can lead to frequent packet retransmissions. To address
this problem they propose to reduce the timeouts of DHCP messages, to speed up the process of
retransmission.
Real-time applications such as VoIP have delay requirements that must be satisfied in order to
create a good experience for the user. For this reason, the amount of time that a MH may wait
for a new IP address can be a problem. To prevent this a solution based on temporary IPs was
proposed [29]. Here the authors identified two main problems encountered in layer 3 handoff: (1)
the detection of a subnet change and (2) the acquisition time via DHCP. To solve the first problem
they propose to send a bogus DHCP Request to which the DHCP server will answer with a DHCP
NACK that contains, among other data, the IP address of the relay agent of the subnet the MH is
currently connected to. This information is saved in a cache and when a layer 2 handoff is initiated
the MH can compare the new and the old AP information, if there is a valid cache entry, in order to
understand if it is on a new subnet, which requires the initiation of layer 3 handoff procedures. The
second problem is not directly solved. Instead the authors seek to provide connectivity while the
MH does not acquire its new IP address using a temporary IP not used by any other MH. To find a
free address they start sending ARP requests in parallel, thus not interfering in the handoff time, to
10 IP addresses selected in a sequence. As they show, the probability of finding 10 consecutive IP
addresses in use is practically zero, so a temporary IP will be found. When the DHCP acquisition
is completed, this temporary address is released. Finally, the authors propose some SIP session
updates to deal with IP address changes, in order to make possible to run real-time applications.
The results of IP acquisition time tests reveal that the delay if a lease is expired can be reduced to
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about 100ms, instead of the reported 500ms.
Table 3.7 is a comparison between the schemes above. Here DHCP substitution refers to the
objective of completely substitute this protocol. Caching system, as in the previous tables, reflects
the need of a caching mechanism that supports the scheme. Complexity measures the complexity
degree of each solution, which is directly related to the necessity of changing some of the network
entities also referred in the modifications row.
Table 3.7: Comparison between handoff schemes to improve the DHCP delay
DRCP Link-localaddresses
Temporary
IP address
DHCP
timeouts
reduction
DHCP
substitution yes yes no no
Caching system no no yes no
Complexity high med med low
Modifications MH/AP/network MH/AP MH MH
3.7 Multi-layer solutions
Multi-layer solutions are complete solutions that seek to reduce handoff delay, modifying aspects
of multiple layers. Some of them even touch on layer 4, proposing new transport protocols, upper
layer adjustments or solutions that provide a best experience to the user.
One of the main referenced works [11] was developed to provide a quick and seamless ve-
hicular WiFi access. It follows the principles of the Scripted handoff and therefore it uses known
informations about the APs in advance. Then, when a MH is roaming a predictive method is used
to predict its mobility. This results in a set of APs that the MH probably will hand-off to in the
future. The real handoff is then triggered in the location where an AP begins to be better than the
previous one, and because it is a Scripted handoff this is all computed offline and in time advance.
These predictive methods are also used to predict the future connectivity, resulting in estimates of
the connectivity periods to each AP in the future. This information is then used to put those APs
prefetching content to be downloaded in advance. When there are connectivity estimates for each
AP in the future a range of data bytes is computed to be prefetched by that AP, and then when the
MH connects to it, the necessary data are already in a cache and ready to be collected by the MH.
This idea aims to create a distributed cache for the MH, to improve the download performance and
to mask the large Internet delay on the WAN side of the AP. The way that this is done requires
an infrastructure where the APs can cooperate and communicate. The results of this work are a
longer duration of connectivity per AP, a shorter outage period per AP and an average throughput
two times greater than in the common scenarios. Particularly, the average duration of connectivity
increased to about 13s against 9 s to 11 s measured in common scenarios. The outage period per
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AP suffered a great reduction to 13 s from more than 30 s. The average throughput without using
prefetching was more than 200Kbps against about 100Kbps. With the prefetching a throughput
of more than 500Kbps was achieved, which is five times more than the throughput measured in
the common scenario.
Another important factor frequently present in wireless networks is the high frame loss rate.
Particularly, when a MH tries to hand-off to another AP, it can experience high frame loss, due to
the interferences in the medium or due to the low signal strength of the old or new AP. For instance,
if we consider an urban route where two APs are immediately one after the other, but with no
overlapping coverage areas, when the MH comes from an AP and tries to hand-off to the other, it
is highly probable that the MH is on the edge of the coverage area of the new AP. In this situation,
the received signal strength should be low enough to lead to a considerable frame loss rate. This is
closely related to the handoff delay because the loss of frames requires the retransmission of those
frames, which can be needed to some of the handoff steps. To start a retransmission the sender
must wait for a timeout, which is typically in the order of seconds in most implementations. Retries
are very likely, particularly in DHCP discovery when broadcast messages are used as seen before,
with no link-layer acknowledge. This is discussed in the Cabernet project [33] where the authors
developed QuickWiFi, which tries to perform each one of the handoff steps sequentially in a state
machine, both layer 2 and layer 3 procedures, with timeouts of 100ms for retransmissions. The
results demonstrate a mean connection time of 366ms, instead of 10 s to 12 s commonly reported,
which is a considerable improvement.
Cabernet project uses a proxy to mediate between unmodified Internet hosts and the MH.
The role of this proxy is to shield the intermittent connectivity from these Internet hosts. This
proxy uses TCP to communicate with the MH, however the authors point that the performance is
bad. Because of this they proposed their own transport protocol, the Cabernet Transport Protocol,
an end-to-end, reliable and stream oriented transport protocol. It hides network mobility from
the application, performs better over networks with high non-congestive loss rates and does not
require modifications in the APs. With this new protocol the authors achieved a mean throughput
of 760Kbps against 408Kbps of TCP.
3.8 Summary
As seen, a problem like the WiFi handoff delay can be approached in different perspectives. The
complexity of the problem frequently leads to single layer solutions instead of multi-layer. The
great amount of solutions trying to address the AP discovery delay is due to the great importance
of this phase on the overall handoff delay. In the presented solutions some of them require AP
modifications, which is not acceptable in the case of this project. In the other hand there are some
that only require client modifications or implementations in order to work properly. Thus the
complexity of the solutions varies from low complexity where the idea is easy to implement and
typically only the MH is the target, and high complexity where the idea needs changes in more
network entities to be implemented.
Chapter 4
Architecture of the Solution
This chapter describes the architecture of the proposed solution and the main algorithms. It starts
with a quick revision of previous experiences in existing networks in Porto that explains the
choices made. Then the architecture of the solution is presented in detail for each entity involved.
4.1 Existing networks
There are four WiFi public networks in the city of Porto: (1) eduroam from the various university
campus of the city, (2) MEO-WiFi and FON_ZON_FREE_NETWORK from the telecommunica-
tions operators, and (4) WiFi Porto Digital that covers main areas of the city and its open for its
citizens. These networks are different and so they have different handoff phases, some more criti-
cal than others. It is easy to describe each one only based on the daily usage, and with this simple
information some characteristics may be inferred.
• eduroam - requires 802.1X authentication, with username and password. Only users with
these credentials, typically higher education community, may access this network.
• MEO-WiFi - only accessible by MEO clients, and requires a web-based authentication with
username and password, for each handoff to a different AP.
• FON_ZON_FREE_NETWORK - similar to MEO-WiFI where only registered clients may
access this network. Requires also a web-based authentication with username and password
for each new handoff.
• WiFi Porto Digital - open network provided by municipality that only requires the user to
accept the terms of use in a web-page, in the first connection.
As seen in Chapter 3 it is expectable different handoff delays for each network, since they
also have different handoff phases. However, because all of them are DHCP-based networks, they
also have common phases and similarities. From the descriptions above and the informations in
Chapter 3 it is easy to enumerate the handoff phases for each network as seen in Figure 4.1. It
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is fair to assume that WiFi Porto Digital shall have the shorter handoff delay, unless some of the
handoff phases is much longer than in the other networks, simply because it has less phases. In
the other hand, eduroam shall present the greater delay because it has also 802.1X authentication,
which typically increases the delay by 600ms to 800ms.
Figure 4.1: Handoff phases of existing networks in Porto
The graph of Figure 4.2 is based on some experiments done with a Linux system in the scope of
Preparation of Dissertation. These experiments used iw tools to get the timestamps of WiFi events
like the scanning, authentication and association, and packet captures to get the delays of 802.1X
authentication, DHCP and web-based authentication. The results show the typical handoff phases
for each of the three networks analyzed, as well as the mean delay for each phase. The DHCP
delay is not well represented here because the test did not force the whole DHCP process to occur.
There are situations where the process occurred from the beginning and others where the client
only asked to renew a previous IP, which is much faster. For this reason, the graph does not clearly
describe the DHCP delay, but for the remaining phases it confirms the previous statements.
From the analysis of Figures 4.1, 4.2 and the results collected by various authors referred in
Chapter 3, it is fair to name three phases as the most relevant for the overall handoff delay: (1)
scanning, (2) 802.1X authentication and (3) DHCP. From these three phases, only the scanning
and the DHCP are subject to improvement via modifications in the mobile client. Nevertheless,
the scanning phase and the DHCP process are considered the two handoff phases with the longest
delay, and so any improvement in these phases may have a major impact in the overall handoff
delay. The web-based authentication can also be improved with automatic web-form filling. Note
that at this point the mobile client is already connected to the network, and so the handoff itself
was already performed. But from the user point of view it is not possible to access the Internet
without this step.
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Figure 4.2: Typical delays for each handoff phase, for three networks in Porto
4.2 Constraints
The main constraint of this work refers to the inability to modify the network infrastructure, partic-
ularly the APs. Therefore, the proposed solution should be compatible with the existing networks,
as they are. This implies that only controlled devices may be subject to change, namely the mobile
client and the sensing infrastructure present in the Future Cities project. Furthermore the proposed
solution must take advantage of the existing algorithms developed by B.Thomas [2] in the scope
of the SenseMyCity project.
Another constraint is the mobile client to be used. In an urban scenario people are not roaming
with laptops when they are walking, but considering a vehicular route, at a vehicular speed, the
laptop can be used. Typically in the first case they roam with smartphones or tablets, and because
smartphones are a target device to several applications in the Future Cities project, this must be
the chosen mobile client.
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4.3 General description
Having as basis the existing algorithms in the scope of the SenseMyCity project, it is proposed
an algorithm to control the handoff procedure using the GPS location of the mobile client, and
implemented on it. To support this control algorithm it is necessary to modify the existing database
methods, described in Section 2.3, to make use of more information and return more data. It is
also necessary a new component, called the route server, that will be responsible for taking care
of client requests, calculate the best urban path between an origin and a destination point, and
process the previous returned data in order to provide the client with other relevant parameters for
the control algorithm. To complement this, the solution also aims at improving the scanning and
DHCP phase, which are the two most relevant handoff phases for the overall delay. More than
this, these modifications are only required in the mobile client.
4.4 Proposed architecture
The general architecture of this solution is illustrated in Figure 4.3. Here the main components
of the whole system are represented. The right part of the figure shows the existing entities in
SenseMyCity project. There is a database to collect all the data collected with the SenseMyCity
application, and another database where the existing algorithms are implemented. These databases
are only accessible via the main server of Future Cities for security reasons. The left part shows
the new route server component that conceptually acts as a separate module that is responsible
for calculating the best route and the handoff points. The mobile client will connect to the route
server via the Internet before starting roaming, to obtain all the necessary informations to process
the handoffs along the urban route.
Figure 4.3: Architecture of the solution
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The system would be able to provide to the mobile client an usage scenario like the one pre-
sented in Figure 4.4, where it roams from an origin point to a destination point, and knows the APs
that it will connect to in the future, as well as their coverage areas. This gives the mobile client
the ability to better manage its WiFi connectivity, knowing exactly when to handoff to a new AP.
Next each entity will be described in more detail, from the right to the left, to better understand
the data flow, the processing after the first call by the client, and the roles of each one.
Figure 4.4: Usage scenario of the solution
4.4.1 Databases
As seen, the SenseMyCity database is separated from the database where the algorithms are imple-
mented. But in fact the second has to make use of the data of the first, so it is necessary to transfer
data from a database to another, at least in the first setup of the system. For this purpose B.Thomas
has some methods described in Section 2.3.1.1. The measurements that have to be copied must
contain the network name, MAC address, channel frequency, power level and GPS coordinates, so
it is possible to gather the measurements relative to a specific AP, and gather useful informations
about it, such as the channel frequency and MAC address.
The database methods shall be efficient to process considerable amounts of data in a reasonable
time. For each new measurement included in the database, the calculation of the respective AP
shall be easy to rerun, preferentially without interfering in the remaining APs already calculated.
Regarding the AP sequence algorithm, it minimizes the number of handoffs needed along an urban
route. Nevertheless a new metric can be added to allow the selection of APs with a given signal
quality, so the user has the flexibility to choose between less interruptions or better signal quality.
Each AP of the sequence must be described with the following attributes, useful for the route
server and for the mobile client:
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• Network name - network to which the AP belongs.
• MAC address - MAC address of the AP, to force the mobile client to associate with it.
• Channel frequency - frequency to scan for when looking for this AP.
• Center latitude and longitude - estimated center location of the AP.
• Coverage radius - estimated coverage radius of the AP.
• Starting point latitude and longitude - point where the route intersects first the coverage area.
• Ending point latitude and longitude - point where the route intersects last the coverage area.
4.4.2 Future Cities Server
The Future Cities server has public access. Because of that it will be responsible for hosting the
scripts and implemented web services. Thus, the database methods that justify public access,
mainly the method that returns the optimum AP sequence, must be accessible through web ser-
vices. To better integrate the existing SenseMyCity application with this work, a web service must
be also available to allow an automatic copy of the data collected to the WiFi roaming database.
This web service must be called by this application after a data collection session, starting the
calculations of AP locations if desired.
4.4.3 Route Server
This entity performs three important functions: (1) route calculation, (2) AP sequence and (3)
optimum handoff point calculation. Each functionality will be described in more detail next. Fig-
ure 4.5 shows how this process occurs between all entities, the exchange of messages, the data flow
and the required calculations. This figure will become clear with the explanation of each function.
In Figure 4.3 the route server is represented as an independent entity, which conceptually is true.
The important thing that must be preserved is its modularity, because with simple modifications it
can perform the same functions, but applied to distinct strategies and different types of routes.
4.4.3.1 Route calculation
One of the client requests consist in asking the best route between two points, for a specific trav-
eling mode like walking, driving or cycling. The route calculation should take a given strategy
in consideration to calculate the best route. The most common is the shortest path, but different
strategies can be adopted in this module, better suited for specific realities. The path calculated
should be saved in order to call the web service for the AP sequence, which needs this information
to assign the APs, so it is also important to use the same reference for geographic locations across
the whole system.
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Figure 4.5: Message exchange between the entities of the architecture to obtain the AP sequence
4.4.3.2 AP sequence
When the client requests the best route between two points, it is also requesting the optimum AP
sequence for that route. Furthermore the client can also ask for APs of particular networks, since it
may have credentials for all. Additionally the client also passes as parameter the maximum radius
to be considered for the APs. With this information the server calls the web service that will return
the best AP sequence for the route. For that the server takes the route steps obtained in the route
calculation, and passes them as parameters for the web service, along with the network names, or
SSIDs as called in Figure 4.5. This is everything it needs to do to obtain the AP sequence, since
the database method described in Section 2.3.2.1 is responsible for the calculations.
The web service returns the sequence of APs for the route, where each AP is described with
its corresponding informations. Among these informations are the starting and ending point il-
lustrated in Figure 4.6 by Sx and Ex, respectively, where x is the number of the AP. These points
take in consideration the orientation of the route. The network name and the MAC address are
necessary for the mobile client to correctly connect to the AP. The channel frequency is needed to
perform a single channel scanning, to improve this handoff phase. The remaining values are used
to calculate the optimum handoff point and, in the case of the the center location and coverage
radius, they are also used to print the coverage areas of each AP in the mobile client application.
4.4.3.3 Optimum handoff point calculation
The optimum handoff point calculation takes the AP sequence information to calculate the theo-
retical point where the next AP starts to be better than the previous. For the first AP in the list the
optimum handoff point is the starting point, because this is the location where the client should
start sensing the AP. For the next AP in the list it is necessary to calculate its position relative to
the current AP. If there is no overlap between their coverage areas, the optimum handoff point is
the starting point of the next AP. If there is an overlap, the optimum handoff point may be between
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the starting point of the next AP and the ending point of the current AP, and because all AP loca-
tions and coverage radius were estimated with the same parameters for Equation 2.1, it is possible
to calculate this point with geometric analysis. Figure 4.6 illustrates this process for a situation
with overlap, where AP 1 has S1 as starting point and E1 as ending point and similar for AP 2.
Lets consider that the symbol of AP 1 and AP 2 represents the center location. To understand the
relative position between the APs, the server calculates the distance from E1 and S2 to S1. If S2
is near than E1 it means that there is overlap. Then the optimum handoff point is calculated in
four geometric steps: (1) trace the segment between AP 1 and AP 2 represented in red; (2) take the
midpoint of this segment; (3) trace the segment bisector in green which is perpendicular to the red
segment and contains the midpoint; (4) find the intersection of the green segment with the route
represented by H. If H is contained in both coverage areas, like in the figure, then it is the opti-
mum handoff point. Otherwise, if it is outside the coverage area of the previous AP, the optimum
handoff point is its ending point. If it is outside the coverage area of the next AP, the optimum
handoff point is its starting point, and this way the connection time with each AP is maximized.
Figure 4.6: Calculation of the optimum handoff point for a situation with overlap
Figure 4.7 represents the described algorithm and it is self explanatory. Taking the list of APs
in sequence, and iterating for all APs, the optimum handoff points for each one are calculated. The
nomenclature is the same used before in Figure 4.6 but generalized to an AP i and the previous
AP i-1. After this process the route server takes the sequence of APs, removes the information
relative to the starting and ending point and adds the optimum handoff point location. This is then
transmitted to the client and at this moment it has all the things it need to control effectively the
handoffs evaluating the mobile client GPS location.
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Figure 4.7: Algorithm to calculate the optimum handoff point for a sequence of APs
4.4.4 Mobile Client
The other entity that plays a major role in the handoff control is the mobile client, because it is the
device which will effectively connect to WiFi networks and thus it has to control this process and
trigger the handoffs at the best moment. The mobile client has essentially five main functions that
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will be explained next: (1) initial setup of the route, (2) scan optimization, (3) DHCP optimization,
(4) handoff preparation and (5) trigger the handoff. The first one consists in getting the required
information for the route. The second and third optimizes the respective handoff phase with the
information obtained in the fourth function. Finally the last triggers the handoff according to GPS
location and signal level.
4.4.4.1 Initial setup
The initial setup consists in getting all the informations required to control the handoff along
an urban route. To do this the mobile client must have an active Internet connection so it can
connect to the route server requesting the best route and the optimum sequence of APs for that
route. This is made with a single call to the route server, giving as parameters the origin and
destination latitude and longitude, the traveling mode, the maximum radius for the APs and the
network names the mobile client wants to connect to, since the user may have or not credentials
for all the four networks in study. Then the route server will reply giving the best route between
those two points and considering the specified traveling mode, and the optimum sequence of APs
for that route. With this the mobile client builds a list of APs with all the informations it needs to
process and optimize handoffs, namely MAC addresses, network names, channel frequency and
optimum handoff point.
4.4.4.2 Scan optimization
The proposed solution to address this handoff phase consists in making use of the channel infor-
mation given by the AP sequence algorithm to perform single channel scans. This is done because
in this project there is a previous knowledge about the networks and APs a client will hand-off to
in the future and by consequence, knowing the next AP and its channel frequency, it is possible to
optimize the scanning phase by forcing the driver to scan only the relevant channel, thus avoiding
time losses in other irrelevant channels. A direct consequence of this improvement is then a short
scanning delay.
This improvement in the scanning phase will also make possible to quickly collect power
level measurements about the new AP before the handoff occurs, by performing these fast single
channel scans. Obviously the power level measurements could also be collected with a full scan
like in the original solution, but the main goal of this improvement is to collect a considerable
number of measurements in a short time window. This information can then be processed in a
short time and can be used as a metric to trigger the handoff at the right moment.
4.4.4.3 DHCP optimization
Regarding DHCP it is possible to optimize this process in different ways with the main goal
of saving time wasted in several parts of the process. With the information about DHCP and
its state machine as described in RFC 2131 [28] and explained in Section 3.6, there are at least
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two major improvements that can be implemented independently of the system: (1) decrease of
retransmission delays and (2) message exchange optimization.
The first improvement is explained by the fact that most of the messages exchanged in this
protocol are in broadcast, and in this case in roaming scenarios where it is very likely to happen
frequent packet losses. Because the retransmissions are controlled by the client, it can speed up
this process by wasting less time waiting to retransmit a packet. The precise retransmission delay
must be studied. In the work made in [33] the authors refer a constant value of 100ms that should
be enough considering the common response delays in WiFi environments. This is acceptable
because retransmissions are sporadic events, but different networks with different DHCP servers
may need different retransmissions delays that better suit their behavior. This fact is important
to consider, for example, in DHCP Discover retransmissions, due to a slow Duplicate Address
Detection that may happen in the DHCP server. If a client is retransmitting the DHCP Discover
message each 100ms and a server takes an average of 1 s to run the DAD procedure and send the
DHCP Offer, what may happen in some servers is that these messages are buffered and they will
then treat one at a time, running the slow DAD procedure nine times. While this is happening the
client is already sending numerous DHCP Requests, and the server can not immediately answer
to them with the final DHCP ACK. In this scenario it would be better to give more time for DHCP
Discover retransmissions, which would prevent this situation and, even with a larger retransmis-
sion delay, the overall DHCP delay could be much lower. Thus, a solution where it is possible to
control or adapt variables is preferable to a solution where these variables are static and hardcoded.
As recommended by the RFC, the retransmission mechanism must be accompanied by a back-
off strategy to avoid infinite retransmissions, otherwise with multiple clients retransmitting at the
same time, the server would receive a huge amount of messages to process which could lead to
DoS. However, for the purposes of this work, it is not desirable a backoff strategy that can limit
the gains obtained with this improvement. Considering the example provided in the RFC, if a
packet is lost and the first retransmission also fails, the backoff strategy says that the delay should
be doubled, and so the strategy itself also contributes to the overall delay even if only two packets
were lost. The alternative for this is to have a backoff strategy that allows fast retransmissions for
the first times and then it starts to double the delay. This way, if a retransmission packet is lost the
client will retransmit again quickly, and only if the retransmission fails a considerable number of
times it will really start the backoff by doubling the retransmission delay.
The second improvement aims at optimizing the DHCP message exchange. In a situation
where the client already has a valid lease from a previous network and is roaming to a different
network it will initiate the DHCP procedure in the INIT-REBOOT state as seen, receiving a DHCP
NAK confirming that the previous IP address is not valid in the new network. Because this is
a situation that will probably always occur, and because we know in advance which is the new
network, is possible to avoid this state and put the client immediately in the INIT state, thus
avoiding that waste of time. This is an optimization in the message exchange only possible because
we know a priori what is the sequence of APs and networks that the client will use in the future.
These two major improvements described above are independent of the system they will be
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implemented, since they take advantage of facts described in the original RFC. Thus, assuming
that the DHCP client respects this RFC, the solution can be implemented.
4.4.4.4 Handoff preparation
When the data are ready on the mobile client the user can initiate the WiFi roaming, browsing
the APs in the list at the right moments. It is assumed that the user will respect the given route,
otherwise the mobile client would have to repeat the whole process in order to recalculate the best
route and the new AP sequence. When a new handoff is about to happen the mobile client has
to prepare it. This preparation consists of establishing the parameters to allow the single channel
scan and the DHCP optimization. In addition to this the mobile client also has to prepare the
connection to the next network, particularly with a specific AP of that network.
An AP on the list contains the information about its frequency channel. The mobile client
should take this information in advance to support the scanning optimization and after doing this,
all the scan calls should be affected, including the calls made by the operative system.
Regarding the DHCP optimization, the mobile client knows in advance which is the next
network it will visit, and this information is enough to optimize this phase. The client compares
the next network name with the current network and two situations are possible: they are equal or
not. If they are equal this means that the mobile client will only hand-off to a new AP from the
same network, and so it can probably use the same IP address. Assuming this, the mobile client
informs the DHCP client to not optimize the DHCP message exchange, which is the situation
present in the original DHCP clients. This will force the DHCP client to send a DHCP Request in
order to request the same IP address it had previously, since the network is the same. In case of
success the DHCP server will reply with a DHCP ACK and this process is over. Otherwise, if a
new IP address is needed, it starts again in the discovery phase. In the case of a different network,
the mobile client must inform the DHCP client to optimize the message exchange because the
IP address it has will not be valid in the new network, and so the DHCP client must start with
a DHCP Discovery to accelerate the process. Furthermore, the mobile client still has to set the
retransmission delays.
4.4.4.5 Trigger the handoff
This function consists in an algorithm that controls the process, triggering the handoff according
to the GPS location of the device. A fact of relevance is that this problem in centered in a temporal
dimension and not in a spatial dimension, since the goal is to perform the handoff quickly. Ev-
erything works around GPS locations, whether AP locations whether the client location, but this
can be easily transformed into the temporal dimension introducing the speed, which is a value that
typically comes together with the GPS location. This way it will be possible to know the time the
device is from the handoff point. The GPS is thus a major key in this process and it is crucial to
have a stable GPS coverage that does not introduce high errors in the process.
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After connecting to an AP the mobile client starts preparing the next handoff requesting the
GPS location of the device. With this information it calculates the estimated time to reach the
next optimum handoff point. The requests should be made in order to save some battery power,
scheduling the GPS requests so that if the mobile client is still far from the handoff point the re-
quests are made less frequently, which is another advantage of working in the temporal dimension.
When the mobile client is about to reach the handoff point, which for this algorithm is defined by
the temporal threshold time_to_handoff, it starts a series of power level measurements in order to
compare the current signal strength with the signal strength of the next AP. This comparison is
made with a moving average to eliminate sporadic signal spikes. These power level measurements
are in fact single channel scans, and this is one of the reasons why the scanning phase should be
minimized. With the scanning improvements it should be possible to perform a reasonable number
of scans in a short time and, by consequence, it is possible to collect several power level measure-
ments. Finally, when the moving average of the new AP is higher than the moving average of the
previous AP, the handoff is triggered.
Figures 4.8 and 4.9 illustrate this process. Lets assume that the mobile client is currently
connected to an AP, the current AP, and is measuring the power level of the next AP, the new AP.
By way of example the graph in Figure 4.8 shows the power levels of these two APs for a total
of 17 measurements. As can be seen, the power level of the new AP is better than the current
AP in the measurement number 8, represented with a vertical black line. However this was just a
momentary signal spike and does not describes well the evolution of the power level. The graph
of Figure 4.9 shows the evolution of the moving average for both APs, with a window of length
5. This means that the first data point of this graph is the average of the measurements from 1 to
5, the second is the average of the measurements from 2 to 6 and so on. This is a much better
description of the power level evolution and removes the effect of sporadic signal spikes. In the
example the new AP only starts to be better in the measurement number 12, marked with a vertical
black line, and so at this moment the handoff is triggered. In the real process, when the handoff is
triggered, the device does not collect more measurements.
Figure 4.10 represents the handoff control algorithm that runs on the mobile client. The steps
are generalized as well as some parameters, like the temporal threshold time_to_handoff and the
window length W. This algorithm is the version that works in the temporal dimension. If the
speed is not available then there is no way to work in this dimension, but the major steps of the
algorithm are the same. The only difference is on the temporal threshold time_to_handoff that
must be transformed in the spatial threshold distance_to_handoff.
4.5 Summary
The proposed architecture takes advantage of existing algorithms in the scope of Future Cities
project to build a fast WiFi roaming solution. It tries to improve multiple handoff phases, namely
the scanning phase and DHCP, supported by a control algorithm that makes use of GPS location
to trigger the handoff in the optimum point. Furthermore, the solution aims at providing fast
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Figure 4.8: Comparison between the power level of the current and the next AP
Figure 4.9: Comparison between the moving average of power levels of the current and the next
AP, with a window of length 5
handoffs but also for APs with better signal, adding some more complexity to the problem. The
basic principles of these improvements were also explored in some previous solutions as seen
in Chapter 3, namely the reduction in DHCP retransmissions delays and the single channel scan.
However, the complete solution is different and has some new ideas such as the optimization of the
DHCP message exchange, the handoff control algorithm and the use of the previous algorithms
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Figure 4.10: Handoff control algorithm working in the temporal dimension
to estimate AP locations and the optimum AP sequece for a route. Furthermore the typical target
device for the solutions presented are not smartphones. Thus this architecture tries to explore
the things that can be done with existing devices, with modifications in its source code or with
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applications. Looking at the constraints of the problem, this is the possible solution since it only
modifies the smartphone and infrastructure from the Future Cities project. The final solution is
then a multi-layer handoff solution clearly adapted to the existing reality in the city of Porto.
Chapter 5
Implementation of the Solution
This chapter describes the implementation of the solution, divided by the respective parts in each
entity involved in the architecture. The modifications in the mobile client refers to a smartphone
with root privileges, running the version 4.4.2 of Android. Thus it is possible to make deep mod-
ifications in the source code, because Android is open source. In the case of the scanning phase
and DHCP, the modifications here implemented are introduced by a description of what already
exists in Android, which will be helpful to understand the modifications in detail.
5.1 Databases
The methods existing in the databases were modified in several ways in order to make use of more
data, namely the channel of the AP, and to return more data. The modifySessionmethod, described
in Section 2.3.1.1, is the responsible for copying the data from the SenseMyCity database to the
database where B.Thomas has the algorithms implemented. This method was modified in order to
also accept the channel frequency, which is needed to optimize the scanning phase.
The getData method, described in Section 2.3.1.1, is responsible for calculating the AP loca-
tions and its coverage radius. The original method had some performance problems that would
lead to slow calculations, which is not desirable when dealing with considerable amount of data.
As an example, to perform the calculations for 5 APs, with a total of 120 measurements, it would
take approximately 30 minutes, which is not acceptable when considering hundreds or thousands
of APs on the databases. Thus it was optimized to run much faster, with deep optimizations in
the code, and it was also modified to include more parameters that can be useful to accelerate
the calculations and to introduce more degrees of freedom. These parameters do not modify the
algorithm itself but limit the amount of data to process. Previously the method had two parameters
for this purpose. Then two new parameters were added, one to define the minimum number of
measurements that should be taken for the calculations, and another to define the minimum power
level that should be considered for each measurement. These parameters can lead to less precise
results at the cost of a speed up in the calculations. However it is always possible to consider
the whole data set with no restrictions. As an example, considering a number of measurements
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between 20 and 60 for each AP, it was possible to calculate more than 500 APs in the same 30
minutes of before. But more than speeding up the calculations, these two methods can avoid the
calculation of APs with few corresponding measurements or with low power level, if desired. In
order to improve the performance the method also includes a new recalculation option to run the
calculations only over new data. Before, if there are new data about a specific AP, to recalculate
the location of that AP the method would have to run the calculations over the entire data set.
There is also the getApList method that returns the optimal AP sequence for a given route,
described in Section 2.3.2.1. As referred in the architecture of the solution, in Chapter 4, another
metric should be added to the algorithm that makes possible to get a sequence of APs with a given
signal quality. This was accomplished with a new parameter named maxRadius, that makes the
algorithm to consider only APs with less than a given coverage radius. Since the APs are calculated
with the same parameters for Equation 2.1, the radius is directly related with the measured power
level. So if the algorithm takes APs with less than a given coverage radius for a path, there is
a certain quality level guaranteed for that path, in this case quantified by the power level. It
can lead to more handoffs in this case, but in the other hand it should expect better quality of
service. Furthermore the output of this algorithm was also modified in order to return more data,
as expressed in the architecture of the solution.
5.2 Future Cities Server
It was developed a PHP script, accessible as a web service, to be called by the SenseMyCuty
application to automatically copy the data for the database where the calculations will take place.
After a data collection session, the SenseMyCity application calls the web service, passing as a
parameter the session identifier. And so the web service will copy the data of that session from a
database to another. After this process, the method to calculate the AP locations is called, and so
the calculations can be started in order to recalculate the APs affected by the new data. The same
script can be also used in initial setup, copying the whole data set relative to the four networks in
study. The web services to access the three methods on the database were also developed, and are
accessible via this server.
5.3 Route Server
The route server was presented in Chapter 4 as an independent entity, but in fact it is a Java ap-
plication acting as a server that answers client requests, that can be running in the Future Cities
server. The implementation of the route server follows the design principles proposed.
To calculate the route, the server makes use of the Google Directions API to retrieve the
shortest distance between two points, with a particular traveling mode. So the server takes the
information sent by the client and ask Google for the best direction. Then it gets all the steps
for the route and returns them to the client, so it can print the route for the user. The fact that
this is a modular entity allows to implement other routing strategies in the future other than the
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shortest distance between two points which may have particular relevance for the Future Cities
project and, if needed, the server can be modified to accomplish new strategies, maintaining the
other capabilities of the module.
The AP sequence is retrieved directly from the web service. The route server gathers the
parameters given by the mobile client, and calls the web service which in its turn returns the
sequence of APs for the specific route.
Finally the optimum handoff point calculation respects the algorithm as it is. The important
thing to note is that the geometric calculations are made with equations of the segments, and
these equations must take into account the GPS coordinates system, with latitude and longitude,
otherwise, if there is not a conversion between this system and the cartesian system the results will
be distorted and not coherent.
5.4 Mobile Client
The mobile client, in this case the Android smartphone, was modified in three different ways
to implement the full solution. These include the modifications in the scanning phase, in the
DHCP client and the application were it is made the roaming control and the connection with the
route server to retrieve the needed data. Each one of these parts will be explained next in detail,
accompanied by descriptions of the existing reality in Android version 4.4.2.
5.4.1 Scanning phase
5.4.1.1 Scanning in Android
The scanning phase in Android is not well documented, however some descriptions of experiences
made by developers are available. The informations below rely on these descriptions and on the
analysis of the available source code. There are mainly two situations to consider that will be
discussed next: the scans requested by applications and the periodic background scans.
Figure 5.1 illustrates the general architecture of the scanning phase1, as well as the data flow
through all the layers, from the API to the driver, to better understand what is done and how is this
phase controlled. This figure will be followed from top to bottom, to explain the scanning architec-
ture, the entities involved and its features. In this case the process is started by a scan request made
by the startScan()method of theWifiManager package. This is done by the application, at the API
level. The Android Framework Layer receives this call and executes the respective command in
the Java Native Interface (JNI) layer, which in turn transmits this to the Hardware Abstraction
layer (HAL). Android uses a modified wpa_supplicant daemon for WiFi support. Here there are
the wpa_client and the wpa_server. The wpa_client receives the command and communicates
with the wpa_server, which is the last entity before the device driver and plays a major role in this
process.
1A more detailed version of this figure is present in Appendix A for reference
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The wpa_supplicant daemon does not deal exclusively with scanning. In fact its major func-
tion is to control authentication and association phases. The latest versions of wpa_supplicant
come with scan optimizations, where it tries to avoid full scans when possible, reuse recent scan
results or scan only some frequency channels. Analyzing the source files, the methods related with
the scanning phase are found in scan.c, particularly the wpa_supplicant_trigger_scan() method
represented in Figure 5.1. For scheduled calls, a new scanning phase can also be initiated by
wpa_supplicant_start_sched_scan(), and so these two methods are responsible for the scanning
requests to the driver. Both functions receive a reference for a structure wpa_driver_scan_params
as parameter, that contains information that will be passed to the driver like the network names
to scan for, and the frequencies. By default, if no frequency is set, it assumes that all frequencies
must be probed. The other parameter that is passed to these functions is a reference for a structure
wpa_supplicant that represents the driver information.
Following the architecture illustrated in Figure 5.1, in the WiFi Android architecture there are
mainly two different scenarios that can be distinguished. The first one uses wireless extension
(WEXT) to communicate with the driver, and the second, more recent, uses nl80211 implemen-
tation, which is the one considered in the figure. There are other alternatives as represented, but
these two are the main. In general, more recent equipments use the nl80211 implementation,
which is controlled by wpa_supplicant_8 since Android version 4. In any case, it is possible to
see which one is being used, looking for the wpa_supplicant entry in the initialization file init.rc
in the system directory of Android. For the Google Nexus 4 with Android version 4.4.2, it is using
nl80211 implementation.
In the source code related with the wireless extension it is possible to find some parameters
that define temporal constants to control the scanning phase. This is the case of a constant named
WEXT_CSCAN_PASV_DWELL_TIME with a value set to 250. This is an implementation of a
passive scan call, where it should take about 3250ms to perform a full scan to 13 channels, waiting
250ms in each channel. In the other hand, a parameter like this was not found in the nl80211
implementation files, and so compatible drivers do not make use of this kind of information.
Finally the scan request is made to the device driver calling the specific driver method as-
sociated with the wpa_driver_nl80211_scan parameter in wpa_supplicant, when considering the
nl80211 implementation. The source code of the device driver in use was not available to analyze.
By consequence the way it performs the scans is not known. Both passive and active mode may
be implemented, but there is a single request that comes from the wpa_supplicant, and it does not
identify the mode, so this choice may be made internally by the driver.
The description above explained the general scanning architecture considering the calls made
by the API method. Nevertheless an Android smartphone also performs the scanning phase in a
periodic basis, typically every 15 s as defined in the parameter wifi.supplicant_scan_interval of the
file build.prop in the system directory. Using iw tools in Android to list the events occurring in the
WiFi interface it is possible to see that this periodicity of 15 s is present and correspond to the time
since the last scan finished until the next scan started. In background scanning the driver also gets
the scanning calls from the wpa_supplicant just as described in Figure 5.1. The specific way the
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Figure 5.1: Scanning phase in Android, from Android API to the driver
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background scan is done is not clear and typically there is a proprietary algorithm behind that. So
there is no information about how are the channels chosen to avoid noticeable disconnections for
the user, since the driver must be set to listen to different frequencies and in these moments it can
not transmit or receive data. The use of virtual interfaces helps in this process and the user does
not notice this periodic process and, in his point of view, the connection does not seems to break.
With periodic scans Android keeps fresh the relevant information about near networks and
APs. If the MH has to handoff to a new AP and if it has fresh information about it, there is no need
to perform a new scan. However, if this information is not fresh, it will scan the medium looking
for an AP of a given network. It is important to understand what means fresh information. In
other words if a new network appears in range between two periodic scans, or if the last periodic
scan occurred a long time ago and it is about to occur a new one, Android will perform a scan
when the user tries to connect to that network or AP. So in these situations the information is not
considered fresh. Note that, from the usage experiences with Android, when the MH is performing
the handoff and it has no fresh information, the connection is first broken and then a new scan is
started, so here the scan delay enters in the overall handoff delay because it had to occur. From
this fact it is possible to see that the scan delay can be removed from the handoff delay if there is
fresh information that avoids a new scan, at the cost of periodic scans.
5.4.1.2 Implementation
The modifications in the scanning phase were inserted in the scan.c file, which belongs to the
wpa_supplicant package. This source code is open source and it is available to be modified. Two
methods were modified: wpa_supplicant_trigger_scan() and wpa_supplicant_start_sched_scan().
As said both functions receive a structure wpa_driver_scan_params as parameter which contains
informations used by the driver, like the frequencies to probe. In the beginning of each of these
functions it is opened a file that is handled by the main application. The file contains the list of
frequencies to be probed, and so in the functions they are copied to the respective array in the
structure, and any other modification of this array is canceled. When the driver is called to enter
in action it has the information of the frequencies it has to probe, in this case one single frequency.
The inter process communication is done with files because they are easily manipulated by the
main application that can do this in time advance. After retrieving the sequence of APs and their
informations from the route server, the application knows what is the next AP to hand-off to, and
then it writes the file in advance with the respective channel frequency.
Other alternatives were tried before, like modifying the wpa_supplicant.conf file, which acts
as the configuration file forwpa_supplicant. It contains the known networks, security mechanisms,
usernames, passwords and priorities. There is also a parameter named scan_freq that corresponds
to the frequency that should be probed when looking for that specific network, and so this simple
parameter should do the work by itself. However it is not possible to dynamically change this
file and let wpa_supplicant be aware of the modifications. The wpa_supplicant would need to be
restarted and this would take too much time, breaking the connection as well, so this was not a
good way to implement single channel scanning.
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Note that the modifications made implies that all the scans, including the periodic ones trig-
gered by the operative system, will only affect the frequencies written on the file. So if there is
only one frequency in the file, the periodic scans will only scan that frequency, which contributes
positively to decrease the temporary interruptions caused by the channel switching.
5.4.2 DHCP client
5.4.2.1 Android DHCP client
The DHCP client that Android uses is dhcpcd. This client was originally made for Linux and
ported by Google to Android. It has the RFC 2131 [28] as basis, and the retransmission algorithm
is like suggested. It can be found in dhcpcd.c which is the source file where the most of state
machine is coded, as well as the main function. The source files are commented in a way that is
easy to understand and compare with the description in RFC 2131.
The source code of the retransmission algorithm is present in the function send_message of
dhcpcd.c. The retransmissions may occur when sending a DHCP Discover or a DHCP Request.
Each retransmission starts with a default base delay of 4 s plus a random value between -1 and 1,
doubling the base value if no answer is received from the server, until 64 s. So, considering that a
client sends a message and does not receive an answer from the server, it will wait initially 3 s to 5 s
to retransmit the message. If it does not receive an answer again it will wait 7 s to 9 s to retransmit,
and then 15 s to 17 s, 31 s to 33 s and 63 s to 65 s, finally aborting the procedure and returning to
the INIT state of the state machine. This delay is parameterized in seconds and microseconds.
With it the program schedules a new callback of the function send_message in order to resend the
message in the future.
Another important point in the source code refers to a timeout of about 1 s after receiving a
DHCP NAK. Here the client waits this time before sending the DHCP Discover corresponding to
the INIT state. There is no reference for this timeout in the RFC 2131.
These are the two most relevant points of this DHCP client with particular relevance to fast
handoff schemes. Note that the backoff nature of the retransmission algorithm can lead to very
different DHCP delays, and for that reason it shall present a noticeable variance in these values.
5.4.2.2 Implementation
The source code of dhcpcd.c was modified in three ways respecting the design of the solution and
the facts found in the Android DHCP client: (1) modification of retransmission delays and backoff
algorithm, (2) elimination of the timeout after receiving a DHCP NAK and (3) optimization of the
full message exchange and state machine. The information about the future networks and APs
is delivered to the main application. Therefore, to optimize the DHCP for each new network,
the application must communicate with the low level DHCP process to give it the information
needed for the optimization. Because this is done a priori, it is possible to use inter process
communication with a file, easily manipulated by the application. This file has seven entries and
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each one controls different aspects of the DHCP optimization. It will be explained in more detail
in the next subsections.
5.4.2.3 Retransmissions delays
As said before, dhcpcd has the RFC 2131 as basis and uses a backoff algorithm for the retrans-
missions starting in 4 s, plus a random value between -1 s and 1 s. This value is doubled until 64 s.
These values are present in an example of the RFC 2131 that refers them for a 10Mb/s Ethernet
internetwork. These delays must be defined in order to allow enough time for replies from the
server, as recommended by the RFC. However, this RFC is from 1997, and so it may be too old to
describe the technologies from nowadays.
To avoid the slow retransmissions four new parameters were defined in the file, each one re-
ferring to a retransmission delay: two defining the seconds and microseconds of DHCP Discover
retransmission, and the other two defining the seconds and microseconds of DHCP Request re-
transmission. These values can be modified dynamically by the main application.
The backoff strategy proposed consists in to accept a given number of retransmissions to occur
with the specified delays, in this particular case 10 times. After those 10 retransmissions the delay
is doubled for each new retransmission until a maximum delay of 20 s, when the procedure is
aborted, returning to the INIT state of the state machine. The reason for the 10 times is that it is
a fair number of retransmissions, and so the message is very likely to be received in these first
10 retransmissions. The 20 s were set just to define the maximum value for the backoff strategy,
instead of the original 64 s. To illustrate this strategy lets consider a case with the retransmission
delays set to 100ms. For the first 10 retransmissions the delay will be maintained in 100ms.
For the 11th retransmission the delay doubles to 200ms. For the 12th retransmission the delay
doubles to 400ms and so on, until it exceeds 20 s, and the last retransmission delay is finally set
to 20 s. Considering the worst possible case where the packet will only be received in the last
retransmission, with this strategy the client would wait 46.4 s and would retransmit 18 times. With
the original strategy it would wait an average of 124 s for 5 retransmissions.
5.4.2.4 DHCP NAK timeout
When the client is in the INIT-REBOOT state, which is a common situation in a roaming scenario,
he may receive aDHCP NAK when he asks for an IP address of a previous network that is not valid
in the new network. In this situation the dhcpcd client waits about 1 s before starting the procedure
of the INIT state. The RFC 2131 does not refer this situation and the developer of dhcpcd only has
a comment about it referring that if the client is constantly receiving DHCP NAKs then it should
slowly backoff. This is not a common situation. In the INIT-REBOOT state the client would only
receive many DHCP NAKs if there were many DHCP servers in the network that could listen to it.
The code responsible for handling DHCPmessages is in the function handle_dhcp in dhcpcd.c.
The original code schedules a callback of the function start_interface responsible for putting the
client in the INIT state or in the INIT-REBOOT if a previous lease exists. This callback is scheduled
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for a second there, and then this time is doubled if the situation occurs again. Identically to the
retransmission delay here it was also defined two more parameters in the file representing the
seconds and microseconds of this DHCP NAK timeout. These values can be even changed to zero
in order to start immediately the process of the INIT sate. However, with the message exchange
optimization, these parameters lose importance, because will be possible to completely avoid the
DHCP NAKs that may occur in the INIT-REBOOT state.
5.4.2.5 Message exchange optimization
The optimization of the DHCP message exchange is controlled by a variable in the file that indi-
cates whether or not it is necessary to enter the INIT-REBOOT state, and so this is the seventh and
last parameter of the file that the application writes in order to communicate to the DHCP client
the better configurations for the next network. The file is written by the main application before
a new handoff occurs, and is read by the DHCP client in the function start_interface that will put
the client in one of the initial states. This function is always called when a new DHCP process is
required.
As consequence, assuming that a client is roaming from an AP of a network X to an AP of
the same network, if, for some reason, the client needs a layer 3 handoff, then it will start in the
INIT-REBOOT state to try to renew the previous lease, which will likely be accepted because it
belongs to the same network. If the client is roaming from an AP of a network X to an AP of a
network Y then it will start in the INIT state sending immediately a DHCP Discover because the
previous lease will not be valid in the new network, and so it is not necessary to check its validity.
5.4.3 Main application
In order to test the modifications in the scanning phase and in the DHCP process, an Android
application was developed. In a testing point of view this application allows the redefinition of
the DHCP parameters explained above, as well as the activation of the single channel scan mode,
which is good to test the solution versus the original reality of Android. In a user point of view the
application allows the communication with the route server to retrieve the AP sequence, and it has
implemented the algorithm to control the handoffs along an urban path, setting the parameters for
the optimizations automatically in this case.
The application consists in four interfaces. Two of them are interfaces to control the DHCP
settings and the general settings. Figure 5.2 shows the interface of the DHCP settings. Here it is
possible to control the retransmissions delays for the DHCP Request and DHCP Discover mes-
sages, in seconds and milliseconds. The is also the option to adjust the DHCP NAK timeout found
in the original Android DHCP client and to optimize the message exchange, so all modifications
implemented relative to the DHCP process are adjustable in this interface. After confirming the
settings, the file that will communicate with the DHCP client is written and the next DHCP calls
are affected.
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Figure 5.2: DHCP settings interface of the main application
The general settings interface consists in a group of settings as illustrated in Figure 5.3. The
first setting allows the user to enable or disable the single channel scan. If it is enabled, the next
connection with an AP will set the channel for the channel of that specific AP and, by consequence,
the next scanning results will not display networks of other channels. Disabling this mode the
smartphone will behave as it is, without modifications in the scanning phase. In this interface the
user can also define the route settings, namely the destination which can be a textual address, the
travel mode that can be driving, walking or bicycling, and the maximum AP radius for the APs
in the sequence. The next group of settings is the network settings where the user can enable
or disable the existing networks so that the sequence of APs will only include APs of specific
networks. Finally the user can change the IP of the route server and the port, since the connection
with the route server is made through a socket.
Figure 5.4 shows another interface of the application. Here the scanned networks are displayed
and described with much more detail than the WiFi settings interface of Android. Here it is
possible to see different APs for the same network, its MAC address, the signal level, the channel
and the security mechanisms. Choosing a specific AP the smartphone will try to connect to it,
associating the specific MAC address of the AP to the network, since by default a WiFi connection
in Android is prepared for a network, and not for a specific AP. Knowing this the driver will only
try to associate with this specific AP. After the connection is established, a new interface appears
displaying the timestamp of some WiFi events delivered by the WiFi Management API. This
interface is illustrated in Figure 5.5, where it is possible to see, for example, the duration of the
scanning phase and DHCP process.
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Figure 5.3: General settings interface of the main application
Finally the main interface for the user is the map interface of Figure 5.6. Clicking in the route
button a new call is made to the route server, requesting the directions and the AP sequence for
the route from the current location to the destination. The red segment is the route and the green
circles are the APs for that route and its coverage areas. For testing purposes there is also the
orange circles corresponding to the optimum handoff point. After retrieving the route and the
AP sequence, the smartphone starts processing the algorithm to trigger the handoff, setting the
DHCP parameters, the channel for the scans and the informations for the next association to an
AP, automatically when needed.
5.5 Summary
The implementation of the proposed design consisted in modifying or developing several entities
of the architecture. The existing database methods were modified to improve its performance,
to include more data and to allow a new handoff metric. The route server was developed to deal
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Figure 5.4: Scanned networks interface of the main application
Figure 5.5: WiFi events interface of the main application
with client requests, to calculate the shortest path between two points and to calculate the optimum
handoff point for each AP in the retrieved sequence. The remaining modifications used an Android
smartphone, which is an important device for the Future Cities project. Here the optimizations in
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Figure 5.6: Map interface of the main application
the scanning phase and the DHCP process were implemented with modifications in the source
code of Android, in a way that is easily adjustable for new settings. An application was also
developed to test each part individually and the entire solution with the handoff control algorithm.
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Chapter 6
Experimental Analysis
The design and the implementation of the solution were explained in the previous chapters. Nev-
ertheless the solution must be tested against the existing reality to analyze the results and possible
gains. This chapter presents the experimental analysis for the improvements in the scanning phase,
the DHCP process, and for the entire solution with the handoff control algorithm. For each one
it is made a description of the followed methodology and a discussion of the results obtained in
the tests. These are the three main components of the solution with direct impact in the handoff
delay and in quality of service. For the first two the tests aims at analyzing the gains in the de-
lays of these two handoff phases. Regarding the handoff control algorithm, which represents the
entire solution and also includes the improvements of the two phases, the tests aims at measuring
the improvement in the quality of service, either in the packet loss rate and in the time without
connectivity.
6.1 Scanning phase
To test the solution relative to the scanning improvement an experimental procedure was designed
that makes use of the application developed. The application allows to enable or disable the
single channel mode to test both situations. Both situations were tested in different networks, with
different APs, but this handoff phase does not depend on these factors, and so the results will be
present taking all the collected samples. The followed methodology will be described in detail
next and then the obtained results will be presented.
6.1.1 Methodology
The procedure followed to test the scaning phase is described in the steps below and will be
explained next. To test the solution with single channel scans the user must enable single channel
mode in the application. Otherwise, to test the original scanning behavior, the user must disable
single channel mode.
1. Connect the smartphone to a computer and launch a terminal with adb shell.
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2. Start listening toWiFi events with iw tools running the command "iw event -t" in the terminal
to get their timestamps.
3. Launch the main application on the smartphone, which enables WiFi and lists the available
networks.
4. Refresh the list of available networks which forces a new scan.
5. Wait about 10 s since step 4, which is enough to force the scan phase in the handoff.
6. Connect to network X or Y (the one that is different than the current) and wait until the
connection is successful.
7. Save the respective scan delay displayed by iw tools and go back to step 4.
8. Repeat the process more than 30 times to obtain statistical significance.
The scanning delays could be obtained with API methods but these delays could be affected
by processing delays and other non relevant processes. In order to obtain the times closer to the
WiFi driver and remove this effect it was used iw tools, and so the steps 1 and 2 of the procedure
are related with this fact. These tools can be installed in Android, either via terminal or with
some dedicated applications. For this case it was used a terminal version. Because of this the
smartphone was connected to a computer and a terminal was launched in the smartphone by the
computer with the adb shell command from adb tools included in the Android development kit.
The major advantage of these tools is that they allow to see WiFi events occurring as well as
their respective timestamps, and this is done running the command "iw event -t" in the terminal as
indicated in step 2. Thus it is possible to see when the scans are started and finished, which is the
information obtained in step 7.
Meanwhile the process replicates a roaming scenario, where the smartphone changes from a
network to another. It is important to note that, when a handoff is performed, a new scan occurs
only if there is no fresh data about the AP, so the test should force this by waiting a decent amount
of time between new scans. From some usage experiences 10 s is typically enough for this effect.
The step 4 forces a new scan so the user can count those 10 s until trigger the handoff in step
6, which will then force another scan that will be included in the handoff. To better simulate
a roaming scenario it is desirable to connect to different networks each time, here represented
by network X and Y. The corresponding scan events will then appear in the terminal, with the
timestamps for the events scan started and scan finished. The scanning delay is the difference
between them.
The test does not make use of data from the Future Cities project, but the scan results obtained
in the Android API contains the channel frequency, so it can be used instead with the same effect
in order to perform single channel scans.
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6.1.2 Results
During the tests it was possible to observe two different behaviors with the original scan method in
Android. The first scenario presents high scan delays, in the order of 3 s, and the second presents a
shorter delay in the order of 500ms. Sometimes the smartphone behaves as the first scenario, and
sometimes it behaves as the second. Looking at the magnitude of these values, this fact could be
related with the passive or active scanning mode. The selection of the mode that is used to execute
the scanning is implemented in the network device driver in the kernel layer. The source code of
this implementation is not available as well as the documentation regarding this subject. Results
are shown for both cases.
The scan delay does not depends on networks or APs. It could not be other way, because the
driver does not know which networks will be scanned. This process is then completely network
independent, assuming of course that APs will reply to probe requests as soon as they are received,
which is what happens in practice. The tests were performed for different APs and networks, but
the results were equal, as expected, and so it will be presented the graphs for both scenarios
explained above, considering the samples collected for all networks.
Figure 6.1 show the obtained results. The samples were collected when the smartphone was
behaving as one of the scenarios, in different days. For the first scenario there is a delay of about
3.2 s, which is a delay typical of passive scans. With single channel scans this delay was decreased
to 49ms, corresponding to a gain of 98%. For the second scenario Android presented a scan delay
of about 470ms, typical of active scans, which was reduced to 52ms with the modifications. This
corresponds to a gain of 89%.
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Figure 6.1: Results of the scanning improvements for both scenarios, comparing with the original
solution
With the modifications, there is no difference in the delays obtained for single channel scans.
The first scenario has a mean delay of 49ms, a standard deviation of 4ms, the highest sample
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is 57ms and the lowest is 44ms. For the second scenario with a mean of 52ms the standard
deviation is only 4ms, the highest sample is 60ms and the lowest is 45ms. These data show
that in fact there is no difference between the scenarios with the improved solution, and so the
driver is acting in the same mode for both. Because these delays are really low and less than the
beacon interval of 100ms typically found in APs, the driver is not acting in passive mode for sure
and so it acts in active mode. If it was working in passive mode the delay should be larger than
the beacon interval. Moreover, considering 13 WiFi channels for Europe, it would be expectable a
reduction of 1/13, since it is being done a scan in one channel instead of scans in 13 channels. This
reduction corresponds to a gain of about 92%. This value is in line with the gain of the second
scenario which is also an indication of active mode in this scenario.
6.2 DHCP phase
In order to test the modifications and evaluate the possible gains in the DHCP process some experi-
ments were made in the networks present in the city of Porto: eduroam, FON_ZON_FREE_INTERNET,
WiFi Porto Digital and MEO-WiFi. This section will describe first the methodology followed in
these experiments and will then present the results separately, for each network. An analysis of
the results for each modification separately is also done, as well as a comparison between them,
the combined DHCP solution and the results obtained with the original DHCP client.
6.2.1 Methodology
To evaluate the performance of the new DHCP client a simple procedure was followed based
in a packet capture on the Android smartphone done with an application like Shark for Root,
which saves the capture in a file that can be next analyzed in Wireshark to get the messages
timestamps. Because the smartphone had root access, it was possible to perform packet captures
on the smartphone, thus testing the DHCP client and the handoff procedure directly there. To
support the procedure the developed application was used. As seen in Section 5.4.3 the application
lists the available networks and the user can choose one to connect to. The user can also modify
the DHCP parameters specified above: (1) retransmission delays, (2) DHCP NAK timeout and (3)
enable or disable the message exchange optimization. This configuration also allows the default
mode, where the DHCP client runs as it is without modifications.
The procedure simulates a roaming situation, where the smartphone is changing from a net-
work to another. To do that the user connects to a network X, then to a network Y, then again to X
and so on, where Y is one of the networks under test and X is another network that the smartphone
is able to connect. The network X is not under evaluation and merely serves to force the smart-
phone to renew a previous lease and enter the DHCP procedure in the INIT-REBOOT state, which
correspond to the longer message exchange, if the optimization mode is not selected. Otherwise,
with the optimization mode selected, the application will force the DHCP client to enter in the
INIT state, because the handoffs are always between different networks. The full procedure is
described in the steps below.
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1. Launch the application on the smartphone, which enables WiFi and lists the available net-
works.
2. Define the DHCP parameters in the configuration menu.
3. Start a packet capture on the smartphone with Shark for Root.
4. Connect to network X and wait until the connection is successful.
5. Connect to network Y and wait until the connection is successful.
6. Repeat steps 4 and 5 more than 30 times, to obtain statistical significance.
7. Stop the packet capture and save the capture file to read later with Wireshark.
After the capture is done the file is read in Wireshark where a filter is applied to view only
DHCPmessages. As said, the procedure with no message exchange optimization forces the DHCP
client to enter in the INIT-REBOOT state and so the message exchange will be like the one repre-
sented in Figure 3.4. If the optimization mode is selected the first two messages on the Figure 3.4
are avoided. The result of the tests is the difference between the first DHCP ACK received and the
first DHCP Request, with no optimization, or the first DHCP Discover with optimization. This is
calculated for all samples to complete the statistical analysis and to obtain confidence intervals at
95% for the mean. It is important to refer that the tests were done in all networks with a power
level between -55 dBm and -65 dBm, to try to simulate the same environment conditions.
6.2.2 Results
This section presents the experimental results for the four networks in study: eduroam,WiFi Porto
Digital, MEO-WiFi and FON_ZON_FREE_INTERNET. The tests were made for all networks but
it is important to remember that even in the same network, different APs may have different
behaviors, and that kind of analysis is not done here. However those differences between APs
should be minimized by the fact that this solution only modifies the client side, regardless of the
DHCP server. For these reasons the next results must be interpreted as the gains that the client
modifications achieve for a particular AP in a particular network, and not as the gains for a given
network. It is not possible to just generalize the results for an entire network, but it is fair to assume
that, because the modifications are exclusively in the client and typically the same network has the
same kind of DHCP servers running, similar gains can be obtained in the remaining APs of that
network.
The decrease in the retransmissions delays makes possible a faster response from the server in
case of a transmission errors or packet loss. Since the retransmission is controlled by the client,
if the delay is shorter, the client should wait less for a packet. However these errors do not occur
frequently. They are sporadic and dependent of channel properties like SNR. Due to this sporadic
nature, theoretically, the result of this improvement should consist in the reduction of the variance
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for the DHCP delay, in other words, if the process occurs quicker the delays of different samples
should be more concentrated around the mean value.
The consequence of the elimination of the DHCP NAK timeout is pretty simple to understand.
If this timeout is reduced from more than one second to nothing, the overall DHCP delay should
decrease by that amount. In fact, even reducing to zero this parameter there is always some time
wasted in processing, but anyway the experimental results should reflect the timeout decrease.
The message exchange optimization avoids every unnecessary DHCP message for a particular
exchange, and thus it avoids wasting time with no essential steps for the process. Considering the
most complex scenario of changing from a network to a different one, this optimization consists in
the exchange of four messages instead of six, with the first two being removed. By consequence
the results should reflect a lower delay because of the removal of the first two messages and the
removal of the underlying DHCP NAK timeout.
The combination of the different parts, particularly the decrease of retransmission delays and
the message exchange optimization, since the NAK timeout is suppressed by the message exchange
optimization, will likely originate results better than the sum of the single partial results. Lowering
the retransmission delay, the optimized message exchange shall occur even faster and with less
delay variance. Thus it is fair to assume that the solution that combines the previous parts shall be
better overall, with lower mean delay and lower variance.
Figures 6.2, 6.5, 6.8 and 6.10 show the obtained results for each network, considering the
three improvements separately, the combined solution with them acting together, and the results
of DHCP delay with the original DHCP client. The first column of the graph represent the delay
with the original DHCP client. The second corresponds to the elimination of DHCP NAK timeout
maintaining the retransmission delays and the message exchange like the original. Third column
reflects the decrease of the retransmission delay to 100ms, maintaining the DHCP NAK timeout
and the message exchange like the original. The choice of 100ms is due to the fact that this time
is typically more than enough to transmit a message in a wireless medium, as referred by [33].
In these experiences this was also true for eduroam, MEO-WiFi and WiFi Porto Digital, where in
situations with no retransmissions the time between two consecutive DHCP messages was always
less than 100ms, but this will be discussed in more detail next. The fourth column shows the delay
when considering the message exchange optimization, with the retransmissions and DHCP NAK
timeout as original. Finally the fifth column represents the delay obtained when considering the
three modifications acting together.
For the present results the backoff strategy was not implemented. However, analyzing the
DHCP packets for the combined solution, they show that the client never needed to retransmit
more than 10 times a message, and so the client would never need to double the retransmission
delay. Thus, the results for the combined solution are still valid even with the backoff strategy
implemented. The only exception to this is FON_ZON_FREE_INERNET without the delays cor-
rectly adapted, which is not the desirable situation.
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6.2.2.1 Results in eduroam
Figure 6.2 show the results obtained for an AP of eduroam network. With the original DHCP client
the delay was about 3.5 s with a large variance expressed in the wide confidence interval. Elimi-
nating the DHCP NAK timeout it was expectable to see a delay of about 1 s shorter, because 1 s
was the value of the timeout. In fact the reduction is more than 1 s but considering the confidence
interval this is as expected. The reduction of the retransmission delay produced a decrease on the
mean delay and a decrease in its variance, since it allows faster message exchange and with more
predictable delays. The message exchange optimization aims at reducing the number of messages
exchanged so it should be expected a decrease on the mean delay and that occurred. The mean
delay is about 1.3 s but remember that the DHCP NAK timeout is not included here, because this
optimization also eliminates it. Note than the only major responsible for reducing the variance is
the reduction of the retransmission delay. Finally the results of the three improvements combined
correspond to a gain of about 98%, leading to a mean DHCP delay of only 76ms, which is a
noticeable improvement considering the original value of more than 3.5 s.
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Figure 6.2: DHCP delay results for eduroam
Figure 6.3 shows the typical message exchange for a retransmission case. In this case it is
specific for eduroam but it is possible to find something similar in the remaining networks because
the protocol is the same. Between the DHCP NAK and DHCP Discover there is a time of about
1.1 s which is the DHCP NAK timeout. This time can be analyzed with the values of the second
column for each packet. There is also a retransmission of a DHCP Discover 3.3 s after the original
message was sent, which is according to RFC 2131. Figure 6.4 is the consequence of the elimina-
tion of the DHCP NAK timeout. Between the DHCP NAK and DHCP Discover there is no more
those 1.1 s but only 100ms instead.
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Figure 6.3: Packet capture for eduroam with the original DHCP client
Figure 6.4: Packet capture for eduroam with the elimination of the DHCP NAK timeout
6.2.2.2 Results inWiFi Porto Digital
The results forWiFi Porto Digital differ a bit from eduroam because this has a shorter DHCP delay
with the original DHCP client, which indicates that there was less retransmissions here. Figure 6.5
show a mean delay of about 1.3 s. Considering the elimination of the DHCP NAK timeout the
mean delay was reduced about 800ms, which is according to what was expected. The reduction
of retransmission delay did not reduce the mean delay, because it was already short and close
to the existing DHCP NAK timeout. Instead, the major consequences was the reduction in the
variance that decreased the amplitude of the confidence interval for the mean delay. The message
exchange optimization also did not reduce the mean delay so much as in eduroam, and apparently
it increased the variance. There is no reason for this except that in this test there were more
retransmissions than in the remaining tests. Once again the improvements combined originate a
mean delay of only 114ms which corresponds to a gain of about 91%.
Some packet captures can be seen in Figures 6.6 and 6.7 related with this network. In the
first is illustrated the consequence of reducing the retransmission delay to 100ms. There is more
messages exchanged but the process overall occurs faster. Between the successiveDHCP Requests
there is a delay of 100ms which proves that the DHCP client is doing what it is supposed to do. In
the second there is a set of DHCP messages related with two different networks, so this express an
inter network handoff occurring, because this is the scenario where this optimization takes place.
There is only four messages being exchanged. The DHCP process starts in DHCP Discover and
eliminates the need of the first DHCP Request and consequent DHCP NAK.
6.2.2.3 Results inMEO-WiFi
The results for MEO-WiFi are very similar to those of eduroam but shorter as shown in Figure
6.8. With the original DHCP client there was a mean delay of about 2.1 s. With the elimination of
the DHCP NAK timeout this value decreased to about 900ms which is more than 1 s of difference
but clearly acceptable. Once again the reduction of the retransmission delay made the confidence
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Figure 6.5: DHCP delay results for WiFi Porto Digital
Figure 6.6: Packet capture for WiFi Porto Digital with retransmission delay set to 100ms
Figure 6.7: Packet capture for WiFi Porto Digital with message exchange optimization
interval narrower. But here, unlike in WiFi Porto Digital, there was also a reduction in the mean
delay, because the mean delays of each component are also higher and so it is easier to decrease it
somehow. The message exchange optimization showed again that, obviously, less messages lead
to shorter delays, and in this case it is near the value achieved with all the improvements combined
of 80ms. This corresponds to a gain of 96%, in line with what was obtained in the previous
networks.
Figure 6.9 shows the packet capture for the combined solution. Once again this represents an
inter network handoff scenario and so there is two different message exchanges, corresponding to
two different networks. There is no need to send the first DHCP Request and consequent DHCP
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Figure 6.8: DHCP delay results for MEO-WiFi
NAK because the exchange is optimized and the possible retransmissions occur with a delay of
about 100ms as can be confirmed in the retransmission of the DHCP Discover.
Figure 6.9: Packet capture for MEO-WiFi with the combined solution
6.2.2.4 Results in FON_ZON_FREE_INTERNET
Initially the tests were made with exactly the same parameters used in the remaining networks,
specifically with a retransmission delay of 100ms. However the results did not reveal the same
characteristics and had some unexpected values. These results can be seen in Figure 6.10 with the
”no adaptation” label. With the original DHCP client the mean delay was about 3.1 s. The elimi-
nation of DHCP NAK timeout revealed the expected behavior with a reduction of a bit more than
1 s. The message exchange optimization also decreased this delay as happened in the remaining
tests, so it is as expected too.
However the results were not as expected with the reduction of the retransmission delay, and
by consequence, in the combined solution. There was no reduction in the delay neither a reduction
in its variance. Instead there was an increase of the delay, and the combined solution also had a
delay larger than in the case of the message exchange optimization. The explanation for this was
6.2 DHCP phase 73
0,000#
0,500#
1,000#
1,500#
2,000#
2,500#
3,000#
3,500#
4,000#
4,500#
Original( DHCP(Nak(reduc3on((1)( Retransmissions(delay(
reduc3on((2)(
Message(exchange(
op3miza3on((3)(
All(improvements(combined(
(1,2,3)(
DHCP(
delay((
(s)(
no(adapta3on( with(adapta3on(
Figure 6.10: DHCP delay results for FON_ZON_FREE_INTERNET
in the time between the DHCP Discover and DHCP Offer, which corresponds to the Duplicate
Address Detection (DAD) illustrated in Figure 3.4.
To better understand the causes of the unexpected results the graph in Figure 6.11 shows the
response delays for each network, obtained from DHCP messages that did not require any re-
transmission. The response delay is taken as the difference between the DHCP ACK and DHCP
Request time, and the DHCP Offer and DHCP Discover time. As the graph shows, for the re-
maining networks the response delays are always less than 100ms for both situations. It seems
that the DAD procedure for these networks is very quick, inexistent or it is done with a differ-
ent mechanism, because the time between a DHCP Discover and DHCP Offer is similar to the
time between DHCP Request and DHCP ACK. However for FON_ZON_FREE_INTERNET this
is very different because between DHCP Discover and DHCP Offer the server takes about 1.2 s,
and even the other response delay related with the DHCP Request is larger with a value of about
200ms.
In the first approach, with a retransmission delay of 100ms, when the server was processing
a DHCP Discover, it was receiving many retransmitted messages which then would delay the
DHCP ACK. So, the client was retransmitting every 100ms because it thought that the message
was lost, since 100ms should be enough to receive the response, but in fact the server had received
the message, and with the retransmissions the client was filling the server queue with more DHCP
Discovers. In fact only knowing in detail how the DHCP server state machine is designed, which
is dependent of the manufacturer and much more complex than the DHCP client state machine, it
is possible to get some conclusions. But anyway, looking into the packet captures and the graph in
Figure 6.11 it is possible to see this behavior. After the server sends the DHCP Offer it may even
start another DAD procedure because it received many DHCP Discovers meanwhile, but at least
it will delay for sure the sending of the DHCP ACK, as seen in the packet capture in Figure 6.12,
causing a delay even larger than in the original solution. This packet capture reflects the time that
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Figure 6.11: Response delays for each network, and for different messages
the server takes to send the DHCP Offer and the delay in sending the DHCP ACK. Note that the
figure is cut, there are more retransmissions of DHCP Discover and DHCP Request, but this is
only to understand what is happening at the packet level that delays excessively the full message
exchange. This is the only situation where the client retransmit a message more than 10 times for
the combined solution, and so here the backoff strategy would start doubling the delays.
Figure 6.12: Packet capture for FON_ZON_FREE_INTERNET with retransmission delay set to
100ms
6.2.2.5 Adaptation mechanism
The behavior in FON_ZON_FREE_NETWORK raised the need of an adaptation mechanism that
could dynamically change the retransmission delays based on some kind of information. In this
case, the information that is provided is the sequence of APs to hand-off to in the future, and
so it is possible to distinguish the cases based on these experiments. This is similar to a history
strategy as described in Section 3.3 where previous information is used to predict the future. Here
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it will be assumed that this behavior will be maintained in the future, and so, based on these
experiments, it is possible to adapt the retransmission delays in a way that produces the best
results. Also it is important to refer that this behavior was not verified only in a single AP. For
this situation there were multiple tests in different APs and all revealed the same. Following
this idea, believing that the unappropriated retransmission delays were causing this unexpected
results, the delays were redefined in order to give enough time for the DAD procedure occurs and
to receive the responses. This is the underlying principle present in all tests: the retransmission
delay should be set to allow a response from the server to arrive. And for the other networks it
worked well because the response delays were always less than 100ms as seen in Figure 6.11. But
for FON_ZON_FREE_NETWORK the normal response delay was about 200ms and there is also
the DAD delay. So the adaptation was done considering a retransmission delay of 250ms for the
DHCP Requests, to allow the response from the server, and 1500ms for the DHCP Discover to
allow the DAD procedure and the response as well.
The results can be seen in Figure 6.10 with the ”with adaptation” label. These results are much
more in line with the others. Now there is a reduction in the mean delay and its variance when
the retransmission delay is decreased, and the result obtained with the improvements combined
is the shortest and with the shortest variance too, which was as expectable. This correspond to
a gain of 54% that is not as high as the gains in the other networks, but it is also a considerable
gain. The adaptation mechanism is implemented in the application in the smartphone, and so the
retransmission delays are adapted for the different networks.
Figure 6.13 show the packet exchange for the combined solution with the retransmission delays
adapted. There is no retransmissions in this case, because the delays are set in a way that the server
has enough time to process the messages and send the answers, particularly in the case where it
has to send the DHCP Offer. Between the DHCP Discover and the DHCP Offer there is a time
of about 1.2 s that does not occur in the remaining networks, as observed in the packet captures of
Figures 6.3, 6.4, 6.6, 6.7 and 6.9.
Figure 6.13: Packet capture for FON_ZON_FREE_INTERNET with the combined solution with
adapted retransmission delays
6.2.2.6 Comparison between networks
Figure 6.14 present the discussed results in a single graph, to better compare the differences be-
tween the networks. Regarding the original DHCP client, eduroam has the largest delay and the
widest confidence interval. However, for the combined solution it has a short delay, as well as
MEO-WiFi and WiFi Porto Digital. Here FON_ZON_FREE_INTERNET presented the small-
est gain due to its particular behavior. In all networks the decrease of the retransmission delay
decreases the delay variance considerably, and this effect is carried for the combined solution
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originating much more predictable DHCP delays. The elimination of the DHCP NAK timeout
has an obvious consequence in all networks, decreasing the mean delay by about 1 s. The same
for the message exchange optimization that produced shorter delays due to less messages being
exchanged. Considering the gains obtained with the combined solution for all networks, they are
very similar except for FON_ZON_FREE_NETWORK. These similarities suggest that the com-
bined solution may perform with identical gains in other networks with normal characteristics and
no strange behaviors. But, even if there is a network with strange behaviors, after understanding its
characteristics and adapt the retransmissions delay accordingly, it is expectable to obtain positive
and considerable gains.
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Figure 6.14: DHCP delay results for all networks
6.3 Handoff control
It is interesting to test the quality of service that the entire solution can offer, particularly the packet
loss rate and the time without connectivity in this case. That includes the previous improvements
in the scanning phase and DHCP, as well as the strategy to control the handoffs described in
Section 4.4.4. The solution is tested against the original reality in Android, with no single channel
scans, with the default DHCP client and with a maintain until broken strategy, as described in
Section 3.3, which is the strategy adopted in Android for known networks.
The tests were made for eduroam in the university campus of FEUP, in a day with few peo-
ple around and thus with APs with less load than the normal. This network does not require a
web-based authentication but it has a more complex handoff because it includes a 802.1X authen-
tication, and so this is one of the networks with larger handoff delays. Initially the data about the
APs were retrieved from the AP sequence algorithm, however some problems were found while
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running the tests. The APs assigned to the route were not found in their estimated coverage areas.
This is due to the fact that eduroam is mainly deployed inside of buildings and so the coverage
outside is weak. More than this the algorithm to estimate AP locations takes all the measurements,
many of them collected inside of buildings, to estimate a coverage area, and by consequence there
is an extrapolation from inside coverage to outside coverage that is not precise. Thus it was im-
possible to run the tests with the data provided by the AP sequence algorithm. In order to test
the solution it was designed a route in the campus with two known APs and it was estimated the
handoff point. The data were hardcoded in the application in order to proceed with the tests. This
alternative does not interfere directly with the results of the solution, since the only different fact
is the way to select the APs for the route which is not a source of handoff improvements.
6.3.1 Methodology
To test the entire solution an experimental procedure was designed. It makes use of packet captures
with Shark for Root application to get the time without connectivity and it also makes use of iperf
tool to get the packet loss rate. The procedure to test the solution uses the main application
developed in this work and follows the next steps:
1. Start iperf in server mode in the Future Cities server.
2. Retrieve the route and the AP sequence by pressing the route button on the main application.
3. Connect to the first AP.
4. Start a packet capture on the smartphone with Shark for Root.
5. Start iperf in client mode on the smartphone.
6. Initiate the WiFi roaming until the next AP.
7. Wait until the end of iperf process and stop the packet capture.
8. Repeat the process since step 2.
The DHCP parameters were set for eduroam network as discussed previously, thus the retrans-
missions delays were set to 100ms for DHCP Request and DHCP Discover message. Regarding
the handoff control algorithm, the moving average window W was defined with a length of 5,
and the threshold time_to_handoff was set to 5 s due to the lack of GPS precision near buildings.
The similar threshold distance_to_handoff was set to 10m for the same reasons, to avoid the case
where the speed is not available.
The iperf tool needs a client and a server. The server must be public to be always accessible
and for that reason it was running on the Future Cities server on a dedicated port. The client is
initiated on the smartphone that connects to the server with its public IP address. To measure the
packet loss rate it was made an exchange of datagrams of 1470 bytes in UDP at a rate of 1Mbyte/s
during 60 s. Then the statistics about the packet loss rate are logged on the server for each client
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request. The roaming was made in a way that the handoff to the new AP would typically occur 20 s
after step 5. The packet capture obtained will contain the packets exchanged, thus it is possible
to know the timestamp of the last packet before the handoff and the first packet after the handoff.
The time without connectivity is then taken as the difference between these two events.
To test the original solution the procedure is very similar but does not makes use of the ap-
plication, so the steps are exactly the same except step 2 that is removed. For this case the single
channel scan is disabled and the DHCP parameters are set to default. Both tests were repeated 10
times.
6.3.2 Results
The obtained results for the experiment made in eduroam with the original solution are illustrated
in Figure 6.15. The graph represents the results for all the measurements, with the bars represent-
ing the time without connectivity and the dots representing the packet loss rate. It is possible to see
that the results present noticeable variance for both metrics. Regarding the time without connec-
tivity, the difference in the values reveal that the system does not react quickly to the connectivity
break, since it is not expecting it to occur and so it does not prepare it in time advance. Further-
more, analyzing the main spikes in the measurements 4, 6 and 10, the packet capture revealed a
slow DHCP process in these cases due to the large retransmission delay, that lead to times larger
than 10 s and 30 s for the main spike.
About the packet loss rate, it depends on the connectivity but also on the quality of service in
that specific moment. The main spike on the time without connectivity is accompanied by a spike
in the packet loss rate, which is expectable. Remembering that the test occurred during 60 s, if the
client was without connectivity for more than 30 s, it would be expectable to lose more than 50%
of the datagrams. However there is another spike in the packet loss rate that is not followed by a
spike in the time without connectivity in the third measurement, which may be explained by some
momentary drop in the quality of service of the APs, even due to a momentary increase of the load
or bottleneck problems in the backbone infrastructure.
Figure 6.16 shows the obtained results for the same metrics with the entire solution in action.
The resolution of the scale was maintained equal to the graph of Figure 6.15 to evidence the dif-
ferences. The first thing that calls the attention is the flatter distribution of the results, with less
variance than in the original solution, for the time without connectivity and for the packet loss
rate. The time without connectivity is much more predictable and was always less than 3 s. These
improvements are in line with the optimizations in the handoff phases, and reveal that the system
deals much more quickly with the handoff process, due to the quicker handoff phases and the
strategy that triggers it, since the system knows in advance that the connection is about to break
and performs the necessary steps for the handoff as soon as it can. The packet loss rate is also very
stable and typically less than 10% which is a noticeable improvement.
The gains of the proposed solution are much more evident when taking into analysis the av-
erage values for the time without connectivity and for the packet loss rate. Figures 6.17 and 6.18
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Figure 6.15: Time without connectivity and packet loss rate for the scenario with the original
solution
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Figure 6.16: Time without connectivity and packet loss rate for the scenario with the proposed
solution
present the averages for both metrics, respectively, comparing the original and the proposed so-
lution. Similar to what happened in the DHCP phase, the time without connectivity was reduced
from an average of 8,3 s to an average of about 1,7 s, which corresponds to a gain of about 80%.
The amplitude of the confidence interval is narrower in the second case, as expectable, since the
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variance in the results is much lower. It is important to note that the tests were done in eduroam
and this network also needs a 802.1X authentication which can add a delay of about 800ms as
seen in Section 4.1. For this reason, for other networks likeWiFi Porto Digital there is potential to
reduce the time without connectivity for less than 1 s.
0,0#
2,0#
4,0#
6,0#
8,0#
10,0#
12,0#
14,0#
16,0#
Original( Solu,on(
Time(
(s)(
Figure 6.17: Average time without connectivity for both solutions
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Figure 6.18: Average packet loss rate for both solutions
Considering the average of the packet loss rates presented in Figure 6.18, the proposed solution
presents gains of about 71%. There is a reduction of an average rate of 25,9% to about 7.6%. The
variance, once more, is less in the proposed solution. If with the previous graphs the relation
between the two metrics was not so evident, the similar gains obtained considering the average
values show that there is a direct and expectable relation. The principle is simple, under identical
6.4 Summary 81
network conditions, if there is less time without connectivity, less datagrams should be lost. And
because the datagrams are sent at the same rate, a gain in the first metric shall lead to a similar
gain in the packet loss rate. In fact, it is fair to assume that the gain of 80% in the time without
connectivity is similar to the gain of 71% in the packet loss rate. With this, the proposed solution
show noticeable improvements, not only in the handoff phase, but in the quality of service as well.
Although the only network in study was eduroam, it is expectable gains in the remaining networks,
because the solution is mainly due to the client modifications.
6.4 Summary
The results obtained for the scanning phase, DHCP phase and for the entire solution are consid-
erable. The procedures followed tried to get the results with the maximum reliability possible,
using mainly packet captures or other non-intrusive methods. The application developed for this
work and used in the tests also simplified the tests allowing to change between the original and the
proposed solution when needed. Regarding the scanning phase, the modifications lead to single
channel scans in active mode of about 50ms, presenting expectable gains. The same occurred to
the DHCP phase, where there were improvements for all networks in study. Here there was the
need to add an adaptation mechanism to dynamically change the retransmission delays according
to historical response delays of the specific network. Finally the entire solution was tested for
eduroam against the original solution in Android, with its default DHCP client, with full channel
scans and a maintain until broken roaming strategy. Once more there were global gains of about
80% for the time without connectivity, and more than 70% for the packet loss rate, proving that
the solution is quicker, more reliable, and leads to better quality of service.
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Chapter 7
Conclusions and Future Work
This report presented a multi-layer handoff solution which was implemented and tested in an An-
droid smartphone and the Future Cities infrastructure. It makes use of existing work in the scope
of the Future Cities project to optimize WiFi roaming along an urban route. This work estimates
AP locations, its coverage areas, and calculates the optimum sequence of APs for a given route.
From the analysis of the state of the art solutions in this area it was possible to see a wide variety
of solutions for the different handoff phases, with different characteristics and requirements. Each
solution here described was followed by the expected gains so that it is possible to have a general
idea of the possible improvements with those solutions.
One of the main constraints of this work was the fact that only the MH could be modified,
in this case an Android smartphone, and the existing infrastructure of the Future Cities project.
Access points could not be modified because they were not under control. This fact, together with
the informations about existing networks in the city of Porto, lead to an architecture of a multi-
layer handoff solution focused on improving the scanning phase and the DHCP process, making
use of the GPS location and collected data about APs to speed up the whole handoff procedure.
Regarding the scanning phase, modifications on the source code of wpa_supplicant, which
talks directly with the WiFi driver, made possible single channel scans controlled by the applica-
tion developed for the smartphone. This has a direct impact in two different things: (1) background
scans are only performed in a single channel and (2) if the smartphone needs a new scan before
the handoff it is also in a single channel. These scanning calls are completed in about 50ms which
is a noticeable difference when compared to more than 3 s in one of the studied scenarios. The
gains obtained in this phase are in the order of 89% and 98% for both scenarios.
The DHCP process was optimized in three different ways. One is related with the retransmis-
sion delays which were reduced from the high values of the original DHCP client. These delays
are set in an adaptive way, taking the historic information about the networks to calculate the com-
mon response delays. Differences in these response delays and in some characteristics of DHCP
servers are the reasons to adapt the retransmission delays for different networks. A message ex-
change optimization was also done, to reduce the number of messages exchanged when possible.
These two improvements are proposed in the solution design, however another improvement was
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achieved particularly in Android with the reduction of a pre-defined timeout of 1 s for DHCP NAK
message, which is not mentioned in the RFC 2131. The combined solution showed gains of more
than 90% for three networks, and more than 50% for the other network. These results prove that
the DHCP client in Android is outdated and can be improved with positive consequences for the
user, because these gains are responsible for reducing DHCP delays from more than 3 s in some
cases to less than 100ms for example. There is also less variance in DHCP delays and so it is
much more predictable for the user point of view. It is fair to assume that these gains can also be
found in more networks because the modifications were made in the structure of the DHCP client.
Both improvements are only for phases of the handoff. There is a complete strategy for handoff
control that takes the AP sequence, calculates the GPS location of the theoretical optimum handoff
point and then, when the smartphone enters in action, it listens to GPS and triggers the handoff
when needed. To guarantee that the smartphone is changing to a better AP, it is made a power
level comparison just before the handoff is performed. This is achieved with quick single channel
scans, that do not break the connection for the user, and by doing this, the smartphone maintains
fresh data about the next AP to handoff too, probably dispensing the need to scan in the handoff
process itself. By consequence the time without connectivity decreased about 80% and the packet
loss rate also decreased more than 70% for eduroam, when comparing with the maintain until
broken strategy commonly implement in the majority of the devices.
These are the most relevant conclusions of this work, that presents noticeable gains and a
better experience for the user when dealing with WiFi connections. As far as we know, there is
no other solution like this, implementing in Android a multi-layer handoff solution. The results of
this work can be leveraged in future Android versions, and with simple modifications the user will
see noticeable differences, faster connections to APs and a better WiFi experience.
7.1 Future Work
The present work can be improved in the future from different ways. By collecting more data with
SenseMyCity application the AP locations will be more accurate, and the systemwill becomemore
reliable. This is an advantage of this project, because the whole system will become better and
better with the usage. Then it is possible to add an automatic web-based authentication to deal with
this handoff phase present in some networks. As far as we know, FON_ZON_FREE_INTERNET
changed recently this mechanism and now it is more difficult to do that automatically, however
MEO-WiFi keeps its original and simple mechanism. Regarding the existing networks in Porto,
the other critical handoff phase is the 802.1X authentication present in eduroam. Modifications in
this infrastructure could minimize the delay of this phase as seen in Chapter 3, making the solution
even better.
The scanning phase was improved but there is a possibility to completely remove this phase
because, in this project, the relevant informations about APs are given by the route server to the
smartphone. This could be explored. If there is a way to trigger the association with an AP without
performing a scan, this phase could be removed. This could be accomplished saving more useful
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WiFi data in the databases that the driver may need. However, in this work the scanning phase is
required to measure the power level which is the metric to trigger the handoff. A future solution
that explores this way should also choose other metric.
The major focus of this work was the smartphone, but the architecture has much more entities
involved. The methods on the databases could be reviewed and, as proposed by B.Thomas in [2],
different geometries could be considered for the coverage areas, which could lead to more precise
AP locations and coverage radius and, by consequence, the solution would be improved. At this
moment the metrics used consist in network names, quality of service measured by the power level
and connectivity time. Other metrics could be added to the AP sequence algorithm to give the user
the possibility to choose between factors like throughput or response delay of the AP.
Regarding the problems that appeared when testing the entire solution with data from the
AP sequence algorithm, it was evident that some estimations can not be acceptable for urban
environments, because they are made inside of buildings and possibly not correctly tagged with
precise GPS locations. To avoid this and to guarantee that the AP will appear on the expectable
location, the AP sequence algorithm could select only APs that have recorded measurements near
the location of the handoff point, which would make the algorithm more complex. In another
point of view, the WiFi fingerprint could be based in other schemes different than estimations of
AP locations and coverage radius. Instead it could directly map the collected measurements in the
streets of the city creating segments covered by a given AP with a given power level, so each street
could have a kind ofWiFi heat map.
7.1.1 Recommendations for future Android versions
Google can easily adopt the following modifications, resulted from this work, to improve the
handoffs in Android and to provide a better experience for the user. Regarding the scanning phase,
Google could change the method startScan() for something like startScan(int[] frequency). This
parameter could be passed to wpa_supplicant, just like did in this work, to allow only scans in
the specified frequencies. This way, if a developer has specific purposes for his application that
only require single channel scans for example, he can have much more control of this phase. If the
application requires the scanning phase to be quick, this simple modification would allow it, and
would open space for an entire new range of applications that would improve the WiFi experience
for the users, for sure.
The DHCP process could be also improved changing the DHCP client dhcpcd. The modifi-
cations are simple and equal to what was done in this work. The retransmissions delays could be
decreased. It is difficult to implement an adaptive mechanism to dynamically change these delays
as did in this work, but the existing delays are clearly too high. Android also knows the networks
it may hand-off to in the future, because it does periodic scans to keep this information fresh.
This simple fact is all what it needs to improve the DHCP process, particularly to implement the
message exchange optimization described in this report. Thus, making this information available
in the DHCP client, it can replicate the proposed solution putting it working independently and
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without the need of an application to control it. The client would know, by itself, if it has to op-
timize the message exchange or not, or in other words, if it is changing to a different network or
not. In sum, it would be possible to achieve the noticeable gains obtained here, which would have
positive consequences for the user.
7.1.2 Recommendations for RFC 2131
More than propose the modifications for future Android versions, the RFC 2131 that describes
the DHCP can be also reviewed. For this purpose it would be desirable more tests in different
environments, since DHCP can be used in cellular and Bluetooth networks. Nevertheless an effort
could be made in order to better define the retransmission delays and the backoff mechanism, since
constant delays are not the desirable solution for all networks. At least it should be possible to
dynamically change the retransmission delays, and the backoff mechanism should allow a given
number of faster retransmissions first before eventually starting the exponential backoff. More
than this the client state machine should also be reviewed in order to include the proposed message
exchange optimization. The client can know if it is changing to another network or not, and so
this information could be used to optimize the message exchange, thus reducing the delay of this
phase.
Appendix A
Scanning phase in Android
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Figure A.1: Detailed scanning phase in Android, from Android API to the driver
Appendix B
Messages and Interfaces of
Communication
B.1 Messages between the mobile client and the route server
The messages between the mobile client and the route server are exchanged via TCP sockets. The
message consists in a string with parameters divided by the special character ‘#’. The returned
message also follows the same format.
Table B.1
Name getApSequence
Description Message to request the AP sequence for an urban route.
Formats
0#originLat#originLong#destLat#destLong#mode#maxRadius#ssids...
1#originLat#originLong#destination#mode#maxRadius#ssids...
Parameters
originLat float - latitude of the origin point
originLong float - longitude of the origin point
destLat float - latitude of the destination point
destLong float - longitude of the destination point
destination string - textual destination address
mode string - travel mode: walking, driving or bicycling
maxRadius float - maximum radius to consider for the APs
ssids string - list of networks to consider, separated by ‘#’
Return 1#apListXML
Example 1#41.123#-8.455#Rua Formosa Porto#walking#100#eduroam#MEO-WiFi
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The apListXML follows the next example, with the same tags:
<aplist>
<access_point>
<ssid>eduroam</ssid>
<bssid>00:00:00:00:00:01</bssid>
<channel>2462</channel>
<lat_center>41.178388</lat_center>
<lng_center>-8.595003</lng_center>
<lat_start>41.178485</lat_start>
<lng_start>-8.5949168</lng_start>
<lat_end>41.178522</lat_end>
<lng_end>-8.595445</lng_end>
<lat_handoff>41.178485</lat_handoff>
<lng_handoff>-8.5949168</lng_handoff>
<radius>40</radius>
</access_point>
...
</aplist>
Table B.2
Name getRoute
Description Message to request the AP sequence for an urban route.
Formats
2#originLat#originLong#destLat#destLong#mode
3#originLat#originLong#destination#mode
Parameters
originLat float - latitude of the origin point
originLong float - longitude of the origin point
destLat float - latitude of the destination point
destLong float - longitude of the destination point
destination string - textual destination address
mode string - travel mode: walking, driving or bicycling
Return 2#lat1#long1#lat2#long2#...
Example 2#41.123#-8.455#41.789#-8.213#walking
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B.2 Database methods and web services
The database methods are implemented in PostgreSQL, and so the description below is valid for
the types of variables of this language. The corresponding web services are also identified for each
method, and they use HTTP POST method. Examples are provided for the database methods.
Table B.3
Method modifySession
Web service http://cloud.futurecities.up.pt/ boris/index.php?action=Session/modifySession
Description Public method that modifies a session (measurements data manipulation).
Parameters
inputData text - data in the CSV format:
macAddress,SSID,signal,latitude,longitude,frequencyHz,...
modifyMode int - mode to modify data: 0 = overwrite, 1 = append, 2 = remove
sesID int - session identifier
clientID int - client identifier
secToken text - security token
Return nothing
Example
modifySession(‘0123456789AB,eduroam,41.789312,-8.12353,
-65,2462000000’, 1, 999, 2, ‘password’)
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Table B.4
Method getData
Web service http://cloud.futurecities.up.pt/ boris/index.php?action=Data/getData
Description Public method that calculates and returns AP locations.
Parameters
queryText text - network to consider or ‘’ to consider all.
recalculate int - mode to calculate: 0 = do not calculate, 1 = reuse previous
calculated data, 2 = full recalculation
isCaseSesitive boolean - treat query as case sensitive or not
isStrict boolean - treat query as is or, if set to false, any SSID containing the
query will be considered
startDate timestamp - measurements filtering by date or null to ignore
endDate timestamp - measurements filtering by date or null to ignore
returnMode int - output format: 0 = KML, 1 = CSV
KMLmetadata text - string value as combination of elements: lo=longitude,
la=latitude, e=essid, r=radius, m=macAddress that will be included in KML
return value, so for example ‘lolaerm’ will include all available options.
TxPower numeric - pathloss calculations parameter: transmit power - set if
known, otherwise use 17dBm (declared average value)
f numeric - pathloss calculations parameter: frequency - set if known, other-
wise use 2450000000Hz (declared as standard by 802.11)
n numeric - pathloss calculations parameter: pathloss exponent - set if known
otherwise use 3 (defined for urban areas)
SNRpercentage numeric - percentage of measurements to be considered, so if
set to 40% this means that only top 40% measurements will be used. If set to
low the calculations are faster but the results are not precise
maxMeasure numeric - maximum number of measurements that will be used
in calculations. If set to high value the calculations are faster but the results
are not precise
minMeasure numeric - minimum number of measurements to consider in the
calculations. If set to low value then calculations are faster but results are not
precise
minSNR numeric - minimum power level to consider for the measurements
or 0 to consider all
sesID int - session identifier
clientID int - client identifier
secToken text - security token
Return result based on return mode
Example
getData(‘’, 0, false, true, null, null, 1, ‘lolaerm’, 17, 2450000000, 3, 85, 25,
20, 0, 999, 2, ‘password’)
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Table B.5
Method getApList
Web service http://cloud.futurecities.up.pt/ boris/index.php?action=AP/getAPList
Description Public method that calculates and returns the sequence of APs for a route.
Parameters
returnMode numeric - mode to return data: 0 = all APs for the path, 1 =
sequence of APs
path text - Linestring with the points of the path
ssids text[] - networks to be considered
maxRadius numeric - maximum coverage radius for the APs to be considered
sesID int - session identifier
clientID int - client identifier
secToken text - security token
Return
CSV string of the sequence of APs in the format:
SSID,macAddress,frequencyHz,centerLat,centerLong,startLong,startLat,
endLong,endLat,radius,...
Example
getApList(1, ‘LINESTRING(-8.7624 41.1723, -8.3414 41.3463)’,
ARRAY[eduroam’,‘MEO-WiFi’], 100, 999, 2, ‘password’)
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