I. INTRODUCTION IN Kanal [27] , I noted that the realization that many problems of pattern recognition can be formulated as graph searching problems was likely to lead to an increasing interplay between pattern recognition and various problem-solving techniques of artificial intelligence (Al). This paper briefly presents Manuscript received August 3, 1978 ; revised October 23, 1978 . This research was supported in part by NSF Grant ENG 73-04099-A02 and AFOSR Grant 76-2901B. This paper is based on the basic concepts underlying some work based on just such an interplay; in this work certain graph representations and search strategies well known in Al were generalized to give novel insights and useful methodology for hierarchical statistical classification and structural feature extraction.
The work, begun in 1973, did result in a fully implemented and extensively tested waveform parsing system, various algorithms and heuristic methods for designing decision trees, and in novel search procedures. Some of the separate results have been reported in Kanal and Kulkarni [29] , Kulkarni and Kanal [34] , [35] , Stockman et al. [65] - [67] , and Stockman [62] - [64] , and tried out in applications. The presentation given here is designed to given an overview of the basic ideas behind the work and illustrate the interaction mentioned above.
Automatic pattern recognition (APR) has usually been formulated in terms of classificatory or structural models: the feature extraction-classification model and the primitive extraction-description generation model. Although theoretical research appears to mostly follow pure versions of these models, in practice, hybrid approaches dominate. Automatic problem solving (APS) is usually viewed in terms of representation and search. Representation is concerned with formulating the problem. Al has been more representation oriented than APR. In pattern recognition this aspect precedes feature (primitive) extraction, but is not emphasized separately.
Rather, it is viewed as the activity done during iterative, interactive pattern analysis by the human researcher prior to defining the features or primitives to be used.
0162-8828/79/0400-0193$00.75 © 1979 IEEE We may also view the coordinate space and formal grammar models used in statistical and structural pattern recognition as representations; these derive from earlier work in statistics and formal languages. Similarly, Al took the concepts of state spaces and graph searching from automatic control theory and operations research to come up with very general and useful representations for problem solving. Just as the proper definition of states makes all the difference in the ease with which a problem is solved, the appropriateness of the features makes all the difference in ease of correct classification. The correspondence between context-free grammars and AND/OR graphs (Hall [21] ) shows that the structural pattern recognition procedures of APR and the problem reduction representations and AND/OR graph searching methods of APS have more in common than was previously noticed.
The interaction which has occurred thus far between APS and APR has involved earlier, well-established methods from each area being used in the other. The fact that they are well established is one reason for their adoption. For example, statistical decision theory ideas have been incorporated into a classical AI paradigm in a recent paper (Feldman and Sproul [13] .) Our work has used the earlier (1971) problem-solving methods of AI as its point of departure. The Al problemsolving research of more recent vintage (Sussman [68] , Fahlman [12] , McDemiott and Sussman [43] , Sacerdoti [57] , Rieger [56] , Stallman and Sussman [60] ) arose from a "people-modeling" orientation. This may present interesting possibilities for future interaction. However, awareness of these developments during the past few years did not change our assessment that the generalizations described later in this paper were sufficient for the APR problems being tackled.
Section II of this paper states some major limitations of the standard multivariate statistical approach to pattern classification and motivates the renewed interest in multiclass multistage classification. Section III categorizes recent contributions in the literature on multistage decision schemes. Section IV outlines general state space representations and ordered search strategies, and Section V illustrates how these serve as theoretical models for multistate multiclass pattern classification. General state-space graphs for nearest neighbor (NN) classification are described in Section VI.
The shortcomings of the usual linguistic-syntactic models are listed in Section VII and used to motivate the problemreduction representations defined in Section VIII, which comments on efficient feature extraction using problemreduction and state-space representations. Section IX contains concluding remarks on this and other research directions and interactions between APR and APS.
II. MULTISTAGE CLASSIFICATION SCHEMES:
RATIONALE FOR RENEWED INTEREST In various applications of current interest, e.g., biomedical image recognition and remote sensing, the number of features N is quite large and the classes M are multimodal and also numerous.
For such problems, multistage classification schemes are more frequently being used than "one-shot" classifiers which give an M-way decision in a single step and use a common set of features for all classes.
A straight casting of such pattern recognition problems into the standard molds of multivariate statistical classification theory usually requires the estimation of high-dimensional unknown distributions and unknown a priori probabilities for many categories. Despite great theoretical attention, the practical modeling and estimation of highly multivariate distributions remains essentially infeasible.
The rationale for multistage classification is that decomposing the multiclass classification problem into several stages may simplify the decision-making process in practice. For example, a prori (structural) knowledge concerning the physical and biological relationships between categories and groups of categories may be explicitly used to structure the skeleton of the decision tree.
If for an M-class, N-feature problem, processing has to be limited to no more than K <<N-dimensional distributions, then different subsets of K features at the various stages promise better results than a single, "best" set of K features used in an M-way "one-shot" decision. As shown in Cover and Van Campehout [7] , no nonexhaustive sequential K-feature selection procedure, in which the subsets are constrained to nest, can be optimal even for jointly normal measurements.
In the context of hierarchical classifiers, it is easily proven (Kulkarni [33] ) that at each node of a given tree structure, the feature assignment which gives the node decision with the least average error is not necessarily the overall optimal assignment of features. And, in general, maximizing classification performance at each individual node of a decision tree does not result in an overall optimum decision tree.
Thus, measuring a large number of common features on a large number of categories and then using various popular feature subset selection procedures to reduce the feature set for the subsequent design of a one-shot classifier is unlikely to be satisfactory. Furthermore, even with multistage decomposition, straight optimizing of each node decision is unlikely to give good results.
To avoid the first pitfall, the original definition and extraction of features needs to be less arbitrary than is usually the case in multivariate statistical classification. Model-directed, data-confirmed structural feature extraction seems relevant in many situations and is briefly described later in this paper An odered search strategy attempts to make the search efficient by ranking the nodes available for expansion at each state of the search, according to some merit criteria. Assuming that a node has a finite number of successors, a general ordered search procedure (Nilsson [51] ) is defined by the following algorithm.
Let F be the set of nodes which have been expanded (often called the CLOSED list), E the set of nodes which are candidates for expansion (the OPEN list), and T(s) the set of successors of node s. Initially set E to the empty set and E to the start node. is admissible, i.e., terminates with a minimum cost solution whenever one exists. Underestimating at each stage, the distance remaining to the goal, thereby underestimates the total path length. Since the actual cost along some completed nonminimum cost path cannot be less than an underestimate of the cost along an incomplete minimum cost path, the process of repeatedly extending the path which thus far has the lowest underestimated cost will guarantee that the least cost path is found. Of course, the closer h is to hp, the more efficient will be the search. The next section illustrates how a generalization of the above approach serves as a theoretical model for multistage, multiclass classification (Kanal and Kulkarni [29] , Kulkarni [33] ).
V. STATE-SPACE GRAPHS FOR MULTICLASS CLASSIFICATION
In the state-space graph G = {S, E, F, W, c, r}, let a state s E S be a tuple {F., W.}, where F. is a subset of the total feature set F and W. is a subset of the total set of class labels W. W. denotes the possible classifications that can be made on any path in the graph passing through the state s. An edge e E E represents the action of measuring a particular feature or set of features, and has an associated measurement cost determined by c, a nonnegative real valued cost function. For a goal state s*, Fs = 0 (null) and W, contains one or zero (X = reject) class labels. At a goal state, a misclassification risk r(s*) is incurred. The initial or start node of G contains all the possible class labels including X the reject class (see Fig. 1 ).
If N(s*) is the set of nodes on a path to a goal node s*, c(N(s*)) is the sum of arc costs along that path and r(s*) the risk at s*, then the total cost of making the decision s* is f(s*) = c(N(s*)) + r(s*). Two possible broad categories of classification schemes are as follows.
1) The risk r(s*) depends only on the features Xs* measured along the path from the initial state to goal s*, and is denoted by r(s*IXs*). An "S-admissible" strategy terminates at that goal s* in G, for which f(s*) = c(N(s*)) + r(s*/Xs*) is minimum.
2 [27] ). Given an unlabeled (test) random sample x, the search for its nearest neighbor among a set of labeled (design) samples can be modeled as searching a statespace graph G (S, E, X, D, c, d) While partially addressing ambiguity of analysis and description, syntactic pattern recognition has completely ignored ambiguous detection of primitives. If very small low level primitives are used, e.g., line or polynomial segments derived from a piecewise functional approximation of an entire waveform, ambiguity of detection may be avoided, but other problems are created. The strings become too long, which makes parsing economy critical, and the segmentations are not anthropomorphic, which creates a need for grammatical inference.
Casting pattern analysis and description directly into the mold available from formal language theory, syntactic pattern recognition took on the burden of the concatenation relation and left-right parsing. Also, in general, a one-directional, i.e., strictly top-down or strictly bottom-up parse procedure has been adopted. Strictly bottom-up methods (e.g., Harlow (Stockman [62] ). That dissertation also presents the implementation of the paradigm in an extensively tested waveform parsing system. Recently the approach has also been used for the recognition of objects in imagery (Stockman [63] A PRR is a 5-tuple {P,r,t,u,B} where P ={Pi} is an enumerable set of problem descriptions, B C P is a set of initial problems, only one of which need be solved, r is the ordered successor function r: P X N -+ P where N is the set of natural numbers, t is the node type function t: P e {AND OR}, and u is the node solution function u: P {Live, Solved, Dead}. A problem is live when it is not known to be solved or dead, i.e., unsolvable. Solvability of OR nodes implies solvability of their parent, while unsolvability of any AND node implies unsolvability of its parent. Let R(Pi) denote the set of all successors of problem Pi. A problem i E PRR is solved iff: 1) u(i) = solved; or 2) u(i) = Live and there exists successor k ER(i) -)-u(k) = Solved and t(k) = OR; or 3) u(i) = LIVE, and for any successor k ER(i), u(k) = SOLVED and t(k) = AND. PRR has a solution iff some problem i CB is solved. Note that the above defmition of a PRR differs from that in Nilsson [51] in that it orders the successors by using the function r. Every OR successor of a problem (node) is called a primary successor, but only the first AND successor of a node is a primary successor. There is no point in examining any AND alternative if a previous AND subproblem is-unsolvable. Hence, AND alternatives are considered sequentially, and the primary successor is examined first. A primary descendent of the original problem (the root node) is either a primary successor of the root, or the primary successor of some primary descendent of the root.
Recognition of a solved problem (primary terminal) triggers the search, under the a priori constraints embodied in the PRR, for the solution to problems for which the solved problem is a primary successor. Typically, this would involve a topdown (model-directed) search for the solution of other nonprimary successors. If the inverse of the primary successor relation is available in the PRR, as is the case for CFG's and hence, for finite AG's, the analysis can proceed recursively in either bottom-up or top-down direction.
For the feature extraction application (see Fig. 2 ), primary terminal nodes represent the prominent morphs which can be reliably extracted from the data without any syntactic information. Problems which are not primary are always solved with respect to other morphs and properly related syntax. (The data segmentor is only asked to do work that is consistent with the global segmentations/interpretation being maintained by the structural analyzer.)
Individual morphs are defined as constrained mathematical curves and least-squares theory is the basis for morph detection and quality evaluation. When recognized, each substructure of the PRR must be assigned a quality Q < 1.0 to reflect the confidence of recognition. For primary terminals, Q is obtained from the morph primitive detector itself. For secondary morphs, Q depends not only on the quality of the detection, but also on the degree to which the detection satisfi'es the structural hypothesis. For a nonprimitive structure, the quality may be defined by the minimum quality of its substructures. The merit of a path in model space is defined as the minimum quality of any structures identified along that path. The [31] have procedurally defined the (x-I method, analyzed its performance under some distributional assumptions, and shown it to be optimal according to certain statistical criteria. Other analyses appear in Fuller et al. [18] and Newborn [49] . Stockman [64] has shown that this NDA algorithm dominates the a-Il algorithm in the sense that it never has to explore a node that ca-I can ignore and that, on the average, it explores fewer nodes. It does so at the cost of greater storage resulting from its parallel nature.
In the usual definition of AG's, an underlying assumption is that subproblems can be solved independently. As (Baker [2] ). Logical pattern description and recognition, an approach used in practical APR from the earliest years of OCR, has been receiving needed formal attention from a number of researchers in AT, e.g., Banerji [3] , [4] , Michalski [47] , and Cohen [6] .
On another front, it has been shown that the mechanics of rule-based inference systems, e.g., the medical diagnosis system MYCIN (Shortliffe [58] , Shortliffe and Buchanan [59] ), may be derived from probability models and this approach is useful in exhibiting the underlying assumptions, e.g., statistical independence, which are otherwise hidden (Adams [4b] ). However, the rules used in such diagnosis systems are derived through a protocol analysis of human problem solvers, and it is difficult to translate all aspects of the rules and their complex interactions into well-defined probabilistic inference procedures. Procedures used in many current diagnosis systems do not guarantee that the results of their processing give probabilities. For a general graph model of medical diagnosis, Lemmer [38] , [39] (Duda et al. [9] ) and integrated into work on a PROSPECTOR (Duda et 
