K nowledge of the genetic structure of heterogeneous germplasm collections is essential when forming core collections (Brown, 1995; van Hintum et al., 2000) and in association studies (Wang et al., 2005; Shriner et al., 2007) . Hierarchical clustering techniques, such as Ward and unweighted pair group method with arithmetic mean (UPGMA), are still among the most-used methods for describing the genetic structure of germplasm collections. A recent study by Odong et al. (2011a) indicated that they were very effective when using molecular markers. Unlike programs, such as STRUCTURE (Pritchard et al., 2000) , hierarchical clustering techniques require very little computer time and are simple to use. However, clustering on raw genotypic data may not be optimal for describing genetic structure and data reduction by principal component analysis (PCA) is known to improve the description of genetic structure (Lee et al., 2009; van Heerwaarden et al., 2010 van Heerwaarden et al., , 2013 while providing an effective criterion for determining the number of genetic groups (Patterson et al., 2006) .
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AbstrAct
Understanding the genetic structure of germplasm collections is a prerequisite for effective and efficient use of crop genetic resources in genebanks. Currently, hierarchical clustering techniques are most popular for describing genetic structure in germplasm collections. Traditionally performed using dissimilarities based on raw genotypic data, recent studies have shown that cluster analysis can be improved by first condensing the genotypic data using principal component analysis (PCA). Although the two-step approach (PCA followed by cluster analysis) is gaining popularity, no systematic study into its benefits over traditional clustering methods has been performed. In particular, the relationship between the number of principal components (PCs) to be retained and the performance of cluster analysis have not been established. It is also not clear whether genetic data should be scaled before performing PCA. Here we present a detailed study comparing cluster analysis using distances based on condensed data using significant PCs and clustering based on the full dataset. We also studied the effect of data scaling on PCA-based clustering. Using simulations, we show that in discretely subdivided populations, maximum clustering performance is attained by using a subset of PCs that relate to differentiation between subpopulations and that scaling of the data is key to achieving improvement in PCA-based clustering. For scaled data, we report consistently higher clustering success for PCA, particularly at lower levels of population differentiation, while gains for unscaled data are minor. This is confirmed by real data, where PCA-based clustering of scaled genotypic data leads to visible improvements in resolving finer patterns of geographic subdivision. Our results show clearly that proper scaling and reduction of genotypic data is key to improving clustering performance.
Principal component analysis-based clustering is a two-step procedure involving the decomposition of genotypic data into ordered, orthogonal principal components (PCs) (or eigenvectors) of decreasing importance (i.e., eigenvalues) followed by hierarchical clustering of the Euclidean distance matrix obtained from a subset of significant PCs. For genetic data, the number of significant PCs can be determined using the distribution of the largest eigenvalue, where in the case of k distinct subpopulations k -1 significant PCs should be present (Patterson et al., 2006) . The main advantage of using PCA in genetic clustering is that within discretely subdivided populations, the reduced number of significant PCs reflects genetic correlations caused by genetic differentiation whereas dissimilarities based on the full dataset also measure genetically irrelevant within-population differences attributable to genotypic sampling (Patterson et al., 2006) . Practically, this means that genotypic dissimilarity calculated on full marker data is a poor predictor of dissimilarity at loci that are unlinked to the markers used whereas the largest PCs are better correlated with genetic differences at all loci across the genome (van Heerwaarden et al., 2013) .
Although PCA-based clustering holds promise as a basis for describing the genetic structure of germplasm collections, a number of basic issues remain to be resolved. First, it has not been firmly established how many PCs should be retained to achieve maximum clustering performance. In theory, retaining one component less than the number of differentiated populations should capture all information related to between-population differences (Patterson et al., 2006) , but its optimality has not been demonstrated in practice. Second, there is no consensus on the need to scale the genotypic data before analysis. Principal component analysis may be performed in two basic ways. One is by eigenvalue decomposition of the data covariance matrix (i.e., unscaled PCA), in which the columns of the original data matrix are allowed to have different variances; the other is by decomposition of the correlation matrix obtained by scaling each data column by its standard deviation (i.e., scaled PCA) ( Jollife, 2002) . In their seminal paper on the theoretical basis for genetic PCA, Patterson et al. (2006) proposed scaling by the expected standard deviation for single nucleotide polymorphism (SNP) data while recommending unscaled PCA for simple sequence repeat (SSR) markers. Although the main motivation for normalization was the application of the statistical theory for determining the number of significant PCs, subsequent clustering applications have typically used scaled genotypic data (Lee et al., 2009; van Heerwaarden et al., 2013) without evaluating its specific advantage to clustering success.
With growing amounts of high-density genotyping information becoming available in many crops, there is a clear need for fast and effective ways of describing genetic structure in large datasets. Principal component analysisbased clustering has the potential to improve the extraction of genetically relevant information from large quantities of genotyping data, depending on how effectively the genotypic data can be reduced. Here we present a detailed analysis of the effect of the number of retained PCs and data scaling on the performance of PCA-based clustering of genotypic data using simulated and real data. For genotypic data, clustering performance can be defined as the ability to detect and describe population structure, that is, differences in allele frequencies between subsets of the data. Using simulations, we evaluated four different performance criteria that highlight different aspects of clustering success. First, we tested how reliably genotypes were assigned to their genetic group of origin. Second, we measured the correlation between cophenetic distances (distances derived from the resulting dendrogram) and the original pairwise distances between the accessions (representing underlying genetic structure). Third, we determined the correlation of clustering results between different marker subsets, which should be highest if genetic structure is well represented. Finally, as a measure of cluster definition, we evaluated the performance of standard methods for determining the optimal number of clusters in the data.
We limited our analyses to Ward's hierarchical clustering algorithm (Ward, 1963) using Euclidean distance matrices. Out of the two most frequently used hierarchical clustering techniques (Ward and UPGMA) in plant germplasm studies, Odong et al. (2011a) showed that for molecular marker data, Ward clustering was most effective. With respect to PCA reduction, the performance of k-means and soft k-means clustering has been treated elsewhere (Lee et al., 2009; Odong, 2012; van Heerwaarden et al., 2013) . The Euclidian distance may be calculated on full and reduced genotypic data. We focused specifically on SSR data given their continuing popularity for crop germplasm genetic diversity studies, but we expect our results also to hold for other marker systems.
MAteriAls And Methods real data
The data refer to coconut (Cocos nucifera L.) and consisted of 1014 accessions genotyped with 30 SSRs. The accessions were collected from different regions of the world (32 from West Africa, 52 from North America, 62 from South Asia, 72 from Latin America, 109 from Central America and the Caribbean, 124 from East Africa, 183 from Southeast Asia, and 380 from the Pacific Islands). Coconut is a diploid, mainly outcrossing species. Most of the accessions in this collection are described as tall; only 43 dwarf accessions mainly from Southeast Asia were present. Dwarf coconuts have a high degree of self-fertilization. More than half (19) of the 30 SSR markers have known
å , in which A l is the number of alleles from SSR l (l = 1, 2, …, L). The matrix G contains allele counts 0, 1, or 2. In this study, before performing PCA, the matrix G was either standardized (scaled PCA) by subtracting column means followed by dividing columns by their standard deviation (see Patterson et al., 2006) or PCA was performed without standardization (unscaled PCA). We performed PCA using the function prcomp in R package "stats" (R Development Core Team, 2008) . It has been shown recently that, in the absence of genetic structure and for independent markers, the leading eigenvalue of the covariance matrix of a normalized G matrix follows a TW distribution (Tracy and Widom, 1994; Patterson et al., 2006) . This fact has been exploited to determine the number of genetically different groups in genotypic datasets (Patterson et al., 2006) . If there are k genetically different groups in a dataset, the number of significant eigenvalues based on the TW distribution is expected to be k -1 (Patterson et al., 2006) . In performing the TW test, Patterson et al. (2006) assumed that the SNPs being analyzed were independent. It is clear that this assumption will be violated when the TW test is applied to SSR data because alleles from the same SSR marker are not independent. To circumvent this problem, we adapted (van Heerwaarden et al., 2013 ) the procedure to handle SSR markers as follows:
L is the number of SSRs), the submatrix of matrix G containing the alleles of SSR l. Let G l * (l = 1, 2, …, L) be the matrix of which the columns consist of PCs (from matrix G l ). The columns of G l * (l = 1, 2, …, L) are independent and have equal variances (after standardization); both aspects are required for yielding TW distributed eigenvalues. As standardization may cause a disproportionate influence of PCs with eigenvalues close to zero, typically associated with rare alleles, it is recommended to remove PCs that explains only a small proportion of variance. For the data used in this study, computer simulations showed good performance when PCs explaining less than 0.5% of the variance were removed. However, users may wish to evaluate the effect of alternative cutoff values by simulations approximating their own data. This cutoff is likely to be influenced by data characteristics, such as the number of alleles and their frequencies. Removing PCs that explain less than 0.5% of the variance also help in eliminating noise so that it will become easier to detect the correct number of major groups in the data. b) Form a matrix G*, of which the columns consist of the columns of the matrices G 1 *, G 2 *, …, G L * obtained from step (a) above. The columns of the matrix G* are thus effectively independent (when the SSRs are independent) leading to an approximate TW distribution of eigenvalues (Tracy and Widom, 1994) . The assumptions that markers are independent still hold. c) Perform an eigenvalue decomposition on the matrix X = 1/n′ (G**)(G**)′, in which G** is obtained by standardizing the matrix G* (from each column of matrix G*.
positions on the linkage map; they are well spread across the genome. The coconut data were selected for this study because of the high level of genetic diversity; it is available to the public through Generation Challenge Program (http://www.generationcp.org/, accessed 10 Dec. 2008). In addition, this dataset has already been studied extensively (see Odong et al., 2011a Odong et al., , 2011b Odong et al., , 2013 van Heerwaarden et al., 2013) .
simulations Coalescent simulations were performed using a modified version of msHOT (Hellenthal and Stephens, 2007) to simulate microsatellite data under a stepwise mutation model (Kimura, 1953) . We simulated 30 unlinked microsatellite loci in 10 panmictic subpopulations of 75 diploid individuals. The population mutation parameter 4N e μ, in which N e is the effective population size and μ the mutation rate, was set equal to 5 for each locus. Five different migration levels were simulated to generate datasets with five levels of differentiation (F st , a measure of population differentiation): 0, 0.02, 0.03, 0.10, and 0.17.
determination of the number of significant Principal components using the tracyWidom distribution Patterson et al. (2006) provided a detailed description of the Tracy-Widom (TW) distribution and its application to the detection of population structure. A brief review is provided below. Following the notation of Patterson et al. (2006) , consider an m × n matrix M with (m < n), of which each entry contains an independent standard normal random variable. Let X = 1/nMM′ and let {l k } 1 < k < m be the eigenvalues of X. For ordered eigenvalues (l 1 , l 2 , …, l k ), Johnstone (2001) showed that for a suitably normalized matrix M, and for large m and n the largest eigenvalue l 1 approximately follows a TW distribution (Tracy and Widom, 1994) with mean μ(m, n) and standard deviation s(m, n), in which
and the statistic z = [l 1 -μ(m, n)]/s(m, n) follows approximately a standard TW distribution. Patterson et al. (2006) stated that if the first k eigenvalues had been declared significant, the test for
by changing the mean and the variance of the TW distribution accordingly. When analyzing data from germplasm collections, the number of markers (n) is usually less than the number of individuals (m) (m >> n) so based on Johnstone (2001), we suggest that the above formulae should be adapted before performing the TW test 
Principal component Analysis on simple sequence repeat Marker data
We treated each allele from an SSR marker l as a biallelic marker. The data can be represented as a rectangular matrix G, of which the number of rows is equal to number of accessions N and the number of columns is equal to the total number of We subtract the column mean and divide by its standard deviation) and n′ is the number of columns of matrix G*.
Euclidean Distance
The Euclidean or straight line distance between two individuals i and j having observations on P quantitative variables denoted by x i1 , x i2 , …, x iP and x j1 , x j2 , …, x jP is given by
In this study, the variables x 1 , x 2 , …, x P are either the columns of the genotype matrix or alternatively a subset of PCs obtained from the molecular marker data. We used three types of pairwise Euclidean dissimilarity matrices: the full data Euclidean distance matrix, a distance matrix calculated from a subset of PCs obtained by unscaled PCA, and one calculated on the PCs from a PCA on scaled genotypic data.
Clustering Algorithm
We used Ward's algorithm (Ward, 1963; Johnson and Wichern, 2002) for hierarchical clustering based on pairwise dissimilarity matrices. Ward's method uses an ANOVA approach for calculating distances between clusters. For each pair of clusters, at each step in the clustering process, the effect of the union of every possible pair of clusters is considered, and the two clusters that produce the smallest increase in within-group sum of squares are joined.
Cophenetic Distance
Genetic clustering produces a dendrogram that forms a treelike summary of the pairwise dissimilarities between genotypes. The pairwise distance calculated along the branches of a dendrogram is known as the cophenetic distance (Sokal and Rohlf, 1962) and may be considered as a measure of genetic differentiation achieved by genetic clustering.
Evaluation of Clustering Performance
As described in the introduction, we evaluated the representation of genetic structure achieved by different clustering methods by four separate criteria that are described in more detail below: the adjusted Rand index, the point biserial coefficient, correlation between marker subsets, and cluster definition. Using simulations, we evaluated all four criteria under different levels of genetic differentiation (F st = 0.00,0.02, 0.03, 0.06, 0.10, and 0.17), comparing clustering based on full data and data reduced by unscaled and scaled PCA based on a varying number (2, 3, 4, …, 50) of PCs. For the real dataset, the first three criteria were calculated for different proposed numbers of genetic groups because the actual number of groups in the data was unknown.
Adjusted Rand Index
The adjusted Rand index (Hubert and Arabie, 1985) assesses the degree of agreement between two partitions of the same objects. In this study, the adjusted Rand index was used to compare the grouping based on cluster analysis to known groups (obtained through simulation). A brief description of adjusted Rand index is given below (for a detailed mathematical description, see Santos and Embrechts [2009] ). object i; i = 1, 2, …, N) and suppose that U = {u 1 , u 2 , …, u R } and V = {v 1 , v 2 , …, v Q } represent two different partitions (e.g., cluster analysis groupings versus true simulated subpopulations) of the individuals in S such that u u = = v v for 1 ≤ r ≠ r′ ≤ R and 1 ≤ q ≠ q ≤ Q. Given two different partitions U and V, with R and Q subsets, respectively, a contingency table can be formed to indicate group overlap between U and V (see Table 1 ).
Consider a set of N objects (or individuals)
The total number of possible combinations of pairs 2 N ae ö ÷ ç ÷ ç ÷ ç ÷ ç è ø from a given set of individuals can be divided into four different types of pairs: a) number of pairs of individuals placed in the same group by using methods U and V (e.g., using cluster analysis and according to the groups used for simulating the marker data) (g 1 ), 
Hubert and Arabie (1985) introduced a correction for chance so that the expected value of the Rand index is zero for random partitions.
The adjusted Rand index (AR_index) is given by
in which E(R_index) represents the expected value of R_ index and Max(R_index) the maximum value of R_index (see Hubert and Arabie [1985] for details); AR_index has expectation of zero and maximum 1.
k -1 PCs in which k is the number of subpopulations (Fig.  1) . For all three criteria of clustering performance, scaled PCA produced the best results compared with the full dataset and unscaled PCA although improvement in the correlation between marker subsets was only visible for F st values of 0.06 and higher. In all cases, maximum performance was achieved when k -1 (9) PCs were retained at which point scaled PCA also reached the biggest improvement with respect to unscaled PCA. For all three criteria, the results for unscaled PCA converged to those for the full dataset as the number of PCs was increased beyond the optimum at k -1. The performance of scaled PCA decreased beyond k -1 PCs, but the advantage over full data and unscaled PCA was maintained. It is worth noting that the biggest gain in performance for scaled over unscaled PCA was achieved at lower levels of differentiation. The same pattern was also observed for assignment success where the performance for scaled and unscaled PCA and the full data was similar at the highest level of differentiation (F st = 0.17).
Cluster Definition
For both measures we observed that data reduction led to higher values and resulted in higher quality clusters over the entire range of proposed cluster numbers, with scaled PCA again producing the best results (Fig. 2) . Importantly, using reduced data, the values of both PBC and ASC were maximum at k -1 (i.e., both measures identified the correct number of clusters in the data) even for data with low levels of genetic differentiation. Using scaled PCA, maximum values of either PBC or ASC provided similar estimates of the cluster number as found by applying the TW distribution (only for datasets with F st ≥ 0.06). Both TW distribution and the standard methods for cluster definition performed poorly (i.e., underestimated the true number of clusters) for datasets with lower level (F st < 0.06) of population differentiation.
Real Data
The simulation results above suggested that scaled PCA provided the best basis for hierarchical clustering at lower levels of genetic differentiation. For real data, we did not know the underlying population structure, which made it
Point biserial correlation
The point-biserial correlation (PBC) (Milligan, 1981) is defined as the correlation between corresponding entries in the original distance matrix and a matrix consisting of zeros and ones, indicating whether or not two objects are in the same cluster. This is a good measure of the resemblance between the discrete cluster assignment and the original distance matrix. Here we use the cophenetic distance for assessing clustering performance and the Euclidian distance for evaluating cluster definition.
correlation in dissimilarity between Marker Partitions
Random subsets of genetic loci contain equivalent information about patterns of genetic differentiation. We therefore expect independent partitions of the genotypic data to display higher correlations between cophenetic distance matrices if the clustering used to obtain these matrices captures differentiation in the dataset more effectively. For both simulated and real data, the Pearson correlation between cophenetic distances for two random partitions of equal size (i.e., 15 loci) was therefore used to study the reproducibility of clustering results.
Evaluation of Cluster Definition (Determination of Number of Clusters)
Cluster definition is another important criterion of the quality of hierarchical clustering. When discretely differentiated groups are present in the data, we wish genotypes to be assigned to the appropriate number of clearly defined, compact clusters. There are many statistical criteria for cluster definition (Milligan and Cooper, 1985) , which are typically used to determine the number of discrete clusters in the data. Here we applied two of the most effective methods, the PBC used above and the average silhouette coefficient (ASC) (Rousseeuw, 1987) . The PBC (Milligan, 1981) was used as described above, with the distance matrix being the regular pairwise distance rather than the cophenetic distance. The ASC (Rousseeuw, 1987) combines the concepts of cluster cohesion and separation; it relates distances between objects within the same cluster with distances between objects in different clusters. The silhouette coefficient (s i ) of an object i is calculated as
is the mean distance of an object i to all the individuals in the same cluster and d b(i) is the minimum of the mean distance The evaluation of cluster definition (optimal number of clusters) was done on dendrograms constructed using the three different Euclidean distance matrices (distances based on full data, unscaled PCs, and scaled PCs). The evaluation of cluster definition was only done for simulated data because the true numbers of clusters were known.
resUlts the effect of number of Principal components and data scaling on clustering Performance
Our results clearly support the advantage of scaled PCA over full data and unscaled PCA and provide strong evidence that maximum performance is achieved by retaining t RQ represents the number of individuals that were classified in the rth subset of partition U and in the qth subset of partition V.
hard to evaluate clustering performance. However, for illustration purposes, we used geographic information (passport data) to assign individual accessions to 10 groups (based on regions of origin) and 32 groups (based on subregions of origins). An earlier study by Odong et al. (2011a) showed a good match between groups based on geographic regions of origin and groups based on both hierarchical cluster analysis and model-based clustering (STRUCTURE [Pritchard et al., 2000] ). In this case, we assumed geographic labels to represent true populations and evaluated clustering performance at three basic levels of differentiation. First we analyzed recovery of the 10 regions that had an average pairwise F st of 0.29. We then did the same for the 32 subregions that had an average pairwise F st of 0.23. Finally, we analyzed the 11 subregions within the largest region (i.e., the Pacific) separately, corresponding to an average pairwise F st of 0.12. The full dataset had 14 significant PCs and the Pacific subset had nine significant PCs, and we retained these PCs for data reduction. Because we did not know the true number of genetic groups, we present results for a range of subdivisions.
In line with our simulation results, we found little or no improvement in clustering performance for PCAreduced data at the highest level of genetic differentiation represented by the subdivision into 10 regions (Fig. 3) . Apart from slightly higher values of the PBC, there was no difference in performance between scaled PCA and the full genotype data whereas the adjusted Rand index showed poorer performance for unscaled data (first row in Fig. 3) . However, at the two lower levels of structure and subdivision into subregions, the advantage of using scaled PCA over unscaled PCA and full data became evident. Particularly for the Pacific subset (last row in Fig. 3 ), which represents the lowest level of differentiation, scaled PCA greatly outperformed both full data and unscaled PCA for all three performance criteria, regardless of the number of groups considered. Analysis of the 7 out of 15 clusters formed by Ward clustering using Euclidean distance based on reduced PCA showed good associations with specific islands (with accessions from larger groups, such as Papua New Guinea and Vanuatu, forming distinct clusters) or group islands (e.g., South Pacific, mid Pacific) (see Supplemental Tables S1 and S2 ).
discUssion
Hierarchical clustering using all genotype data has a long history and remains a popular way of representing genetic relations between individuals (Odong et al., 2011a) . In many cases, such as in large germplasm collections, most genotypes share no direct relatedness and the only relevant differences in ancestry are attributable to population structure. The appropriateness of traditional clustering approaches for this type of data has been called into question (Pritchard et al., 2000; Lee et al., 2009) and it has become clear that population structure is more efficiently captured by PCAreduced data (Patterson et al., 2006) while improving hierarchical clustering (van Heerwaarden et al., 2013) .
The growing interest in PCA-based clustering (Lee et al., 2009; Paschou et al., 2007; van Heerwaarden et al., 2010) calls for an understanding of the potential benefits of PCA-based data reduction for improving hierarchical clustering. This is the first study exploring the relation between clustering performance and data reduction per se and the first evaluating the importance of data scaling. Our simulation results clearly showed that using PCA-reduced data led to improvement over using the full dataset but that gains were highest for scaled PCA data.
The advantage of using PCA-based data reduction is evident in a number of important criteria of clustering success. First, it improves assignment success, perhaps the most important advantage for most applications. Second, it leads to a better definition of clusters. Lastly, it increases correlation in genetic distance between marker partitions. Although seldom evaluated, the last criterion (correlation between marker partitions [divide marker dataset into two parts and compare them]) is of great relevance for genetic classification as it measures the potential of marker-based dissimilarity for predicting differences at other loci (van Heerwaarden et al., 2013) .
For all clustering criteria, optimum performance was achieved by retaining one component less than the number of populations. Although not unexpected, the fact that including more PCs does cause further improvement in clustering performance had never been established. This result suggested that determining the number of significant components was important. However, it is important to note that some deviation (from k -1) in the number of retained PCs is tolerated without losing advantage over using the full dataset. Our results showed that for data with moderate population structure (F st = 0.05-0.07), any number of PCs ranging from k -1 to k + 1 could be retained without lowering the performance of cluster analysis. For dataset with high population structure (F st > 0.07), it was the lower limit (k -1) that was important (i.e., one can add up to five extra PCs [k + 4] without any effect on the results). For molecular data, it should also be noted the improvement in clustering observed in Ward was also observed with nonhierarchical clustering (k-mean and soft k-mean) (see Lee et al., 2009; Odong, 2012; van Heerwaarden et al., 2013) . However, soft k-mean clustering was much more sensitive to the deviation from k -1 cutoff (result not shown here) irrespective of the level of population structure.
Although a gain in performance was achieved for both scaled and unscaled PCA, scaling of the data to achieve equal variance between columns seemed to generate the biggest improvement over using the full dataset. This is an interesting finding because scaling of genotypic data was originally suggested for improving the fit of the resulting eigenvalues to the TW distribution and was actually not recommended for SSR data (Patterson et al., 2006) . Based on our results, data scaling was highly recommended if PCA were to be combined with hierarchical clustering. The performance gain of scaled PCA over unscaled PCA was likely because of the fact that in unscaled PCA, alleles of intermediate frequency dominated the major PCs because of their high variance whereas alleles with low minor allele frequencies contributed very little. By scaling the data, the information on genetic differentiation provided by the latter class of alleles would contribute more strongly to the PCs related to this differentiation. Basically, alleles of different frequencies measured genetic differentiation on a different scale and differences in measurement scales of the different variables were the main reason for scaling variables when performing PCA ( Johnson and Wichern, 2002) . The relevance of this finding is particularly clear in our real data example where only PCA on scaled data produced significantly better results.
Another finding from our simulations that was confirmed in our real data example was that the clearest advantage of PCA-based clustering could be observed at lower levels of genetic differentiation. At high levels of differentiation, between-subpopulation dissimilarity becomes so high compared with within-subpopulation dissimilarity that genetic structure can be adequately described by dissimilarities based on full data. Nonetheless, in both our simulations and the real data example, data reduction using scaled PCA always provided equivalent or better performance compared with full data and could be highly recommended for improving hierarchical clustering in data obtained from genetically structured populations.
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Supplemental Table S1 . The distribution of accessions from different Pacific Island (origins) into the 7 out 15 of clusters formed with Ward's method using Euclidean distances (the first 14 principal components [PCs] ).
Supplemental Table S2 . The distribution of accessions from different Pacific Island (origins) into the 7 out of 15 clusters formed with Ward's method using distances based on the full data. Cluster numbering is arbitrary. 
