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ABSTRACT
We present an algorithm to photometrically calibrate wide-field optical imaging surveys, which simultaneously
solves for the calibration parameters and relative stellar fluxes using overlapping observations. The algorithm decouples
the problem of ‘‘relative’’ calibrations from that of ‘‘absolute’’ calibrations; the absolute calibration is reduced to de-
termining a few numbers for the entire survey.We pay special attention to the spatial structure of the calibration errors,
allowing one to isolate particular error modes in downstream analyses. Applying this to the SDSS imaging data, we
achieve1% relative calibration errors across 8500 deg2 in griz; the errors are2% for the u band. These errors are
dominated by unmodeled atmospheric variations at Apache Point Observatory. These calibrations, dubbed ‘‘uber-
calibration,’’ are now public with SDSS Data Release 6 and will be a part of subsequent SDSS data releases.
Subject headinggs: techniques: photometric
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1. INTRODUCTION
A common challenge for all physics experiments is relating
a detector signal to the underlying physical quantity of interest.
Astronomical imaging surveys are no exception; a CCD camera
counts ADU in each pixel, a quantity that is (approximately) pro-
portional to the number of incident photons. This relationship
must be calibrated to yield physical flux densities (ergs cm2 s1
Hz1). Key scientific programs of current and next-generation
imaging surveys demand ever more precise photometric cali-
brations. For example, wide-field imaging surveys allow one to
measure the clustering properties of galaxies (and therefore the
underlying dark matter) on scales otherwise accessible only in
the cosmic microwave background (CMB); comparing the CMB
at redshift z  1000 with the relatively recent universe at zP1
allows increasingly precise tests of our cosmological model. The
first such measurements of clustering on gigaparsec scales and
larger were recently reported (Padmanabhan et al. 2007; Blake
et al. 2007). These results emphasize the need for accurate pho-
tometric calibrations over wide areas; the underlying clustering
signal is a rapidly decreasing function of scale and could easily
be overwhelmed by percent-level systematic errors in the photo-
metric calibration. A second example is reconstructing the struc-
ture of the Galaxy, using the photometric properties of different
stellar populations. There have been a number of efforts to do this
with existing data (Juric et al. 2005), and it is a key scientific pro-
gram for the next generation of imaging surveys. Finally, there is
the general (and powerful) motivation that reducing systematic
errors invariably reveals hitherto unseen details and avenues of
inquiry. Leveraging the current and next generation of imaging
surveys to yield their maximum scientific potential requires re-
visiting the problem of photometric calibration, moving beyond
the simplifications currently made (Stubbs & Tonry 2006). Sev-
eral surveys are photometrically calibrated to a few percent; the
challenge for the next generation of surveys is to deliver <1%
calibrations over wide areas.
Photometric calibration involves relating the output of a CCD
to the physical flux received above the Earth’s atmosphere. For
wide-field imaging surveys, we separate this into two orthogonal
problems: ‘‘relative’’ calibration, or the problem of establishing
a consistent photometric calibration (albeit in possibly arbitrary
flux units) across the entire survey region, and ‘‘absolute’’ cali-
bration, which transforms the relative calibrations into physical
fluxes. This separation is useful since there exist a number of ap-
plications (such as the two discussed above) that are relatively
tolerant of errors in the absolute calibration but demand precise
relative calibrations. Current calibration techniques, which usu-
ally involve comparing observations to ‘‘calibrated standards,’’
do not respect this distinction, making it difficult to control errors
in the relative calibration. Furthermore, calibrating off standard
systems normally involves relating different telescope and filter
systems and is quickly limited by the accuracy with which these
transformations can be measured. Accurate relative calibrations
would therefore only use data from the native telescope/filter sys-
tem, obviating the need for any such transformations.
A second separation, emphasized by Stubbs & Tonry (2006),
is to separate the ‘‘transfer function’’ of the telescope and detectors
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from that of the atmosphere. The telescope and detectors form an
approximately closed system whose responses can be (poten-
tially) mapped out with exquisite precision with laboratory equip-
ment. The atmosphere, on the other hand, is an open, highly
dynamical system with a range of relevant timescales; the best
one can do is to monitor it with limited precision. Although we
agree with this separation in principle, applying it would go
significantly beyond the scope of this paper. We therefore do
not make this distinction in the analysis presented here, but we
return to it at the end of this work.
Techniques for relative photometric calibration have been ap-
plied to optical imaging in the past, although much more limited
than the present work in the scope of either the number of objects
or the field of view. Theworks of Landolt (1983, 1992) are widely
recognized as describing one of the best-established ‘‘photometric
systems.’’ Landolt observed several hundred stars near the celes-
tial equatorwith a photomultiplier tube on theCerro Tololo 16 inch
and the Cerro Tololo 1.5 m telescopes. Landolt achieved excep-
tional relative photometric calibrations in five broad optical band-
passes (Johnson-Kron-Cousins UBVRI ). His data are accurate
to 0.3% per observation of each star, with an even better accuracy
implied for those stars that have many observations. Unfortu-
nately, the full benefit of the accuracy of this photometric system
cannot be realized for other surveys due to the systematic uncer-
tainties in transforming from Landolt’s system responses to ob-
servations on other telescopes using (typically) CCD photometry.
There are some observations using exactly the Landolt system,
most famously of SN 1987A, which made use of the otherwise
decommissioned Cerro Tololo 16 inch telescope (Blanco et al.
1987).
The other example of accurate relative optical photometry
has come from the searches for massive compact halo objects
(MACHOs) from microlensing events in dense star fields (e.g.,
Udalski et al. 1992; Alcock et al. 1993; Aubourg et al. 1993).
MACHO events were detected from differencing images taken
with an identical instrument over timescales of several years. More
recently, these same techniques have been used to detect the op-
tical transits of planets. With a proper treatment of the correlated
noise properties in the time series of images (Pont et al. 2006), it
is possible to detect transits with peak depths of only1%. Note
that the challenges here are different from the wide-field imaging
case considered in this work, since one is interested in differences
in photometry of a single star.
CMB anisotropy experiments also demand very precise rela-
tive calibrations. This accuracy is obtained with repeat observa-
tions of the sky and cross-linked scan patterns. The redundancy
thus obtained allows one to simultaneously solve for the CMB
temperature at a given direction on the sky and the detector cal-
ibration parameters. In this paper we propose adopting this tech-
nique as a new approach to calibrating optical imaging surveys,
replacing the CMB temperature fluctuations with themagnitudes
of stars. Note that as this involves comparing multiple observa-
tions, this is a differential measurement and therefore only yields
a relative calibration. However, while the absolute calibration
still must be obtained by comparison against standard stars, this
is now applied uniformly across the entire survey region. These
ideas are not new to optical astronomy; precursors may be found
in the work of Maddox et al. (1990), Honeycutt (1992), Fong
et al. (1992, 1994), Manfroid (1993), and Glazebrook et al.
(1994). What is new to this work is both the (large angular) scales
to which the method is applied and the accuracies obtained.
The Sloan Digital Sky Survey (SDSS; York et al. 2000) is one
of the most ambitious optical imaging and spectroscopic surveys
undertaken to date. It has imaged one-quarter of the sky in five
optical bands and has spectroscopically followed up more than
a million of the detected objects. This makes the SDSS both a
scientifically rich data set and an excellent proving ground for the
next generation of surveys. Accordingly, our goal in this paper is
to develop the idea above in the context of the photometric cali-
bration of the SDSS. We begin by recapitulating aspects of the
SDSS essential to this algorithm in x 2. Section 3 then presents
the details of the algorithm. We then assess the performance of
our calibrations with simulations of the SDSS; the results are in
x 4. We then present a recalibration of the entire SDSS imaging
data in x 5. Section 6 announces the release of this calibration to
the public, and x 7 concludes with a discussion of the features
and limitations of this work, as well as its applicability to the next
generation of imaging surveys. Although we focus on the SDSS,
we phrase our discussion in terms that allow adapting the meth-
ods described here to arbitrary imaging surveys.
2. THE SDSS
The SDSS (York et al. 2000) is an ongoing effort to image
approximately one-quarter of the sky and obtain spectra of ap-
proximately one million of the detected objects. The imaging is
carried out by drift-scanning the sky in photometric conditions
(Hogg et al. 2001), using a 2.5 m telescope (Gunn et al. 2006) in
five bands (ugriz) (Fukugita et al. 1996; Smith et al. 2002) with
a specially designed wide-field camera (Gunn et al. 1998). These
data are processed by completely automated pipelines that detect
and measure photometric properties of objects and astrometri-
cally calibrate the data (Lupton et al. 2001; Pier et al. 2003). The
first phase of the SDSS is complete and has produced seven ma-
jor data releases (Stoughton et al. 2002; Abazajian et al. 2003,
2004, 2005; Adelman-McCarthy et al. 2006, 2007a, 2007b).16
The SDSS imaging data (see also Fig. 1) are taken by drift-
scanning along ‘‘stripes’’ centered on great circles on the sky in
all five filters. These stripes are 2.5 wide and are filled by two
interleaved ‘‘strips.’’ The actual data are taken in ‘‘runs,’’ which
are part of strips; multiple runs may be taken in a single night, not
necessarily on the same strip. Each run is further subdivided into
six camera columns or ‘‘camcols,’’ corresponding to the six col-
umns of CCDs on the camera. The data from each CCD are in
turn split into ‘‘frames,’’ consisting of 1361 drift-scan rows. The
16 See http://www.sdss.org /dr6.
Fig. 1.—Geometry of the SDSS imaging. Part of an SDSS stripe with the
two interleaved strips (denoted by N and S) is shown. Each strip consists of six
camcols (numbered 1 through 6 in the figure), while each camcol is further di-
vided into fields (for simplicity, we show field divisions for only two camcols).
See the text for more details.
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five frames corresponding to the same region of sky observed
in the five SDSS filters are collectively referred to as a ‘‘field.’’
Note that while runs and camcols correspond to physical separa-
tions of the data, the division into frames is purely artificial. The
integration time is approximately 54.1 s per frame in each filter,
with a time lag of 73 s between each adjacent filter. The order
of the filters as they observe the sky is riuzg.
The current survey flux calibrations are applied in a three-
step process, involving three different telescopes and subtly
different filter systems. The absolute flux system is defined by
BD +17 4708 (Oke & Gunn 1983), an F0 subdwarf star, and
is based on synthetic photometry in the expected (at the time)
SDSS u0g0r 0i0z0 filters and an improved spectral energy distribu-
tion (SED) for this star (Fukugita et al. 1996). This is used to
calibrate a primary network of 158 stars observed by the USNO
40 inch at Flagstaff in Arizona, chosen to span a range in color,
air mass, and right ascension and distributed over the northern
sky (Smith et al. 2002). Unfortunately, these stars saturate the
SDSS telescope; the calibrations are therefore indirectly trans-
ferred via a 20 inch Photometric Telescope (PT) at Apache Point
Observatory (APO), which observes these primary standards,
as well as 1520 41:5 ; 41:5 arcmin2 secondary patches of sky.
These patches are what finally calibrate the data from the 2.5 m
survey telescope (Tucker et al. 2006). Note that these are three
different filter systems, and not just realizations of one system. In
addition to conflating the absolute and relative calibrations, this
indirect transfer of the calibration makes achieving<1% calibra-
tions via this method a challenge, although it does return relative
calibrations accurate to2% (Ivezic´ et al. 2004). Note that these
errors have natural scales of 2.5

/12 (the width of a camcol) and
2.5 (the width of a stripe) perpendicular to the scan direction.
Before continuing, it is worth emphasizing that 2% calibra-
tions for a wide-field optical survey were unprecedented until
very recently. However, motivated by the promise of future wide-
field surveys and the challenge of 1% photometry, we realized
that the next stepmust short-circuit the above multistage calibra-
tion pipeline. The calibration algorithm we propose here relies
on repeat observations to constrain the photometric calibrations.
Unfortunately, in the standard survey strategy, the only significant
repeat observations occur at the poles of the survey (where the
great circles of stripes converge) and on the celestial equator,
which is reimaged every fall (see Fig. 2). While the fall equa-
torial stripe has sufficient repeat observations to make precise
photometry possible ( Ivezic´ et al. 2007), the calibration for the
bulk of the survey region would only be constrained at the sur-
vey poles, clearly undesirable. The only other natural overlaps
occur when the beginning and ends of runs overlap each other
along strips. While this does connect the survey from one pole
to the other, most of the overlaps occur on the same CCD col-
umn and so have limited utility since these are degenerate with
flat fields.
To address both these inadequacies, two additional sets of data
were taken. The first were short scans that cross the normal scan
directions. Such oblique scans exist for most observing years
(fall through spring) and were taken to check for temporal var-
iations of the flat fields. These are invaluable for constraining flat
fields, since they compare each CCD column with every other.
The other data were a grid of long scans, dubbed the ‘‘Apache
Wheel,’’ designed to connect every part of the survey with every
other. Observing such a grid with the usual SDSS scanning speed
would have required a significant expenditure of telescope time,
adversely affecting the science goals of the survey. The compro-
mise was to observe these data, at 7 times the normal scanning
speed (i.e., with an effective exposure time of 8 s), and bin-
ning data into 4 ; 4 native camera pixels. Reducing these data
required modifications to the survey data reduction pipelines
(Lupton et al. 2001) and was done at Princeton (along with a
rereduction of regular survey data) as part of this calibration ef-
fort. The survey region we consider in this paper is in Figure 2,
with the gray scale encoding the number of repeat observations
of different regions of the sky.
3. THE ALGORITHM
3.1. The Photometric Model
An introduction to photometric calibrations and photometric
standard systems may be found in Bessell (2005); we focus on
the details relevant to this work below. Assuming linearity, the
Fig. 2.—Sky coverage of the SDSS data used in this paper, shown in an equal-area resolution 7 HEALPIX /HEALCART (Go´rski et al. 1999; Finkbeiner 2004)
projection. The x-scale covers R:A: ¼ 0Y360, while the y-axis runs from decl: ¼ 90 to90. The gray scale denotes the mean number of observations of a star in a
particular pixel. Note that we saturate at five observations, although on the equatorial (white) stripe, there are pixels with a mean number of observations as high as 15.
The bulk of the survey data is in the north Galactic cap, the prominent structure in the center of the image. The equatorial stripe, imaged every fall, is the white horizontal
stripe halfway in the image. The approximately equally spaced vertical runs are examples of the Apache Wheel data.
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flux f of an object at Earth (above the atmosphere) is related to the
detected flux fADU
17 by
f ¼ KfADU: ð1Þ
The problem of photometric calibration is to determine K. The
above equation is deceptively compact; K depends on the expo-
sure time, detector efficiency, filter responses, the telescope op-
tical system, the optical path through the atmosphere, the SED of
the objects in question, and all the variables that these in turn are
sensitive to. Furthermore, equation (1) makes no reference to the
units of f and K. The problem of determining the correct units is
that of absolute photometric calibration; we restrict our discus-
sion below to the problem of relative calibrations.
Since all the above terms affect the fluxmultiplicatively, it is con-
venient to work in log space; the above effects become additive
corrections. Converting fluxes to magnitudes (m ¼ 2:5 log10 f ),
equation (1) becomes
m ¼ mADU  2:5 log10 Kð Þ: ð2Þ
Expanding K in terms of its various dependencies, we obtain
2:5 log10 Kð Þ ¼ a tð Þ  k tð Þxþ f i; j; tð Þ þ : : : ; ð3Þ
where all terms are a function of time. The optical response of the
telescope and detectors is the ‘‘a-term’’ a(t), while the detector
flat fields (in magnitudes) are f (i; j; t), where i, j represent CCD
coordinates. The atmospheric extinction is the product of the
‘‘k-term’’ k(t) and the air mass of the observation, x. Note that
this is a crude phenomenological model (it heuristically resem-
bles a first-order Taylor expansion) but is completely adequate
for our purposes. We therefore defer a discussion of its limita-
tions and potential extensions to x 7.
We now specialize to the SDSS; we calibrate each of the five
filters individually and assume that each of the six camera col-
umns is independent, yielding an a-term and flat field to be de-
termined per CCD. We implicitly assume that the filter response
for each of the six CCDs is identical (we return to this in x 7). The
k-term is, however, common to all camera columns and depends
only on the filter. Also, since the SDSS observes by drift-scanning
the sky, the flat fields are no longer two-dimensional but only
depend on theCCDcolumn and are represented by a 2048 element
vector. This is complicated by the fact that some of the SDSS
CCDs have two amplifiers, resulting in a discontinuity at the cen-
ter of the flat field. We model this by assuming that the flat fields
have the form
f i; jð Þ ¼ f0 jð Þ þ  j 1024ð Þf ; ð4Þ
where (x) is the Heaviside function and f (hereafter, the
‘‘amp-jump’’) is the relative gain of the two amplifiers. Note that
as written, f0 is a continuous function of CCD column. Finally,
we need to specify the time dependence of these quantities. The
a-terms and amp-jumps are assumed to be constant during a night,
and we simply specify these as piecewise constant functions.
It was also realized early in the survey (about 2001) that the
flat fields were time dependent and appeared to be changing dis-
continuously over the summers when the camera was disassem-
bled for maintenance. These changes are most likely associated
with changes in the surface chemistry of the CCDs. We therefore
model the flat fields as being constant in time over a ‘‘flat-field
season,’’ roughly the period between any maintenance of the
camera. The boundaries, in MJD and SDSS run number, of these
seasons are listed in Table 1. Ideally, one might have chosen an
even finer time interval to test the constancy of the flat fields;
however, the SDSS lacks sufficient oblique scan data to improve
the time resolution. We note here that the standard practice of
measuring flat fields from sky data does not work for the SDSS,
due to scattered light in the camera.
The time dependence of the k-terms at APO is more compli-
cated, as the atmosphere (on average) gets more transparent as
the night progresses, at the rate of 1 mmag hr1 per unit air
mass. We therefore model k(t) over the course of a night as
k tð Þ ¼ k þ dk
dt
t  trefð Þ; ð5Þ
where tref is a reference time.
18 Note that t in the above equation
only runs over the course of a single night; k and dk /dt can (in
principle) vary from night to night, and there is no requirement
on the continuity of k(t) across nights. Table 2 summarizes the
parameters in our photometric model, whose final form is
m ¼ mADU þ a k þ dk
dt
 

t  t;ref
 " #
xþ f jð Þ; ð6Þ
18 We adopt 0700 UT as tref , corresponding to midnight Mountain Standard
Time.
TABLE 1
Flat-Field Seasons
SDSS Run MJD Date Comments
1...................... 51075 1998 Sep 19 Beginning of survey
205.................. 51115 1998 Oct 28
725.................. 51251 1999 Mar 13
941.................. 51433 1999 Sep 12
1231................ 51606 2000 Mar 03
1659................ 51790 2000 Sep 03 After i2 gain change
1869................ 51865 2000 Nov 17 Vacuum leak in 2000 December
2121................ 51960 2001 Feb 20 After vacuum fixed
2166................ 51980 2001 Mar 12
2504................ 52144 2001 Aug 23 After summer shutdown
3311................ 52516 2002 Aug 30 After summer shutdown
4069................ 52872 2003 Aug 20 After summer shutdown
4792................ 53243 2004 Aug 26 After summer shutdown
5528................ 53609 2005 Aug 26 After summer shutdown
Note.—The starting dates and the corresponding first SDSS run for the flat-
field seasons.
17 An ADU is the digitization of the analog detector output.
TABLE 2
Calibration Parameters
Parameter Number Fit Comments
a-terms ................. 6 ; 5 ; nnight Yes
k............................ 5 ; nnight Yes k-term at t ¼ tref
dk /dt ..................... 5 No
Flat fields ............. 6 ; 5 ; nseason Yes (iterative) 2048 element vector
Amp-jumps........... 6 ; 5 ; nrun No
Notes.—The parameters that make up the photometric model. The number
of parameters is a function of nnight (the number of nights), nseason (the number
of flat-field seasons), nrun (the number of runs), and the number of filters (5)
and camera columns (6). Also listed is whether the parameter is fitted for or not.
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with , , and  indexing the appropriate a-term, k-term (and
tref ), and flat field for the star in question.
3.2. Solution
Having specified the parameters of the photometric model, we
now turn to the problem of determining them. It is natural to con-
sider repeat observations of stars to constrain these parameters.19
Let us therefore consider nobs observations with observed instru-
mental magnitudes mADU; j, of nstar unique stars with unknown
true magnitudes mi. Note that nobs is the number of observations
of all stars, i.e., nobs ¼
Pnstar
i¼1 ni, where ni is the number of times
star i is observed. Using equation (6), we construct a 2 like-
lihood function for the unknown magnitudes and photometric
parameters,
2 a; k; dk=dtð Þ; f
h i
¼
Xnstar
i
2i ; ð7Þ
with
2i ¼
X
j2O ið Þ
mi  mj;ADU  a jð Þ þ k jð Þ tð Þx f jð Þ
j
  2
; ð8Þ
where j runs over the multiple observations,O(i), of the ith star,
 is the error inmj;ADU, and k(t) is given by equation (5). We also
assume that errors in observations are independent; this is not
strictly true as atmospheric fluctuations temporally correlate dif-
ferent observations. One can generalize the above to take these
correlations into account, and, as we show below, our results are
not biased by this assumption. Note that equation (7) has nobs
known quantities and nstar þ n(parameters) unknowns. In gen-
eral, the number of photometric parameters isTnstar, and nobs >
2nstar, implying that this is an overdetermined system.
To proceed, we start by minimizing equation (7) with respect
to mi; this yields
d2
dmi
¼ 2
X
j2O ið Þ
mi  mj;ADU  a jð Þ þ k jð Þ tð Þx f jð Þ
2j
" #
¼ 0;
ð9Þ
which is trivially solved for mi to give
mi ¼
X
j2O ið Þ
mj;ADU þ a jð Þ  k jð Þ tð Þxþ f jð Þ
2j
" #
;
X
j2O ið Þ
1
2j
 !24
3
5
1
: ð10Þ
As substituting the above result into equation (9) to solve for the
calibration parameters is algebraically unwieldy, we reorganize
these results by making the following notational change. We ar-
range the unknown photometric parameters into an npar element
vector p,
p ¼
a
k
dk=dtð Þ
f
2
6664
3
7775: ð11Þ
Then substituting equation (10) into equation (8) yields a matrix
equation for 2,
2 ¼ Ap bð ÞtC1 Ap bð Þ; ð12Þ
where A is an nobs ; npar matrix, b is an nobs element vector, and
v t represents the transpose of v. The errors are in the covariance
matrix C, which, in equation (8), is assumed to be diagonal (but
can be generalized to include correlations between different obser-
vations). For clarity, we explicitly write out the form of Ap b
for the case of a single star observed twice at air mass x1 and x2,
and with errors 1 and 2, where only the a- and k-terms are
unknown,
1 0 x1 0
0 1 0 x2
 
 I1 I2 x1I1 x2I2
I1 I2 x1I1 x2I2
   a1
a2
k1
k2
0
BBB@
1
CCCA
 m1;ADU  m1;ADUI1  m2;ADUI2
m2;ADU  m1;ADUI1  m2;ADUI2
 
; ð13Þ
where Ii is the normalized inverse variance, Ii ¼ 2i /
P
j 
2
j .
Each row of Ap b has a simple interpretation as the difference
between the magnitude of a particular observation of a star and
the inverse varianceweightedmeanmagnitude of all observations
of that star. Also, although A is a large matrix (50;000;000 ;
2000 for the SDSS), it is extremely sparse and amenable to sparse
matrix techniques.
Obtaining the best-fit photometric parameters simply involves
minimizing equation (12). Although there are several choices
here, we proceed via the normal equations (e.g., Press et al. 1992),
d2
dp
¼ AtC1Ap AtC1b ¼ 0: ð14Þ
The inverse curvature matrix,
d 22
dpidpj
¼ AtC1A 
ij
; ð15Þ
provides an estimate of the uncertainty in the recovered param-
eters. Note that it is, however, not the covariance matrix of the
parameters, since equation (12) was derived marginalizing over
the unknown magnitudes of all the stars. Furthermore, since the
measurement errors do not account for temporal variations in the
atmosphere, the ‘‘error’’ estimates from the curvature matrix may
be significantly underestimated.
We conclude by noting the similarities between the above and
algorithms used for making maps of the CMB (e.g., Tegmark
1997).20 The SDSS runs are analogous to CMB scan patterns,
while the magnitudes are equivalent to the temperature measure-
ments. However, unlike the CMB, our principal goal is the cali-
bration parameters, with the magnitudes of the stars being a
secondary product.21
3.3. Degeneracies and Priors
Our choice of photometric parameters is nonminimal in that
there exist degeneracies between them. These degeneracies are
20 This is not accidental, as this work was inspired by the techniques learned
in CMB mapmaking.
21 This results in the unusual situation of having roughly a few million nui-
sance parameters that must be marginalized over to obtain roughly a thousand
parameters of interest.
19 While, in principle, one could also consider galaxies, we restrict our dis-
cussion to stars to avoid subtleties of extended object photometry.
IMPROVED CALIBRATION OF SDSS IMAGING DATA 1221No. 2, 2008
of more than academic interest, as they make the normal equa-
tions singular and solutions of them unstable. We now discuss
the source of these degeneracies and how the resulting numerical
instabilities can be tamed by the use of priors:
1. Zero point.—As the above algorithm is based solely on
magnitude differences, any overall additive shift of all the a-terms
does not change 2. Note that this is simply the problem of ab-
solute calibration rephrased.
2. Disconnected regions.—This is a generalization of the pre-
vious case; the zero points of each disconnected region of the
survey can be individually changed, without changing 2. Note
that ‘‘disconnected’’ in this context refers to regions with neither
spatial nor temporal overlap (as we assume the photometric pa-
rameters are stable over the course of a night) with other parts of
the survey.
3. Zero point of flats.—In equation (6), the zero point of the
flat fields is degenerate with the a-terms; this degeneracy is triv-
ially lifted by forcing the flat fields to have zero mean.
4. Constant air mass.—The photometric equation schemati-
cally is a kx; therefore, for data with little or no air-mass
variation, there is a degeneracy direction that keeps a kx
constant, while changing both the a- and k-terms.While this does
not affect the calibration in regions where a kx is constrained,
extrapolating the a- and k-terms to regions with different air
masses can result in incorrect calibrations.
There is a useful generalization of the above discussion; the
inverse eigenvalues of the curvature matrix (eqs. [14] and [15])
are a measure of the error on the determination of linear com-
binations of the photometric parameters (encoded by the cor-
responding eigenvectors). The degeneracies discussed above
are characterized by eigenvalues 0, which make the normal
equations unstable. However, any badly constrained combina-
tions (even if they are formally well determined) can amplify
noise and unmodeled systematics in the data, potentially intro-
ducing errors when the calibrations are applied. We therefore
identify all eigenvectors of photometric parameters that are poorly
constrained (i.e., those that could result in potential errors of
>1%) and project these out; this renders the normal equations
stable and they can be directly solved. Note that this introduces a
tunable parameter to the solution: the eigenvalue threshold be-
low which we project out modes. This threshold is chosen such
that the final calibrations are insensitive to its exact value.
Although projecting out poorly determined eigenvectors yields
a minimal set of parameters well constrained by the data, we must
add back in these ‘‘null’’ eigenvectors to get a solution in our
original (and preferred) parameter space. We achieve this by in-
troducing priors on the photometric parameters and then ad-
justing the values of all the photometric parameters along the null
vectors to best satisfy these priors. Assuming equally weighted
Gaussian priors on the parameters p with a mean value p0, this
can be phrased as an auxiliary 2 minimization,
2prior ¼ pˆ0 þ Vnullx p0j j2; ð16Þ
where pˆ0 is the solution of the normal equations, equation (14),
and we have gathered the ndegen null eigenvectors into an npar ;
ndegen matrix Vnull. Varying x to minimize 
2
prior, we obtain our
final solution for the photometric parameters,
pˆ ¼ pˆ0 þ Vnullx: ð17Þ
3.4. Implementation Details
The above discussion described our calibration algorithm in
generic terms,withminimal reference to survey specifics.We now
discuss the details and approximations specific to implementing
this algorithm for the SDSS.
The first approximation involves determining the flat-field
vectors. As described, the flat-field vectors are determined simul-
taneouslywith the other photometric parameters. Doing sowould,
however, have approximately doubled the number of photometric
parameters and significantly complicated the degeneracies be-
tween the various parameters. We therefore chose an iterative
scheme where the flat fields are held constant while the other
parameters are determined. We then use the best-fit solution to
measure the magnitude differences between multiple observa-
tions as a function of CCD column and fit a flat-field vector to
these via a quadratic B-spline with 17 uniformly spaced knots.
As we show in the next section, this scheme rapidly converges
to the true solution. In addition, the SDSS photometric pipeline
estimates the amp-jumps by requiring that the background be
continuous across the amplifiers. Instead of fitting to the amp-
jumps, we simply hold them fixed to these values.
The second approximation involves the k-terms and their time
derivatives. The typical air-mass variations over the course of a
single night tend to be small, making the determination of k-terms
very degenerate with the a-terms, as discussed in the previous
section. The situation is even more degenerate for the time deri-
vative of the k-terms. We fix these degeneracies by using priors
for the k-terms and fixing their time derivatives to values esti-
mated by the SDSS photometric telescope (Hogg et al. 2001).
Table 2 summarizes which parameters are fitted in our implemen-
tation, while Table 3 lists the mean values for k and dk /dt.
TABLE 3
Magnitude Limits and Priors
Filter Magnitude Limit
nstar
(;106)
nobs
(;106) k0
dk /dt
(;102)
(dk /dt)
(;102)
u............................ 18.5 4.7 14.6 0.49 1.2 2.5
g............................ 18.5 9.3 29.1 0.17 0.7 1.7
r ............................ 18.0 11.7 36.5 0.10 1.0 1.7
i ............................ 17.5 11.5 35.9 0.06 1.2 1.5
z ............................ 17.0 11.6 36.4 0.06 2.2 1.7
Notes.—The magnitude limits used to select stars for calibration for the five SDSS filters, with the resulting
number of unique stars, nstar, and the total number of observations, nobs (in millions of stars). Also listed are the
mean k-term k0 (used as a prior), the mean time variation of the k-term, dk /dt (in mag per air mass per 10 hr), and its
scatter about the mean. The latter is used in our simulations to determine the step size for the random walk approx-
imation to the atmospheric extinction. Note that we do not fit for the time variation of the k-term but simply use the
values for the entire survey.
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We must also specify the actual objects used for calibrating.
We restrict ourselves to objects that the SDSS classifies as stars
and use aperture (7.4300 radius) photometry to determine their
magnitudes. The first choice sidesteps the subtleties of galaxy
photometry, while aperture photometry avoids aliasing errors
from the point-spread function (PSF) estimation into the cal-
ibration. The magnitude limits we use are in Table 3, along with
the number of unique stars and observations. We choose not to
make any color cuts on the stars to eliminate variable stars and
quasars. These only add noise to any calibrations but cannot bias
the results; we therefore just use outlier rejection (3  clipping)
and iterate our algorithm to minimize such contamination. A sig-
nificant advantage of this approach is that the calibration of the
five SDSS filters is independent, allowing us to use colors of
subpopulations of stars as external tests of the calibrations; this
is discussed in detail in x 5.4.
Our algorithm does assume that the input data were taken un-
der photometric conditions.We therefore, at the outset, eliminate
all data taken under manifestly nonphotometric conditions. As
we discuss below, the algorithm does provide diagnostics of the
photometricity of the data; we therefore iterate the algorithm re-
moving any remaining nonphotometric data.
Finally, there remains the issue of the absolute calibration of
these data, or determining the five zero points for each filter. Im-
proving the absolute calibration is beyond the scope of this paper;
we therefore determine the zero points by matching magnitudes
on average to those obtained by the standard SDSS calibration
pipeline. These are therefore essentially on anABsystem (Abazajian
et al. 2004), tied to the SDSS fundamental standard, BD +17 4708
(Oke & Gunn 1983).
4. SIMULATIONS
Simulations serve the dual purpose of verifying the above al-
gorithm and our implementation of it, as well as quantifying the
level of residual systematics. We construct the simulations as
follows:
1. We start with the actual catalog of stars observed by the
SDSS, with the magnitude cuts described above. This ensures
(by construction) that the pattern of overlaps in the simulations
matches the observed data, essential to obtaining realistic results.
2. We simulate ‘‘true’’ magnitudes for each of the stars, using
a power-law distribution, where the normalization and slope are
matched to their observed values.
3. Given an observation of the star, we then transform the
magnitude into an observed instrumental magnitude, assuming
values for the a- and k-terms and flat fields. We simulate the time
variation of the k-term by describing k(t) k0 by a Gaussian
randomwalk in time, with a drift in time given by dk /dt. The size
of the steps is set by the observed value of the scatter in dk /dt
(Table 3). Note that this random component attempts to model
the correlations in time induced by the atmosphere, albeit by
making the simplification that the spectrum of fluctuations is
described by a Gaussian random walk. Nonphotometric data are
simulated by exactly the same process, although we arbitrarily
increase the scatter in the random walk.
4. We add noise to the instrumental magnitudes by consid-
ering the Poisson noise from both the object and the sky. Note
that the Poisson fluctuations from the sky dominate the error
budget for most of the objects.
These simulated catalogs are structurally identical to the actual
data. We can therefore analyze them in exactly the same man-
ner and compare the derived parameters with those input, pro-
viding us with an end-to-end test of our pipeline. Furthermore,
these simulations have exactly the same footprints, time stamps,
and overlap patterns as the real data, allowing us to estimate our
final errors and explore parameter degeneracies.
4.1. Results
Figures 3 and 4 show the differences between the true and
estimated a- and k-terms and flat-field vectors for the r band in
one of our simulations, analyzed identically to the real SDSS
data. The flat-field vectors are recovered with an error <0.5%.
The SDSS pipeline stores flat fields as scaled integer arrays; the
round-off error from this is about an order of magnitude lower.
The a- and k-terms are similarly correctly estimated on average,
although there are significant misestimates for both. However,
a striking feature of Figure 3 is the similarity in the residuals for
the a- and k-terms, reminiscent of the discussion of the degenera-
cies between the a- and k-terms in x 3.3. This suggests comparing
the estimated and true values of a khxi on a per-field basis,
where hxi is the average air mass over a given field and filter; it
is this combination that determines the photometric calibration
of a field.
The results of this comparison are in Table 4. We start by
noting that the calibrations are determined correctly (on average)
to 0.1% or better, verifying both the algorithm and our imple-
mentation of it. The errors in the calibrations are<1%, or 10mmag
for all the filters (except u, where they are slightly higher), sug-
gesting that the SDSS can break the ‘‘sound barrier’’ of delivering
1% relative calibrations over the entire survey region. Catastrophic
failures in the calibrations are also negligible, evidenced from
both the near equality between the sigma-clipped and total var-
iances and the almost Gaussian fraction of 3  outliers. Finally,
we note that the errors in the calibrations are dominated by the
unmodeled random fluctuations in the k-terms. Simulations with
no randomfluctuations achieve calibration errors of0.1%, sug-
gesting that the SDSS calibration errors are therefore completely
dominated by unmodeled behavior in the k-terms. The exception
Fig. 3.—Difference between the estimated and true a- and k-terms for the
r band in one of our simulations. There are approximately six a-terms that cor-
respond to a given k-term, and the scales on the x-axis are adjusted so that corre-
sponding terms are aligned. Note that the estimated a- and k-terms are highly
covariant.
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again is the u band, where measurement noise is only a factor of
2 smaller than the random noise in the atmosphere.
The spatial distribution of the calibration errors is in Figure 5.
The calibrations are uniform across the whole survey area at the
1% level and are noticeably better at the survey poles where the
number of overlap regions increases (see Fig. 2). Importantly,
although there is spatial structure over individual SDSS runs
(which is inevitable, given that we calibrate entire runs as atomic
units), there are no coherent structures over the entire survey
region.
The above discussion assumes calibrations making the default
choices described in x 3.4. We can use our simulations to discuss
the robustness of the algorithm to these choices below. For sim-
plicity, we only consider the r band for these tests:
1. Magnitude limits.—As discussed above, the errors in the
calibration are dominated by unmodeled systematics in the atmo-
sphere, and not measurement noise. We therefore expect the al-
gorithm to be relatively insensitive to the choice of the magni-
tude limit.We explicitly verify this by recalibrating after decreas-
ing the magnitude limit by 0.5 mag. Although this reduces the
number of stars and observations by 30%, the calibration errors
are unaffected, as expected.
2. Apache Wheel data.—As described in x 2, the SDSS imag-
ing data were supplemented by a grid of 4 ; 4 binned data de-
signed to improve the uniformity of the calibration over the
entire survey region. Calibrating the survey without these data
increases the calibration error to 10.4 mmag (compared with
the 7.8 mmag in Table 4), an increase of 30%. Most of this
increase is, however, driven by catastrophic failures; the 3 
clipped variance only increases to 8.1 mmag, a more modest in-
crease of 10%. As expected, the Apache Wheel data better con-
strain parts of the survey that were poorly connected, as they were
designed to do. However, for regions alreadywell constrained, the
improvements are marginal.
3. dk /dt.—Since we do not fit for a value of dk /dt, we must
understand how errors in our assumed value of dk /dt propagate
to the calibration. Figure 6 shows the difference between cali-
brating a simulation assuming the correct value of dk /dt and as-
suming dk /dt ¼ 0.While the increase in the size of the calibration
errors is small, the incorrect value of dk /dt introduces an overall
tilt to the survey (in the figure, this is approximately 10 mmag).
This tilt results from the fact that regions of similar right ascension
are observed at approximately the same relative time in the night.
The errors from an incorrect dk /dt therefore do not cancel, but
accumulate into a tilt, because we always observe the sky west to
east. This is exacerbated by the fact that there are few data con-
necting the survey at the ends through the Galactic plane, and
therefore no closed loops to prevent the appearance of such a tilt.
This is the most serious systematic error in the calibration and
could affect any large-scale statistical measures. In fact, both
Padmanabhan et al. (2007) and Blake et al. (2007) observe excess
clustering of photometrically selected luminous red galaxies at the
very largest scales. We speculate that a tilt in the calibration could
be a possible contaminant to the measurements on those scales.
5. THE SDSS PHOTOMETRIC CALIBRATION
Having described and verified our algorithm, we apply it to
the SDSS imaging data. Since we do not have ground truth to
TABLE 4
Calibration Errors
Filter hmi  3 %(3 ) 0
u........................... 1.67 13.38 12.53 0.85 7.25
g........................... 0.82 7.79 7.31 0.72 1.77
r ........................... 0.93 7.81 7.26 0.81 1.69
i ........................... 0.92 6.84 6.38 0.75 1.32
z ........................... 0.97 8.06 7.61 0.68 2.70
Notes.—A summary of the calibration errors for the five SDSS filters, as
determined by simulations; all values are in mmag. Parameter hmi is the mean
of the difference between the estimated and true calibration value for each SDSS
field, while  is the corresponding standard deviation, with 3 the 3  clipped
value, and %(3 ) the fraction (in percent) of 3  outliers. Finally, 0 is the
calibration error just from measurement noise (i.e., for a simulation with no un-
modeled random component to the atmosphere).
Fig. 5.—Image of the calibration errors for r band on the sky obtained for one
of our simulations. The projection is the same as Fig. 2, but zoomed in on the
northern Galactic cap of the SDSS. The gray scale saturates at magnitude errors
of 0.02 mag.
Fig. 4.—Difference between the estimated and true flat-field vectors for the
r band of one of our simulations. Each line corresponds to a different flat-field
season. Since the mean of the flat fields is degenerate with the a-terms, we only
plot the deviations about the mean. For clarity, only the flat-field vectors for one
camera column are plotted; the results for the other camera columns are similar.
The errors in the flat-field estimation are 0.5% (peak to peak). [See the elec-
tronic edition of the Journal for a color version of this figure.]
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compare our results, we describe both the internal consistency
(x 5.1) and astrophysical tests (x 5.4) we use to assess the pho-
tometric calibration. In addition, we also address the spatial struc-
ture of the calibration errors (x 5.2), as well as the photometric
stability of the SDSS (x 5.3). Finally, we compare our calibra-
tions with the currently public SDSS calibrations (x 5.5).
In what follows, we use ‘‘magnitude residual’’ to denote the
difference between the (calibrated) magnitude of an observation
of a star and the mean magnitude of all observations of the star.
5.1. Internal Consistency
The first internal consistency test is the distribution of mag-
nitude residuals. Since the scatter in the residuals also includes
measurement noise (), it is more illuminating to consider  ¼
(m hmi)/; if the measurement errors are a good estimate of
the scatter in the residuals,  should be Gaussian distributed with
unit standard deviation. This is plotted for the stars used in the
calibration, for the five filters, in Figure 7. At the faint end, we
observe that  is distributed as expected, suggesting that the mea-
surement noise is a good description of the scatter and that calibra-
tion errors do not appreciably increase the scatter. The discrepancy
at the bright end is due to a floor ( ¼ 0:01 mag added in quadra-
ture) we impose on the magnitude residuals, to reflect the fact that
the dominant error for these stars is no longer Poisson noise but
possible systematics in the measurements. Note that calibration
errors would only broaden the distribution of .
We also consider the magnitude residuals as a function of the
CCD column, grouping the data by CCD and flat-field seasons;
this is an estimate of the accuracy of our flat-field correction. An
example of these magnitude residuals as a function of the CCD
column for camcol 5 in r band is shown in Figure 8. We do not
correct for the flat field in this plot, to show the structure of the
flat field itself. The rms scatter in the magnitude residuals about
the derived vector is 0.5% throughout the chip, although it
increases at the edges of the CCD. Also, since we do not fit for
amp-jumps but use the values derived from the photometric
pipeline, the flat fields adjust to correct for errors in the amp-
jumps. Note that the errors in the amp-jump estimation are suf-
ficiently small (the true amp-jumps are usually a few tenths of a
magnitude, while the errors are a few millimagnitudes) that the
splines have the necessary flexibility to adequately flatten the
field.
Finally, we plot the magnitude residuals, grouped by run, as a
function of field number (and time); two examples are in Fig-
ure 9. These plots are our primary diagnostic of the photometric-
ity of the data. Photometric data have the mean residual scattered
around zero, although often with coherent errors at the fewmilli-
magnitude level. By contrast, the residuals for unphotometric
data show large excursions from zero, often at the10% level or
greater. Most of these data have already been correctly flagged
as being nonphotometric by the SDSS photometricity monitors
(Hogg et al. 2001) and have been excluded from the solution.
Any remaining nonphotometric data are manually flagged as
such and removed in a second iteration of the calibration. For
all the nonphotometric data that overlap photometric data, we
can estimate an a-term per field that minimizes the residuals,
therby determining the calibration of those fields (these are still
flagged as being nonphotometric).
Fig. 6.—Difference in calibration between assuming dk /dt ¼ 0 and the true value. The tilt over the survey region is clearly apparent and is approximately 10 mmag
over the survey region. The gray scale goes from 0.01 to +0.005 mag.
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5.2. Spatial Error Modes
Since our goal in this paper is accurate relative calibration, it
behooves us to understand the spatial structure in the calibration
errors. Our starting point is the curvature matrix, equation (15).
The eigenvectors of this matrix partition our basis of photometric
parameters into uncorrelated linear combinations, whose uncer-
tainties are given by the inverses of the corresponding eigen-
vectors. An error in each photometric parameter can be thought
of as a pattern of errors on the sky, determined by the runs cor-
responding to that parameter. One can use this to project the eigen-
vectors (modes) of the curvature matrix on the sky. These then
describe the spatial structure of the calibration errors (Fig. 10).
Note that projecting these modes on the sky destroys the linear
independence of the modes; if desired, this can be restored by a
straightforward orthogonalization.
The worst constrained mode is, as expected, the zero point of
the calibration, which is exactly degenerate. However, examin-
ing the other poorly constrained modes (an example of which is
the bottom left panel of Fig. 10), we observe that there are no
other such simple large-scale modes, an indication of the fact that
the survey is well connected. At the other extreme are the best
constrained modes. These are typically complicated combina-
tions and not surprisingly describe modes held together by the
grid of Apache Wheel data. More illuminating are examples of
typical modes, two of which are in the middle row of Figure 10.
The most noticeable characteristic is the striping along the scan
Fig. 8.—Example of a flat-field vector from one r-band chip during season 3.
The gray scale and 25%, 50%, and 75% contours show the magnitude residuals
as a function of CCD column, for all stars observed multiple times during that
season. The smooth central line shows the best-fit (splined) flat-field vector. [See
the electronic edition of the Journal for a color version of this figure.]
Fig. 7.—Magnitude residuals weighted by their errors () as a function of
apparent magnitude, for the five SDSS filters. The residual for a given observa-
tion is the difference between the observed magnitude and the mean magnitude
averaged over all the observations of the star. The dotted lines show  ¼ 1,
while the solid lines show the 16% and 84% contours; these should coincide with
the  ¼ 1 lines if the scatter in the magnitudes is well described by the errors.
The discrepancy at bright magnitudes is due to an error floor we impose to down-
weight the brightest stars. [See the electronic edition of the Journal for a color
version of this figure.]
Fig. 9.—Magnitude residuals as a function of time/field number for two
example runs; all six camera columns are combined in these plots. The contours
again show the 25%, 50%, and 75% levels. The hatched regions mark periods of
time independently known to be nonphotometric from the SDSS photometricity
monitors. Note that both these runs are on the multiply imaged equatorial stripe
and therefore have lots of overlaps. However, for a large fraction of the data, the
overlaps are considerably more sparse. [See the electronic edition of the Journal
for a color version of this figure.]
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direction. This simply reflects the fact that we calibrate camera
columns individually, resulting in errors correlated in the scan
direction.
We do not fit for dk /dt, and so it does not get included in the
curvature matrix. However, we saw in x 4.1 that it resulted in a
coherent tilt from one end of the survey to the other.
5.3. Experimental Stability
Our results for the photometric calibration can also be used to
estimate the overall photometric stability of the SDSS camera,
telescope, and site. We estimate the camera stability by consider-
ing differences between a-terms as a function of time (for defi-
niteness, we compute the a-terms relative to camera column 1);
these differences are insensitive to any common mode effects
(such as the atmosphere). An example is in Figure 11. During
the initial phases of the survey, we note that the camera was not
very stable over long time periods, reflecting various problems
with the vacuum system flagged in Table 1. However, over the
past 5 yr, the camera has been extremely stable, as evidenced
by an overall drift in the a-term differences of P10 mmag yr1,
for all the CCDs.
One could also measure the combined stability, treating the
camera, telescope, and site as a combined system. As the a- and
k-terms are degenerate, we consider the combination a khxi
every night, where we average the air mass over all the observa-
tions in a given night. This is plotted in Figure 12 for the five
SDSS filters. The most striking aspect of these data are the
seasonal variations, seen as periodic oscillations in the data, at
the 10% level (except in the u band, where they are 20%).
Fig. 10.—Examples of the spatial structure in the calibration errors for the r band, organized from left to right and top to bottom in increasing order of their
uncertainties. The top left mode is the best constrained, while the bottom right mode is the worst constrained. The middle row gives examples of modes with typical
errors. The modes are normalized such that the maximum absolute error is 1. Note that the worst-constrained mode is the exactly degenerate overall zero point of the
survey. The structures are similar for the other bands. [See the electronic edition of the Journal for a color version of this figure.]
Fig. 11.—Top: Difference between the a-terms of u-band camera columns 4
and 1; since the atmospheric corrections are common to both of these, this is a
measure of the stability of the telescope+camera system. The drift in the camera
during early data due to problems with the vacuum system (see Table 1) is
clearly visible; the vertical dotted line at MJD 51,960 marks when the vacuum
system was fixed. Note that all of the changes are long-term drifts; the system is
stable on short (i.e., day) intervals as assumed in our model. Bottom: Drift in the
relative (to camera column 1) zero points of camera columns 2 through 6, for all
five filters in mmag yr1, measured after MJD 51,960. [See the electronic edi-
tion of the Journal for a color version of this figure.]
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Factoring out the seasonal variations, we find less than a 5%
drift over the 7 yr considered here (again, except the u band,
where the drift is 10% over the same time period).
We emphasize that all of the effects discussed here are long-
term effects and do not affect the quality of the calibration, which
only assumes stability over a night for the a- and k-terms.
5.4. Principal Colors
The above discussion has relied on a combination of simula-
tions and internal consistency checks to assess the quality of the
calibrations. While these provide essential perspectives, they
have important disadvantages aswell. Internal consistency checks
are not independent of the calibration and might not flag devi-
ations from the input model. Furthermore, these checks are local
measurements and do not provide information about large-scale
systematics problems. While simulations fill that gap, they are
limited by the input model used. Astrophysical tests complement
the above by providing large-scale, independent verification and
are ultimately limited by astrophysical uncertainties.
The majority (k98%) of the stars detected by the SDSS are on
the main sequence (Finlator et al. 2000; Helmi et al. 2003) and
lie on one-dimensional manifolds (the ‘‘stellar locus’’) on color-
color diagrams. This suggests using the position of the stellar
locus as a diagnostic of calibration errors ( Ivezic´ et al. 2004).
While there are a number of morphological features one could
use as a marker, we follow the discussion in Ivezic´ et al. (2004)
and use the ‘‘principal colors’’ that define directions perpendicu-
lar to the stellar locus. We consider four such colors (Ivezic´ et al.
2004): s (perpendicular to the blue part of the locus in the u g
vs. g r plane),w (the blue part in g r vs. r  i), x (the red part
in g r vs. r  i), and y (the red part in r  i vs. i z):
s ¼ 0:249uþ 0:794g 0:555r þ 0:234;
w ¼ 0:227gþ 0:792r  0:567iþ 0:050;
x ¼ 0:707g 0:707r  0:988;
y ¼ 0:270r þ 0:800i 0:534zþ 0:054: ð18Þ
We correct all magnitudes with the Schlegel et al. (1998) esti-
mates of extinction (except immediately below) but do not at-
tempt any correction for stars not completely behind all the dust.
Since we calibrate each band separately and apply no color cuts
to select the stars used, the above principal color diagnostics pro-
vide a completely independent verification of the calibration.
Figure 13 plots these on a-stripe projection; the x-direction is
the coordinate along the scan direction  (Pier et al. 2003), while
the y-coordinate is given by
y ¼ 12 stripeð Þ þ 2 camcolð Þ  2; strip ¼ S;
12 stripeð Þ þ 2 camcolð Þ  1; strip ¼ N;

ð19Þ
where stripe, strip, and camcol are the SDSS stripe number,
whether it is a northern or southern strip, and the camera column,
respectively. This lays out each camera column as a row, re-
specting the interleaved structure of the strips within a stripe.
The advantage of this projection is that calibration errors appear
principally as stripes in the -direction, while Galactic structure
appears as irregular structures localized in , making it easier to
separate the two. For the purpose of this plot, we use colors not
corrected for extinction to highlight the Galactic structure. We
simply exclude the small fraction of data not on survey stripes for
the purposes of this analysis.
We note that there is little visual evidence for any striping over
the entire survey region in s, w, and x. Reddening from Galactic
dust is clearly visible in s and x, which are colors nearly parallel
to the reddening vector. The y map, on the other hand, does ap-
pear to show striping, with a periodicity on the SDSS stripe scale.
In order to quantify this effect, we plot the average principal color
per camera column (distinguishing between northern and south-
ern strips) in Figure 14. As anticipated from the two-dimensional
maps, the s,w, and x colors are uniform at the 0.5% (peak to peak)
level,whereas camera column2 is offset in y at 0.7% (peak to peak).
It is unlikely that this is an artifact of the calibration process, which
treats all camera columns identically. Since y is the only color to use
the z band, we speculate that this could be caused by the known
variations in the z-band filter responses. However, as this effect is
of the same order as other systematics present in the calibration
(and below our target of 1%), we simply caution the reader about
this systematic in this paper and defer its resolution to futurework.
The above has focused on large-scale systematics; Figure 15
shows examples of the principal colors as a function of CCD
column averaging over a random sample of runs in a flat-field
season. The deviations from a constant color are P1% for all
colors and<0.5% for s andw, consistent with our estimates from
simulations. We also observe errors in the amp-jump determina-
tion at the 0.5% level, similar to Figure 8.
5.5. Comparison with Previous Results
We conclude this section by comparing the calibrations pre-
sented herewith those publicly available as part of Data Release 4
(DR4; Adelman-McCarthy et al. 2006).22 Figure 16 shows the
22 See http://www.sdss.org /DR4.
Fig. 12.—Value of a khxi for camera column 1 as a function of MJD and
filter; hxi is the mean air mass of all the observations in a given night. This
combination is insensitive to degeneracies between the a- and k-terms and mea-
sures the overall photometric stability of the SDSS camera, telescope, and site.
The seasonal variations in these data are clearly apparent, as is the fact that the
mirror is aluminized every summer.
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difference between the aperture magnitudes of DR4 and those
derived in this paper, for all stars with r-bandmagnitude less than
18. Themagnitudes agree on average by construction, as the zero
points were determined by matching to the public calibration.
Furthermore, the scatter is approximately 2% (rms) for griz and
3% (rms) in u, consistent with the published uncertainties. The
Data Release errors are therefore dominated by the PT-based cal-
ibration method.
Figure 17 plots these differences in the -stripe projection
introduced previously. Since the standard SDSS calibration does
not attempt to explicitly control relative calibration errors, the strip-
ing in the figure is not surprising. Note that the errors are correlated
in the -direction as expected, but also across camera columns.
The latter arises from the fact that the calibration patches are
400 wide and span three camera columns, thereby correlating
their calibrations.
Finally, Figure 18 plots the differences in the DR4 flat fields
and those determined in this paper, for an example flat-field season.
The errors in the flat fields both are higher than the quoted uncer-
tainties and appear to have long-wavelength power. We speculate
that these result from the method used to determine the flux re-
sponse of the CCDs, which aliases flat-field errors in the PT into
the final flat fields. This aliasing is mitigated by using the average
of g, r, and i, instead of any of those bands individually; this does
not, however, eliminate the problem. Formally, these errors are
1% (rms) but are highly correlated, both spatially and in color.
6. PUBLIC DATA RELEASE
The calibrations (dubbed ‘‘ubercalibration’’) described in this
work have been made public with the SDSS Data Release 623
Fig. 13.—Spatial variation in the s (top left ),w (top right), x (bottom left ), and y (bottom right) principal stellar colors. The projection is a -stripe projection, with the
x-coordinate measuring  (the coordinate along the scan direction). The y-coordinate is the SDSS stripes, with each row as one of the 12 camera columns that define the
stripe. We have restricted ourselves to data on survey stripes between 9 and 44, corresponding to most of the north Galactic cap, in this plot. Note that the aspect ratio in
the -direction is significantly compressed.
23 See http://www.sdss.org/dr6.
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and will be updated for the subsequent data releases. The SDSS
Catalog Archive Server has recalibrated versions of the most
popular magnitudes, as well as correction terms that can be ap-
plied to other magnitudes. We refer the reader to the documenta-
tion under ‘‘ubercalibration’’ on the SDSS data releaseWeb sites
for the most up-to-date information on these calibrations and the
available data formats.
7. DISCUSSION
We have presented a method for calibrating wide-field imag-
ing surveys using overlaps in observations and applied it to the
SDSS imaging. Early versions of these calibrations have al-
ready been used for the creation of a number of auxiliary SDSS
catalogs (e.g., Finkbeiner et al. 2004; Blanton et al. 2005), as
well as a number of SDSS scientific publications (e.g., Tegmark
et al. 2004, 2006; Eisenstein et al. 2005; Padmanabhan et al.
2007).
The principal features and results of this work are as follows:
1. Relative vs. absolute calibrations.—We explicitly separate
the problem of relative calibrations from that of absolute calibra-
tion. The problem of absolute calibrations then reduces to de-
termining one zero point per filter for the entire survey (however,
see the caveat on SEDs below) and does not alias into spatial
variations in the calibration. This allows us to better control and
quantify the errors in the relative calibration.
2. Simulations.—We emphasize the utility of simulations, both
to validate pipelines and to quantify the structure in the calibration
Fig. 14.—Average principal colors measured for each of the six camera col-
umns, for the north and south strips separately. As before, we restrict ourselves
to stripes between 9 and 44. The mean color has been subtracted from each of the
four curves; the means are 0.002, 0.004, 0.007, and 0.007 for s, w, x, and y,
respectively. The variations between camera columns are <1% (peak to peak)
for all colors.
Fig. 15.—Examples of the principal colors as a function of CCD column.
The principal color and camera column used are noted in each panel. Each panel
plots a color measured over a group of runs, chosen to be in the same flat-field
season (Table 1). From 1 through 6, the runs used are (745, 752, 756), (1331,
1345), (2190, 2299), (2566, 2662, 2883, 2886), (3560, 3830), and (4927, 5052),
respectively. Deviations in the color from a constant (dotted line) indicate errors
in the flat-field determination. [See the electronic edition of the Journal for a
color version of this figure.]
Fig. 16.—Histograms of the differences in magnitudes between DR4 and
this work, for stars with r-band magnitudes<18.0. Shown are the distribution of
differences (normalized to have a maximum value of 1), as well as the cumula-
tive distribution (dotted line). The vertical lines show the median of the distri-
bution, which is <0.001 mag for all five filters. [See the electronic edition of the
Journal for a color version of this figure.]
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errors. Simple analytical estimates are insufficient to characterize
the errors, while astrophysical estimates are limited by their in-
trinsic scatter. Developing realistic simulations for the next gen-
eration of surveys must be an essential part of any calibration
pipeline. Such simulations also are invaluable in determining the
observing strategy (before any data are actually taken) that yields
the desired calibration accuracy.
3. Stellar flat fields.—The problems offlat-fielding wide field-
of-view instruments, namely, (1) nonuniform illumination for
dome flats, (2) spatial gradients and scattered light for sky flats,
and (3) mismatched SEDs, have been discussed extensively in
the literature (e.g., Manfroid 1995; Chromey & Hasselbacher
1996; Magnier & Cuillandre 2004; Stubbs & Tonry 2006). In
particular, initial attempts to use sky flats for the SDSS resulted
in errors of 5% in the r band and as bad as 20% in the u band, due
to scattered lightwithin the instrument. Thesewere therefore never
used for the public data; instead, the published SDSS flat fields
are determined from the position of the stellar locus. The use of
stellar flat fields mitigates all three of these (Manfroid 1995). Given
sufficient observations and overlaps, one has sufficient signal-to-
noise ratio to map out the entire flat field with high precision. Fur-
thermore, since one is using a realistic ensemble of stars by con-
struction, biases due to differences between the flat-field SED and
the SED of a given object are minimized. Note that there are still
potential biases for objects of unusual color; these cannot, how-
ever, be treated in a general manner.
4. 1% relative calibrations/spatial error modes.—Our recal-
ibrated SDSS imaging data have relative calibration errors, de-
termined from simulations, of13, 8, 8, 7, and 8 mmag in ugriz,
respectively. We do, however, detect systematics not modeled in
our simulations at the 0.5% level, suggesting a conservative
estimate of 1% errors in griz and 2% in u. In addition, we are able
to characterize the spatial structure of the errors as a combination
of error modes. Most of these modes show little coherent spatial
structure. The most significant spatial structure results from mis-
estimating the time variation of the k-terms, which introduces a
tilt into the survey.
Fig. 17.—Difference in magnitudes between DR4 and this work in the r band for the stars in Fig. 16, plotted in the -stripe projection. The right panel zooms in to a
region to highlight the structure in the calibration errors.
Fig. 18.—Difference between the r-band DR4 flat fields and those deter-
mined in this work, for SDSS runs between 4100 and 4400. These differences
are traced by the difference in magnitudes as a function of CCD column, for the
six camera columns. The solid line shows the median difference, while the
points are a subsampling of the individual measurements. We restrict ourselves
to runs between 4100 and 4400 to select runs within a single flat-field season.
[See the electronic edition of the Journal for a color version of this figure.]
IMPROVED CALIBRATION OF SDSS IMAGING DATA 1231No. 2, 2008
Throughout this paper, we have ignored a number of subdomi-
nant systematic effects. We briefly discuss these below, both to
document their existence and to alert future surveys of potential
pitfalls:
1. SEDs.—When interpreting our magnitudes as absolute, our
algorithm implicitly assumes that all objects have the same SED.
Themedian r  i color of stars used in the calibration is0.2, and
we expect the calibrations to be accurate (at the stated levels) for
objects with colors not very different from these stars. This will,
however, not be true for objects with unusual SEDs (e.g., SNe). In
these cases, one must integrate the SED over the system response,
in order to get an absolute, calibrated flux (in ergs cm2 s1).
2. Filter curves.—We assume that the six copies of each filter
are identical and do not attempt any color corrections between
the six camcols. We verified the validity of this assumption by
generating synthetic ugriz photometry for the Gunn-Stryker spec-
tra (Gunn & Stryker 1983) for each of the six camcols, using the
individually measured filter curves. For stars with median r  i
color close to0.2, the difference between the various camcolswas
better than 1% for griz and 1% for the u band. Of griz, the most
drastic variation with color occurs for the z band, with a 0.01 mag
gradient between r  i ¼ 0 and 1 seen in almost all the camcols.
Gradients of a similar magnitude are also seen for g2, g4, and r3.
3. Absolute calibrations.—We ignored the issues of deter-
mining the absolute calibration (i.e., the five zero points) of the
SDSS system, choosing instead to have it agree with the pub-
lished SDSSmagnitudes. In particular, any corrections to put the
SDSS system onto the AB system also apply in our case.
We conclude by discussing how to extend the program pre-
sented here to the next generation of imaging surveys. Our start-
ing point will be the second distinction made in x 1: separating
the telescope and the atmosphere explicitly in the calibrations. It
is relatively straightforward to adapt the algorithm presented here
to use high-precision measurements of the telescope response
functions as a starting point; these would be analogous to the
priors already considered here.
Understanding atmospheric variations is an important step
toward 1% photometry; unmodeled variations are responsible
for almost all our calibration error budget. These transparency
variations are dominated by three well-studied processes (Hayes
& Latham 1975): Rayleigh scattering, molecular absorption by
ozone (dominant in the UV) and water vapor (dominant in the
red and IR), and aerosol scattering. Of these, Rayleigh scattering
is best understood and is well determined by the local atmospheric
pressure. While absorption and aerosol scattering are well under-
stood in an average sense, their time variation is significant. Track-
ing these would therefore require continuous monitoring of the
atmosphere, plus detailed atmospheric models. The payback for
doing so would be a dramatic reduction in calibration errors.
The algorithm we propose in this paper demonstrates that 1%
relative photometry is achievable by the current generation of
wide-field imaging surveys. The challenge for the next gener-
ation of surveys is to break through the 1% barrier.
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