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Abstract
A bounded linear operator T on a Banach space is said to be dissipative if ‖etT ‖  1 for all t  0. We
show that if T is a dissipative operator on a Banach space, then:
(a) limt→∞ ‖etT T ‖ = sup{|λ|: λ ∈ σ(T )∩ iR}.
(b) If σ(T )∩ iR is contained in [−iπ/2, iπ/2], then
lim
t→∞
∥∥etT sinT ∥∥= sup{| sinλ|: λ ∈ σ(T )∩ iR}.
Some related problems are also discussed.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let X be a complex Banach space and let B(X) be the algebra of all bounded linear operators
on X. As usual, σ(T ) will denote the spectrum of T ∈ B(X) and R(z,T ) = (zI − T )−1 will
denote the resolvent of T . The numerical range of T ∈ B(X) is defined by
V (T ) = {ϕ(T x): x ∈ X, ϕ ∈ X∗, ‖x‖ = ‖ϕ‖ = ϕ(x) = 1}.
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H. Mustafayev / Journal of Functional Analysis 248 (2007) 428–447 429An operator T ∈ B(X) is said to be Hermitian if V (T ) is real. Equivalently, T is Hermitian if
and only if ‖eitT ‖ = 1 for all t ∈ R [5, p. 55]. This notion is a natural generalization of bounded
self-adjoint operators on Hilbert space and has been of considerable interest in the theory of
operators on Banach spaces. Several properties of self-adjoint operators on Hilbert space remain
true for Hermitian operators while many others do not. For example, if T is a Hermitian operator,
then ‖T ‖ = r(T ), where r(T ) is the spectral radius of T . This was proved by Browder [7],
Katznelson [14] and Sinclair [23]. All the three proofs depend on Bernstein’s inequality. More
elementary proofs are given by König [16], Bonsall and Duncan [5, p. 57] and Gorin [12]. In
fact, this theorem about Hermitian operators is equivalent to the classical Bernstein’s inequality
[12,18].
For given σ > 0, we denote by Bσ the Banach space of all entire functions f (z) for which the
norm
‖f ‖σ = sup
z∈C
[
exp
(−σ |Im z|)∣∣f (z)∣∣]
is finite. The Phragmen–Lindelöf Theorem implies that ‖f ‖σ = supx∈R |f (x)|. It is also known
[12] that the differentiation operator T = 1
i
d
dz
is a Hermitian on the space Bσ , and the norm
of this operator is equal to its spectral radius if and only if the following classical Bernstein
inequality holds:
‖f ′‖σ  σ‖f ‖σ , f ∈ Bσ .
If we put
sinT = e
iT − e−iT
2i
,
then the norm and spectral radius of the operator sinT (r(T ) π/2) in the space Bσ are equal if
and only if the following (more delicate) inequality of Bernstein type holds [12]:
sup
x∈R
∣∣f (x + h)− f (x − h)∣∣ 2 sinσh‖f ‖σ ,
where f ∈ Bσ and 0 σh π/2.
Let A be a complex commutative Banach algebra. The radical of A, denoted by Rad(A), is
the set of all quasinilpotent elements in A. If Rad(A) = {0}, then A is said to be semisimple. If
T ∈ B(X), we let A(T ) (respectively W(T )) denote the closure in the uniform operator topology
(respectively in the weak operator topology) of all polynomials in T . Then, A(T ) and W(T ) are
commutative unital Banach algebras. It is well known that if T is a bounded self-adjoint operator
on a Hilbert space, then A(T ) is isomorphic to the algebra of all continuous functions on σ(T );
therefore, A(T ) is semisimple. Among the properties that are strikingly different from the corre-
sponding fact for self-adjoint operators is that if T is a Hermitian operator, then the algebra A(T )
needs not be semisimple. To see this let A(R) be the Fourier algebra of R. For a closed subset K
of R, let J 0K = {f ∈ A(R): suppf ∩K = 0}. As is well known [17, pp. 182, 183], JK := J 0K is
the smallest closed ideal in A(R) whose hull is K ; IK = {f ∈ A(R): f (K) = {0}} is the largest
closed ideal in A(R) whose hull is K . K is a set of synthesis if and only if JK = IK . It is a
famous theorem of Malliavin that R contains a compact subset K of non-synthesis.
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λf (λ) + JK on the quotient algebra A(R)/JK . It is easy to verify that T is a Hermitian and
σ(T ) = K . Moreover, A(T ) is isomorphic to the algebra A(R)/JK . Since Rad(A(R)/JK) =
IK/JK , the algebra A(T ) is not semisimple in case K fails to be of spectral synthesis (see also
[24, Corollary 3.4]).
A bounded linear operator T on a Hilbert space H is said to be dissipative if Re(T x, x) 0
for all x ∈ H . As is well known, T is dissipative if and only if ‖etT ‖ 1 for all t  0. Even on a
Hilbert space there is no any connection between the norm and the spectral radius of dissipative
operator. For example, if V is the Volterra integration operator on the Hilbert space L2[0,1],
then the exponential formula [20, Theorem 1.8.3] yields ‖e−tV ‖ = 1 for all t  0. Hence, −V is
a dissipative operator. But r(V ) = 0 and ‖V ‖ = 2/π [13, Problem 188].
An operator T ∈ B(X) is said to be dissipative if Reλ 0 for all λ ∈ V (T ). Equivalently, T is
dissipative if and only if ‖etT ‖ 1 for all t  0 [5, p. 55]. Note that if T is a dissipative operator,
then for every x ∈ X, the limit limt→∞ ‖etT x‖ exists and is equal to inft0 ‖etT x‖. Note also
that if {etT : t  0} is bounded, then ‖|x|‖ = supt0 ‖etT x‖ is an equivalent norm on X with
respect T becomes dissipative. Clearly, the spectrum of a dissipative operator T is contained in
the closed left half-plane. σ(T )∩ iR is called the unitary spectrum of T . It is trivial to check that
σ(T ) ⊂ {z ∈ C: Re z < 0} if and only if limt→∞ ‖etT ‖ → 0.
In this paper, for the dissipative operator T on a Banach space, we give quantitative characteri-
zation of limt→∞ ‖etT T ‖ and limt→∞ ‖etT sinT ‖. These results generalize the above mentioned
results for Hermitian operators.
2. Preliminaries
In this section we have gathered the notation we use and the basic results we need in the
subsequent sections.
Let T be a Hermitian operator on a Banach space X. Then, the spectrum of T lies on the real
line and
iR(z,T ) =
{∫∞
0 exp(itz) exp(−itT ) dt, Im z > 0;
− ∫ 0−∞ exp(itz) exp(−itT ) dt, Im z < 0 (2.1)
[8, Chapter 8, Section 2]. Let L1(R) be the group algebra of R and let
fˆ (λ) =
∞∫
−∞
f (t)e−itλ dt
be the Fourier transform of f ∈ L1(R). Then, we can define
fˆ (T ) =
∞∫
−∞
f (t)e−itT dt.
This formula defines a continuous homomorphism from L1(R) into B(X) satisfying ‖fˆ (T )‖
‖f ‖1. In other words, T admits L1(R)-calculus. We put en = 2nχn, where χn is the char-
acteristic function of the interval [−1/n,1/n] (n = 1,2, . . .). It is easy to see that eˆn(T ) →
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{fˆ (T ): f ∈ L1(R)} coincides with A(T ). Since σ(T ) lies on the real line, the maximal ideal
space of the algebra A(T ) can be identified with σ(T ) [17, Chapter 4].
In the following proposition we list some basic properties of this calculus (see also [12,16]).
Proposition 2.1. Let T be a Hermitian operator on a Banach space X and let f ∈ L1(R). Then,
the following assertions hold:
(a) σ(fˆ (T )) = fˆ (σ (T )) (the spectral mapping theorem).
(b) If fˆ (λ) = 0 in a neighborhood of σ(T ), then fˆ (T ) = 0.
(c) If fˆ (λ) = 1 in a neighborhood of σ(T ), then fˆ (T ) = I .
(d) Let g(z) be an analytic function in a complex neighborhood of σ(T ). If fˆ (λ) = g(λ) in a
real neighborhood of σ(T ), then fˆ (T ) = g(T ), where g(T ) is defined by the Riesz functional
calculus:
g(T ) = 1
2πi
∫
Γ
g(z)R(z,T ) dz;
Γ is an appropriate contour around σ(T ).
Proof. (a) Let A be the maximal, uniformly closed commutative subalgebra of B(X) contain-
ing T and I . Let M be the maximal ideal space of A. We denote by σA(S) the spectrum of any
S ∈ A with respect to A. Since A is a full subalgebra of B(X) [6, Section 1], we have
σ
(
fˆ (T )
)= σA(fˆ (T ))= {φ(fˆ (T )): φ ∈ M}
= {fˆ (φ(T )): φ ∈ M}= fˆ (σA(T ))= fˆ (σ(T )).
(b) Let U be a neighborhood of σ(T ) and let fˆ (λ) = 0 on U . Since the algebra L1(R) is
regular, there exists a function g ∈ L1(R) such that gˆ(λ) = 1 on σ(T ) and gˆ(λ) = 0 outside U .
Then, fˆ (λ)gˆ(λ) = 0 for all λ ∈ R, which implies fˆ (T )gˆ(T ) = 0. By (a), gˆ(T ) is invertible, so
that fˆ (T ) = 0.
(c) If fˆ (λ) = 1 in a neighborhood of σ(T ), then the Fourier transform of the functions f ∗
en −en (n = 1,2, . . .) vanishes in a neighborhood of σ(T ). By (b), we have fˆ (T )eˆn(T ) = eˆn(T ).
By letting n → ∞, we find fˆ (T ) = I .
(d) We may assume that σ(T ) ⊂ (a, b), fˆ (λ) = g(λ) on [a, b], g(z) is analytic on the
region D = {λ+ iy: a < λ < b, |y| < δ} (δ > 0) and is continuous on its boundary Γ . Let
Γ + = {λ+ iδ: a  λ b} and Γ − = {λ− iδ: a  λ b}. Choose c, d such that σ(T ) ⊂ (c, d)
and [c, d] ⊂ (a, b). Then there exists a function e ∈ L1(R) such that eˆ(λ) = 1 on [c, d] and
eˆ(λ) = 0 outside (a, b). We put h = f ∗ e. Since hˆ(λ) = fˆ (λ) (= g(λ)) on [c, d], by (b) we have
fˆ (T ) = hˆ(T ). Also since supp hˆ ⊆ [a, b], using inversion formula
h(t) = 1
2π
b∫
a
hˆ(λ)eiλt dλ
and the identity (2.1) we can write
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ε→0+
∞∫
−∞
e−ε|t |h(t)e−itT dt
= 1
2π
lim
ε→0+
∞∫
−∞
e−ε|t |
( b∫
a
hˆ(λ)eiλt dλ
)
e−itT dt
= 1
2π
lim
ε→0+
b∫
a
hˆ(λ)
( ∞∫
−∞
e−ε|t |eiλt e−itT
)
dλ
= i
2π
lim
ε→0+
b∫
a
hˆ(λ)
(
R(λ+ iε, T )−R(λ− iε, T ))dλ
= i
2π
lim
ε→0+
c∫
a
hˆ(λ)
(
R(λ+ iε, T )−R(λ− iε, T ))dλ
+ i
2π
lim
ε→0+
b∫
d
hˆ(λ)
(
R(λ+ iε, T )−R(λ− iε, T ))dλ
+ i
2π
lim
ε→0+
d∫
c
g(λ)
(
R(λ+ iε, T )−R(λ− iε, T ))dλ.
Note that in the last expression the first two integrals are zero. Therefore, we have
hˆ(T ) = − i
2π
lim
ε→0+
( ∫
Γ +
g(z)R(z + iε, T ) dz −
∫
Γ −
g(z)R(z − iε, T ) dz
)
= 1
2πi
∫
Γ
g(z)R(z,T ) dz = g(T ). 
Recall that for a closed subset K in R, JK is the smallest closed ideal in L1(R), whose
hull is K and IK is the largest closed ideal in L1(R) whose hull is K . We put IT =
{f ∈ L1(R): fˆ (T ) = 0}. Then, IT is a closed ideal in L1(R). It follows from Proposition 2.1 that
Jσ(T ) ⊂ IT ⊂ Iσ(T ) and therefore, hull(IT ) = σ(T ). Note also that if σ(T ) is a set of synthesis,
then fˆ (T ) = 0 if and only if fˆ (λ) = 0 on σ(T ). The Arveson spectrum [2] of x ∈ X, denoted by
spT (x), is defined as the hull of the closed ideal Ix = {f ∈ L1(R): fˆ (T )x = 0}. Since IT ⊂ Ix ,
it follows that spT (x) is a compact subset of σ(T ). Note also that since IT =
⋂
x∈X Ix , in view
of regularity of L1(R), we have
σ(T ) =
⋃
x∈X
spT (x).
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Then, the following assertions hold:
(a) If fˆ (T )x = 0, then fˆ (λ) = 0 on spT (x).
(b) If fˆ (λ) = 0 in a neighborhood of spT (x), then fˆ (T )x = 0.
Proof. The assertion (a) follows from the definition of spT (x).
(b) If fˆ (λ) = 0 in a neighborhood of spT (x), then f belongs to the smallest closed ideal
in L1(R) whose hull is spT (x), so that f ∈ Ix . 
Let M be any non-void subset of L∞(R). A point λ ∈ R is said to be a weak∗-spectrum of M
if the character exp(−iλt) belongs to the weak∗-closed translation invariant subspace of L∞(R),
generated by M . By sp∗{M}, we will denote the set of all weak∗-spectrum of M . It is easy to
verify that
sp∗{M} = hull(I{M}),
where I{M} = {f ∈ L1(R): g ∗ f = 0 for all g ∈ M} is a closed ideal in L1(R). It follows that
sp∗{M} is a closed subset of R. Further, since
I{M} =
⋂
g∈M
I{g},
in view of regularity of L1(R), we have
sp∗{M} =
⋃
g∈M
sp∗{g}. (2.2)
Let an arbitrary g(t) ∈ L∞(R) be given. The pair of analytic functions
G(z) =
{∫∞
0 exp(itz)g(t) dt, Im z > 0;
− ∫ 0−∞ exp(itz)g(t) dt, Im z < 0
is called Carleman transform of g(t). As is known [9, Chapter 11, Theorem 24], λ ∈ sp∗{g} if
and only if there is no analytic extension of G(z) into a neighborhood of λ.
Let T be a Hermitian operator on a Banach space X and let x ∈ X. For an arbitrary ϕ ∈ X∗,
define ϕx(t) = ϕ(exp(−itT )x). Then, ϕx(t) is a bounded continuous function on R. We put
Mx = {ϕx(t): ϕ ∈ X∗}.
Lemma 2.3. If T is a Hermitian operator on a Banach space X, then for every x ∈ X,
spT (x) = sp∗{Mx}.
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s ∈ R, where fs(t) = f (s − t). Now, from the identity
ϕ
(
fˆs(T )x
)= ∞∫
−∞
f (s − t)ϕ(exp(−itT )x)dt
=
∞∫
−∞
f (s − t)ϕx(t) dt = (ϕx ∗ f )(s), ϕ ∈ X∗,
we deduce that f ∈ Ix if and only if f ∈ I{Mx }. 
Let T ∈ B(X) and x ∈ X. We define ρT (x) to be the set of all λ ∈ C for which there exists a
neighborhood Uλ of λ with u(z) analytic on Uλ having values in X, such that (zI − T )u(z) = x
on Uλ. This set is open and contains the resolvent set ρ(T ) of T . The function u is called a
local resolvent of T on Uλ. By definition, the local spectrum of T at x, denoted by σT (x), is the
complement of ρT (x), so it is a compact subset of σ(T ). The local spectral radius of T at x is
defined as rT (x) = sup{|λ|: λ ∈ σT (x)}. An operator T ∈ B(X) is said to have the single-valued
extension property (SVEP) if for every open set U in C the only analytic function f : U → X
for which the equation (zI − T )f (z) = 0 holds, is the constant function f ≡ 0. Consequently,
SVEP implies the existence of a maximal analytic extension of R(z,T )x to the set ρT (x) for
every x ∈ X. It can be seen that every Hermitian operator has the SVEP.
Lemma 2.4. If T is a Hermitian operator on a Banach space X, then for every x ∈ X,
spT (x) ⊂ σT (x).
Proof. In view of Lemma 2.3 and the identity (2.2), we have
spT (x) =
⋃
ϕ∈X∗
sp∗{ϕx}.
Therefore, it is enough to show that sp∗{ϕx} ⊂ σT (x) for every ϕ ∈ X∗. Assume that for some
ϕ ∈ X∗, λ ∈ sp∗{ϕx} but λ ∈ ρT (x). Then, there exists a neighborhood Uλ of λ with u(z) ana-
lytic on Uλ having values in X such that (zI − T )u(z) = x on Uλ. On the other hand, from the
identity (2.1), we have
iϕ
(
R(z,T )x
)= {∫∞0 exp(itz)ϕx(t) dt, Im z > 0;
− ∫ 0−∞ exp(itz)ϕx(t) dt, Im z < 0.
This shows that iϕ(R(z,T )x) is the Carleman transform of ϕx . Moreover, iϕ(u(z)) is an an-
alytic function on Uλ and iϕ(R(z,T )x) = iϕ(u(z)) for every z ∈ Uλ with Im z = 0. Hence,
iϕ(R(z,T )x) can be analytically extended to a neighborhood of λ. This implies that λ /∈
sp∗(ϕx). 
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In this section, we study some local spectral properties of Hermitian operators.
Theorem 3.1. If T is a Hermitian operator on a Banach space X, then for every x ∈ X,
‖T x‖ rT (x)‖x‖.
For the proof, we need some preliminary results. Let S(R) denote the set of rapidly decreasing
functions on the real line i.e., the set of infinitely differentiable functions g on R such that
lim|x|→∞
∣∣xng(k)(x)∣∣= 0 for all n, k = 0,1,2, . . . .
Lemma 3.2. Let T be a Hermitian operator on a Banach space X, x ∈ X and let f ∈ L1(R). If
fˆ (λ) = λ in a neighborhood of spT (x), then
fˆ (T )x = T x.
Proof. Let g be a rapidly decreasing function on R such that gˆ(λ) = 1 in a neighborhood
of spT (x). Then, gˆ(λ)eˆn(λ) = eˆn(λ) (n = 1,2, . . .) in a neighborhood of spT (x). In view of
Lemma 2.2(b), gˆ(T )eˆn(T )x = eˆn(T )x. By letting n → ∞, we obtain gˆ(T )x = x. On the other
hand, as iĝ′(λ) = λgˆ(λ), we can write iĝ′(T )x = T gˆ(T )x = T x. Since iĝ′(λ) = fˆ (λ)gˆ(λ) in
a neighborhood of spT (x), by Lemma 2.2(b), iĝ′(T )x = fˆ (T )gˆ(T )x = fˆ (T )x. Thus, we have
that fˆ (T )x = T x. 
The following result for an arbitrary locally compact abelian group was proved in [22, 2.6.1].
Lemma 3.3. Let K be a compact subset of R and let U be a compact symmetric neighborhood
of zero in R. Then, there exists a function f ∈ L1(R) such that:
(i) fˆ (λ) = 1 on K and fˆ (λ) vanishes outside K + 2U ;
(ii) ‖f ‖1  (m(K+U)m(U) )1/2.
Lemma 3.4. For an arbitrary a > 0 and ε > 0, there exists a function f ∈ L1(R) such that:
(1) fˆ (λ) = λ on [−a, a];
(2) fˆ (λ) = 0 outside (−a − 2ε, a + 2ε);
(3) ‖f ‖1  (1 + a/ε)1/2a.
Proof. Consider the function h(λ), defined by h(λ) = λ if −a  λ  a, and h(λ) = 2a − λ if
a  λ 3a. We extend the function h(λ) periodically to the real line by putting h(λ+ 4a) = h(λ)
for all λ ∈ R. A few lines of computation show that the Fourier coefficients of this function are
given by the equalities:
c2k(h) = 0 and c2k+1(h) = 1 4a2 (−1)k
1
2 (k ∈ Z).i π (2k + 1)
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a
(2k + 1)π2 with the corre-
sponding weights 1
i
4a
π2
(−1)k 1
(2k+1)2 . It follows from the uniqueness theorem that
μˆ(λ) = h(λ) = 1
i
4a
π2
∑
k∈Z
(−1)k 1
(2k + 1)2 exp
[
i
1
a
(2k + 1)π
2
λ
]
,
where μˆ(λ) is the Fourier–Stieltjes transform of μ. By putting in the last equality λ = a, we
obtain the following well-known equality:
4
π2
∑
k∈Z
1
(2k + 1)2 = 1.
It follows that ‖μ‖ a.
Now, applying Lemma 3.3 to the sets K = [−a, a] and U = (−ε, ε), we find a function
g ∈ L1(R) such that gˆ(λ) = 1 on [−a, a], gˆ(λ) = 0 outside (−a − 2ε, a + 2ε) and ‖g‖1 
(1 + a/ε)1/2. We put f = g ∗ μ. Then, fˆ (λ) = gˆ(λ)μˆ(λ) = gˆ(λ)h(λ) for all λ ∈ R. It follows
that fˆ (λ) = λ on [−a, a] and fˆ (λ) = 0 outside (−a − 2ε, a + 2ε). Moreover,
‖f ‖1  ‖g‖1‖μ‖ (1 + a/ε)1/2a. 
Proof of Theorem 3.1. Let an arbitrary a > rT (x) and ε > 0 be given. By Lemma 3.4, there
exists a function f ∈ L1(R) such that fˆ (λ) = λ on [−a, a] and ‖f ‖1  (1 + a/ε)1/2a. From
Lemmas 2.4 and 3.2, we deduce that T x = fˆ (T )x and consequently,
‖T x‖ = ∥∥fˆ (T )x∥∥ ‖f ‖1‖x‖ (1 + a/ε)1/2a‖x‖.
By letting ε → ∞, we obtain ‖T x‖  a‖x‖. Since a > rT (x) was arbitrary, the theorem is
proved. 
Next, we will prove the following theorem.
Theorem 3.5. If T is a Hermitian operator on a Banach space X, then for every x ∈ X with
0 rT (x) π/2, ∥∥(sinT )x∥∥ (sin rT (x))‖x‖.
For the proof, we shall need the following two lemmas.
Lemma 3.6. Let T be a Hermitian operator on a Banach space X, x ∈ X and let f ∈ L1(R). If
fˆ (λ) = sinλ in a neighborhood of spT (x), then
fˆ (T )x = (sinT )x.
Proof. Choose a function g ∈ S(R) such that gˆ(λ) = 1 in a neighborhood of spT (x) and put
h(t) = 1 [g(t + 1)− g(t − 1)].
2i
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of spT (x), we have gˆ(T )x = x, so that hˆ(T )x = (sinT )x. On the other hand, since hˆ(λ) =
fˆ (λ)gˆ(λ) in a neighborhood of spT (x) by Lemma 2.2(b),
hˆ(T )x = fˆ (T )gˆ(T )x = fˆ (T )x.
Hence, fˆ (T )x = (sinT )x. 
Lemma 3.7. Let an arbitrary ε > 0 and 0 < a < π/2 be fixed. Then, there exists a function
f ∈ L1(R) such that:
(i) fˆ (λ) = sinλ on [−a, a];
(ii) fˆ (λ) = 0 outside (−a − 2ε, a + 2ε);
(iii) ‖f ‖1  (1 + a/ε)1/2 sina.
Proof. Consider the function defined by the formula
h(λ) =
{
sinλ, −a  λ a;
sin(2a − λ), a  λ 3a.
We extend the function h(λ) periodically to the real line by putting h(λ+ 4a) = h(λ) for all
λ ∈ R. A few lines computations show that the Fourier coefficients of this function are given by
the equalities:
c2k(h) = 0 and c2k+1(h) = 1
i
4a
π2
(−1)k cosa
(2k + 1)2 − 4
π2
a2
(k ∈ Z).
Let μ be a discrete measure concentrated at the points − 1
a
(2k + 1)π2 with the corresponding
weights c2k+1(h). It follows from the uniqueness theorem that h(λ) = μˆ(λ) and
μˆ(λ) = 1
i
4a
π2
∑
k∈Z
(−1)|k| cosa
(2k + 1)2 − 4
π2
a2
exp
[
i
1
a
(2k + 1)π
2
λ
]
.
By taking λ = a in this equality, we have
sina = 4a
π2
∑
k∈Z
cosa
(2k + 1)2 − 4
π2
a2
.
Hence, we obtain that
‖μ‖ 4a
π2
∑
k∈Z
cosa
(2k + 1)2 − 4
π2
a2
= sina.
By Lemma 3.3, there exists a function g ∈ L1(R) such that gˆ(λ) = 1 on [−a, a],
gˆ(λ) = 0 outside (−a − 2ε, a + 2ε) and ‖g‖1  (1 + a/ε)1/2. We put f = g ∗ μ. Then,
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outside (−a − 2ε, a + 2ε). Moreover,
‖f ‖1  ‖g‖1‖μ‖ (1 + a/ε)1/2 sina. 
Proof of Theorem 3.5. Since ‖sinT ‖  1, we may assume that rT (x) < π/2. Let an arbitrary
ε > 0 and a > rT (x) be fixed. By Lemma 3.7, there exists a function f ∈ L1(R) such that
fˆ (λ) = sinλ on [−a, a] and ‖f ‖1  (1 + a/ε)1/2 sina. It follows from Lemmas 2.4 and 3.6 that
(sinT )x = fˆ (T )x. Hence, we have∥∥(sinT )x∥∥= ∥∥fˆ (T )x∥∥ ‖f ‖1‖x‖ (1 + a/ε)1/2(sina)‖x‖.
By letting ε → ∞, we obtain that ‖(sinT )x‖ (sina)‖x‖. 
Let T be a Hermitian operator on a Banach space X. It is easy to check that if λ is an isolated
point of σ(T ), then λ is an eigenvalue of T . Let Pλ denote the spectral projection of T associated
with {λ}. As proved in [4], ‖Pλ‖ = 1. Now, assume that σ(T ) has a non-empty spectral subset
σ = σ(T ), that is σ and σ(T )\σ are closed. Let Pσ denote the spectral projection of T associated
with σ . We can see that for every x ∈ (I − Pσ )X, σT (x) ⊂ σ(T ) \σ . Applying Theorem 3.1, we
obtain that
‖T − T Pσ‖ sup
{|λ|: λ ∈ σ(T ) \ σ}‖I − Pσ ‖. (3.1)
Proposition 3.8. Let T be a Hermitian operator on a Banach space. If σ = {λ1, . . . , λn} is a
finite set of isolated points of σ(T ), then ‖Pσ‖
√
2n.
Proof. Choosing ε > 0 so small that
(λi − 3ε,λi + 3ε)∩ (λj − 3ε,λj + 3ε) = ∅, i = j (i, j = 1, . . . , n).
Applying Lemma 3.3 to the sets K =⋃ni=1[λi − ε,λi + ε] and U = (−ε, ε), we find a function
f ∈ L1(R) such that fˆ (λ) = 1 in a neighborhood of σ , fˆ (λ) = 1 in a neighborhood of σ(T ) \ σ
and ‖f ‖1 
√
2n. On the other hand, it follows from Proposition 2.1(d) that Pσ = fˆ (T ), and so
‖Pσ‖ ‖f ‖1 
√
2n. 
Now, from Proposition 3.8 and the inequality (3.1), we can deduce that if σ = {λ1, . . . , λn} is
a finite set of isolated points of σ(T ), then∥∥∥∥∥T −
n∑
i=1
λiPλi
∥∥∥∥∥ sup{|λ|: λ ∈ σ(T ) \ σ}(1 + √2n ).
This contains the following result of Bollobas [3]. If T is a compact Hermitian operator and if
{λn}∞1 is a sequence of non-zero eigenvalues of T , then∥∥∥∥∥T −
n∑
λiPλi
∥∥∥∥∥ supk>n |λk|(1 + 2√n ).i=1
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Proposition 3.9. Let T be a compact Hermitian operator on a Banach space and let {λn}∞1 be an
enumeration of the distinct non-zero eigenvalues of T such that |λn| > |λn+1|, for n = 1,2, . . . .
Then ∥∥∥∥∥T −
n∑
i=1
λiPλi
∥∥∥∥∥
( |λn| + |λn+1|
|λn| − |λn+1|
)1/2
|λn+1|.
Proof. By Lemma 3.4, there exists a function f1 ∈ L1(R) such that fˆ1(λ) = λ on [−|λ1|, |λ1|].
Further, by taking in Lemma 3.4, a = |λn+1| and ε = |λn|−|λn+1|2 , we can find a functions
fn+1 ∈ L1(R) (n = 1,2, . . .), such that fˆn+1(λ) = λ on [−|λn+1|, |λn+1|], fˆn+1(λ) = 0 outside
(−|λn|, |λn|) and
‖fn+1‖1 
(
1 + 2|λn+1||λn| − |λn+1|
)1/2
|λn+1|.
Since λn is an isolated point of σ(T ), there exists a function hn ∈ L1(R) such that hˆn(λ) = 1 in
a neighborhood of λn and hˆn(λ) = 0 in a neighborhood of σ(T )\{λn} (n = 1,2, . . .). It follows
from Proposition 2.1(d) that hˆn(T ) = Pλn . Now, consider the function g ∈ L1(R), defined by
g = f1 − λ1h1 − · · · − λnhn. Since fˆ1(λ) = λ on σ(T ) and σ(T ) is a synthesis set, it easily
follows from Lemma 3.2 that fˆ1(T ) = T and therefore,
gˆ(T ) = T − λ1Pλ1 − · · · − λnPλn.
On the other hand, we can see that gˆ(λ) = fˆn+1(λ) on σ(T ). This implies gˆ(T ) = fˆn+1(T ), so
that
‖T − λ1Pλ1 − · · · − λnPλn‖ =
∥∥gˆ(T )∥∥= ∥∥fˆn+1(T )∥∥
 ‖fn+1‖1 
( |λn| + |λn+1|
|λn| − |λn+1|
)1/2
|λn+1|. 
4. The results
Before stating the main results of the paper we shall need some preliminary results with which
we now proceed. In the proof of the next lemma, we follow basically renorming technique, which
had been used previously by Esterle [10], Esterle et al. [11], Phong [21], Allan and Ransford [1]
and others.
Lemma 4.1. Let T be a dissipative operator on a Banach space X such that limt→∞ ‖etT x‖ > 0
for some x ∈ X. Then, there exists a Banach space Y = {0}, a linear contraction J :X → Y with
dense range and a Hermitian operator S on Y such that:
(i) ‖Jx‖ = limt→∞ ‖etT x‖ for all x ∈ X;
(ii) iSJ = JT ;
(iii) iσS(Jx) ⊂ σT (x) for all x ∈ X.
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p(x) = lim
t→∞
∥∥etT x∥∥.
Then, p is a seminorm on X. We put E = kerp. Clearly, E is a closed subspace of X invariant
under T and E = X. Let Y0 = X/E and let J :X → Y0 be the quotient mapping. Then, Y0 = {0}
and the seminorm p induces a norm on Y0 by ‖Jx‖ = p(x). Let Y be the completion of Y0 with
respect to this norm. Then, the mapping J :X → Y has dense range and
‖Jx‖ = lim
t→∞
∥∥etT x∥∥.
Now, define an operator S0 :Y0 → Y0, by S0Jx = −iJT x. Then, we have
‖S0Jx‖ = ‖JT x‖ = lim
t→∞
∥∥etT T x∥∥ ‖T ‖ lim
t→∞
∥∥etT x∥∥= ‖T ‖‖Jx‖.
Since J has dense range, S0 can be extended to the whole of Y . If we denote this extension by S,
then we have ‖S‖ ‖T ‖ and iSJ = JT .
Let us show that S is a Hermitian operator. Since for every s ∈ R and x ∈ X, eisSJx = JesT x,
we have ∥∥eisSJx∥∥= ∥∥JesT x∥∥= lim
t→∞
∥∥e(t+s)T x∥∥= lim
t→∞
∥∥etT x∥∥= ‖Jx‖.
Since J has dense range, it follows that ‖eisSy‖ = ‖y‖ for all s ∈ R and y ∈ Y . We have
proved (i) and (ii).
Next we prove (iii). Assume that iλ ∈ ρT (x) for some λ ∈ σS(Jx). Then, there exists a neigh-
borhood Uiλ of iλ with u(z) analytic on Uiλ having values in X such that (zI − T )u(z) = x
on Uiλ. Since iSJ = JT , this implies (zI − iS)Ju(z) = Jx for all z ∈ Uiλ. It follows that
(zI − S)J (iu(iz)) = Jx in a neighborhood of λ. This shows that λ ∈ ρS(Jx). 
The triple (Y, J,S) will be called the limit Hermitian operator associated to T .
Theorem 4.2. If T is a dissipative operator on a Banach space X, then for every x ∈ X,
lim
t→∞
∥∥etT T x∥∥ sup{|λ|: λ ∈ σT (x)∩ iR}‖x‖.
Proof. We may assume that limt→∞ ‖etT T x‖ > 0 for some x ∈ X. Let (Y, J,S) be the limit
Hermitian operator associated to T . Since iσS(Jx) ⊂ iR, by Lemma 4.1(iii), we have iσS(Jx) ⊂
σT (x)∩ iR and therefore,
rS(Jx) sup
{|λ|: λ ∈ σT (x)∩ iR}.
Now, applying Theorem 3.1 and Lemma 4.1(i), (ii), from the last inequality, we can write
lim
t→∞
∥∥etT T x∥∥= ‖SJx‖ rS(Jx)‖Jx‖ sup{|λ|: λ ∈ σT (x)∩ iR}‖x‖. 
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is contained in [−iπ/2, iπ/2], then
lim
t→∞
∥∥etT (sinT )x∥∥ sup{|sinλ|: λ ∈ σT (x)∩ iR}‖x‖.
Proof. Let (Y, J,S) be the limit Hermitian operator associated to T . By Lemma 4.1(ii), we have
iSJ = JT , which implies i(sinS)J = J (sinT ). Using Lemma 4.1(i), we can write
lim
t→∞
∥∥etT (sinT )x∥∥= ∥∥(sinS)Jx∥∥.
Now, taking into account this identity and the relation iσS(Jx) ⊂ σT (x) ∩ iR, it follows from
Theorem 3.5 that
lim
t→∞
∥∥etT (sinT )x∥∥= ∥∥(sinS)Jx∥∥ sin rS(Jx)‖Jx‖
 sup
{|sinλ|: λ ∈ σT (x)∩ iR}‖x‖. 
It follows from the general theory of Banach algebras [17, Chapter 4] that if T ∈ B(X), then
the maximal ideal space of the algebra A(T ) can be identified with σA(T )(T ), the spectrum of T
with respect to A(T ). Since σ(T ) ⊂ σA(T )(T ), σ(T ) can be considered as a closed subset of
the maximal ideal space of A(T ). Consequently, for every z ∈ σ(T ) there exists a multiplicative
functional φz on A(T ) such that φz(T ) = z. Furthermore, z → φz(R) is a continuous function
on σ(T ) for every R ∈ A(T ).
Now, we are in a position to prove the main results of this note.
Theorem 4.4. If T is a dissipative operator on a Banach space, then
lim
t→∞
∥∥etT T ∥∥= sup{|λ|: λ ∈ σ(T )∩ iR}.
Proof. Assume that iλ ∈ σ(T ) for some λ ∈ R. Then, there exists a multiplicative functional φ
on A(T ) such that φ(T ) = iλ and so since φ has norm one,
|λ| = ∣∣eiλtφ(T )∣∣= ∣∣φ(etT T )∣∣ ∥∥etT T ∥∥.
It follows that
lim
t→∞
∥∥etT T ∥∥ sup{|λ|: λ ∈ σ(T )∩ iR}.
Let LT denote the left multiplication operator on B(X); LT R = T R. Since etLT R = etT R
(t  0), LT is a dissipative operator on B(X). In view of Theorem 4.2, we have
lim
t→∞
∥∥etLT LT R∥∥ sup{|λ|: λ ∈ σLT (R)∩ iR}‖R‖.
By taking R = I in this inequality, we obtain
lim
∥∥etT T ∥∥ sup{|λ|: λ ∈ σLT (I )∩ iR}.t→∞
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exists a neighborhood Uλ of λ with u(z) analytic on Uλ having values in B(X) such that
(zI − T )u(z) = I on Uλ. This clearly implies that ρ(T ) ⊂ ρLT (I ). 
Theorem 4.5. Let T be a dissipative operator on a Banach space. If σ(T ) ∩ iR is contained in
[−iπ/2, iπ/2], then
lim
t→∞
∥∥etT sinT ∥∥= sup{|sinλ|: λ ∈ σ(T )∩ iR}.
Proof. Assume that iλ ∈ σ(T ) for some λ ∈ R. Then, φ(T ) = iλ for some multiplicative func-
tional φ on A(T ). Consequently,
|sinλ| = ∣∣φ(sinT )∣∣= ∣∣eiλtφ(sinT )∣∣= ∣∣φ(etT sinT )∣∣ ∥∥etT sinT ∥∥.
It follows that
lim
t→∞
∥∥etT sinT ∥∥ sup{|sinλ|: λ ∈ σ(T )∩ iR}.
Let LT be the left multiplication operator on B(X). As we already noted that LT is a dissipa-
tive operator on B(X). Since (sinLT )R = (sinT )R, R ∈ B(X), by Theorem 3.5, we have
lim
t→∞
∥∥etLT (sinLT )R∥∥ sup{|sinλ|: λ ∈ σLT (R)∩ iR}‖R‖.
By taking R = I in this inequality, we obtain
lim
t→∞
∥∥etT sinT ∥∥ sup{|sinλ|: λ ∈ σLT (I )∩ iR}
 sup
{|sinλ|: λ ∈ σ(T )∩ iR}. 
Let T = {T (t)}t0 be a continuous semigroup of contractions on a Banach space X with
generator A. Functional ϕ ∈ X∗ is said to be a unimodular eigenvector of A∗ if A∗ϕ = iλϕ for
some λ ∈ R. Let N denote the weak∗-closed linear span in X∗ of the unimodular eigenvectors
of A∗. Arendt–Batty–Lyubich–Vu (ABLV) Theorem [19, Chapter 5] implies that if σ(A)∩ iR is
at most countable, then for every x ∈ X,
lim
t→∞
∥∥T (t)x∥∥= sup{∣∣ψ(x)∣∣: ψ ∈ N, ‖ψ‖ 1}.
Now, let T be a dissipative operator on a Banach space. It is easy to see that σA(T )(T ) lies
in the left half-plane. However, it follows from the Shilov Theorem [17, Theorem 2.3.1] that
σA(T )(T ) ∩ iR = σ(T ) ∩ iR. Recall also that for every z ∈ σ(T ), there exists a multiplicative
functional φz on A(T ) such that φz(T ) = z. Let M denote the weak∗-closed linear span in A(T )∗
of the set {φz: z ∈ σ(T )∩ iR}.
Theorem 4.6. Let T be a dissipative operator on a Banach space. If σ(T ) ∩ iR is at most
countable, then for every R ∈ A(T ),
lim
t→∞
∥∥etT R∥∥= sup{∣∣ψ(R)∣∣: ψ ∈ M, ‖ψ‖ 1}.
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(uniformly) continuous semigroup of contractions {etLT }t0 on A(T ). First, we claim that
σ(LT ) ∩ iR = σ(T ) ∩ iR. It is easy to verify that σ(T ) ⊂ σ(LT ), so that σ(T ) ∩ iR ⊂
σ(LT ) ∩ iR. For the reverse inclusion, let iλ ∈ ρ(T ) for some λ ∈ R. It is enough to show
that R(iλ,T ) ∈ A(T ). Indeed, there exists a sequence {zn}∞1 in the right half-plane such that
zn → iλ. Since
R(zn,T ) =
∞∫
0
exp(−znt) exp(tT ) dt
[19, p. 6], this clearly implies R(zn,T ) ∈ A(T ). Also, since R(zn,T ) → R(iλ,T ), we have that
R(iλ,T ) ∈ A(T ).
Let us find unimodular eigenvectors of L∗T . Assume that L∗T φ = iλφ for some non-zero φ ∈
A(T )∗ and λ ∈ R. It follows that φ(T n) = (iλ)nφ(I ) for all n = 0,1,2, . . . . We may assume
that φ(I) = 1. Hence, we have φ(T n) = (iλ)n for all n = 0,1,2, . . . . This clearly implies that
φ = φiλ and iλ ∈ σA(T )(T )∩ iR = σ(T )∩ iR.
Now, applying ABLV Theorem to the semigroup {etLT }t0 on the space A(T ), we obtain as
required. 
Let A be an arbitrary subset of B(X). A non-zero x ∈ X is called an eigenvector for A if
there is a map λ :A → C such that T x = λ(T )x for all T ∈ A. It can be seen that if x ∈ X is an
eigenvector for A, then so is for A lg(A), the algebra generated by A. Now, assume that x ∈ X is
an eigenvector for A, {Ti}i∈I ⊂ A lg(A) and Ti → T with respect to the weak operator topology.
Then, for all ϕ ∈ X∗ we have
〈ϕ,T x〉 = lim
i
〈ϕ,Tix〉 = lim
i
λ(Ti)〈ϕ,x〉.
Hence, limi λ(Ti) exists. If we denote this limit by λ(T ), then we have that T x = λ(T )x for
all T ∈ A lg(A)WOT. Thus, x is an eigenvector for A lg(A)WOT. Now, let R be an arbitrary
quasinilpotent in A lg(A)WOT. It follows that if x is an eigenvector for A, then Rx = 0. In
particular, we obtain that if x is an eigenvector for T ∈ B(X), then for every R ∈ RadW(T ),
Rx = 0. Similarly, if ϕ ∈ X∗ is an eigenvector for T ∗, then for every R ∈ RadW(T ), R∗ϕ = 0.
Sinclair [24] has shown that a Hermitian operator with countable spectrum generated a semi-
simple algebra. The following theorem generalizes this fact.
Theorem 4.7. Let T be a dissipative operator on a Banach space X. If σ(T ) ∩ iR is at most
countable, then for every R ∈ RadW(T ) and x ∈ X,
lim
t→∞
∥∥etT Rx∥∥= 0.
Proof. Let ϕ ∈ X∗ be a unimodular eigenvector of T ∗. It follows from what is showed above that
R∗ϕ = 0 for every R ∈ RadW(T ). Consequently, ϕ(Rx) = 0 for every x ∈ X. Applying ABLV
Theorem we obtain as required. 
It follows from Theorem 4.4 that if T ∈ B(X) is a dissipative operator with zero unitary
spectrum, then limt→∞ ‖etT T ‖ = 0 (see, also [15,21]). In [25] Swiech proved that the set
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and its intersection with the unit circle is a finite set. Therefore, the next two results are of certain
interest.
Theorem 4.8. Let T ∈ B(X) be such that the set {etT : t  0} is relatively compact in the weak
topology of B(X). Then, for every R ∈ RadW(T ),
lim
t→∞
∥∥etT R∥∥= 0.
Proof. Suppose that {etT : t  0} is relatively compact in the weak topology of B(X). Then, the
set {etT : t  0} is bounded; therefore, σ(T ) is contained in the closed left half-plane. First, we
observe that σ(T )∩ iR is at most finite (or empty). Assume that iλ ∈ σ(T ) for some λ ∈ R. It is
enough to show that iλ is an isolated point of σ(T ). Since the set {e−iλt etT : t  0} is relatively
compact in the weak topology of B(X), upon replacing {etT : t  0} by {e−iλt etT : t  0} we
may assume that λ = 0. For t > 0 fixed, we define
Tt = 1
t
t∫
0
esT ds.
Since the weakly closed convex hull of {etT : t  0} contains {Tt : t  0}, the set {Tt : t  0} is
relatively weakly compact in B(X). Hence, there exists t1 < t2 < · · · < tk < · · · such that tk → ∞
and the sequence Ttk converges weakly in B(X), say to P . Clearly, P ∈ A(T ). Note that for every
z ∈ σ(T ), there exists a multiplicative functional φz on A(T ) such that φz(T ) = z. It follows that
φz(Tt ) =
{
exp(zt)−1
zt
, z = 0;
1, z = 0.
Since Re z 0, we have
lim
k→∞φz(Ttk ) =
{
0, z = 0;
1, z = 0,
so that
φz(P ) =
{
0, z = 0;
1, z = 0.
Also, since z → φz(P ) is a continuous function on σ(T ), it follows that {0} is an isolated point
of σ(T ).
It can be seen that etT P = PetT = P (t  0). It follows that for every S in the weakly closed
convex hull of {etT : t  0} satisfies SP = P . In particular, we have P 2 = P . Hence, P is a
spectral projection associated with {0} and T P = PT = 0.
Now let R ∈ RadW(T ). If σ(T ) ∩ iR = ∅, then ‖etT ‖ → 0 as t → ∞. Hence, we may as-
sume that σ(T ) ∩ iR = {iλ1, . . . , iλn}. Let Pk be the spectral projection induced with {iλk}
(k = 1, . . . , n) and let Q = P1 + · · · + Pn. We put S = T (I −Q), so that T = S + TQ. Since
T Pk = PkT = iλkPk , it follows from what is showed above that RPk = PkR = 0, so that
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since σ(S) ⊂ {z ∈ C: Re z < 0}, ‖etS‖ → 0, as t → ∞. Hence, we have that ‖etT R‖ → 0 as
t → ∞. 
Recall that T ∈ B(X) is called cyclic if it has a cyclic vector, that is, a vector x ∈ X such
that the sequence {T nx}n0 spans the whole X. By {T }′, we will denote the commutant of T .
Clearly, {T }′ ⊃ W(T ). Recall also that a Volterra operator on a Banach space is a compact and
quasinilpotent operator.
We end this note with the following result.
Theorem 4.9. If T is a cyclic dissipative operator on a Hilbert space H , then for every Volterra
operator V in {T }′,
lim
t→∞
∥∥etT V ∥∥= 0.
Proof. First, let us show that ‖etT V x‖ → 0, as t → ∞, for every x ∈ H . We define a new inner
product in H by the formula
〈x, y〉 = lim
t→∞
(
etT x, etT y
)
, x, y ∈ H
(it is easy to see that the limit on the right-hand side exists). This induced a seminorm on H
defined by
p(x) =
(
lim
t→∞
∥∥etT x∥∥2)1/2.
Let E = kerp. Clearly, E is a closed hyperinvariant subspace for T . We may assume that E = H .
Let J :H → H/E be the quotient mapping. Then, the inner product 〈,〉 induces an inner product
[,] on K0 = H/E by [Jx,Jy] = 〈x, y〉, x, y ∈ H . Let K be the completion of K0 with respect
to the norm generated by this inner product. Then, J :H → K has dense range and
‖Jx‖ =
(
lim
t→∞
∥∥etT x∥∥2)1/2.
Now, define an operator S0 on K0 by S0J = −iJT . Then, we have
‖S0Jx‖ = ‖JT x‖ =
(
lim
t→∞
∥∥etT T x∥∥2)1/2  ‖T ‖‖Jx‖, x ∈ H.
Since J has dense range, S0 can be extended continuously to the whole of K . If we denote this
extension by S, then we have iSJ = JT and ‖S‖  ‖T ‖. Let us see that S is a self-adjoint
operator. Since for every s ∈ R, eisSJ = JesT , we have
∥∥eisSJx∥∥= ( lim
t→∞
∥∥e(t+s)T x∥∥2)1/2 = ‖Jx‖.
Also, since J has dense range, we obtain ‖eisS‖ = 1, so that S is a self-adjoint operator. It is easy
to see that S is cyclic.
446 H. Mustafayev / Journal of Functional Analysis 248 (2007) 428–447Any operator R ∈ {T }′ generates an operator Rˆ0 on K0 by Rˆ0Jx = −iJR. Since
‖Rˆ0Jx‖ = ‖JRx‖ =
(
lim
t→∞
∥∥etT Rx∥∥2)1/2
=
(
lim
t→∞
∥∥RetT x∥∥2)1/2  ‖R‖‖Jx‖
and since J has dense range, Rˆ0 can be extended continuously to the whole of K . If we denote
this extension by Rˆ, then we have iRˆJ = JR and ‖Rˆ‖  ‖R‖. Moreover, from the identities
RˆSJ = −iRˆJT = −JRT = −JT R = −iSJR = SRˆJ , we deduce that Rˆ ∈ {S}′.
Now, let V be a Volterra operator in {T }′. Since σ(V ) = {0}, it follows from the relations
‖Vˆ n‖ ‖V n‖ (n = 1,2, . . .) and from the spectral radius formula that σ(Vˆ ) = {0}. Also, since
S is cyclic self-adjoint operator, {S}′ = W(S), so that the algebra {S}′ is semisimple. Thus, we
have that Vˆ = 0. Further, from the identity iVˆ J = JV , we get JV = 0, so that ‖etT V x‖ → 0,
as t → ∞, for all x ∈ H .
Fix ε > 0. Since the set {V x: x ∈ H, ‖x‖ 1} is relatively compact, it has a finite ε-mesh,
say V x1, . . . , V xn, where ‖xi‖ 1 (i = 1, . . . , n). This clearly implies∥∥etT V ∥∥max{∥∥etT V xi∥∥: i = 1, . . . , n}+ ε
for all t  0. It follows that ‖etT V ‖ → 0, as t → ∞. 
Acknowledgment
I am grateful to the referee for his helpful remarks and suggestions.
References
[1] G.R. Allan, T.J. Ransford, Power-dominated elements in a Banach algebra, Studia Math. 94 (1989) 63–79.
[2] W. Arveson, The harmonic analysis of automorphism groups of operator algebras, in: Proc. Sympos. Pure Math.,
vol. 38, Amer. Math. Soc., Providence, RI, 1982, pp. 199–269.
[3] B. Bollobas, The spectral decomposition of compact Hermitian operators on Banach spaces, Bull. London Math.
Soc. 5 (1973) 29–36.
[4] F. Bonsall, Hermitian operators on Banach spaces, in: Hilbert Space Operators, Tihany, Hungary, in: Colloq. Math.
Soc. Janos Bolyai, vol. 5, 1970, pp. 65–75.
[5] F. Bonsall, T. Duncan, Complete Normed Algebras, Springer, Berlin, 1973.
[6] N. Bourbaki, Theorie Spectrales, Paris, Hermann, 1967.
[7] A. Browder, On Bernstein’s inequality and the norm of Hermitian operators, Amer. Math. Monthly 78 (1971) 871–
873.
[8] N. Dunford, J.T. Schwartz, Linear Operators, Part I, General Theory, Interscience, New York, 1958.
[9] N. Dunford, J.T. Schwartz, Linear Operators, Part II, Spectral Theory, Interscience, New York, 1963.
[10] J. Esterle, Quasimultipliers, representations of H∞, and the closed ideal problem for commutative Banach algebras,
in: Radical Banach Algebras and Automatic Continuity, in: Lecture Notes in Math., vol. 975, Springer, Berlin, 1983,
pp. 66–162.
[11] J. Esterle, E. Strouse, F. Zouakia, Theorems of Katznelson–Tzafriri type for contractions, J. Funct. Anal. 94 (1990)
273–287.
[12] E.A. Gorin, Bernstein’s inequality from the point of view of operator theory, Vestn. Khark. Univ. 45 (1980) 77–105
(in Russian).
[13] P.R. Halmos, A Hilbert Space Problem Book, Springer, New York, 1982.
[14] V.E. Katznelson, A conservative operator has norm equal to its spectral radius, Mat. Issled. 5 (1970) 186–189
(in Russian).
H. Mustafayev / Journal of Functional Analysis 248 (2007) 428–447 447[15] Y. Katznelson, L. Tzafriri, On power bounded operators, J. Funct. Anal. 68 (1986) 313–328.
[16] H.A. König, Functional calculus for Hermitian elements of complex Banach algebras, Arch. Math. 28 (1977) 422–
430.
[17] R. Larsen, Banach Algebras, Dekker, New York, 1973.
[18] B.Ya. Levin, Lectures on Entire Functions, Transl. Math. Monogr., vol. 150, Amer. Math. Soc., Providence, RI,
1996.
[19] J.M.A.M. van Neerven, The Asymptotic Behaviour of Semigroups of Linear Operators, Birkhäuser, Basel, 1996.
[20] A. Pazy, Semigroups of Linear Operators and Applications to Partial Differential Equations, Springer, New York,
1983.
[21] V.Q. Phong, Theorems of Katznelson–Tzafriri type for semigroups of operators, J. Funct. Anal. 103 (1992) 74–84.
[22] W. Rudin, Fourier Analysis on Groups, Interscience, New York, 1962.
[23] A.M. Sinclair, The norm of a Hermitian element in a Banach algebra, Proc. Amer. Math. Soc. 28 (1971) 446–450.
[24] A.M. Sinclair, The Banach algebra generated by a Hermitian operator, Proc. London Math. Soc. 24 (1972) 681–691.
[25] A. Swiech, Spectral characterization of operators with precompact orbit, Studia Math. 96 (1990) 277–282.
