In the traditional graph embedding framework, the graph is usually built by k-NN or r-ball. Since it is difficult to manually set the parameters k and r in the high-dimensional space, sparse representation-based methods are usually introduced to automatically build the graphs. In recent years, nuclear norm-based matrix regression (NMR) has been proposed for face recognition using the low rank structural information (i.e., the image matrix-based error model). Inspired by NMR, we give a NMR-based projections (NMRP) method for feature extraction and recognition. The experiments on FERET and extended Yale B face databases show that NMR can be used to build the graph while NMRP is an effective feature extraction method.
I. INTRODUCTION
In many real-world applications, it is required to design effective feature extraction methods for the high dimensional data to improve the recognition efficiency and accuracy [1] . Without loss of generality, the classical feature extraction methods include principal components analysis (PCA) [2] and linear Fisher discriminant analysis (LFDA) [3] . More specially, PCA is a reconstruction-based method and thus is not optimal for classification. By contrast, seeking the projection matrix by maximizing the ratio between the betweenclass scatter and the within-class scatter, LFDA often lends itself to the small sample size problem in which the withinclass scatter matrix is singular. In the past few decades, many improved LFDA methods have been introduced [4] - [12] .
Recent progress in manifold learning implies that the images possibly distribute on a nonlinear manifold. Many manifold learning methods are aiming at discovering the intrinsic low dimensional embedding of the original data: isometric feature mapping (ISOMAP) [13] , local linear embedding (LLE) [14] , Laplacian Eigenmap [15] , Locality Preserving Projections (LPP) [16] , Unsupervised Discriminant Projection (UDP) [17] and Marginal Fisher analysis (MFA) [18] . Yan et al. [18] proposed a graph-embedding framework to unify the aforementioned methods. To be specific, PCA and LFDA explore the global information while manifold learning methods mainly focus on the local structure. Since the key in graph embedding framework is graph construction, there are two typical methods to build the graph: k nearest neighbor method and r-ball method. In practice, the samples in k nearest neighbor or r-ball are first selected as graph vertexes. Then Gaussian-kernel, or L2-reconstrucition, is used to calculate the graph edge weights. In the high dimensional space, however, it is difficult to manually set the parameters (e.g. nearest neighbor number, ball radius and Gaussian parameter etc.). Therefore, the traditional graph embedding methods are not data adaptive.
The purpose of building a graph is to characterize the pairwise data relationship. It can be automatically described by the sparse representation via sample sparse reconstruction. Recently, sparse representation based classification (SRC) has been successfully applied on face recognition [19] . In SRC, a sample is sparsely linearly reconstructed by the total samples. Qiao et al. [20] used a modified SRC to construct the graph and gave a sparsity preserving projections (SPP) for feature extraction and recognition. The graph in SPP could be called L1 graph [21] . Albeit effective, SRC is slow due to L1-norm optimization. Besides, some works are presented to analyze the working mechanism of SRC [22] , [23] . Zhang et al. [23] argued that the rationable behind SRC was collaborative representation and proposed a collaborative representation based classification with regularized least square (CRC). Based CRC, Yang et al. [24] developed a collaborative representation based projections (CRP) for face recognition. Being the conventional vector based methods, SRC and CRC consist in transforming the image matrix into vectors in advance, which, therefore, ignores the structure information of the image matrix. Yang et al. [25] proposed a nuclear norm based matrix regression model (NMR) for face recognition, based on the fact that the reconstruction error matrix is low rank and the elements in the reconstruction error matrix are highly correlated. Like low rank representation (LRR) [26] , NMR uses nuclear norm to characterize the low rank structure. Zhang et al. [27] developed a nuclear norm-based PCA (N-2D-PCA) for feature extraction. Inspired by the fact that NMR could better characterize the reconstruction relationship between data than SRC, we plan to explore NMR to automatically build the graph and give a nuclear norm based matrix regression based projections (NMRP) for feature extraction and recognition. Overall, NMRP mainly contains two steps, namely the graph construction via NMR and the projection matrix calculation under the graph embedding framework Fig.1 shows the Schematic diagram of NMRP. The rest of the paper is organized as follows: after reviewing NMR in Section 2, we elaborate NMRP formulation in Section 3. Next, we provide the experimental evaluations of NMRP in Section 4 before the conclusions are finally given in Section 5.
II. RELATED WORKS
Recently the Linear Matrix Regression model has been proposed in contrast to the classical linear vector regression model. Given a set of N training image matrices {X i } N i=1 ∈ m×n and a query image matrix Y ∈ m×n, Ni is the number of images from the i-th class and N = c i=1 N i . We use s1, s2, . . ., sN to linearly reconstruct Y, i.e.
where s 1 , s 2 , · · · , s N are the regression coefficients (i.e. reconstruction representation coefficients), E is reconstruction residual. A function could be used to represent the reconstruction, i.e.
Eq.(1) could be rewritten as
Eq. (3) is a general form of a linear matrix regression model. If we use Frobenius norm to evaluate the reconstruction residual and calculate the regression coefficients by
The linear matrix regression is linear vector regression in nature.
If L1 norm constraint is added on the problem (4),
we could obtain a sparse regression coefficients (i.e. sparse representation model). Yang et al. has analyzed the distribution of the reconstruction residual image and found that the reconstruction residual image usually has low rank. Then a nuclear norm-based matrix regression (NMR) [18] model is developed for face recognition. NMR uses the nuclear norm to characterize the whole structure of the reconstruction residual and L2 norm to regularize the regression coefficients as follows,
where λ is the regularization parameter. For classification, the query image can be classified into the class with the minimal reconstruction residual as follows,
where
where s * is the optimal solution of Problem (6) and δ i (x) is a vector with only nonzero entries corresponding to Class i. Problem (6) is solved by the alternating direction method of multipliers (ADMM) or the augmented Lagrange multipliers (ALM). Compared with the existing state-of-the-art approaches, NMR is much more robust and effective for face recognition, particularly with respect to occlusion and illumination changes. For more information about NMR, please refer to [25] .
III. OUR WORK A. FORMULATION
It is well known that the popular LPP, SPP and CRP approaches build the graph using respective k-nearest neighbor, sparse representation and collaborative representation strategies. By contrast, the graph-embedding framework unifies feature extraction methods for more descriptive representation. Under the graph-embedding framework, building the graph becomes key to design feature extraction methods. Here, we plan to build the graph via NMR and develop a NMR based projections method (NMRP) for feature extraction and recognition. According to the aforementioned symbols in Section 2, denote x j (j = 1, 2, . . . , N ) as a m × n-dimensional vector 7446 VOLUME 6, 2018 concatenated by the jth training samples X j . The NMR based reconstruction weight wi of each xi is calculated using the following objective function:
where 1, 2, . . . , N ) , the graph G(X, S) with the sample set X as the vertices and S as the weight matrix is built.
The goal of feature extraction is to seek the projection matrix to map the original high dimensional data into a low dimensional space to improve the classification performance. Like SPP and CRP, the graph from NMR characterizes the reconstruction relationships and is more robust than the graph of SPP and CRP. In this sense, the reconstruction relationship is expected to be preserved in the low dimensional space. We term the proposed method as named NMR based projections (NMRP). Suppose the projection matrix is P, the objective function of NMRP is defined as:
According to graph embedding framework, in the reduced low dimensional space, the total scatter need to be maximized, i.e.
Finally, we formulate the objective function of NMRP as follows,
Problem (11) is calculated via generalized eigenvector decomposition. The projection matrix P consists of the eigenvectors, corresponding to the largest eigenvalues of X (S +S − S T S)X T P = λ(X − X )(X − X ) T P. In face recognition, the matrix (X − X )(X − X ) T is often singular. PCA is usually used to reduce the dimensionality of the original image vectors and make (X − X )(X − X ) T be nonsingular. NMRP is then used for feature extraction in PCA subspace.
B. THE ALGORITHM
The proposed NMRP algorithm can be summarized as follows:
Step 1: Perform NMR to build the graph by Eq.(1).
Step 2: Perform PCA to map the original image into a lower dimensional subspace. Denote W PCA as the transformation matrix of PCA.
Step 3: In PCA subspace, calculate the projection matrix P using Eq.(11).
Step 4: The final projection matrix is W = P T * W T PCA .
C. CONNECTIONS WITH LPP, SPP AND CRP
Although LPP, SPP, CRP and NMRP uniformly fall into the graph embedding framework, they still reveal significant variants in the manner of graph construction. LPP utilizes the k-nearest neighbor and Gaussian kernel to build the graph, which can be treated as a manual method. SPP and CRP build L1 and L2 norm graph by adopting the modified sparse representation and collaborative representation, respectively. Differently, NMRP uses nuclear norm based matrix regression to build the graph. In summary, graph building methods of SPP, CRP and NMRP are automatic and data adaptive. When LPP, SPP, CRP and NMRP handle small sample size cases, they all perform PCA transformation to reduce the dimensionality of the original high dimensional data in advance.
IV. EXPERIMENTS
Two face image databases, FERET face database and Extended Yale B face database, are used to evaluate the proposed NMRP, PCA, LFDA, LPP, SPP and CRP. The nearest neighbor with cosine distance classification method is adopted.
A. EXPERIMETNS ON FERET FACE DATABASE
The FERET face image database derived from the FERET program, which was sponsored by the US Department of Defense through the DARPA Program [32], [33] . It is the benchmark database for testing face recognition algorithms. Here a subset of the FERET database is selected. This subset includes 1,400 images of 200 individuals (each individual has seven images). This subset contains variations of facial expression, illumination, and pose. In the experiment, the facial portion of each original image was automatically cropped based on the location of eyes and the cropped images were resized to 40×40 pixels. Some example images of one person are shown in Fig. 2 . Firstly, we choose the first l (l = 2, 3, 4, 5, 6) images of one person as training set and the rest as testing set. PCA, LDA, LPP, SPP, CRP and NMRP are used to extract feature. In the PCA stage of LDA, LPP, SPP, CRP and NMRP, we set the subspace dimension by preserving the 98% image energy and thus the image vectors are reduced to 178, 216, 250, 275, and 289 dimensions, respectively. In LPP, the k in k-nearest neighbors is set as l-1. Fig. 3 shows the recognition rates of NMRP with different λ (lambda). From Fig.3 , we could find that NMRP is a stable method with an easy to set λ. As shown in Table 1 , NMRP achieves the top recognition results with subspace of different dimensions. Secondly, we test the performance of the methods on the FERET face database with random occlusion and random corruption. Some random occlusion with 10% and 20% area are added on the original images, which is shown in Fig. 4 . Besides, it is shown in Fig. 5 . that some random corruption with 10 and 20% pixels are added on the original images. Like the aforementioned experiments, we select first l (l = 2, 3, 4, 5, 6) images of one person as training set and the rest as testing set. In the PCA stage, we set the dimension as 220, 240, 260, 280 and 300, respectively. The recognition results are shown in Table 2, Table 3, Table 4 and Table 5 , respectively. 
B. EXPERIMENTS ON EXTENDED YALE B FACE DATABASE
The Extended Yale B database includes 2414 images of 38 persons and the images of each person are taken under 64 varied controlled lighting conditions. All the images are of frontal pose and cropped to the actual facial area with a uniform size 192 × 168. Fig. 6 shows some examples. The images contain such poor lighting variances that some images are difficult to be recognized by a human. In the experiments, we resized the image to 48 × 42. In the first case, we choose the first l (l = 4, 8, 12, 16, 20, 24, 32) images of one person as training set and the rest as testing set. We perform PCA, LDA, LPP, SPP, CRP and NMRP to extract feature. In the PCA stage of LDA, LPP, SPP, CRP and NMRP, the image vectors are reduced to 80, 100, 120, 140, 160, 180 200 and 220 dimension, respectively. In LPP, the k in k-nearest neighbors is set as l-1. Fig. 7 shows the recognition rates of NMRP with different λ (lambda). From Fig.7 , we could find that NMRP is stable method with an easy to set λ. As shown in Table 6 , NMRP achieves the top recognition results with the subspace of different dimensions.
To further evaluate the performance of PCA, LDA, LPP, SPP, CRP and the proposed NMRP, in each test, l (l = 4, 8, 12, 16, 20, 24, 32) images per class were randomly chosen for training, while the remaining images were used for testing. The system is run 50 times. Table 7 gives the average recognition and the standard deviation of different methods visualized by the curve of recognition rates versus the training sample number in Fig. 8 . It reveals that the proposed method achieves the promising results consistently.
C. DISCUSSION
From the experimental results, we could find that (1) LDA is a supervised method while SPP and CRP perform in an unsupervised manner. In most cases, SPP and CRP could achieve the similar performance to LDA. As shown in Table 6 , when the training number of each class is small, SPP, CRP and NMRP obviously outperform LDA on Yale B face database. The results indicate that sparse representation and collaborative representation may contain some discriminative information.
(2) Either SPP or CRP is self-representation based methods. In most cases, CRP achieves the performance comparable to SPP, which verifies that collaborative representation is crucial for SRC on experiments. VOLUME 6, 2018 (3) SPP and CRP are based on vector regression, while NMRP is based on matrix regression. In most cases, NMRP outperforms SPP and CRP, which implies that the matrix structure information is important for self-representation.
(4) In the experiments with random occlusion or corruption, NMRP clearly surpasses the others, which shows that NMRP is more robust to occlusion and corruption than the other methods.
V. CONCLUSIONS
In graph-embedding framework, most feature extraction methods are unified for improving the descriptive power. Thus, building the graph is key to feature extraction. Recently, regression analysis is very popular in face recognition. Sparse representation and collaborative representation are based on regression analysis and are used to build the graph in feature extraction. NMR is a new matrix regression theorem, which uses nuclear norm to characterize the low rank structure of the reconstruction residual image. As a result, NMR enables characterizing a better reconstruction representation relationship. In this paper, we try to explore NMR to construct the graph and develop NMRP, a vector-based method for feature extraction and face recognition. The experiments on FERET and extended Yale B face databases show that NMR allows more accurately discovering the relationship between the data and NMRP could surpass SPP and CRP. In the future, we will explore a multilinear NMR based projection method for feature extraction on tensor objects. He has authored over 50 peer-reviewed publications, including the IEEE Transactions nnls, the IEEE TRANSACTIONS CYBERNETICS, the IEEE TRANSACTIONS IMAGE PROCESSING, the IEEE TRANSACTIONS KNOWLEDGE AND DATA ENGINEERING, the IEEE SPL, the Pattern Recognition, the ACM KDD, the AAAI, the IJCAI, and the AI-Statistics. He has co-authored papers with some of the world's best statistical machine learning researchers with Oxford and Cambridge University. VOLUME 6, 2018 
