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PROJECTIONS OF GIBBS MEASURES ON SELF-CONFORMAL SETS
CATHERINE BRUCE AND XIONG JIN
Abstract. We show that for Gibbs measures on self-conformal sets in Rd (d ≥ 2)
satisfying certain minimal assumptions, without requiring any separation condition, the
Hausdorff dimension of orthogonal projections to k-dimensional subspaces is the same
and is equal to the maximum possible value in all directions. As a corollary we show that
Falconer’s distance set conjecture holds for this class of self-conformal sets satisfying the
open set condition.
1. Introduction
Let d ≥ k ≥ 2 be integers, let K ⊂ Rd be Borel or analytic, and let Πd,k be the set of
orthogonal projections from Rd to its k-dimensional subspaces, with natural Haar measure
ξ. Then
dimH πK = min{k, dimH K} for ξ-almost every π ∈ Πd,k.
This famous result, due to Marstrand [14] in the plane and Mattila [15] in Rd, has been the
basis for a great deal of work in the field of fractal geometry. Until fairly recently, most of
this work concerned general Borel sets K and almost all projections π ∈ Πd,k. However,
Furstenburg’s innovative CP-chain method [11] enabled Hochman and Shmerkin [12] to
show that for self-similar sets and measures with dense rotations and which satisfy the
strong separation condition, the result holds for all π ∈ Πd,k. Since then, their work has
been followed up by many mathematicians, see the recent survey papers [6, 21, 16] and
the references therein. In particular, Falconer and Jin [7] extended their result to random
cascade measures (including self-similar measures as special cases) without requiring any
separation condition.
In [12] Hochman and Shmerkin also considered the projections of products of Gibbs
measures on one-dimensional non-linear Cantor sets. The authors used the so-called limit
diffeomorphisms of one-dimensional non-linear iterated function systems developed by
Sullivan [24] and Bedford and Fisher [1] to transfer the problem back to the affine case.
In higher dimensions, Fraser and Pollicott [10] showed that for Gibbs measures on self-
conformal sets with the strong separation condition there exists a limit conformal map
under which the Gibbs measures generate a CP-chain. But the strong projection theorem
for self-conformal measures cannot be directly proved from this result since the dimension
of projections is not preserved under conformal maps, and the dense rotations condition
is not clear in their setting.
The main difficulty of studying CP-chains/scenery flows of self-conformal measures
comes from the fact that linear “zooming-in” operators do not fit well with the non-linear
iterated function systems. In this paper we use the methods from Falconer and Jin [7],
along with those from Hochman and Shmerkin [12], to overcome this difficulty. The main
idea (Lemma 3.4) is first to zoom-in on measures on the symbolic space, or in other
words, to zoom-in with conformal mappings, in order to generate a CP-chain, then zoom-
in on the conditional measures in the CP-chain with linear scale functions to estimate
the entropy distortions. We also make clear how to formulate an analogue of the dense
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rotations condition for the minimality of the underlining dynamical system. The methods
from [7] also remove the requirement of any separation condition on the underlying sets.
Here we will consider an iterated function system (IFS) of conformal C1+ǫ-maps I =
{fi}mi=1 (m ≥ 2) in Rd satisfying the following assumptions:
(A0) There is a bounded, convex open set U ⊂ Rd such that each fi : U → U is an
injective conformal map, that is fi(x) ∈ U , the derivative f ′i(x) exists for every
x ∈ U and is a scalar times a rotation matrix, which we may write as
(1.1) f ′i(x) = ri(x)Oi(x),
where ri(x) ∈ (0,∞) and Oi(x) ∈ SO(d,R).
(A1) There exists a constant 0 < r∗ < 1 such that ri(x) ≤ r∗ for every 1 ≤ i ≤ m and
x ∈ U .
Remark 1.1. Here we assume the open set U to be convex just for simplicity. It is
sufficient to assume that U is connected. The only proof that will be affected by this is
Lemma 3.2, where instead of connecting two points in U by a line segment, we can connect
two points by smooth curves within U , see [18] for example.
These assumptions imply that the IFS I is uniformly contractive on U , therefore it
defines a unique attractor K ⊂ U , i.e. a non-empty compact set such that
(1.2) K =
m⋃
i=1
fi(K).
Such a K is called a self-conformal set. The set K has a natural symbolic representation:
let Λ = {1, . . . , m} be the alphabet and let ΛN be the symbolic space with m letters. For
each i = i1 · · · in ∈ Λn denote by
fi = fi1 ◦ · · · ◦ fin
and for i = i1i2 · · · ∈ ΛN and n ≥ 1 denote by i|n = i1 · · · in. Fix a point x0 ∈ U . Then
we may define a map Φ : ΛN → U by
Φ(i) = lim
n→∞
fi|n(x0).
Since all fi are injective, the above limit always exists and it does not depend on the
choice of x0. Its image is the self-conformal set K and Φ is called the canonical map.
For i = i1 · · · in ∈ Λn denote by [i] = {i ∈ ΛN : i|n = i} the cylinder in ΛN encoded by
i. Let B denote the σ-algebra generated by cylinders. Let σ denote the left-shift operator
on ΛN. Let ϕ : ΛN → R be a Ho¨lder potential on ΛN and let µϕ denote its Gibbs measure
(see Section 2.4 for precise definition). We are interested in the orthogonal projections of
the push-forward measure
Φµϕ = µϕ ◦ Φ−1
on the self-conformal set K. Before stating our main result, we shall present an analogue
of the dense rotations condition in the self-conformal case. Let G = SO(d,R) and define
a map φ : ΛN → G as follows:
φ(i) = Oi1(Φ(σi)) for i = i1i2 · · · .
Then we may define the skew product σφ : Λ
N ×G→ ΛN ×G as
σφ(i, O) = (σi, Oφ(i)).
We assume
(A2) σφ has a dense orbit in Λ
N ×G.
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By a compact group extension theorem (see Subsection 2.5), this implies that the dynam-
ical system
(ΛN ×G,B ⊗ BG, σφ, µϕ × ξ)
is ergodic, where ξ is the normalised right-invariant Haar measure on G, and BG is its
Borel σ-algebra.
Remark 1.2. In the above dynamical system, (A2) is equivalent to topological transitivity,
that is, for any non-empty open sets U, V ∈ ΛN×G, there exists n > 1 such that σnφ(U)∩V
is non-empty. See [23] for details. We shall prove (see Lemma 2.2), that if there exists a
dense orbit {Oi|n(Φ(σni))}n≥1 in G, then this implies topological transitivity.
Now we are ready to state our main result:
Theorem 1.3. Under assumptions (A0), (A1) and (A2), for all π ∈ Πd,k we have
dimH πΦµϕ = min{k, dimH Φµϕ}.
With the same approach as in [12] we can also prove the following.
Corollary 1.4. Under assumptions (A0), (A1) and (A2), for all C1-maps h : K → Rk
without singular points,
dimH hΦµϕ = min{k, dimH Φµϕ}.
It is well-known that if the self-conformal set K satisfies the open set condition (OSC)
then there exists a Gibbs measure µ of a Ho¨lder potential on ΛN such that dimH Φµ =
dimH K, and µ is equivalent to dimH K-dimensional Hausdorff measure (see [4, 19] for
example). This implies the following.
Corollary 1.5. Under assumptions (A0), (A1) and (A2), as well as the OSC, for all
C1-maps h : K → Rk without singular points,
(1.3) dimH h(K) = min{k, dimH K}.
Remark 1.6. The OSC in the above Corollary can be relaxed to the so-called strong
variational principle: there exists a Ho¨lder potential ϕ such that the corresponding Gibbs
measure µϕ satisfies dimH µϕ = dimH K. We believe that this should hold for our family
of self-conformal sets.
By applying Corollary 1.5 to C1-maps h(x) = |x− a| outside a neighborhood of a ∈ K
we deduce that Falconer’s distance set conjecture (see [22] and the references therein for
most recent developments), is true for this family of self-conformal sets:
Corollary 1.7. Under assumptions (A0), (A1) and (A2), as well as the OSC, if dimH K ≥
1, then for a ∈ K,
dimH{|x− a| : x ∈ K} = dimH{|x− y| : x, y ∈ K} = 1.
Remark 1.8. Since self-conformal sets with OSC are Ahlfors-David regular, when d = 2
and dimH K > 1, Corollary 1.7 is actually a direct consequence of Theorem 1.1 in [22].
But the case when d > 2 or dimH K = 1 is new to the best of our knowledge.
Now we give an example of self-conformal sets which satisfy all of our assumptions.
According to Theorem 14.15 in [5], when |c| > 1
4
(5 + 2
√
6) = 2.475..., the Julia set Jfc
defined by the quadratic polynomial fc(z) = z
2 + c is totally disconnected, and is the
attractor of the conformal IFS
{f1(z) =
√
z − c, f2(z) = −
√
z − c}.
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We may take U = {z : |z| < |2c|1/2}. It is easy to see that U is bounded, open and
convex, and for all z ∈ U ,
|f ′i(z)| =
1
2
|z − c|−1/2 ≤ 1
2
(|c| − |2c|1/2)−1/2 < 1.
This verifies assumptions (A0) and (A1), as well as the OSC. Now take a fixed point
α = 1+
√
1−4c
2
∈ Jfc so that f1(α) = α. We have
f ′1(α) =
1
2
√
α− c =
1
2α
=
1
1 +
√
1− 4c.
Therefore, if
(1.4)
arg f ′(α)
π
=
arg(1 +
√
1− 4c)
π
is irrational,
then {Oi|n(xσni)}n≥1 is dense in SO(2,R) for i = 111 · · · . This verifies assumption (A2).
Remark 1.9. The above example is a particular case of hyperbolic Julia sets. It is worth
mentioning that in [2] Bedford, Fisher and Urban´ski showed that the scenery flow of hyper-
bolic Julia sets (a geometric realization of our dynamical system (ΛN×G,B⊗BG, µ×ξ, σφ))
is ergodic in all cases with the exception of the following:
i) the Julia set Jf is a geometric circle and f is biholomorphically conjugate to a finite
Blaschke product, or
ii) the Julia set Jf is totally disconnected and Jf is contained in a real-analytic curve
with self-intersections (if any) lying outside the Julia set.
It would be interesting to see if for hyperbolic Julia sets, our assumption (A2) can be
replaced by the above criteria.
The rest of the paper is organised as follows. In Section 2 we will first go through
some background on symbolic space and self-conformal sets. We present the bounded
distortion property which is satisfied in our setting. We will briefly mention the thermo-
dynamic formalism which defines the Gibbs measure, through which we obtain an ergodic
dynamical system. From this ergodicity we know from [9] that our Gibbs measure Φµϕ
is exact dimensional (see Section 2.6 for the definition). A theorem on compact group
extension will show us that the skew product of this dynamical system with G is also
ergodic. From here, having stated some definitions of entropy and dimension, we move on
to the dimension of the projections of the self-conformal Gibbs measures. Section 3 uses
the methods of [7, 12], to prove that the dimension of the projections of these measures
takes the ‘expected’ value for ξ-almost all π ∈ Πd,k. Then following a similar argument of
Hochman and Shmerkin [12] we may extend the value to all π ∈ Πd,k and to all C1-maps
without singular points.
2. Preliminaries
2.1. Symbolic space. Let Λ = {1, ..., m} be the alphabet on m ≥ 2 symbols. Let
Λ∗ =
⋃
n≥1 Λ
n be the set of finite words. For i ∈ Λ∗ let |i| denote the length of the word.
Let ΛN be the symbolic space of infinite sequences from the alphabet. For i ∈ ΛN, n ≥ 1,
let i|n ∈ Λn be the first n digits of i. For i ∈ Λn, let [i] = {i ∈ ΛN : i|n = i} be the
cylinder rooted at i. We may endow ΛN with the standard metric dρ with respect to a
real number ρ ∈ (0, 1), that is, for i, j ∈ ΛN,
dρ(i, j) = ρ
inf{n≥0 : i|n 6=j|n},
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with the convention that i|0 = ∅ for all i ∈ ΛN. Then (ΛN, dρ) is a compact metric
space. Let B be its Borel σ−algebra. Define the left shift map σ by σ(i) = (in+1)n≥1 for
i = (in)n≥1 ∈ ΛN.
2.2. Self-conformal sets. Let I be an iterated function system (IFS) as in (1.1) of con-
formal maps defined on a bounded open connected subset U ⊆ Rd with non-empty com-
pact attractorK ⊆ Rd satisfying (1.2). Since I is uniformly contractive on U , one can find
a connected open set V such that K ⊂ V ⊂ V ⊂ U and min{dist(K, ∂V ), dist(V, ∂U)} >
0. Recall that Φ : ΛN → K is the canonical projection, that is, Φ(i) = limn→∞ fi|n(x0) for
some x0 ∈ U . We shall also use the notation xi = Φ(i) for i ∈ ΛN.
2.3. Bounded distortion. For x ∈ V and i = i1 · · · in ∈ Λn we may write
(2.1) f ′i(x) = ri(x)Oi(x),
where
ri(x) = ri1(fi2 ◦ · · · ◦ fin(x)) · ri2(fi3 ◦ · · · ◦ fin(x)) · · · rin(x),
Oi(x) = Oi1(fi2 ◦ · · · ◦ fin(x)) ·Oi2(fi3 ◦ · · · ◦ fin(x)) · · ·Oin(x).
It is well-known that in a simply-connected complex domain every holomorphic function
is analytic. Therefore we have the following bounded distortion property: there exists a
constant C1 > 0 such that for all i ∈ Λ∗ and x, y ∈ V ,
(2.2)
ri(x)
ri(y)
≤ C1.
To see this, for i = i1 · · · in ∈ Λn we have
(2.3) log
ri(x)
ri(y)
=
n∑
k=1
log rik(fik+1···in(x))− log rik(fik+1···in(y)).
By the smoothness of log ri one can find a constant C˜1 such that for all x, y ∈ V and
i ∈ Λ,
| log ri(x)− log ri(y)| ≤ C˜1|x− y|.
On the other hand, by (A1), one can find another constant C˜ ′1 such that for all x, y ∈ V ,
n ≥ 1 and i = i1 · · · in ∈ Λn,
|fi(x)− fi(y)| ≤ C˜ ′1(r∗)n.
Combining these two inequalities we get from (2.3) that
log
ri(x)
ri(y)
≤ C˜1C˜ ′1
n∑
k=1
(r∗)n−k ≤ C˜1C˜ ′1
1
1− r∗ := logC1.
The bounded distortion also implies the following fact: there exists a constant C2 > 0 such
that for all i ∈ Λ∗ and all x, y ∈ V ,
(2.4) C−12 ri|x− y| ≤ |fi(x)− fi(y)| ≤ C2ri|x− y|,
where for i ∈ Λ∗ we denote by ri = sup{ri(x) : x ∈ V }. For a proof see [18, Lemma 2.2]
for example (note that the proof does not require any separation condition).
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2.4. Gibbs measures. Let ϕ be a Ho¨lder potential defined on ΛN. This means there
exist constants κ > 0 and β ∈ (0, 1) such that for n ≥ 1,
(2.5) Varn(ϕ) := sup
i∈Λn
sup
i,j∈[i]
|ϕ(i)− ϕ(j)| ≤ κβn.
For n ≥ 1 the nth-order Birkhoff sum of ϕ over σ is defined as
Snϕ(i) =
n−1∑
k=0
ϕ ◦ σk(i),
for i ∈ ΛN. The topological pressure of ϕ on ΛN is given by
P (ϕ) = lim
n→∞
1
n
log
∑
j∈Λn
exp
(
max
i∈[j]
Snϕ(i)
)
,
where the existence of the limit can be proved using the sub-additive property of the
logarithm on the right hand side. It follows from the thermodynamic formalism developed
by Sinai, Ruelle, Bowen and Walters [3, 20] that there exists a unique ergodic measure µϕ,
namely the Gibbs measure of ϕ on (ΛN, σ), such that for any i ∈ ΛN, n ≥ 0 and j ∈ [i|n],
(2.6) e−Varn(ϕ) ≤ µϕ([i|n])
exp(Snϕ(j)− nP (ϕ)) ≤ e
Varn(ϕ).
Also, µϕ possesses the quasi-Bernoulli property :
(2.7) e−κ
β|i|
1−β
−κβ|j|µϕ([i])µϕ([j]) ≤ µϕ([ij]) ≤ eκ
β|i|
1−β
+κβ|j|µϕ([i])µϕ([j])
for all i, j ∈ Λ∗. (Here we have been more precise on the quasi-Bernoulli constant
eκ
β|i|
1−β
+κβ|j| in terms of the length of i and j.) In particular, when the potential func-
tion ϕ : ΛN → R takes the values ϕ(i) = log pi|1 for a fixed vector p = (pi)i∈Λ, such that
0 < pi < 1 and
∑
i∈Λ pi = 1, noting that it is Lipschitz on (Λ
N, dρ), then we can define a
Gibbs measure µp on Λ
N by:
µp([i]) = expSnϕ(i)
= pi1 · · · pin ,
for i ∈ [i]. This is simply the Bernoulli measure on ΛN.
2.5. The compact group extension. We will now deal with the system (ΛN,B, σ, µ)
and its compact group extensions, where µ = µϕ is a Gibbs measure with respect to a
Ho¨lder potential ϕ. Recall that G = SO(d,R) is a compact Lie group with Borel σ-algebra
BG and we have defined the map φ : ΛN → G as
φ(i) = Oi1(Φ(σi)) for i = i1i2 · · · .
By the smoothness of conformal maps it is easy to see that φ is Ho¨lder on (ΛN, dρ). We
may define the skew product σφ : Λ
N ×G→ ΛN ×G as follows:
σφ(i, O) = (σi, Oφ(i)).
It is easy to verify that the product measure µ × ξ is σφ-invariant, where ξ is the right-
invariant normalised Haar measure on G. Under (A2) we have that σφ has a dense orbit
in ΛN ×G.
Proposition 2.1. The dynamical system (ΛN ×G,B ⊗ BG, µ× ξ, σφ) is ergodic.
Proof. This directly follows from [17, Corollary 4.5]. 
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Here we give a sufficient assumption (equivalent to the dense rotations condition when
the conformal functions are similarities) to achieve topological transitivity, and therefore
(A2).
Lemma 2.2. Assume that for some i ∈ ΛN,
(2.8) {Oi|n(xσni)}n≥1 is dense in G.
Then the skew product σφ is topologically transitive.
Proof. Recall the notation xi = Φ(i) for i ∈ ΛN. Fix i ∈ ΛN so that {Oi|n(xσni)}n≥1 is
dense in G. Recall the definition of the skew product σφ,
σφ : Λ
N ×G→ ΛN ×G, (i, O)→ (σi, O · Oi|1(xσi)).
Take U, V open sets in ΛN×G. Then there exist finite words u, v such that [u] ⊂ πΛN(U),
and [v] ⊂ πΛN(V ), where πX denotes the projection onto X . For O ∈ πG(V ), there exists
n ≥ 1 such that
O · Oui||u|+n(xσ|u|+n(ui)) =O · Ou(xi1i2···) · Oi1···in(xin+1in+2···)
=O · Ou(xi) · Oi|n(xσni) ∈ πG(U).
This follows from the fact that O, Ou(xi) are fixed and the orbit of Oi|n(xσni) is dense.
Now consider an infinite word
k = ui|nv...,
where the symbols following v are arbitrary. Then (k,O ·Oui||u|+n(xσ|u|+n(ui))) ∈ U , and
σ
|u|+n
φ (k,O ·Oui||u|+n(xσ|u|+n(ui))) = (v..., O) ∈ V.

In particular, if there exists a finite word u such that Ou(xu) is an irrational rotation,
where u = uuu · · · denotes the periodic infinite word of u, then (2.8) is true.
2.6. Dimension and entropy. Let g : Y → Z be a continuous mapping between two
metric spaces Y and Z. For a Borel measure ν on Y , write
gν = ν ◦ g−1,
for the pull-back measure of ν on Z through ϕ. For a measure ν and x ∈ supp(ν), let
Dν(x) = lim
r→0
log ν(B(x, r))
log r
,
whenever the limit exists, where B(x, r) is the closed ball of centre x and radius r. If for
some α ≥ 0, we have Dν(x) = α for ν-a.e. x, we say that ν is exact dimensional.
For 0 < r < 1 and ν, a probability measure supported by a compact subset A of R2,
let
Hr(ν) = −
∫
A
log ν(B(x, r))ν(dx)
be the r-scaling entropy of ν. Note that, writingM for the probability measures supported
by A, the map Hr : M → R ∪ {∞} need not be continuous in the weak-⋆ topology.
However, Hr is lower semicontinuous as it may be expressed as the limit of an increasing
sequence of continuous functions of the form ν → ∫ max{k, log(1/ ∫ fk(x−y)ν(dy)ν(dx))},
where fk is a decreasing sequence of continuous functions approximating χB(0,r). The lower
entropy dimension of ν is defined as
dime ν = lim inf
r→0
Hr(ν)
− log r ,
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and the Hausdorff dimension of ν is dimH ν = inf{dimH A : ν(A) > 0}. Then
dimH ν ≤ dime ν,
with equality when ν is exact dimensional, for details see [8]. From [9] we have that the
self-conformal measure Φµ is exact dimensional.
3. Dimension of projections
Let B = B(0, R) be the closed ball of radius R, where R = max{|x| : x ∈ V }. Denote
byM the family of probability measures on B and let B⋆ be its weak-⋆ topology. Denote
by C(M) the family of all continuous functions on M. We use the separability of C(M)
in ‖ · ‖∞ to obtain convergence of ergodic averages for all h ∈ C(M).
Proposition 3.1. We have that for ξ-a.e. O ∈ G and µ-a.e. i ∈ ΛN,
lim
N→∞
1
N
N−1∑
n=0
h(O · Oi|n(Φ(σni))Φµ) = Eµ×ξ(h(OΦµ))
for all h ∈ C(M).
Proof. Let {hk}k≥1 be a countable dense sequence in C(M). If we write
M : ΛN ×G ∋ (i, O)→ OΦµ ∈M,
then it is easy to verify that for n ≥ 0,
M ◦ σnφ(i, O) = O · Oi|n(Φ(σni))Φµ.
Since we know that (ΛN ×G,B ⊗ BG, µ× ξ, σφ) is ergodic, we have that for ξ-a.e. O and
µ-a.e. i,
lim
N→∞
1
N
N∑
n=1
hk(O ·Oi|n(Φ(σni))Φµ) = Eµ×ξ(hk(OΦµ)),
for all k ≥ 1. For any h ∈ C(M), take a subsequence {h′k}k≥1 of {hk}k≥1 that converges
to h. On the one hand, sinceM is compact, h is bounded, so by the uniform convergence
in ‖ · ‖∞,
lim
k→∞
Eµ×ξ(h′k(OΦµ)) = Eµ×ξ(h(OΦµ)).
On the other hand, for each N ,∣∣∣∣∣ 1N
N−1∑
n=0
h′k(O · Oi|n(Φ(σni))Φµ)−
1
N
N−1∑
n=0
h(O · Oi|n(Φ(σni))Φµ)
∣∣∣∣∣ ≤ ‖h′k − h‖∞.
Thus the limit
lim
N→∞
1
N
N−1∑
n=0
h(O · Oi|n(Φ(σni))Φµ)
exists and equals limk→∞ Eµ×ξ(h′k(OΦµ)) = Eµ×ξ(h(OΦµ)), for ξ-a.e. O ∈ G and µ-a.e.
i ∈ ΛN. 
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3.1. Lower bound for the dimension of projections. First we shall prove the fol-
lowing lemma regarding distortions of conformal maps under projections.
Lemma 3.2. There exists a constant C3 such that for all π ∈ Πd,k, n ≥ 1, i ∈ Λn and
x, y, z ∈ V one has
C−11 ri|πOi(z)(x − y)| − C3ri(|z − x|+ |z − y|)|x− y| ≤ |πfi(x)− πfi(y)|
≤ ri|πOi(z)(x− y)|+ C3ri(|z − x|+ |z − y|)|x− y|,
where C1 is as in (2.2).
Proof. For π ∈ Πd,k one can find a rotation Oπ ∈ SO(d,R) such that
Oππ(z) = (Pj(Oπz))1≤j≤k,
for all z ∈ Rd, where Pj : Rd → R is the coordinate function Pj(x1, ..., xd) = xj . We will
view a function f : Rd → Rd as f(x1, ..., xd) = (f 1(x), ..., f d(x)). We fix 1 ≤ j ≤ k and
consider f j : Rd → R. For i ∈ Λ∗ and x, y ∈ V we have
Pj(Oππ(fi(x)− fi(y))) = Pj(Oπfi(x)−Oπfi(y)).
For t ∈ [0, 1] define
g(t) = Pj(t(Oπfi(x)−Oπfi(y))− Oπfi(y + t(x− y))).
Since g(0) = g(1) = −Pj(Oπfi(y)), by Rolle’s theorem there exists t ∈ (0, 1) such that
g′(t) = 0, which means that
Pj(Oπfi(x)−Oπfi(y)) = Pj(Oπf ′i(zjx,y)(x− y)),
where zjx,y = y+ t(x−y) is some point lying in the line segment between x and y. Writing
f ′i(z
j
x,y) = ri(z
j
x,y)Oi(z
j
x,y), for z ∈ V we have
Pj(Oππ(fi(x)− fi(y)))
=Pj(Oπfi(x)− Oπfi(y))
=ri(z
j
x,y)Pj(OπOi(z
j
x,y)(x− y))
=ri(z
j
x,y)Pj(OπOi(z)(x− y)) + ri(zjx,y)Pj(Oπ(Oi(zjx,y)− Oi(z))(x− y))
=ri(z
j
x,y)Pj(π(Oi(z)(x− y))) + ri(zjx,y)Pj(π((Oi(zjx,y)−Oi(z))(x− y))).
This holds for all 1 ≤ j ≤ k, and so
(Oππ(fi(x)− fi(y)))
=(ri(z
1
x,y)P1(π(Oi(z)(x− y))) + ri(z1x,y)P1(π((Oi(z1x,y)−Oi(z))(x− y))),
..., ri(z
k
x,y)Pk(π(Oi(z)(x− y))) + ri(zkx,y)Pk(π((Oi(zkx,y)− Oi(z))(x − y)))).
By the smoothness of Oi and (2.2), as well as the fact that Oπ is isometric, one can find
a constant C˜3 such that
|Oππ(fi(x)− fi(y))| ≤ ri|π(Oi(z)(x− y))|+ C˜3ri max
1≤j≤k
|zjx,y − z||x− y|
as well as
C−11 ri|πOi(z)(x− y)| ≤ |πfi(x)− πfi(y)|+ C˜3ri max
1≤j≤k
|zjx,y − z||x− y|
Finally note that zx,y lies in the line segment between x and y, therefore
max
1≤j≤k
|zjx,y − z| ≤ |z − x|+ |z − y|.

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Let ρ = max{ri(x) : i ∈ Λ, x ∈ K}. By (A1) we have ρ < 1. Recall that for i ∈ Λ∗
we denote by ri = sup{ri(x) : x ∈ V }. For each q ≥ 1 we redefine the alphabet used for
symbolic space to obtain one in which the contraction ratios do not vary too much:
(3.1) Λq = {i ∈ Λ∗ : ri ≤ ρq < ri−},
where i− = i1i2 · · · in−1. Define r = inf{ri(x) : i ∈ Λ , x ∈ V }. Since fi are conformal
and V ⊂ U is compact, we have r > 0. By definition, for i ∈ Λq one has
(3.2) rρq < ri ≤ ρ|i| and r|i| ≤ ri ≤ ρq.
This implies that for i ∈ Λq,
(3.3) q
log ρ
log r
≤ |i| ≤ q + log r
log ρ
.
We shall use the same notation σ : ΛNq → ΛNq to denote the left-shift operator according
to Λq. Let Iq = {fi}i∈Λq be the conformal IFS over Λq. By (2.4) we can deduce that the
canonical mapping Φq : (Λ
N
q , dρq) → K is C2 · R-Lipschitz, where R = diam(V ). Indeed,
for i, j ∈ ΛNq with dρq(i, j) = (ρq)n so that i|n = j|n, one has
|Φq(i)− Φq(j)| ≤ C2 · ri1···in · |xσni − xσnj|
≤ C2R · ri1···in
≤ C2R · (ρq)n
= C2R · dρq(i, j).
We consider the Gibbs measure µq on Λ
N
q with respect to the potential ϕ. Observe that
it is the same Gibbs measure as µ on embedding ΛNq into Λ
N. To show that the compact
group extension (ΛNq ×G,B ⊗ BG, µq × ξ, σφq) is also ergodic, where
φq(i) = Oi1(Φ(σi)) for i = i1i2 · · · ∈ ΛNq
and σφq is the skew product of φq with respect to the left shift σ on Λq, we need the
following lemma.
Lemma 3.3. Under (A2), σφq has a dense orbit in Λ
N
q ×G for each q ≥ 1.
Proof. Let i = i1i2 · · · ∈ ΛN and O ∈ G be such that {σnφ(i, O) : n ≥ 0} is dense in
ΛN × G. For q ≥ 1 denote by Λ<q = {j ∈ Λ∗ : ri ≥ ρq}. Then
⋃
j∈Λ<q{Tjσnφq(i, O) :
n ≥ 0} = {σnφ(i, O) : n ≥ 0} is dense in ΛN × G, where for j ∈ Λ<q, Tjσnφq(i, O) is the
unique element in ΛN × G such that σ|j|φ (Tjσnφq(i, O)) = σnφq(i, O). Since Λ<q is finite, by
Baire’s category theorem, there exists a j ∈ Λ<q such that Hj = {Tjσnφq(i, O) : n ≥ 0} has
non-empty interior in ΛN×G, that is it contains a set H = [u]× I, where u ∈ Λ∗ is finite
word and I ⊂ G has non-empty interior. Take an element g in the interior of I, then
σ|u|Hg−1 = {(σ|u|k, g−1h) : (k, h) ∈ H} contains the full set ΛN times a set V ′ containing
a neighbourhood of the identity in G. Since a closed group generated by a set of elements
coincides with the closed semigroup generated by them and a compact connected Lie
group is generated by any neighbourhood of its identity, we have σ|u|Hg−1 = ΛN×G. 
Let nq = min{|i| : i ∈ Λq}. By (3.3) one has nq →∞ as q →∞. By (2.7) we have for
i, j ∈ Λ∗q,
(3.4) c−1q µq([i])µq([j]) ≤ µq([ij]) ≤ cqµq([i])µq([j]),
where cq = e
κ β
nq
1−β
+κβnq . This is due to the fact that for i, j ∈ Λ∗q, if either i or j is the empty
word ∅ then we have µq([ij]) = µq([i])µq([j]) and if both i, j 6= ∅ then min{|i|, |j|}| ≥ nq.
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Since nq →∞ as q →∞, one has cq → 1 as q →∞. For a measure ν and a measurable
set B with ν(B) > 0 denote by
νB =
1
ν(B)
ν|B.
In particular for ν = µq we shall use the notation µq,B := (µq)B. By (3.4) we have for
n ≥ 1 and i ∈ Λnq that
(3.5) c−1q (σ
nµq)[i] ≤ µq ≤ cq(σnµq)[i]
since for any j ∈ Λ∗,
(σnµq)[i]([j]) =
1
σnµq([i])
(σnµq)|[i]([j])
=
1
µq([i])
∑
k1···kn∈Λnq
µq([k1 · · · knj] ∩ [i])
=
1
µq([i])
µq([ij]).
As before, Πd,k is the set of orthogonal projections from R
d onto its k-dimensional
subspaces, and G = SO(d,R) is the rotation group. We shall need the following Lemma.
Lemma 3.4. For all q ≥ 1, π ∈ Πd,k, O ∈ G, i ∈ ΛNq and n ≥ 1,
HC2
1
ρq(πO · Oi|n(xσni)Φqµq) ≤ log cq + cqH(rρq)n+1(πOΦqµq,[i|n]).
Proof. Recall that
Hr(ν) =
∫
supp(ν)
− log ν(B(x, r)) ν(dx).
Shortly denote by g = πO · Oi|n(xσni)Φq. By (3.5) we have
HC2
1
ρq(gµq)
=
∫
ΛNq
− logµq({j ∈ ΛNq : |g(j)− g(k)| ≤ C21ρq})µq(dk)
≤ log cq + cq
∫
ΛNq
− log(σnµq)[i|n]({j ∈ ΛNq : |g(j)− g(k)| ≤ C21ρq}) (σnµq)[i|n](dk)
= log cq + cq
∫
ΛNq
− log µq,[i|n]({j ∈ ΛNq : |g(σnj)− g(σnk)| ≤ C21ρq})µq,[i|n](dk).(3.6)
We claim that for each j, k ∈ [i|n], if
|πOxj − πOxk| ≤ ri|nρq,
then
|g(σnj)− g(σnk)| ≤ C21ρq.
Since, by (3.2),
ri|nρ
q ≥ (rρq)nρq ≥ (rρq)n+1,
this implies that
{j ∈ ΛNq : |πOxj − πOxk| ≤ (rρq)n+1} ⊂ {j ∈ ΛNq : |g(σnj)− g(σnk)| ≤ C21ρq}.
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Then by (3.6) we may deduce that
HC2
1
ρq(gµq)
≤ log cq + cq
∫
ΛNq
− log µq,[i|n]({j ∈ ΛNq : |πOxj − πOxk| ≤ (rρq)n+1})µq,[i|n](dk)
= log cq + cqH(rρq)n+1(πOΦqµq,[i|n]).
Now we prove our claim. Fix j, k ∈ [i|n]. For r > 0 write Sr(x) = r(x− xσni) + xσni for
x ∈ V . Note that |Sr(xσnj)− Sr(xσnk)| ≤ R · r as well as
|Sr(xσnj)− xσni| ∨ |Sr(xσnk)− xσni| ≤ R · r,
where we recall that R = diam(V ). First, by Lemma 3.2 and the fact that Sr only consists
of scaling and translation, we have
|πOfi|n(Sr(xσnj))− πOfi|n(Sr(xσnk))|
≤ri|n|πO · Oi|n(xσni)(Sr(xσnj)− Sr(xσnk))|+ 2C3R2r2ri|n
=r(ri|n|πO · Oi|n(xσni)(xσnj − xσnk)|+ 2C3R2rri|n)
≤r(C1|πOfi|n(xσnj)− πOfi|n(xσnk)|+ 2(C1 + 1)C3R2rri|n).
This implies that if
|πOxj − πOxk| = |πOfi|n(xσnj)− πOfi|n(xσnk)| ≤ ri|nρq,
then for any ǫ > 0, for all r ∈ (0, ǫρq
2(C1+1)C3R2
),
|πOfi|n(Sr(xσnj))− πOfi|n(Sr(xσnk))| ≤ (C1 + ǫ)rri|nρq.
On the other hand, note that
r(g(σnj)− g(σnk)) = πO · Oi|n(xσni)(Sr(xσnj)− Sr(xσnk)).
Thus, by Lemma 3.2 again, for all r ∈ (0, ǫρq
2(C1+1)C3R2
),
r|g(σnj)− g(σnk)| ≤ C1((C1 + ǫ)rρq + 2C3R2r2),
which implies that
|g(σnj)− g(σnk)| ≤ C1((C1 + ǫ)ρq + 2C3R2r).
This yields that
|g(σnj)− g(σnk)| ≤ C1(C1 + ǫ)ρq
holds for all ǫ > 0, therefore
|g(σnj)− g(σnk)| ≤ C21ρq.

For π ∈ Πd,k, q ∈ N and ν a measure on Rd, define
eq(π, ν) =
1
− logC21 + q log(1/ρ)
HC2
1
ρq(πν).
So eq : Πd,k ×M→ [0, k] is lower semicontinuous. Define
Eq(π) = Eµq×ξ(eq(π,OΦqµq)).
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Proposition 3.5. For all q ≥ 1, for ξ-a.e. O ∈ G and µq-a.e. i ∈ ΛNq ,
lim inf
N→∞
1
N
N∑
n=1
H(rρq)n+1(πOΦqµq,[i|n]) ≥
− logC21 + q log(1/ρ)
cq
· Eq(π)− log cq
cq
,
for all π ∈ Πd,k.
Proof. Since eq is lower semicontinuous, applying Proposition 3.1 under the dynamical
system (ΛNq × G,B ⊗ BG, µq × ξ, σφq), which is ergodic by Lemma 3.3, to a sequence of
continuous functions approximating eq from below and using the monotone convergence
theorem, we have that for ξ-a.e. O and µq-a.e. i,
(3.7) lim
N→∞
inf
1
N
N−1∑
n=0
eq(π,O · Oi|n(xσni)Φqµq) ≥ Eq(π) for all π ∈ Πd,k.
Hence, by Lemma 3.4, for all q ≥ 1, for ξ-a.e. O ∈ G and µq-a.e. i ∈ ΛNq ,
1
− logC21 + q log(1/ρ)
[
log cq + cq lim inf
N→∞
1
N
N∑
n=1
H(rρq)n+1(πOΦqµq,[i|n])
]
≥ Eq(π)(3.8)
for all π ∈ Πd,k, which yields the conclusion. 
Theorem 3.6. We have for all q ≥ 1, for ξ-a.e. O ∈ G,
dimH(πOΦµ) ≥ − logC
2
1 + q log(1/ρ)
cq(q log(1/ρ)− log r)Eq(π)−
logC ′
q log(1/ρ)− log r −
log cq
cq(q log(1/ρ)− log r)
for all π ∈ Πd,k, where C ′ is a constant depending only on C2 ·R, and cq is given in (3.4).
Proof. First we pick a ξ-typical O ∈ G such that the statement of Proposition 3.5 holds.
The mapping f ≡ πOΦq : (ΛNq , dρq)→ R is C2 · R-Lipschitz. By [12, Theorem 5.4], there
exist a ρq-tree (X, dρq) and maps Λ
N
q
h−→ X f ′−→ Rk such that f = f ′h, where h is a tree
morphism and f ′ is C-faithful (see [12, Definition 5.1]) for some constant C depending on
only C2 · R. Then applying [12, Proposition 5.3] to the rρq-tree (X, drρq) (for which f ′ is
r−1C-faithful), there is a C ′ depending only on r−1C such that for all n ≥ 1,
(3.9)
∣∣∣H(rρq)n+1(fµq,[i|n])−H(rρq)n+1(hµq,[i|n])∣∣∣ ≤ C ′.
Then, using Proposition 3.5, for µq-a.e. i,
1
− logC21 + q log(1/ρ)
lim inf
N→∞
1
N
N∑
n=1
H(rρq)n+1(hµq,[i|n])
≥ 1
cq
Eq(π)− logC
′
− logC21 + q log(1/ρ)
− log cq
cq(− logC21 + q log(1/ρ))
for all π ∈ Πd,k. Now, using [12, Theorem 4.4], it follows that
dimH hµq ≥ − logC
2
1 + q log(1/ρ)
cq(q log(1/ρ)− log r)Eq(π)−
logC ′
q log(1/ρ)− log r −
log cq
cq(q log(1/ρ)− log r)
for all π ∈ Πd,k. Since f ′ is C-faithful and f ′hµq = fµq = πΦqµq = πΦµ, the conclusion
follows from [12, Proposition 5.2]. 
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3.2. Projection theorems. With the approach used in Subsection 3.1, we avoid the
need for any separation condition in our projection results. For π ∈ Πd,k we have
Eq(π) =Eµq×ξ(eq(π,OΦqµq))
=
∫
G
1
− logC21 + q log(1/ρ)
HC2
1
ρq(πOΦqµq) ξ(dO)
=
∫
G
1
− logC21 + q log(1/ρ)
HC2
1
ρq(πOΦµ) ξ(dO),(3.10)
where we have used the fact that Φqµq = Φµ for all q ≥ 1.
Theorem 3.7. The limit
E(π) := lim
q→∞
Eq(π)
exists for every π ∈ Πd,k. Moreover:
(i) For a fixed π ∈ Πd,k, for ξ-a.e. O,
dime πOΦµ = dimH πOΦµ = E(π).
(ii) For ξ-a.e. O,
dimH πOΦµ ≥ E(π) for all π ∈ Πd,k.
Proof. For all integers q ≥ 1, by Theorem 3.6 we have that for ξ-a.e. O ∈ G,
dimH(πOΦµ) ≥ − logC
2
1 + q log(1/ρ)
cq(q log(1/ρ)− log r)Eq(π)−
logC ′
q log(1/ρ)− log r −
log cq
cq(q log(1/ρ)− log r)
for all π ∈ Πd,k. As integers {q ≥ 1} are countable, we may take a ξ-full set such that the
above statement is true for all q ≥ 1. Since C1, C ′ and r do not depend on q and cq → 1
as q →∞, we obtain for ξ-a.e. O ∈ G,
(3.11) dimH(πΦOµ) ≥ lim sup
q→∞
Eq(π)
for all π ∈ Πd,k. On the other hand, we also know that dime(ν) ≥ dimH(ν) for any Borel
probability measure ν. Thus, applying Fatou’s lemma to (3.10), we have
lim sup
q→∞
Eq(π) ≤ Eξ(dimH(πOΦµ))
≤ Eξ(dime(πOΦµ))
≤ lim inf
q→∞
Eq(π).
This shows that limq→∞Eq(π) exists for all π ∈ Πd,k, and (i) and (ii) follow directly. 
Write β = min{k, dimH Φµ}.
Corollary 3.8. (i) E(π) = β for all π ∈ Πd,k; (ii) dimH(πΦµ) = β for all π ∈ Πd,k.
Proof. (i) For a fixed π ∈ Πd,k, since Φµ is exact-dimensional (see [9]), using Theorem
3.7 (i) and applying the Marstrand’s projection theorem for measures (see [13]), for ξ-a.e.
O ∈ SO(d,R),
E(π) = dimH πOΦµ = min{k, dimH Φµ} = β.
This implies that E(π) = β for all π ∈ Πd,k.
(ii) By (i) and Theorem 3.7(ii), we have for ξ-a.e. O ∈ SO(d,R),
dimH πOΦµ ≥ β for all π ∈ Πd,k.
Then we get the conclusion from the fact that β ≥ dimH πOΦµ for any π ∈ Πd,k and
O ∈ SO(d,R). 
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For C1-images, we need the following Proposition:
Proposition 3.9. Let π ∈ Πd,k. For all C1-maps h : K 7→ Rk such that supx∈K ‖Dxh −
π‖ < cρq, we have that for all q ≥ 1, for ξ-almost every O,
dimHhOΦµ ≥
− logC21 + q log(1/ρ)
cq(q log(1/ρ)− log r)Eq(π)−
logC ′
q log(1/ρ)− log r −
log cq
cq(q log(1/ρ)− log r) −O(1/q),
where the constant O(1/q) only depends on ρ, c and k.
Proof. The proof is similar to that of [12, Proposition 8.4] together with Proposition 3.5
and Theorem 3.6. 
Corollary 3.8 and Proposition 3.9 imply the following.
Corollary 3.10. For all C1-maps h : K → Rk without singular points,
dimH hΦµ = min{k, dimH Φµ}.
Proof. Since h is a C1-map, dimH hOΦµ ≤ min{k, dimH Φµ}. The lower bound follows
from Proposition 3.9 applied to the restricted measures µ|[i|n] for i ∈ ΛN and n ≥ 1
sufficiently large. 
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