Particle Metropolis-Hastings enables Bayesian parameter inference in general nonlinear state space models (SSMs). However, in many implementations a random walk proposal is used and this can result in poor mixing if not tuned correctly using tedious pilot runs. Therefore, we consider a new proposal inspired by quasi-Newton algorithms that achieves better mixing with less tuning. Compared to other Hessian based proposals, it only requires estimates of the gradient of the log-posterior. A possible application of this new proposal is parameter inference in the challenging class of SSMs with intractable likelihoods. We exemplify this application and the benefits of the new proposal by modelling log-returns of future contracts on coffee by a stochastic volatility model with symmetric α-stable observations.
Introduction
We are interested in Bayesian parameter inference in the nonlinear state space model (SSM) with an intractable likelihood. A SSM with latent states x 0:T = {x t } T t=0 and observations y 1:T is given by x t+1 |x t ∼ f θ (x t+1 |x t ), y t |x t ∼ g θ (y t |x t ),
with x 0 ∼ µ θ (x 0 ) and where θ ∈ Θ ⊆ R p denotes the static unknown parameters. Here, we assume that it is possible to simulate from the distributions µ θ (x 0 ), f θ (x t+1 |x t ) and g θ (y t |x t ), even if the respective densities are unavailable.
The main object of interest in Bayesian parameter inference is the parameter posterior distribution, π(θ) = p(θ|y 1:T ) ∝ p θ (y 1:T )p(θ),
which is often intractable and cannot be computed in closed form. The problem lies in that the likelihood p θ (y 1:T ) = p(y 1:T |θ) cannot be exactly computed. However, it can be estimated by computational statistical methods such as sequential Monte Carlo (SMC; Doucet and Johansen [2011] ). The problem is further complicated when g θ (y t |x t ) cannot be evaluated point-wise, which prohibits direct application of SMC. This could be the result of that the density does not exist or that it is computationally prohibitive to evaluate. In both cases, we say that the likelihood of the SSM (1) is intractable. Recent efforts to develop methods for inference in models with intractable likelihoods have focused on approximate Bayesian computations (ABC; Marin et al. [2012] ). The main idea in ABC is that data simulated from the model (using the correct parameters) should be similar to the observed data. In some cases, this idea can be used together with existing inference algorithms, see .
An example of this is the ABC version of the particle Metropolis-Hastings (PMH) algorithm [Jasra, 2014 , Bornn et al., 2014 , Andrieu et al., 2010 . In this algorithm, the intractable likelihood is replaced with an estimate obtained by the SMC-ABC algorithm . However, the random walk proposal often used in PMH-ABC can lead to problems with poor mixing if not tuned correctly by tedious pilot runs.
The main contribution in this paper is to adapt a limited-memory BFGS algorithm ( e.g. Nocedal and Wright [2006] ) as a proposal for the PMH(-ABC) algorithm. This contribution is based on earlier work by Dahlin et al. [2015] and Zhang and Sutton [2011] . In the former, we demonstrated how to incorporate gradients and Hessians into the PMH proposal. The advantage of the new BFGS-like proposal is that it can improve mixing, does not require any tedious pilot runs and only makes use of gradient estimates to approximate the local Hessian. This circumvents problems with accuracy and computationally intractability of the Hessian encountered in some SSMs.
We demonstrate the benefits of the new proposal in two different SSMs. The first model is a linear Gaussian state space (LGSS) model and is used to compare the performance of our proposal to its optimal implementation. In the second model, we make use of a stochastic volatility model with α-stable observations [Nolan, 2003] to model log-returns of future contracts on coffee. For this model, the likelihood is intractable and the Hessian is computationally prohibitive to estimate directly. Similar models are considered by e.g. Dahlin et al. [2014] , Jasra [2014] , Yıldırım et al. [2014] and Ehrlich et al. [2012] .
Particle Metropolis-Hastings
A popular approach to estimate the parameter posterior (2) is to make use of statistical simulation methods. PMH [Andrieu et al., 2010 ] is one such sampling method and it operates by constructing a Markov chain, which has the sought posterior as its stationary distribution. As a result, we obtain samples from the posterior by simulating this Markov chain to convergence.
The Markov chain targeting the parameter posterior π(θ) = p(θ|y 1:T ) is constructed by an iterative procedure with three steps. During iteration m, we propose a candidate parameter θ ∼ q(θ |θ m−1 , u m−1 ) and auxiliary variables u ∼ m θ as detailed in the following, using proposals q and m θ . The candidate θ and u is then accepted, i.e. {θ m , u m } ← {θ , u } with acceptance probability
otherwise the parameter is rejected and we set {θ m , u m } ← {θ m−1 , u m−1 }. Here, π(θ|u) = p θ (y 1:T |u)p(θ) denotes an unbiased estimate of π(θ) constructed using u. In this paper, we assume that the likelihood is intractable and that the prior can be evaluated exactly. The PMH algorithm can be viewed as a Metropolis-Hastings algorithm in which the intractable likelihood is replaced with an unbiased noisy estimate. It is possible to show that this so-called exact approximation results in a valid algorithm as discussed in Andrieu and Roberts [2009] . Specifically, the Markov chain generated by the PMH algorithm converges to the desired stationary distribution despite the fact that we are using an approximation of the likelihood. It is also possible to show that u can be included into the proposal q, which is necessary for including gradients when proposing θ as discussed by Dahlin et al. [2015] .
In Section 4, we show how to construct the proposal m θ by running an SMC algorithm and in this case the auxiliary variables u are the particle systems generated by the SMC algorithm. We obtain PMH-ABC as presented in Algorithm 1, when the SMC-ABC algorithm is used in Step 4. This is a complete procedure for generating correlated samples {θ 1 , . . . , θ M } from the posterior. By the ergodic theorem, we can estimate any posterior expectation of a wellbehaved test function ϕ : Θ → R (e.g. the posterior mean or median) by
Algorithm 1 Particle Metropolis-Hastings (PMH)
Inputs: M > 0 (no. MCMC steps), θ 0 (initial parameters), q, m θ (proposals) and p θ (y 1:T |u) (est. of likelihood). Output: {θ 1 , . . . , θ M } (samples from the posterior).
1: Generate u 0 |θ 0 and compute p θ0 (y 1:T |u 0 ).
Sample θ ∼ q(θ |θ m−1 , u m−1 ).
4:
Sample u ∼ m θ using Algorithm 2.
5:
Compute p θ (y 1:T |u ).
6:
Sample ω m uniformly over [0, 1] .
else 10:
end if 12: end for which is a strongly consistent estimator if the Markov chain is ergodic [Meyn and Tweedie, 2009] . Under geometric mixing conditions, the error of the estimate obeys the central limit theorem given by
where σ 2 ϕ denotes the variance of the estimator. The variance is proportional to the inefficiency factor (IF), which describes the mixing of the Markov chain. The IF measure is used to compare different proposals in Section 5.
Proposal for parameters
To complete Algorithm 1, we need to specify a proposal q from which we sample θ . The choice of proposal is important as it is one of the factors that influences the mixing of resulting Markov chain. A general form of a Gaussian proposal discussed in Dahlin et al. [2015] is
where different choices of the mean function µ(θ , u ) and covariance function Σ(θ , u ) results in different versions of PMH as presented in Table 1 .
Zeroth and first order proposals (PMH0/1)
PMH0 is referred to as a zero order (or marginal) proposal as it only makes use of the last accepted parameter to propose the new parameter. Essentially, this proposal is a Gaussian random walk scaled by a positive semi-definite (PSD) preconditioning matrix P. The performance of PMH0 is highly dependent on P, which is tedious and difficult to estimate as it ideally should be selected as the unknown posterior covariance, see Sherlock et al. [2015] . PMH1 is referred to as a first order proposal as an estimate of the gradient G(θ ) = ∇ log π(θ)| θ=θ denoted G(θ |u ) is incorporated into the proposal. The PMH1 proposal is similar to a noisy gradient ascent update in optimisation and this intuitively means that the proposal has a mode-seeking behaviour. This can be beneficial in both the initial phase and to increasing mixing by keeping the Markov chain in areas with high posterior probability. Again, we scale the step size and the gradient with P.
Second order proposal (PMH2)
An alternative is to replace P with an estimate of the negative inverse Hessian H(θ ) = −∇ 2 log π(θ)| θ=θ denoted H(θ |u ), which results in the second order PMH2 proposal discussed by Dahlin et al. [2015] . PMH2 can be interpreted as a noisy Newton update in optimisation. However, it relies on accurate estimates of the Hessian, which can be difficult to obtain for (1). For example in the ABC approximation of the α-stable model in (8), where the second order derivatives of the log-posterior are computationally prohibitive to evaluate.
The new quasi-PMH2 (qPMH2) proposal circumvents this problem by constructing a local approximation of the Hessian based on a quasi-Newton update, which only makes use of gradient information. The update is inspired by the limited-memory BFGS algorithm [Nocedal, 1980, Nocedal and Wright, 2006] given by
where ρ −1 k = s k g k and we set θ k+1 = θ , i.e. the currently proposed parameter in the sampler. The update is carried out over the n mem previous accepted parameters in the Markov chain. The Hessian is initialised as λ init I p , where λ init is a scalar determined by the user. Note that the qPMH2 proposal can be used in both standard PMH and PMH-ABC as demonstrated in Section 5.
A crucial property of the qPMH2 proposal is that it must have a finite memory to result in a valid algorithm. This requirement is discussed by Zhang and Sutton [2011] and is essential for the PMH algorithm to generate samples from the correct posterior. Also, this can be understood intuitively as we like the proposal to keep only a local approximation of the Hessian. These two requirements are automatically fulfilled by restricting this approximation to depend only on the last n mem accepted parameters.
In some situations, the resulting approximate Hessian is not PSD, which could be corrected using standard regularisation [Nocedal and Wright, 2006] , by removing specific contributions to the Hessian approximation [Zhang and Sutton, 2011] or by a hybrid method [Dahlin et al., 2015] . In this paper, we make use of the regularisation approach, where we add −2I p λ min to the approximation of the Hessian, where λ min denotes its largest negative eigenvalue.
Proposal for auxiliary variables
To implement the qPMH2 proposal, we require estimates of the likelihood and the gradient of the log-posterior. This is done by running the SMC-ABC algorithm which, as previously discussed, corresponds to simulating the auxiliary variables u. In this section, we show how to estimate the likelihood and its gradients using the fixed-lag (FL) smoother of Kitagawa and Sato [2001] .
SMC-ABC algorithm
The SMC-ABC algorithm proposed by relies on a reformulation of the nonlinear SSM (1), also discussed by Yıldırım et al. [2014] . We start by perturbing the observations y t to obtain y 1:T by y t = y t + ω t , ω t ∼ ψ, for t = 1, . . . , T,
where ψ denotes a density, e.g. Gaussian or uniform, and denotes the tolerance level. This approach is known as noisy smooth ABC and give consistent estimates of the parameters in the perturbed model, see . Furthermore, we assume that there exists some random variables v t ∼ ν θ (v t |x t ) such that we can generate a sample from g θ (y t |x t ) by the transformation y t = τ θ (v t , x t ). An example is the Box-Muller transformation to obtain a Gaussian random variable from two uniform random variables, see Appendix A. In this formulation, we introduce z t = (x t , v t ) as the new state variable with the dynamics
and the likelihood is modelled by
which follows from the perturbation in (7).
Algorithm 2 Sequential Monte Carlo with approximate Bayesian computations (SMC-ABC)
Inputs: y 1:T (perturbed data), the SSM (8), N > 0 (no. particles), > 0 (tolerance level), 0 < ∆ ≤ T (lag). Outputs: p θ (y 1:T |u), G(θ|u) (est. of likelihood and gradient). Note: all operations are carried out over i, j = 1, . . . , N .
Resample the particles by sampling a new ancestor index a (i) t from a multinomial distribution with P a
4:
Propagate the particles by sampling z 
5:
Calculate the particle weights by w
which by normalisation (over i) gives w (i) t . 6: end for 7: Estimate p θ (y 1:T |u) by (9) and G(θ|u) by (10).
This reformulation is done in a manner so that we do not require any evaluations of the intractable density g θ (y t |x t ). Instead, we only need to be able to simulate from this distribution in the SMC algorithm. However, the accuracy of this approximation is determined by , where we recover the original formulation in the limit when → 0. For practical reason, we determine by balancing the requirements of accuracy and computational cost. We return to study the impact of in Section 5.1. The complete SMC-ABC algorithm is presented in Algorithm 2.
Estimation of the likelihood
From Section 2, we require an unbiased estimate of the likelihood to compute the acceptance probability (3). This can be achieved by using u generated by the SMC-ABC algorithm. In this case, the auxiliary variables u {{z
are the, so called, particle system composed of all the particles and their trajectories generated by the algorithm. The latter is the index of the parent particle generated in Step 3 of the algorithm. The resulting likelihood estimator is given by
where the unnormalised particle weights w (i) t are deterministic functions of u. It is known that for the standard SMC algorithm, this estimator is unbiased and consistent. This property carries over to the noisy ABC for the perturbed model (7), but the asymptotic variance is higher than for the original model and the difference depends on the tolerance level . See for details.
Estimation of the gradient of the log-posterior
Furthermore, we require estimates of the gradient of the log-posterior given u to implement the proposals introduced in Table 1 . In Dahlin et al. [2015] , this is accomplished by using an FL particle smoother together with the Fisher identity. However, these quantities requires closed-form computations of the gradient of log g θ (y t |x t ) with respect to θ. As discussed by Yıldırım et al. [2014] , we can circumvent this problem by the reformulation of the SSM in (8) if the gradient of τ θ (z t ) can be evaluated. This results in the following gradient estimate
κt,t denotes the ancestor at time t of particle z
κt and the trajectory is formed byz
The estimator in (10) relies on the assumption that the SSM is mixing quickly, which means that past states have a diminishing influence on future states and observations. More specifically, we assume that the approximation p θ (x t |y 1:T ) ≈ p θ (x t |y 1:κt ) is valid, with κ t = min{t+∆, T } and where 0 ≤ ∆ ≤ T denotes some lag. Note that this estimator is biased, but this is compensated for by the accept-reject step in Algorithm 1 and does not effect the stationary distribution of the Markov chain. See Dahlin et al. [2015] for details.
Numerical illustrations
We evaluate the qPMH2 proposal using two illustrations with synthetic and realworld data. In the first model, we can evaluate g θ (y t |x t ) and this illustration serves as a comparison between standard PMH and PMH-ABC. In the second model, the likelihood is intractable and therefore only PMH-ABC can be used. The implementation details are summarised in Appendix A.
In both illustrations, we compare the mixing of the Markov chain using the estimated IF given by
where ρ k (θ 1:M ) denotes the empirical autocorrelation at lag k of θ 1:M (after the burn-in has been discarded). A small value of IF indicates that we obtain many uncorrelated samples from the target distribution, implying that the chain is mixing well. Here, K is determined as the first index for which | ρ K (θ 1:M )| < 2/ √ M , i.e. when ρ K (θ 1:M ) is statistically insignificant.
Linear Gaussian SSM
Consider the following LGSS model
with θ = {µ, φ, σ v } and µ ∈ R, φ ∈ (−1, 1) and σ v ∈ R + . We simulate a realisation with T = 250 observations from the model using the parameters {0.2, 0.8, 1.0}. We begin by investigating the accuracy of Algorithm 2 for estimating the log-likelihood and the gradients of the log-posterior with respect to θ. The error of these estimates are computed by comparing with the true values obtain by a Kalman smoother.
In Figure 1 , we present the log-L 1 error of the log-likelihood and the gradients for different values of . The dotted lines indicate the error obtained from the SMC algorithm. The error in the gradient with respect to φ is not presented here, but is similar to the gradients for µ. We see that the error in both the log-likelihood and the gradient are minimized when ≈ 0.10. When grows beyond this point, we see an increasing bias in the estimates resulting from a deteriorating approximation in (7). Hence, the resulting posterior estimate suffers from the same bias leading to poor parameter estimates.
We now make use of the proposed method for estimating the parameters in (12). In this model, the performance of standard algorithm can be seen as optimal and serves as a efficiency comparison with PMH-ABC.
In Table 2 , we present the minimum and maximum IFs as the median and interquartile range (IQR) computed using 10 Monte Carlo runs over the same Alg.
Acc data set. We note the good performance of the qPMH2 proposal, which has the smallest IF values for both PMH and PMH-ABC. Note that the PMH0/1 are tuned using many tedious pilot runs, which are not required by qPMH2.
Finally, we see that PMH-ABC performs as well as standard PMH, which is probably due to that N is quite large compared with T , the quite low model complexity and that the kernel function ψ matches exactly g θ (y t |x t ).
Modelling the volatility in coffee futures
Consider the problem of modelling the volatility of the log-returns of future contracts on coffee using the T = 399 observations in Figure 2 . A prominent feature in financial time series is the presence of jumps (present around t = 190 in the data). We model this using a stochastic volatility model with symmetric α-stable returns (αSV) given by
with θ = {µ, φ, σ v , α}. Here, A(α, η) denotes a symmetric α-stable distribution with stability parameter α ∈ (0, 2) and scale parameter η ∈ R + . As previously discussed, we cannot evaluate g θ (y t |x t ) for this model, but it is straightforward to simulate from the distribution using the approach discussed in Appendix A. The resulting IFs are presented in Table 3 , which are similar to the LGSS model, i.e. the qPMH2 proposal performs well. Finally, we present the posterior estimates obtained by using qPMH2 in Figure 3 . The resulting posterior mean is θ = {0.250, 0.925, 0.232, 1.607}, which indicates a slowly varying latent process with heavy-tailed observations (α = 2 corresponds to the Gaussian distribution). In Figure 2 , we present the smoothed estimate of the log-volatility obtained by the FL smoother. We have demonstrated that the new quasi-Newton proposal enjoys an improved mixing for both the standard and ABC versions of PMH. A second advantage is that the qPMH2 proposal does not require extensive tuning of the step sizes in the proposal to achieve good mixing, which can be a problem for the PMH0/1 proposals in applications. The user only needs to provide an initial Hessian and memory length, which in our experience are simpler to tune. Finally, the qPMH2 proposal does not require evaluations of the second derivatives of the densities in (1) or the transformation τ in (7), which can be intractable or computationally prohibitive to evaluate. In future work, it would be interesting to implement a similar proposal in a particle Hamiltonian Monte Carlo algorithm in the spirit of Zhang and Sutton [2011] . It is also important to increase the efficiency of the SMC-ABC algorithm to be able to make use of less particles to obtain good estimates of likelihoods and gradients.
