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Menselijke machines; het 
lijkt een onmogelijkheid. Wij 
mensen zijn bewuste levende 
wezens die kunnen denken, 
dromen en liefhebben. 
Machines daarentegen komen 
over als domme levenloze 
apparaten die slechts de 
instructies uitvoeren die wij 
hen hebben opgedragen. Zal 
het ooit mogelijk worden om 
machines te bouwen die daadwerkelijk intelligent 
gedrag vertonen en zich bewust zijn van hun eigen 
bestaan? Doorbraken in de artificiële intelligentie 
(AI) lijken ons steeds dichter bij een positief ant-
woord op deze vraag te brengen. Maar hoe ver zijn 
we nu eigenlijk? En hoe kunnen we deze door-
braken gebruiken om de werking van ons eigen 
brein beter te leren begrijpen? Tijdens deze voor-
dracht zal Marcel van Gerven deze vragen
onderzoeken.
Van Gerven onderzoekt de neurale mechanis-
men van cognitie. Hij bestudeert hoe het brein 
werkt in zijn natuurlijke omgeving en gebruikt 
neurale netwerken om menselijke hersenfuncties 
te modelleren. In toepassingsgericht werk ontwik-
kelt hij nieuwe machine learning technieken 
om intelligente machines te ontwikkelen die 
mensen kunnen evenaren op verscheidene taken. 
Cognitiewetenschapper Marcel van Gerven was 
verbonden aan het Max Planck Instituut voor 
Psycholinguïstiek en het Institute of Ophthalmol-
ogy, UCL, Londen. Na zijn promotie in de medische 
informatica heeft hij gewerkt aan brain-computer 
interfaces en machine learning voor neurale data-
analyse. Van Gerven is principal investigator aan 
het Donders Instituut en hoofd van de vakgroep 
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Mijnheer de rector magnificus,
geachte leden van het college van bestuur,
zeer gewaardeerde toehoorders
De titel van mijn voordracht klinkt u misschien wat vreemd in de oren. Menselijke Ma-
chines. Het lijkt een contradictio in terminis. Wij mensen zijn bewuste, levende we-
zens die kunnen denken, dromen en liefhebben. Machines daarentegen komen over als 
domme levenloze apparaten, die enkel de instructies uitvoeren die wij hen hebben op-
gedragen. Maar is het niet redelijk om de mens als een bijzonder complexe biologische 
machine te zien? Een machine wiens meningen, verlangens en intenties volledig be-
paald worden door de hersenen in samenspel met het lichaam en zijn omgeving? En als 
we het idee van de mens als machine accepteren, is het dan mogelijk om machines te 
bouwen die de mens evenaren, of misschien zelfs ooit voorbijstreven? Tijdens deze 
voordracht vertel ik u wat de huidige stand van zaken is. Vervolgens zullen we bekijken 
wat ervoor nodig is om menselijkere machines te ontwikkelen, wat deze machines ons 
kunnen vertellen over onszelf en hoe we deze machines zouden moeten inzetten in 
onze samenleving. Laten we echter om te beginnen proberen om inzicht te krijgen in 
het menselijk denken.
natuurlijke intelligentie
De mens is voortdurend in interactie met zijn omgeving. We ontvangen via onze zintui-
gen een continue stroom van prikkels die ons informatie geven over de wereld om ons 
heen. Onze waarneming stelt ons dus in staat om onze omgeving te interpreteren. Te-
gelijkertijd produceren we doorlopend een veelheid aan acties die controle uitoefenen 
op de buitenwereld. Ons gedrag stelt ons dus in staat om onze omgeving te beïnvloe-
den1. De koppeling tussen waarneming en gedrag wordt tot stand gebracht door onze 
hersenen. Hierdoor ontstaat een gesloten circuit, dat al in de zeventiende eeuw beschre-
ven is door de Franse filosoof en wiskundige René Descartes2 (figuur 1).
Figuur 1: De perceptie-actie cyclus volgens Descartes.
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Het zijn dus de hersenen die verantwoordelijk zijn voor de denkprocessen die ons 
handelen bepalen. Laten we eens wat dieper ingaan op hoe complex de menselijke her-
senen eigenlijk zijn. Onze hersenen bestaan uit zo’n 86 miljard hersencellen3, ook wel 
neuronen genaamd (figuur 2). Deze neuronen communiceren met elkaar door middel 
van het versturen van boodschappen, ook wel actiepotentialen genoemd. Op het mo-
ment dat een actiepotentiaal op de plaats van bestemming aankomt, ook wel een sy-
naps genoemd, wordt hij vertaald in een chemisch signaal dat opgepikt kan worden 
door het ontvangende neuron. Het gehele brein bevat zo’n 100 biljoen van deze synap-
sen. Veranderingen in deze synaptische verbindingen stellen het brein in staat om te 
leren. Hierdoor kunnen we adaptief reageren op de complexe en onzekere fysische, bio-
logische en culturele processen in de wereld om ons heen. Dit is wat ik versta onder 
natuurlijke intelligentie. Het brein kan dus gezien worden als een orgaan dat ons bevrijdt 
van puur reflexmatig gedrag.
Maar hoe kunnen we inzicht krijgen in de aard van ons denken? Het antwoord 
hierop hangt af van aan wie men de vraag stelt. De behavioristen uit het begin van de 
vorige eeuw stelden dat het antwoord op deze vraag buiten ons bereik ligt, aangezien we 
geen objectieve toegang hebben tot onze eigen denkprocessen. Dit perspectief veran-
derde echter in de loop van de twintigste eeuw dankzij de opkomst van de cognitiewe-
tenschap, waarin het onderzoek naar het denken, ofwel cognitie, juist centraal staat. 
Deze cognitieve revolutie werd gevoed door doorbraken binnen zowel de cognitieve psy-
chologie als de artificiële intelligentie.
Figuur 2: Neuronen en synapsen.
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cognitieve psychologie
Een grensverleggende ontwikkeling binnen de cognitieve psychologie was het meetbaar 
maken van mentale processen. Dé pionier op dit gebied was Franciscus Cornelis 
Donders, die exact tweehonderd  jaar geleden werd geboren en naamgever is van het 
Donders Instituut. Met behulp van een noëmatachograaf vergeleek Donders de reactie-
tijden van proefpersonen onder verschillende experimentele condities (figuur 3).  Hier-
door was  hij in staat om vast te stellen hoeveel tijd een specifiek denkproces kost4. Deze 
aanpak, die bekend staat als de subtractiemethode, geeft dus op basis van extern obser-
veerbaar gedrag (reactietijden) toegang tot interne mentale toestanden die anders voor 
ons verborgen zouden blijven.
Het werk van Donders is van grote invloed geweest op de cognitieve neuroweten-
schap. Dit vakgebied onderzoekt hoe we het menselijk denken kunnen relateren aan 
specifieke hersenprocessen. Waar men eerder aangewezen was op het begrijpen van 
hersenfuncties via onderzoek naar patiënten met een hersentrauma, hebben onderzoe-
kers tegenwoordig de beschikking over technieken als magnetic resonance imaging, ofwel 
MRI, om hersenactiviteit in kaart te brengen. Ook hier wordt veelvuldig gebruik ge-
maakt van Donders’ subtractiemethode om te achterhalen welke hersengebieden actief 
worden bij het uitvoeren van een taak. De kleurrijke MRI-scans die u vaak in de media 
ziet, zijn het resultaat van deze analyse. Hieronder ziet u een voorbeeld uit ons eigen 
werk6. We tonen hier welke hersengebieden actief worden wanneer we een object waar-
nemen versus wanneer we ons datzelfde object inbeelden. Een interessante observatie is 
dat overlappende hersengebieden actief worden. Dit suggereert dat dezelfde hersenpro-
cessen een rol spelen bij zowel waarneming als inbeelding.
Figuur 3: Donders en zijn noëmatachograaf5.
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artificiële intelligentie
Ook de ontwikkeling van de artificiële intelligentie, ofwel AI, heeft grote invloed gehad 
op het denken over ons denken. Het idee van een intelligente machine gaat terug tot de 
Griekse oudheid en is intensief bestudeerd tijdens de Verlichting7. Het daadwerkelijk 
bouwen van intelligente machines moest wachten op de komst van de computer. De 
Britse wiskundige Alan Turing formaliseerde in de jaren dertig van de vorige eeuw de 
notie van berekenbaarheid8. Hij toonde aan dat een hypothetische universele machine 
alle problemen kan oplossen die mechanisch berekenbaar zijn. Het recept voor de op-
lossing komt in de vorm van een algoritme; een reeks instructies die uit te voeren zijn 
door een computer. Turings werk vormt de inspiratie voor de Von Neumann-architec-
tuur, die ten grondslag ligt aan de moderne digitale computer9 (figuur 5).
waarneming inbeelding
Figuur 4: De relatie tussen waarneming en inbeelding.
Figuur 5: Alan Turing en de Von Neumann-architectuur10.
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De cognitiewetenschap gaat ervan uit dat ook onze eigen mentale toestanden me-
chanisch berekenbaar zijn en fysisch gerealiseerd worden door ons brein. Onze geest 
ligt dus besloten in de voortdurend veranderende patronen van hersenactiviteit die be-
trokken zijn bij neurale informatieverwerking. Dit alles heeft een cruciale implicatie: 
Intelligentie kan in principe worden nagebootst met een computer. Deze stelling is niet al-
leen fundamenteel voor de AI, maar ook essentieel voor de cognitiewetenschap11. Het 
bouwen van menselijke machines is namelijk noodzakelijk om onze theorieën over na-
tuurlijke intelligentie te kunnen toetsen12. Om met de woorden van Richard Feynman 
te spreken: What I cannot create, I do not understand.
de formalisering van r ationaliteit
Om deze machines te kunnen bouwen, is het van belang om helder te krijgen wat we 
eigenlijk bedoelen met intelligentie. Er zijn hier drie ingrediënten van belang (figuur 6). 
Ten eerste dient een intelligent wezen in staat te zijn tot actie, aangezien hiermee gedrag 
tot stand gebracht kan worden13. Ten tweede dienen we uit te kunnen drukken hoe 
wenselijk de situatie is die ontstaat als we een actie hebben uitgevoerd. Deze wenselijk-
heid wordt ook wel utiliteit genoemd. Om intelligentie te begrijpen, moeten we dus 
weten welke doelen een intelligent wezen nastreeft14. Ten derde moeten we bij het ne-
men van een beslissing altijd onze onzekerheid over de toestand van de wereld meene-
men. Deze onzekerheid komt voort uit de ambiguïteit van onze waarneming, onze be-
perkte kennis, en de onvoorspelbare gevolgen van ons handelen15. We kunnen nu het 
volgende stellen: Een wezen gedraagt zich intelligent als het dié actie selecteert die de ver-
wachte utiliteit maximaliseert16.
Een belangrijk gevolg van deze stelling is dat we moeten kunnen redeneren onder 
onzekerheid. Dit is echter niet eenvoudig. Het vereist namelijk dat we alle mogelijke 
toestanden van de wereld in acht nemen. Iedere toestand heeft immers een (wellicht 
minieme) kans om de werkelijke toestand van de wereld te zijn. Om deze kansen uit te 
rekenen, kunnen we gebruik maken van een wiskundige formule die geïntroduceerd is 
door de 18e-eeuwse predikant Thomas Bayes17. De regel van Bayes beschrijft hoe onze 
onzekere kennis van de wereld, vastgelegd in termen van een kansmodel, aangepast 
Figuur 6: Actie, utiliteit en onzekerheid als ingrediënten van intelligentie.
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moet worden op basis van onze waarneming18. Exact redeneren onder onzekerheid kost 
echter onredelijk veel rekenkracht. Er is dan ook door ons en anderen veel aandacht 
besteed aan de ontwikkeling van methoden die exact redeneren optimaal benaderen19. 
De Bayesiaanse statistiek is van groot belang geweest voor de ontwikkeling van intelli-
gente systemen. Zo heb ik in mijn eigen onderzoek modellen ontwikkeld binnen de 
oncologie om de effecten van chemotherapie op de kwaliteit van leven te voorspellen20. 
Het Bayesiaanse paradigma speelt echter ook een cruciale rol in de formulering van 
moderne theorieën over natuurlijke intelligentie. De zogenaamde Bayesiaanse breinhy-
pothese stelt dat ons brein zich gedraagt alsof het exact redeneren benadert21. Ze gaat 
ervan uit dat het brein een intern model van de realiteit opbouwt op basis van onze 
waarneming en ons handelen. Onder deze interpretatie leven we als het ware in een 
gecontroleerde hallucinatie, waarin onze verwachtingen voortdurend worden bijgestuurd 
door onze sensaties en worden getoetst door onze acties22. Dat onze waarneming sterk 
gekleurd wordt door onze verwachting blijkt bijvoorbeeld uit de holle masker illusie23. 
We kunnen de binnenkant van het masker niet als hol zien door de dominante invloed 
van onze voorkennis.
Samenvattend biedt het Bayesiaanse gedachtengoed een elegant normatief kader 
waarmee we zowel menselijk als kunstmatig redeneren kunnen beschrijven. Het vertelt 
ons echter niet hoe een wezen leert om zich binnen dit kader te gedragen.
connectionisme
De Bayesiaanse aanpak geeft een abstracte top-down beschrijving van intelligentie. Een 
andere manier om intelligentie te bestuderen is door ons juist te richten op de elemen-
taire bouwstenen van informatieverwerking in ons brein en de neurale mechanismen 
die daar plaatsvinden na te bootsen. Deze biologisch geïnspireerde aanpak gaat terug 
naar de begindagen van de digitale computer en leidde tot de opkomst van neurale net-
werken als modellen van neurale informatieverwerking24. Een neuraal netwerk bestaat 
uit een groot aantal kunstmatige neuronen die met elkaar verbonden zijn middels 
kunstmatige synapsen (figuur 7). Door het netwerk te verbinden met zijn omgeving 
kan het acties uitvoeren op basis van binnenkomende prikkels. Door feedback te intro-
duceren krijgt het neurale netwerk de mogelijkheid om te reflecteren op het verleden en 
te speculeren over de toekomst.
Bij het bouwen van een neuraal netwerk kunnen we ons tot doel stellen om biolo-
gisch zo realistisch mogelijke modellen te maken25. Deze aanpak staat aan de basis van 
de computationele neurowetenschap. Stel nu dat we de toestand van uw eigen brein 
zeer precies zouden kunnen meten. We zouden dan met behulp van zeer gedetailleerde 
neuronmodellen in theorie een synthetisch brein kunnen bouwen wiens gedachten 
niet te onderscheiden zijn van uw eigen gedachten. Met andere woorden, we zouden 
een directe kopie van uw geest kunnen creëren. Naast de ethische bezwaren die opge-
worpen kunnen worden, is het op deze wijze nabootsen van de hersenen praktisch ge-
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zien een onmogelijke opgave. Het vereist ten eerste dat onze wiskundige vergelijkingen 
compleet zijn. Dit is bij lange na niet het geval. Ten tweede vereist het dat we het brein 
perfect in kaart kunnen brengen. Ondanks grote doorbraken in de neurotechnologie 
zijn we hier nog ver van verwijderd. Ten derde veronderstelt het dat onze computers 
genoeg capaciteit hebben om een realistische simulatie van het brein te kunnen draai-
en. Ondanks steeds krachtigere hardware is ook dit nog verre van haalbaar. Dat het niet 
triviaal is om een brein te simuleren, blijkt ook uit het OpenWorm project (http://
openworm.org). Het doel van dit project is om het gedrag van de worm C. Elegans na te 
bootsen in een computer. Dit blijkt echter verre van triviaal te zijn. Ter overpeinzing: 
het zenuwstelsel van deze worm bestaat uit slechts 302 neuronen.
Een andere werkwijze, die gebruikt wordt in de AI, is om de biologische details 
juist te negeren en enkel de essentie van neurale informatieverwerking te behouden. 
Dit resulteert in eenvoudigere en daardoor beter hanteerbare modellen26. In deze mo-
dellen wordt de sterkte van iedere synaptische verbinding vastgelegd door middel van 
een getal, ook wel gewicht genaamd. Het gedrag van een neuraal netwerk hangt uitein-
delijk af van de waardes van deze gewichten, net zoals het gedrag van ons brein (groten-
deels) afhangt van de verbindingen tussen neuronen.
 We kunnen een neuraal netwerk gebruiken als het synthetische brein van een 
machine. De grote vraag is hoe we het netwerk zodanig kunnen instellen dat het een 
specifiek probleem kan oplossen. Hiertoe zijn leerregels zoals het populaire backpropa-
gation algoritme ontwikkeld. Dit algoritme vertelt ons hoe de gewichten van een neu-
raal netwerk aangepast moeten worden aan de hand van data om zo een specifiek doel 
te realiseren27. Een neuraal netwerk is dus een voorbeeld van een zelflerend systeem. We 
kunnen drie varianten van leren onderscheiden, afhankelijk van de gegevens die er 
Figuur 7: Een neuraal netwerk.
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voorhanden zijn. Bij supervised learning nemen we aan dat het juiste antwoord beschik-
baar is tijdens het leren. Denk bijvoorbeeld aan een ouder die haar kind antwoord geeft 
op een vraag. Bij reinforcement learning is er enkel een feedbacksignaal aanwezig aan de 
hand waarvan het netwerk zijn gedrag kan bijstellen. Denk bijvoorbeeld aan de veran-
dering van uw gedrag als u zich brandt aan een fornuis. Bij unsupervised learning heeft 
het netwerk enkel beschikking over zijn sensaties op basis waarvan het leert om patro-
nen te ontdekken. Denk bijvoorbeeld aan een baby die leert om haar omgeving te begrij-
pen.
Neurale netwerken staan ook aan de basis van het connectionisme. Dit is de stro-
ming binnen de cognitiewetenschap die neurale netwerken gebruikt om menselijke 
cognitie te bestuderen28. Connectionisten benadrukken de belangrijke overeenkom-
sten die neurale netwerken vertonen met ons eigen brein. Zo maken neurale netwer-
ken, net zoals onze hersenen, gebruik van parallelle gedistribueerde informatieverwer-
king. Dit houdt in dat informatie simultaan door het hele netwerk heen verwerkt 
wordt. Dit is in tegenstelling tot de sequentiële gecentraliseerde informatieverwerking 
in digitale computers29. Ook het leergedrag van neurale netwerken en hun aanpas-
singsvermogen bij schade vertonen een interessante gelijkenis met de plasticiteit en 
weerbaarheid van ons eigen brein. Het connectionisme biedt dus een aantrekkelijk 
raamwerk waarbinnen we kunnen onderzoeken hoe cognitie kan ontstaan vanuit de 
interactie tussen eenvoudige componenten. Het geeft ons een bottom-up aanpak, 
waarmee we intelligent gedrag kunnen nabootsen in een machine. Laten we eens kijken 
waar deze intelligente machines in de praktijk toe in staat zijn.
machines in ons midden
Zoals al genoemd, is een van de karakteristieke eigenschappen van intelligentie het 
kunnen interpreteren van onze omgeving. Denk bijvoorbeeld aan het evolutionaire 
voordeel dat onze voorouders hebben gehad aan het kunnen onderscheiden van roof-
dieren en prooidieren. Decennialang was het onmogelijk om computers een vorm van 
waarneming te geven die ook maar enigszins in de buurt kwam van die van de mens. 
Enkele jaren geleden kwam computer-gebaseerde waarneming echter binnen handbe-
reik door de opkomst van deep learning30. Dit verwijst naar het trainen van neurale 
netwerken die uit een groot aantal opeenvolgende lagen van kunstmatige neuronen 
bestaan31. Iedere laag leert hier om steeds complexere eigenschappen van de ingevoerde 
stimulus te representeren. De toepassing van diepe neurale netwerken leidde tot een 
doorbraak op het gebied van de beeldverwerking. Eindelijk was het mogelijk om compu-
ters willekeurige objecten te laten herkennen. Momenteel zelfs in die mate dat ze bo-
venmenselijk goed presteren op deze taak.
Deep learning heeft tot verschillende toepassingen geleid die tot voor kort onmo-
gelijk waren. Binnen de geneeskunde zijn neurale netwerken nu bijvoorbeeld vaak beter 
in het herkennen van afwijkingen dan artsen met jarenlange ervaring. Neurale netwer-
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ken worden ook gebruikt bij de ontwikkeling van zelfrijdende auto’s. Door het camera-
beeld te segmenteren in betekenisvolle onderdelen, kan de zelfrijdende auto zijn omge-
ving beter interpreteren. Zelf hebben wij een neuraal netwerk ontwikkeld dat in staat is 
om schetsen om te zetten in fotorealistische afbeeldingen32. De meest recente variant 
werkt zelfs voor willekeurige fictieve personages. Wat dacht u bijvoorbeeld van de on-
derstaande interpretaties van respectievelijk Barbie, de Mona Lisa en Sneeuwwitje (fi-
guur 8)? Ook persoonlijke digitale assistenten gebruiken neurale netwerken voor het 
herkennen van spraak, het vertalen van tekst, en het beantwoorden van vragen. Als u 
gebruik maakt van een computerprogramma als Siri of Alexa dan bent u dus in feite in 
gesprek met een neuraal netwerk.
Tot dusverre hebben wij ons gericht op machines die goed zijn in het interpreteren 
van hun omgeving. Intelligente machines moeten echter ook in staat zijn om complexe 
problemen op te lossen. Hiervoor moeten ze de juiste beslissing op het juiste moment 
kunnen nemen. Computerspellen hebben al sinds de begindagen van de AI een belang-
rijke rol gespeeld om het probleemoplossend vermogen van intelligente machines te 
testen. Een van de eerste spellen die tegen de computer gespeeld kon worden was boter, 
kaas en eieren. Dit computerspel was geïmplementeerd op de EDSAC; een van de eerste 
naoorlogse computers33. De heilige graal binnen de AI is echter het winnen van het spel 
Go (figuur 9). Het aantal manieren waarop dit spel kan verlopen, is namelijk groter 
dan het aantal atomen in ons heelal34. Ook hier hebben recente ontwikkelingen voor 
een doorbraak gezorgd. Onderzoekers trainden diepe neurale netwerken met behulp 
van reinforcement learning om zowel de waardering van iedere bordpositie als de kans op 
een volgende zet te berekenen. Door deze netwerken te combineren met een geavan-
ceerde zoekstrategie leerde de computer om zelfs de beste spelers ter wereld met gemak 
te verslaan35.
Figuur 8: Barbie, de Mona Lisa en Sneeuwwitje volgens een neuraal netwerk.
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Go is echter nog relatief eenvoudig. De bordpositie is volledig observeerbaar, de 
regels van het spel zijn bekend, per zet hebben we een handvol mogelijkheden, de uit-
komst van een gekozen zet ligt vast en het spel heeft een beperkte duur. Dit staat in 
schril contrast met de complexe situaties waarmee u en ik in de dagelijkse realiteit wor-
den geconfronteerd. De wereld om ons heen is namelijk slechts deels observeerbaar, het 
aantal mogelijke waarnemingen en handelingen is bijna oneindig groot, de gevolgen 
van een handeling zijn onzeker en de consequenties van een actie kunnen zich pas ver 
in de toekomst manifesteren. Dezelfde ingrediënten vinden we terug in computerspel-
len zoals DOTA 2, waarin een virtueel wezen moet zien te overleven in een virtuele 
wereld. Waar het winnen van dit soort games tot voor kort een brug te ver leek, zijn ook 
hier recentelijk doorbraken behaald door de ontwikkeling van nieuwe leeralgoritmen36.
artificiële stupiditeit
Missie geslaagd zou u denken. Als we de nieuwste generatie robots voorzien van slimme 
algoritmen dan lijken menselijke machines om de hoek te staan. Toch vertonen de hui-
dige intelligente machines vooralsnog een hoge mate van artificiële stupiditeit. 
Een voorbeeld is hoe de perceptie van een neuraal netwerk eenvoudig verstoord 
wordt. Zo kan het camerabeeld van een zelfrijdende auto door het toevoegen van een 
minieme hoeveelheid ruis plotseling geen voetgangers meer herkennen37. We noemen 
dit ook wel een adversarial example. U kunt zelf wel bedenken wat de dramatische con-
sequenties van dit soort fouten kunnen zijn.
Figuur 9: Het spel Go.
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Ook bij het leren handelen in complexe omgevingen lopen we tegen beperkingen 
aan. In het geval van DOTA 2 leert de computer door tegen zichzelf te spelen gedurende 
een periode die gelijk staat aan 180 mensenjaren. De computer heeft dus extreem veel 
voorbeelden nodig voordat hij enig zinvol gedrag vertoont. Dit in tegenstelling tot men-
sen en dieren, die zelfs op basis van één enkel voorbeeld kunnen leren om radicaal an-
der gedrag te vertonen. Het generaliseren naar nieuwe situaties blijkt ook erg lastig te 
zijn. Het kunnen spelen van DOTA biedt de computer bijvoorbeeld weinig tot geen 
voordeel om een ander spel zoals StarCraft te leren spelen. Verder is het nog maar de 
vraag in hoeverre resultaten behaald in virtuele werelden relevant zijn voor het effectief 
leren handelen in de echte wereld38. Het beperkte succes van volledig zelfstandig han-
delende robots is hier een mooi voorbeeld van.
Hoe komt het dat intelligente machines nog steeds zo breekbaar zijn? Het komt er 
in grote lijnen op neer dat ze in staat zijn om complexe problemen op te lossen zonder 
daadwerkelijk besef te hebben van zichzelf of de wereld om hen heen. De tot dusverre 
beschreven neurale netwerken kunnen we als het ware interpreteren als geavanceerde 
behavioristische reflexmachines. Dit doet ons denken aan Searle’s Chinese kamer39 (fi-
guur 10). In dit gedachtenexperiment beantwoordt iemand in een kamer vragen die in 
het Chinees worden gesteld. Door met behulp van een instructieboek het bijbehorende 
Chinese antwoord op te zoeken, lijkt het voor de mensen buiten de kamer alsof de per-
soon in de kamer Chinees spreekt. In werkelijkheid is er natuurlijk geen enkel begrip 
van de Chinese taal. Net zo hebben hedendaagse intelligente machines geen flauw be-
nul van de taak waar ze mee bezig zijn. Ze missen de intentionaliteit en flexibiliteit die zo 
kenmerkend zijn voor natuurlijke intelligentie.
de mens in de machine
De grote vraag blijft dus of we menselijke machines kunnen bouwen die niet alleen 
enorm goede reflexen hebben, maar ook net zoals wij kunnen overleven in een com-
plexe en veranderlijke wereld. Een sterkere integratie van wiskundige technieken uit de 
Figuur 10: Searle’s Chinese kamer.
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artificiële intelligentie met inzichten uit de cognitieve psychologie en de neuroweten-
schap biedt perspectieven. 
Vanuit empirisch oogpunt kunnen we proberen om synthetische breinen te bou-
wen die op dezelfde manier reageren als hun biologische tegenhangers. De cognitieve 
psychologie kan bijvoorbeeld inzichten over leren en gedrag bieden om zo menselijkere 
machines te bouwen. Een specifiek voorbeeld is het simuleren van oogbewegingen (fi-
guur 11). Als wij een stimulus waarnemen dan zullen we actief onze ogen naar die plek-
ken bewegen die ons met zo min mogelijk moeite zoveel mogelijk informatie over de 
stimulus geven40. Door neurale netwerken te ontwikkelen die de oogbewegingen van 
mensen nabootsen, kunnen we machines bouwen die  niet alleen natuurgetrouwer, 
maar ook efficiënter werken41. Om menselijke machines te bouwen, zullen we ons ook 
moeten verdiepen in de vraag welke utiliteit wijzelf proberen te maximaliseren. Zoals ik 
eerder betoogde, is het deze utiliteit die uiteindelijk ons gedrag bepaalt. De utiliteits-
functie van ons mensen is echter uitermate complex en aan verandering onderhevig. 
Ze moet namelijk niet alleen uitdrukking geven aan onze primaire driften, maar ook 
aan de verscheidenheid aan intrinsieke en extrinsieke motivaties die ons gedrag bepa-
len. De ontwikkeling van machines die vergelijkbare doelen nastreven in een virtuele of 
echte wereld is dan ook essentieel om daadwerkelijk intelligent gedrag te bewerkstelli-
gen.
Ook de neurowetenschap speelt een belangrijke rol in het bouwen van menselijke 
machines. Een overtuigend voorbeeld is hoe diepe neurale netwerken geïnspireerd zijn 
op klassiek neurowetenschappelijk onderzoek naar visuele waarneming43. Voortschrij-
dend onderzoek naar neurale informatieverwerking kan wellicht nieuwe (mechanisti-
sche of functionele) principes ontdekken die overdraagbaar zijn naar machines44. We 
zien in dit kader ook een herwaardering van brein-geïnspireerde (neuromorphic) hard-
Figuur 11: Een stimulus en zijn geassocieerde oogbewegingen42.
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ware45. Deze hardware kan vele malen efficiënter opereren dan die van hedendaagse 
computers en zal een belangrijke rol gaan spelen in de ontwikkeling van toekomstige 
intelligente machines.
Vanuit theoretisch oogpunt zien we dat er een verdere verfijning en integratie van 
bestaande technieken plaatsvindt. Ik zie de Bayesiaanse en connectionistische para-
digma’s dan ook als twee kanten van dezelfde medaille46. Het Bayesiaanse paradigma 
geeft ons een top-down aanpak die formaliseert hoe intelligente machines zich zouden 
moeten gedragen. Het connectionisme geeft ons een bottom-up aanpak, waarmee dit 
optimale gedrag benaderd kan worden. Zo hebben wij bijvoorbeeld in recent werk laten 
zien dat onzekere situaties erg goed te benaderen zijn met behulp van neurale netwer-
ken. Dit stelt ons in staat om zeer precieze voorspellingen te maken van de toekomstige 
toestand van complexe systemen (figuur 12). Dit sluit naadloos aan bij het idee dat ook 
ons brein een voorspellingsmachine is47.
Eerder heb ik benadrukt dat intelligente wezens over een intern model van de rea-
liteit dienen te beschikken, waarmee ze de consequenties van hun handelen kunnen 
voorspellen. Misschien kunnen we machines forceren om een intern model te leren, 
waarmee ze hun eigen toekomst kunnen voorspellen. Recent onderzoek laat zien dat we 
inderdaad neurale netwerken kunnen trainen om te voorspellen tot welke toekomstige 
situaties hun acties zullen leiden48. Het denken kunnen we in deze zin interpreteren als 
gesimuleerd gedrag49. Om te kunnen denken legt het neurale netwerk een intern model 
vast in zijn synaptische verbindingen. De ontwikkeling van zo’n intern model is een 
minimale voorwaarde voor het ontstaan van intentionaliteit. Op het moment dat een 
machine leert om zijn eigen toekomstige gedrag te voorspellen, ontstaat een rudimen-
tair zelfbeeld. Door het toekomstige gedrag van andere wezens te leren voorspellen ont-
staat een besef van de ander, en daarmee ook de mogelijkheid tot communicatie. Ik 
begeef mij nu op glad ijs, maar wellicht is bewustzijn een noodzakelijke eigenschap van 
een machine die in staat is om al haar sensaties te verklaren50.
Figuur 12: Voorspelling van de evolutie van een Lorenz attractor.
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de machine in de mens
We kunnen dus theoretische ontwikkelingen en neuropsychologische inzichten ge-
bruiken om menselijkere machines te bouwen. Maar hoe kan intelligente technologie 
ons helpen om onszelf beter te begrijpen?
De cognitieve psychologie bestudeert menselijk leren en gedrag. Als we een syn-
thetisch brein kunnen bouwen dat zich hetzelfde gedraagt als wijzelf, dan kunnen we 
dit brein bevragen om inzicht in ons eigen gedrag te krijgen. Zo hebben wij bijvoorbeeld 
een neuraal netwerk getraind om iemands (waargenomen) persoonlijkheidskenmer-
ken te voorspellen (figuur 13). Door de interne toestanden van het netwerk te analyse-
ren, krijgen we inzicht in hoe wij tot vergelijkbare voorspellingen komen. We kunnen 
hiermee de vooroordelen en stereotyperingen blootleggen die ons gedrag kunnen bepa-
len. Ander recent onderzoek in ons lab richt zich op het automatisch beschrijven van 
het gedrag van mens en dier. Dit maakt het eenvoudiger om cognitie in het wild te be-
studeren.
De neurowetenschap heeft op haar beurt als doelstelling om neurale informatie-
verwerking te begrijpen. Mijn stelling is dat we bepaalde eigenschappen van ons brein 
kunnen verklaren door synthetische breinen bloot te stellen aan die problemen waar-
mee ook wij geconfronteerd worden. Zo hebben wij bijvoorbeeld laten zien dat er een 
interessante overeenkomst bestaat tussen kunstmatige en biologische neurale netwer-
ken (figuur 14). Het blijkt dat de interne representaties van diepe neurale netwerken, 
die getraind zijn om objecten te categoriseren, een gelijkenis vertonen met neurale re-
presentaties in ons brein51.
Figuur 13: Visualisatie van beeldelementen die een neuraal netwerk (waargenomen) persoonlijkheidskenmerken 
laat voorspellen.
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Ik zie dit als een belangrijke stap op weg naar een computationele benadering van 
de cognitieve neurowetenschap. De conventionele aanpak is om te achterhalen waar en 
wanneer het gemiddelde brein actief is onder een specifieke experimentele manipulatie. 
Dit vertelt ons echter niets over de neurale informatieverwerking die hieraan ten 
grondslag ligt. Een informatievere aanpak is om synthetische breinen te ontwikkelen 
die (mechanistische of functionele) verklaringen bieden voor de gedragsmatige en neu-
rale observaties van individuele organismen in hun natuurlijke omgeving. Ter illustratie 
ziet u in figuur 15 hoe we met behulp van een eenvoudig synthetisch brein de neurale 
activiteit van een van onze Masterstudenten voorspellen, nadat we hem 24 uur lang in 
een MRI-scanner naar de serie Doctor Who hebben laten kijken52. De correlatie tussen 
het synthetische brein en het echte brein is vooral in visuele hersengebieden zeer hoog.
Figuur 14: Overeenkomst tussen kunstmatige en biologische neurale netwerken.
Figuur 15: Voorspelling van hersenactiviteit tijdens het kijken naar de serie Doctor Who.
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Meer in het algemeen zal de inzet van intelligente technologie steeds crucialer 
worden bij het verder ontrafelen van onze hersenen, zeker gegeven de steeds grotere 
neurale datasets die verzameld worden. Zo hebben wij technieken ontwikkeld om de 
anatomische structuur van ons brein te voorspellen53, de functionele organisatie van 
ons brein beter in kaart te brengen54 en de causale interacties tussen neuronen te kwan-
tificeren55. Van het laatste ziet u in figuur 16 een voorbeeld. Op termijn kan AI niet al-
leen nieuwe inzichten bieden in de neurale mechanismen van natuurlijke intelligentie, 
maar ook een bijdrage leveren aan het beter begrijpen van de processen die ten grond-
slag liggen aan verschillende hersenaandoeningen.
We zien dus dat intelligente technologie inzicht kan geven in onszelf. De funda-
mentele vraag vanuit theoretisch oogpunt blijft echter waarom er überhaupt rationele 
wezens bestaan die bepaalde doelen nastreven. De ultieme theorie zal ons dan ook 
moeten vertellen hoe natuurlijke intelligentie ontspringt vanuit primaire fysische pro-
cessen. Wellicht is er een onderliggend principe dat ons vertelt waarom het brein zich-
zelf uitvindt onder evolutionair gereguleerde selectiedruk56. Een interessant voorbeeld 
van zo’n principe is empowerment. Dit principe formaliseert het idee dat organismen 
zichzelf dwingen om alle opties open te houden, zodat ze optimaal voorbereid zijn op 
ieder mogelijk toekomstscenario57.
mens-machine inter actie
We hebben gezien dat de mens en de machine elkaar wederzijds kunnen inspireren. We 
kunnen echter ook een directe koppeling tussen mens en machine tot stand brengen. 
Door vooruitgang in de neurotechnologie kunnen we het brein steeds preciezer meten 
en stimuleren. Door neurotechnologie met AI te combineren kunnen we nieuwe vor-
men van mens-machine interactie tot stand brengen.
 
Figuur 16: Schatting van causale relaties tussen neurale populaties.
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Aan de ene kant kunnen we neurale informatie in steeds meer detail uitlezen. Zo 
hebben wij computermodellen ontwikkeld die op basis van hersenactiviteit kunnen re-
construeren wat we hebben waargenomen58 (figuur 17). Het steeds preciezer kunnen 
uitlezen van neurale activiteit geeft dus niet alleen inzicht in ons brein, maar ook in 
onze geest. Ooit kunnen we hiermee misschien verlamde mensen laten communiceren 
op basis van hun gedachten of toegang krijgen tot onze dromen59.
Aan de andere kant stelt de neurotechnologie ons in staat om het brein met steeds 
grotere precisie te beïnvloeden. Door neurale implantaten aan te sturen met behulp 
van AI kunnen we specifieke hersentoestanden opwekken. Binnen het Nestor consor-
tium ontwikkelen wij intelligente technologie die op deze manier visuele sensaties tot 
stand kan brengen (figuur 18). Hiermee hopen we ooit blinde mensen een stukje visu-
ele waarneming terug te kunnen geven60. Het herstellen of misschien zelfs wel verbete-




Figuur 17: Het uitlezen van informatie in het brein. Boven ziet u vier gezichten  zoals waargenomen door een 
proefpersoon in een MRI scanner. Onder ziet u de reconstructie van deze gezichten op basis van hersenactiviteit.
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ontspoorde machines
Ik heb u in deze voordracht verteld over hoe we menselijkere machines kunnen bou-
wen. Het idee van menselijke machines die ons voorbij kunnen streven is fascinerend, 
maar ook afschrikwekkend. De singulariteit, waarbij machines zo geavanceerd worden 
dat wij hen niet meer kunnen bijbenen, is dan ook een terugkerend thema in de science 
fiction. De bizarre situatie waartoe dit kan leiden wordt pijnlijk duidelijk in de film Her. 
Hierin wordt de hoofdpersoon verliefd op het intelligente besturingssysteem van zijn 
computer. Het besturingssysteem onderhoudt echter op zijn beurt simultaan relaties 
met duizenden mensen. Ze ontstijgt daardoor al snel de beperkte cognitieve capacitei-
ten van de mensheid als geheel. Ook het vervagen van de grens tussen mens en ma-
chine stemt tot overpeinzing. Zo laat de film The Ghost in the Shell zien hoe de mense-
lijke geest los van het lichaam voort zou kunnen leven in een machine. Een andere 
vraag is hoe we menselijke machines tegen onszelf zouden moeten beschermen mocht 
de tijd daar zijn. Zo benadrukt Mary Shelley in haar boek hoe het monster van Franken-
stein als creatie van de mens zelf wordt verstoten door zijn schepper61. U kunt zich af-
vragen hoe u om zou gaan met deze kunstmatige medeburgers.
Velen voor mij hebben op de gevaren van ontspoorde AI gewezen en het is belang-
rijk om stil te staan bij potentiële doemscenario’s. We moeten echter ook realistisch 
zijn. Menselijke machines zijn dan wel een theoretische mogelijkheid, maar praktisch 
gezien zijn we hier nog ver van verwijderd. Onze huidige machines komen bij lange na 
niet in de buurt van de geavanceerde machinerie van het leven. Ook blijft onbeant-
woord of menselijke machines noodzakelijkerwijs dezelfde subjectieve (fenomenologi-
sche) ervaringen zullen hebben als mensen. We noemen dit ook wel het moeilijke pro-
bleem van bewustzijn62. Dit probleem heeft de potentie om alsnog onze ideeën over 
denkende machines als een kaartenhuis ineen te laten storten.
Figuur 18: Herstel van visuele waarneming door middel van AI en neurotechnologie.
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Een veel urgenter gevaar is hoe de huidige (nog relatief stupide) intelligente tech-
nologie ingrijpt in de hedendaagse samenleving. AI kan namelijk ingezet worden om 
zowel onze waarneming als ons gedrag te monitoren, te manipuleren of zelfs volledig 
over te nemen. Er zijn helaas al voorbeelden te over. Denk bijvoorbeeld aan China’s 
sociale kredietsysteem, waarin AI wordt gebruikt om de bevolking in de gaten te hou-
den, de opkomst van apps die nepnieuws kunnen creëren dat niet van echt te onder-
scheiden is, of het debat over het gebruik van autonome wapens die zelf kunnen beslis-
sen over leven en dood. 
getemde technologie
Aan de andere kant biedt AI ons de middelen om beter voor onze planeet te zorgen en 
het welzijn van onze medemens te vergroten63. Intelligente technologie kan ons bij-
voorbeeld helpen om bij te dragen aan het verwezenlijken van de doelstellingen op het 
gebied van duurzame ontwikkeling, zoals opgesteld door de Verenigde Naties64 (figuur 
19). De keuze is uiteindelijk aan ons65. Maar wat zijn dan de concrete stappen die we nú 
kunnen zetten? 
Ten eerste moeten wij als AI-onderzoekers misschien niet enkel slimme machines, 
maar vooral wijze machines bouwen die ons helpen om boven onze eigen beperkingen 
uit te stijgen. Dit betekent dat we moeten nadenken over hoe we machines kunnen 
voorzien van essentiële kwaliteiten, zoals nieuwsgierigheid, compassie, creativiteit en 
integriteit. Dit geeft een diepere invulling aan het idee van een menselijke machine.
Ten tweede moeten we de AI die gebruikt wordt in intelligente toepassingen juist 
ook reguleren. Het is bijvoorbeeld nogal onzinnig als onze zelfrijdende auto onderweg 
aan het mijmeren is over de zin van het leven. We dienen transparante intelligente 
technologie te ontwikkelen die bewijst dat ze voldoet aan onze wensen. Dit laatste is 
echter niet triviaal. Want over wiens wensen hebben we het eigenlijk? In het geval van 
Figuur 19: De doelstellingen van de VN op het gebied van duurzame ontwikkeling.
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de zelfrijdende auto doemt bijvoorbeeld de vraag op wanneer uw auto uw leven prijs zou 
moeten geven om andere weggebruikers te redden66. Hier komt de formalisering van 
rationaliteit weer om de hoek kijken: Welke utiliteitsfunctie moet de machine maxima-
liseren?
Ten derde dienen we het publiek en de overheid bewust te maken van de mogelijk-
heden en beperkingen van AI. Het is niet overdreven om te stellen dat de wetgevende, 
uitvoerende en rechterlijke macht sterk achterlopen als het gaat om de vraag onder 
welke condities we intelligente technologie zouden mogen en willen inzetten. Het ant-
woord op deze vragen vereist zowel een nauwe samenwerking tussen de alfa-, bèta- en 
gammawetenschappen, als een open dialoog tussen de academische wereld en de rest 
van de maatschappij.
de toekomst van AI
Wat betekent dit alles voor het AI-onderzoek aan de Radboud Universiteit? We zouden 
ons naar mijn mening moeten richten op twee speerpunten (figuur 20). Ten eerste 
moet nieuwsgierigheidsgedreven onderzoek naar de theoretische fundamenten van na-
tuurlijke en artificiële intelligentie voorop staan. Dit vereist een multidisciplinaire aan-
pak waar neuropsychologische inzichten, wiskundige formaliseringen en fysische im-
plementaties elkaar vinden. Ten tweede moeten we ons richten op de ontwikkeling van 
mensgerichte intelligente technologie, waarin het welzijn van de mens en zijn omgeving 
centraal staan67. Dit vereist dat we methodiek ontwikkelen om de maatschappelijke 
inzet van intelligente toepassingen op een verantwoorde manier te laten plaatsvinden. 
Het Donders Centrum voor Cognitie biedt de ideale omgeving voor dit multidiscipli-
naire onderzoek. Ooit ontstaan vanuit het Nijmegen Instituut voor Cognitie en Infor-
matie heeft het altijd al het begrijpen van de mens in de machine en de machine in de 
mens als missie gehad. Tegelijkertijd zijn intensieve samenwerking met zowel andere 
wetenschappers als het bedrijfsleven onmisbaar om een leidende rol te blijven spelen op 
het gebied van de AI.
NIEUWSGIERIGHEIDSGEDREVEN FUNDAMENTEEL ONDERZOEK
MENSGERICHTE INTELLIGENTE TECHNOLOGIE
Figuur 20: Theoretische en toegepaste speerpunten van AI-onderzoek in Nijmegen. Nieuwsgierigheidsgedreven 
fundamenteel onderzoek naar natuurlijke en artificiële intelligentie en de ontwikkeling van mensgerichte 
intelligente technologie.
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Ook in het AI-onderwijs staan de eerdergenoemde theoretische en toegepaste 
speerpunten hoog in het vaandel. Het is onze taak om onze studenten breed op te lei-
den, zodat ze niet alleen de technische vaardigheden hebben om de AI van de toekomst 
te bouwen, maar ook over de academische kwaliteiten beschikken om te reflecteren op de 
maatschappelijke impact van hun werk. Als academici hebben wij de taak om juist te 
vertragen in een almaar versnellende maatschappij, waarin te weinig wordt stilgestaan 
bij de consequenties van ons handelen.
Een voorwaarde voor excellentie in onderzoek en onderwijs is dat we een klimaat 
creëren, waarin stafleden de ruimte krijgen om vrij onderzoek te doen en studenten de 
aandacht krijgen die ze verdienen. Hier komt het begrip empowerment opnieuw om de 
hoek kijken. Volgens Maria Montessori, naamgeefster van het toekomstige gebouw van 
de Faculteit der Sociale Wetenschappen, hebben wij een natuurlijke drang tot zelfont-
plooiing68. De universiteit dient de juiste academische omgeving te bieden om deze 
zelfontplooiing mogelijk te maken. AI staat hier met de sterke groei van het aantal stu-
denten, de dominante positie van techgiganten en de competitie met andere academi-
sche instellingen voor een grote uitdaging. Gezonde groei van AI zal gepaard moeten 
gaan met toenemende investeringen, zodat de kwaliteit van onderzoek en onderwijs 
gewaarborgd blijft. Ook op nationaal niveau zijn nieuwe investeringen en samenwer-
kingsverbanden cruciaal willen we als kenniseconomie niet drastisch achter gaan lopen 
op het internationale speelveld.
Ik heb het in deze voordracht gehad over menselijke machines. Het wordt dus tijd 
dat ik antwoord geef op de vraag of we menselijke machines kunnen bouwen. Het ant-
woord luidt vooralsnog nee. Er zijn nog steeds geen androïden die van elektrische scha-
pen dromen69. Het grote wonder is echter dat, alhoewel we ze nog niet kunnen bouwen, 
ze al wel in ons midden zijn. Kijkt u maar eens naar de menselijke machines links of 
rechts van u. Hoe de geest kan ontstaan uit levenloze materie is voor mij de ultieme 
wetenschappelijke  vraag. Er ligt een grote schoonheid besloten in de geest die zichzelf 
tot object van studie maakt. De wetenschap kan ons misschien antwoord geven op hoe 
het denken tot stand komt. Ze zal ons echter nooit kunnen vertellen hoe het voelt om 
een denkend wezen te zijn. Het is de kunst die ons toegang kan geven tot de subjectieve 
ervaring van bezielde materie70. De verwondering van de zichzelf beschouwende geest 
komt tot uitdrukking in de eerste strofe van het volgende gedicht van Emily Dickinson:
The Brain - is wider than the Sky -
For - put them side by side -
The one the other will contain
With ease - and You - beside -
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