Imbalanced response variable distribution is not an uncommon occurrence in data science. One common way to combat class imbalance is through resampling the minority class to achieve a more balanced distribution. In this paper, we investigate the performance of the sampling method based on kernel density estimate (KDE). We illustrate how KDE is less prone to overfitting than other standard sampling methods. Numerical experiments show that KDE can outperform other sampling techniques on a range of classifiers and real life datasets.
INTRODUCTION
Imbalanced class distribution is a challenge that arises in many real world applications. It usually appears in the context of a binary classification problem, where members of negatively labeled class vastly outnumber the members of positively labeled class. In such cases, learning models tend to be biased towards the negatively labeled class. At the same time, the positively labeled instances are often of more importance. This issue is prevalent in the fields of medical diagnosis, fraud detection, network intrusion detection and many others involving rare events [12] . To combat the problem of class imbalance researchers have proposed various strategies that can be generally divided into four categories: resampling, cost-sensitive learning, one class learning, and feature selection. Resampling involves balancing the class distribution by either undersampling the majority class or oversampling the minority class. This is a very popular approach that has been shown to perform well in various scenarios [17] . However, it is not without its limitations as undersampling leads to loss of potentially valuable information and oversampling may lead to overfitting. Cost sensitive learning is based on the idea of increasing the penalty for misclassifying the minority class instances. Since classifier objective is to minimize the overall cost as a result there will be more emphasis put on instances of minority class [8] . One class learning involves training a classifier on data with the target variable restricted to a single class. By ignoring all the majority class examples a classifier can get a clearer picture about the minority class [22] . Feature selection methods attempt to identify features that are effective in discriminating minority class instances. This approach is particularly effective in cases involving high dimensional datasets [18] .
In this paper, we propose a sampling approach based on kernel density estimation to deal with imbalanced class distribution. Kernel density estimation is a well-known method for estimating the unknown probability density distribution based on a given sample [23, 25] . It estimates the unknown density function by averaging over a set of kernel homogeneous functions that are centered at each sample point. After having estimated the density distribution of the minority class we can then generate new sample points based on the density function. The proposed technique offers an intelligent and effective approach to synthesize new instances based on well-grounded statistical theory. Numerical experiments show that our method can perform better than other existing resampling techniques such as random sampling, SMOTE, ADASYN, and NearMiss. The paper is organized as follows. In Section 2, we give an overview of the relevant literature for our study. In Section 3, we describe the methodology used in the study. We present our results in Section 4 and Section 5 concludes the paper.
LITERATURE
The problem of class imbalance arises in a number of real-life applications and various approaches to address this issue have been put forth by researches. Krawczyk [12] presents a good overview of the current trends in the field. One of the common ways to tackle class imbalance is resampling whereby the majority class is undersampled and/or the minority class is oversampled.
In the former a portion the majority class instances are sampled according to some strategy to achieve a more balanced class distribution. Similarly, in the later approach the minority class is repeatedly sampled to increase its proportion relative to the majority class. One of the more popular undesampling techniques is NearMiss [19] where the negative samples are selected so that the average distance to the k closest samples of the positive class is the smallest. In a slightly different variation of NearMiss those negative samples are selected for which the average distance to the k farthest samples of the positive class is the smallest. As shown by Liu et al. [15] an informed undersampling technique can lead to good results. However, in general, undesampling inevitably leads to the loss of information. On the other hand, random sampling of the minority class (with replacement) can also cause issues such as overfitting [3] . More advanced sampling techniques attempt to overcome the issue of overfitting by generating new samples of the minority class in a more intelligent manner. In this regard, Chawla et al. [3] proposed a popular oversampling technique called SMOTE. In their approach new instances are generated by random linear interpolation between the existing minority samples. Given a minority sample point P 0 a new random point is chosen along the line segment joining P 0 to one of its nearest neighbors P i . This method has proven to be effective in a number of applications [5] . Another popular variant of SMOTE is an adaptive algorithm called ADASYN [21] . It creates more examples in the neighborhood of the boundary between the two classes than in the interior of the minority class.
The sampling technique proposed in this paper relies on approximating the underlying density distribution of the minority class based on existing samples. Probability density estimation techniques can be categorized into two parts: parametric and nonparametric. In parametric methods a density function is assumed and its parameters are then estimated by maximizing the likelihood of obtaining the current sample. This approach introduces a specification bias and is susceptible to ovefitting [13] . Nonparametric approaches estimate the density distribution directly from the data. Among the nonparametric methods kernel density estimation (KDE) is the most popular approach in the current literature [25, 26] . It is a well established technique both within the statistical and machine learning communities ([2, 11] ). KDE has been successfully used in a wide array of applications including breast cancer data analysis [24] , image annotation [27] , wind power forecast [9] , and forest density estimation [15] .
A KDE based sampling approach was used in [6] where the authors applied a 2-step procedure by first oversampling the minority samples using KDE and then constructing a radial basis function classifier. Numerical experiments on 6 datasets showed that their method can perform better than comparable techniques. Our paper differs from [6] in that we perform a more systematic study of the KDE method. We delve a little deeper to analyze the difference between KDE and other sampling techniques. We also carry out a large number of numerical experiments to compare the performance KDE to other standard sampling methods.
KDE SAMPLING
Nonparametric density estimation is an important tool in statistical data analysis. It is used to model the distribution of a variable based on a random sample. The resulting density function can be utilized to investigate various properties of the variable. Let {x 1 , x 2 , ..., x n } be an i.i.d. sample drawn from an unknown probability density function f . Then the kernel density estimate of f is given by
where K is the kernel function, h is the bandwidth parameter and K h (t) = 1 h K( t h ). Intuitively, the true value of f (x) is estimated as the average distance of x from the sample data points x i . The 'distance' between x and x i is calculated via a kernel function K(t). There exists a number of kernel functions that can be used for this purpose including Epanechnikov, exponential, tophat, linear and cosine. However, the most popular kernel function is the Gaussian function i.e.
where φ is the standard normal density distribution. The bandwidth parameter h controls the smoothness of the density function estimate as well as the tradeoff between the bias and variance. A large value of h results in a very smooth (i.e. low variance), but high bias density distribution. A small value of h leads to an unsmooth (high variance), but low bias density distribution. The value of h has a much bigger effect on the KDE estimate than the actual kernel. The value of h can be determined by optimizing the mean integrated square error:
The MISE formula cannot be used directly since it involves the unknown density function f . Therefore, a number of other methods have been developed to determine the optimal value of h. The two most frequently used approaches to select the bandwidth value are rule of thumb methods and cross-validation. The rule of thumb methods approximate the optimal value of h under certain assumptions about the underlying density function f and its estimatef . A common approach is to use Scott's rule of thumb [23] for the value of h:
(2) h = n − 1 5 · s, where s is the sample standard deviation. The optimal bandwidth value can also be determined numerically through cross-validation. It is done by applying a grid search method to find the value of h that minimizes the sample mean integrated square error:
Kernel density estimation for multivariate variables follows essentially the same approach as the one dimensional approach described above. Given a sample {x 1 , x 2 , ...x n } of d-dimensional random vectors drawn from a common distribution described by the density function f the kernel density estimate is defined to be
where H is a d × d bandwidth matrix. The bandwidth matrix can be chosen in a variety of ways. In this study, we use multivariate version of Scott's rule:
where S is a the data covariance matrix. Furthermore, we use multivariate normal distribution as the kernel function:
We illustrate the difference between KDE sampling and other standard sampling methods in Figure 1 . The original data in the figure consists of 100 uniformly distributed blue points with the points in the radius of 2 from the center being dropped. The 25 orange points are generated in the center of the figure via Gaussian distribution with standard deviation of 2. As can be seen from the figure, KDE creates new sample points by 'spraying' around the existing minority class points. The points are created using Gaussian distribution centered at randomly chosen existing minority class points. This process seems more intuitive than other sampling methods. On other hand, SMOTE method creates new sample points by interpolating between the existing minority class points. As a result all SMOTE generated points lie in the convex hull of the original minority class samples. Therefore, the new sampled data does not represent well the true underlying population distribution. Random sampling with replacement (ROS) creates new points by simply resampling the existing minority class points. As a result the new sampled data is little different from the original data albeit more dense at each sample location. ADASYN sampled plot resembles the SMOTE plot but it creates a bigger number of points at the edge of the minority cluster. NearMiss undersamples from the majority class thereby losing a lot of information as can be seen from its plot.
NUMERICAL EXPERIMENTS
In this section, we carry out a number of experiments to evaluate the performance of KDE sampling method. To this end, we compare KDE to 4 standard sampling approaches used in the literature: Random Oversampling (ROS), SMOTE, ADASYN, and NearMiss,. The implementation of all 4 sampling approaches is taken from the imblearn Python library [14] with their default settings. The implementation of KDE is taken from scipy.stats Python library [10] with its default settings. In particular, we used the multivariate Gaussian KDE with its default bandwidth value determined by the Scott's Rule (see Equations 3 -5). Note that the performance of the KDE method can be further optimized by choosing the bandwidth value via cross validation.
The usual measures of classifier performance such as the accuracy rate are not suitable in the context of imbalanced datasets as the the results can be misleading. For instance, given a dataset with 90% of instances labeled negative we can achieve a 90% accuracy rate by simply guessing all the instances as negative. Ideally, we would like a metric that would measure classifier performance on both classes. To address this issue, authors often use area under the ROC curve (AUC) [3] [20] . AUC reflects classifier performance based on true positive and false positive rates and it is not sensitive to class imbalance [4]. However, AUC requires probabilities of the predicted labels which are not available in certain algorithms such as KNN and SVM. Therefore, as an alternative to AUC we also use use G-mean [18] , [20] : G-mean = T P T P + F N · T N T N + F P and F1-score: F1-score = 2 · precision · recall precision + recall to measure of classifier performance. 4.1. Simulated Data. We begin by considering a situation similar to the one described in Figure 1 . We use a dataset of size 1000 where the majority class points are uniformly distributed over a square grid with points in the radius of 2 from the center removed from the set. The minority class points are simulated using a Gaussian distribution with the center at the center of the grid and standard deviation of 2. We measure the performance of the sampling methods under different class imbalance ratios. As the base classifier we use a feedforward neural network with one hidden layer. The results of the experiment are presented in Figure 2 . We can see that KDE sampling outperforms other methods as measured by G-mean and F1-score. Moreover, KDE holds the edge under different class imbalance ratios. In measuring AUC, KDE is the best at 80% imbalance ratio and the second best at 70% and 90% imbalance ratios. Next, we consider a nearly (linearly) separable dataset as described in Figure 3 . There are 500 majority class samples and 100 minority class samples both uniformly distributed. The new data generated via various sampling techniques is illustrated in Figure 3 . As can be seen the new KDE minority samples are spread across a larger region. On the other hand, ROS, SMOTE, and ADASYN generated samples are more concentrated that makes them more prone to overfitting.
A feedfoward neural network is trained on each resampled dataset. The AUC results are given in Table 1 . As can be seen from the table KDE significantly outperforms the other sampling techniques. Our last illustration is in 3-dimensional space as shown in Figure 4 . The majority class samples consist of 500 uniformly distributed points over the cube [0, 15] 3 with the circle of radius 1.5 removed from the center of the set. The minority class samples consist of 100 points generated according to the Gaussian distribution with µ = (7, 7, 7) and σ = 2. As can be seen from Figure 4 , the KDE resampled data appears to be more diffused whereas ROS, SMOTE, and ADASYN generated data is more concentrated.
A feedfoward neural network is trained on each resampled dataset and the results are presented in Table 2 . As can be observed from the table KDE achieves the best results in AUC and F1-score. And it is second best in terms of G-mean. 
4.2.
Real Life Data. In order to achieve a reasonably comprehensive evaluation of our method we used a range of datasets and classifiers. In particular, we used 12 real life datasets with various class imbalance ratios ranging from 1.86 : 1 to 42 : 1 (Table 3) . Each sampling method is tested on 3 separate base classifiers: k-nearest neighbors (KNN), support vector machines (SVM), and multilayer perceptron (NN). During the experiments the data was split into training and testing parts and the results based on the testing part are calculated. Furthermore, each experiment was run twice using different training/testing splits. The average value of the results of the two runs are being reported in the paper. The results for each classifier are summarized in 3 separate tables below. When using the KNN algorithm the KDE sampling method often yields significantly better results compared to other sampling methods (see Table 4 ). For instance, when used on ecoli dataset the KDE method produces G-mean of 0.753 which is 5% better than the second best method (SMOTE) and F1score of 0.691 which is 6% better than the second best method. Note that the KDE method performs well on datasets with both low and high imbalance ratio.
Using SVM to compare the sampling methods produces results that are similar to KNN. As can be seen from Table 5 , KDE often yields significantly better results than other sampling methods. For instance, when used on spectrometer dataset the KDE method produces G-mean of 0.924 which is 12% better than the second best method (SMOTE) and F1-score of 0.878 which is 14% better than the second best method. Note again that the KDE method performs well on datasets with both low and high imbalance ratio.
Using the NN classifier does not produce as strong of results as using KNN and SVM. Although there are still instances -ecoli, mammography -where KDE outperforms other sampling methods its performance is not overwhelming (see Table 6 ). This may be the result of the particular network architecture used in the experiment: a single hidden layer with 32 fully connected nodes. It is possible that other architectures may produce better results for KDE sampling.
CONCLUSION
In this paper, we studied an oversampling technique based on KDE. We believe that KDE provides a natural and statistically sound approach to generating new minority samples in an imbalanced dataset. One of the main advantages of KDE technique is its flexibility. By choosing different kernel functions researchers can customize the sampling process. Additional flexibility is offered through selection of the needed kernel bandwidth. KDE is a well researched topic with a well established statistical foundation. In addition, a variety of implementations the KDE algorithm are available in Python, R, Julia and other programming languages. This makes KDE a very appealing tool to use in oversampling. In fact, KDE can be similarly used in undersampling.
We carried out a comprehensive study of KDE sampling approach based on simulated and real life data. In particular, we used 3 simulated and 12 
