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Abstract
River stage prediction is an important problem in the water transportation industry.
Accurate river stage predictions provide crucial information to barge and tow boat oper-
ators, port terminal captains, and lock management officials. Shallow river levels caused
by prolonged drought impact the loading capacity of barges and tow boats. High river
levels caused by excessive rainfall or snowmelt allow for greater tow capacities but make
downstream transportation and lock management risky. Current academic river height pre-
diction systems utilize either time series statistical analysis or machine learning algorithms
to forecast future river heights, but systems that combine these two areas often limit their
analysis to a single station or river basin. Empirical models require excessive computational
power and cannot provide up-to-the-minute projections. In this project, the United States
inland waterway system is divided into 24 subnetworks with the Atchafalaya, Lower Ohio,
and Lower Mississippi subnetworks given special attention. Model generation, tuning, and
testing processes are documented. The generated models are able to predict river stage one





1.1 Need for River Height Prediction
The inland waterway system is an important part of the United States socioeconomic
status. During times with favorable water levels, the rivers are a source of recreation,
a means of power generation, and an alternative method of transportation. The shipping
industry uses the inland waterway system for moving goods in a cost-effective, ecologically-
favorable manner. The Texas A&M Transportation Institute estimates that, in 2011, over
two billion metric tons of domestic and foreign goods were transported by barge over water
[1].
Extreme weather events such as heavy rainfall or drought prompt changes in the local
water balance for the affected area. These water balance changes are manifested in multiple
ways including through changes in discharge along surface streams and rivers. Discharge
is a function of flow velocity and cross-sectional flow area and depends on local conditions.
Hydrologically, discharge is an important variable as it allows scientists to reconcile lo-
cal water budgets using a volume-per-unit-time approach. In practical applications, river
heights (also known as river stages) provide more pertinent information for domains such as
water transportation. River stages are communicated to the non-scientific community us-
ing familiar distance units and provide easily measurable methods of comparison to major
benchmarks, such as known flood levels.
River level changes can have devastating economic and societal effects. Low river events
caused by drought limit the availability of water to nearby regions, threatening irrigation
and municipal water supplies and reducing the efficiency of inland shipping channels. Al-
ternatively, heavy precipitation and spring snowmelt elicit sharp rises in river stage and
potential flooding. The National Centers for Environmental Information (NCEI) estimates
that in 2016, flooding events caused over $7 billion in property damage and droughts caused
over $6 million in crop damage across the United States and its outlying territories [2].
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While no prediction algorithm will ever guarantee the elimination of river-related
threats, algorithms can help reduce damages to life and property through early warning.
The August 2016 floods in Baton Rouge, Louisiana, USA accounted for 13 deaths, over
60,000 damaged homes and over 20,000 recorded rescues by the United States Coast Guard
and various state National Guards [3]. Accurate predictions could have reduced these fig-
ures by giving homeowners in official flood zones more time to prepare their property,
warning homeowners outside of official flood zones about flood risk due to record-setting
rains, and helping civic leaders set and enact evacuation policies in advance.
1.2 Current Methods
At its core, river height forecasting is a problem involving prediction of surplus or deficit
of a local water budget. Precipitation and snowmelt are the leading causes of water input,
and data are easily obtained through environmental measurement sensors. Evaporation
from the exposed surface of the river can be estimated through empirical relations.
Because precipitation is a major component of the water balance input, river heights are
known to respond to local weather events such as heavy rainfall and drought. These weather
events do not register with river sensors instantaneously. Hydrologic lag is the time delay
between a weather event and river height response. Lag varies depending on location, shape,
and size of the drainage basin, previous weather conditions, levees, and other parameters.
A common method for determining lag is through autocorrelation analysis [4].
The National Weather Service (NWS) publishes up-to-two-week river stage forecasts for
3,642 river gauge stations across the United States. These predictions provide preliminary
flooding projections, but the NWS provides neither model uncertainty information nor
historical model accuracies, which could serve as a proxy for uncertainty information. This
uncertainty information is critical in the event of flood-related evacuations as it would allow
civic leaders to see the full range of likely flood scenarios before making a decision.
NWS hydrologists have addressed this problem by launching a tool for probabilistic
river forecasting. As of March 2018, this tool is in an experimental state. Probabilistic
2
Figure 1.1. Probabilistic forecast for Arkansas River at Little Rock, AR, March 20, 2018.
forecasts are only made for a small subset of the river gauge station network with sites near
many large riverside cities such as the Mississippi River at Baton Rouge, Louisiana station
(which was expected to reach flood stage in March 2018) missing projections. Figure 1.1
shows an example probabilistic forecast captured on March 19, 2018, for the Arkansas River
at Little Rock, Arkansas station [5].
Multiple researchers have attempted to forecast river stage through the creation of
predictive models. These models employ statistical and machine learning techniques such as
support vector regression (SVR) and artificial neural networks (ANN) to make projections.
Detailed analysis of past efforts is provided in Chapter 2.
The biggest difference between the empirical models put forth by the NWS and machine
learning efforts from the various research groups is that the NWS model is much more
3
hydrologically-robust. The NWS does not provide specific information about how their
model is built, but the Advanced Hydrologic Prediction Service website states that their
national forecasts are developed using “large amounts of data from a wide variety of sources
such as super computers, automated gauges, geostationary (GOES) satellites, Doppler
radars, weather observation stations, and the computer and communications system, called
the Advanced Weather Interactive Processing System (AWIPS)” [5]. In contrast, machine
learning models use trends from historical behavior to predict future values.
Hydrologically-näıve machine learning techniques show promising results for efficient
prediction of river height. With the proliferation of inter-networked sensors and Internet
of Things (IoT) technology, the number of measurement stations in the United States
waterway system is expected to increase in future years. With quick-return predictions in
place, machine learning models have an apparent advantage in scalability over empirical
models that often require hours to make projections. As a result, machine learning models
are favorable for rapid-refresh scenarios such as flood projection and waterway navigation.
1.3 Neural Networks
A neural network is a data analysis technique that performs classification or regression
on input data to produce a predictive value. The perceptron is the simplest supervised
neural network. In perceptron training, a row vector containing input data is multiplied by
a column vector containing weights, adjusted by a bias parameter, and passed through an
activation function. The network output is compared to the known value, and the weight
vector and bias are adjusted to attempt to fit the training data better.
Multiple perceptron nodes can be arranged within one or more layers to form a mul-
tilayer perceptron (MLP) neural network. Training occurs as in the simple perceptron
except parameter updates are applied at each individual node and depend on both node
and network outputs.
Recurrent neural networks (RNNs) advance the MLP model by repurposing node
and/or model outputs from previous timesteps as additional model input parameters. This
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makes RNNs particularly viable for time series and sequence analyses such as in the pre-
diction of river stage.
1.4 Research Objectives
This research aims to build a RNN model to predict river stage at all consistently-
reporting river stations along major inland United States waterways. Specific goals of this
project include:
• Subdividing the inland waterway system to improve training efficiency
• Training and testing RNN models for each subnetwork using data from 2009-2017
• Predicting river heights for river stations one week in advance in feasible time
• Reducing the error range provided by the NWS experimental probabilistic forecast
1.5 Thesis Structure
Chapter 2 will analyze previous attempts at developing statistical and machine learning
models to predict river discharge or height. These models are compared against each other,
and key advancements are noted. Special focus is given to the rise of more complex “deep
learning” methodologies that have arisen as computational capabilities have increased.
Chapter 3 proposes a methodology for this research project. Data collection methods
and sources are provided before discussing division of the entire United States inland wa-
terway system into smaller subnetworks. Recurrent neural network model architecture is
given, and tuning methods are described.
Chapter 4 details the results when implementing the methodologies described in Chap-
ter 3. An initial ”best guess” is provided for all subnetworks. Then, detailed tuning is
documented for three specific subnetworks that exhibit special behaviors. Model results
are provided for each step in the tuning process.
Chapter 5 concludes this thesis by summarizing the previous chapters and offering ideas




Recent research using statistical autocorrelation suggests that precipitation observa-
tions from nearby weather stations are an appropriate proxy for water input in hydrologic
machine learning models [4, 6]. This validates the use of rainfall data in the proposed
methodology. River stage responses to rainfall are affected by both location and rain his-
tory. Areas with artificial levees tend to exhibit longer response times than natural levee
areas due to the unnatural inhibitions imposed by the artificial levee. Areas experiencing
extreme soil moisture values due to surplus/drought tend to exhibit less/more moisture
transfer through the soil to maintain hydrodynamic equilibrium.
Traditional approaches to the river height problem implement regression techniques,
autoregressive moving average (ARMA) models, and statistical copulas. Each of these
methods have their own set of strengths and weaknesses.
Regression applications utilize error optimization techniques such as least-squares min-
imization to determine the “best-fit” prediction based on historical data. Least-squares
regression is solved as a linear algebra problem that requires the inverse of a matrix prod-
uct that is not guaranteed to be invertible. Techniques such as ridge regression have been
developed to prevent invertibility issues by ensuring that the determinant of the matrix
product is non-zero. The downside of employing regression techniques is that they require
assumption or prior knowledge of relationships between variables.
ARMA models implement linear regression using lagged predictor values (in this case,
river height) and model error moving averages. The lagged inputs allow for time-series
analysis. Further generalization is required to include the effect of exogenous time-series
variables such as precipitation, creating an ARMAX model. These models do not easily
allow for non-linear analysis.
Statistical copulas use joint probability distributions to relate random variables. Many
families of copulas have been derived, but each family requires underlying assumptions
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about the nature of the random variables. As a result, copulas do not generalize well
across different types of problems.
A list of studies implementing these traditional approaches and their key findings is
given in Table 2.1.
Table 2.1. Papers using traditional techniques for hydrological prediction
Author Method Key Results
Awwad and Valdés, 1992 [7] ARMAX Two methods of using AR(5) models at an
upstream station as exogenous inputs for an
ARMAX model at a downstream station.
Chen, et al., 2015 [8] Copula,
Neural Net
Reduced validation error by 17% by apply-
ing copula entropy to an artificial neural
network model.
Favre, et al., 2004 [9] Copula Simulated and plotted return frequency
curves for peak flow on the Rimouski River.




Developed a sensor network for real-time
water-level prediction.
Li, et al., 2013 [11] Copula Implemented downscaling of exogenous
variables to produce a joint density estima-
tion.
Nguyen, et al., 2015 [12] LASSO,
SVR
Developed a model for Mekong River level
prediction with mean absolute error within
0.5 meters.
Sen, 1991 [13] ARMA Applied Walsh wavelet transformations to
an ARMA to improve efficiency.
Sugimoto, et al., 2016 [14] Copula Used copulas to show abnormalities in
catchment behavior.
Neural networks are frequently applied to predict values in cases where the predic-
tion methodology is not necessarily important. Neural networks attempt to mimic human
brain functionality. The most common type of neural network is the multilayer percep-
tron (MLP), which arranges neurons into input, hidden, and output layers and calculates
a prediction through a series of weighted aggregations and activations among neurons in
adjacent layers. A rundown of MLP models found in literature is given in Table 2.2.
With recent advances in computational power and memory storage, more complex
forms of neural networks have become a viable method for river height prediction. One
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Table 2.2. Papers using multilayer perceptron networks for hydrological prediction
Author Prediction Key Results










Adjusted-R2 values of at least 0.68 ob-
tained for two of three test sites.
Khan, et al., 2016 [17] Daily Discharge,
India
Average RMS error for water level predic-
tion was 0.11 meters.
Sung, et al., 2017 [18] Hourly Stage,
South Korea
RMS error below 0.12m for one and two
hour predictions, but very error prone for
three hour and longer windows.
Unes, et al., 2013 [19] Monthly Reservoir
Height, Turkey
Showed 20% increase in test-set correla-
tion coefficient over multiple linear regres-
sion.




Reduced RMS error for a six station net-
work by an average of 5% compared to
PARMA models.
Wu, et al., 2005 [21] Up to 15-minute
Discharge, USA
Best results occured with two hours of ob-
served data predicting at a thirty minute
lead time.
common addition to the standard neural network model is the addition of a wavelet trans-
formation to reduce noise from an input dataset. These wavelet aritificial neural networks
(WANNs) have been applied to sites in multiple river basins in India and produced more
accurate models than their general MLP counterparts. Table 2.3 discusses these models in
further detail.
Deep learning is a newly-emerging field that expands neural models to handle large
numbers of hidden nodes and/or layers. The extra nodes and layers increase the com-
putational time required to implement the training algorithms but allow more complex
relationships to be discovered without prior knowledge of their existence. Thus, it could be
said that deep learning pushes the boundaries of traditional machine learning by requiring
additional considerations for data management.
One of the major innovations in deep learning research involves recurrent neural net-
works (RNNs), which were first suggested by Wigström in 1974 [25]. The RNN model
8
Table 2.3. Papers using wavelet artificial neural networks for hydrological prediction





Found an average 19% reduction in RMS er-
ror over four optimization algorithms when
using WANN instead of MLP.





Included autoregressive terms into the
WANN, reducing mean absolute error by
nearly 50% over MLP.





WANN produced a 45% reduction in RMS
error over MLP with significantly smaller
difference in peak errors.
Table 2.4. Papers using recurrent neural networks for hydrological prediction
Author Prediction Key Results
Chang, 2014 [26] Flood levels, Taipei,
Taiwan
Elman time delay neural network outper-
formed traditional backpropogation neural
networks.
Chen, 2013 [27] Reservoir flooding,
Taiwan
Reduced RMS error by 66% compared to
MLP.
de Vos, 2013 [28] Daily discharge,
twelve river basins,
USA
Found that recurrent models with non-
linear connections produce better results
with less variability than traditional feedfor-
ward ANNs.
Shen, 2013 [29] Flood depth simula-
tions, Yilan County,
Taiwan
Model produced by time delay neural net-
work predicted river height six hours in ad-
vance with RMS error of 0.11m.
recycles values obtained from hidden and/or output layers as part of the input schema
for the next model time step, emulating the autoregressive steps from Nanda et al. [23].
When combined with data from the “current state”, recurrence parameters from the hid-
den/output layers allow RNNs to make neural-based time series predictions. Such predic-
tions are useful in any realm that has time-varying data, including sensor readings and
anomaly detection. Since the data obtained in this project come from sensors, the author
believes that RNN research can provide improved performance over standard neural and
time-series models. Table 2.4 lists RNN analyses performed on various river basins around
the world.
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A common theme uniting the recurrent neural network models is the presence of long
short-term memory (LSTM) units which are responsible for “remembering” data for a pe-
riod of time (measured in epochs). LSTM units allow consecutive data observations to be
processed simultaneously. Observations can be weighted such that more recent observations
have greater effect on future predictions that older observations. This process emulates bi-
ological short-term memory, but can be held for very long periods of “time” since computer
memory is persistent.
The author has found no evidence of recurrent neural network analysis for a network




Creating, maintaining, and interpreting an integrated hydrological database is an oner-
ous task. This chapter provides a sequence of processes for data collection and storage that
satisfies the demands of this project. This chapter also highlights the division of the United
States inland waterway system, the development of a recurrent neural network model ar-
chitecture, and a procedure for tuning RNN models to optimize results for both time and
predictive error.
3.1 Data Collection
3.1.1 Historical River Height Values
The United States Geological Survey (USGS) maintains a network of over 1.6 million
water data sensors along streams, lakes, tunnels, ponds, and other waterways. A small
percentage of these sites report river height data along major inland waterways at temporal
resolutions not exceeding one hour with sufficient period of record for analysis.
The USGS offers two methods for extracting river height data from its archives. The
first method is to use USGS’s REST web service. Parameters passed into a URL query
USGS’s archives and produce the relevant data. Important parameters include site code,
data parameter, output data format, and site status. A sample URL to access data through
the USGS REST web service is http://waterservices.usgs.gov/nwis/iv/?format=
json&sites=01646500&parameterCd=00060,00065&siteStatus=all.
A second method implements a Python package called ulmo that serves as an API for
accessing data from a myriad of sources including the USGS National Water Information
System. Using ulmo requires creation of a Python script for requesting the data and parsing
the returned JSON.
During a test of these two methods, the USGS web service reduced data transfer time
by 20% when compared to the ulmo package. Thus, the USGS REST service is the preferred
method of data extraction. The ulmo method should not necessarily be ignored as it allows
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for redundant methods of obtaining data during potential USGS REST service outages.
To reduce the computational strain imposed by large-scale analysis, only data from
stations along major inland waterways were obtained. The chosen rivers are the Al-
legheny, Apalachicola, Arkansas, Atchafalaya, Chattahoochee, Illinois, Mississippi, Mis-
souri, Monongahela, Ohio, and Tombigbee Rivers. These waterways were selected for their
importance in the United States economy as major shipping channels for transported goods
and for their risk to populations living along these rivers.
3.1.2 Historical Hourly Weather Data
The Southern Regional Climate Center (SRCC) maintains a database of hourly weather
observations from airport weather stations across the United States. This data comes from
a Unidata Local Data Manager feed from the University Corporation for Atmospheric
Research. Processed data is available to the public and can be obtained by using the API
found at http://hrly.lsu.edu. Variables obtained from the SRCC hourly API are sea
level pressure, temperature, and precipitation. An additional variable showing the number
of hours since last rainfall (with a threshold of 0.01 inches) was constructed using the
obtained precipitation data. All data were normalized to a [0, 1] interval to account for
variations in scale among variables.
Some USGS river gauge stations integrate at-site precipitation data collection with
river stage logging. Coverage for this service is generally low, but newer gauges tend to
be more likely to provide precipitation data. Other climatic variables such as temperature
are rarely captured by river gauge stations. Implementing precipitation and/or climatic
sensors provides an opportunity for advancement as data will be collected at the source
instead of assimilated from nearby stations.
3.2 Model Preparation
Training a model that predicts river height for all stations in the inland waterway
network is computationally expensive. To alleviate this, the full river network must be
divided into subnetworks. This is achieved by analyzing the eight-digit Hydrologic Unit
12
Table 3.1. Created subnetworks within the inland waterway system
Sub-network Name Possible HUCs Stations
Allegheny, Middle 05010002, 05010003, 05010006 6
Allegheny, Upper 05010001 4
Apalachicola 03130011 4
Arkansas, Lower 08020401, 1111**** 9
Arkansas, Middle 1103**** 25
Atchafalaya 08080101 3
Chattahoochee, Lower 03130004 4
Chattahoochee, Middle 03130002, 03130003 9
Chattahoochee, Upper 03130001 11
Illinois, Lower 071300** 6
Illinois, Upper 07120005 2
Mississippi, Lower 0806****, 0807****, 0809**** 3
Mississippi, Upper 070102**, 070400**, 070600**, 070801**,
071100**, 071401**
11
Missouri, Lower 1030**** 9
Missouri, Middle 1006****, 1011****, 1013****, 1014****,
1017****, 1023****, 1024****
20
Missouri, Upper 10030102 1
Monongahela, Lower 05020005 2
Monongahela, Upper 05020003 5
Ohio, Lower 0514**** 12
Ohio, Middle 0509**** 6
Ohio, Upper 0503**** 10
Tombigbee, Lower 03160203 3
Tombigbee, Middle 03160106, 03160201 6
Tombigbee, Upper 03160101 4
Code (HUC) as published by the USGS. HUC is a concatenation of four two-digit codes that
represent the region, subregion, basin, and subbasin of a location in the river network. The
HUC system also assigns names to each of the four component codes, allowing important
river sections to be easily discovered. Table 3.1 provides a list of all sub-networks including
possible HUCs and station count. Where possible, asterisks are used as wild cards to
consolidate the list of possible HUCs. Each of the networks in Table 3.1 is trained and
tuned separately, producing 24 different models to describe the entire inland waterway
system.
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Table 3.2. Summary statistics for Atchafalaya subnetwork gauge readings








07381490 Atchafalaya River at Simmesport,
LA
45.06 1.56 18.02 9.41
07381515 Atchafalaya River at Butte La
Rose, LA
23.15 -0.11 9.22 4.82
07381600 Lower Atchafalaya River at Mor-
gan City, LA
10.33 0.33 3.77 1.47
Special attention will be given to three of the 24 subnetworks as examples of extreme
variability in the river network system. The Atchafalaya subnetwork contains three stations
along the Atchafalaya River in southern Louisiana with each station showing a distinct
distribution of heights. The Lower Ohio subnetwork contains ten stations stretching from
the Louisville, Kentucky metropolitan area to the intersection of the Ohio and Mississippi
Rivers near Cairo, Illinois. This particular strecth of the Ohio River is heavily dammed; four
of the ten reporting stations are located at dam sites. The Lower Mississippi subnetwork
serves as the high-traffic entryway into the United States inland waterway system and
contains three stations near major ports. Maximum, minimum, and standard deviation of
river height measurements for each station in a focus subnetwork for the entire nine year
data collection period are given in Table 3.2 (Atchafalaya), Table 3.3 (Lower Ohio), and
Table 3.4 (Lower Mississippi). Maps of the river and airport stations for each subnetwork
are provided in Figure 3.1, Figure 3.2, and Figure 3.3.
3.3 Model Architecture and Tuning
The neural network model used in this project follows the workflow shown in Figure
3.4. Input river height data is first passed through an LSTM layer. River heights are
circulated through the LSTM layer for a certain period of iterations known as the “lookback
parameter”. Outputs from the LSTM layer are combined with weather data from nearby
airports and used as inputs to a “dense” layer, which is simply a “regular” neural network
connection mechanism containing a complete, bipartite connection between nodes in two
14
Table 3.3. Summary statistics for Lower Ohio subnetwork gauge readings








03292494 Ohio River at Water Tower at
Louisville, KY
31.33 11.52 13.92 2.22
03293551 Ohio R US of McAlpine Dam @
RRB at Louisville, KY
30.27 11.91 13.52 1.80
03294500 Ohio River at Louisville, KY 62.88 9.06 20.80 3.40
03294600 Ohio River at Kosmosdale, KY 89.19 0.04 18.78 9.63
03303280 Ohio River at Cannelton Dam at
Cannelton, IN
49.30 9.84 17.86 7.84
03304300 Ohio River at Newburgh Lock
and Dam, IN
48.08 11.87 21.09 8.34
03322000 Ohio River at Evansville, IN 45.20 12.63 20.23 7.42
03322190 Ohio River at Henderson, KY 40.50 11.24 17.51 6.40
03381700 Ohio River at Old Shawneetown,
IL-KY
56.37 13.63 21.67 7.60
03384500 Ohio River at Dam 51 at Gol-
conda, IL
48.60 28.89 31.65 3.40
Table 3.4. Summary statistics for Lower Mississippi subnetwork gauge readings








07374000 Mississippi River at Baton Rouge,
LA
45.48 3.43 21.12 10.00
2919290-
89562600
Barataria Bay near Grand Terre
Island, LA
8.17 0.14 2.87 0.62
07374525 Mississippi River at Belle Chasse,
LA
18.54 6.33 11.57 2.84
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Figure 3.1. Map of the Atchafalaya River subnetwork. River gauge stations are shown in
blue while airport weather stations are shown in red.
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Figure 3.2. Map of the Lower Ohio River subnetwork. River gauge stations are shown in
blue while airport weather stations are shown in red.
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Figure 3.3. Map of the Lower Mississippi River subnetwork. River gauge stations are
shown in blue while airport weather stations are shown in red.
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Figure 3.4. Architecture for the LSTM/dense recurrent neural network model
adjoining layers. Results of this dense layer represent the output predictions for each station
in the network which are compared to known values during training.
Because each network varies in the number of river gauge and airport stations, the
neural model needs to be able to adapt to the given input parameters. Suppose a river
network has nr river gauge stations and na airport stations with a supplied lookback pa-
rameter of lb and nn nodes at the LSTM layer. The LSTM layer must handle nr ∗ lb values
while maintaining spatial and temporal structure. At any given timestep, the LSTM layer
produces nn outputs which are merged with 4 ∗ na input values from the airport data (one
value for each of the four weather parameters per station). The Dense layer contains nr
nodes to produce the appropriate number of output values, one for each river station.
There are multiple opportunities to tune each model for optimum performance. Tuning
to reduce predictive error can be performed at the LSTM layer (by changing the number
of “lookback” values and the number of nodes) or at the model level (by changing the
number of training epochs and the batch size). Tuning to reduce computation time is
mostly performed at the model level and can be achieved by changing the number of
training epochs, the batch size, and the optimization function used in training.
Error shall be measured using root mean squared error (RMSE), which provides error
values in the unit of the initial measurement. All forecasts are made for one week in the
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future. This means that the error value for an observation made on January 2 at 0:00
(and considering “lookback” river height observations before that time) is represented as
the forecast value minus the observed value on January 9 at 0:00. Error values for each
observation are squared, then averaged. The square root of the resulting average is the
RMSE.
All programming is performed using Python. The Keras library, with TensorFlow back-
end, handles all neural network computations including model generation and tuning. Data
is pulled using database connection libraries ulmo (for getting data from USGS sources)
and psycopg2 (for getting data from a staging database housed at the Southern Regional
Climate Center). The Pandas library is used to organize data from the original sources




Recurrent neural network models were trained for each of the 24 river subnetworks
defined in Chapter 3. Each model was trained independent of the other models. Special
focus was given to the Atchafalaya, Lower Ohio, and Lower Mississippi River subnetworks
for their special features. The results of model generation and tuning are highlighted in
this chapter.
4.1 Entire River Network
To ensure that all preparations were performed correctly, a simple run was performed
for each of the 24 river sub-networks. This run serves two purposes. One purpose is to
provide a means of ensuring that all stations in the subnetwork contain sufficient data for
error computation during training and testing. The second purpose is to provide a baseline
initial error for comparison during model tuning. Table 4.1 shows results of this generic
model run, which uses 100 training epochs, 50 nodes at the LSTM layer, batch size of 32, 12
hours of previously observed river height data, and learning rate of 0.0001. Learning rate
was set at 0.0001 because larger learning rates drastically increased time-to-convergence.
All other values were set based on knowledge of LSTM model structure and default values.
Because the models are untuned, the error values listed in Table 4.1 should not be
assumed as the optimum error values for that particular river section. As a corollary, no
inferences can be made regarding the relationships between optimum river sub-network
models using only the data in Table 4.1.
It is impractical to illustrate the tuning process for all 24 subnetworks, so the tuning
process will be demonstrated only for the Atchafalaya, Lower Ohio, and Lower Mississippi
River subnetworks. Recall from Chapter 3 that the Atchafalaya River subnetwork contains
three river stations with vastly different river height characteristics whereas the Lower Ohio
River subnetwork contains twelve river stations along a heavily controlled waterway and
the Lower Mississippi River contains three river stations located near major ports.
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Allegheny, Middle 6 0.301 9.638 3.12%
Allegheny, Upper 4 0.193 3.809 5.07%
Apalachicola 4 1.188 24.861 4.78%
Arkansas, Lower 9 0.929 20.386 4.56%
Arkansas, Middle 25 0.533 5.162 10.33%
Atchafalaya 3 0.772 9.893 7.80%
Chattahoochee, Lower 4 1.980 91.888 2.16%
Chattahoochee, Middle 9 4.043 108.717 3.72%
Chattahoochee, Upper 11 1.560 91.891 1.70%
Illinois, Lower 6 0.745 12.606 5.91%
Illinois, Upper 2 0.309 17.162 1.80%
Mississippi, Lower 3 0.742 11.656 6.37%
Mississippi, Upper 11 1.512 14.515 10.41%
Missouri, Lower 9 0.696 11.735 5.93%
Missouri, Middle 20 0.887 15.846 5.60%
Missouri, Upper 1 0.063 11.071 0.57%
Monongahela, Lower 2 0.153 11.651 1.31%
Monongahela, Upper 5 0.108 9.747 1.11%
Ohio, Lower 12 0.709 19.801 3.58%
Ohio, Middle 6 0.635 27.076 2.34%
Ohio, Upper 10 0.364 15.987 2.28%
Tombigbee, Lower 3 0.788 8.616 9.15%
Tombigbee, Middle 6 0.586 73.976 0.79%
Tombigbee, Upper 4 0.914 18.375 4.97%
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4.2 Atchafalaya River Network
Table 4.1 shows that the baseline Test RMSE for the Atchafalaya River section is
0.772 feet. With an average height of 9.869 feet, this translates to 7.82% error. Tuning
is performed by adjusting the number of training epochs, batch size, nodes in the LSTM
layer, and hours of previous data used during analysis.
4.2.1 Training Epochs
In order to tune the number of training epochs, assumptions must be made regarding
the batch size, number of LSTM nodes, and number of recycled hours. All values were
kept at the standard set during the baseline test (batch size of 32, 50 LSTM nodes, and
12 hours of river height data) to reduce the number of varying parameters. The model
was set to train for 1000 epochs (approximately 11 hours on the available equipment) with
validation error on the scaled data returned after every epoch. Figure 4.1 shows a plot of
RMSE after each training iteration performed. From this plot, the validation error appears
to “level out” around epoch 80. This value is rounded up to 100 to account for slightly
longer training routines that may be incurred during future training changes. At that
point, the error reduction achieved by performing another training epoch is outweighed by
the computation time required to perform the additional epoch. As a result, 100 epochs is
considered to be the optimum for the Atchafalaya River section.
4.2.2 Batch Size
Batch size represents the number of rows trained simultaneously by the model. Batch
size and training time show an inverse relationship where doubling batch size roughly
halves computation time. The tradeoff involving increased batch size is that training error
generally increases. Models for the Atchafalaya River subnetwork were trained with number
of epochs (100), LSTM nodes (50), and observed river height measurements (12) held
constant while batch size was gradually increased from 16 to 128 in increments of 16. Test
set error after 100 epochs and model training times were recorded. Figure 4.2 shows a plot
of test error during batch size tuning.
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Figure 4.1. Validation set RMSE for the Atchafalaya River subnetwork by epoch during
training using a baseline model configuration.
Figure 4.2. Test set RMSE for the Atchafalaya subnetwork during batch size manipula-
tion.
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Figure 4.2 indicates that test set error is lowest when considering batch sizes of 32, 64,
and 112. The optimum batch size for the Atchafalaya River subnetwork is chosen to be 64
due to the absence of extreme variations of model error in nearby model architectures. This
configuration reduces computation time by 45.1% over the baseline model while yielding
only a 0.9% increase in error.
4.2.3 LSTM Nodes
The next parameter to train is the number of nodes in the LSTM layer. The Atchafalaya
River subnetwork was set with experimentally-dervied values of 100 training epochs and
batch size of 64 and the assumed value of 12 previous hours of river height readings. The
number of LSTM nodes was gradually increased from 10 to 200 in increments of 10. The
best test set RMSE achieved during coarse tuning was 0.628 feet at 30 nodes. Models with
fewer LSTM neurons were unable to achieve the appropriate specificity whereas models
with more LSTM neurons overfit, increasing the test error. Models were then fine-tuned to
train with the number of LSTM nodes ranging from 21 to 39, incrementing by 1. The overall
best test RMSE was 0.618 feet at 24 nodes. However, readings at nearby node structures
indicate that this result may be anomalous. A 26 node structure, which produces a RMSE
of 0.848 feet, was chosen due to a low number of neurons (and thereby decreased training
time) and low error. Figure 4.3 shows a plot of test RMSE during the 10-increment run
while Figure 4.4 shows a plot of test RMSE during the single-increment run.
4.2.4 Lookback Parameter
With the number of training epochs (100), batch size (32), and LSTM nodes (26)
determined, the final parameter left to tune is the lookback parameter. Tuning was per-
formed by holding all experimentally-derived values constant while increasing the lookback
parameter from 1 to 23 in increments of 1. Figure 4.5 shows a plot of the resulting test set
RMSE for each lookback parameter value.
Based on the results of a single model run as shown in Figure 4.5, it is difficult to choose
the best lookback parameter. Any parameter greater than five appears to have RMSE
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Figure 4.3. Test set RMSE for the Atchafalaya River subnetwork during coarse tuning
of the LSTM layer.
Figure 4.4. Test set RMSE for the Atchafalaya River subnetwork during fine tuning of
the LSTM layer. Fine tuning was only performed for the range of 21 to 39 neurons due to
results of coarse tuning.
26
Figure 4.5. Test set RMSE for the Atchafalaya River subnetwork during lookback pa-
rameter tuning.
on or near 0.8 feet (with a few exceptions showing increased error). The computational
complexity of the model is linear with regard to lookback parameter, so choosing a smaller
parameter leads to faster model training. A parameter of six was chosen to represent the
best model with regard to both test error and computation time.
4.2.5 Final Model Results
With all model parameters set, the overall test MSE for the Atchafalaya River sub-
network is 0.800 feet. With an average observation height of 9.869 feet for all stations in
the network, this amounts to a 8.11% error network-wide. The 100 epoch, 64 batch, 26
LSTM node, six lookback model was trained in 1172 seconds (19 minutes, 32 seconds).
The resulting model error is 3.63% greater than the 0.772 foot baseline error, but model
training time is reduced by approximately 69% compared to the base case, which trained
in 3746 seconds (62 minutes, 26 seconds).
Since the LSTM produces predictions for each station in the network, error can be
analyzed at each station. Table 4.2 shows the predictive error for the three stations in
the Atchafalaya River subnetwork. In terms of RMSE, the best performing gauges in the
Atchafalaya subnetwork are the gauges at Butte La Rose, LA and Morgan City, LA while
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Table 4.2. Final Atchafalaya River model error by station












07381490 Atchafalaya River at
Simmesport, LA
0.883 17.245 5.12% 45.06 1.56
07381515 Atchafalaya River at Butte
La Rose, LA
0.745 8.769 8.49% 23.15 -0.11
07381600 Lower Atchafalaya River at
Morgan City, LA
0.766 3.589 21.34% 10.33 0.33
the worst performing gauge in the Atchafalaya subnetwork is the gauge at Simmesport,
LA.
It is difficult to determine a reason why certain stations provide better average forecasts
than other stations. One likely reason involves the variability associated with the river
height readings. The range of observations at the Simmesport station (43.50 feet) is much
greater than at the Butte La Rose (23.26 feet) and Morgan City (10.00 feet) stations.
The standard deviation of observations at the Simmesport station (8.39 feet) also greatly
exceeds that of the Butte La Rose (4.28 feet) and Morgan City (1.37 feet) stations. While
this explains the larger RMSE at the Simmesport station, there is no clear reason as to
why the Butte La Rose station performs slightly better than the Morgan City station.
In order to account for the natural variability of river heights at different points in
the subnetwork, the predictions were analyzed to determine the percentage of forecasts
within benchmark thresholds of 0.0417, 0.0833, 0.25, and 0.5 feet (0.5, 1, 3, and 6 inches,
respectively) and the percentage of forecasts with error exceeding 1 foot. There are 8760
possible forecasts per station available in the test set, though forecasts where the target
value is missing are excluded. Table 4.3 provides the percentage of observations that fall
within each threshold by station.
Table 4.3 shows that the Simmesport station contains a comparatively high percentage
of observations within 0.5 feet of the target value. This result seems counter-intuitive given
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Table 4.3. Percentage of forecasts within each threshold value, Atchafalaya subnetwork
Station ID Station ≤ 0.5 in. ≤ 1 in. ≤ 3 in. ≤ 6 in. ≥ 1 ft.
07381490 Simmesport, LA 2.92% 6.94% 28.36% 68.58% 9.51%
07381515 Butte La Rose, LA 4.10% 8.15% 25.14% 51.48% 10.52%
07381600 Morgan City, LA 3.61% 7.36% 21.88% 40.48% 19.3%
that the Simmesport station had the worst performance in Table 4.2. A closer look at
the forecasts reveals that the Simmesport station suffered from extreme error during the
first three days of the test set. Of the 69 available forecasts during the first three days, all
had absolute error exceeding one foot and five forecasts had absolute error exceeding three
feet. The extreme errors are further penalized by the selection of RMSE as the evaluation
criterion. Tuned models can be heavily influenced by outlying observations, and all model
results need to be evaluated closely to determine potential for extreme error.
4.3 Lower Ohio River Network
Table 4.1 lists the baseline test RMSE for the Lower Ohio River section as 0.709 feet.
With an average height of 19.801 feet, this translates to 3.58% error. Tuning is performed
by adjusting the number of training epochs, batch size, LSTM layer size, and previous
observations.
4.3.1 Training Epochs
As in the Atchafalaya River section, the model trained for 1000 epochs with batch size
(32), LSTM nodes (50), and previously-observed river heights (12) held consistent with the
values in the baseline test. Figure 4.6 shows a plot of RMSE against the number of training
iterations performed for the Lower Ohio River section. Similar to the Atchafalaya River
section, validation error appears to “level out” around epoch 80. This value is rounded up
to 100 to account for changes that may increase the number of epochs necessary to train.
This value of 100 epochs is used as the optimum training length for the Ohio River section.
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Figure 4.6. Validation set RMSE for the Lower Ohio River subnetwork by epoch during
training using a baseline model configuration.
4.3.2 Batch Size
As with the Atchafalaya River, models for the Lower Ohio River subnetwork were
trained with number of epochs (100), LSTM nodes (50), and recycled hours (12) held
constant while batch size was gradually increased from 16 to 128 in increments of 16. Test
set error and model training times were recorded. Figure 4.7 shows a plot of test error
versus batch size.
Figure 4.7 shows that test set RMS error remains roughly similar for batch sizes of
16, 32, 48, and 64. The optimum error of 0.633 feet occurs at batch size of 32. The
standard 32-batch model takes a little over an hour to train, but training time can be
cut in approximately half by accepting a small increase in error and using the 64-batch
configuration. For the Lower Ohio River subnetwork, the error increase is roughly 11.7%,
but this saves almost 30 minutes of training time.
4.3.3 LSTM Nodes
Again like with the Atchafalya River subnetwork, the Lower Ohio River subnetwork
was set with experimentally-derived values of 100 training epochs and batch size of 64 while
lookback hours was assumed to be 12. The number of LSTM nodes was increased from 10
to 200 in increments of 10. The best test set RMSE was 0.671 feet at 60 nodes, but error
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Figure 4.7. Test set RMSE for the Lower Ohio subnetwork during batch size manipula-
tion.
remained approximately constant for all tested values in the range of 40 to 200 nodes. With
an RMSE of 0.719 feet (only 7.15% greater than the minimum), the 40 node model was
chosen as the best representation due to the decreased amount of time required to train.
The training loop was then reset to train with the number of LSTM nodes being between
31 and 49, incrementing by 1. Figure 4.8 plots of test RMSE during the 10-increment run
while Figure 4.9 plots of test RMSE during the single-increment run.
Figure 4.9 shows clear instability in the test RMSE during single node increment train-
ing. However, the magnitude of the instability is relatively small. The 38 and 46 LSTM
node models gave the overall best test RMSE at 0.695 feet. While these values are possibly
anomalies due to “lucky” initialization, the 38 node model was deemed sufficient since the
general trend of error seems to inflect in the 37 to 39 node range. This 38 node structure
is carried forward into lookback parameter tuning.
4.3.4 Lookback Parameter
With the number of training epochs (100), batch size (64), and LSTM nodes (38) de-
termined, all that remains to be tuned is the lookback parameter. As with the Atchafalaya
River, tuning was performed by holding the previously-listed values constant while increas-
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Figure 4.8. Test set RMSE for the Lower Ohio River subnetwork during coarse tuning of
the LSTM layer.
Figure 4.9. Test set RMSE for the Lower Ohio River subnetwork during fine tuning of
the LSTM layer. Fine tuning was only performed for the range of 31 to 49 neurons due to
results of coarse tuning.
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Figure 4.10. Test RMSE for the Lower Ohio subnetwork during lookback parameter
tuning.
ing the lookback parameter from 1 to 23 in increments of 1. Figure 4.10 shows a plot of
the resulting test set RMSE for each lookback parameter value during the training loop.
Figure 4.10 shows a steep decline in test set RMSE when the lookback parameter
is increased from a single reading to approximately seven observations. Increasing the
lookback parameter beyond seven observations does not appear to consistently reduce test
error. While the best performing model is generated by using ten previous observations,
evidence suggests that this result is anomalous. Due to computational and predictive
performance, a lookback parameter of seven is chosen.
4.3.5 Final Model Results
With all model parameters set, the test RMSE for the Lower Ohio River subnetwork is
0.739 feet. With an average observation height of 19.801 feet for all stations in the network,
this amounts to a 3.73% error network-wide. The 100 epoch, 64 batch, 38 LSTM node,
seven lookback observation model was trained in 1305 seconds (21 minutes, 45 seconds).
The resulting model error is 4.23% greater than the 0.772 foot baseline error, but model
training time is reduced by approximately 66% compared to the baseline case, which trained
in 3789 seconds (63 minutes, 9 seconds).
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Since the LSTM produces predictions for each station in the network, error can be
analyzed at each station. Table 4.4 shows the predictive error for the 12 stations in the
Lower Ohio River subnetwork. From Table 4.4, it is clear that the best-predicted station,
in terms of RMSE, is the Cannelton Dam station and the worst-predicted stations are the
Ohio River at Louisville, KY and Dam 51 at Golconda, IL stations.
It is difficult to attribute the performance of any single station in the Lower Ohio
subnetwork to any single discernible cause. One possible cause would be the variability of
the height data, but the Dam 51 at Golconda, IL station was one of the worst-performing
stations despite having the third lowest range and standard deviation of river heights among
the ten Lower Ohio River stations. Furthermore, the Cannelton Dam station was the
best performing station despite having the fourth-heighest river height range and standard
deviation in the subnetwork. Another possible explanation involves drastic changes in water
levels due to dam releases. Dam stations had a slightly higher average RMSE than non-dam
stations (0.737 feet for dam stations and 0.690 feet for non-dam stations), but a Wilcoxon
rank sum test (µ0 = 0) does not suggest a significant difference between predictions on
the dammed and non-dammed stations (p = 0.457). Furthermore, both dammed and
non-dammed stations are among the best and worst-predicted stations in the subnetwork,
meaning that there is no clear evidence that dammed stations have an effect on RNN
predictions.
The benchmark method applied during Atchafalaya River subnetwork model evaluation
was also applied for the Lower Ohio River subnetwork. Table 4.5 shows the percentage of
observations that fall within each threshold by station.
Table 4.5 shows that the stations in the Lower Ohio River subnetwork tend to have
better predictive accuracy that the stations in the Atchafalaya River subnetwork. The two
stations that performed worst in terms of RMSE both have nearly one-third of observations
with absolute error exceeding one foot. The two stations that performed the best both had
over 70% of observations with absolute error less than six inches. The McAlpine Dam
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Table 4.4. Final Lower Ohio River model error by station












03292494 Ohio River at Water Tower
at Louisville, KY
0.643 13.565 4.74% 31.33 11.52
03293551 Ohio R US of McAlpine
Dam @ RRB at Louisville,
KY
0.615 13.203 4.66% 30.27 11.91
03294500 Ohio River at Louisville,
KY
1.054 21.514 4.90% 62.88 9.06
03294600 Ohio River at Kosmosdale,
KY
0.773 19.006 4.07% 89.19 0.04
03303280 Ohio River at Cannelton
Dam at Cannelton, IN
0.481 18.189 2.64% 49.30 9.84
03304300 Ohio River at Newburgh
Lock and Dam, IN
0.728 21.701 3.36% 48.08 11.87
03322000 Ohio River at Evansville, IN 0.516 20.298 2.54% 45.20 12.63
03322190 Ohio River at Henderson,
KY
0.563 17.476 3.22% 40.50 11.24
03381700 Ohio River at Old Shawnee-
town, IL-KY
0.590 21.681 2.72% 56.37 13.63
03384500 Ohio River at Dam 51 at
Golconda, IL
1.122 31.221 3.59% 48.60 28.89
Table 4.5. Percentage of forecasts within each threshold value, Lower Ohio River subnet-
work
Station ID Station ≤ 0.5 in. ≤ 1 in. ≤ 3 in. ≤ 6 in. ≥ 1 ft.
03292494 Louisville Water
Tower
5.48% 11.10% 33.90% 64.27% 9.43%
03293551 McAlpine Dam 7.35% 14.77% 42.65% 72.09% 6.52%
03294500 Louisville, KY 2.88% 5.87% 18.20% 36.33% 33.81%
03294600 Kosmosdale, KY 4.29% 8.40% 27.32% 58.73% 6.29%
03303280 Cannelton Dam 8.16% 16.38% 45.19% 76.19% 3.97%
03304300 Newburgh Dam 4.36% 9.15% 27.59% 53.34% 15.19%
03322000 Evansville, IN 6.23% 12.76% 38.04% 71.25% 3.75%
03322190 Henderson, KY 6.13% 12.26% 35.85% 63.99% 6.10%
03381700 Old Shawneetown 6.14% 12.02% 34.89% 65.68% 6.64%
03384500 Dam 51 3.60% 6.99% 18.84% 34.85% 33.42%
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Figure 4.11. Validation set RMSE for the Lower Mississippi River subnetwork by epoch
during training using a baseline model configuration.
station showed similar error profiles to the Cannelton Dam and Evansville stations, but
because the McAlpine Dam station had nearly double the frequency of forecasts exceeding
one foot absolute error, the final RMSE suffered.
4.4 Lower Mississippi River Network
Table 4.1 gives the baseline test RMSE for the Lower Mississippi River section as 0.742
feet. With an average height of 11.656 feet, this translates to 6.37% error. As usual, tuning
is performed by adjusting training length, batch size, LSTM nodes, and history length used
during analysis.
4.4.1 Training Epochs
To begin training, all parameter values were kept at the baseline values of 32-batch size,
50 LSTM nodes, and 12 hours of river height data. Following the pattern established in
previous trials, the model trained for 1000 epochs (approximately 11 hours on the available
equipment) with validation error on the scaled data returned after every epoch. Figure
4.11 plots scaled validation set RMSE during the entirety of training. From this plot, the
validation error curve again appears to flatten around epoch 80. This value is rounded up
to 100 to account for slightly longer training routines that may be incurred during future
tuning.
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Figure 4.12. Test set RMSE for the Lower Mississippi River subnetwork during batch
size manipulation.
After 100 epochs, the error reduction achieved by performing additional training is
negligible and only increases the computation time required. As a result, 100 epochs is
determined to be the optimum training length for the Lower Mississippi River section.
4.4.2 Batch Size
Models for the Lower Mississippi River subnetwork were trained with number of epochs
(100), LSTM nodes (50), and observed river height measurements (12) held constant while
batch size was increased from 16 to 128 in increments of 16. Test error was recorded after
each iteration. Figure 4.12 shows a plot of test error versus batch size.
Since test RMSE did not show a clear trend during batch size training, the batch size
with the lowest error was used. For the Lower Mississippi River subnetwork, this batch
size is 64. This configuration reduces computation time by 47.3% over the baseline model
while actually reducing baseline error by 27.1%.
4.4.3 LSTM Nodes
The next parameter to train is the number of nodes in the LSTM layer. The Lower
Mississippi River subnetwork was set with experimentally-dervied values of 100 training
epochs and batch size of 64 and the assumed 12 hours of previous river height readings.
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Figure 4.13. Test set RMSE for the Lower Mississippi River subnetwork during coarse
tuning of the LSTM layer.
The number of LSTM nodes was gradually increased from 10 to 200 in increments of 10.
The best test set RMSE achieved during coarse tuning was 0.452 feet at 30 nodes. Since
the model errors showed no discernible trends, particularly in the lower-neuron region, it
was determined that the 30 node structure would be the optimum value on which the fine
tuning process would be centered. Fine tuning was then employed on the range of 21 and
39 LSTM nodes, incrementing by 1. Figure 4.13 shows a plot of test set RMSE during
the 10-increment training loop while Figure 4.14 shows a plot of test set RMSE during the
single-increment training loop.
Fine tuning of the LSTM layer of the Lower Mississippi River subnetwork model was
difficult due to the erratic nature of the test RMSE readings. The overall best test RMSE
was 0.407 feet at 33 nodes. With the next-lowest error value of 0.442 feet, it was decided
that this result may be anomalous. Figure 4.14 suggests an increasing trend as the number
of neurons increases beyond 25 (anomalous results notwithstanding). Thus, a 25 node
structure, which produces a RMSE of 0.471 feet, was chosen.
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Figure 4.14. Test set RMSE for the Lower Mississippi River subnetwork during fine
tuning of the LSTM layer. Fine tuning was only performed for the range of 21 to 39
neurons due to results of coarse tuning.
4.4.4 Lookback Parameter
With the number of training epochs (100), batch size (64), and LSTM nodes (25)
determined, the final parameter left to tune is the lookback parameter. Tuning was per-
formed by holding all experimentally-derived values constant while increasing the lookback
parameter from 1 to 23 in increments of 1. Figure 4.15 shows a plot of the resulting test
set RMSE for each lookback parameter value.
Figure 4.15 does not give a clear choice of the best lookback parameter. Multiple
lookback parameters produce test set errors on or approximately 0.475 feet with the best
error as 0.436 feet when lookback parameter is nine. Computational complexity is another
consideration, but Figures 4.5 and 4.10 show that other subnetwork models using a lookback
parameter less than five tend to show increased potential for error. The model chosen as
the best model is the 10-lookback model since the produced error is among the lowest of
any model, computation time is slightly reduced from the base case (which has a lookback
parameter of 12), and the nearby model results indicate local stability.
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Figure 4.15. Test set RMSE for the Lower Mississippi River subnetwork during lookback
parameter tuning.
4.4.5 Final Model Results
With all model parameters set, the overall test MSE for the Lower Mississippi River
subnetwork is 0.467 feet. With an average observation height of 11.656 feet for all stations
in the network, this amounts to a 4.01% error network-wide. The 100 epoch, 64 batch, 25
LSTM node, ten lookback model was trained in 1640 seconds (27 minutes, 20 seconds).
This model’s error is 37.1% lower than the 0.742 foot baseline error, and model training
time is reduced by approximately 56% compared to the base case, which trained in 3746
seconds (62 minutes, 26 seconds). These results show that the tuned model is clearly better
than the untuned model for the Lower Mississippi River subnetwork.
Since the LSTM produces predictions for each station in the network, error can be
analyzed at each station. Table 4.6 shows the predictive error for the three stations in
the Lower Mississippi River subnetwork. In terms of RMSE, the best performing gauge in
the Lower Mississippi subnetwork is the gauge located in Barataria Bay while the worst
performing gauge in the Lower Mississippi subnetwork is the Baton Rouge, LA gauge.
Evaluating the stations of the Lower Mississippi subnetwork solely on RMSE values
can be misleading. The results suggest that the prediction at the Baton Rouge, LA station
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Table 4.6. Final Lower Mississippi River model error by station












07374000 Mississippi River at Baton
Rouge, LA
0.626 21.12 2.96% 45.48 3.43
2919290-
89562600
Barataria Bay near Grand
Terre Island, LA
0.273 2.87 9.51% 8.17 0.14
07374525 Mississippi River at Belle
Chasse, LA
0.433 11.57 3.74% 18.54 6.33
is 2.29 times worse that the prediction at Barataria Bay. However, the range of values at
the Baton Rouge, LA station is 5.24 times greater than at the Barataria Bay station. The
same holds true for the Belle Chasse, LA station which has prediction 1.59 times worse but
range 1.52 times greater than the Barataria Bay station. These results suggest that the
range of gauge readings biases the error potential along the Lower Mississippi River.
An additional consideration for the error potential is that the Barataria Bay station is
not actually along the Lower Mississippi River. Instead, this station is a coastal station
that was chosen to represent Gulf of Mexico height readings near the Mississippi River
delta. Due to the sheer size of the Gulf of Mexico, it takes a much larger change in water
volume to invoke a change in height at a given point along the coast. Additionally, the
coastal site is prone to tidal effects that occur at regular intervals. As a result, the Barataria
Bay station shows much smaller hour-by-hour changes in height readings than typical river
stations. This result clearly reduces the potential for error as the generated models for the
Barataria Bay station do not have to consider large gauge height swings.
It is again necessary to account for the natural variability of river heights at different
points in the subnetwork. The same benchmark thresholds of 0.0417, 0.0833, 0.25, and 0.5
feet (representing 0.5, 1, 3, and 6 inches, respectively) were analyzed, and the percentage
of forecasts with error exceeding 1 foot was also reported. Table 4.7 shows the percentage
of observations that fall within each threshold by station.
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Table 4.7. Percentage of forecasts within each threshold value, Lower Mississippi River
subnetwork
Station ID Station ≤ 0.5 in. ≤ 1 in. ≤ 3 in. ≤ 6 in. ≥ 1 ft.
07374000 Baton Rouge, LA 4.81% 9.89% 29.71% 56.80% 11.04%
2919290-
89562600
Barataria Bay 12.09% 24.06% 68.09% 92.08% 1.66%
07374525 Belle Chasse, LA 9.66% 18.06% 50.48% 79.13% 7.92%
Table 4.8. Pre-tuned and post-tuned model results for the three sections analyzed.




Atchafalaya Untuned 3 0.772 62:26
Atchafalaya Tuned 3 0.800 19:32
Ohio, Lower Untuned 10 0.772 63:09
Ohio, Lower Tuned 10 0.739 21:45
Mississippi, Lower Untuned 3 0.742 62:26
Mississippi, Lower Tuned 3 0.467 27:20
Table 4.7 validates the hypothesis that the Barataria Bay near Grand Terre Island,
LA station is not prone to large predictive error. With nearly one-eighth of all predictions
accurate within an absolute error of one-half inch, the Barataria Bay station far outpaces
all analyzed stations in the highest category of accuracy. The 1.66% rate of absolute error
exceeding one foot is also far better than any other analyzed station. The Belle Chasse,
LA station also performs well compared to other analyzed stations, affirming the relatively
low RMSE value for the Lower Misssissippi subnetwork.
4.5 Summary of Results
Details of the tuning process are provided for three sections of the inland waterway
network. Table 4.8 shows the results of tuning at each section with regard to both error
and time.
4.5.1 Atchafalaya Subnetwork
The Atchafalaya subnetwork exhibited a sharp decrease in training time at the cost
of a slight increase in test error. There were few opportunities to reduce the error in this
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subnetwork. The most notable opportunity involved selecting a lookback parameter of
eight rather than six. This decision carries some risk as the sudden increase in test error
when the lookback parameter is increased from eight to nine is indicative of a potential
anomalous reading. Selection of an eight-lookback model would yield a test RMSE of 0.701
feet and training time of 1459 seconds (24:19 mm:ss), both reductions from the untuned
model.
4.5.2 Lower Ohio Subnetwork
The Lower Ohio subnetwork showed similar characteristcs as the Atchafalaya subnet-
work. There were few opportunities to significantly reduce model error except for a very
risky selection in lookback parameter. Choosing a lookback value of ten instead of seven
for the Lower Ohio section produces a test RMSE of 0.651 feet and traning time of 1668
seconds (27:48 mm:ss), both of which reduce from the untuned model.
4.5.3 Lower Mississippi Subnetwork
The Lower Mississippi subnetwork was the only subnetwork to show sharp decreases
in both test error and training time after tuning. Large variations in model error often led
to the selection of the best possible error for model progression, so opportunities to reduce
the error are few. Opportunities for further error reduction include selection of a lookback





The entire United States inland waterway system was divided into 24 subnetworks
containing any number from 1 to 25 river gauge stations. Three subnetworks served as
special focus networks by providing a detailed explanation of the tuning process described
in Chapters 3 and 4. Each subnetwork was subject to a baseline test with default model pa-
rameters before undergoing individualized tuning involving the number of training epochs,
batch size, LSTM nodes, and previous data.
Results from each of the three subnetworks show that accurate predictions are obtain-
able using a recurrent neural network architecture. Forecasts made for data points one
week in the future have root mean squared error below 0.5 feet in the Lower Mississippi
River subnetwork and below 0.75 feet in the Atchafalaya River and Lower Ohio River sub-
networks. These results are obtained despite unfavorable conditions such as high station
variability (Atchafalaya), high shipping traffic (Lower Mississippi), and water regulation
(Lower Ohio). Recurrent neural network model projections compare favorably to the Na-
tional Weather Service’s Short-term Probabilistic Guidance tool, which provided a 90%
confidence interval with an approximate range of five feet for a one-week forecast at the
Arkansas River at Little Rock, AR station on March 20, 2018.
Models for each of the three highlighted subnetworks displayed similar architectural
characteristics. All models saw validation set error decrease gradually until approximately
the 80th training epoch before error started to level out, and in all three cases, a value
of 100 epochs was considered sufficient to adequately train the model. A batch size of 64
also provided the best balance between error rate and training time for all three sections.
Slight differences in the number of LSTM neurons and the number of hours of previous data
used in training can likely be attributed to slight changes in random weight initialization
during model generation. It should be noted that the exact value of LSTM neurons (26 for
Atchafalaya, 38 for Lower Ohio, and 25 for Lower Mississippi) and lookback values (six for
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Atchafalaya, seven for Lower Ohio, and ten for Lower Mississippi) are similar among the
three sections and differ slightly due to judgement calls made during results interpretation.
Potential improvements to the methodology include variations in architecture and
multiple-run tuning. Network architecture was kept simple and constant through the model
generation phase. New classes of models can be generated simply by adding layers to previ-
ous model iterations and re-training. This leads to an infinite number of architectures that
have the potential to reduce error. Layer addition also carries the caveat that increases
the number of computations required during training, and thus the training time, increases
with model complexity.
Multiple-run tuning can be defined as the act of iteratively retraining models and ag-
gregating the results, thereby reducing variability of accuracy assessments. To perform this
process, models need to be trained a fixed number of times during each tuning sequence.
Each model run must initiate with a different set of randomized weights. Averaging the er-
rors produced during each tuning phase can either reduce the effect of potentially anomalous
training runs or confirm that runs that appear anomalous are actually valid. Multiple-run
tuning was considered but not applied in this project.
This research unveils a computationally-efficient methodology for using recurrent neu-
ral networks with long short-term memory to predict river stages for station networks in
the United States inland waterway system. Results suggest that this methodology is ca-
pable of predicting river stage with lower error than currently-published National Weather
Service model estimations. Potential avenues for future research using similar methodolo-
gies include flood prediction at local spatial scales and development of automated voyage
planning systems for crews using the United States inland waterway system.
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