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Abstract. The Eigendecomposition of quadratic forms (symmetric matrices) guaranteed by
the spectral theorem is a foundational result in applied mathematics. Motivated by a shared
structure found in inferential problems of recent interest—namely orthogonal tensor decompositions,
Independent Component Analysis (ICA), topic models, spectral clustering, and Gaussian mixture
learning—we generalize the eigendecomposition from quadratic forms to a broad class of “orthogonally
decomposable” functions. We identify a key role of convexity in our extension, and we generalize
two traditional characterizations of eigenvectors: First, the eigenvectors of a quadratic form arise
from the optima structure of the quadratic form on the sphere. Second, the eigenvectors are the fixed
points of the power iteration.
In our setting, we consider a simple first order generalization of the power method which we
call gradient iteration. It leads to efficient and easily implementable methods for basis recovery. It
includes influential Machine Learning methods such as cumulant-based FastICA and the tensor power
iteration for orthogonally decomposable tensors as special cases.
We provide a complete theoretical analysis of gradient iteration using the structure theory of
discrete dynamical systems to show almost sure convergence and fast (super-linear) convergence rates.
The analysis also extends to the case when the observed function is only approximately orthogonally
decomposable, with bounds that are polynomial in dimension and other relevant parameters, such as
perturbation size. Our perturbation results can be considered as a non-linear version of the classical
Davis-Kahan theorem for perturbations of eigenvectors of symmetric matrices.
1. Introduction. The spectral theorem for symmetric matrices is no doubt
among the most fundamental mathematical results used ubiquitously throughout
mathematics and applications. The spectral theorem states that a symmetric matrix A
can be diagonalized in some orthonormal “eigenvector” basis ei or, equivalently, that
any quadratic form 〈u, Au〉 can be written as 〈u, Au〉 = ∑i λi〈u, ei〉2. Recovering the
basis ei’s accurately and efficiently is one of the key problems in numerical analysis
and a subject of an extensive literature.
More recently it has been realized that a number of problems in data analysis and
signal processing can be recast as recovering an orthogonal basis from a more general
non-quadratic function.
In this paper we introduce “orthogonally decomposable” functions, a generaliza-
tion of quadratic forms and orthogonally decomposable tensors, allowing for a basis
decomposition similar to that given by the spectral theorem. We identify a key role of
convexity in the extension of traditional characterizations of eigenvectors of quadratic
forms to our framework. Moreover, we will show that a number of problems and
techniques of recent theoretical and practical interest can be viewed within our setting.
Let {e1, . . . , em} be a full or partial, unknown orthonormal basis in Rd. Choosing
a set of one-dimensional contrast functions1 gi : R → R, we define the orthogonally
∗An earlier version of this paper was presented at the 2016 Conference on Learning Theory (COLT)
under the title “Basis Learning as an Algorithmic Primitive”.
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1We call the gis contrast functions following the Independent Component Analysis (ICA) ter-
minology. Note, however, that in the ICA setting our “contrast functions” correspond to different
scalings of the ICA contrast function.
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decomposable (odeco) function F : Rd → R as
(1) F (u) :=
m∑
i=1
gi(〈u, ei〉) .
Our goal will be to recover the set {e1, . . . , em} (fully or partially) through access to
∇F (u) (the exact setting), or to provide a provable approximation to these vectors
given an estimate of ∇F (u) (the noisy/perturbation setting).
To see how this basis recovery problem for orthogonally decomposable functions
generalizes the eigenvector recovery problem for a symmetric matrix A, first consider
the quadratic form FA(u) := 〈u, Au〉. From the eigendecomposition of A, we obtain
FA(u) =
∑
i λi〈u, ei〉2, and we see that FA is an odeco function with contrast functions
gi(t) = λit
2. In addition, there are two characterizations of matrix eigenvectors which
lead to algorithms for eigenvector recovery which we wish to generalize:
1. (dynamical system) the eigenvectors are the fixed points2 of the map u 7→
Au/‖Au‖ and
2. (maximization) the eigenvector with the largest eigenvalue corresponds to the
global maximum of the quadratic form on the sphere, the second largest is
the maximum in the orthogonal direction to the largest, and so on.
Note that the discrete dynamical system point of view leads to the classical power
method for matrix eigenvector recovery while the maximization view suggests various
optimization procedures.
In what follows we identify conditions which allow these characterizations to be
extended to a broad class of general orthogonally decomposable functions. It turns
out that the key is a specific kind of convexity, namely that the functions |gi(
√
x)|
need to be convex.
Taking the dynamical systems point of view, we propose a fixed point method
for recovering the hidden basis. The basic algorithm consists simply of replacing the
point with the normalized gradient at each step using the “gradient iteration” map
u 7→ ∇F (u)/‖∇F (u)‖. We show that when |gi(
√
x)| is strictly convex, the desired
basis directions are the only stable fixed points of the gradient iteration, and moreover
that the gradient iteration converges to one of the basis vectors given almost any
starting point. Further, we link this gradient iteration algorithm to optimization of F
over the unit sphere by demonstrating that the hidden basis directions (that is, the
stable fixed point of the gradient iteration) are also a complete enumeration of the
local maxima of |F (u)|.
In this paper, we analyze the odeco function framework in the setting where each
|gi(
√
x)| is strictly convex. Since in the matrix setting each gi(x) = λix2 satisfies only
that gi(
√
x) is convex but not strictly so, the matrix setting is precluded from the
analysis.3 The matrix setting ends up being a limit case to the analysis with related
but slightly different properties.
The proposed gradient iteration as analyzed directly generalizes several influential
fixed point methods for performing hidden basis recovery in the machine learning and
signal processing contexts including cumulant-based FastICA [22] and the tensor power
method [14, 2] for orthogonally decomposable symmetric tensors. One of our main
2Up to sign or in projective space.
3 While our analysis does not capture the matrix case, some of the ideas underlying our analysis
apply to the matrix setting. In the introduction of subsection 4.2, we briefly sketch how the proof
techniques in our analysis relate to standard proofs that the matrix power iteration converges to the
top eigenvector.
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conceptual contributions is to demonstrate that the success of such power iterations
need not be viewed as a consequence of a linear or multi-linear algebraic structure,
but instead relies on an orthogonal decomposition of the function F combined with
a more fundamental convexity structure. Compared to the matrix and tensor cases,
the dynamics of the general gradient iteration is significantly more complex. To show
convergence, we use general results on stable/unstable manifolds for discrete dynamical
systems.
Under our assumptions, we demonstrate that the gradient iteration exhibits
superlinear convergence as opposed to the linear convergence of the standard power
iteration for matrices but in line with some known results for ICA and tensor power
methods [22, 32, 2]. We provide conditions on the contrast functions gi to obtain
specific higher orders of convergence.
It turns out that a similar analysis still holds when we only have access to an
approximation of ∇F (the noisy setting). In order to give polynomial run-time bounds
we analyze gradient iteration with occasional random jumps4. The resulting algorithm
still provably recovers an approximation to a hidden basis element. By repeating
the algorithm we can recover the full basis {e1, . . . , em}. We provide an analysis of
the resulting algorithm’s accuracy and running time under a general perturbation
model. Our bounds involve low degree polynomials in all relevant parameters—e.g., the
ambient dimension, the number of basis elements to be recovered, and the perturbation
size—and capture the superlinear convergence speeds of the gradient iteration. Our
accuracy bounds can be considered as a non-linear version of the classical perturbation
theorem of Davis and Kahan [13] for eigenvectors of symmetric matrices. Interestingly,
to obtain these bounds we only require approximate access to ∇F and do not need
to assume anything about the perturbations of the second derivatives of F or even
F itself. We note that our perturbation results allow for substantially more general
perturbations than those used in the matrix and tensor settings, where the perturbation
of a matrix/tensor is still a matrix/tensor. In many realistic settings the perturbed
model does not have the same structure as the original. For example, in computer
computations, Ax is not actually a linear function of x due to finite precision of floating
point arithmetic. Our perturbation model for ∇F still applies in these cases.
To highlight the parallels and differences with the classical matrix case we provide
a brief summary in the table below:
Symmetrix matrix A Odeco function
Functional form F (u) = 〈u, Au〉 =∑i λi〈u, ei〉2 F (u) =∑mi=1 gi(〈u, ei〉)
Fixed point iteration u 7→ Au‖u‖ u 7→ ∇F (u)‖∇F (u)‖
“Eigenvalues” Constants λi monotone functions, Eq. 3
Maxima on sphere Top eigenvector All “eigenvectors”
Attractors of iteration Top eigenvector All “eigenvectors”
Convergence rate Linear Superlinear
Analysis Based on homogeneity Stable/unstable manifolds
discrete dynamical systems
Perturbation stability Linear Linear
4In a related work, Ge et al. [18] use the standard gradient descent with random jumps to escape
from saddle points in the context of online tensor decompositions.
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Below in subsection 2.2 we will show how a number of problems can be viewed
in terms of hidden basis recovery. Specifically, we briefly discuss how our primitive
can be used to recover clusters in spectral clustering, independent components in
Independent Component Analysis (ICA), parameters of Gaussian mixtures and certain
tensor decompositions. Finally, in section 7 we apply our framework to obtain the first
provable ICA recovery algorithm for arbitrary model perturbations.
Organization of the paper. In section 2 we introduce the problem of basis recovery
and sketch the main theoretical results of the paper. We also show how our framework
relates to spectral clustering, ICA, matrix and tensor decompositions and Gaussian
Mixture Learning. In section 3 we analyze the structure of the extrema of odeco
functions. In section 4 we show that the fixed points of gradient iteration are in
one-to-one correspondence with the odeco function’s maxima and analyze convergence
of gradient iteration in the exact case. In section 5 we give an interpretation of the
gradient iteration algorithm as a form of adaptive gradient ascent. In section 6 we
describe a robust version of our algorithm and give a complete theoretical analysis for
arbitrary perturbations. Then, in section 7, we show how to apply our framework to
obtain a perturbation analysis of ICA under arbitrary model perturbations.
2. Problem description and the main results. We consider a function opti-
mization framework for hidden basis recovery. More formally, let {e1, . . . , em} be a
non-empty set of orthogonal unit vectors in Rd. These unit vectors form the unseen
basis. A function on a closed unit ball F : B(0, 1) → R is defined from “contrast
functions” gi : [−1, 1]→ R as:
(2) F (u) :=
m∑
i=1
gi(〈u, ei〉) .
We call F an orthogonally decomposable function (odeco function) with the associated
tuples {(gi, ei) | i ∈ [m]}. The goal is to recover the hidden basis vectors ei for i ∈ [m]
up to sign given evaluation access to F and its gradient. We will assume that d ≥ 2
since otherwise the problem is trivial. We consider contrast functions gi ∈ C(2)([−1, 1])
which satisfy the following assumptions:
Assumption 2.1. gi is either an even or odd function.
Assumption 2.2. Strict convexity of |gi(
√
x)|: Either d2dx2 gi(
√
x) > 0 on (0, 1] or
− d2dx2 gi(
√
x) > 0 on (0, 1].
Assumption 2.3. The right derivative at the origin ddxgi(
√
x)|x=0+ = 0.
Assumption 2.4. gi(0) = 0.
Assumption 2.2 is slightly stronger than stating that one of ±gi(
√
x) is strictly convex
on (0, 1]. From now on F and the term odeco function will refer to an odeco function
with associated eis and gis satisfying Assumptions 2.1 to 2.4 unless otherwise stated.
Remark 2.5. Assumption 2.4 is non-essential. If each gi satisfies Assumptions 2.1
to 2.3, then x 7→ [gi(x)−gi(0)] satisfies Assumptions 2.1 to 2.4 making [F (u)−F (0)] =∑m
i=1[gi(〈u, ei〉)− gi(0)] an odeco function of the desired form.
We shall see in section subsection 2.2 that odeco functions arise naturally in
a number of problems of interest within machine learning. However, we will first
summarize our main results showing that given an odeco function, the directions
e1, . . . , em can be efficiently recovered up to sign.
4
2.1. Summary of the main results. In what follows it will be convenient to
append arbitrary orthonormal directions em+1, . . . , ed to our hidden “basis” to obtain
a full basis. For the remainder of this paper, we simplify our notation by indexing
vectors in Rd with respect to this hidden basis e1, . . . , ed. That allows us to introduce
the notation ui := 〈u, ei〉 for u ∈ Rd. Thus, F (u) =
∑m
i=1 gi(ui).
We now state the first result indicating that an odeco function encodes the basis
e1, . . . , em. We use S
d−1 := {u | ‖u‖ = 1} to denote the unit sphere in Rd.
Theorem 2.6. The set {±ei | i ∈ [m]} is a complete enumeration of the local
maxima of |F | with respect to the domain Sd−1.
Theorem 2.6 implies that a form of gradient ascent can be used to recover maxima
of |F | and hence the hidden basis5. However, the performance of gradient ascent
is dependent on the choice of a learning rate parameter. We propose a simple and
practical parameter-free fixed point method, gradient iteration, for finding the hidden
basis elements ei in this setting.
The proposed method is based on the gradient iteration function G : Sd−1 → Sd−1
defined by
G(u) :=
∇F (u)
‖∇F (u)‖
with the convention that G(u) = u if ∇F (u) = 0. We use the map G as a fixed point
iteration for recovering the hidden basis elements6.
However, there is a difficulty: at any given step, the derivative ∂iF (u) can be of a
different sign than ui causing sign(ui) 6= sign(Gi(u)). Note that we do not know which
coordinates flip their signs as the coordinates are hidden. As it turns out, this does
not affect the algorithm, but the analysis is more transparent in a space of equivalence
classes7. We divide Sd−1 into equivalence classes using the equivalence relation v ∼ u
if |vi| = |ui| for each i ∈ [d]. Given v ∈ Sd−1, we denote by [v] its corresponding
equivalence class. The resulting quotient space Sd−1/∼ may be identified with the
positive orthant of the sphere Qd−1+ := {u ∈ Sd−1 | ui ≥ 0 for all i ∈ [d]}. There is a
bijection φ : Sd−1/∼ → Qd−1+ given by φ([u]) =
∑d
i=1 |ui|ei. We treat Sd−1/∼ as a
metric space with the metric µ([u], [v]) = ‖φ([v])− φ([u])‖. Under Assumption 2.1,
if u ∼ v then G(u) ∼ G(v). As such, sequences are consistently defined modulo this
equivalence class, and we consider the fixed points of G/∼.
We will use the following terminology. A class [v] is a fixed point of G/∼ if
G(v) ∼ v. We will consider sequences of the form {u(n)}∞n=0 defined recursively by
u(n) = G(u(n− 1)). In addition, by abuse of notation, we will sometimes refer to a
vector v ∈ Sd−1 as a fixed point of G/∼.
We demonstrate that the attractors of G/∼ are precisely the hidden basis elements,
and that all other fixed points of G/∼ are non-attractive (unstable hyperbolic). Further,
convergence to a hidden basis element is guaranteed given almost any starting point
u(0) ∈ Sd−1.
Theorem 2.7 (Gradient iteration stability). The hidden basis elements {[ei] |
i ∈ [m]} are attractors of the dynamical system G/∼. Further, there is a full measure
5We note that Assumption 2.1 is stronger than what is actually required in Theorem 2.6. In
particular, we could replace Assumption 2.1 with the assumption that x 7→ gi(−
√|x|) is either strictly
convex or strictly concave on [−1, 0] for each i ∈ [m].
6A special case of this iteration was introduced in the context of ICA [38].
7Alternative approaches to fixing the sign issue include analyzing the fixed points of the double
iteration u→ G(G(u)) or working in projective space.
5
set X ⊂ Sd−1 such that for all u(0) ∈ X , [u(n)]→ [ei] for some ei as n→∞.
One implication of Theorem 2.7 is that given a u(0) ∈ Sd−1 drawn uniformly at
random, then with probability 1, u(n) converges (up to ∼) to one of the hidden basis
elements.
From Theorems 2.6 and 2.7 we see how odeco function basis recovery closely
resembles the problem of recovering the top eigenvector of a symmetric matrix. A
symmetric matrix A may be represented by the quadratic form f(u) = uTAu. From f ,
the top eigenvector of A may be characterized in two ways: (1) as the attractive fixed
point of the map u 7→ ∇f(u)/‖∇f(u)‖ in projective space or (2) as the maximum of
f restricted to the unit sphere. From Theorems 2.6 and 2.7, we see that for the odeco
function F each basis element e1, . . . , em satisfies both characterizations of being a top
eigenvector. See subsection 2.2 for more discussion on ways in which odeco function
basis recovery and the gradient iteration relate to the symmetric matrix eigenvector
problem and some tensorial generalizations.
When recovering a hidden basis element via repeated application of the gradient
iteration function G, the rate of convergence is superlinear. to the hidden basis
elements is fast (superlinear). For reference, we include definitions of convergence
rates in
Theorem 2.8 (Gradient iteration convergence rate). If [u(n)]→ [ei] as n→∞,
then the convergence is superlinear. Specifically, if x 7→ gi(x1/r) is convex on [0, 1] for
some r > 2 , then the rate of convergence is at least of order r − 1.
The above Theorems suggest the following practical algorithm for recovering the hidden
basis elements:
Algorithm 1 The gradient iteration algorithm.
1. Choose an initial u ∈ Sd−1
2. Repeat the iteration u ← G(u) until convergence is achieved to recover a
single hidden basis direction.
3. Repeat steps 1 and 2 with the starting u chosen in the orthogonal complement
to previously found u in order to recover additional hidden basis directions.
In practice, one may threshold min(‖G(u) − u‖, ‖−G(u) − u‖) to determine if
convergence is achieved.
From a practical standpoint, the fast and guaranteed convergence properties of
the gradient iteration make it an attractive algorithm for hidden basis recovery. We
also demonstrate that the gradient iteration is robust to a perturbation. Specifically,
we modify the gradient iteration algorithm by occasionally performing a small random
jump of size σ on the sphere. We call this algorithm RobustGI-Recovery and
show that it approximately recovers all hidden basis elements. More precisely, we
consider the following notion of a perturbation of ∇F : If for every u ∈ B(0, 1),
‖∇F (u) − ∇̂F (u)‖ ≤ , then we say that ∇̂F is an -approximation of F . Further,
if F satisfies a strong version of Assumption 2.2, namely that there exists positive
constants α ≥ β and γ ≤ δ such that for each i ∈ [m], βxδ−1 ≤ | d2dx2 gi(
√
x)| ≤ αxγ−1
for all x ∈ (0, 1], then our perturbation result can be summarized as follows.
Theorem 2.9 (simplified). Treating γ and δ as constants, if σ ≤ poly−1(αβ , d,m)
and if  ≤ σβ poly−1(αβ ,m, d), then with probability 1 − p, RobustGI-Recovery
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takes
poly(
1
σ
,
α
β
,m, d) log(
1
p
) + poly(d,m) log1+2γ(log(
β

))
time to recover O(/β) approximations of each ei up to a sign. Specifically, RobustGI-
Recovery returns vectors µ1, . . . ,µm such that there exists a permutation pi of [m]
such that ‖±µi − epi(i)‖ ≤ O(/β) for all i ∈ [m].
Several observation are now in order:
1. We note that we only need a zero-order error bound for ∇F (u) for the pertur-
bation analysis and do not need to assume anything about the perturbations
of the second derivatives of F or even F itself. This perhaps surprising fact is
due to the convexity conditions.
2. Our perturbation results allow for substantially more general perturbations
than those used in the matrix and tensor settings, where the perturbation of
a tensor is still a tensor. In our setting the perturbation of an odeco function
corresponding to a tensor does not have to be tensorial in structure. This
situation is very common whenever an observation of an object is not exact.
For example, Ax is not a linear function of x on a finite precision machine.
The same phenomenon occurs in the tensor case.
3. log1+2γ(log(
β
 )) above corresponds to the superlinear convergence from Theo-
rem 2.8 in the unperturbed setting.
The full algorithm and analysis for RobustGI-Recovery, complete with more precise
bounds, can be found in section 6.
Finally, in section 7, we show how to apply RobustGI-Recovery to cumulant-
based ICA under an arbitrary perturbation from the ICA model. In this setting,
RobustGI-Recovery provides an algorithm for robustly recovering the approximate
ICA model.
2.2. Motivations for and Examples of Odeco Function Recovery. Before
proving our main results on odeco function recovery, we first motivate why the odeco
function recovery problem is of interest through a series of examples. We first show how
odeco function recovery and the gradient iteration relate to ideas from the eigenvector
analysis of matrices and tensors. Then, we discuss several settings where the problem
of odeco function recovery arises naturally in machine learning.
Connections to matrix eigenvector recovery. Our algorithm can be viewed as
a generalization of the classical power iteration method for eigendecomposition of
symmetric matrices. Let A be a symmetric matrix. Put F (u) = uTAu. From the
spectral theorem for matrices, we have F (u) =
∑
i λi〈u, ei〉2 where each λi is an
eigenvalue of A with corresponding eigenvector ei. We see that F (u) is an odeco
function8 with the contrast functions gi(x) := λix
2. It is easy to see that our gradient
iteration is an equivalent update to the power method update u 7→ Au/‖Au‖. As such,
the fixed points9 of the gradient iteration are eigenvectors of the matrix A. We also
note that it is not necessary to know each gi(x) to have access to the odeco function
F (u) or its derivative ∇F (u).
In addition, we note that the gradient iteration for an odeco function may be written
to look very much like the power iteration for matrices. Let F (u) =
∑m
i=1 gi(〈u, ei〉)
denote an odeco function. In order to better capture the convexity Assumption 2.2,
8Note that Assumption 2.2 is not satisfied as in this case gi(
√
x) is convex but not strictly convex.
9These fixed points are fixed possibly up to a sign flip. Alternatively stated, these are fixed points
in projective space.
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we may define functions hi(t) := gi(sign(t)
√|t|). To compress notation, we use ± to
denote the sign(〈u, ei〉). Then, F (u) =
∑m
i=1 hi(±〈u, ei〉2). Taking derivatives, we
obtain that
(3) ∇F (u) = 2
m∑
i=1
±h′i(±〈u, ei〉2)〈u, ei〉ei .
Note that in the matrix example above, the power iteration can be expanded as
Au =
∑
i
λi〈u, ei〉ei .
We see that the formula for ∇F (u) is the same as the power iteration for matrices with
the (constant) eigenvalues λi being replaced by the functional term ±h′i(±〈u, ei〉2).
By Assumption 2.2, |hi(t)| is strictly convex, and in particular each |h′i(t)| is strictly
increasing as a function of |t|. The gradient iteration for general odeco functions may
be thought of as a power iteration where matrix eigenvalues are being replaced by
functions whose magnitude grows with the magnitude of their respective coordinate
values 〈u, ei〉. The change in these “eigenvalues” by location allows each of the basis
directions e1, . . . , em to become an attractor locally since there is no single fixed “top
eigenvalue” as in the matrix setting.
Connections to the tensor eigenvector problem. While in general not a special
case of the odeco function framework, there are also connections between the gradient
iteration algorithm and the definition of an eigenvector of a symmetric tensor [33, 27].
In particular, given a symmetric tensor T ∈ Rd×···×d (with r copies of d), we may treat
T as an operator on Rd using the operation Tur :=
∑
i1,...,ir
Ti1...irui1 · · ·uir . We note
that this formula encapsulates the matrix quadratic form uTAu = Au2 as a special case.
We also denote by Tur−1 the vector such that [Tur−1]j =
∑
i2,...,ir
Tji2...irui2 · · ·uir .
If we define the function f(u) = Tur, then the Z-eigenvectors of T are defined to
be vectors u for which there exists λ ∈ R such that ∇f(u) = rλu. Expanding this
formula, we get the slightly more familiar looking form that the Z-eigenvectors of T are
the points such that Tur−1 = λu, or alternatively the fixed points10 of the iteration
u 7→ Tur−1‖Tur−1‖ . Note that this iteration may alternatively be written as u 7→ ∇f(u)‖∇f(u)‖ .
Replacing the function f(u) = Tur with an odeco function F , the fixed points10 of
the gradient iteration u 7→ ∇F (u)‖∇F (u)‖ are like eigenvectors for our function F in this
dynamical systems sense.
Orthogonal tensor decompositions. In a recent work [2], it was shown that the
tensor eigenvector recovery problem for tensors with orthogonal decompositions11 can
be applied to a variety of problems including ICA and previous works on learning
mixtures of spherical Gaussians [21], latent Dirichlet allocation [1], and learning hidden
Markov models [4].
Their framework involves using the moments of the various models to obtain a
tensor of the form T =
∑m
k=1 wkµ
⊗r
k where (1) each wk ∈ R\{0}, (2) each µk ∈ Rd is a
unit vector, and (3) µ⊗rk is the tensor power defined by (µ
⊗r
k )i1...ir = (µk)i1 . . . (µk)ir .
The µks may be assumed to have unit norm by rescaling the wks appropriately. In the
special case where the µks are orthogonal, then the direction of each µk can be recovered
10These fixed points are fixed possibly up to a sign flip. Alternatively stated, these are fixed points
in projective space.
11Another related work [3] investigates properties of the tensor power method in certain settings
where the symmetric tensor is not orthogonal decomposable and has symmetric rank exceeding d.
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using tensor power methods [2]. It can be shown that Tur =
∑m
k=1 wk〈u, µk〉r.
In particular, the function F (u) = Tur is an odeco function with the contrasts
gi(x) := wix
r and hidden basis elements ek := µk. Further, the fixed point iteration
u 7→ Tur−1‖Tur−1‖ proposed by Anandkumar et al. [2] for eigenvector recovery in this setting
can be equivalently written as the gradient iteration update u 7→ ∇F (u)‖∇F (u)‖ .
Spectral clustering. Spectral clustering is a class of methods for multiway cluster
analysis. We describe now a prototypical version of the method that works in two
phases [6, 31, 35, 41]. The first phase, spectral embedding, constructs a similarity
graph based on the features of the data and then embeds the data in Rd (where d is
the number of clusters) using the bottom d eigenvectors of the Laplacian matrix of the
similarity graph. The second phase clusters the embedded data using a variation of
the k-means algorithm. A key aspect in the justification of spectral clustering is the
following observation: If the graph has d connected components, then a pair of data
points is either mapped to the same vector if they are in the same connected component
or mapped to orthogonal vectors if they are in different connected components [39]. If
the graph is close to this ideal case, which can be interpreted as a realistic graph with
d clusters, then the embedding is close to that ideal embedding.
This suggests the following alternate approach [9] to the second phase of spectral
clustering by interpreting it as a hidden basis recovery problem: Let x1, . . . ,xn ∈ Rd
be the embedded points. Let g : R → R be a function satisfying Assumptions 2.1
to 2.4. Let
(4) F (u) =
n∑
i=1
g(〈u, xi〉).
In the ideal case, there exists an orthonormal basis Z1, . . . ,Zd of Rd and positive
scalars b1, . . . , bd such that xi = bjZj for every i in the j
th connected component of
the graph. Thus, in the ideal case we can write
F (u) =
d∑
j=1
ajg(bj〈u, Zj〉)
where aj is the number of points from the j
th connected component. Thus, F is an
odeco function in the ideal case with contrasts gj(t) := ajg(bjt). In the general case,
it is a perturbed odeco function and the hidden basis can be approximately recovered
using our robust algorithm (section 6). Note that via (4), F and its derivatives can be
evaluated at any u just with knowledge of the xis, and without knowing the hidden
basis.
We note that for this spectral clustering application, the choice of g is arbitrary
so long as it satisfies Assumptions 2.1 to 2.4. In particular, this is an example where
the generality of the gradient iteration beyond the tensorial setting provides greater
flexibility.
Independent component analysis (ICA). In the ICA model, one observes samples of
the random vector X = AS where A ∈ Rd×d is a mixing matrix and S = (S1, . . . , Sd) is
a latent random vector such that the Sis are mutually independent and non-Gaussian.
The goal is to recover the mixing matrix A = [A1| · · · |Ad], typically with the goal of
using A−1 to invert the mixing process and recover the original signals. This recovery
is possible up to natural indeterminacies, namely the ordering of the columns of A and
the choice of the sign of each Ai [11]. ICA has a vast literature (see the books [12, 23]
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for a broad overview) with numerous applications including speech separation [30],
denoising of EEG/MEG brain recordings [37], and various vision tasks [7, 10] to name
a few.
To demonstrate that ICA fits within our odeco function framework, we rely on
the properties of the cumulant statistics.12 Let κr(X) denote the r
th cumulant of a
random variable X. The cumulant κr(X) satisfies the following: (1) Homogeneity:
κr(αX) = α
rκr(X) for any α ∈ R and (2) Additivity: if X and Y are independent,
then κr(X + Y ) = κr(X) + κr(Y ). Given an ICA model X = AS, these properties
imply that for all u ∈ Rd, κr(〈u, X〉) = κr(
∑d
i=1〈u, Ai〉Si) =
∑d
i=1〈u, Ai〉rκr(Si). A
preprocessing step called whitening (i.e., linearly transforming the observed data to
have identity covariance) makes the columns of A into orthogonal unit vectors. Under
whitening, the columns of A form a hidden basis of the space. In particular, defining
the contrast functions gi(x) := x
rκr(Si) and the basis encoding elements ei := Ai,
then the function F (u) := κr(〈u, X〉) =
∑d
i=1 gi(〈u, ei〉) is an odeco function so long
as each κr(Si) 6= 0. Further, these directional cumulants and their derivatives have
natural sample estimates (see e.g., [25, 38] for the third and fourth order estimates),
and as such this choice of F will be admissible to our algorithmic framework for basis
recovery.
Interestingly, it has been noted in several places [22, 32, 42] that cubic convergence
rates can be achieved using optimization techniques for recovering the directions Ai,
particularly when performing ICA using the fourth cumulant or the closely related
fourth moment. One explanation as to why this is possible arises from the dual
interpretation (discussed in section 5) of the gradient iteration algorithm as both an
optimization technique and as a power method. In the ICA setting, the gradient
iteration algorithm for cumulants was introduced by Voss et al. [38]. This paper
provides a significant generalization of those ideas as well as a theoretical analysis.
Parameter estimation in a spherical Gaussian Mixture Model. A Gaussian Mixture
Model (GMM) is a parametric family of probability distributions. A spherical GMM
is a distribution whose density can be written in the form f(x) =
∑k
i=1 wifi(x),
where wi ≥ 0,
∑
i wi = 1 and fi is a d-dimensional Normal density with mean µi
and covariance matrix σ2i I, for σi > 0. The parameter estimation problem is to
estimate wi,µi, σi given i.i.d. samples of random vector x with density f . For clarity
of exposition, we only discuss the case k = d and σi = σ for some fixed, unknown σ.
Our argument is a variation of the moment method of Hsu and Kakade [21]. As in
their work, similar ideas should work for the case k < d and non-identical σis.
We explain how to recover the different parameters from observable moments.
Firstly, σ2 is the smallest eigenvalue of the covariance matrix of x. This recovers
σ. Let v be any unit norm eigenvector corresponding to the eigenvalue σ2. Define
M2 := E(xxT ) − σ2I ∈ Rd×d. Then we have M2 =
∑d
i=1 wiµiµ
T
i . Denote D =
diag(w1, . . . , wd), A = (µ1, . . . ,µd) ∈ Rd×d. With this notation we have M2 = ADAT .
Let M = M
1/2
2 (symmetric). This implies M = AD
1/2R, where R is some orthogonal
matrix.
12An important class of ICA methods with guaranteed convergence to the columns of A are based
on the optimization of κ4(〈u, X〉) over the unit sphere (see e.g., [5, 15, 22]). Other contrast functions
are also frequently used in the practical implementations of ICA (see e.g., [24]). However, these
non-cumulant functions can have spurious maxima [40].
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We have E(〈x, u〉3) = ∑di=1 wi〈µi, u〉3 + 3σ2‖u‖2 E(〈x, u〉). Then,
F (u) := E(〈x, M−1u〉3)− 3σ2‖M−1u‖2 E(〈x, M−1u〉) =
d∑
i=1
wi〈µi, M−1u〉3
=
d∑
i=1
wi(u
TRTD−1/2ei)3 =
d∑
i=1
w
−1/2
i 〈u, Ri·〉3
is an odeco function encoding the rows of R, with basis vectors zi = Ri· and contrasts
gi(t) = w
−1/2
i t
3. The recovery of the rows of R allows the recovery of the directions of
the columns of A, that is, the directions of µis. The actual µis then can be recovered
from the identity 〈µi, v〉 = 〈E(x), v〉. Finally, denoting w = (w1, . . . , wd) we have
E(x) = Aw and we recover w = A−1 E(x).
3. Extrema structure of Basis Encoding Functions. In this section, we
investigate the maximum structure of |F | on the unit sphere and prove Theorem 2.6.
The optima structure of F relies on the hidden convexity implied by Assumption 2.2.
To capture this structure, we define hi : [−1, 1]→ R as hi(x) := gi(sign(x)
√|x|) for
i ∈ [m] and hi := 0 for i ∈ [d] \ [m]. Thus,
(5) F (u) =
m∑
i=1
hi(sign(ui)u
2
i ) .
These hi functions capture the convexity from Assumption 2.2. Indeed, the functions
hi have the following properties:
Lemma 3.1. The following hold for all i ∈ [m]:
1. The magnitude function |hi(t)| is strictly convex.
2. h′i(0) = 0.
3. hi is continuously differentiable.
4. The derivative’s magnitude function |h′i(t)| is strictly increasing as a function
of |t|. In particular, |h′i(t)| > 0 for all t 6= 0.
5. Fix I to be one of the intervals (0, 1] or [−1, 0). If hi is strictly convex on I,
then sign(t)h′i(t) > 0 for all t ∈ I, and otherwise sign(t)h′i(t) < 0 for all t ∈ I.
Proof. We first show parts 2 and 3. We compute the derivative of hi to see
h′i(x) =
{
1
2g
′
i(sign(x)
√|x|)/√|x| if x 6= 0
0 if x = 0
where the derivative at the origin is due to Assumptions 2.1 and 2.3. Since the
derivative h′i(t) exists for all t, and since one of ±hi is convex on either of the intervals
[0, 1] and [−1, 0], it follows that h′i is continuous [20, Corollary 4.2.3].
To see part 4, we note that h′i(0) = 0 and apply Assumption 2.2 to see that h
′
i
is strictly monotonic on [0, 1]. As such, |h′i(t)| is strictly increasing on [0, 1]. The
symmetries of Assumption 2.1 imply that |h′i(t)| is strictly increasing more generally
as a function of |t|.
To see part 5, we note that h′i(t) = h
′
i(0) +
∫ t
0
h′′i (x) dx =
∫ t
0
h′′i (x) dx. Then, we
use Assumption 2.2 to obtain the stated correspondence between sign(h′′i (x)) (which
is +1 on I if hi is convex and −1 otherwise) and sign(h′i(t)).
To see that |hi| is strictly convex, it suffices to use that |hi| is continuously
differentiable and to show that ddt |hi(t)| is strictly increasing. Note that ddt |hi(t)| =
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sign(hi(t))h
′
i(t), and also that sign(hi(t)) = sign(
∫ t
0
h′i(t)) = sign(th
′
i(t)) by part 5. It
follows that sign( ddt |hi(t)|) = sign(t). Taking this sign into account, part 4 implies
part 1.
In order to avoid dealing with unnecessary sign values, we restrict ourselves to
analyzing the optima structure of |F | over the domain Qd−1+ (the all positive orthant
of the sphere). Due to the symmetries of the of the problem (Assumption 2.1), it is
actually sufficient to analyze the maxima structure of |F | on Qd−1+ in order to fully
characterize the maxima of |F | on the entire sphere Sd−1.
To characterize the extrema structure of the restriction of |F | to Qd−1+ , we will
use its derivative structure expanded in terms of the hi functions. It will be useful
to establish some relationships between the gi and hi functions. We denote by 1[•]
the indicator function, and we use the convention that any summand containing a
1[False] coefficient is 0 even if the term is indeterminant (e.g., 1[False]/0 = 0 and
∞ · 1[False] = 0).
Lemma 3.2. The following hold for each i ∈ [m]:
1. For x ∈ [0, 1], g′i(x) = 2h′i(x2)x and h′i(x2) = g
′(x)
2x 1[x 6=0].
2. For x ∈ [0, 1], g′′i (x) = 1[x 6=0][4h′′i (x2)x2 + 2h′i(x2)]
3. Fox x ∈ (0, 1], h′′i (x2) = 14 [g′′i (x)/x2 − g′i(x)/x3].
Proof. By construction, hi(x
2) = gi(x). Taking derivatives, we obtain 2h
′
i(x
2)x =
g′i(x). Since h
′
i(0) = 0 by Assumption 2.3, h
′
i(x
2) =
g′i(x)
2x 1[x6=0].
Taking a second derivative away from x = 0, we see that g′′i (x) = 4h
′′
i (x
2)x2 +
2h′i(x
2). At x = 0, the right derivative is given by:
∂+g
′
i(0) = lim
c→0+
g′i(c)− g′i(0)
c
= 2 lim
c→0+
1
2
g′i(
√
c)√
c
= 2 lim
c→0+
( d
dx
gi(
√
x)
)∣∣∣
x=c
= 2
( d
dx
gi(
√
x)
)∣∣∣
x=0
= 0 .
In the above, the second equality uses that g′i(0) = 0, a fact which is implied by As-
sumption 2.3 (in particular, |g′i(0)| ≤ | limh→0+ g(
√
h)−g(0)√
h
| ≤ | limh→0+ g(
√
h)−g(0)
h | = 0
since h ≤ √h in a neighborhood of the origin). The fourth equality uses that ddxgi(
√
x)
is continuous due to the convexity of gi(
√
x) [20, Corollary 4.2.3]. The final equality
uses Assumption 2.3.
The argument in (2) also holds if we replace gi(x) with gi(−x) since gi(−x) also
satisfies Assumptions 2.1 to 2.4. Hence, ∂−g′i(0) = 0 and g
′′
i (0) = 0. We thus obtain
the formula on [0, 1] of
g′′i (x) = 1[x6=0][4h
′′
i (x
2)x2 + 2h′i(x
2)]
as desired.
When x 6= 0, we may rearrange terms to obtain:
h′′i (x
2) =
g′′i (x)− 2h′i(x2)
4x2
=
g′′i (x)
4x2
− g
′
i(x)
4x3
.
As F (u) =
∑m
i=1 gi(ui) has first and second order derivatives of ∇F (u) =∑m
i=1 g
′
i(ui)ei and HF (u) =
∑m
i=1 g
′′
i (ui)eie
T
i , we obtain the following derivative
formulas for F (u) in terms of the hi functions for any u ∈ Qd−1+ :
∇F (u) = 2
m∑
i=1
h′i(u
2
i )uiei HF (u) =
m∑
i=1
1[ui 6=0][4h
′′
i (u
2
i ) + 2h
′
i(u
2
i )]eie
T
i(6)
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The first derivative necessary condition for u ∈ Sd−1 to be an extrema of F
over Qd−1+ can be obtained using the Lagrangian function L : B(0, 1)× R defined as
L(u, λ) := F (u)− λ[‖u‖2 − 1]. In particular, a point u ∈ Qd−1+ is a critical point of F
with respect to Qd−1+ (that is, it satisfies the first order necessary conditions to be a
local maximum of F with respect to Qd−1+ ) if and only if there exists λ ∈ R such that
(u, λ) is a critical point of L. The following result then enumerates the critical points
of F with respect to the Qd−1+ .
Lemma 3.3. Let u ∈ Qd−1+ and λ ∈ R. The pair (u, λ) is a critical point of L if
and only if λ1[ui 6=0] = h
′
i(u
2
i ) for all i ∈ [d].
Proof. We set the derivative
(7)
∂
∂ui
L(u, λ) = ∂iF (u)− 2λui = 2h′i(u2i )ui − 2λui
equal to 0 to obtain h′i(u
2
i )ui = λui. If ui = 0, then h
′
i(u
2
i ) = h
′
i(0) = 0 by
Assumption 2.3. Otherwise, h′i(u
2
i ) = λ.
While there are exponentially many (with respect to m) critical points of F as a
function on the sphere, it turns out that only the hidden basis directions correspond to
maxima of F on the sphere. The proof of the following statements uses the convexity
structure from Lemma 3.1.
Proposition 3.4. If j ∈ [m], then ej is a strict local maximum of |F | with respect
to Qd−1+ .
Proof. We will prove the case where hj is strictly convex on [0, 1] and note that
the case hj is strictly concave is exactly the same when replacing F with −F .
We first note that F (ej) = hj(1) > 0 since h
′
j is strictly increasing (see Lemma 3.1).
In particular, using continuity of each gi, it follows that F (u) > 0 on a neighborhood
of ej , and it suffices to demonstrate that F takes on a maximum with respect to S
d−1
at ej . Letting Du denote the derivative operator with respect to the variable u and
continuing from (7), we obtain
(8) D2uL(u, λ) = HF (u)− 2λDuu =
m∑
i=1
1[ui 6=0][4h
′′
i (u
2
i )u
2
i + 2h
′
i(u
2
i )]eie
T
i − 2λI .
We now use the Lagrangian criteria for constrained extrema (see e.g., [28, chapter
11] for a discussion of the first order necessary and second order sufficient conditions
for constrained extrema) to show that ej is a maximum of F |Qd−1+ . From Lemma 3.3,
we see that (ej , h
′
j(1)) is a critical point of L. Further, for any non-zero v such that
v ⊥ ej , we obtain vT (D2uL)(ej , h′j(1))v = −2h′j(1)‖v‖2. As h′j(1) > 0, it follows that
vT (D2uL)(ej , h′j(1))v < 0. Thus, ej is a local maximum of F .
Proposition 3.5. If v ∈ Qd−1+ is not contained in the set {ei | i ∈ [m]}, then v
is not a local maximum of |F | with respect to Qd−1+ .
Proof. We first consider the case in which vi = 0 for all but at most one i ∈ [m].
We will call this i ∈ [m] for which vi 6= 0 as j if it exists and otherwise let j ∈ [m]
be arbitrary. Fix any w ∈ Qd−1+ such that wj > vj and wi = 0 for i ∈ [m] \ {j}.
Such a choice is possible since v 6= ej implies vj < 1. Then, |F (v)| = |hj(v2j )|
and |F (w)| = |hj(w2j )|. Since |hj(t)| is a strictly increasing function on [0, 1] from
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|hj(0)| = 0 (see Lemma 3.1), it follows that |F (w)| > |F (v)|. Since w can be
constructed in any open neighborhood of v, v is not a local maximum of |F | on Qd−1+ .
Now, we consider the case where v is an extremum (either a maximum or a
minimum) of |F | with respect to Qd−1+ such that there exists j, k ∈ [m] distinct such
that vj > 0 and vk > 0. We will demonstrate that this implies that v is a minimum of
|F |.
We use the notation for a vector u, u〈k〉 :=
∑
i u
k
i ei is the coordinate-wise
power. Fix η > 0 sufficiently small that for all δ ∈ (−η, η) we have that w(δ) :=
(v〈2〉 + δej − δek)〈1/2〉 ∈ Qd−1+ . We now consider the difference F (w(δ))− F (v) for a
non-zero choice of δ ∈ (−η, η):
F (w(δ))− F (v) = hj(wj(δ)2)− hj(v2j ) + hk(wk(δ)2)− hk(v2k)
= h′j(xj(δ)
2)[wj(δ)
2 − v2j ] + h′k(xk(δ)2)[wk(δ)2 − v2k]
= δ[h′j(xj(δ)
2)− h′k(xk(δ)2)] ,
where xi(δ) ∈ (vj , wj(δ)) and xi(δ) ∈ (wk(δ), vk) under the mean value theorem.
As v must be an extremum of F in order to be an extremum of |F |, there exists
λ such that the pair (v, λ) is a critical point of L. Let S = {i | vi 6= 0}. Lemma 3.3
implies that λ = h′i(v
2
i ) for all i ∈ S. In particular, sign(h′i(v2i )) is the same for each
i ∈ S, and we will call this sign value s. Under (5), we have F (v) = ∑i∈S hi(v2i ). By
Lemma 3.1, shi is strictly increasing from shi(0) = 0 on [0, 1] for each i ∈ S. As such,
F (v) is separated from 0 and sign(F (v)) = s. Further,
s[F (w(δ))− F (v)] = sδ[h′j(xj(δ)2)− h′k(xk(δ)2)] < sδ[λ− λ] = 0
holds by noting that each sh′i is strictly increasing on [0, 1] (by Lemma 3.1). Thus, v
is a minimum of |F |.
Theorem 2.6 follows by combining Propositions 3.4 and 3.5 and using the symme-
tries of F from Assumption 2.1.
4. Stability and convergence of gradient iteration. In this section we will
sketch the analysis for the stability and convergence of gradient iteration (Theorems 2.7
and 2.8). It turns out that a special form of odeco function is sufficient for our analysis.
Definition 4.1. An odeco function F (u) =
∑m
i=1 gi(ui) is called a positive odeco
function if x 7→ gi(sign(x)
√|x|) is strictly convex for each i ∈ [m].
The positive odeco function has several especially nice properties. Its name is
justified by the fact that for a positive odeco function F , F (u) ≥ 0 for all u ∈ Sd−1.
Further, when we expand F (u) =
∑m
i=1 hi(sign(ui)u
2
i ) =
∑m
i=1 hi(u
2
i ) under (5), we see
that each hi is strictly convex over its entire domain. Finally, given an odeco function
F , we construct a positive odeco function F¯ (u) :=
∑m
i=1 g¯i(ui) where g¯i(x) = |gi(x)|.
We call F¯ the positive odeco function associated with F .
We first establish that for positive odeco functions, the gradient iteration G is
a true fixed point method on Sd−1 without the need to consider equivalence classes
(as in subsection 2.1). Let φ and µ be defined as in subsection 2.1. We identify
each orthant of Sd−1 by a sign vector v where each vi ∈ {+1,−1} by defining
Qd−1v := {u ∈ Sd−1 | viui ≥ 0 for each i ∈ [d]} as the orthant of Sd−1 containing v.
Lemma 4.2. Let v ∈ Rd be a sign vector (that is, vi ∈ {±1} for each i ∈ [d]). If
u,w ∈ Qd−1v , then µ([u], [w]) = ‖u−w‖.
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Proof. By direct calculation we see:
µ([u], [w])2 =
∥∥∥∥∥
d∑
i=1
|ui|ei −
d∑
i=1
|wi|ei
∥∥∥∥∥
2
=
d∑
i=1
(|ui| − |wi|)2
=
d∑
i=1
(ui − wi)2 = ‖u−w‖2 .
The first equality uses the definition of µ, and the third equality uses that u,w ∈ Qd−1v ,
i.e., ui and wi share the same sign (up to the possibility of being 0) for each i ∈ [d].
In Proposition 4.3 below, we see that G¯ is orthant preserving, and that the iterations
G/∼ and G¯|Qd−1+ are equivalent under the isometry φ. These iterations thus have
equivalent fixed point properties. It will suffice to analyze G¯|Qd−1+ in place of G/∼.
Proposition 4.3. Let v be a sign vector in Rd. Then, G¯ has the following
properties:
1. If u ∈ Qd−1v , then G¯(u) ∈ Qd−1v .
2. If u,w ∈ Sd−1 are such that u ∼ w, then G(u) ∼ G¯(w).
Proof. We first demonstrate property 1 holds. Let h¯1, . . . , h¯d be defined for F¯ in
the same way that h1, . . . , hd are defined for F in section 3. Then, ∂iF¯ (u) = 2h¯
′
i(u
2
i )ui
for all i ∈ [d]. Under Lemma 3.1, sign(x)h¯′i(x) ≥ 0 on for all x ∈ R and all i ∈ [m].
As h¯i := 0 for all i ∈ [d] \ [m], it follows that sign(ui)∂iF¯ (u) ≥ 0 for all i ∈ [d]. Thus,
G¯(u) ∈ Qd−1v .
We now demonstrate that property 2 holds. Since u ∼ w, there exist sign values
si ∈ {+1,−1} such that ui = siwi. By Assumption 2.1 (i.e., gi and hence its derivative
is either an even or odd function), we see that |∂iF (u)| = |g′i(ui)| = |g′i(wi)| = |∂iF¯ (w)|.
In particular, it follows that ‖∇F¯ (w)‖ = ‖∇F (u)‖, and that |G¯i(w)| = |Gi(u)| for
each i ∈ [d]. Thus, G¯(w) ∼ G(u).
Throughout this section, we will assume that F (u) =
∑m
i=1 gi(ui) is a positive
odeco function. The functions hi are defined as in section 3. We will analyze
the associated gradient iteration function G on the domain Qd−1+ . It suffices to
analyze positive odeco functions on Qd−1+ , and the results can be easily extended to
general odeco functions on Sd−1 due to Proposition 4.3. Unless otherwise stated,
we will also assume in this section that {u(n)}∞n=0 is a sequence in Qd−1+ satisfying
u(n) = G(u(n− 1)) for all n ≥ 1.
We now proceed with the formal analysis of the global stability structure and the
rate of convergence of our dynamical system G/∼. It will be seen in subsection 4.3
that the fast convergence properties of the gradient iteration are due to the strict
convexity in Assumption 2.2. However, we will spend most of our time characterizing
the stability of fixed points of G/∼, in particular demonstrating that the hidden basis
elements e1, . . . , em are attractors, and that for almost any starting point u(0), u(n)
converges to one of the hidden basis elements as n→∞.
We now give a brief outline of the argument for the global attraction of the hidden
basis elements. For simplicity, we provide this sketch for the case where d = m.
However, we will later provide all statements and proofs necessary to obtain the global
stability in full generality. This argument has four main elements.
1. Enumeration of the fixed points of the gradient iteration (subsection 4.1). We
enumerate the fixed points of G and see that, including the hidden basis elements
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e1, . . . , ed, the dynamical system G actually has 2
d − 1 fixed points in Qd−1+ . In
particular, we will see that for any subset S ⊂ [d], there exists exactly one fixed point
v of G in Qd−1+ such that vi 6= 0 iff i ∈ S. The proof of this enumeration of fixed points
is based on the expansion G(u) = ∇F (u)‖∇F (u)‖ where ∇F (u) =
∑m
i=1 h
′
i(u
2
i )ei and the
monotonicity of the h′i functions from Lemma 3.1. The proof also uses an observation
that the fixed points of G are exactly the critical points of F on Sd−1 arising in the
optimization view.
2. Hyperbolic fixed point structure and stability/instability implications (subsec-
tion 4.2.2). We show that all fixed points of G are hyperbolic, i.e. the eigenvalues of
the Jacobian matrix are different from 1 in absolute value (Lemma 4.18). As such, the
stability properties of the fixed points of G can be inferred from the eigenvalues of its
Jacobian.
We denote by DGu the Jacobian of G evaluated at u, and we let p be a fixed
point of G outside of the set {e1, . . . , ed}. Then, we show that as a linear operator
DGp : p
⊥ → p⊥, DGp has at least one eigenvalue with magnitude strictly greater
than 1. This implies that p is locally repulsive for the discrete dynamical system G
except potentially on a low dimensional manifold called the local stable manifold of
p (Lemma 4.19). As the local stable manifold of p is low dimensional, it is also of
measure zero. By analyzing the measure of repeated compositions of G−1 applied to
the local stable manifold of p, we are able to demonstrate that globally on the sphere,
the set of starting points u(0) such that u(n)→ p is measure zero (Theorem 4.24).
We will also see that at a hidden basis element ei, DGei : e
⊥
i → e⊥i is the zero
map. In particular, ei is an attractor of the dynamical system G. Taken together,
these results show that the hidden basis directions ei are the attractors of the gradient
iteration, and that all other fixed points are unstable.
3. The big become bigger, and the small become smaller (subsection 4.2.1). We
show that coordinates of u(n) go to zero as n → ∞ under certain conditions. In
particular, let S ⊂ [d] and let v be the fixed point of G such that vi 6= 0 if and only
if i ∈ S. An implication of the convexity Assumption 2.2 is that if ui > vi, then
∂iF (u)/ui > ∂iF (v)/vi, and similarly if ui < vi, then ∂iF (u)/ui < ∂iF (v)/vi. To see
that these orderings hold, we use the expansion F (u) =
∑m
i=1 hi(u
2
i ) to see ∂iF (u)/ui =
2h′i(u
2
i ) and we recall (from Lemma 3.1) that each h
′
i is an increasing function. Using
this monotonicity, we show that each gradient iteration update has the effect of
increasing the gap (as a ratio) between maxi∈S ∂iF (u)/ui and mini∈S ∂iF (u)/ui. This
implies a divergence between the coordinates of u(n) under the gradient iteration.
In particular, we show that if there exists an i ∈ S and k ∈ N such that ui(k) > vi,
then the ratio between maximum magnitude and minimum magnitude coordinate
values of u(n) within S goes to infinity as n→∞. In particular, there will exist an
i ∈ S such that ui(n)→ 0 as n→∞.
4. Global attraction of the hidden basis (Theorem 4.26). We alternate between
applying parts 2 and 3 of this sketch in order to demonstrate that for almost any
u(0), all but one of the coordinates of u(n) go to zero as n goes to infinity. Part 3
of the sketch allows us to force coordinates of u(n) to approach 0. By part 2, the
trajectory never converges to one of the unstable fixed points of G. This guarantees
for any particular unstable fixed point v that a coordinate of u(n) eventually exceeds
the corresponding non-zero coordinate of v due to the interplay with part 3. As all
but one of the hidden coordinates of u(n) must eventually go to 0, it follows that
u(n)→ ei for some i ∈ [m] as n→∞.
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4.1. Enumeration of fixed points. We now begin the process of enumerating
the fixed points of G. First, we observe that the fixed points of G are very closely
related to the maxima structure of F .
Observation 4.4. A vector v ∈ Qd−1+ is a stationary point of G if and only
if there exists λ∗ such that (v, λ∗) is a critical point of the Lagrangian13 function
L(u, λ) = F (u) − λ[‖u‖2 − 1]. In particular, if v is a stationary point of G, then
λ∗1[vi 6=0] = h
′
i(v
2
i ) for each i ∈ [d].
Proof. This is a result of Lemmas 3.3 and 5.1.
With this characterization, we are actually able to enumerate the fixed points G.
Note that if vi = 0 for each i ∈ [m], then by the definition of G, v is a stationary
point. The remaining stationary points are enumerated by the following lemma.
Lemma 4.5. Let S ⊂ [m] be non-empty. Then there exists exactly one stationary
point v of G|Qd−1+ such that vi 6= 0 for each i ∈ S and vi = 0 for each i ∈ [m] \ S.
Further, vi = 0 for each i ∈ [d] \ S.
Proof. We prove this in two parts. First, we show that a v exists with all of the
desired properties. Then, we show uniqueness.
Claim 4.6. There exists v a stationary point of G|Qd−1+ such that vi 6= 0 if and
only if i ∈ S.
Proof of Claim. We will construct v as the limit of a sequence. Consider the
following construction of an approximation to v whose precision depends on the
magnitude of 1N where N ∈ N.
1: function ApproxFixPt(N)
2: u← 0
3: for i← 1 to N do
4: j ← arg mink∈S h′k(u2k)
5: uj ←
√
u2j +
1
N
6: end for
7: return u
8: end function
Let 0 > 0 be fixed. Let k =
1
k 0 for each k ∈ N. Since [0, 1] is a compact space
and there are a finite number of h′i functions, the h
′
is are uniformly equicontinuous
on this domain. Thus for each k ∈ N ∪ {0} and all i ∈ S, there exists δk > 0 such
that for x, y ∈ [0, 1], |x− y| ≤ δk implies that |h′i(x)− h′i(y)| ≤ k. We fix constants
Nk ∈ N ∪ {0} such that (1) 1Nk ≤ δk for each k, (2) for each k ≥ 1, Nk is an integer
multiple of N0, and (3) N0 ≥ |S|. Then we construct a sequence {u(k)}∞k=0 by setting
u(k) = ApproxFixPt(Nk) for each k ∈ N ∪ {0}. It follows by construction that
|h′i(u2i (k))− h′j(u2j (k))| ≤ k for each i, j ∈ S.
It can be seen that mini∈S h′i(u
2
i (k)) ≥ mini∈S h′i(u2i (0)) > 0 for each k ∈ N.
To see the second inequality mini∈S h′i(u
2
i (0)) > 0, we note that the h
′
is are strictly
increasing from 0 by Lemma 3.1, and in particular during the first |S| iterations
of the loop in ApproxFixPt, a new coordinate of u will be incremented. To see
the first inequality mini∈S h′i(u
2
i (k)) ≥ mini∈S h′i(u2i (0)) for each k ∈ N, we argue by
contradiction. Let j = arg mini∈S h
′
i(u
2
i (k)). If h
′
j(u
2
j (k)) < minmin i∈S h
′
i(u
2
i (0)), then
13This is the same Lagrangian function which arose in section 3. Its critical points (u, λ) give the
locations u where F satisfies the first order conditions for a constrained extrema on the sphere.
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u2j (k) < mini∈S u
2
i (0), and thus there exists ` ∈ S with ` 6= j such that u2`(k) > u2`(0).
However, for this to be true, then during course of the execution of ApproxFixPt(Nk)
the decision must be made at line 4 that ` = arg mink∈S h
′
k(u
2
k) when u
2
` = u
2
`(0)
(since Nk is an integer multiple of N0). During this update, strict monotonicity of h
′
i
implies that h′j(u
2
j ) ≤ h′j(u2j (k)) < minmin i∈S h′i(u2i (0)) ≤ h′`(u2`). But this contradicts
that ` = arg mink∈S h
′
k(u
2
k) at line 4. It follows that there exists a ∆ > 0 such that
for each i ∈ S and each k ∈ {0, 1, 2, . . . } we have h′i(u2i (k)) > ∆, and in particular
that u2i (k) ≥ minj∈S(h′j)−1(∆) > 0.
Since Sd−1 is compact, there exists a subsequence i1, i2, i3, . . . of 0, 1, 2, . . . such
that the sequence {u(ik)}∞k=1 converges to a vector v ∈ Sd−1. Since each u(ik) ∈
Qd−1+ , v ∈ Qd−1+ . Further, since the u2j(ik)s are bounded from below by a constant
∆′ = minj∈S(h′j)
−1(∆) > 0 for each j ∈ S, we see that v2j ≥ ∆′ > 0 for each
j ∈ S. That is, vi = 0 if and only if i ∈ S. Further, for any j, ` ∈ S, h′`(v2` ) −
h′j(v
2
j ) = limk→∞[h
′
`(u
2
`(ik))− h′j(u2j (ik))] = 0, and in particular h′`(v2` ) = h′j(v2j ). By
Observation 4.4, v is a stationary point of G. M
Claim 4.7. There exists only one stationary point v of G|Qd−1+ such that the
following hold: (1) vi 6= 0 if i ∈ S and (2) vi = 0 if i ∈ [m] \ S.
Proof of Claim. We first show that if v is a stationary point of G|Qd−1+ meeting
the conditions of the claim, then vi = 0 for each i ∈ [d] \ [m]. To see this, we use
Observation 4.4, and we note that for each i, j ∈ [d] such that ui 6= 0 and uj 6= 0, then
h′i(u
2
i ) = h
′
j(u
2
j). In particular, choosing i ∈ S, we see that h′i(u2i ) > 0. But for each
i ∈ [d] \ [m], hi := 0 implies that h′i(u2i ) = 0. In particular, for i ∈ [d] \ [m], ui = 0.
Now suppose that there are two stationary points v and w meeting the requirements
of this Claim. By Observation 4.4, there exists λv and λw such that h
′
i(v
2
i ) = λv and
h′i(w
2
i ) = λw for each i ∈ S. If λv < λw, then strict monotonicity of each h′i implies
that v2i < w
2
i for each i ∈ S. But this contradicts that
∑
i∈S v
2
i = 1 =
∑
i∈S w
2
i . By
similar reasoning, it cannot be that λw < λv. As such, λv = λw, and further for each
i ∈ S it follows that h′i(v2i ) = h′i(w2i ). Using strict monotonicity of the h′is, we see that
v = w.
Note that the v constructed in Claim 4.6 gives the unique solution to this claim.
4.2. Convergence to the hidden basis directions. So far, we have enumer-
ated the fixed points of the dynamical G on Qd−1+ . We now analyze the stability
properties of these fixes points. In subsection 4.2.1, we create a divergence criteria from
the fixed points of G excluding the hidden basis elements e1, . . . , em. This divergence
criterion sets up a natural manner under which the large coordinates of u(0) can
increase in magnitude while other coordinates are driven rapidly towards 0. Then,
in subsection 4.2.2, we demonstrate that the set of hidden basis elements of G are
essentially global attractors of the dynamical system. In particular, it is seen that
each ei is locally an attractor, and that for u(0) drawn from a set of full measure on
Sd−1, the sequence u(n) converges to one of the hidden basis elements.
The main intuition for why the gradient iteration converges to a hidden basis
direction comes from two key concepts (working in Qd−1+ with a positive odeco function):
1. For each iteration there is an implicit ordering i ≺n j if h′i(ui(n)) < h′j(uj(n))
such that the ratio
(9)
ui(n+ 1)
uj(n+ 1)
=
Gi(u(n))
Gj(u(n))
=
h′i(ui(n)
2)ui(n)
h′j(uj(n)2)uj(n)
expands from ui(n)/uj(n) if and only if i n j.
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2. The function n 7→ maxi h′i(ui(n)2) is non-decreasing and n 7→ mini h′i(ui(n))
is non-increasing14. As such, the maximal expansionary effect seen between
coordinates in part 1 can only increase with each iteration.
These two ideas provide intuition for why the gradient iteration should drive coordinates
to zero until a hidden basis direction ei is recovered. By repeated use of the gradient
iteration, we expect uj(n) → 0 for some j in order to support the expansion of the
fraction ui(n)/uj(n).
Interestingly, these two observations hold even if Assumption 2.2 is relaxed to allow
functions gi where gi(
√
x) is convex but not strictly convex, and if Assumption 2.3
is omitted15. We conjecture that guarantees similar to those of matrix eigenvector
recovery via the power iteration are achievable for more generic odeco functions
satisfying such relaxed assumptions. However, formulating precise statements for when
odeco basis recovery works in such relaxed conditions is beyond the scope of this paper.
Where the analysis of odeco functions is more challenging in our setting than in
the matrix and tensor settings is that the ordering ≺n changes with n. In the matrix
setting, each h′i(ui(n)
2) = λi is simply the i
th eigenvalue making the ordering ≺n fixed
for all n. If λ1 corresponds to a maximal eigenvalue with multiplicity 1 and ui(0) 6= 0,
then it is not difficult to see that |u1(n)|/|ui(n)| → ∞ as n → ∞ under the power
iteration by repeated application of (9) for all i 6= 1; indeed, this is a standard proof of
convergence to the top eigenvector in the matrix setting. In the odeco function setting
≺n is not fixed. Because we cannot directly chain together applications of (9), we do
the following.
1. In subsection 4.2.1 we rely on an interplay between the coordinates of u(n) in
the ≺n ordering and the coordinate values of a fixed point v of G to create a
globally expanding ratio which forces a coordinate of u(n) to zero.
2. In subsection 4.2.2 we use stable-unstable manifold theory to show {u(n)}∞n=0
converges to a hidden basis direction ei given almost any starting point.
Notation. Throughout this subsection, we will make use of the following notations.
Given a S ⊂ [d], we define the projection matrix PS :=
∑
i∈S eie
T
i . In particular, this
implies PSu :=
∑
i∈S uiei. We will denote the set complement by S¯ := [d] \ S. Two
projections will be of particular interest: the projection onto the distinguished basis
elements P[m]u :=
∑m
i=1 uiei and its complement projection which we will denote by
P0u :=
∑d
i=m+1 uiei. In addition, if X is a subspace of Rd, we will denote by PX the
orthogonal projection operator onto the subspace X .
We denote by volk−1 the volume measure on the unit sphere Sk−1. When the
value of k is clear, we suppress it from the notation and simply write vol for the
volume measure on the unit sphere (“surface area measure”). Finally, if f : M → N
(with M and N manifolds), we denote by Dfx the Jacobian (or transposed derivative)
of f evaluated at x. We also treat Dfx as linear operator between tangent spaces:
Dfx : TxM → Tf(x)N , where TxM denotes the tangent space of M at x. See the book
of do Carmo Valero [16] for an overview of Riemannian manifolds and the definition
of volume on manifold surfaces.
4.2.1. Divergence criteria for unstable fixed points.
Proposition 4.8. There exists  > 0 such that the following holds. Let v ∈ Qd−1+
14See Lemma 4.12. We don’t actually prove that n 7→ mini |h′i(ui(n))| is non-decreasing as we
don’t end up needing this fact, but the proof closely resembles that of Lemma 4.12 with the roles of
max and min swapped and the also ordering role of < reversed to >.
15In particular, the proof of Lemma 4.12 holds under this relaxation.
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be a stationary point of G, denote by Sv := {i | vi 6= 0}, and suppose Sv ⊂ [m].
Suppose ‖PS¯vu(0)‖ ≤  and there exists i ∈ Sv such that ui(0) > vi, then there exists
j ∈ Sv such that uj(n)→ 0 as n→∞.
We now proceed with the proof of Proposition 4.8. We will need a couple of facts
about the behavior of small coordinates of {u(n)}∞n=0 under the gradient iteration.
In particular, we need to show that G(u) is generally well behaved (i.e., ‖∇F (u)‖ is
typically separated from 0), and that the small coordinates of u(0) are attracted to 0.
Lemma 4.9. Let F be a fixed odeco function. Given ∆ ∈ [0, 1), there exists L > 0
such that the following holds: For all u ∈ Qd−1+ such that ‖P0u‖ ≤ ∆, ‖∇F (u)‖ > L.
Proof. Since
∑
i∈[m] u
2
i = 1 − ‖P0u‖2 ≥ 1 −∆2, there exists j ∈ [m] such that
uj ≥
√
1−∆2
m . It follows that
‖∇F (u)‖2 =
m∑
i=1
(2h′i(u
2
i )ui)
2 ≥ max
i∈[m]
4h′i(u
2
i )
2u2i
≥ 4h′j(u2j )2u2j ≥ min
i∈[m]
4h′i
(1−∆2
m
)
· 1−∆
2
m
> 0 .
For the last inequality, we use that each h′i is strictly increasing on [0, 1] from 0.
Lemma 4.10. Let F be a positive odeco function, let C > 0, and let ∆ ∈ [0, 1).
There exists  > 0 such that the following holds: Let u ∈ Qd−1+ be such that ‖P0u‖ ≤ ∆.
Define A := {i | ui ≤ }. For all i ∈ A, Gi(u) < Cui.
Proof. For all i ∈ [m], h′i is continuously increasing from h′i(0) = 0. Given any
L > 0, there exists  > 0 such that for all i ∈ [m], ui ≤  implies that 2h′i(u2i ) < CL.
With the choice of L from Lemma 4.9 and the above construction of , we obtain the
following: For all i ∈ A, Gi(u) = 2h
′
i(u
2
i )ui
‖∇F (u)‖ <
CLui
L = Cui.
Corollary 4.11. Let F be an odeco function. There exists  > 0 such that
the following holds: Let {u(n)}∞n=0 be a sequence in Qd−1+ defined recursively by
u(n) = G(u(n− 1)) such that ‖P0u(0)‖ 6= 1. Let A(n) := {i | ui(n) ≤ 12n }. Then,
A(0) ⊂ A(1) ⊂ A(2) ⊂ · · · .
Proof. We then apply Lemma 4.10 with the choice of C = 12 in order to choose .
With this choice of , we see that A(n) ⊃ A(n− 1) for all n ∈ N by Lemma 4.10.
In the following Lemma, we identify a useful notion of progress for the gradient
iteration.
Lemma 4.12. The function n 7→ maxi∈[m] |h′i(ui(n)2)| is a non-decreasing function
of n.
Note that when given a stationary point v ∈ Qd−1+ , Observation 4.4 implies the
existence of λ > 0 such that h′i(v
2
i ) = λ for all i ∈ Sv. As the h′is are strictly increasing
functions, we note that for an i ∈ Sv ui(k) > vi if and only if each h′i(ui(k)2) > h′i(v2i ).
This criterion will be useful in demonstrating that once there exists
Proof of Lemma 4.12. Let A := {i | ui(0) 6= 0}∩ [m]. We may assume that A 6= ∅
as otherwise {u(n)}∞n=0 is a constant sequence, leaving nothing to prove. We only
need consider the indices in A since for all i ∈ A¯, Gi(u(n+ 1)) ∝ h′i(ui(n)2)ui(n) = 0.
We note that for i, j ∈ A,
Gi(u(n+ 1))
Gj(u(n+ 1))
=
h′i(ui(n)
2)
h′j(uj(n)2)
· ui(n)
uj(n)
.
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Fixing i∗ = arg maxi∈A |h′i(ui(n)2)|, we see that the ratio |Gj(u(n+1))||Gi∗ (u(n+1))| ≤
|uj(n)|
|ui∗ (n)| for
all j ∈ A. In particular,
1
Gi∗(u(n+ 1))2
=
∑
j∈A
Gj(u(n+ 1))
2
Gi∗(u(n+ 1))2
≤
∑
j∈A
uj(n)
2
ui∗(n)2
=
1
ui∗(n)2
implies that |Gi∗(u(n+ 1))| ≥ |ui∗ |. As each h′i is a monotone function on [0, 1], it
follows:
max
i∈[m]
|h′i(ui(n+ 1)2)| ≥ |h′i∗(ui∗(n+ 1)2)| ≥ |h′i∗(ui∗(n)2)| = max
i∈[m]
|h′i(ui(n)2)| .
We now proceed with the proof of Proposition 4.8.
Proof of Proposition 4.8. We set λ = h′i(v
2
i ) for any i ∈ Sv. Using Observation 4.4,
we see that λ = h′i(v
2
i ) for all i ∈ Sv. We choose  > 0 sufficiently small such that
ui(0) ≤  implies that h′i(ui(0)) < λ, and also such that  satisfies the conditions of
Corollary 4.11.
We will assume that ui(0) 6= 0 for each i ∈ Sv, since otherwise ui(n) = 0 for all
n ∈ N (for this choice of i), leaving nothing to prove. We will make use of the following
claims.
Claim 4.13. For any w ∈ Qd−1+ , there exists j ∈ Sv such that wj ≤ vj .
Proof of Claim. As ‖PSvw‖2 =
∑
i∈Sv w
2
i ≤ 1 =
∑
i∈Sv v
2
i , it must hold that for
some j ∈ Sv, wj ≤ vj . Otherwise, we would reverse the inequality, i.e.
∑
i∈Sv wi(n)
2 >∑
i∈Sv v
2
i = 1, which yields a contradiction. M
Claim 4.14. Given a fixed η > 0, there exists a choice of ∆ > 0 such that the
following holds: If w ∈ Qd−1+ satisfies that wi 6= 0 for all i ∈ Sv, that there exists
i ∈ Sv such that wi > vi, and that maxi,j∈Sv wi/viwj/vj ≥ 1 + η, then maxi,j
Gi(w)/vi
Gj(w)/vj
≥
(1 + ∆) maxi,j∈Sv
wi/vi
wj/vj
.
Proof of Claim. Using Observation 4.4, there exists λ such that λ = h′i(v
2
i ) for
each i ∈ Sv. Since h′i is strictly increasing on [0, 1] for each i ∈ [m], there exists a
∆ > 0 satisfying the following for each i ∈ Sv:
1. Whenever x > vi + η/4, then
h′i(x
2)
λ > 1 + ∆ for each i ∈ Sv.
2. Whenever x < vi − η/4, then h
′
i(x
2)
λ <
1
1+∆ for each i ∈ Sv.
Further, whenever wi/viwj/vj ≥ 1 + η, either wi > vi + η/4 or wj < vj − η/4 holds. This
can be seen by arguing via the contrapositive: If neither condition holds, then
wk/vk
w`/v`
≤ 1 + η/4
1− η/4 = 1 +
η/2
1− η/4 < 1 + η ,
where the last inequality uses that 1− η/4 < 12 .
Choosing (i, j) = arg maxi,j∈Sv
wi/vi
wj/vj
, we write:
Gi(w)/vi
Gj(w)/vk
=
h′i(w
2
i )wi/vi
h′k(w
2
j )wj/vk
=
h′i(w
2
i )/λ
h′j(w
2
j )/λ
· wi/vi
wj/vj
.
But by the construction of ∆, we see that one of h′i(w
2
i )/λ > 1 + ∆ or [h
′
j(w
2
j )/λ]
−1 >
1 + ∆. Using that h′i is strictly increasing we obtain that h
′
i(w
2
i )/λ ≥ 1 + ∆ and
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[h′j(w
2
j )/λ]
−1 ≥ 1. Combining these results yields
Gi(w)/vi
Gj(w)/vk
> (1 + ∆)
wi/vi
wj/vj
.
M
Claim 4.15. Suppose there exists i0 ∈ Sv such that ui0(0) > vi0 . Then there
exists ∆ > 0 such that the following holds: Defining Mn := maxi,j∈Sv
ui(n)/vi
uj(n)/vj
, then
Mn ≥ (1 + ∆)n.
Proof of Claim. Setting η = ui0/vi0 − 1, we construct ∆ as in Claim 4.14. We
define in := arg maxi∈Sv ui(n)/vi and jn := arg minj∈Sv uj(n)/vj .
We proceed by induction on n with the following inductive hypothesis: For all
n ∈ N, Mn ≥ (1 + η)(1 + ∆)n and uin(n) ≥ vin .
Base case n = 0. By Claim 4.13, there exists j ∈ Sv such that uj(0) ≤ vj . Thus,
uj0 ≤ vj . It follows that ui0 (0)/vi0uj0 (0)/vj0 ≥ 1 + η. Note that ui0(0)/vi0 ≥ 1 + η by the
construction of η.
Inductive case. We assume the inductive hypothesis for n We apply Claim 4.14 to
see the final inequality in:
uin+1(n+ 1)/vi
ujn+1(n+ 1)/vj
≥ Gin(u(n))/vin
Gjn(u(n))/vin
> (1 + ∆)
uin(n)/vi
ujn(n)/vj
.
To see that uin+1(n+ 1) > vi, we use that h
′
i(v
2
i ) = λ, strict monotonicity of the h
′
is,
and Lemma 4.12 to see that maxi∈Sv h
′
i(ui(n + 1)
2) ≥ h′in(uin(n)2) > h′in(v2in) = λ.
It follows that there exists i ∈ Sv such that ui(n + 1) > vi, and in particular
uin+1(n+ 1) > vin+1 . M
Note that as a consequence of Claim 4.15, mini∈Sv ui(n) → 0 as n → ∞. Choose
 > 0 according to Corollary 4.11. There exists j ∈ Sv and N > 0 such that
uj(N) < . Applying Corollary 4.11 on the sequence {u(n+N)}∞n=0, we obtain that
uj(n+N) ≤ 12n  for all n ∈ N, and in particular uj(n)→ 0 as n→∞.
4.2.2. Almost everywhere attraction of the hidden basis. In this subsec-
tion, we demonstrate that given a generic starting point u(0), then u(n) → ei as
n → ∞ for some i. Our proof relies on the theory of stable-unstable manifolds of
dynamical systems. Before proceeding, we first review the results from stable-unstable
manifold theory that we require.
Given a linear operator T : Rk → Rk, its eigenspace may be decomposed into
several subspaces. Denote by (λ1,v1), . . . , (λk,vk) the eigenvalue-eigenvector pairs for
T , and define the subspaces:
ES(T ) := span{vi | |λi| < 1}
EU (T ) := span{vi | |λi| > 1}
EC(T ) := span{vi | |λi| = 1} .
ES(T ), EU (T ), and EC(T ) are called the stable, unstable, and center subspaces of the
linear operator T . Each subspace name captures a property of the fixed point 0: it is
an attractor on the stable subspace, a repellor on the unstable subspace, and neither
on the center subspace.
Let x∗ be a fixed point of a general (non-linear) discrete dynamical system f . When
Df(x∗) has no center subspace (or alternatively when Df(x∗) can be decomposed as
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ES(Df(x∗)) ⊕ EU (Df(x∗))), then x∗ is said to be a hyperbolic fixed point of f . For
a hyperbolic fixed point of a discrete dynamical system, the dimensionality of the
space on which the dynamical system converges to x∗ is locally determined by the
dimensionality of ES(Df(x∗)).
More precisely, letting choices of x(0) implicitly define sequences {x(n)}∞n=0
recursively by x(n) = f(x(n− 1)), the locally stable manifold of a fixed point x∗ is
defined as follows.
Definition 4.16. Within a neighborhood U of x∗, the manifold
Lloc(x∗) := {x(0) ∈ U | lim
k→∞
x(k) = x∗,x(k) ∈ U ∀k ∈ N}
is called the local stable manifold.
The following result is a special case of Theorem 2.2 of Luo [29].
Theorem 4.17. Let f : X → X be a discrete dynamical system with a hyperbolic
fixed point x∗ such that f is continuously differentiable on a neighborhood of x∗.
Then, dim(Lloc(x∗)) = dim(ES(Df(x∗))). Further, there exists δ > 0 such that for all
x(0) 6∈ Lloc, there exists N ∈ N such that ‖x(N)− x∗‖ > δ.
We now proceed in arguing that for a sequence {u(n)}∞0 in Qd−1+ the gradient
iteration for a positive odeco function converges to one of the odeco basis elements ei
given almost any starting point. We first demonstrate (in Lemma 4.18 below) that
the fixed points of G are hyperbolic except for the odeco basis directions. As a direct
implication, locally to any fixed point v of G besides the hidden basis elements, the
local stable manifold M of v is not of full dimension, making it so that locally the
gradient iteration is repulsive except on the 0-measure set M (Lemma 4.19). We later
build up global convergence properties from these local results.
In what follows, we will make use of TvS
d−1 the tangent space (or tangent plane)
of the sphere Sd−1 at v with v treated as the origin. This may alternatively be defined
as TvS
d−1 := v⊥ = {u ∈ Rd | u ⊥ v}.
Lemma 4.18 (Hyperbolicity of fixed points). Let v ∈ Qd−1+ be a fixed point of G
and suppose that Sv := {i | vi 6= 0} is contained in [m]. Let φ : TvSd−1 → Sd−1 be the
exponential16 map. We let R = R(PSv) and K = R(PS¯v). Then, D[φ ◦G ◦ φ−1]φ(v) is
a symmetric matrix which satisfies:
1. [D[φ ◦G ◦ φ−1]φ(v)]|K is the 0 map.
2. [D[φ ◦G ◦ φ−1]φ(v) − I]|R∩v⊥ is strictly positive definite. In particular, there
exists λ > 0 such that for any w ∈ R ∩ v⊥, wT [D[φ ◦G ◦ φ−1]v − PS ]w ≥ λ.
Proof. We expand the formula D[φ ◦G ◦ φ−1]v to obtain:
(10) D[φ ◦G ◦ φ−1]v = DφG◦φ−1(v)DGφ−1(v)Dφ−1v = Pv⊥DGvPv⊥
Since G(u) = ∇F (u)‖∇F (u)‖ , the Jacobian of G is
(11) DGu =
HF (u)
‖∇F (u)‖ −
∇F (u)∇F (u)THF (u)
‖∇F (u)‖3 =
PG(u)⊥HF (u)
‖∇F (u)‖ .
16The exponential map for a point on the sphere expv : TvS
d−1 → Sd−1 is defined by expv(x) =
v cos(‖x‖) + x‖x‖ sin(‖x‖). For our purposes, we only use that expv is a coordinate system φ of Sd−1
containing v such that Dφv = Dφ
−1
v = Pv⊥ .
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As v is a fixed point of G, (11) implies that DGv =
P
v⊥HF (v)
‖∇F (v)‖ . As such, (10) becomes
D[φ ◦G ◦ φ−1]v = 1‖∇F (v)‖Pv⊥HF (v)Pv⊥
which is a symmetric map.
Since v = G(v) = ∇F (v)‖∇F (v)‖ =
∑
i∈S 2h
′
i(v
2
i )viei
‖∇F (v)‖ , we see that 2h
′
i(v
2
i ) = ‖∇F (v)‖ for
each i ∈ S. Expanding HF (v), we thus obtain:
HF (v)
‖∇F (v)‖ =
∑
i∈S
4h′′i (v
2
i )v
2
i + 2h
′
i(v
2
i )
‖∇F (v)‖ eie
T
i =
∑
i∈S
4h′′i (v
2
i )v
2
i
‖∇F (v)‖ eie
T
i + PS .
Notice that the first summand is strictly positive definite on R(PS), and that the
second term is the identity map on R(PS). Careful inspection of the resulting equation
D[φ ◦G ◦ φ−1]v = Pv⊥
[∑
i∈S
4h′′i (v
2
i )v
2
i
‖∇F (v)‖ eie
T
i + PS
]
Pv⊥
gives all of the claimed results. In particular if x ∈ K, we note that x ∈ v⊥ and x ⊥ ei
for each i ∈ S; thus,
[∑
i∈S
4h′′i (v
2
i )v
2
i
‖∇F (v)‖ eie
T
i + PS
]
Pv⊥x = 0. Further, for a non-zero
x ∈ R ∩ v⊥, we have that the non-zero coordinates of x are contained in S. Thus,
using that the coefficients 4h′′i (v
2
i )v
2
i are strictly positive for i ∈ S, we obtain:
xT [D[φ ◦G ◦ φ−1]v − I]x = xT
[∑
i∈S
4h′′i (v
2
i )v
2
i
‖∇F (v)‖ eie
T
i
]
x > 0 .
Lemma 4.19 (Local stable manifold). Suppose that v ∈ Qd−1+ is a stationary
point of G. Let Sv = {i | vi 6= 0}. Suppose that Sv ⊂ [m]. In a neighborhood U of v
on Sd−1, there is a manifold MK ⊂ U such that
1. v ∈MK .
2. dim(MK) = dim(R(PS¯)) = d− |Sv|.
3. There exists a δ > 0 such that if u(0) ∈ U \MK , then for some N ∈ N,
‖u(N)− v‖ ≥ δ.
4. If u(0) ∈MK , then u(N)→ v as n→∞.
In Lemma 4.19, MK is called the local stable manifold of v.
Proof of Lemma 4.19. Notice in Lemma 4.18, K := R(PS¯) is the 0-eigenspace
of [D[φ ◦ G ◦ φ−1]v]|v⊥ , and R := R(PS) is the span of non-zero eigenvectors of
[D[φ ◦G ◦ φ−1]v]|v⊥ , with each eigenvalue of R being strictly greater than 1. Further,
dim(K) = d− |Sv|.
Applying Theorem 4.17, we obtain the existence of a locally stable manifold MK
for the discrete dynamical system G with dim(MK) = dim(K) = (d − 1) (that is
property 2). The construction from Theorem 4.17 also implies that MK satisfies the
properties 1, 3, and 4.
In Lemma 4.19, dim(MK) = d− |Sv| implies a number of things. If v is one of
the hidden basis elements ei, then |Sei | = 1 implies that dim(MK) = dim(Sd−1). In
this case, MK is an open neighborhood of ei. Thus, the hidden basis elements are
stable attractors.
Proposition 4.20. The directions e1, . . . , em are attractors of G|Qd−1+ .
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Also under Lemma 4.19, if v 6∈ {e1, . . . , em}, then |Sv| ≥ 2 and dim(MK) ≤ d− 2.
In this case, MK has volume measure 0 on the sphere’s surface, and in particular v is
an unstable fixed point of G.
We now wish to demonstrate that the set X := {u(0) ∈ Sd−1 | u(n)→ v as n→
∞} has measure 0 globally on Sd−1. We will proceed first in the setting in which
d = m. In this setting, we will see that G−1 is a well defined function which maps
measure 0 sets to measure 0 sets (Lemma 4.21 and Lemma 4.23). Using that X can
alternatively be viewed as the set of preimages of MK under repeated application of
G−1 we will obtain that vol(X ) = 0 as desired (Theorem 4.24).
Lemma 4.21. Suppose that d = m and that F is a positive odeco function. Then
G : Sd−1 → Sd−1 is a continuous bijection.
Proof. Since F (u) =
∑d
i=1 hi(u
2
i ), we obtain
(12) G(u) =
∑d
i=1 2h
′
i(u
2
i )uiei
‖∇F (u)‖ .
To see that G is continuous, we note that Lemma 4.9 implies that ‖∇F (u)‖ 6= 0 on
its entire domain (since d = m). As both the numerator and denominator of (12) are
continuous, G is continuous.
To see that G is one-to-one, we fix x,y ∈ Sd−1 and suppose that G(x) = G(y).
Then, G(x) = G(y) implies that 2h′i(x
2
i )xi ∝ 2h′i(y2i )yi, and in particular there
exists λ > 0 (positive since G is orthant preserving by Proposition 4.3) such that
2h′i(x
2
i )xi = λ2h
′
i(y
2
i )yi for all i ∈ Sd−1. If λ < 1, then |h′i(x2i )xi| < |h′i(y2i )yi|
implies (by monotonicity of each h′i) that x
2
i < y
2
i for all i, which contradicts that
‖x‖2 = ‖y‖2 = 1. Similarly, it cannot happen that λ > 1. Thus, λ = 1, and that
x = y.
We now argue that G is onto. Fix u ∈ Sd−1. We will show that there exists w
such that G(w) = u. By the symmetries of the problem, we may assume without loss
of generality that ui ≥ 0 for each i ∈ [d].
We let α1, . . . , α` be an enumeration of S := {i | ui 6= 0}. For each k ∈ [`], we
define Γ(k) : (0, 1]→ Rk by Γ(k)(C) = (x1, . . . , xk) such that h′αi(x2i )xi/(h′αj (x2j )xj) =
uαi/uαj for each i, j ∈ [k], ‖Γ(k)(C)‖ = C, and xi > 0 for all i ∈ [k]. We proceed by
induction on k in proving that Γ(k) is well defined. In the base case, Γ(1)(C) = (C).
We now consider the inductive step.
Suppose the inductive hypothesis holds for k. Define β(C, t) := (Γ(k)(
√
C − t2), t).
As the functions x 7→ h′i(x2)x are continuous and strictly increasing from 0 when
xi = 0, it follows that
ρC(t) :=
h′αk+1(βk+1(C, t)
2)βk+1(C, t)
h′αk(βk(C, t)
2)βk(C, t)
satisfies limt→0+ ρC(t) = 0 and limt→C+ ρC(t) = +∞. Since ρC is a continuous
function on (0, C), there exists t0 ∈ (0, C) such that ρC(t0) = uαk+1uαk . In particular,
defining Γ(k+1)(C) = (Γ(k)(
√
C − t20), t0) according to this construction, it can be
verified that ‖Γ(k+1)(C)‖ = C and that
h′αi(Γ
(k+1)
i (C)
2)Γ
(k+1)
i (C)
h′αj (Γ
(k+1)
j (C)
2)Γ
(k+1)
j (C)
=
uαi
uαj
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for all i, j ∈ [k] as desired.
By construction, G
(∑`
i=1 Γ
(`)
i (1)eαi
)
= u.
Lemma 4.22. Let A := {u ∈ Sd−1 | ui 6= 0 for all i ∈ [d]}. If d = m and if F is a
positive odeco function, then G has the following properties:
1. G(A) = A.
2. For all p ∈ A, DGp : TpSd−1 → TG(p)Sd−1 is full rank (invertible).
3. G(A¯) = A¯.
Proof. We first prove parts 1 and 3. Since each h′i(u
2
i )ui = 0 if and only if ui = 0
(by Lemma 3.1 and by anti-symmetry of h′i), it follows from (12) both that u ∈ A
implies G(u) ∈ A and that u ∈ A¯ implies G(u) ∈ A¯. Thus, G(A) ⊂ A and G(A¯) ⊂ A¯.
Since G(Sd−1) = Sd−1 (by Lemma 4.21), it follows that G(A) = A (since otherwise,
A 6⊂ G(A) and A ∩ G(A¯) = ∅ implies that A 6⊂ G(A ∪ A¯) = G(Sd−1)). By similar
reasoning, G(A¯) = G(A¯).
We now prove part 2. Fix p ∈ A. Without loss of generality, we assume that
pi > 0 for all i ∈ [d]. Fix a non-zero x ∈ TpSd−1. Since 〈p, x〉 =
∑
i∈d pixi = 0 and
x 6= 0, there exists j, k ∈ [d] such that xj < 0 and xk > 0. Note that
DG(p) =
PG(p)⊥HF (p)
‖∇F (p)‖ =
1
‖∇F (p)‖PG(p)⊥
d∑
i=1
[4h′′i (p
2
i )p
2
i + 2h
′
i(p
2
i )]eie
T
i
satisfies (by Lemma 3.1 and Assumption 2.2) that each [HF (u)]ii > 0; it follows that
[HF (u)x]j < 0 and [HF (u)x]k > 0. Since G(p) ∈ A satisfies Gi(p) > 0 for all i ∈ [d],
we see that HF (u)x ∦ G(p), and thus DG(p)x 6= 0.
Lemma 4.23. Suppose d = m and that B ⊂ Sd−1 has volume measure 0. Then,
vol(G−1(B)) = 0.
Proof. We let the set A be as in Lemma 4.22. Since G(A¯) = A¯ (by Lemma 4.22),
then G−1(A¯) = A¯. In particular, G−1(B ∩ A¯) ⊂ A¯ implies that vol(G−1(B ∩ A¯) ≤
vol(A¯) = 0.
On the open set A = G(A), Lemma 4.22 combined with the inverse function
theorem implies that G−1 exists and is continuously differentiable function. As
B∩A ⊂ A is a measure 0 set, Theorem D.1 implies that G−1(B∩A) is a measure 0 set
by using an appropriate choice of coordinate atlas for Sd−1. For instance, we fix p ∈ A¯
and let φ : Rd−1 → Sd−1 \ {p} denote the coordinates arising from the stereographic
projection through p. Then, consider the map φ−1 ◦G−1 ◦ φ : φ−1(A)→ φ−1(A). As
the canonical Riemannian metric on the sphere has everywhere positive determinant,
vol(B ∩A) = 0 implies that φ−1(B ∩A) has Lebesgue measure 0. By Theorem D.1, it
follows that φ−1(G−1(B ∩A)) = φ−1 ◦G−1 ◦ φ(φ−1(B ∩A)) has Lebesgue measure 0,
and hence vol(G−1(B ∩A)) = 0.
Combining these results, we see vol(G−1(B)) = vol(G−1(B ∩A)) + vol(G−1(B ∩
A¯)) = 0.
Theorem 4.24. Suppose that d = m. Let S ⊂ [m] be such that |S| ≥ 2, and
let v be the stationary point of G such that vi 6= 0 if and only if i ∈ S. Define
Xv := {u(0) ∈ Sd−1 | u(n) → v as n → ∞}. The set Xv has volume measure 0 on
Sd−1.
Proof. In this proof, we denote repeated applications of the gradient iteration and
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its inverse by
G(k) = G ◦ · · · ◦G︸ ︷︷ ︸
k times
and G(−k) = G−1 ◦ · · · ◦G−1︸ ︷︷ ︸
k times
with G(0) being the identity map.
Let U , MK , and δ > 0 be as in Lemma 4.19. For each u(0) ∈ X , there exists N > 0
such that for all n ≥ N , u(n) ∈ U ∩B(v, δ). Lemma 4.19 implies that u(n) ∈MK for
all n ≥ N . In particular, it follows that u(0) ∈ G(−n)(MK) for all n ≥ N . As such,
Xv ⊂
⋃∞
n=0G
(−n)(MK).
Since vol(MK) = 0, Lemma 4.23 implies vol(G
(−n)(MK)) = 0 for all n ∈ N. As
such, vol(X ) ≤ vol(⋃∞n=0G(−n)(MK)) ≤∑∞n=0 vol(G(−n)(MK)) = 0.
We now proceed in showing (in the case where d = m) that for almost any starting
point u(0) ∈ Qd−1+ , there exists i ∈ [d] such that u(n)→ ei as n→∞. The essential
ingredients are the preceding measure 0 argument from Theorem 4.24 combined with
Proposition 4.8 and Lemma 4.25 below. In particular, Theorem 4.24 implies non-
convergence to the unstable fixed points of the dynamical system G from almost
any starting point, Proposition 4.8 provides criteria under which coordinates of u(n)
can be driven towards 0, and Lemma 4.25 below will serve as a bridge between the
non-convergence to unstable fixed points of G and the preconditions of Proposition 4.8
for demonstrating that all coordinates are driven to 0.
Lemma 4.25. Let v ∈ Qd−1+ be a fixed point of G, and let S := {i | vi 6= 0}. Let
u ∈ Qd−1+ be such that ‖PS¯u‖ < 12η and such that ‖u − v‖ > η. Then there exists
i ∈ S such that ui > (1 + 14η2)vi and j ∈ S.
Proof. Expanding ‖u − v‖2 > η2 yields ‖u‖2 − 2〈u, v〉 + ‖v‖2 > η2. Hence,∑
i∈S uivi < 1− 12η2 (since ‖u‖2 = ‖v‖2 = 1). Assume for the sake of contradiction
that ui ≤ (1 + )vi for all i ∈ S where  ≥ 0 is arbitrary to be chosen later. Then,∑
i∈S uivi ≥ 11+
∑
i∈S u
2
i =
1
1+ (1− ‖PS¯u‖2). In particular, we obtain:
1
1 + 
(1− ‖PS¯u‖2) < 1−
1
2
η2
1 < (1 + )(1− 1
2
η2) + ‖PS¯u‖2 .
In particular, with the choices of  < 14η
2 and ‖PS¯u‖2 < 14η2, we obtain that
1 < (1 + )(1− 1
2
η2) + ‖PS¯u‖2
< (1 +
1
4
η2)(1− 1
2
η2) +
1
4
η2
= 1− 1
4
η2 − 1
8
η4 +
1
4
η2 < 1 ,
which is a contradiction.
Theorem 4.26 (Global attraction of the hidden basis). Suppose that d = m.
There exists a set X ⊂ Qd−1+ with vol(X ) = 0 and the following property: If u(0) ∈
Qd−1+ \ X , then there exists i ∈ [m] such that u(n)→ ei as n→∞.
Proof. Let µ : 2[m] → Qd−1+ (denoting by 2[m] the power set of [m]) be the map
which takes S ⊂ [m] to µ(S) the stationary point of G in Qd−1+ such that µi(S) 6= 0
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if and only if i ∈ S. We define Xµ(S) as in Theorem 4.24. Let X :=
⋃{Xµ(S) | S ⊂
[m], |S| ≥ 2}. Using Theorem 4.24, we see that vol(X ) ≤∑S⊂[m],|S|≥2 vol(µ(S)) = 0.
It remains to be seen that u(0) 6∈ X implies the existence of i ∈ [m] such that u(n)→ ei
as n→∞. The main idea behind the proof is to demonstrate various coordinates of
u(n) approach 0 until only one coordinate remains separated from 0. We will recurse
on the following Claim.
Claim 4.27. Let S ⊂ [m] be such that |S| ≥ 2. If ui(n) → 0 for all i ∈ S¯ as
n→∞, then there exists j ∈ S such that uj(n)→ 0 as n→∞.
Proof of Claim. Fix v = µ(S). Since u(0) 6∈ Xv, there exists η > 0 and an infinite
subsequence n0, n1, n2, n3, . . . of N such that ‖u(ni)− v‖ ≥ η for each i ∈ N. Further,
since ‖PS¯u(n)‖ → 0 as n→∞, there exists N ∈ N such that ‖PS¯u(n)‖ ≤ 12η for all
n ≥ N . Choose i ∈ N such that ni ≥ N . By Lemma 4.25, there exists j ∈ S such that
uj(ni) > vj . Thus, Proposition 4.8 implies the existence of k ∈ S such that uk(n)→ 0
as n→∞. M
We set S0 = [m]. Using Claim 4.27, we see that there exists i ∈ [m] such that ui(n)→ 0
as n→∞. We construct S1 = S0 \ {i}.
By repeating this application of Claim 4.27, we can construct a strictly decreasing
sequence S0 ⊃ S1 ⊃ · · · ⊃ Sm−1 such that for each k, |Sk| = m− k and for all i ∈ Sk
ui(n)→ 0 as n→∞. As ‖PSm−1u(n)‖2 + ‖PS¯m−1u(n)‖2 = 1 with PS¯m−1u(n)→ 0 as
n→∞, it follows that ‖PSm−1u(n)‖2 → 1 as n→∞. Letting j be the lone element
in Sm−1, we see that u(n)→ ej as n→∞.
We now extend our result from Theorem 4.26 to the general setting in which
d ≥ m.
Theorem 4.28. Suppose that 1 ≤ m ≤ d. There exists a set X ⊂ Qd−1+ with
vold−1(X ) = 0 which has the following property: If u(0) 6∈ X , then there exists i ∈ [m]
such that u(0)→ ei for some i ∈ [m].
Proof. We note that the case that m = 1 is trivial as G(u) = e1 for all u ∈
Qd−1+ \ e⊥1 , and since e⊥1 has volume 0. We assume without loss of generality that
m ≥ 2, thus making Sm−1 a smooth manifold.
Throughout this proof, we will treat Rm as a subset of Rd within span{ei | i ∈ [m]}
by mapping (x1, . . . , xm) 7→ (x1, . . . , xm, 0, . . . , 0) so that we can abuse notation and
have x ∈ Rm also part of the domain Rd. In particular, we also will view Sm−1 ⊂ Sd−1
in this fashion.
We first construct a new family of odeco functions. In particular, we let A :=
B(0, 1) ∩ span{ei | i 6∈ [m]} (with B(0, 1) the open ball of radius 1 in Rd). We define
the functions gi : A × R by gi(p, t) := gi(t
√
1− ‖p‖2), F : A × Rm by F(p,u) =∑m
i=1 gi(p, ui), and G : A×Qm−1+ → Qm−1+ such that G(p, •) is the gradient iteration
function associated with F(p, •). Notice that the functions F(p, •) are odeco functions.
Further, it can be verified that G(p,u) = G(p + u
√
1− ‖p‖2). It will sometimes be
more convenient to use a more pure function notation, and we thus define Gp :=
G(p, •).
Define Xm as X from Theorem 4.26 for the function G(0, •) = G|span{ei|i∈[m]}.
We note that volm−1(Xm) = 0. By Lemma 4.23, we see that volm−1(G−1p (Xm)) = 0
for any p ∈ A. As such,
vold−1(G−1(Xm)) =
∫
p∈A
(1− ‖p‖2)m/2 volm−1(G−1p (Xm))dp = 0 .
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We define X := G−1(Xm) ∪ {u | ui = 0 for all i ∈ [m]}. Note that
vold−1(X ) ≤ vold−1(G−1(Xm)) + vold−1({u | ui = 0 for all i ∈ [m]}) = 0 .
Also note that for any u(0) 6∈ X , u(1) ∈ Qm−1+ and u(1) 6∈ Xm. Applying Theorem 4.26
to the sequence {u(n)}∞n=1 with gradient iteration function G|Qm−1+ , we obtain that
u(n)→ ei for some i ∈ [m].
Using the symmetries of the gradient iteration (Proposition 4.3), Theorem 2.7 is
implied by Proposition 4.20 and Theorem 4.28.
4.3. Fast convergence of the gradient iteration. We now proceed with the
proof of Theorem 2.8. The stability analysis relied on the change of variable u 7→ (u2i )
(which gave rise to the definitions of hi for i ∈ [d]) due the fact that for each i ∈ [m],
gi(x
1/2) is convex on [0, 1]. The fast convergence of the gradient iteration algorithm
relies on a more general change of variable u 7→ (uri ) where r ≥ 2, and in particular it
is assumed that gi(x
1/r) is convex on [0, 1] for each i ∈ [m]. We encode this potentially
stronger convexity constraint within our positive odeco function by extending the
definition of the his from section 3 to the more general family of maps γir : [0, 1]→ R
defined by γir(x) := gi(x
1
r ) for i ∈ [m] and γir = 0 for i 6∈ [m]. We note that hi = γi2
on [0, 1] for each i ∈ [d]. We then write
(13) F (u) =
m∑
i=1
gi(ui) =
m∑
i=1
γir(u
r
i ) ,
where each γir is a convex function.
Lemma 4.29. For all i ∈ [m], γ′ir(x) = 2rγ′i2(x
2
r )x
2−r
r on the domain (0, 1].
Proof. This is by direct computation. We have the formulas:
γ′i2(x) =
1
2
g′i(x
1
2 )x−
1
2 γ′ir(x) =
1
r
g′i(x
1
r )x
1−r
r
We may rewrite γ′ir(x) as follows:
γ′ir(x) =
2
r
· 1
2
g′i((x
2
r )
1
2 )(x
2
r )−
1
2x
2−r
r =
2
r
γ′i2(x
2
r )x
2−r
r .
Proposition 4.30. Suppose that {u(n)}∞n=0 is a sequence in Qd−1+ defined recur-
sively by u(n) = G(u(n − 1)) which converges to a ej for some j ∈ [m]. Then, the
following hold:
1. The sequence {u(n)}∞n=0 converges to ej at a super-linear rate.
2. Fix r ≥ 2. If x 7→ gi(x 1r ) is convex for every i ∈ [m], then {u(n)}∞n=0 converges
to ej with order of convergence at least r − 1.
Proof. It is sufficient to consider a sequence converging to e1. If there exists n0
such that u(n0) = e1, then there is nothing to prove as e1 is a stationary point of G.
So, we assume that u(n) 6= e1 for all n ∈ N.
Taking derivatives of F from (13), we get: ∂iF (v) = rγ
′
ir(v
r
i )v
r−1
i . We will make
use of the following ratios in analyzing the rate of convergence of u(n):
ρ(i, j;n) :=
ui(n)
uj(n)
=
γ′ir(ui(n− 1)r)ui(n− 1)r−1
γ′jr(uj(n− 1)r)uj(n− 1)r−1
.
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Define U = γ′1r(1) and L = maxj 6=1{limx→0+ γ′jr(x)}. We note that the strict
convexity of x 7→ gi(
√
x) (for i ∈ [m]) implies that γ′i2(1) > 0, and since Lemma 4.29
implies γ′ir(1) =
2
rγ
′
i2(1) > 0, it follows that U > 0. Since γir is convex, γ
′
jr is
a non-decreasing function. It follows that L is well defined and is also equal to
maxj 6=1{infx>0 γ′jr(x)}. Finally, noting that γ′i2 is non-negative on [0, 1] (indeed, γ′i2 is
increasing from γ′i2(0) = 0 by Lemma 3.1), it follows from Lemma 4.29 that γ
′
ir(x) ≥ 0
for all x > 0, and in particular L ≥ 0.
Fix  ∈ (0, 12U). There exists δ > 0 such that:
1. If v ∈ Qd−1+ is such that 1− v1 < δ, then γ′1r(u1) > U − . The existence of
such a choice for δ is implied by the continuity of g′1 and hence γ
′
1r near 1.
2. If v ∈ Qd−1+ is such that vj < δ for some j 6= 1, then γ′jr(uj) < L +
. The existence of such a δ follows from the characterization of L as
maxj 6=1{infx>0 γ′jr(x)} and γ′jr being monotonic on [0, 1].
Fix N sufficiently large that for each n ≥ N , ‖e1 − u(n)‖1 < δ. With any fixed j 6= 1
and n ≥ N + 1, it follows that
(14) ρ(j, 1;n) =
γ′jr(uj(n− 1)r)uj(n− 1)r−1
γ′1r(ui(n− 1)r)u1(n− 1)r−1
<
L+ 
U −  ·
uj(n− 1)r−1
u1(n− 1)r−1 .
Denote by u′ the vector
∑d
i=2 uiei. Then,
‖e1 − u(n)‖ = ‖e1(1− u1(n))− (u(n)− u1(n)e1)‖
≤ ‖e1(1− u1(n))‖ + ‖u′(n)‖ = 1− u1(n) + ‖u′(n)‖ .
Since u is a unit vector, we see that u1(n) + ‖u′(n)‖ ≥ u1(n)2 + ‖u′(n)‖2 = 1. It
follows that 1− u1(n) ≤ ‖u′(n)‖. Thus,
‖e1 − u(n)‖ ≤ 2‖u′(n)‖ ≤ 2‖u′(n)‖1 = 2
d∑
i=2
ui(n)
≤ 2
d∑
i=2
ρ(i, 1;n) < 2 · L+ 
U −  ·
∑d
i=2 ui(n− 1)r−1
u1(n− 1)r−1
where the second to last inequality uses that u(n) is a unit vector making u1(n) ≤ 1,
and the last inequality uses (14). Continuing (with n ≥ N + 1), we see u1(n− 1) ≥
1− ‖e1 − u(n− 1)‖1 ≥ 1− δ. Hence,
‖e1 − u(n)‖ < 2 · L+ 
(U − )(1− δ)r−1 ·
d∑
i=2
ui(n− 1)r−1 .
Since for each i ≥ 2 we have ui(n− 1) ≤ ‖e1 − u(n− 1)‖
‖e1 − u(n)‖
‖e1 − u(n− 1)‖r−1 < 2d ·
L+ 
(U − )(1− δ)r−1 .
As the right hand side is a finite constant, the sequence has order of convergence
at least r − 1. In the case where r = 2, Lemma 3.1 combined with the fact that
γ′i2 = 0 for each i ∈ [d] \ [m] implies that limx→0+ γ′i2(x) = 0 for each i ∈ [d]; and in
particular, L = 0. Since  can be chosen arbitrarily small, the sequence {u(n)}∞n=0 has
super-linear convergence even when r = 2.
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Under Proposition 4.3, part 1 of Theorem 2.8 is implied by Proposition 4.30. Part
2 of Theorem 2.8 follows from the fact that for any i such that u ⊥ ei, then ∂iF (u) = 0
implies that G(u) ⊥ ei. In particular, it can be seen by induction on n that for a
sequence defined recursively by u(n) = G(u(n− 1)) and u(0) ⊥ ei, then u(n) ⊥ ei for
all n ∈ N and in particular u(n) 6→ ei.
5. Connections of gradient iteration to gradient ascent and power meth-
ods. In this section, we briefly interpret the gradient iteration as a form of adaptive,
projected gradient ascent. As the gradient iteration is also a generalized power iteration,
these dual interpretations closely link the gradient iteration and other power methods
with hill climbing techniques for finding the maxima of a function17. In particular, this
connection gives a conceptual explanation of the relationship between the fixed points
of the gradient iteration and the maxima structure of an odeco function F on the unit
sphere. For the remainder of this section, we take F to be a positive odeco function.
The projected gradient ascent update (with learning rate η) is given in the function
GradAscentUpdate below.
Algorithm 2 A single projected gradient ascent step for function maximization over
Sd−1.
1: function GradAscentUpdate(u, η)
2: u′ ← u + ηPu⊥∇F (u)
3: return u
′
‖u′‖
4: end function
The update in GradAscentUpdate differs from the standard gradient ascent in
two ways. First, the update occurs in the direction Pu⊥∇F (u) rather than ∇F (u).
This takes into account the geometry structure of Sd−1 by updating within the plane
tangent to Sd−1 at u. This arises naturally when treating Sd−1 as a manifold with
the local coordinate system defined by the projective space centered at u. Second, u′
is projected back onto the sphere in order to stay within Sd−1.
We now compare the update rules u ← GradAscentUpdate(u, η) and u ←
G(u). If Pu⊥∇F (u) = 0, then both updates are the identity map and are thus identical.
If Pu⊥∇F (u) 6= 0, then
(15)
G(u) =
∇F (u)
‖∇F (u)‖ =
〈∇F (u), u〉u + Pu⊥∇F (u)
‖∇F (u)‖ =
u + Pu⊥∇F (u)/〈∇F (u), u〉
‖∇F (u)‖/〈∇F (u), u〉 .
The numerator of the rightmost fraction can be interpreted as line 2 of GradAs-
centUpdate(u, η) using the choice η = 〈u, ∇F (u)〉−1. Lemma 3.1 implies that
ui > 0 if and only if ∂iF (u) = 2h
′
i(u
2
i )ui > 0. More generally, the symmetries
from Assumption 2.1 imply that sign(ui) = sign(∂iF (u)) for all i ∈ [m]. As such,
η = 〈u, ∇F (u)〉−1 > 0 is a valid learning rate generically (whenever ∇F (u) 6= 0).
The denominator of the rightmost fraction in (15) gives the normalization to project
back onto the unit sphere (line 3 of GradAscentUpdate). We obtain the following
relationship between gradient ascent and gradient iteration.
Lemma 5.1. The update u ← G(u) is an adaptive form of projected gradient
ascent. Specifically,
17We note that in a special setting of recovering a parallelopiped a closely related observation was
made by Nguyen and Regev [32].
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Algorithm 3 Perform the gradient iteration for a predetermined number of iterations.
The inputs are u(0) (an initialization vector) and N (the number of iterations). The
output is u(N) (the N th element of the resulting gradient iteration sequence).
function GI-Loop(u(0), N)
for n← 1 to N do
u(n)← Gˆ(u(n− 1))
end for
return u(N)
end function
Algorithm 4 A robust extension to the gradient iteration algorithm for guaranteed
recovery of a single hidden basis element.
Inputs:
{µ1, . . . ,µk} A (possibly empty) set of approximate hidden basis directions.
σ Positive parameter determining jump size to break stagnation of Gˆ.
∇̂F Function pointer to our estimate of ∇F . Gˆ is also being implicitly
defined from this in our pseudo-code.
N1, N2, I Parameters which determine total loop iterations.
Outputs: An approximate basis element not estimated by any of µ1, . . . ,µk.
1: function FindBasisElement({µ1, . . . ,µk}, σ, ∇̂F , N1, N2, I)
2: // Find a starting vector sufficiently outside the subspace span(em+1, . . . , ed).
3: Let x1, . . . ,xd−k be orthonormal vectors in span(µ1, . . . ,µk)
⊥.
4: j ← arg maxi∈[d−k]‖∇̂F (xi)‖
5: u← Gˆ(xj) // “Zero” the values of um+1, . . . , ud.
6: u← GI-Loop(u, N1)
7: for i← 1 to I do // Start of the main loop
8: Draw x uniformly at random from σSd−1 ∩ u⊥
9: w← u cos(‖x‖) + ‖x‖x sin(‖x‖) // A random jump from u
10: u← GI-Loop(w, N2)
11: end for
12: return u
13: end function
1. If ∇F (u) 6= 0, then G(u) = GradAscentUpdate(u, 〈u, ∇F (u)〉−1).
2. If ∇F (u) = 0 and η ∈ R, then G(u) = GradAscentUpdate(u, η).
The step size chosen by the gradient iteration function is in several ways very
good. By Proposition 4.3, G(u) and hence ∇F (u) belong to the same orthant as u.
As such we never overshoot a basis direction ei during the ascent procedure. Further,
the gradient iteration has the fast convergence properties stated in Theorem 2.8.
6. Gradient Iteration Under a Perturbation. In section 4, we saw that the
hidden basis elements ei are attractors, that convergence to this set of attractors is
guaranteed except on a set of measure 0, and that the rate of convergence is super-linear.
In this section, we provide a robust extension to the gradient iteration algorithm for
recovering all of the hidden basis elements. We demonstrate that for a wide class of
contrasts, the recovery process is robust to a perturbation, and that the hidden basis
elements e1, . . . , em can be efficiently recovered given approximate access to ∇F .
To provide quantifiable algorithmic bounds, we require quantifiable assumptions
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Algorithm 5 A robust algorithm to recover approximations to all of the hidden basis
elements.
Inputs:
mˆ The desired number of basis elements to recover. It is required that
mˆ ≥ m.
σ Parameter determining perturbation noise added to escape near “sta-
tionary points” of Gˆ.
∇̂F Function pointer to our estimate of ∇F . Gˆ is also being implicitly
defined from this in our pseudo-code.
N1, N2, I Parameters which determine total loop iterations.
Outputs:
µ1, . . . ,µmˆ The first m of these are approximate hidden basis elements.
1: function RobustGI-Recovery(mˆ, σ, ∇̂F , N1, N2, I)
2: for i← 1 to mˆ do
3: µi ← FindBasisElement({µ1, . . . ,µi−1}, σ, ∇̂F , N1, N2 I)
4: end for
5: return µ1, . . . ,µmˆ
6: end function
upon the hidden convexity (or concavity) of the hi functions associated with F . For
smooth functions, convexity is characterized by the second derivative of the function.
In particular, we use the following notion of robustness.
Definition 6.1. Let α, β, γ, and δ be strictly positive constants, and let D ⊂ R.
A contrast function g : D → R satisfying Assumptions 2.1 to 2.4 is said to be
(α, β, γ, δ)-robust if for all x > 0, β|x|δ−1 ≤
∣∣∣ d2dt2 [g(√t)]∣∣t=x∣∣∣ ≤ α|x|γ−1. Further, an
odeco function F (u) =
∑m
i=1 gi(〈u, ei〉) is said to be (α, β, γ, δ)-robust if each of its
contrast functions gi are (α, β, γ, δ)-robust on the domain [−1, 1].
This definition is designed to capture a broad class of functions of interest. For
instance, we capture monomials of the form pa,r(x) =
a
(r+1)rx
2r+2 on [0, 1] where
r > 0 and a > 0 are real (with either positive or negative reflections of this on [−1, 0].
Indeed, the robustness criterion in Definition 6.1 may alternatively be stated as
d2
dt2 (pβ,δ(
√
t))
∣∣
t=x
≤
∣∣∣ d2dt2 [g(√t)]∣∣t=x∣∣∣ ≤ d2dt2 (pα,γ(√t))∣∣t=x for all x > 0 in the domain
of g. In particular, the monomial functions axr with r ≥ 3 an integer which arise in
the setting of orthogonal tensor decompositions are captured as a special case.
Definition 6.1 provides several natural condition numbers which arise in our
analysis.
Remark 6.2. If F is (α, β, γ, δ)-robust, then α ≥ β and γ ≤ δ.
Proof. To see that α ≥ β, we note that αxγ−1 ≥ βxδ−1 holds at x = 1. To see
that γ ≤ δ, we note that asymptotically as x→ 0 from the right, βxδ−1 = O(xγ−1).
Under Remark 6.2, we see that αβ and
δ
γ are both lower bounded by 1. These ratios
will act as condition numbers in our time and error bounds.
For the remainder of this section, we will assume that F is (α, β, γ, δ)-robust
unless otherwise specified. Hatted objects such as ∇̂F and Gˆ will represent the natural
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estimates of un-hatted objects, and in particular
Gˆ(u) :=
{
∇̂F (u)/‖∇̂F (u)‖ if ∇̂F (u) 6= 0
u otherwise
.
For  > 0, we say that ∇̂F is an -approximation of ∇F if ‖∇̂F (u)−∇F (u)‖ ≤  for
all u ∈ B(0, 1). We assume (unless otherwise stated) throughout this section that ∇̂F
is an -approximation of ∇F with any bounds on  being made clear by context.
We will see that under these assumptions, we are able to recover approximations of
hidden basis elements using FindBasisElement (Algorithm 4). We use the following
notion of recovery since we do not care about the ordering or the sign associated with
the original hidden basis.
Definition 6.3. Consider the distance d(u,v) := min(‖u− v‖, ‖−u− v‖). We
say that e˜1, . . . , e˜k is an -recovery of the basis e1, . . . , ek if there exists a permutation
pi of [k] such that d(e˜i, epi(i)) ≤  for all i ∈ [k].
If we have approximately recovered several hidden basis elements using FindBasisE-
lement, then we may use FindBasisElement to approximately recover a new hidden
basis element. In particular, FindBasisElement may be run repeatedly to recover
all hidden basis elements. Formally, we have the following result.
For clarity, we will denote by C0, C1, C2, . . . positive universal constants in the
main theorem statements. These can represent different constant values in different
theorem statements.
Theorem 6.4. Suppose that
•  ≤ C14−
4+2δ
γ σβ
δ
[
βγ
αδ
] 4δ+7
2γ m−
δ
γ (2δ−γ+ 72 )d−
1
2−δ,
• σ ≤ C0√
d(1+δ)
[
βγ
16αδ
] 1
γm−
δ
γ ,
• N1 ≥ C2dlog1+2γ(log2( βδ ))e, and
• N2 ≥ C3
⌈
4
2
γ
√
d
σ (
αδ
βγ )
δ+2
γ m
δ
γ (δ−γ+2)[ 1γ log(
αδ
βγ ) +
δ
γ log(m)]
⌉
+ C2dlog1+2γ(log2( βδ ))e.
Let p ∈ (0, 1). Suppose that I ≥ C3mdlog(m/p)e, that µ1, . . . ,µk is a C4δ/β-recovery
of e1, . . . , ek and that k < m. After executing
µk+1 ← FindBasisElement({µ1, . . . ,µk}, σ, ∇̂F ,N1, N2, I) ,
then with probability at least 1 − p, there exists j ∈ {k + 1, k + 2, . . . ,m} such that
µk+1 is a C4δ/β-recovery of ej.
FindBasisElement operates as follows. We first find a warm start u which is
approximately contained in span(µ1, . . . ,µk) for which ‖P0u‖ is small. Then, we enter
the main loop. There are three main ideas underlying the main loop and its analysis:
Small Coordinates Decay Rapidly. There exists a threshold τ > 0 such that if
i ∈ [m] satisfies that |ui| ≤ τ , then when applying the gradient iteration |Gˆi(u)| ≤ C|ui|
(with C < 1) unless ui is already on the order of . We call coordinates of u small
if they are below such a threshold and large if they are above it. This constant C
actually gets smaller as the ui gets smaller, and we are able to see that the small
coordinates of u, and we see super-exponential decay in the small coordinates of u.
This super-exponential decay is seen in the lower bound on N1, which interestingly
includes the only dependency on  seen in the running time of FindBasisElement.
This phenomenon is analyzed in Appendix B.1.
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The Big Become Bigger. During the execution of step 10, we may consider a fixed
point v of G/∼ such that vi 6= 0 if and only if i corresponds to a large coordinate of
w. Similarly to what was seen before in Proposition 4.8 in the exact case, if there is
an i such that wi > vi with a sufficient gap, then the gradient iteration drives one
of the large coordinates to become small. The remaining large coordinates become
bigger to compensate. When finally only one hidden coordinate of u remains big, we
have recovered an approximate hidden basis element. This phenomenon is analyzed in
Appendix B.2.
Jumping Out of Stagnation. It is possible for the gradient iteration to stagnate. In
particular, this can occur as follows. If S ⊂ [m] is the set of large coordinates, v is the
fixed point of G/∼ such that vi 6= 0 if and only if i ∈ S, and if |ui| ≤ |vi| (or under the
perturbed setting, |ui| is not sufficiently larger than |vi| from the unperturbed setting),
then the large coordinate progress from the preceding paragraph is not guaranteed.
However, by taking a small random jump from u as is done in steps 8 and 9 of
FindBasisElement, then with at least constant probability, we can make one of
the large coordinates of u sufficiently greater than the corresponding coordinate of v.
Then, the large coordinate analysis from the preceding paragraph applies. It is from
this interplay between the big becoming bigger and the jumping out of stagnation
that we are able guarantee with probability 1−∆ that O(m log(m/∆)) iterations of
the main loop suffice to drive all but one of the hidden coordinates of u to 0, and
hence producing an approximation to one of the hidden basis elements. This jumping
phenomenon is analyzed in Appendix B.3.
Finally, in RobustGI-Recovery (Algorithm 5), we run FindBasisElement
until all hidden basis elements are well approximated. More formally, we have the
following result.
Theorem 6.5. Suppose that
• σ ≤ C0√
d(1+δ)
[
βγ
16αδ
] 1
γm−
δ
γ ,
•  ≤ C14−
4+2δ
γ σβ
δ
[
βγ
αδ
] 4δ+7
2γ m−
δ
γ (2δ−γ+ 72 )d−
1
2−δ,
• N1 ≥ C2dlog1+2γ(log2( βδ ))e, and
• N2 ≥ C3
⌈
4
2
γ
√
d
σ (
αδ
βγ )
δ+2
γ m
δ
γ (δ−γ+2)[ 1γ log(
αδ
βγ ) +
δ
γ log(m)]
⌉
+ C2dlog1+2γ(log2( βδ ))e.
Let p ∈ (0, 1), and suppose that I ≥ C3mdlog(m/p)e. If mˆ ≥ m and we execute
µ1, . . . ,µmˆ ← RobustGI-Recovery(mˆ, σ, ∇̂F ,N1, N2, I), then with probability at
least 1− p, µ1, . . . ,µm is a C4δ/β-recovery of e1, . . . , em.
To simplify the exposition, the proofs of Theorems 6.4 and 6.5 are deffered to
Appendix B.
We now consider the running time of RobustGI-Recovery. First, I, N1, and
N2 can be viewed as parameters controlling the running time of the algorithm. More
formally, we have the following result.
Theorem 6.6. Suppose that we are working in a computation model supporting
the following operations: Basic arithmetic operations, square roots, and trigonometric
functions on scalars, branches on conditional; inner products in Rd; and computations
of ∇̂F (u). Then, RobustGI-Recovery runs in O(mˆ(N1 + IN2) + mˆd2) time.
To see the O(mˆd2) portion of the upper bound on scalar and vector operations in
Theorem 6.6, we note that step 3 of FindBasisElement can be implemented using
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Gram-Schmidt orthogonalization involving the µis and the canonical vectors in the
ambient space. When the desired number of basis elements m is known, then mˆ can be
chosen as m. When the number of basis elements is unknown, then mˆ may be chosen
as d, and in a more practical setting the values of ‖∇̂F (µ`)‖ may be thresholded to
determine which returned vectors correspond to hidden basis elements.
In addition, we note that ∇F is an -approximation to itself for any  > 0. As
such, Theorem 6.5 also implies a polynomial time algorithm for recovering each hidden
basis element within a preset but arbitrary precision η. In the following Corollary of
Theorem 6.5, we characterize the running time of RobustGI-Recovery as a function
of the precision of the hidden basis estimate.
Corollary 6.7. Suppose that
• σ ≤ C0√
d(1+δ)
[
βγ
16αδ
] 1
γm−
δ
γ ,
• η ≤ C14−
4+2δ
γ σ
[
βγ
αδ
] 4δ+7
2γ m−
δ
γ (2δ−γ+ 72 )d−
1
2−δ,
• N1 ≥ C2dlog1+2γ(log2( 1η ))e, and
• N2 ≥ C3
⌈
4
2
γ
√
d
σ (
αδ
βγ )
δ+2
γ m
δ
γ (δ−γ+2)[ 1γ log(
αδ
βγ ) +
δ
γ log(m)]
⌉
phantom. + C2dlog1+2γ(log2( 1η ))e.
Let p ∈ (0, 1), and suppose I ≥ C4mdlog(m/p)e. Suppose further that ∇̂F is a
C5
β
δ η-approximation to ∇F . If mˆ ≥ m and we execute
µ1, . . . ,µmˆ ← RobustGI-Recovery(mˆ, σ, ∇̂F ,N1, N2, I) ,
then with probability at least 1− p, µ1, . . . ,µm is an η-recovery of e1, . . . , em.
7. A Provably Robust Algorithm for Independent Component Analysis.
In addition to being a very popular technique for blind source separation, Independent
Component Analysis (ICA) has been of recent interest in the computer science theory
community. Frieze, et al. [17] gave an early analysis of ICA in the setting where the
underlying source distributions are continuous uniform distributions. The analysis of
this setting was simplified in a cryptographic context by [32]. More recently, there
have been a number of works which discuss provable ICA in the presence of additive
Gaussian noise [36, 5, 8, 19].
In this section, we show how our odeco function framework can be used to analyze
ICA. In so doing, we provide the first analysis of a general perturbed ICA model. We
assume throughout this section that X = AS is an ICA model where realizations of
X and S are both in Rd (i.e., we consider the fully determined setting in which the
number of latent sources equals the ambient dimension of the space). For a random
variable Y , we denote its rth moment mr(Y ) := E[Y r] and its order r cumulant by
κr(Y ). We make the following assumptions:
Assumption 7.1. S has identity covariance.
Assumption 7.2. For all i ∈ [d], |κ4(Si)| > 0
Assumption 7.3. For all i ∈ [d], m8(Si) <∞.
Assumption 7.4. A is an orthogonal matrix and S has 0 mean.
Assumption 7.1 is commonly used within the ICA literature in order to minimize
the ambiguities of the ICA model. Assumption 7.2 is commonly made for cumulant-
based ICA algorithms which are used in practice. Assumption 7.3 will play an important
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role in our error analysis for cumulant estimation. We include Assumption 7.4 in order
to simplify the exposition and more quickly highlight how our framework applies to
ICA. It is common in many ICA algorithms to preprocess the data by placing the
data in isotropic position (this is typically referred to as whitening) so that it has 0
mean and identity covariance. After this preprocessing step, A is of the desired form.
By including the final assumption, we remove the necessity of analyzing the whitening
step and propagating the resulting error. Our approach can be generalized to include
an error analysis of the whitening step.
We first recall from the discussion on ICA in subsection 2.2 that the function
F : Sd−1 → R defined by F (u) := κ4(〈u, X〉) is a basis encoding function with
associated contrasts gi(x) := x
4κ4(Si) (for i ∈ [d]) and hidden basis elements ei := Ai
(for i ∈ [d]). We now see that this choice of F is actually a robust odeco function.
Lemma 7.5. Define κmin := mini∈[d] |κ4(Si)| and κmax := maxi∈[d] |κ4(Si)|. Let
F : Sd−1 → R be defined by F (u) := κ4(〈u, X〉). Then, F is a (2κmax, 2κmin, 1, 1)-
robust odeco function.
Proof. Using the definition of hi from section 3, we obtain for all i ∈ [d] that
hi(x) = gi(sign(x)
√|x|) = x2κ4(Si). Taking derivatives, we see that h′′i (x) = 2κ4(Si),
and hence that 2κmin ≤ |h′′i (x)| ≤ 2κmax. Recalling Definition 6.1 with (α, β, γ, δ) =
(2κmax, 2κmin, 1, 1) completes the proof.
We do not have direct access to F . Instead, we will estimate F from samples.
We note that for any u ∈ Sd−1, var(〈u, X〉) = 1. For a 0-mean random variable
Y with unit variance, the fourth cumulant is known to take on a very simple form:
κ4(Y ) = m4(Y )− 3. This provides a natural sample estimate for the fourth cumulant
in our setting. Given samples y(1), y(2), . . . , y(N) of a random variable Y , we will
estimate κ4(Y ) by κˆ4(y(i)) :=
1
N
∑N
i=1(y(i))
4 − 3.
Let pY denote the probability density function of a random vector Y. In order to
handle a perturbation away from the ICA model, we will consider metrics of the form
µk(X,Y) :=
∫
t∈Rd‖t‖8|pX(t)− pY(t)|dt on the space of probability densities. We
will assume sample access to a random variable Xˆ such that µ8(X, Xˆ) is sufficiently
small (to be quantified later). Given samples xˆ(1), xˆ(2), . . . , xˆ(N) i.i.d. from Xˆ, we
estimate F by the function Fˆ (u) := 1N
∑N
i=1〈u, xˆ(i)〉4 − 3. The gradient of Fˆ is easily
computed as ∇Fˆ (u) = 4N
∑N
i=1〈u, xˆ(i)〉3xˆ(i) and acts as an estimate of ∇F . As such,
we have all of the information required to implement RobustGI-Recovery using
∇̂F := ∇Fˆ .
We now provide uniform bounds on the estimate errors for ∇F under this model.
Lemma 7.6. Fix δ > 0 and η > 0. Let M8 := maxi∈[d]m8(Si). Let Xˆ be a random
vector in Rd such that µ8(X, Xˆ) is finite. Suppose that xˆ(1), xˆ(2), . . . , xˆ(N) are drawn
i.i.d. from Xˆ with N ≥ d4[M8+µ8(X,Xˆ)]η2δ . If Fˆ (u) := 1N
∑d
i=1〈u, xˆ(i)〉4− 3 and F (u) :=
κ4(〈u, X〉), then with probability 1− δ the following bounds hold for all u ∈ Sd−1: (1)
|F (u)− Fˆ (u)| ≤ (η + µ4(X, Xˆ))d2 and (2) ‖∇F (u)−∇Fˆ (u)‖ ≤ 4(η + µ4(X, Xˆ))d2.
Proof. In this proof, we proceed with the convention that we are indexing with
respect to the hidden basis in which ei := Ai for all i ∈ [d]. In particular, this implies
Xi = 〈Ai, X〉 = Si.
We use multi-index notation to compress our discussion as follows: J ∈ [d]k will
denote a multi-index J = (j1, j2, . . . , jk) such that each j` ∈ [d]. For a vector v, vJ
denotes the product
∏k
`=1 vj` . Our objective function Fˆ (u) may be expanded as a
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polynomial of the ujs as follows:
Fˆ (u) =
1
N
N∑
i=1
〈u, xˆ(i)〉4 − 3 = 1
N
N∑
i=1
∑
J∈[d]4
uJ xˆJ(i)− 3
=
∑
J∈[d]4
uJ
[
1
N
N∑
i=1
xˆJ(i)
]
− 3 .
By a similar argument, it can be shown that F (u) =
∑
J∈[d]4 uJE[XJ ]− 3. We obtain
the error bound |Fˆ (u)− F (u)| ≤ ∑J∈[d]4 uJ | 1N ∑di=1 xˆJ(i)− E[XJ ]|. Similarly, we
can bound the error estimate for ∇F (u):
‖∇Fˆ (u)−∇F (u)‖ = 4
∑
J∈[d]3
uJ
∥∥∥∥ 1N
N∑
i=1
xˆJ(i)xˆ(i)− E[XJX]
∥∥∥∥.
With J ∈ [d]4, we define εJ := 1N
∑N
i=1 xˆJ (i)−E[XJ ] and εmax := maxJ∈[d]4 |εJ |. Using
that each u is a unit vector, we see that |∑J∈[d]k uJ | ≤ ‖u‖k1 ≤ dk/2. Using the norm
inequalities that for vector v ∈ Rd and matrix A ∈ Rd×d, ‖v‖ ≤ maxi∈[d] |vi|
√
d and
‖A‖ ≤ max(i,j)∈[d]2 |aij |d, we are able to obtain the following bounds for all u ∈ Sd−1:
|Fˆ (u)− F (u)| ≤ d2εmax and ‖∇Fˆ (u) − ∇F (u)‖ ≤ 4d2εmax. All that remains is to
bound εmax. To do so, we will bound each εJ using Chebyshev’s inequality.
For each J ∈ [d]4, we obtain under the sampling process that
var
(
1
N
N∑
i=1
xˆJ(i)
)
=
1
N2
var
( N∑
i=1
xˆJ(i)
)
=
1
N
var(XˆJ) ≤ 1
N
E[(XˆJ)2]
≤ 1
N
E[Xˆ4j1Xˆ
4
j2 ]
1
2E[Xˆ4j3Xˆ
4
j4 ]
1
2 ≤ 1
N
( 4∏
`=1
E[Xˆ8j` ]
) 1
4
≤ 1
N
max
`∈[d]
E[Xˆ8` ]
where the first equality uses that variance is order-2 homogeneous, the second equality
uses independence, the first inequality follows from the formula var(XˆJ ) = E[(XˆJ )2]−
E[XˆJ ]2, and the second and third inequalities use the Cauchy-Schwartz inequality. We
bound max`∈[d] E[Xˆ8` ] as:
E[Xˆ8` ] =
∫
t∈Rd
t8`pXˆ(t)dt
=
∫
t∈Rd
t8`pX(t)dt +
∫
t∈Rd
t8`(pXˆ(t)− pX(t))dt ≤M8 + µ8(X, Xˆ) .
Thus, var
(
1
N
∑N
i=1 xˆJ(i)
) ≤ 1N (M8 + µ8(X, Xˆ)).
Chebyshev’s inequality states that for any random variable Y and any k > 0,
P[|Y − E[Y ]| ≥ k√var(Y )] ≤ 1k2 . We fix any J ∈ [d]4, choose Y = 1N ∑Ni=1 xˆJ (i), and
choose k = d
2√
δ
. We obtain that with probability at least 1− δ/d4,
(16)
∣∣∣∣∣ 1N
N∑
i=1
xˆJ(i)− E[XˆJ ]
∣∣∣∣∣ < d2√δ
√
1
N
(M8 + µ8(X, Xˆ)) ≤ η
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by our given bound on N . Taking a union bound, then with probability at least 1− δ,
the bound in (16) holds for all J ∈ [d]4.
We then obtain the following bound on each εJ for each J ∈ [d]4 (with probability
at least 1− δ):
|εJ | =
∣∣∣∣∣ 1N
N∑
i=1
xˆJ(i)− E[XJ ]
∣∣∣∣∣ ≤ η + |E[XˆJ ]− E[XJ ]|
= η +
∣∣∣∣∫
t∈R4
tJ [pXˆ(t)− pX(t)]dt
∣∣∣∣ ≤ η + µ4(Xˆ,X) .
To obtain the result, we use εmax ≤ η + µ4(Xˆ,X) in our previously derived uniform
bounds over all u ∈ Sd−1 of |Fˆ (u)− F (u)| ≤ d2εmax and ‖∇Fˆ (u) − ∇F (u)‖ ≤
4d2εmax.
We now state our result for ICA. We assume X = AS is an ICA model satisfying
Assumptions 7.1 to 7.4 with associated constants κmin := mini∈[d] |κ4(Si)|, κmax :=
maxi∈[d] |κ4(Si)|, and M8 := maxi∈[d]m8(Si). We assume Xˆ is a perturbed ICA model,
and we approximate the odeco function F (〈u, X〉) := κ4(〈u, X〉) from an i.i.d. sample
xˆ(1), . . . , xˆ(N ) of Xˆ. That is, we define Fˆ (u) := 1N
∑d
i=1〈u, xˆ(i)〉4 − 3 and compute
its gradient as ∇Fˆ (u) := 4N
∑d
i=1〈u, xˆ(i)〉3xˆ(i). We further assume that we are
working in a computation model which can perform the following operations in O(d)
time: Inner products in Rd, scalar operations including basic arithmetic operations,
trigonometric functions, square roots, and branches on conditionals. In the following,
C1, C2, . . . are positive universal constants.
Theorem 7.7. Fix δ > 0 and ε > 0. Suppose σ ≤ C0d2 κminκmax , ε ≤ C1σ
(
κmin
κmax
)9/2
d−6,
µ4(Xˆ,X) ≤ C2 κmind2 ε, and N ≥ C3d
8[M8+µ8(Xˆ,X)]
κ2minε
2δ
. Suppose we execute Aˆ1, . . . , Aˆd ←
RobustGI-Recovery(d, σ,∇Fˆ , N1, N2, I), where N1 ≥ C4
⌈
log2(log2(
1
ε ))
⌉
, N2 ≥
C5
⌈
d2.5
σ
(
κmax
κmin
)3
log(d· κmaxκmin )
⌉
+
⌈
log2(log2(
1
ε ))
⌉
, and I ≥ C6d log(d/δ). Then, with prob-
ability at least 1− δ, Aˆ1, . . . , Aˆd is a ε-recovery of A1, . . . Ad. RobustGI-Recovery
recovers such Aˆis in C7N [d4 + d2N1 + d2IN2] time.
Proof. By Lemma 7.6 with the choice of η = O(κmind2 ε), we obtain that with
probability at least 1− δ2 ,
‖∇F (u)−∇Fˆ (u)‖ ≤ 4(η + µ4(X, Xˆ))d2 ≤ O
(κmin
d2
ε+
κmin
d2
ε
)
d2 = O(κminε),
for all u ∈ Sd−1. In particular, Fˆ is an O(κminε)-approximation to F .
We recall from Lemma 7.5 that F is an (2κmax, 2κmin, 1, 1)-robust odeco function.
As such, we may apply Corollary 6.7 to obtain that RobustGI-Recovery returns
vectors Aˆ1, . . . , Aˆd of the desired form. Finally, we note that within our computational
model for this theorem, computations of ∇Fˆ (u) take O(Nd) time. Thus, applying
Theorem 6.6 with mˆ = d yields the claimed time bound.
Appendix A. Chart of notation. We use a number of notations throughout
this paper, many of which are standard and some of which are not. For the reader’s
reference, we list notations used throughout the paper here.
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∇ The gradient operator.
H The Hessian operator.
∂i The derivative operator with respect to the i
th basis element of the
space, i.e. ei.
Dfx The Jacobian of f evaluated at x.
A unionsqB The union operation between two disjoint sets A and B.
f |D The restriction of f to the domain D.
[u] The equivalence class {v | v ∼ u}.
[k] The set {1, 2, . . . , k}.
d•e This is the ceiling operator, i.e. dxe is the least integer which is greater
than or equal to x.
| • | The modulus or absolute value operation.
‖•‖ The standard Euclidean 2-norm.
〈•, •〉 The standard Euclidean inner product, i.e., the dot product.
B(x, r) The closed ball centered at x with radius r.
1[E] The indicator function of the event E.
d Dimensionality of the ambient space.
ei The vectors e1, . . . , em are the hidden basis elements encoded within an
odeco function. The vectors em+1, . . . , ed are chosen arbitrarily in order
to make e1, . . . , ed an orthonormal basis of Rd.
E The expectation operator for random variables.
F An odeco function with expanded form F (u) =
∑m
i=1 αig(βiui), defined
on page 4.
F¯ The positive odeco function associated with odeco function F .
G The gradient iteration functions associated with an odeco function F .
I The identity matrix.
m Number of distinguished hidden basis vectors e1, . . . , em. Note that
m ≤ d.
PS The projection matrix
∑
i∈S eie
T
i .
Qd−1+ The all positive orthant of S
d−1: {u ∈ Sd−1 | ui ≥ 0 for all i ∈ [d]}.
Qd−1v It is assumed that v ∈ Rd is a vector of signs (vi ∈ {+1,−1} for all
i ∈ [d]). Then, Qd−1v := {u ∈ Sd−1 | viui ≥ 0} is the orthant of Sd−1
containing v.
Sd−1 The unit sphere in Rd: {u ∈ Rd | ‖u‖ = 1}.
S¯ The complement of S, typically [d] \ S.
sign(•) The sign indicator on R defined by sign(x) :=
{
x/|x| if x 6= 0
0 if x = 0
.
∼ The equivalence relation defined on Sd−1 given by u ∼ v if for each
i ∈ [d], |ui| = |vi|.
P The probability operator for random events.
TvS
d−1 The tangent space of Sd−1 at v, i.e. TvSd−1 = v⊥.
v〈r〉 Vector v taken to the element-wise exponent of r, i.e., (v〈r〉)i = vri .
volk−1 The canonical volume measure on Sk−1. When k = d, the subscript is
often suppressed.
Appendix B. Proof Details for Perturbed Gradient Iteration Results.
In this appendix, we prove the theorem statements made in section 6 about our robust
algorithm for hidden basis recovery. We continue with the notation introduced in that
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section. In addition, we will make use of several new notations in our analysis.
Given a S ⊂ [d], we define the projection matrix PS :=
∑
i∈S eie
T
i . In particular,
this implies PSu :=
∑
i∈S uiei. We will denote the set complement by S¯ := [d] \ S.
Two projections will be of particular interest: the projection onto the distinguished
basis elements P[m]u :=
∑m
i=1 uiei and its complement projection which we will denote
by P0u :=
∑d
i=m+1 uiei. In addition, if X is a subspace of Rd, we will denote by PX
the orthogonal projection operator onto the subspace X . In particular, if S ⊂ [d], then
the operators PS and Pspan({ei|i∈S}) are identical.
B.1. Small Coordinates Decay Rapidly. We will be particularly interested
in sequences under the gradient iteration, that is sequences of the form: {u(n)}∞n=0
defined recursively by Gˆ(u(n)) = u(n − 1) and u(0) ∈ Sd−1. In this section, we
demonstrate two main things about sequences of this form: First, ‖P0u(n)‖ should
rapidly become very small. Second, for any i ∈ [m] such that ui(0) has sufficiently
small magnitude, then the gradient iteration should make ui(n) decay rapidly until it is
very small. Using these two ideas, we will be able to guarantee that under applications
of gradient iteration, the number of hidden coordinates of u(n) which are near zero
out can only increase.
We quantify these effects in the following Lemmas. Lemma B.1 characterizes how
a single step of the gradient iteration makes ‖P0u‖ and the small coordinates of u
contract. Then, Lemma B.2 expands upon Lemma B.1 to provide a bound on the
number of steps required to decay the small coordinates of u(n) down to a magnitude
of order .
Lemma B.1. Fix u ∈ Sd−1 such that  < 12‖∇F (u)‖. The following hold:
1. ‖P0Gˆ(u)‖ ≤ 2‖∇F (u)‖ .
2. Fix any C ≥ 0. Let S ⊂ [d] be such that |ui| ≤
[
Cγ
8α ‖∇F (u)‖
] 1
2γ for all
i ∈ S ∩ [m]. Then, ‖PSGˆ(u)‖ ≤ max(C‖PS∩[m]u‖, 4‖∇F (u)‖ ).
Proof. Let A ⊂ [d]. Expanding ‖PAGˆ(u)‖ we obtain for each i ∈ [d]:
(17) ‖PAGˆ(u)‖ = ‖PA∇̂F (u)‖‖∇̂F (u)‖
≤ ‖PA∇F (u)‖ + ‖∇F (u)‖ −  .
As we assumed  ≤ 12‖∇F (u)‖,
(18) ‖PAGˆ(u)‖ ≤ ‖PA∇F (u)‖ + ‖∇F (u)‖ − 12‖∇F (u)‖
= 2 · ‖PA∇F (u)‖ + ‖∇F (u)‖ .
If A = [d] \ [m], then PA∇F (u) = 0, and (18) implies that ‖P0Gˆ(u)‖ = ‖PAGˆ(u)‖ ≤
2
‖∇F (u)‖ .
We now prove part 2. If ‖PS∇F (u)‖ ≤ , then (18) implies that ‖PSGˆ(u)‖ ≤
4
‖∇F (u)‖ . If  ≤ ‖PS∇F (u)‖, then we obtain from (18) that ‖PSGˆ(u)‖ ≤ 4‖PS∇F (u)‖‖∇F (u)‖ .
We expand ‖PS∇F (u)‖ to obtain:
‖PS∇F (u)‖2 =
∑
i∈S
|g′i(ui)|2 ≤
∑
i∈S∩[m]
(2
α
β
|ui|1+2γ)2
≤
∑
i∈S∩[m]
(2
α
β
|ui| · Cγ
8α
‖∇F (u)‖)2 ≤ [C
4
‖∇F (u)‖‖PS∩[m]u‖]2 ,
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by using Lemma C.1 for the first inequality and we use the upper bound on each
|ui| for the second inequality. It follows that ‖PSGˆ(u)‖ ≤ C‖PS∩[m]u‖2. Whether
 ≤ ‖PS∇F (u)‖ or  ≥ ‖PS∇F (u)‖, ‖PSGˆ(u)‖ ≤ max(C‖PS∩[m]u‖, 4‖∇F (u)‖ ) holds.
Lemma B.2. Let {u(n)}∞n=0 be a sequence in Sd−1 defined recursively by u(n) =
Gˆ(u(n − 1)). Let L > 0 be such that ‖∇F (u(n))‖ ≥ L for all n ∈ N. Fix S ⊂ [d].
Suppose  < min
(
1
2L,
(
γL1+2γ
8·42γα
) 1
2γ
)
and suppose there exists C ∈ (0, 1) such that
‖PS∩[m]u(0)‖ ≤ [Cγ8αL]
1
2γ . If
N ≥ log1+2γ
(
log 1
C
(
Lγ
8α
)
+ 2γ log 1
C
(
L
4
))
,
is a positive integer, then for each n ≥ N , ‖PSu(n)‖ ≤ 4L .
Proof. Let N0 denote the least integer such that ‖PSu(N0)‖ ≤ 4‖∇F (u)‖ (or ∞ if
it does not exist). Also, for compactness of notation, we define A := S ∩ [m].
Claim B.3. For each n < N0, ‖PAu(n)‖ ≤ [ γ8αC(1+2γ)
n
L]
1
2γ .
Proof of Claim. We proceed by induction on n. The base case of n = 0 is true
from the givens of this Lemma. We now choose k < N0 − 1 and suppose that the
claim holds for n = k. We see
‖PSu(k + 1)‖ ≤ C(1+2γ)k‖PAu(k)‖ ≤ C(1+2γ)k [ γ
8α
C(1+2γ)
k
L]
1
2γ
= [
γ
8α
C2γ(1+2γ)
k+(1+2γ)kL]
1
2γ = [
γ
8α
C(1+2γ)
k+1
L]
1
2γ ,
using Lemma B.1 in the first inequality. Noting that ‖PAu(k + 1)‖ ≤ ‖PSu(k + 1)‖
since A ⊂ S gives the desired result. M
By our assumptions, we may write the lower bound on N as log1+2γ
(
log 1
C
( γL
1+2γ
8·42γα2γ )
)
.
Thus,
[
γ
8α
C(1+2γ)
N
L]
1
2γ ≤
[ γ
8α
C
log 1
C
(
γL1+2γ
8·42γα2γ
)
L
] 1
2γ
=
[ γ
8α
(8 · 42γα2γ
γL1+2γ
)
L
] 1
2γ ≤ 4
L
.
By Claim B.3, it follows that N0 ≤ N .
We note that for some constant C ′ ∈ [0, 1),
4
L
≤ 4C ′
( γL1+2γ
8 · 42γα
) 1
2γ
/L = [
γ
8α
(C ′)2γL]
1
2γ .
If ‖PAu(n)‖ ≤ 4L , then Lemma B.1 implies that
‖PAu(n+ 1)‖ ≤ ‖PSu(n+ 1)‖ ≤ max
(
(C ′)2γ‖PAu(n)‖, 4L
) ≤ 4L .
It follows by induction on n that ‖PSu(n)‖ ≤ 4L for all n ≥ N0.
In Lemmas B.1 and B.2, one detail seems to be missing, namely the dependence
on ‖∇F (u)‖. Since during most steps of FindBasisElement ‖P0u‖ will be small,
we will typically be able use of the following lemma to lower bound ‖∇F (u)‖.
Lemma B.4. Let u ∈ Sd−1. Let S ⊂ [m] be non-empty. If ‖PS¯u‖ ≤ 1√2(1+2δ) ,
then ‖PSu‖1+2δ ≥ 12 and ‖∇F (u)‖ ≥ βδ |S|−δ.
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Note that in the worst case where S = [m], may apply Lemma B.4 to obtain the lower
bound that ‖∇F (u)‖ ≥ βδm−δ.
Proof of Lemma B.4. Once we prove that ‖PSu‖1+2δ ≥ 12 , then the lower bound
on ‖∇F (u)‖ follows from Lemma C.2. We now focus on the proof of the lower bound
for ‖PSu‖1+2δ.
We let f : R→ R be defined by f(x) = x2+4δ. As such, √f(‖PSu‖) = ‖PSu‖1+2δ.
The Taylor expansion of f around 1 for any x ∈ [0, 1] is
f(x) = f(1) + f ′(1)(x− 1) + 1
2
f ′′(y)(x− 1)2
for some y ∈ [x, 1]. Notice that 12f ′′(y)(x − 1)2 = 12 (2 + 4δ)(1 + 4δ)y4δ(x − 1)2 ≥ 0.
As such, f(x) ≥ f(1) + f ′(1)(x− 1) = 1− 2(1 + 2δ)(1− x). To obtain that f(x) ≥ 14 ,
it suffices to show that 1− 2(1 + 2δ)(1− x) ≥ 14 . Rearranging terms, we see that this
occurs if x ≥ 1− 38(1+2δ) .
In order for ‖PSu‖1+2δ =
√
f(‖PSu‖) ≥ 12 , it suffices that ‖PSu‖ ≥ 1− 38(1+2δ) .
Note that√
3
4(1 + 2δ)
− 9
64(1 + 2δ)2
>
√
3
4(1 + 2δ)
− 1
4(1 + 2δ)
=
1√
2(1 + 2δ)
≥ ‖PS¯u‖ .
As such,
‖PSu‖ =
√
1− ‖PS¯u‖2 ≥
√
1− 3
4(1 + 2δ)
+
9
64(1 + 2δ)2
≥ 1− 3
8(1 + 2δ)
,
as desired.
Importantly, since ‖P0u(n)‖ rapidly goes to 0 under the gradient iteration, the
precondition that ‖P0u(n)‖ ≤ 1√
2(1+2δ)
used in Lemma B.4 when S = [m] is actually
closed under applications of the gradient iteration when  is sufficiently small. In
particular, we have the following result.
Corollary B.5. Suppose that the sequence {u(n)}∞n=0 is recursively defined by
u(n + 1) = Gˆ(u(n)), and that ‖P0u(0)‖ ≤ 1√
2(1+2δ)
. If  ≤ β
2mδδ
√
2(1+2δ)
, then
‖P0u(n)‖ ≤ 1√
2(1+2δ)
and ‖∇F (u)‖ ≥ βδm−δ for all n.
Proof. We argue by induction on the hypothesis ‖P0u(n)‖ ≤ 1√
2(1+2δ)
. The base
case is given. Further, if ‖P0u(n)‖ ≤ 1√
2(1+2δ)
, then ‖∇F (u)‖ ≥ βδm−δ by Lemma B.4.
Using Lemma B.1, we obtain
‖P0u(n+ 1)‖ = ‖P0Gˆ(u(n))‖ ≤ 2‖∇F (u(n))‖ ≤ 2m
δδ/β ≤ 1√
2(1 + 2δ)
.
We now combine the Lemmas B.1 and B.4 to provide a time bound for the rapid
decay of the small coordinates of u(n). Here and later in our analysis, we will introduce
a number of useful constants and expressions for various lemmas and propositions that
we prove, indexing these expressions by the lemma/proposition number of the result
for which they were introduced. We define τB.6 := [
βγ
16αδm
−δ]
1
2γ . This magnitude is
treated as a threshold for the cutoff between small and large coordinates of u. Those
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coordinates of u(0) for which |ui(0)| ≤ τB.6 shrink and then stay small under the
gradient iteration unless ‖P0u(0)‖ is unusually large. More formally, we have the
following result.
Proposition B.6. Let u ∈ Sd−1. Suppose that  < β
8δ
√
1+2δ
m−δ−
1
2
[
βγ
16αδm
−δ
] 1
2γ
,
that ‖P0u‖ ≤ 1√
2(1+2δ)
, and that
N ≥ log1+2γ
(
log2
(
βγ
8αδ
)
+ 2γ log2
(
β
4δ
))
,
is a positive integer. Let w← GI-Loop(u, 2N). The following hold:
1. ‖P0w‖ ≤ 2δmδ/β.
2. Let S ⊂ [m]. If |uj | ≤ [ βγ16αδm−δ]
1
2γ for all j ∈ S, then ‖(P0 + PS)w‖ ≤
4δ(m− |S|)δ/β.
Also for later reference, we define NB.6 to be
⌈
log1+2γ
(
log2
(
βγ
8αδ
)
+ 2γ log2
(
β
4δ
))⌉
.
Note that since βγ8αδ < 1, we have that log2(
βγ
8αδ ) < 0. In particular, it is actually
sufficient in Proposition B.6 that N ≥ log1+2γ(2γ log2( β4δ )). Further, log1+2γ(2γ) +
log1+2γ(log2(
β
4δ )) ≤ log1+2γ(log2( β4δ )) + 1 implies that it is sufficient that N ≥
C log1+2γ(log2(
β
4δ )) for some universal constant C. In particular, this time bound
represents a super-linear (order 1 + 2γ) rate of convergence of the small coordinates
to -error which corresponds to the convergence rate guarantees that were seen in
Theorem 2.8 for the unperturbed setting. We also use this simplified version of the
bound in the statements of Theorems 6.4 and 6.5.
Proof of Proposition B.6. We first define the sequence {u(n)}∞n=0 recursively by
u(0) = u and u(n+ 1) = Gˆ(u(n)). By construction, w = u(2N). As such, it suffices
to prove the desired properties on this sequence.
We first show (by induction on n) that for every n ∈ N∪{0}, ‖∇F (u(n))‖ ≥ βδm−δ.
The base case when n = 0 follows by Lemma B.4 (choosing S in Lemma B.4 as [m]).
Letting L = βδm
−δ, it is easily verified that  ≤ 12L, and in particular, we may apply
Lemma B.1 whenever our inductive hypothesis holds. We suppose that our inductive
hypothesis holds for n = k. Using Lemma B.1 part 1, we see that
‖P0u(k + 1)‖ ≤ 2‖∇F (u(k))‖ ≤
2
L
≤ β
8δ
√
1 + 2δ
m−δ−
1
2
[
βγ
16αδmδ
] 1
2γ
/L <
1
2
√
2(1 + 2δ)
.(19)
As such, we may apply Lemma B.4 to see that ‖∇F (u(k + 1))‖ ≥ L as desired. By
the principle of mathematical induction, ‖∇F (u(n))‖ ≥ L for all n ∈ N ∪ {0}.
To obtain part 1, apply Lemma B.1 to see that
‖P0w‖ = ‖P0u(2N)‖ ≤ 2‖∇F (u(2N − 1))‖ ≤
2δmδ
β
.
We now prove part 2. With L as before, we note that by construction,
 <
β
8δ
√
1 + 2δmδ+
1
2
[
βγ
16αδmδ
] 1
2γ
=
L
8
√
1 + 2δm
1
2
[
Lγ
16α
] 1
2γ
≤ min
(
1
2
L,
( γL1+2γ
8 · 42γα
) 1
2γ
)
.
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Notice that L is a lower bound on ‖∇F (u(n))‖ for all n. We apply Lemma B.2 with
the choice SB.2 = {j} such that j ∈ S, the choice C = 12 , and our choice of L. We
obtain |uj(n)| ≤ 4L ≤ 4δmδ/β for all n ≥ N .
We fix k ≥ N an arbitrary integer. We note that
‖PSu(k)‖ ≤
√∑
j∈S(4δm
δ/β)2 ≤ 4δmδ+ 12 /β
≤ min
(
1
2
√
2(1 + 2δ)
, [
βγ
16αδ
m−δ]
1
2γ
)
by our choice of . Combining with (19), we see that ‖(P0 + PS)u(k)‖ ≤ 1√
2(1+2δ)
.
Applying Lemma B.4 with SB.4 = S¯ ∩ [m], we see that ‖∇F (u(k))‖ ≥ βδ |S¯ ∩ [m]|
−δ
=
β
δ (m− |S|)−δ. We set a new choice of lower bound L = βδ (m− |S|)−δ, and we note
that ‖PSu(k)‖ ≤ [ βγ16αδm−δ]
1
2γ ≤ [ βγ16αδ (m− |S|)−δ]
1
2γ ≤ [ γL16α ]
1
2γ . With our new choice
of L, we may thus apply Lemma B.2 on the sequence {u(n)}∞n=N to obtain that
‖PSw‖ = ‖PSu(2N)‖ ≤ 4L ≤ 4δ(m− |S|)δ/β.
Proposition B.6 foreshadows a bound for the final estimation error for the recovery
of any hidden basis element using FindBasisElement. We have not yet demonstrated
that the main loop of FindBasisElement drives every coordinate of u (except 1)
to become small in the sense of Proposition B.6; however, we will eventually do so.
Combining Lemma B.7 below with the error bound from Proposition B.6 (with S chosen
such that m− |S| = 1), we will predict that for u returned by FindBasisElement,
there exists a sign s ∈ {±1} and a hidden basis element ei such that i ∈ [m] and
‖sek−ν‖ ≤ 4
√
2δ/β. Later, when arguing about the accuracy of FindBasisElement,
we will use this predicted bound when making assumptions on how accurately the
previously recovered µks estimate hidden basis elements.
Lemma B.7. Fix u ∈ Sd−1 and j ∈ [m]. Let S = {j}. Then, there exists s ∈ {±1}
such that ‖sej − u‖ ≤ ‖PS¯u‖
√
2.
Proof. We choose s such that suj = |uj |. We note that
‖sej − u‖2 = ‖PS¯u‖2 + (s− uj)2 ≤ ‖PS¯u‖2 + |(s− uj)(s+ uj)| ,
where the inequality uses that s and uj are of the same sign and hence that s+ uj
has at least the same magnitude as s− uj . But since (s− uj)(s+ uj) = 1− u2j ≥ 0,
we obtain:
‖sej − u‖2 ≤ ‖PS¯u‖2 + 1− u2j .
Since u ∈ Sd−1 is a unit vector, u2j = 1 − ‖PS¯u‖2. Thus, ‖sej − u‖2 ≤ 2‖PS¯u‖2.
Taking square roots gives the desired result.
B.1.1. Setting Up the Main Loop of FindBasisElement. We now demon-
strate that the steps in FindBasisElement preceding the main loop create a warm
start for the main loop. That is, we wish to demonstrate that after line 6 of Find-
BasisElement, ‖P0u‖ is small and so are the coordinates of u corresponding to the
hidden basis directions approximately recovered in µ1, . . . ,µk. This line of argument
is carried out in Lemmas B.8 and B.10 below.
Lemma B.8. Consider an execution of FindBasisElement. Fix η ∈ [0, 1
4m
√
d
].
Suppose that k < m; that there is a permutation pi on [m]; there are sign values
s1, . . . , sk ∈ {+1,−1} such that for each i ∈ [k], ‖siµi − epi(i)‖ ≤ η; and that  ≤
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β4
√
2δ
m−δd−
1
2−δ. At the end of the execution of step 5 of FindBasisElement, the
following hold:
1. ‖P0u‖ ≤ mδd 12+δδ/β.
2. If η ≤ 4√2δ/β, and i ∈ {pi(j) | j ∈ [k]}, then |ui| ≤ 25αδ2βγ mδd
1
2+δδ/β.
Proof. First, we demonstrate that one of the vectors xi from step 3 of FindBa-
sisElement has ‖P[m]xi‖2 ≥ m−kd . We will later use this to demonstrate that j in
step 4 satisfies that ‖∇F (xj)‖ is sufficiently large for Gˆ(xj) to work as intended.
Claim B.9. There exists i ∈ [d− k] such that ‖P[m]xi‖2 ≥ m−kd .
Proof of Claim. We let S = {pi(k + 1), pi(k + 2), . . . , pi(m)}. We extend the list of
vectors x1, . . . ,xd−k to be an orthonormal basis of the space: x1, . . . ,xd. Since each
ei is a unit vector, it follows:
(20)
1
d
d∑
i=1
‖PSxi‖2 = 1
d
d∑
i=1
m∑
j=k+1
〈xi, epi(j)〉2 = 1
d
m∑
j=k+1
‖epi(j)‖2 = m− k
d
.
Treating (20) as a sample average, there exists i ∈ [d] such that ‖PSxi‖2 ≥ m−kd .
To complete the proof, we need only demonstrate that for any i > d− k, ‖PSu‖ <√
m−k
d . To show this, we first demonstrate that µ1, . . . ,µk span a k dimensional
space. Note that this implies that x1, . . . ,xd−k span the space span(µ1, . . . ,µk)
⊥.
Therefore, for any i > d − k we have xi ∈ span(µ1, . . . ,µk). Then to complete the
proof, we demonstrate that for any v ∈ span(µ1, . . . ,µk), we have ‖PSu‖ <
√
m−k
d .
Now consider the matrices A = A0 =
∑k
i=1 µiµ
T
i and A˜ = A˜0 =
∑k
i=1 epi(i)e
T
pi(i).
We note:
‖A0 − A˜0‖ =
∥∥∥ k∑
i=1
[(µi − epi(i))µTi + epi(i)(µi − epi(i))T ]
∥∥∥
≤ 2
k∑
i=1
‖µi − epi(i)‖‖µi‖ ≤ 2kη .
In particular, Weyl’s inequality (reproduced in Theorem D.2) implies that the kth
lowest eigenvalue λk(A0) ≥ λk(A˜0) − 2kη ≥ 1 − 2kη > 0. The vectors µ1, . . . ,µk
are linearly independent. As the k eigenvalues of A0 are contained in the interval
[1−2kη, 1 + 2kη] by Weyl’s inequality, Theorem D.3 (the Davis-Kahan sin Θ theorem)
with A˜1 =
∑d
i=k+1 0epi(i)e
T
pi(i), implies that
(1− 2kη)‖Pspan(epi(k+1),...,epi(d))Pspan(µ1,...,µk)‖ ≤ 2kη
‖Pspan(epi(k+1),...,epi(d))Pspan(µ1,...,µk)‖ ≤
2kη
1− 2kη <
1/(2
√
d)
1− 1/(2√d) ≤
1/(2
√
d)
1/2
≤ 1√
d
≤
√
m− k
d
.
As such, if v ∈ span(µ1, . . . ,µk), then
‖PSv‖ ≤ ‖Pspan(epi(k+1),...,epi(d))Pspan(µ1,...,µk)‖ <
√
m− k
d
. M
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We now fix i ∈ [d− k] such that ‖P[m]xi‖2 ≥ m−kd according to Claim B.9, and we fix
j according to step 4 from FindBasisElement. Note that,
‖∇F (xi)‖ ≥ 2β
δ
‖P[m]xi‖1+2δm−δ ≥ 2β
δ
(
m− k
d
) 1+2δ
2
m−δ ≥ β
2δ
m−δd−
1+2δ
2 ,
using Lemma C.2 (with projection on the set [d]) for the first inequality and that
k < m implies m− k ≥ 1 for the final inequality.
It follows that
(21) ‖∇̂F (xj)‖ ≥ ‖∇̂F (xi)‖ ≥ ‖∇F (xi)‖ −  ≥ 2β
δ
m−δd−
1+2δ
2 − 
where the first inequality follows from by the choice of j from step 4 of FindBasisE-
lement, and the second inequality uses that ∇̂F is an -approximation to ∇F .
We now show part 1. By the assumption that  ≤ β
4
√
2δ
m−δd−
1+2δ
2 ≤ βδm−δd−
1+2δ
2 ,
we have that ‖∇̂F (xj)‖ ≥ βδm−δd−
1+2δ
2 . We see
‖P0Gˆ(xj)‖ ≤ ‖∇̂F (xj)‖
≤ mδd 1+2δ2 δ/β .
We now show part 2. We let w = xj . We let ` ∈ [k], and noting that w ⊥ µ` by
construction, we obtain the following bound for |wpi(`)|:
|wpi(`)| = |〈xj , (epi(`) − s`µ` + s`µ`)〉| = |〈xj , (epi(`) − s`µ`)〉|
≤ ‖xj‖‖epi(`) − s`µ`‖ ≤ 4
√
2δ/β .(22)
We now fix i ∈ {pi(`) | ` ∈ [k]} and bound |ui| = |Gˆi(w)|:
|ui| = |Gˆi(w)| = |∇̂F i(w)|‖∇̂F (w)‖
≤ |∂iF (w)|+ 
‖∇̂F (w)‖
≤
2α
γ |wi|1+2γ + 
2β
δ m
−δd−
1+2δ
2 − 
≤
8
√
2 · αδβγ
(
4
√
2δ/β
)2γ
+ 
β
δm
−δd−
1+2δ
2
In the above, the second inequality uses Lemma C.2 and (21); the third inequality
uses (22) and that  ≤ β
4
√
2δ
m−δd−
1+2δ
2 ≤ βδm−δd−
1+2δ
2 . By our given bound on , we
note that
(
4
√
2δ/β
)2γ ≤ 1. As such, we obtain that
|ui| = |Gˆi(w)| ≤
[8
√
2 · αδβγ + 1]
β
δm
−δd−
1+2δ
2
≤
(8
√
2 + 1) · αδβγm
1+2δ
2 
β
δm
−δd−
1+2δ
2
≤ (8
√
2 + 1) · αδ
2
β2γ
mδd
1+2δ
2  ≤ 25αδ
2
2β2γ
mδd
1+2δ
2  .
Lemma B.10. Let k be defined as in an execution of FindBasisElement. Sup-
pose that k < m, that  < 1
16
√
2
β2γ
αδ2
√
1+2δ
m−
1
2−δd−
1
2−δτB.6, that N1 ≥ 2NB.6, and
that there exists a permutation pi of [m] and sign values s1, . . . , sk ∈ {±1} such that
‖sjepi(j) − µj‖ ≤ 4
√
2δ/β for each j ∈ [k]. At the beginning of the execution of the
main loop of FindBasisElement, the following hold for u:
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1. ‖P0u‖ ≤ 2mδδ/β.
2. Let S = {pi(j) | j ∈ [k]}. Then, ‖(P0 + PS)u‖ ≤ 4(m− |S|)δδ/β.
Proof. We first notice that for each j ∈ [k],
‖sjepi(j) − µj‖ ≤ 4
√
2δ/β <
βγ
4αδ
√
1 + 2δm
1
2+δ
d−
1+2δ
2
[
β
16α
m−δ
] 1
2γ
<
1
4m
√
d
,
where the final inequality uses that δ ≥ γ to see that m− δ2γ ≤ m− 12 . As such, we
may apply Lemma B.8 to see that at the end of step 5 of FindBasisElement that
‖P0u‖ ≤ mδd 1+2δ2 δ/β and for each j ∈ [k] that |upi(j)| ≤ 25αδ
2
2β2γ m
δd
1+2δ
2 . By our
choice of , it may be verified that
‖P0u‖ ≤ mδd
1+2δ
2 δ/β <
1√
2(1 + 2δ)
and that for each j ∈ [k],
|upi(j)| ≤ 25αδ
2
2β2γ
mδd
1+2δ
2  <
[ βγ
16αδ
m−δ
] 1
2γ
.
As the step u← GI-Loop(u, N1) in line 6 sets up the main loop of FindBasisEle-
ment, applying Proposition B.6 gives the desired result.
B.2. The Big Become Bigger. We saw in Appendix B.1 that the small coor-
dinates of u rapidly decay under the gradient iteration until they are on the order
of . In this section, we demonstrate how the large coordinates of u diverge under
the gradient iteration, causing some to become bigger and other large coordinates
to become small. In particular, we create a robust version of Proposition 4.8 from
subsection 4.2.1. We recall that in Proposition 4.8, it was seen that if v is a fixed
point of G/∼ and u satisfied that there exists i ∈ [m] with vi 6= 0 and |ui| > vi, then
for some uj with j among the non-zero coordinates of v is driven towards 0 by the
gradient iteration. This proposition provided a very useful characterization of the
instability of all fixed points of G/∼ other than the hidden basis ±e1, . . . ,±em.
Before proceeding, we will need the following technical result.
Lemma B.11. Let S ⊂ [m] be non-empty, and let v ∈ Qd−1+ be a fixed point of
G/∼ such that vi 6= 0 if and only if i ∈ S. If k ∈ S, then |vk| ≥
(
βγ
αδ|S|δ
) 1
2γ .
Proof. Since
∑
i∈S v
2
i = 1, there exists j ∈ S with v2j ≥ 1|S| . By Lemma C.1,
|h′j(v2j )| ≥ βα |vj |2δ ≥ βα|S|δ .
Fix any k ∈ S. Then, by Lemma C.1, |h′k(v2k)| ≤ αγ |vk|2γ . Since h′k(v2k) = h′j(v2j )
by Observation 4.4, it follows that αγ |vk|2γ ≥ βδ|S|δ . In particular, |vk| ≥
(
βγ
αδ|S|δ
) 1
2γ .
We now demonstrate that when there exists a large coordinate k such that |uk|
is sufficiently greater than the corresponding coordinate |vk| of a fixed point v of
G/∼, then the separation between large coordinates of u expands under the Gradient
iteration. This expansion was the main idea underlying the proof of Proposition 4.8
(see Claim 4.14).
Lemma B.12. Let u ∈ Sd−1 be such that the set S := {i | |ui| ≥ τB.6} is a subset
of [m] containing at least 2 elements. Suppose ‖P0u‖ ≤ 12√1+2δ . Let v ∈ Qd−1+ be the
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fixed point of G/∼ such that vi 6= 0 if and only if i ∈ S. Let ` = arg maxi∈S |ui|vi , and
k = arg mini∈S
|ui|
vi
. Fix η ∈ (0, 1], suppose that |u`|/v`|uk|/vk ≥ (1 + η)2, and that |u`| ≥ v`.
The following hold:
1. If  ≤ 18 βδ
(
βγ
αδ
) δ
γ |S|− δγ (δ−γ)τ1+2δ
B.6
η, then
max
i,j∈S
|Gˆi(u)|/vi
|Gˆj(u)|/vj
≥
(
1 +
3
4
(βγ
αδ
) δ
γ |S|− δγ (δ−γ)η
) |u`|/v`
|uk|/vk .
2. If  ≤ 9256 βδ τ2B.6
(
βγ
αδ
) 2δ+1
2γ |S|− δγ ( 12+δ−γ)−δη, then there exists i ∈ S such that
|Gi(u)| ≥ vi.
For later use, we define the expression
EB.12 (η,S) := 9
256
β
δ
(βγ
αδ
) 2δ+1
2γ |S|− δγ ( 12+δ−γ)−δτ2+2δ
B.6
η ,
which serves as a sufficient upper bound for  in both parts 1 and 2 of Lemma B.12.
Proof of Lemma B.12. We first prove part 1. In doing so, we will make use of the
following claims.
Claim B.13. Suppose there exists ∆ > 0 such that one of the following holds:
(1) h′`(u
2
`) ≥ (1 + ∆)h′`(v2` ) or (2) h′k(u2k) ≤ (1 + ∆)−1h′k(v2k). Suppose there exists
ζ ∈ (0,min( 116 , 18∆)] such that  ≤ ζ mini∈S |∂iF (u)|. Then, maxi,j∈S |Gˆi(u)|/vi|Gˆj(u)|/vj ≥
(1 + 14∆)
|u`|/v`
|uk|/vk .
Proof of Claim. We first bound the error on calculating Gi(u). For each i ∈ S,
we have:
|Gˆi(u)| = |∇̂F i(u)|‖∇̂F (u)‖
≤ |∂iF (u)|+ ‖∇F (u)‖ −  ≤
1 + ζ
1− ζ ·
|∂iF (u)|
‖∇F (u)‖ =
1 + ζ
1− ζ · |Gi(u)|
|Gˆi(u)| = |∇̂F i(u)|‖∇̂F (u)‖
≥ |∂iF (u)| − ‖∇F (u)‖ +  ≥
1− ζ
1 + ζ
· |∂iF (u)|‖∇F (u)‖ =
1− ζ
1 + ζ
· |Gi(u)| .
Since
∑
i∈S u
2
i ≤
∑
i∈S v
2
i = 1, it follows that |uk| ≤ vk. As such, we have both that
|uk| ≤ vk and |u`| ≥ v`. We have that
max
i,j∈S
|Gˆi(u)|/vi
|Gˆj(u)|/vj
≥
(1− ζ
1 + ζ
)2
max
i,j∈S
|Gi(u)|/vi
|Gj(u)|/vj =
(1− ζ
1 + ζ
)2
max
i,j∈S
|h′i(u2i )||ui|/vi
|h′j(u2j )||uj |/vj
≥
(1− ζ
1 + ζ
)2 |h′`(u2`)||u`|/v`
|h′k(u2k)||uk|/vk
≥
(1− ζ
1 + ζ
)2 (1 + ∆)|h′`(v2` )||u`|/v`
|h′k(v2k)||uk|/vk
≥ (1 + ∆)
(1− ζ
1 + ζ
)2 |u`|/v`
|uk|/vk .
In the second to last inequality, we use the monotonicity of h′i (see Lemma 3.1) along
with the assumption that one of the following holds: either (1) h′`(u
2
`) ≥ (1 + ∆)h′`(v2` )
or (2) h′k(u
2
k) ≤ (1 + ∆)−1h′k(v2k). In the last inequality, we use Observation 4.4 to
note that |h′`(v2` )| = |h′k(v2k)|.
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We now only need bound (1+∆)
(
1−ζ
1+ζ
)2
. We first note that
(
1−ζ
1+ζ
)2
=
(
1− 2ζ1+ζ
)2
≥
(1− 2ζ)2 ≥ 1− 4ζ. Thus, (1 + ∆)
(
1−ζ
1+ζ
)2
≥ 1 + ∆− 4ζ− 4ζ∆. Using the upper bounds
on ζ, we see that 1 + ∆− 4ζ − 4ζ∆ ≥ 1 + ∆− 12∆− 14∆ ≥ 1 + 14∆. Thus, we obtain
max
i,j∈S
|Gˆi(u)|/vi
|Gˆj(u)|/vj
≥
(
1 +
1
4
∆
)
max
i,j∈S
|ui|/vi
|uj |/vj . M
Claim B.14. Suppose ∆ > 0, η ≥ 43
(
αδ
βγ
) δ
γ |S| δγ (δ−γ)∆, and |u`|/v`|uk|/vk ≥ (1 + η)2.
Then one of the following holds: either (1) |h′`(u2`)| ≥ (1 + ∆)|h′`(v2` )| or (2) |h′k(u2k)| ≤
(1 + ∆)−1|h′k(v2k)|.
Proof of Claim. Before proceeding, we note that for y2 ≥ x2 (with x, y ∈ R), we
have that
sign(h′i(x
2)) = sign(h′i(y
2)) = sign(h′′i (t))
for all t ∈ [x2, y2]. As such, we may use Lemma C.1 to see:
|h′i(y2)| − |h′i(x2)| =
∫ y2
x2
|h′′i (t)|dt ≥ β
∫ y2
x2
tδ−1dt ≥ β
δ
[|y|2δ − |x|2δ](23)
By the assumption |u`|/v`|uk|/vk ≥ (1+η)2, one of the following must hold: (1) |u`|/v` ≥
(1 +η) or (2) |uk|/vk ≤ (1 +η)−1. We consider these cases separately, and demonstrate
that in each case one of our desired results holds.
Case 1. |u`|/v` ≥ (1 + η).
We obtain that
|h′`(u2`)| − |h′`(v2` )| ≥ |h′`((1 + η)2v2` )− h′`(v2` )| =
β
δ
v2δ` [(1 + η)
2 − 1] ≥ 2ηβ
δ
v2δ`
where the first inequality uses the monotonicity of h′` (see Lemma 3.1), and the
second inequality uses (23). We note that for any i ∈ S,
v2δi =
γ
α
v
2(δ−γ)
i ·
α
γ
v2γi ≥
γ
α
v
2(δ−γ)
i |h′i(v2i )| ≥
γ
α
(βγ
αδ
) δ
γ |S|− δγ (δ−γ)|h′i(v2i )|(24)
using Lemma C.1 for the first inequality and Lemma B.11 for the final inequality.
As such, we obtain:
|h′`(u2`)| − |h′`(v2` )| ≥ 2η
(βγ
αδ
) δ
γ |S|− δγ (δ−γ)|h′`(v2` )|
By the lower bound on η, we obtain |h′`(u2`)|−|h′`(v2` )| ≥ 2∆|h′`(v2` )| ≥ ∆|h′`(v2` )|
as desired.
Case 2. |uk|/vk ≤ (1 + η)−1.
Note that |uk| ≤ (1 + η)−1vk. We apply (23) to obtain
|h′k(v2k)| − |h′k(u2k)| ≥ |h′k(v2k)− h′k((1 + η)−2v2k)| ≥
β
δ
v2δk [1− (1 + η)−2]
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Using the bound η ≥ 1, we see that
1− (1 + η)−2 =
[
1 +
1
1 + η
][
1− 1
1 + η
]
=
[
1 +
1
1 + η
][ η
1 + η
]
≥ 3
4
η
we obtain
|h′k(v2k)| − |h′k(u2k)| ≥ |h′k(v2k)− h′k((1 + η)−2v2k)| ≥ η
β
δ
v2δk .
As such, |h′k(v2k)| − |h′k(u2k)| ≥ 3β4δ v2δk η. Applying (24), we obtain
|h′k(v2k)| − |h′k(u2k)| ≥
3
4
η
(βγ
αδ
) δ
γ |S|− δγ (δ−γ)|h′k(v2k)| ≥
3
4
∆|h′k(v2k)| .
Rearranging terms yields |h′k(u2k)| ≤ |h′k(v2k)|(1−∆). As (1 + ∆)−1 = 1+∆−∆1+∆ =
1− ∆1+∆ ≥ 1−∆, it follows that |h′k(u2k)| ≤ (1 + ∆)−1|h′k(v2k)| as desired. M
To use these claims, we set parameters ∆ = 34
(
βγ
αδ
) δ
γ |S|− δγ (δ−γ)η and ζ = min( 18∆, 116 ).
By Lemma C.1, it follows that mini∈S |∂iF (u)| = mini∈S |g′i(ui)| ≥ 2βγ τ1+2δB.6 . We note
that  ≤ β8δ τ1+2δB.6 ≤ 116 mini∈S |∂iF (u)|, and also that
 ≤ β
8δ
(βγ
αδ
) δ
γ ( 1
|S|
) δ
γ (δ−γ)τ1+2δ
B.6
η ≤ 1
6
∆
β
δ
τ1+2δ
B.6
≤ 1
12
∆ min
i∈S
|∂iF (u)| .
As such,  ≤ ζ mini∈S |∂iF (u)|, and we may apply our claims. We apply Claim B.14
followed by Claim B.13 to complete the proof of part 1.
We now prove part 2. We will make use of the following additional claim.
Claim B.15. Suppose that ∆ > 0, that
η ≥ 4
3
(αδ
βγ
) δ
γ |S| δγ (δ−γ)∆,
and that |u`|/v`|uk|/vk ≥ (1 + η)2. If  ≤ 332τ2B.6 2∆+∆
2
(1+∆)2 ·
(
βγ
αδ|S|δ
) 1
2γ β
δ|S|δ , then there exists
i ∈ S such that |Gi(u)| ≥ |vi|.
Proof of Claim. We define i∗ = arg maxi∈S |h′i(u2i )|. There exists λ = |h′i(v2i )|
for all i ∈ S (by Observation 4.4). Since |u`| ≥ |v`|, the monotonicity of the h′is
with h′i(0) = 0 (see Lemma 3.1) implies that |h′i(u2`)| ≥ |h′i(v2` )| = λ. In particular,
|hi∗(u2i∗)| ≥ λ = hi∗(v2i∗).
We proceed in the following two cases, which by Claim B.14 cover all possible
cases.
Case 1. |h′`(u2`)| ≥ (1 + ∆)λ.
Since |h′i(u2i∗)| ≥ |h′`(u2`)|, it follows that |h′i∗(u2i )| ≥ (1 + ∆)λ. Since
∑
i∈S u
2
i ≤∑
i∈S v
2
i = 1 implies the existence of i ∈ S such that u2i ≤ v2i , it follows that u2k < v2k
and hence that |h′k(u2k)| ≤ λ. In particular, we obtain |h
′
i∗ (u
2
i∗ )|
|h′k(u2k)|
≥ (1+∆)λλ ≥ (1+∆).
Case 2. |h′k(u2k)| ≤ (1 + ∆)−1λ.
Using that |hi∗(u2i∗)| ≥ λ, we obtain |h
′
i∗ (u
2
i∗ )|
|h′k(u2k)|
≥ λ(1+∆)−1λ ≥ (1 + ∆).
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In both cases, we obtain
(25)
|h′i∗(u2i∗)|
|h′k(u2k)|
≥ (1 + ∆)
We use this fact to bound Gi∗(u)
2 from below.
1
Gi∗(u)2
=
∑d
i=1Gi(u)
2
Gi∗(u)2
=
∑d
i=1[h
′
i(u
2
i )ui]
2
[h′i∗(u
2
i∗)ui∗ ]
2
≤
∑d
i=1 u
2
i − [1− (1 + ∆)−2]u2k
u2i∗
≤ 1− [1− (1 + ∆)
−2]τ2
B.6
u2i∗
=
(1 + ∆)2[1− τ2
B.6
] + τ2
B.6
(1 + ∆)2u2i∗
.
In the above, for the first inequality, we use our bound from (25) and that |h′i∗(u2i∗)| ≥
|h′i(u2i )| for all i ∈ [d]. To see that this holds for i ∈ S¯, we note that by Corollary C.6
treating ∇F as a 0-approximation of itself that |Gi(u)| ≤ 12 |ui|. In particular, since‖G(u)‖ = 1 = ‖u‖, there exists j ∈ [d] such that |Gj(u)| ≥ |uj |. Hence, 1 <
|Gj(u)|/|uj |
|Gi(u)|/|ui| =
h′j(u
2
j )
h′i(u
2
i )
implies that |h′i(u2i )| is not maximal for any i ∈ S¯. In particular,
` = arg maxi∈[d] |h′i(u2i )|.
Continuing, we obtain:
Gi∗(u)
2
u2i∗
≥ (1 + ∆)
2
(1 + ∆)2[1− τ2
B.6
] + τ2
B.6
= 1 + τ2
B.6
(1 + ∆)2 − 1
(1 + ∆)2[1− τ2
B.6
] + τ2
B.6
= 1 + τ2
B.6
2∆ + ∆2
(1 + ∆)2 − τB.6[(1 + ∆)2 − 1]
≥ 1 + τ2
B.6
2∆ + ∆2
(1 + ∆)2
.
Applying Lemma C.4, we see that:
|Gˆi∗(u)| ≥ |Gi∗(u)| − 4δ|S|δ/β ≥ |ui∗ |
√
1 + τ2
B.6
2∆ + ∆2
(1 + ∆)2
− 4δ|S|δ/β .
Noting that |ui∗ | ≥ |vi∗ | and applying the lower bound from Lemma B.11, we obtain
|Gˆi∗(u)|
|ui∗ | ≥
√
1 + τ2
B.6
2∆ + ∆2
(1 + ∆)2
− 4δ|S|
δ

β|ui∗ |
≥
√
1 + τ2
B.6
2∆ + ∆2
(1 + ∆)2
− 4(αδ|S|δ
βγ
) 1
2γ δ|S|δ/β .
From the Taylor expansion of f(x) =
√
1 + x, we see that f(x) ≥ 1 + 12x− 18x2. When
x ∈ [0, 1], we have that f(x) ≥ 1 + 38x. In particular,
|Gˆi∗(u)|
|ui∗ | ≥ 1 +
3
8
τ2
B.6
2∆ + ∆2
(1 + ∆)2
− 4(αδ|S|δ
βγ
) 1
2γ δ|S|δ/β .
By the bound of  ≤ 332τ2B.6 2∆+∆
2
(1+∆)2 ·
(
βγ
αδ|S|δ
) 1
2γ β
δ|S|δ , we see that
|Gˆi∗ (u)|
|ui∗ | ≥ 1. M
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Recall that to apply Claim B.15, it suffices
 ≤ 3
32
τ2
B.6
2∆ + ∆2
(1 + ∆)2
· ( βγ
αδ|S|δ
) 1
2γ
β
δ|S|δ
.
We choose ∆ = 34
βγ
αδ
(
βγ
αδ|S|δ
) δ−γ
γ
η. We note that ∆ ∈ (0, 1) since η ∈ (0, 1). Thus,
2∆+∆2
(1+∆)2 ≥ 12∆. It follows:
3
32
τ2
B.6
2∆ + ∆2
(1 + ∆)2
· ( βγ
αδ|S|δ
) 1
2γ
β
δ|S|δ
≥ 9
256
τ2
B.6
· βγ
αδ
( βγ
αδ|S|δ
) δ−γ
γ
η · ( βγ
αδ|S|δ
) 1
2γ
β
δ|S|δ
≥ 9
256
β
δ
· τ2
B.6
·
(βγ
αδ
) 2δ+1
2γ |S|− δγ ( 12+δ−γ)−δη.
In particular, it suffices that  ≤ 9256 βδ · τ2B.6
(
βγ
αδ
) 2δ+1
2γ |S|− δγ ( 12+δ−γ)−δη in order to
apply Claim B.15 with the choice of ∆ = βγαδ
(
βγ
αδ|S|δ
) δ−γ
γ
η. By actually applying
Claim B.15, we complete the proof.
We now create a time bound for driving a new coordinate of u(0) to be small
under the gradient iteration based on the preceding Lemma B.12.
Proposition B.16. Let {u(n)}∞n=0 be a sequence defined recursively in Sd−1 by
u(n) = Gˆ(u(n − 1)). Define the sets Sn := {i | |ui(n)| ≥ τB.6}. Suppose |S0| ≥ 2,
S0 ⊂ [m], v ∈ Qd−1+ is the stationary point of G/∼ such that vi 6= 0 if and only if
i ∈ S0, ‖P0u‖ ≤ 12√1+2δ , and fix an η ∈ (0, 1]. Let
N =
⌈ 3
2η
(αδ
βγ
) δ
γm
δ
γ (δ−γ)
[ 1
γ
ln(
4αδ
βγ
) +
δ
γ
lnm
]⌉
+ 2NB.6 .
If maxi,j∈S0
|ui(0)|/vi
uj(0)/vj
≥ (1 + η)2, maxi∈S0 |ui|/vi ≥ 1, and  ≤ EB.12 (η, [m]), then
there exists j ∈ S0 such that ‖PS¯0∪{j}u(n)‖ ≤ 4δ(|S0| − 1)δ/β for all n ≥ N .
For future reference, we define the expression NB.16 (η) to be the value of N in
Proposition B.16 above.
Proof of Proposition B.16. We first use Corollary B.5 to see that ‖P0u(n)‖ ≤
1
2
√
1+2δ
for all n. Further, by repeated application of Corollary C.6 (with A = [m]),
we see that S¯0 ⊂ S¯1 ⊂ S¯2 ⊂ · · · , and in particular S0 ⊃ S1 ⊃ S2 ⊃ · · · . We let N0 be
the least integer such that SN0 is a strict subset of S0. In order to compress notation,
we define the constant κ := 34
(
βγ
αδ
) δ
γm−
δ
γ (δ−γ).
The proof has two parts. First we bound N0. Then, we apply the small coordinate
analysis from Proposition B.6 to u(N0) to see that ‖PS¯N0u(n)‖ becomes small as
desired. The first part of the proof will rely on the following claim.
Claim B.17. If n < N0, then (1) maxi,j∈Sn
|ui(n)|/vi
|uj(n)|/vj ≥ (1 + κη)n(1 + η)2 and (2)
maxi∈Sn |ui|/vi ≥ 1.
Proof of Claim. We proceed by induction on n. The base case n = 0 is true by
the givens of this Lemma. If the inductive hypothesis holds for some k < N0 − 1, then
we see that:
max
i,j∈S
|ui(k)|/vi
|uj(k)|/vj ≥ (1 + κη)
k(1 + η)2 ≥ (1 + η)2 .
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As such, we may apply Lemma B.12 to see that
max
i,j∈S
|ui(k + 1)|/vi
|uj(k + 1)|/vj ≥ (1 + κη) maxi,j∈S
|ui(k)|/vi
|uj(k)|/vj ≥ (1 + κη)
k+1(1 + η)2 .
Further, part 2 of Lemma B.12 implies that maxi∈Sk |ui(k + 1)/vi| ≥ 1. Since Sk+1 ⊃
Sk, it follows that maxi∈Sk+1 |ui(k + 1)/vi| ≥ 1. M
We now derive an upper bound for N0. By construction, N0 ≥ 1. We note that
max
i,j∈SN0−1
|ui(N0)|/vi
|uj(N0)|/vj ≤ maxi,j∈SN0−1
1/vi
|uj | ≤ τ
−1
B.6
(αδ|S0|δ
βγ
) 1
2γ ≤
(4αδ
βγ
) 1
γ
m
δ
γ ,
where we use that u and v are unit vectors in the first inequality, the bounds from
the definition of SN0−1 and Lemma B.11 for the second inequality, and that |S0| ≤ m
combined with the definition of τB.6 in the final inequality. From Claim B.17, we
obtain maxi,j∈SN0−1
|ui(N0−1)|/vi
|uj(N0−1)|/vj ≥ (1 +κη)N0−1(1 +η)2 ≥ (1 +κη)N0+1 ≥ (1 +κη)N0
since κ ≤ 1. It follows that (1 + κη)N0 ≤ ( 4αδβγ ) 1γm δγ , and in particular,
N0 ≤
1
γ ln(
4αδ
βγ ) +
δ
γ lnm
ln(1 + κη)
.
We now simplify our bound on N0 using the Taylor expansion of ln(1 + x) ≥ x− 12x2.
In particular, when x ∈ [0, 1], ln(1 + x) ≥ 12x. Since κ ≤ 1 and η ≤ 1, it follows that
ln(1 + κη) ≥ 12κη. In particular,
N0 ≤ 2
κη
[ 1
γ
ln
(4αδ
βγ
)
+
δ
γ
lnm
]
.
We now construct the final time bound for our lemma. Fix j ∈ S0 \ SN0 . By
applying Proposition B.6 to u(N0), we obtain that ‖PS¯0∪{j}u(n)‖ ≤ ‖PS¯N0u(n)‖ ≤
4δ|SN0 |δ/β for all n ≥ N0 + 2NB.6.
B.3. Jumping Out of Stagnation. In this section, we analyze the effect of
taking a random jump on the sphere from a starting point p ∈ Sd−1. In particular, we
analyze steps 8 and 9 of FindBasisElement and demonstrate that under the random
jump w← u cos(‖x‖) + ‖x‖x sin(‖x‖) from step 9, we with non-negligible probability
obtain a new starting vector w from which running the GI-Loop causes a coordinate
of w to be driven towards zero under Proposition B.16.
We first recall that for p ∈ Sd−1, the tangent space of the sphere Sd−1 is TpSd−1 =
p⊥. Geometrically, this can be interpreted as the plane perpendicular to p treating
p as the plane’s origin. In this section, we will be particularly interested in the map
x 7→ u cos(‖x‖) + x‖x‖ sin(‖x‖) from step 9 of FindBasisElement. This map is
sometimes referred to as the exponential map on the sphere Sd−1. That is, at any
p ∈ Sd−1 the exponential map expp : TpSd−1 → Sd−1 is defined as
expp(x) = p cos(‖x‖) +
x
‖x‖ sin(‖x‖),
where it is understood that expp(0) = p.
We now proceed in showing that the random jump from steps 8 and 9 of FindBa-
sisElement is able to break stagnation of the gradient iteration algorithm without
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causing any harm. By breaking stagnation, we mean that if S ⊂ [m] is the set of
large coordinates—i.e., |ui| ≥ τB.6 if and only if i ∈ S—then with constant proba-
bility, applying the random jump to u should set up the preconditions of Proposi-
tion B.16. By causing no harm, we mean that if coordinates in S¯ are very small—i.e.,
‖PS¯u‖ ≤ 4δ|S|δ/β—then by applying the random jump, the coordinates in S¯ remain
small—i.e., ‖PS¯u‖ ≤ τB.6. As we apply the gradient iteration for sufficiently many
steps between random jumps in step 10 of FindBasisElement, any coordinates of
u which are small after a random jump return to being very small before the next
random jump. In this manner, the random jump causes no harm.
We first provide conditions under which the random jump causes no harm.
Lemma B.18. Let u ∈ Sd−1. Let S ⊂ [m] be such that ‖PS¯u‖ ≤ 4δ|S|δ/β.
Suppose that  ≤ 1
8
√
2(1+2δ)
τB.6
β
δ|S|δ , and suppose that σ ≤ 12√2(1+2δ)τB.6. If w is
drawn uniformly at random from σSd−1 ∩ u⊥ and w = expu(x), then ‖PS¯u‖ ≤
τB.6√
2(1+2δ)
.
Proof. We note:
‖PS¯w‖ =
∥∥∥∥PS¯ [u cos(‖x‖) + x‖x‖ sin(‖x‖)]
∥∥∥∥
≤ ‖PS¯u‖ + | sin(‖x‖)| ≤ ‖PS¯u‖ + ‖x‖ ≤ ‖PS¯u‖ + σ
≤ τB.6
2
√
2(1 + 2δ)
+ 4δ|S|δ/β ≤ τB.6√
2(1 + 2δ)
.
In the above, the first inequality uses the triangle inequality, that | cos(‖x‖)| ≤ 1 to
obtain the first summand, and that ‖PS¯u‖ ≤ 1 and ‖ x‖x‖ ‖ = 1 to obtain the second
summand. The second inequality uses the Taylor series of sin to bound sin(‖x‖) ≤ ‖x‖.
The third inequality uses that ‖x‖ = σ since x is drawn from a sphere with radius σ.
The fourth inequality uses the bounds on σ and ‖PS¯u‖. The final inequality uses the
upper bound on .
Before proceeding stating conditions under which the random jump breaks stag-
nation, we first state two minor technical results which will useful in showing that the
random jump actually creates a significant change in the coordinates of interest.
Fact B.19. Let σ ≥ 0, and suppose that x is drawn uniformly at random from
the sphere σSn−1. If X 3 0 is a k-dimensional subspace of Rn, then with probability
at least (1− exp(− 116k))(1− exp(− 2−
√
3
2 (n− k)), ‖PXx‖2 ≥ k4nσ2.
For later usage, we denote by CB.19 :=
(
1− exp (− 116)) (1− exp(− 2−√32 )), which is
a constant lower bound on the probability that is obtained in Fact B.19 with 0 < k < n.
Proof of Fact B.19. We consider the following sampling process for constructing x:
(1) draw w ∼ N (0, I), and (2) let x← σ w‖w‖ . We note that this process is equivalent
to drawing x from σSn−1 uniformly at random almost surely. Further, ‖PXw‖2 and
‖PX⊥w‖2 are independent random variables which are distributed according to the
chi-squared distribution with k and n−k degrees of freedom respectively. In particular,
applying Corollary D.5, we see that with probability at least(
1− exp (− 116k)) (1− exp(− 2−√32 (n− k))) ,
both of the events ‖PXw‖2 ≥ 12k and ‖PX⊥w‖2 ≤ 2(n− k) occur.
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We proceed in the setting in which these events occur. We see that
1
σ2
‖PXx‖2 = ‖PXw‖
2
‖PXw‖2 + ‖PX⊥w‖2
≥ ‖PXw‖
2
‖PXw‖2 + 2(n− k) .
We note that for any C ≥ 0, the function f(t) = tt+C = 1−C(t+C)−1 has derivative
f ′(t) = C(t+C)−2 ≥ 0. In particular, f is an increasing function. As such, we obtain:
1
σ2
‖PXx‖2 ≥
1
2k
1
2k + 2(n− k)
≥
1
2k
2k + 2(n− k) =
k
4n
.
Lemma B.20. Let S ⊂ [m] be such that |S| ≥ 2. Suppose that u ∈ Sd−1 and
that τ ≤ mini∈S |ui|. Let X := TuSd−1 ∩ span({ei | i ∈ S}). Let x ∈ X and let
s ∈ {+,−} be a sign. We define Λs(x) := {i ∈ S | sign(ui) = s sign(xi)}. Then,
‖PΛsx‖ ≥ τ√2‖x‖.
Proof. Since u ⊥ x, it follows that 〈u, PΛ+x〉 = −〈u, PΛ−x〉. Further, it can be
seen that
‖PΛ+x‖ = ‖u‖‖PΛ+x‖ ≥ 〈u, PΛ+x〉 = −〈u, PΛ−x〉 ≥ τ‖PΛ−x‖1 ≥ τ‖PΛ−x‖
using that 1 = ‖u‖ for the first equality, the Cauchy-Schwartz inequality for the first
inequality, the lower bound on |ui| ≥ τ for the second inequality, and the relationship
‖•‖1 ≥ ‖•‖2 for the final inequality. By similar reasoning swapping the roles of Λ+
and Λ−, we obtain:
‖PΛ−x‖ ≥ τ‖PΛ+x‖ .
We note that one of ‖PΛ+x‖ and ‖PΛ−x‖ must be at least 1√2‖x‖ by the Pytha-
gorean Theorem. In particular, both ‖PΛ+x‖ and ‖PΛ−x‖ are at least τ√2‖x‖.
The following fact will be useful when bounding individual coordinates of expu(x)
for the random jump.
Fact B.21. The trigonometric functions sin t and cos t can be lower bounded as
follows:
1. When t ∈ [0, 1], then sin t ≥ 23 t.
2. cos t ≥ 1− 12 t2.
Proof of Claim. We use the Taylor series of sin t and cos t. For cos t, this is a direct
implication of the Taylor expansion. For sin t, we note that sin t ≥ t− 13 t3 ≥ 23 t. M
In the remaining Lemmas of this section, we provide conditions under which
the random jump from step 9 of FindBasisElement sets up the preconditions of
Proposition B.16 with constant probability. We first deal with the case where we are
stagnated. We say that the gradient iteration is stagnated for a choice of u if for the
fixed point v of G/∼ such that vi 6= 0 if and only if i is a “large” coordinate of u,
there is no i among the large coordinates such that |ui| > |vi| with a sufficient gap (as
defined in the preconditions of Proposition B.16). We demonstrate that with at least
constant probability, stagnation can be escaped by the random jump. In the following
Lemma, CB.22 is a strictly positive universal constant.
Lemma B.22. Let S ⊂ [m] contain at least 2 elements. Let u ∈ Sd−1. Let
v ∈ Qd−1+ be the fixed point of G/∼ such that vi 6= 0 if and only if i ∈ S. Let
η := CB.22
σ√
d
( βγ
αδ|S|δ )
1
γ τ2
B.6
. Suppose that w is a random jump of u created according
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to the following process: Draw x uniformly at random from σSd−1 ∩ u⊥ and let
w = expu(x).
If |ui| ≥ τB.6 for all i ∈ S, if ‖PS¯u‖ ≤ 4δ|S|δ/β, if  ≤ EB.12 (η, |S|), if
σ ≤ 1
6
√
2d
τ2
B.6
, and if |ui|vi < (1 + η)
2 for all i ∈ S, then with probability at least CB.19,
there exists i ∈ S such that |wi|vi ≥ (1 + η)2.
Proof. The main crux of the argument is captured in the following two claims.
These claims use the construction of w and the choice of u from the lemma statement
as unstated givens.
Claim B.23. Fix a constant ∆ > 0. Define κ := ‖PS¯u‖2 + (1 + ∆)2 − 1. Suppose
that κ ≤ 12 ( βγαδ|S| )
1
2γ , and that |ui|vi ≤ 1 + ∆ for all i ∈ S and that
12
√
2d
(αδ|S|δ
βγ
) 1
γ
κ/τ2
B.6
≤ σ ≤ 1
6
√
2d
τ2
B.6
,
then with probability at least CB.19, there exists j ∈ S such that |wj |vj ≥ 1 + ∆.
Proof of Claim. We prove this claim in several parts. First, we demonstrate a
lower bound on |ui| in terms of vi for each i ∈ S. Then, we demonstrate that for some
j ∈ S, xj is sufficiently large to make |wj |/vj ≥ 1 + ∆.
We now proceed with constructing a lower bound on the |ui|s. We fix a j ∈ S.
u2j = 1− ‖PS¯u‖2 −
∑
i∈S\{j}
u2i = 1− ‖PS¯u‖2 −
∑
i∈S\{j}
u2i
v2i
v2i
≥ 1− ‖PS¯u‖2 − (1 + ∆)2
∑
i∈S\{j}
v2i = 1− ‖PS¯u‖2 − (1 + ∆)2[1− v2j ]
≥ v2j (1 + ∆)2 − [(1 + ∆)2 − 1 + ‖PS¯u‖2] = v2j (1 + ∆)2 − κ.(26)
We now demonstrate that with a random jump from u, one of the coordinates
j ∈ S increases sufficiently from the lower bound in (26) with the desired probability.
First, we note that there exists a 1-dimensional subspace X ⊂ u⊥ ∩ span(ei1 , ei2),
where i1, i2 ∈ S. Let p be a unit vector in X . We may apply Fact B.19 to obtain
with probability at least CB.19 that |〈p, x〉| ≥ σ2√d−1 ≥ σ2√d . We proceed under the
assumption that this event occurs.
Letting Λ+ := {i ∈ {i1, i2} | sign(xi) = sign(ui)}, we apply Lemma B.20 to
obtain ‖PΛ+x‖ ≥ τB.6√2 ‖x‖ ≥ 12√2dστB.6. In particular, there exists j ∈ S such
that sign(uj)xj ≥ 12√2dστB.6. It only remains to be seen that for this choice of j,
|wj |/|vj | ≥ 1 + ∆.
We note (using that ‖x‖ = σ):
(27) w2j = [expu(x)]
2
j ≥ u2j cos2(σ) + 2uj cos(σ)
xj
σ
sin(σ)
Using Fact B.21, we see that
cos2(σ) ≥ [1− 1
2
σ2]2 ≥ 1− σ2 .
Further, since σ ≤ τB.6 ≤ 1 < pi3 , we see that cos(σ) ≥ 12 . Thus,
2uj cos(σ)
xj
σ
sin(σ) ≥ uj xj
σ
sin(σ) ≥ 2
3
ujxj ≥ 1
3
√
2d
στ2
B.6
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where we use Fact B.21 in the second inequality and the lower bounds on xj and uj in
the final inequality. Continuing from (27), we obtain:
w2j ≥ (1− σ2)u2j +
1
3
√
2d
στ2
B.6
≥ u2j [1− σ2 +
1
3
√
2d
στ2
B.6
]
≥ u2j [1 +
1
6
√
2d
στ2
B.6
] ≥ [v2j (1 + ∆)2 − κ] · [1 + 1
6
√
2d
στ2
B.6
]
by using the upper bound on σ in the third inequality, and by applying (26) in the
final inequality. Using the lower bound on σ, we see that
w2j ≥ [v2j (1 + ∆)2 − κ]
[
1 + 2
(αδ
βγ
|S|δ
) 1
γ
κ
]
= v2j (1 + ∆)
2 + κ
(
2v2j
(αδ
βγ
|S|δ
) 1
γ
(1 + ∆)2 − 1− 2
(αδ
βγ
|S|δ
) 1
γ
κ
)
≥ v2j (1 + ∆)2 + κ (2− 1− 1) = v2j (1 + ∆)2,
where we use the lower bound on v2j from Lemma B.11 and the assumed upper bound
on κ in the final inequality. Rearranging terms completes the proof. M
Claim B.24. Let λ ∈ (0, 1] and set σ = λ
6
√
2d
τ2
B.6
. Suppose η = C1λd
(
βγ
αδ|S|δ
) 1
γ
τ4
B.6
(where C1 is a universal constant which happens to satisfy C1 ∈ (0, 1)), and suppose
 ≤ EB.12 (η,S). Then, with probability at least CB.19, there exists i ∈ S such that
|wi|
vi
≥ (1 + η)2.
Proof of Claim. During the proof, we will wish to apply Claim B.23 with 1 + ∆ =
(1 + η)2. Since η ≤ 1, we have that
(1 + ∆)2 = (1 + η)4 = 1 + 4η + 6η2 + 4η3 + η4 ≤ 1 + 15η .
As such, we may bound the expression κ := ‖PS¯u‖2 + (1 + ∆)2 − 1 by
κ ≤ 4δ|S|δ/β + 15η < 16η,
where we use a loose version of our bound  ≤ EB.12 (η,S) in the final inequality. We
note that with the universal constant C1 =
1
2304 =
1
12
√
2·6√2·16 , we obtain that
12
√
2d
(αδ|S|δ
βγ
) 1
γ κ
τ2
B.6
≤ 16 · 12
√
2d
(αδ|S|δ
βγ
) 1
γ η
τ2
B.6
=
λ
6
√
2d
τ2
B.6
= σ
by using the upper bound on κ in the inequality, by using the given choice of η in the
first equality, and by using the choice of σ in the second equality. As such, we may
apply Claim B.23 to obtain that with probability at least CB.19, there exists i ∈ S
such that |wi|/vi ≥ (1 + η)2. M
To complete the proof, we apply Claim B.24. We note that
η = O
( σ√
d
( βγ
αδ|S|δ
) 1
γ
τ2
B.6
)
.
In particular, it suffices that  be upper bounded by O
(
EB.12
(
σ√
d
( βγ
αδ|S|δ )
1
γ τ2
B.6
, |S|
) )
.
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In the following two Lemmas, we consider the case where the gradient iteration
is not stagnated, and we demonstrate with at least constant probability the random
jump does not move us into stagnation. In Lemma B.25, we deal with the case that
the preconditions of Proposition B.16 are actually met, and we demonstrate that with
some constant probability, applying the random jump does not cause the essential
preconditions for gradient iteration progress to be undone. Finally, in Lemma B.26,
we demonstrate that if there is a coordinate of u which is not known to be small but
has decreased beneath the threshold τB.6, then applying the random jump leaves that
coordinate small with constant probability. In essence, these Lemmas demonstrate
that the random jump does not undo unforeseen progress of the gradient iteration.
Lemma B.25. Let S ⊂ [m], let u ∈ Sd−1, let η > 0 be a constant, and let
v ∈ Qd−1+ be the fixed point of G/∼ such that vi 6= 0 if and only if i ∈ S. Let w be
constructed according to the following random process: Draw x uniformly at random
from σSd−1 ∩ u⊥, and let w = expu(x).
If |ui| ≥ τB.6 for all i ∈ S, if there exists j ∈ S such that |uj | ≥ (1 + η)2vj, and
if σ ≤ 2
3
√
2d
τB.6, then with probability at least
1
2CB.19 we obtain |wj | ≥ |uj | and in
particular |wj | ≥ (1 + η)2vj.
Proof. Since |uj | > vj , it follows that v is not a canonical vector, and in particular
that |S| ≥ 2. We set A = {i, j} by choosing i 6= j such that i ∈ S. We apply Fact B.19
to see that with probability at least CB.19, ‖PAx‖ ≥ 12√dσ. Further, by the spherical
symmetry of the distribution of x, with probability at least 12CB.19 both sign(uj)xj ≥ 0
and ‖PAx‖ ≥ 12√dσ. We proceed under the assumption that this event occurs.
Applying Lemma B.20 with τ = τB.6, we see that |xj | ≥ τB.6√2 ‖PAx‖ ≥
τB.6
2
√
2d
σ. As
such, we obtain:
|wj | = |(expu(x))j | = |uj cos(σ) +
1
σ
xj sin(σ)| ≥ |uj(1− 1
2
σ2) +
2
3
xj |
≥ |uj |(1− 1
2
σ2) +
τB.6
3
√
2d
σ ≥ |uj | − 1
2
σ2 +
τB.6
3
√
2d
σ ≥ |uj |,
where we use that ‖x‖ = σ in the second equality, Fact B.21 in the first inequality,
that |uj | ≤ 1 in the third inequality, and the bound on σ in the final inequality.
Lemma B.26. Let u ∈ Sd−1 Suppose there exists j ∈ [d] such that |uj | ≤ τB.6.
Let w be a random jump of u constructed by the following process: Draw x uniformly
at random from σSd−1 ∩ u⊥, and let w = expu(x).
If σ ≤ 12τB.6, then with probability at least 12 , |wj | ≤ τB.6.
Proof. We will assume without loss of generality that uj ≥ 0. Using the spherical
symmetry of the sampling process, we see that with probability at least 12 , xj ≤ 0. We
proceed under the assumption that this event occurs. We first upper bound wj :
wj = (expu(x))j = uj cos(σ) +
1
σ
xj sin(σ) ≤ uj ≤ τB.6.
since both cos(σ) ≤ 1 and xj ≤ 0. Further, we may also lower bound wj :
wj = uj cos(σ) +
1
σ
xj sin(σ) ≥ uj(1− 1
2
σ2)− |xj | ≥ −1
2
τB.6σ
2 − σ
≥ −1
8
τ3
B.6
− 1
2
τB.6 > −τB.6,
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where we use Fact B.21 to bound cos(σ) and sin(σ) ≤ σ to bound sin(σ) in the first
inequality, we use 0 ≤ uj ≤ τB.6 in the second inequality, we use the given bound
σ ≤ 12τ2B.6 in the third inequality, and we use τB.6 ≤ 1 in the final inequality.
B.4. Gradient Iteration Proof of Robustness. We now have all of the tech-
nical tools needed to prove that RobustGI-Recovery robustly recovers the hidden
basis elements. To do so, we first demonstrate that FindBasisElement can be used
to approximate a single undiscovered basis element. We then show that by repeated
application of FindBasisElement, all hidden basis elements may be recovered. In
particular, we now prove this section’s main theoretical results (Theorems 6.4 and 6.5).
We restate each theorem with more precise bounds before its proof.
For clarity, we denote strictly positive universal constant by C0, C1, C2, ....
Theorem B.27. Suppose σ ∈
(
0, 1
6
√
2d(1+2δ)
τ2
B.6
]
and
 ≤ C0EB.12
(
σ√
d
(
βγ
αδmδ
) 1
γ
τ2
B.6
, [m]
)
d−δ .
Let pB.27 ∈ (0, 1). Suppose N1 ≥ 2NB.6, N2 ≥ 2NB.6 + C0NB.16
(
σ√
d
( βγ
αδmδ
)
1
γ τ2
B.6
)
,
and I ≥ C1mdlog(m/pB.27)e. Let pi be a permutation of [m], let s1, . . . , sk ∈ {±1},
and suppose that ‖siµi − epi(i)‖ ≤ 4
√
2δ/β for each i ∈ [k].
If we execute µk+1 ← FindBasisElement({µ1, . . . ,µk}, σ), then with probability
at least 1 − pB.27, there will exist sk+1 ∈ {±1} and an index j ∈ [m] \ [k] such that
‖sk+1µk+1 − epi(j)‖ ≤ 4
√
2δ/β.
Proof. We define the set A1 := {pi(`) | ` ∈ [k]}. Notice that |A1| = k. By
Lemma B.10, we see that ‖(P0 + PA1)u‖ ≤ 4(m − |A1|)δδ/β at the beginning of
the first execution of the main loop of FindBasisElement. We now establish the
following loop invariant.
Claim B.28. Suppose that at the start of the ith iteration of the main loop of
FindBasisElement, there existsAi ⊂ [m] such that ‖(P0+PAi)u‖ ≤ 4(m−|Ai|)δδ/β.
Then,
1. At the end of the ith iteration of the main loop, there exists Ai+1 ⊂ [m] such
that Ai+1 ⊃ Ai and ‖(P0 + PAi+1)u‖ ≤ 4(m− |Ai+1|)δ/β.
2. If |Ai| ≤ m− 2, then with probability at least 12CB.19, Ai+1 from part 1 is a
strict superset of Ai.
Proof of Claim. We define Si := [m] \Ai. We proceed in our analysis at the start
of the ith iteration of the main loop of FindBasisElement. We view Si as being the
set of large coordinates of u. If for each ` ∈ Si, |u`| ≥ τB.6, then this is true in the
informal sense that we have considered throughout our discussions. However, this is
not guaranteed, and we must proceed in distinct cases. In all cases, we will make use
of the following two facts (without explicitly saying we are doing so) when applying
previous lemmas about the random jump and its effects:
1. At the start of the current iteration of the main loop, ‖PS¯iu‖ ≤ 4δ|Si|δ/β.
2. At the end of the execution of line 9 of FindBasisElement, ‖PS¯iw‖ ≤τB.6√
2(1+2δ)
. In particular, this means ‖P0w‖ ≤ 1√
2(1+2δ)
and ‖PS¯iw‖ ≤ τB.6.
To see the first fact, we use that ‖PS¯iu‖ = ‖(P0 + PAi)u‖ ≤ 4δ(m − |Ai|)δδ/β =
4δ|Si|δ/β. To see the second fact, we apply Lemma B.18 and recall also that τB.6 < 1
and δ > 0.
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We let v ∈ Qd−1+ be the fixed point of G/∼ such that vj 6= 0 if and only if j ∈ Si.
We define η := CB.22
σ√
d
( βγ
αδmδ
)
1
γ τ2
B.6
.
Case 1. |uj | ≥ τB.6 and |uj | < (1 + η)2vj for all j ∈ Si.
If |Si| ≥ 2, then we apply Lemma B.22 to see that with probability at least
CB.19, at the end of line 9 of FindBasisElement there exists ` ∈ Si such that
|w`|/v` ≥ (1+η)2. If this happens, we apply Proposition B.16 to see that at the end
of end of the current iteration of the main loop of FindBasisElement, there exists
j ∈ Si such that ‖PS¯i∪{j}u‖ ≤ 4δ(|Si| − 1)δ/β. In particular, when this occurs,
we define Ai+1 := Ai ∪ {j}, and we see that ‖PS¯i∪{j}u‖ = ‖(P0 + PAi+1)u‖ ≤
4δ(m− |Ai+1|)δ/β at the end of the ith iteration of the main loop.
If it occurs that there is no ` ∈ Si such that |w`|/v` ≥ (1 + η)2, we define
Ai+1 := Ai and apply Proposition B.6 to see that at the end of the i
th iteration of
the main loop, ‖(P0 + PAi+1)u‖ ≤ 4δ(m− |Ai+1|)δ/β.
Case 2. |uj | ≥ τB.6 for all j ∈ Si and there exists ` ∈ [m] such that |u`| ≥
(1 + η)2v`.
We apply Lemma B.25 to see that with probability at least 12CB.19, at the end
of line 9 of FindBasisElement there exists ` ∈ Si such that |w`|/v` ≥ (1 + η)2.
When this occurs, we apply Proposition B.16 to see that at the end of the current
iteration of the main loop of FindBasisElement, there exists j ∈ Si such that
‖PS¯i∪{j}u‖ ≤ 4δ(|Si| − 1)δ/β. In particular, we define Ai+1 := Ai ∪ {j}, and we
see that ‖PS¯i∪{j}u‖ = ‖(P0 + PAi+1)u‖ ≤ 4δ(m − |Ai+1|)δ/β at the end of the
ith iteration of the main loop.
If it happens that there is no ` ∈ Si such that |w`|/v` ≥ (1 + η)2, we define
Ai+1 := Ai and apply Proposition B.6 to see that at the end of the i
th iteration of
the main loop, ‖(P0 + PAi+1)u‖ ≤ 4δ(m− |Ai+1|)δ/β.
Case 3. There exists ` ∈ Si such that |u`| < τB.6.
We apply Lemma B.26 to see that with probability at least 12 , |w`| ≤ τB.6 at
the end of the execution of line 9 of FindBasisElement. If this occurs, we
define Ai+1 := Ai ∪ {`}, and otherwise we define Ai+1 := Ai. Then, applying
Proposition B.6, we see that ‖(P0 + PAi+1)u‖ ≤ 4(m− |Ai+1|)δ/β.
Note that in all three cases, we have the following summary outcome: If |Si| ≥ 2,
then with probability at least 12CB.19, there exists Ai+1 a strict superset of Ai such
that ‖(P0 + PAi+1)u‖ ≤ 4δ(m − |Ai+1|)δ/β. Further, it is guaranteed that there
exists Ai+1 ⊃ Ai (where the superset is not necessarily strict) such that ‖(P0 +
PAi+1)u‖ ≤ 4δ(m− |Ai+1|)δ/β at the end of the current iteration of the main loop of
FindBasisElement. Noting that |Si| ≥ 2 if and only if |Ai| ≤ m− 2 completes the
proof of the claim. M
To complete the proof, we will apply Claim B.28 and study the state of u at the return
statement of line 12 of FindBasisElement.
To begin with, we note that if AI+1 can contain at most m− 1 elements, since
otherwise |AI+1| = m would imply that ‖u‖ = ‖(P0 + PAI+1)u‖ = 0. Since all steps
of FindBasisElement maintain that u ∈ Sd−1, this would contradict that u is a
unit vector.
If |AI+1| = m−1, then the loop invariant from Claim B.28 implies that AI+1 ⊃ A1,
and hence the lone j ∈ AI+1 satisfies j 6∈ {pi(1), . . . , pi(|A1|)}. By applying Lemma B.7,
we see that there exists sk+1 ∈ {±1} such that ‖sk+1u−ej‖ ≤ ‖(P0 +PAI+1)u‖2
√
2 ≤
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4
√
2δ/β as desired.
It only remains to be seen that |AI+1| ≥ m− 1 with the claimed probability. To
see this, it suffices to show that the size of |Ai| increases at least m − k − 1 times
during the execution of the main loop. We will make use of the following claim:
Claim B.29. Suppose that at the beginning of the ij
th iteration of the main loop
of FindBasisElement that |Ai| < m − 1. Let η ∈ (0, 1). If N ≥ log( 1η )/ log((1 −
1
2CB.19)
−1), then after N additional iterations of the main loop, with probability at
least 1− η, Ai+N is a strict superset of Ai.
Proof of Claim. Using the probability bound 12CB.19 from Claim B.28 and that
the random jumps in FindBasisElement are independent of each other, we see that
P[Ai+N = Ai] is bounded by
P[Ai+N = Ai] ≤ (1− 1
2
CB.19)
N ≤ (1− 1
2
CB.19)
log( 1η )/ log((1− 12CB.19)−1)
= (1− 1
2
CB.19)
log
(1− 1
2
CB.19)
(η)
= η
As such, P[Ai+N is a strict superset of Ai] ≥ 1− η since this is the complement event
(by the loop invariant from Claim B.28). M
We apply Claim B.29 with the choice of η = pB.27/(m − k − 1). By taking a union
bound, we see that when I ≥ C1(m−k− 1)dlog((m−k− 1)/pB.27)e with the choice of
C1 =
1
log((1− 12CB.19)−1)
, then with probability 1− pB.27, |AI+1| ≥ |A1|+m− k − 1 =
m− 1 as desired. In particular, it suffices that I ≥ C1mdlog(m/pB.27)e.
Theorem B.30. Suppose σ ∈ (0, 1
6
√
2d(1+2δ)
τ2
B.6
],
 ≤ C0EB.12
(
σ√
d
(
βγ
αδmδ
) 1
γ
τ2
B.6
, [m]
)
d−δ ,
N1 ≥ 2NB.6, N2 ≥ 2NB.6 + C0NB.16
(
σ√
d
( βγ
αδmδ
)
1
γ τ2
B.6
)
, pB.30 ∈ (0, 1), and I ≥
C2mdlog(m/pB.30)e. If we execute µ1, . . . ,µmˆ ← RobustGI-Recovery(mˆ) for some
integer mˆ ∈ [m, d], then µ1, . . . ,µm forms a 4
√
2δ/β-approximation to the hidden
basis. More precisely, there exists a permutation pi of [m] and signs s1, . . . , sm ∈
{+1,−1} such that ‖siµi − epi(i)‖ ≤ 4
√
2δ/β for each i ∈ [m].
Proof. We let µ1, . . . ,µm denote the first m approximate basis elements returned
by RobustGI-Recovery. We proceed by induction on the following statement (with
k ∈ [m] ∪ {0}).
Inductive Hypothesis: With probability at least 1 − kpB.30/m, there exist sign
values s1, . . . , sk and a permutation pik of [m] such that ‖siµi − epik(i)‖ ≤ 4
√
2δ/β
for each i ≤ k.
The base case k = 0 holds trivially. Suppose that the inductive hypothesis holds for
some k = n with n < m. In order to apply Theorem B.27, we set pB.27 =
1
mpB.30. In
order to apply Theorem B.27, we require that I ≥ C1mdlog(m2/pB.30)e (where C1 is
as in Theorem B.27), for which it suffices that I ≥ 2C1mdlog(m/pB.30)e. In particular,
it suffices that C2 = 2C1.
We now consider the case k = n, and we operate conditionally on the case that there
exist sign values s1, . . . , sn and a permutation pin of [m] such that ‖siµi − epin(i)‖ ≤
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4
√
2δ/β for each i ≤ n. By Theorem B.27, with probability at least 1− 1mpB.30 there
exists j ∈ [m] \ {pin(i) | i ∈ [n]} and a sign s such that ‖sµn+1 − ej‖ ≤ 4
√
2δ/β.
Defining sn+1 := s and pin+1 to be a permutation of [m] such that pin+1(n+ 1) = j
and pin+1(i) = pin(i) for i ≤ n gives the result for µn+1. Further, we see that the
probability that the inductive hypothesis holds for k = n + 1 is lower bounded by
(1− npB.30/m)(1− pB.30/m) ≥ 1− (n+ 1)pB.30/m as desired.
Applying induction on k completes the proof.
Appendix C. Odeco function growth and perturbation bounds. In this
appendix, we provide some useful bounds for (α, β, γ, δ)-robust odeco functions that
are used throughout the error analysis proofs. In particular, Lemma C.1 provides
useful bounds on each gk, hk and their derivatives. Lemma C.2 provides bounds on the
magnitude of ∇F and its projections. Then, the remaining lemmas provide bounds
on estimation and location perturbation errors for ∇F and G.
Lemma C.1. The following bounds hold for every k ∈ [m]:
1. For every x ∈ [−1, 1], β(δ+1)δ |x|2+2δ ≤ |gk(x)| ≤ α(γ+1)γ |x|2+2γ .
2. For every x ∈ [−1, 1], 2βδ |x|1+2δ ≤ |g′k(x)| ≤ 2αγ |x|1+2γ .
3. For every x ∈ [−1, 1], 2(2 + 1/δ)β|x|2δ ≤ |g′′k (x)| ≤ 2(2 + 1/γ)α|x|2γ .
4. For every x ∈ [−1, 1], βδ |x|2δ ≤ |h′k(sign(x)x2)| ≤ αγ |x|2γ .
5. For every x ∈ [−1, 0) ∪ (0, 1], β|x|2δ−2 ≤ |h′′k(sign(x)x2)| ≤ α|x|2γ−2
Proof. Using the symmetries from Assumption 2.1, it suffices to consider x ≥ 0.
To see part 5, we apply Definition 6.1 to h′′k(x
2) to obtain βx2(δ−1) ≤ |h′′k(x2)| ≤
αx2(γ−1) on x > 0.
For part 4, we use that h′k(0) = 0 by Assumption 2.3 to obtain that h
′
k(x) =∫ x
0
h′′k(t)dt. Further, since hk is either strictly convex or strictly concave on [0, 1], it
follows that the sign of h′′k unchanging on (0, 1]. Thus, |h′k(x)| =
∫ x
0
|h′′k(t)|dt. The
upper bound is obtained as
|h′k(x2)| ≤
∫ x2
0
αtγ−1dt =
α
γ
tγ
∣∣∣t=x2
t=0
=
α
γ
x2γ .
By similar reasoning (replacing ≤ with ≥, γ with δ, and α with β) we obtain that
|h′k(x2)| ≥ βδ x2δ.
To obtain parts 2 and 3, we use the formulas from Lemma 3.2 to express the
derivatives of gk as g
′
k(x) = 2h
′
k(x
2)x and g′′k (x) = 1[x 6=0][4h
′′
i (x
2)x2 + 2h′i(x
2)]. By
part 4, we obtain the desired bounds on g′k(x). We note that
|g′′k (x)| ≤ 4αx2γ + 2
α
γ
x2γ ≤ 2α(2 + 1/γ)x2γ .
Note that h′′i (x) and h
′
i(x) share the same sign on (0, x] (see Lemma 3.1 and recall
that hi is convex if h
′′
i ≥ 0 on its domain and concave if h′′i ≤ 0 on its domain). As
such,
|g′′k (x)| = 1[x 6=0]|4h′′k(x2)x2 + 2h′k(x2)| ≥ 4βx2δ + 2
β
δ
x2δ ≥ 2β(2 + 1/δ)x2δ .
To obtain part 1, we first find bounds for hk. Since h
′
k is strictly monotonic and
63
h′k(0) = 0, it follows that |hk(x)| =
∫ x
0
|h′k(t)|dt. We obtain the upper bound as:
|gk(x)| = |hk(x2)| =
∫ x2
0
|h′k(t)|dt
≤ α
γ
∫ x2
0
tγdt =
α
(γ + 1)γ
tγ+1
∣∣t=x2
t=0
=
α
(γ + 1)γ
x2γ+2 .
The lower bound is obtained in a similar manner.
Lemma C.2. If F is (α, β, γ, δ)-robust, then its gradient is bounded as follows for
any u ∈ Sd−1.
1. Let S ⊂ [d]. Then, ‖PS∇F (u)‖ ≤ 2αγ ‖PS∩[m]u‖1+2γ .
2. Let S ⊂ [d]. Then, ‖PS∇F (u)‖ ≥ 2βδ ‖PS∩[m]u‖1+2δ/|S ∩ [m]|δ.
Proof. We first prove part 1. We let A = S ∩ [m].
‖PS∇F (u)‖2 =
∑
i∈A
g′i(ui)
2 ≤
∑
i∈A
(
2
α
γ
|ui|1+2γ
)2
= 4
α2
γ2
‖PAu‖2+4γ
∑
i∈A
(
u2i
‖PAu‖2
)1+2γ
.
In the above, the inequality uses Lemma C.1 part 2. For each i ∈ A, u2i /‖PAu‖2 ≤ 1
holds. Since γ > 0, it follows that (u2i /‖PAu‖2)1+2γ ≤ u2i /‖PAu‖2. Thus,
‖PS∇F (u)‖2 ≤ 4α
2
γ2
‖PAu‖2+4γ
∑
i∈A
u2i
‖PAu‖2 = 4
α2
γ2
‖PAu‖2+4γ .
We now prove part 2. We let A = S ∩ [m], and we note:
‖PS∇F (u)‖2 =
∑
i∈A
g′i(ui)
2 ≥
∑
i∈A
(
2β
δ
|ui|1+2δ
)2
=
4β2
δ2
|A|
∑
i∈A
1
|A|
(
u2i
)1+2δ
.
In the above, the inequality uses Lemma C.1. But by Jensen’s inequality, we see that∑
i∈A
1
|A|
(
u2i
)1+2δ ≥(∑
i∈A
1
|A|u
2
i
)1+2δ
=
(‖PAu‖2
|A|
)1+2δ
Thus, ‖PS∇F (u)‖2 ≥ 4(β/δ)2(‖PAu‖2+4δ)/|A|δ. Taking square roots gives the desired
bound.
Lemma C.3. Suppose that u,w ∈ B(0, 1)). Then, ‖∇F (u) − ∇F (w)‖ ≤ 2(1 +
1
γ )α‖u−w‖.
Proof. The proof is by the fundamental theorem of calculus and Minkowski’s
inequality for integrals:
‖∇F (u)−∇F (w)‖ =
∥∥∥∥∫ 1
0
HF (tu + (1− t)w)(u−w)dt
∥∥∥∥
≤
∫ 1
0
‖HF (tu + (1− t)w)‖‖u−w‖dt
≤ 2
(
2 +
1
γ
)
‖u−w‖ .
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In the last inequality, we note that for any p ∈ uw, HF (p) is a diagonal matrix, that as
such ‖HF (p)‖ ≤ maxi∈d |[HF (p)]ii| = maxi∈[d] |g′′i (pi)| ≤ 2(2 + 1γ )α by Lemma C.1.
Lemma C.4. Let S ⊂ [m]. If ‖PS¯u‖ ≤ 1√2(1+2δ) and  ≤
β
2δ|S|δ , then ‖Gˆ(u) −
G(u)‖ ≤ 4δ|S|δ/β.
Proof.
‖Gˆ(u)−G(u)‖ =
∥∥∥∥∥ ∇̂F (u)‖∇̂F (u)‖ − ∇F (u)‖∇F (u)‖
∥∥∥∥∥
≤
∥∥∥∥∥∇̂F (u)−∇F (u)‖∇̂F (u)‖ + (‖∇F (u)‖ − ‖∇̂F (u)‖)∇F (u)‖∇F (u)‖‖∇̂F (u)‖
∥∥∥∥∥
≤ 2
‖∇̂F (u)‖
≤ 2‖∇F (u)‖ − 
We apply Lemma B.4 to see that ‖∇F (u)‖ ≥ β
δ|S|δ . Using the bound on , we obtain
that ‖∇F (u)‖ −  ≥ β
2δ|S|δ . Thus, ‖Gˆ(u)−G(u)‖ ≤ 4δ|S|
δ
/β as desired.
Note that perhaps the most interesting case of Lemma C.4 is the case in which
S = [m]. In this case, the result simplifies to: If ‖P0u‖ ≤ 1√
2(1+2δ)
and  ≤ β
2δmδ
,
then ‖Gˆ(u)−G(u)‖ ≤ 4δmδ/β.
Lemma C.5. Let u,w ∈ Sd−1. Let S ⊂ [m], and suppose that ‖PS¯u‖ ≤ 1√2(1+2δ) ,
and further suppose that wi 6= 0 for some i ∈ [m]. Then, ‖G(u)−G(w)‖ ≤ 2αβ δ(2 +
1
γ )|S|δ‖u−w‖.
Proof. Since there exists i ∈ [m] such that wi 6= 0, it follows that ∇F (w) 6= 0.
‖G(u)−G(w)‖ =
∥∥∥∥ ∇F (u)‖∇F (u)‖ − ∇F (w)‖∇F (w)‖
∥∥∥∥
=
∥∥∥∥‖∇F (w)‖[∇F (u)−∇F (w)] + [‖∇F (w)‖ − ‖∇F (u)‖]∇F (w)‖∇F (u)‖‖∇F (w)‖
∥∥∥∥
≤ 2‖∇F (u)−∇F (w)‖‖∇F (u)‖ .
By Lemma B.4, we have that ‖∇F (u)‖ ≥ βδ |S|−δ. Further, by Lemma C.3, we see that‖∇F (u)−∇F (w)‖ ≤ 2(2 + 1γ )α‖u−w‖. As such, we obtain that ‖G(u)−G(w)‖ ≤
2αβ δ(2 +
1
γ )|S|δ‖u−w‖.
In addition, the following is a useful Corollary to the Lemmas B.1 and B.4.
Corollary C.6. Let S ⊂ [m] and let A ⊂ [m] be non-empty. Suppose that
u ∈ Sd−1 satisfies ‖PA¯u‖ ≤ 1√2(1+2δ) , and that  ≤
β
2δm
−δ. If for all i ∈ S¯ ∩ [m] that
|ui| ≤ τB.6. Then, the following hold:
1. For all i ∈ S¯, |Gˆi(u)| ≤ max( 12 |ui|, 4δ|A|δ/β).
2. ‖PS¯Gˆ(u)‖ ≤ max( 12‖PS¯u‖, 4δ|A|δ/β).
Proof. We note by Lemma B.4, ‖∇F (u)‖ ≥ βδ |A|−δ. Parts 1 and 2 follow by
applying Lemma B.1 with the choice of C = 1/2 and with this lower bound for
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‖∇F (u)‖. For part 1, we apply Lemma B.1 to the set {i}, and for part 2 we apply
Lemma B.1 to the set S¯.
Note that the most interesting cases of this corollary are when A = S and when
A = [m].
Appendix D. Miscellany. In this section, we collect a number useful results
and statements which are used in the proofs of the theorems of this paper.
The following is a special case of Lemma 7.25 of Rudin [34].
Theorem D.1. Let U ⊂ Rk be an open set. Suppose f : V → Rk is differentiable
on its entire domain. If E ⊂ V has Lebesgue measure 0, then f(E) has Lebesgue
measure 0.
D.1. Rates of Convergence. For reference, we recall here the definitions of
various orders of convergence.
Let {xn}∞n=0 be a sequence in a normed vector space that converges to L. If there
exists q ≥ 1 and µ ∈ (0, 1) such that
lim
n→∞
‖xn+1 − L‖
‖xn − L‖q = µ,
then the sequence {xn}∞n=0 is said to converge to L with order q. In the case where
q = 1, convergence is said to be linear. If
lim
n→∞
‖xn+1 − L‖
‖xn − L‖ = 0,
then the rate of convergence is said to be superlinear.
More generally, if there is a sequence {n}∞n=0 in R such that n converges to 0 with
order q (or superlinearly respectively) under the above definitions and if ‖xn−L‖ ≤ n
for all n, then we also say that xn converges to L with order at least q (or superlinearly
respectively).
D.2. Error bounds on eigenvalues and eigenspaces. We now recall some
classic results about the perturbation of eigenvalues and eigenspaces. The following
inequality is a known version of Weyl’s inequality for matrix eigenvalues.
Theorem D.2 (Weyl’s inequality). Let A, A˜, and H be symmetric (or more
generally Hermitian) n× n matrices such that A˜ = A+H. Let the eigenvalues of A,
A˜, and H be given by λ1, . . . , λn, λ˜1, . . . , λ˜n, and ρ1, . . . , ρn respectively. Assume that
the eigenvalues are indexed in decreasing order, i.e., λ1 ≥ · · · ≥ λn. Then, for each
i ∈ [n], λi + ρi ≤ λ˜i ≤ λiρn.
The next Theorem (namely the sin Θ theorem of Davis and Kahan [13]) allows us
to bound the error in eigenvector subspaces of a matrix under a perturbation. This
theorem requires a bit more explanation. In particular, we will still assume that we have
a Hermitian matrix A which is the matrix we are interested in, and that A˜ = A+H
is a perturbed version of A (with A˜ and H also both Hermitian). Suppose that
A =
∑n
i=1 λiviv
T
i and A˜
∑n
i=1 λ˜iv˜iv˜i
T give eigendecompositions with the ordering
of the eigenvalues λi not yet determined. We may split the indices at a point k and
define the matrices A0 =
∑k
i=1 λiviv
T
i , A1 =
∑n
i=k+1 λiviv
T
i , A˜0 =
∑k
i=1 λ˜iv˜iv˜i
T ,
A˜0 =
∑m
i=k+1 λ˜iv˜iv˜i
T .
Theorem D.3 (Davis-Kahan sin Θ theorem). Suppose that there exists an in-
terval [α, β] and a ∆ > 0 such that the eigenvalues of A0 lie within [α, β] and the
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eigenvalues of A˜1 all lie outside the interval (α − ∆, β + ∆) [or alternatively, the
eigenvalues of A˜1 lie within [α, β] and the eigenvalues of A0 all lie outside the interval
(α−∆, β + ∆)]. Then, ∆‖sin Θ0‖ ≤ ‖H‖.
The definition of sin Θ0 is somewhat involved (see [13] for details). In our setting it
suffices to note that ‖sin Θ0‖ bounds certain projection operators. In particular, if
Π0 =
∑k
i=1 viv
T
i and Π˜0 =
∑k
i=1 v˜iv˜i
T , then ‖(I − Π˜0)Π0‖ ≤ ‖sin Θ0‖ ≤ 1∆‖H‖.
D.3. Concentration and anti-concentration of the χ2 distribution. The
following bounds are a direct implication of [26, Lemma 1].
Lemma D.4. Let Z be distributed according to the χ2 distribution with D degrees
of freedom. Then, for all x > 0, the following hold:
1. P[Z −D ≥ 2√Dx+ 2x] ≤ exp(−x).
2. P[D − Z ≥ 2√Dx] ≤ exp(−x).
We have the following Corollary, which is useful in our error analysis.
Corollary D.5. There exists universal constant C > 0 such that the following
holds: Let Z be distributed according to the χ2 distribution with D degrees of freedom.
Then,
1. P[Z ≥ 2D] ≤ exp(− 2−
√
3
2 D).
2. P[Z ≤ 12D] ≤ exp(− 116D).
with probability at least exp(−CD),
Proof. We first prove part 1. We note that
P[Z ≥ 2D] = P[Z −D ≥ D]
In order to apply Lemma D.4, we need to choose x such that 2
√
Dx+ 2x = D. That
is, 2
√
Dx+ 2x−D = 0. But by the quadratic formula, it follows that
√
x =
−2√D +√4D + 8D
4
=
√
3− 1
2
√
D .
Squaring both sides yields x = 2−
√
3
2 D.
In order to prove part 2, we note that P[Z ≤ 12D] = P[D − Z ≥ 12D]. We apply
Lemma D.4 with the choice of x such that 2
√
Dx = 12D, which is to say x =
1
16D.
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