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ON THE EIGENVALUES OF QUANTUM GRAPH LAPLACIANS WITH LARGE
COMPLEX δ COUPLINGS
JAMES B. KENNEDY AND ROBIN LANG
Abstract. We study the location of the spectrum of the Laplacian on compact metric graphs with
complex Robin-type vertex conditions, also known as δ conditions, on some or all of the graph vertices.
We classify the eigenvalue asymptotics as the complex Robin parameter(s) diverge to ∞ in C: for
each vertex v with a Robin parameter α ∈ C for which Reα → −∞ sufficiently quickly, there exists
exactly one divergent eigenvalue, which behaves like −α2/ deg v2, while all other eigenvalues stay
near the spectrum of the Laplacian with a Dirichlet condition at v; if Reα remains bounded from
below, then all eigenvalues stay near the Dirichlet spectrum. Our proof is based on an analysis of
the corresponding Dirichlet-to-Neumann matrices (Titchmarsh–Weyl M-functions). We also use sharp
trace-type inequalities to prove estimates on the numerical range and hence on the spectrum of the
operator, which allow us to control both the real and imaginary parts of the eigenvalues in terms of
the real and imaginary parts of the Robin parameter(s).
1. Introduction
Consider the eigenvalue problem for the Laplacian with Robin boundary conditions
−∆u = λu in Ω,
∂u
∂ν
+ αu = 0 on ∂Ω,
(1.1)
on a bounded Lipschitz domain Ω ⊂ Rd, d ≥ 2 (or a bounded interval if d = 1), where ν is the outer
unit normal to Ω, and α, which is most commonly taken as a real number but may be complex or a
function defined on the boundary ∂Ω, is to be thought of as a parameter. If α ∈ R, then (1.1) admits
a sequence of real eigenvalues, which we number by increasing size and repeat according to their finite
multiplicities, λ1(α) ≤ λ2(α) ≤ . . .→∞; these eigenvalues are piecewise analytic functions of α.
The asymptotic behaviour of these eigenvalues as the Robin parameter α ∈ R becomes large has
been studied intensively over the last decade, in particular in the singular limit α → −∞; we refer to
the recent survey [12] as well as, e.g., [11, 19, 21, 22, 26, 29, 37] and the references therein. Briefly,
if α → +∞, then λk(α) converges from below to the kth eigenvalue of the Laplacian with Dirichlet
(zero) boundary conditions, while if α→ −∞, then there exists a sequence of eigenvalues each of which
diverges like −Cα2 for some constant C ≥ 1 (which is not yet fully understood and may depend on
Ω and the eigenvalue curve in question), while any bounded analytic curve of eigenvalues converges to
some eigenvalue of the Dirichlet Laplacian from above; we refer to [7, 12] for more details.
The question as to what happens when α is a large complex parameter, corresponding to an impedance
boundary condition, was recently asked for the first time in [7]. Although the problem is a natural
extension of the real case, the operator on L2(Ω) associated with the problem (1.1), that is, the Robin
Laplacian, is clearly no longer self-adjoint if α 6∈ R. Thus, although the eigenvalues of the operator still
form analytic families in dependence on α whose asymptotic behaviour should be compatible with the
asymptotic behaviour for real α, all the variational techniques used in the above-mentioned works, such
as the variational characterisation of the eigenvalues and Dirichlet-Neumann bracketing, are no longer
applicable, and new methods are needed. We start by recalling the conjecture made in [7, Conjecture 1.2]
on the expected behaviour on general domains.
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Conjecture 1.1. Let Ω ⊂ Rd, d ≥ 2, be a bounded Lipschitz domain, and suppose that α→∞ in C.
(1) If Reα → −∞, then there exists an infinite family of analytic branches of absolutely divergent
eigenvalues behaving like
(i) −α2 + o(α2) if ∂Ω is of class C1;
(ii) −Cα2 + o(α2), where the constant C ≥ 1 may depend on Ω and the corresponding curve of
eigenvalues otherwise.
Every other eigenvalue converges to an eigenvalue of the Dirichlet Laplacian.
(2) If Reα remains bounded from below, then every eigenvalue converges to an eigenvalue of the
Dirichlet Laplacian.
This was proved in [7] in the special cases where Ω is an interval, a d-dimensional rectangle and a
ball using the duality between the eigenvalues of (1.1) and those of appropriate Dirichlet-to-Neumann
operators.
Our principal goal here is to study the corresponding problem in the setting of quantum graphs, that
is, metric graphs on which a differential operator, here the Laplacian, acts, and in particular lend weight
to Conjecture 1.1 by proving a version of it in this setting. More precisely, we consider compact metric
graphs G = (V, E) consisting of a finite set of edges E , each identified with a compact interval, joined
together in a certain way at a finite set of vertices V. We then define a differential operator on G as
follows: on each edge we take the negative of the second derivative of the function (i.e., the Laplacian),
while we impose certain vertex conditions at the vertices as analogues of the boundary conditions on
a domain. We will return to this briefly in a moment (for more details, see also Section 2, or, e.g., [5,
Chapter 1]).
Quantum graphs are extremely useful models in spectral theory, as on the one hand such graph Lapla-
cians tend to display complex behaviour characteristic of higher-dimensional Laplacians on domains or
manifolds, while on the other hand they are essentially one-dimensional objects and thus more amenable
to detailed analyses and even explicit computations, while still being highly non-trivial. This is the case
for problems such as Anderson localisation, quantum chaos, the Bethe–Sommerfeld conjecture, or also
geometric spectral theory. However, they also appear frequently as models of a number of phenomena
in their own right, in particular the propagation of waves in thin networks at very small scales, e.g., in
thin waveguides, quantum wires and carbon nano-structures, among many others. For more information
on, and references to, all these topics in the context of quantum graphs, we refer to [5, Preface and
Chapters 1 and 7], as well as, e.g., [4, 20, 28].
In our case, we will study quantum graph Laplacians equipped with a δ-type condition at some or
all of the vertices of the graph. This vertex condition, also known as a δ coupling or δ interaction,
is considered the natural analogue of Robin boundary conditions on domains, and appears frequently
in the quantum graph literature (see, e.g., [5, Section 1.4] for a description; these conditions featured
prominently in [4, 6, 16, 20, 23, 24, 38], among many others). More precisely, we will assume that the
functions f in the domain of our operator satisfy
(i) continuity at all vertices v ∈ V,
(ii) the δ condition ∑
e∼vj
∂
∂ν
f |e(vj) + αjf(vj) = 0,
αj ∈ C, j = 1, . . . , k, at a distinguished set VR := {v1, . . . , vk} ⊂ V of Robin vertices (here f |e
is the restriction of the function f on G to the edge e, ∂∂ν f |e(v) is the derivative of f at the
endpoint of e pointing into vj , and the summation is over all edges e incident with vj), and
(iii) the usual Kirchhoff condition (also known as current conservation, see [5, eq. (1.4.4)]), corre-
sponding to α = 0, at all vertices in V \ VR.
For brevity, we will write −∆αVR for the corresponding Robin Laplacian defined on L2(G), where α
is shorthand for the vector (α1, . . . , αk) ∈ Ck, and note that all eigenvalues of −∆αVR , which form a
countable set for each α, are at least piecewise analytic functions of α ∈ Ck; again, see Section 2 for
more details on all of this.
Our main result is a version of Conjecture 1.1 for such quantum graphs with δ conditions: for
each vertex vj for which Reαj → −∞ sufficiently quickly, we obtain a single divergent eigenvalue,
corresponding to the principle that this is a one-dimensional perturbation in a certain sense; while if
Reαj remains bounded from below as αj → C, then in the limit we end up with a Dirichlet (zero)
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condition at the vertex vj . We will denote by −∆DVR the corresponding Laplacian which has such a
Dirichlet condition at all vertices in VR and continuity plus Kirchhoff conditions at V \ VR.
Theorem 1.2. Suppose G = (V, E) is a compact metric graph, and for the set of Robin vertices VR =
{v1, . . . , vk} ⊂ V, suppose that each vj ∈ VR is equipped with the Robin parameter αj ∈ C, j = 1, . . . , k,
and set α := (α1, . . . , αk) ∈ Ck. We suppose that for some m ∈ {0, 1, . . . , k}
(1) αj →∞ in a sector fully contained in the open left half-plane, for all 1 ≤ j ≤ m;
(2) αj →∞ in such a way that Reαj remains bounded from below as αj →∞, for all m+1 ≤ j ≤ k.
Then, as α→∞, counting multiplicities there are exactly m eigenvalues λ of −∆αVR which diverge away
from the positive real semi-axis (that is, whose distance to the positive real semi-axis grows to ∞); these
satisfy the asymptotics
λ = − α
2
j
(deg vj)2
+O (α2je`GReαj) (1.2)
as α→∞, where `G is the length of the shortest edge of G. Every eigenvalue of −∆αVR which does not
diverge to ∞ in C converges to an eigenvalue of −∆DVR .
Before proceeding, a couple of observations are in order. Firstly, it is natural to ask what happens
if the non-Robin vertices are equipped with some other self-adjoint condition(s) than the standard
continuity-Kirchhoff ones; while our proof is set up to work only for the latter, we expect certain
generalisations would be possible (see Remark 4.5 for more details). Secondly, in the statement of the
theorem, we deliberately avoid considering any potential eigenvalues diverging within finite distance of
the positive real semi-axis, where the eigenvalues of −∆DVR are located and the relationship between
α and λ is far more complicated (cf. [7, Section 9.1.4] for a discussion of what happens in the much
simpler but already involved case of the interval); it would go beyond the scope of this note to classify
all possible types of behaviour in this case.
In addition to supporting Conjecture 1.1, Theorem 1.2 should be of independent interest for quantum
graphs, and indeed this serves as a second motivation: as mentioned, such δ vertex couplings, usually
real but sometimes complex, arise frequently in the spectral theory of quantum graphs, where it is
useful to understand the behaviour of the eigenvalues and eigenfunctions as functions of α (as used
extensively in [4, 16], for example). Basic spectral and generation properties of graph Laplacians with
complex δ conditions in particular were treated extensively in [23, 24], and just recently a Weyl law for
the asymptotics of the large eigenvalues of star graphs for fixed complex α was established in [38].
In fact, Theorem 1.2 also represents a certain generalisation of Conjecture 1.1 in the sense that α is
variable, i.e., may depend on the vertex. This includes as a special case an important prototype model
for PT -symmetry originally introduced in [30] and since studied by many authors, often in the context
of thin waveguides or layers (see, e.g., [9, 10, 8, 33, 36] and the references therein). In [30] the authors
consider the Laplacian on a finite interval (0, d) equipped (in our notation) with the Robin condition −it
at 0 and +it at d; in this case, it is possible to calculate the spectrum explicitly, and it turns out that
the eigenvalues are exactly the Dirichlet eigenvalues plus an additional eigenvalue t2, diverging along
the positive semi-axis (see [30, Section 3]).
Finally, we note that there is a huge literature on the problem of eigenvalue asymptotics for Laplacians
on Rd subject to δ (or even so-called δ′) interactions supported on lower-dimensional manifolds of
Euclidean space as the interaction becomes strong, closely related to the Robin eigenvalue problem on
domains discussed above (e.g., [15, 17, 18] and the references therein); such α are often used to model
potentials supported on a lower-dimensional manifold (whence the alternative name “δ potential” for
them). And yet on metric graphs, even in the case of real α to the best of our knowledge the asymptotic
behaviour in α described by (1.2) is new. We thus state this case explicitly for the record.
Theorem 1.3. Keep the assumptions of Theorem 1.2. Suppose now that α := α1 = . . . = αk is
real and negative and all vertices in VR are equipped with the common Robin parameter α, and that
deg v1 ≤ deg v2 ≤ . . . ≤ deg vk. Then for α < −2 max
j=1,...,k
{
deg vj
`j
}
the self-adjoint operator −∆αVR has
exactly k negative eigenvalues (here `j is the length of the shortest edge incident with vj). Moreover,
for each j = 1, . . . , k, the jth eigenvalue λj = λj(α) behaves like
λj(α) = − α
2
(deg vj)2
+O (α2e`Gα) (1.3)
as α→ −∞. Every other eigenvalue λj(α), j ≥ k + 1, converges to an eigenvalue of −∆DVR .
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We believe the fact that the remaining (non-divergent) eigenvalues converge to the Dirichlet spectrum
to be reasonably well known in the real case; in fact, one can show that λj(α) converges to the (j−k)th
eigenvalue of −∆DVR from above, for any j ≥ k + 1 (see [5, Theorem 3.1.13] for the proof when k =
1; the general case is analogous). We include a short, direct proof of Theorem 1.3, including the
explicit estimate on α, for the sake of completeness and concreteness, although the key point here is
the asymptotic behaviour of the divergent eigenvalues, a direct corollary of Theorem 1.2. In this vein
we draw explicit attention to the presence of the degree of the vertex in the asymptotics: the presence
of a coefficient C < 1 in the leading term asymptotics −Cα2 appears to be new, and is at any rate in
marked contrast to the known behaviour on domains in Rd. There, in the smooth case the divergent
eigenvalues behave like −α2 (as proved in [14, 34]), while the presence of corners at the boundary causes
the appearance of eigenvalues behaving like −Cα2 for some C > 1 (as first observed in [31] and studied
extensively in [26, 27, 32]).
In this spirit we will also provide a number of estimates on the location of the eigenvalues, in fact
the numerical range of the Robin Laplacian, which for any fixed parameter α ∈ Ck bound them within
a certain parabolic region of C; in particular, this gives us control over both the real and imaginary
parts of any eigenvalues in terms of the real and imaginary parts of α (see Theorems 5.1 and 5.4 and
Corollary 5.2). Moreover, these bounds are essentially asymptotically optimal when α has large negative
real part; for example, if α ∈ (−∞, 0) is independent of the k ≥ 1 Robin vertices, then (keeping the
notation and setup from Theorem 1.3) we obtain the following two-sided bound on the lowest eigenvalue
λ1(α),
− α
2
(deg v1)2
+
α
`G deg v1
≤ λ1(α) < min
{
− α
2
(deg v1)2
− 2α
`G deg v1
− 1
`2G
,
kα
|G|
}
(1.4)
where we recall that deg v1 is the minimal degree of all vertices in the Robin vertex set VR and `G > 0
is the length of the shortest edge in G, and |G| is the total length of G (the sum of all edge lengths); for
the proof of (1.4) and more details see Corollary 5.2 and Remark 5.3.
The proof of Theorem 1.2 is based on the duality between eigenvalues of the Robin Laplacian and
those of Dirichlet-to-Neumann-type operators, or more precisely matrices (see Theorem 3.2), also known
as (Titchmarsh–Weyl) M -functions; the key to the proof is a well-chosen representation of the latter
matrices, which allows a description of their asymptotics as functions of the relevant spectral parameter
λ. In fact, one of the advantages of quantum graphs is that unlike in the case of domains it is possible
to derive such more or less explicit formulae for these matrices, and this is what will allow us to give an
essentially complete answer to the question of the behaviour of the eigenvalues in the presence of large
complex Robin parameters.
This paper is organised as follows. In the preliminary Section 2 we give a brief summary of, and our
notation for, metric graphs; and we then introduce the Robin and Dirichlet Laplacians on graphs, the
operators with which we will be working. Sections 3 and 4 are devoted to the proof of Theorem 1.2. We
start out in Section 3 by introducing Dirichlet-to-Neumann matrices and deriving the representation of
them (Lemma 3.1) that will then allow us to determine their asymptotic behaviour and hence prove
Theorem 1.2 in Section 4. In Section 5 we give the aforementioned estimates on the numerical range of
Robin Laplacian and the real and imaginary parts of its eigenvalues; the corresponding proofs are the
subject of Section 6, where we also give the proof of Theorem 1.3.
2. The Robin problem on compact quantum graphs
2.1. On quantum graphs. We first need to recall some basic terminology; we refer to the monographs
[5, 35] or the elementary introduction [2] for more details. A compact metric graph G = (V, E) consists of
a finite vertex set V = {v1, . . . , vn} and a finite edge set E = {e1, . . . , em}, where each edge e is identified
with a compact interval [0, `e] of length `e > 0, denoted by e ' [0, `e], and where the endpoints 0 and
`e correspond to the vertices which are incident with the edge e. While this implicitly presupposes an
orientation on e, it is a standard result that up to unitary equivalence the differential operators we will
be considering do not depend on this choice of orientation.
We write e ∼ v to mean that the vertex v is incident with the edge e. The degree of a vertex v ∈ V,
denoted by deg v ≥ 1, is the number of edges with which v is incident. We explicitly allow our graphs
to have loops (edges both of whose endpoints correspond to the same vertex; in this case the edge is
counted twice when computing the degree of the vertex) and we allow multiple edges between any given
pair of vertices. Equipped with the usual metric corresponding to the shortest Euclidean path between
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two points, G is a compact metric space. The graph is connected if and only if it is connected as a
metric space. We will always assume G to be such a connected compact metric graph.
On G, as customary, we can define the space L2(G) of square integrable functions, the space C(G) ↪→
L2(G) of continuous functions and the Sobolev space H1(G) ↪→ C(G), respectively, by
L2(G) =
⊕
e∈E
L2(e) '
⊕
e∈E
L2((0, `e)),
C(G) = {f : G → C : f |e ∈ C(e) for all e ∈ E
and f is continuous at each v ∈ V},
H1(G) = {f ∈ C(G) : f |e ∈ H1(e) for all e ∈ E};
we also write ∫
G
f dx :=
∑
e∈E
∫
e
f |e dx (2.1)
for the integral of a function f over G, as well as ∂∂ν f |e(v) for the derivative of f along the edge e at v,
pointing into v (which may be thought of as the outer normal derivative to the edge e at v); this exists
if f |e ∈ C1(e).
2.2. The Robin Laplacian: complex δ couplings. To define our operator, we first need to identify a
distinguished set of vertices, which will be equipped with our Robin-type condition: we fix an arbitrary
set VR = {v1, . . . , vk} ⊂ V with cardinality k ≤ n := |V| and a vector α = (α1, . . . , αk) ∈ Ck with
αj = α(vj), j = 1, . . . , k, and define a sesquilinear form aα : H
1(G)×H1(G)→ C by
aα[f, g] :=
∫
G
f ′ · g′ dx+
k∑
j=1
αjf(vj)g(vj), f, g ∈ H1(G), (2.2)
with the integral defined as in (2.1). A simple integration by parts shows that the operator on L2(G)
associated with this form is the Laplacian, i.e., − d2dx2 on each edge, whose domain consists of those
functions f ∈ H1(G) such that
(1) f |e ∈ H2(e) ↪→ C1(e) for all e ∈ E ,
(2) f is continuous at every vertex v ∈ V,
(3) f satisfies the following vertex conditions:
(a) if vj ∈ VR, then ∑
e∼vj
∂
∂ν
f |e(vj) + αjf(vj) = 0; (2.3)
(b) if vj ∈ V \ VR =: VN = {vk+1, . . . , vn}, then∑
e∼vj
∂
∂ν
f |e(vj) = 0. (2.4)
By way of analogy with its counterparts on domains and manifolds, we will call the unbounded
operator on L2(G) associated with the form aα the Robin Laplacian (associated with the vertex set
VR and the coefficient α), denoted by −∆αVR , although as mentioned in the introduction this Robin
condition is most commonly known as a δ condition in the literature. We will also call VR the set of
Robin vertices, consistent with the nomenclature in [5, Section 1.4.1]; and we note that condition (2.4)
on non-Robin vertices is the condition usually known as Kirchhoff, which corresponds to the Robin
condition (2.3) with α = 0. The Kirchhoff condition together with continuity is then known variously
in the literature as natural, standard, or even sometimes just Neumann or Neumann–Kirchhoff; it is for
this reason that we will use the letter “N” as an index for the corresponding vertex set VN .
Finally, we will say that there is a Dirichlet condition at a vertex vj ∈ V if all functions in the domain
of the form or operator are simply equal to zero at vj ; no further conditions on the functions are imposed
at vj . We will denote by −∆DV0 the Laplacian satisfying Dirichlet conditions at every vertex in V0 ⊂ V
and continuity plus Kirchhoff conditions at all vertices of VN = V \ V0. At the level of sesquilinear
forms, the form associated with this operator is given by a0, and its form domain is
H10 (G,V0) := {f ∈ H1(G) : f(vj) = 0 for all vj ∈ V0}.
We will correspondingly write −∆DV for the Laplacian on L2(G) satisfying Dirichlet conditions at every
vertex of V, in which case G decouples to a disjoint union of m = |E| intervals, each equipped with
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Dirichlet conditions at the endpoints. We refer in particular to [5, Section 1.4] for more details on these
operators and vertex conditions.
All the operators −∆αVR , −∆DVR are seen to have compact resolvent (since the embedding of H1(G)
into L2(G) is compact), and hence discrete spectrum, for any α ∈ Ck. For real α or Dirichlet conditions,
this is contained in [5, Theorem 3.1.1]. For complex α, this may be deduced from [1, Section 3] or [24,
Sections 3.5 and 5], or proved directly using the compactness of the embedding H1(G) ↪→ L2(G) and
the fact that −∆αVR must have non-empty resolvent set, e.g., by Theorem 5.1.
As is standard, given any such operator A ∈ {−∆αVR ,−∆DVR} we will write σ(A) for its spectrum and
ρ(A) for its resolvent set. For each eigenvalue λ ∈ σ(−∆αVR), there exists an eigenfunction ψ ∈ H1(G)
which satisfies ∫
G
ψ′ · ϕ′ dx+
k∑
j=1
αjψ(vj)ϕ(vj) = λ
∫
G
ψϕdx for all ϕ ∈ H1(G). (2.5)
Throughout, we will assume the connected, compact graph G(V, E) and set VR ⊂ V of Robin vertices
to be fixed. Before continuing, we first note the following basic property of the dependence of the
eigenvalues of −∆αVR on α ∈ Ck.
Lemma 2.1. The operator family A(α) = −∆αVR , α ∈ C, is self-adjoint holomorphic; in particular,A(α)∗ = A(α) for all α ∈ C, and up to possible crossing points, each eigencurve λ(α) depends holomor-
phically on α.
For the proof, see [25, Theorems VII.4.2 and VII.1.8, Remark VII.4.7]. Analyticity results can also
be found in [1, Section 3.4].
3. The Dirichlet-to-Neumann operator
We now turn to the proof of Theorem 1.2. It is based on the Dirichlet-to-Neumann operator M(λ),
cf. [7, Sections 2 and 7]: given a vector (Dirichlet data) g ∈ Ck ∼ VR and λ 6∈ σ(−∆DVR), there exists a
unique weak solution f ∈ H1(G) of the Dirichlet problem
−f ′′ = λf edgewise,
f |VR = g∑
e∼vj
∂
∂ν
f |e(vj) = 0 at all n− k vertices vj ∈ VN .
(3.1)
The Dirichlet-to-Neumann operator M(λ) maps given Dirichlet data g = f |VR to the corresponding
Neumann data − ∂∂ν f |e(vj) of the same solution f of the problem (3.1), that is, a map from VR to itself.
If we fix the order v1, . . . , vk of the vertices in VR, then M(λ) is canonically identifiable with a matrix
in Ck×k (and in future we shall make this identification without further comment). We now wish to
analyse this operator in more detail.
We first note that we may assume without loss of generality that G does not have any loops nor
multiple parallel edges (i.e., between any two distinct vertices there is at most one edge); indeed, if this
is not the case, then we may insert a new, artificial vertex of degree two in the middle of each affected
edge. When these vertices are equipped with continuity and Kirchhoff conditions, the Laplacian on the
resulting graph is unitarily equivalent to the one on the unaltered graph (see [3, Section 3]), and so the
Dirichlet-to-Neumann operator on the unaffected set VR of Robin vertices is equally unaffected.
Now let vi, vj ∈ V be any two distinct vertices and suppose they are joined by a (unique) edge
eij having length `ij > 0. It is known, and a short calculation shows, that the Dirichlet-to-Neumann
operator associated with the graph consisting just of this edge (that is, an interval of length `ij) and
the parameter λ ∈ C \ {pi2n2/`2ij : n ∈ N} may be represented by the matrix
Meij (λ) =
√
λ
(− cot√λ`ij csc√λ`ij
csc
√
λ`ij − cot
√
λ`ij
)
. (3.2)
Fix λ ∈ C, to be specified precisely later. We denote by M˜eij ∈ Cn×n the matrix corresponding to
the operator (3.2) extended by zero to the n − k other vertices in VN = V \ VR. That is, for fixed
1 ≤ i, j ≤ n, the (i, i)- and (j, j)-entries of M˜eij are given by√
λAij := −
√
λ cot
√
λ`ij ; (3.3)
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the (i, j)- and (j, i)-entries of M˜eij are given by√
λBij :=
√
λ csc
√
λ`ij , (3.4)
and all other entries are zero; that is,
M˜eij (λ) =
√
λ

0 · · · · · · · · · 0
... Aij 0 Bij
...
... 0 · · · 0 ...
... Bij 0 Aij
...
0 · · · · · · · · · 0

∈ Cn×n.
We may then represent the Dirichlet-to-Neumann operator MV(λ) acting on all vertices of G, that
is, MV(λ) ∈ Cn×n, by summing over all these matrices,
MV(λ) =
∑
e∈E
M˜e(λ), (3.5)
which is well defined as long as λ is not in σ(−∆DV ), i.e., not in the Dirichlet spectrum of any of the
decoupled edges considered as a collection of disjoint intervals. If we set Aij = Bij = 0 whenever there
is no edge joining vi and vj , then we may explicitly write the (i, j)-entry of MV(λ) as
(MV(λ))ij =
√
λ
{∑n
p=1Aip if i = j,
Bij if i 6= j.
(3.6)
It is immediate that MV(λ) depends analytically on λ, with isolated singularities at the discrete set
σ(−∆DV ).
Importantly, the Dirichlet-to-Neumann matrix M(λ) acting on VR can be written in a natural way
in terms of MV(λ). We recall that V consists of the (ordered) vertices v1, . . . , vn, such that the first
k entries VR = {v1, . . . , vk} are equipped with the Robin boundary condition. With this ordering, we
write MV(λ) in block form as
MV(λ) =
(
R CT
C K
)
, (3.7)
where R ∈ Ck×k represents the restriction of MV to the k Robin vertices, K ∈ C(n−k)×(n−k) is the
restriction to the remaining n − k (“Kirchhoff”) vertices, and C ∈ C(n−k)×k and its transpose CT
give the interaction (“coupling”) between these two groups of vertices. The following representation is
adapted from [13], although we expect it is well known elsewhere.
Lemma 3.1. With the representation (3.7), the matrix K is invertible if and only if λ 6∈ σ(−∆DVR).
Whenever K is invertible, the operator M(λ) is well defined and may be represented in matrix form by
M(λ) = R− CTK−1C. (3.8)
Proof. Let xR ∈ Ck ∼ VR be the Dirichlet data g from (3.1). If we write x = (xR, xN )T ∈ Cn and
f |VN =: (xk+1, . . . , xn)T =: xN ∈ Cn−k ' VN ,
which is well defined and thus uniquely determined by xR = (x1, . . . , xk)
T ∈ Ck since λ 6∈ σ(−∆DVR),
then by construction (
R CT
C K
)(
xR
xN
)
=
(∑
e∼v
∂
∂ν f |e(v)
0
)
=
(
M(λ)xN
0
)
∈ Cn. (3.9)
That is, M(λ)xN = RxR+CTxN , where CxR+KxN = 0. Since xN is uniquely determined by xR ∈ Ck
arbitrary, we must have that K is invertible, xN = −K−1CxR, and thus (3.8) follows, if λ 6∈ σ(−∆DVR).
If on the other hand λ ∈ σ(−∆DVR), then since xN is no longer uniquely determined by xR in general (if
ψ is an eigenfunction of −∆DVR , then xN + ψ|VN is also a solution), K cannot be invertible. 
We can now state the central duality result linking the eigenvalues of M(λ) and −∆αVR . Here we
will suppose that the vector α = (α1, . . . , αk) ∈ Ck is given and assume that the vertex vj ∈ VR =
{v1, . . . , vk} is equipped with the Robin parameter αj ; for brevity we will then write
Iα := diag{α1, . . . , αk} ∈ Ck×k.
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The next statement is well known in the case of real α ∈ R (see [5, Theorem 3.5.2]); the proof in the
complex vector case α ∈ Ck is identical, and we omit it.
Theorem 3.2. Let λ ∈ ρ(−∆DVR). Then λ ∈ σ(−∆αVR) if and only if
det(M(λ)− Iα) = 0.
4. Asymptotics of the Dirichlet-to-Neumann operator
We now investigate what happens to M(λ) when λ → ∞. We first note the following trivial but
useful implication of Lemma 3.1.
Lemma 4.1. The Dirichlet-to-Neumann matrix M(λ) is a meromorphic function of λ. It is well defined
for all λ ∈ ρ(−∆DVR), and each λ ∈ σ(−∆DVR) is a pole of finite order of M(λ).
For a vector z = (z1, . . . , zk) ∈ Ck we denote by m(z) the geometric mean of the moduli of its
components zj , j = 1, . . . , k, i.e.
m(z) =
 k∏
j=1
|zj |
1/k .
Using the duality between the eigenvalues λ ∈ σ(−∆αVR) of the Robin Laplacian and the eigenvalues
α ∈ σ(M(λ)) of the Dirichlet-to-Neumann matrix from Theorem 3.2, we obtain
Theorem 4.2. For any compact graph G and any bounded set Ω ⊂ C such that
dist(Ω, σ(−∆DVR)) > 0
there exists a number αˆ > 0 depending only on Ω, G, and VR such that
σ(−∆αVR) ∩ Ω = ∅
for all α = (α1, . . . , αk) ∈ Ck such that m(α) > αˆ.
This theorem immediately implies the following dichotomy.
Corollary 4.3. Suppose m(α)→∞ and λ = λ(α) is an analytic branch of eigenvalues of −∆αVR . Then
either λ→∞ in C or λ converges to a point in σ(−∆DVR) as m(α)→∞.
Proof of Theorem 4.2 and hence of Corollary 4.3. For α ∈ (C \ {0})k we observe that
m(α) = |det(Iα)|1/k > 0
and consider the invertibility of
M(λ)− Iα = m(α)
(
1
m(α)
M(λ)− 1
m(α)
Iα
)
.
Now the matrix M(λ) ∈ Ck×k is a meromorphic function of λ with singularities at σ(−∆DVR) (see
Lemma 4.1), and hence its norm is uniformly bounded on Ω ⊂⊂ ρ(−∆DVR). Hence for each such Ω there
exists a constant cΩ > 0 independent of α ∈ Ck such that
sup
λ∈Ω
∥∥∥∥ 1m(α)M(λ)
∥∥∥∥
Ck→Ck
= sup
λ∈Ω
1
m(α)
‖M(λ)‖Ck→Ck
=
cΩ
m(α)
−→ 0
as m(α)→∞. This implies that det
(
1
m(α)M(λ)
)
→ 0; thus, since clearly∣∣∣∣det( 1m(α)Iα
)∣∣∣∣ = 1,
there exists a constant αˆ > 0 such that
m(α) > αˆ =⇒ M(λ)− Iα is invertible.
In particular, the kernel of M(λ)− Iα is trivial for m(α) > αˆ, and thus there exist no eigenvalues of the
Robin Laplacian in Ω by Theorem 3.2. 
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It remains to analyse what divergent behaviour is possible, and under what circumstances. To this
end, we use the representations (3.6), (3.7) and (3.8) together with ideas drawn from [7, Section 2] for
the interval.
We first note that since the coefficients Aij and Bij given by (3.3) and (3.4), respectively, are periodic
in Re
√
λ, we only need to consider the case Im
√
λ→ ±∞, in which case we have the asymptotics
cot z = i
(
1 +
2
e2iz − 1
)
= ∓i +O (e∓4Im z) (4.1)
and
csc z =
2i
eiz − e−iz = O
(
e∓2Im z
)
(4.2)
as Im z → ±∞, independently of Re z. For z = `ij2
√
λ this gives the following asymptotic expansion of
M(λ) ∈ Ck×k. In what follows, for brevity we will set
D := diag{deg v1, . . . ,deg vk} ∈ Nk×k,
D˜ := diag{deg vk+1, . . . ,deg vn} ∈ N(n−k)×(n−k).
Lemma 4.4. Suppose λ → ∞ in C in such a way that Im√λ → ±∞, and recall the definition
`G := min{`e : e ∈ E} > 0. Then M(λ) has the asymptotic expansion
M(λ) = ±i
√
λD +O
(√
λe∓`GIm
√
λ
)
. (4.3)
Proof of Lemma 4.4. Recall the matrices R, C and K introduced in (3.7). Then the expression (3.6)
for the coefficients of these matrices plus the asymptotics
Aij = ±i +O
(
e∓2`ijIm
√
λ
)
, Bij = O
(
e∓`ijIm
√
λ
)
as Im
√
λ→ ±∞, respectively, which follow from (4.1) and (4.2), imply that
R = ±i
√
λD +O
(√
λe∓`GIm
√
λ
)
,
as well as
C, CT = O
(√
λe∓`GIm
√
λ
)
and
K = ±i
√
λD˜ +O
(√
λe∓`GIm
√
λ
)
.
From the latter, we obtain via an easy argument that K−1 = O(1/√λ) and hence also
CTK−1C = O
(√
λe∓2`GIm
√
λ
)
. (4.4)
Combined with the asymptotic expansion for R and the representation (3.8) of M(λ), this immediately
yields (4.3). 
As a corollary of Lemma 4.4 we obtain that the k eigenvalues α1, . . . , αk of M(λ) satisfy
αj = ±i
√
λ deg vj +O
(√
λe∓`GIm
√
λ
)
(4.5)
as Im
√
λ→ ±∞, j = 1, . . . , k; in fact, convergence of the corresponding eigenvectors of M(λ) to those
of D, that is, to the standard basis of Ck, also follows, but we will not need this. In other words, if
the spectral parameter λ→∞ in such a way that its distance to the positive real semi-axis tends to ∞
(corresponding to Im
√
λ→ ±∞), then, counting possible multiplicities, we obtain k curves αj = αj(λ),
j = 1, . . . , k, each described asymptotically by the formula (4.5). To prove Theorem 1.2, it remains to
“invert” these asymptotics, that is, express these curves as functions of αj . For this part of the argument,
we may essentially appeal to the proof given in [7, Section 9.1.3] for the corresponding statement on the
interval.
Proof of Theorem 1.2. We assume that α = (α1, . . . , αk)→∞ in Ck and recall the two cases
(1) αj →∞ in a sector fully contained in the open left half-plane, for all 1 ≤ j ≤ m;
(2) αj →∞ such that Reαj remains bounded from below as αj →∞, for all m+ 1 ≤ j ≤ k.
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We wish to show that for each α1, . . . , αm → ∞ there exists a corresponding eigenvalue λj = λ(αj)
(here and throughout the proof we understand “eigenvalue” to mean “analytic curve of eigenvalues”)
which behaves as asserted and that these m distinct eigenvalues λ1, . . . , λm are the only ones which
diverge away from the positive real semi-axis.
Suppose first that λ is such an eigenvalue diverging away from the positive real semi-axis; then
necessarily Im
√
λ → ±∞. By (4.5) we obtain k eigenvalues of M(λ), α1, . . . , αk, behaving like αj ∼
±i√λ deg vj .
Now fix j = 1, . . . ,m. By the same inversion argument based on Rouche´’s theorem that was used
in [7, Section 9.1.3], there exists an eigenvalue λ = λ(αj) of −∆αVR satisfying λ ∼ −α2j/(deg vj)2 and
which has the asymptotical error term O (α2je`GReαj) as αj → ∞. Since this works for each αj which
diverges as described in (1), we arrive at m divergent eigenvalues, each of which satisfies (1.2).
Suppose now that there is an additional, (m + 1)st divergent eigenvalue λ = λ(α) which satisfies
Im
√
λ → ±∞. Then, again, the matrix M(λ) has k eigenvalues satisfying (4.5). By assumption, λ is
not an eigenvalue of −∆αVR corresponding to the m curves found above, that is, it does not correspond
to α1, . . . , αm. Hence, applying the same inversion procedure, there must be some j0 ∈ {m+ 1, . . . , k}
such that λ corresponds to the eigenvalue αj0 ↔ λ described asymptotically by (4.5). But now a
short argument shows that the condition Im
√
λ → ±∞ together with the relation (4.5) implies that
necessarily Reαj0 → −∞ as λ → ∞. This contradicts the assumption (2), and we conclude that no
such divergent eigenvalue λ can exist which is not already among the m found above.
Finally, we already know from Corollary 4.3 that each eigenvalue of −∆αVR which does not diverge to
∞ converges to some eigenvalue of the Dirichlet Laplacian −∆DVR as α→∞. 
Remark 4.5. Let us finish by discussing the role of the standard (continuity-Kirchhoff) conditions that
were assumed to hold on the non-Robin vertex set VN = V \ VR. There are two key places where these
conditions enter: the block matrix representation of Lemma 3.1, and the subsequent asymptotics of the
Dirichlet-to-Neumann operator (Lemma 4.4, in particular (4.4)).
Suppose that the functions in the domain of −∆αVR should satisfy other (local) vertex conditions at
v ∈ VN . This would, in general, result in a different matrix K˜ in the representations (3.7) and (3.9), but
also, more importantly, the last n− k components CxR + K˜xN of (3.9) may no longer vanish, meaning
that xN may not be easily expressible as a function of xR: any vertex condition such that CxR + K˜xN
depends on f (e.g. any Robin condition) may result in xN no longer being uniquely determined by xR
and K˜ not being invertible. Thus for the proof used here to work, we require the vertex condition to
satisfy CxR + K˜xN = 0.
In addition, to obtain the correct asymptotic behaviour (4.3) of the Dirichlet-to-Neumann matrix,
we require that CT K˜−1C not influence the leading order of the asymptotics of M(λ), which in turn
requires that K˜ not decrease too rapidly as Im
√
λ→ ±∞.
We will not explore further the question of what other vertex conditions might satisfy these two
conditions.
5. Estimates on the numerical range and the eigenvalues
Here we wish to complement the asymptotic behaviour of the divergent eigenvalues described by
Theorem 1.2 with concrete estimates on the location of the eigenvalues. We will present three sets
of results which, while perhaps not surprising, give a fairly complete picture of the location spectrum
for every fixed α. We first consider the location of the so-called numerical range; we recall that for
VR = {v1, . . . , vk} ⊂ V and the corresponding parameter vector α = (α1, . . . , αk) ∈ Ck (with αj = α(vj))
the numerical range of the form aα given by (2.2) is, by definition, the set
W (aα) = {aα[f, f ] : ‖f‖2 = 1} =

∫
G
|f ′|2 dx+
k∑
j=1
αj |f(vj)|2 :
∫
G
|f |2 dx = 1
 ⊂ C,
and that clearly every eigenvalue of the operator −∆αVR is in W (aα). Our first results give an estimate on
the location of the set W (aα) in the complex plane, analogous to those of [7, Section 6] for the complex
Robin Laplacian on a domain in Rd. This leads to bounds on the real part of the eigenvalues which
are, in particular, sharp up to the first term of the asymptotics as α → ∞ in Ck. In addition to these
bounds, we also consider more precise estimates on the imaginary part of the eigenvalues afterwards.
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For the numerical range, we consider the case of α ∈ Ck and the case of vertex-independent α1 =
. . . = αk =: α ∈ C separately. Notationally, for the fixed set VR = {v1, . . . , vk} of Robin vertices we will
always write
D := min
j=1,...,k
deg vj .
We also recall that `G = min{`e : e ∈ E} is the length of the shortest edge in G. The proofs of all the
following statements will be deferred to Section 6.
Theorem 5.1 (The numerical range). (1) Let α ∈ Ck. Then the numerical range W (aα), and in
particular every eigenvalue of −∆αVR , is contained in the set
ΛG,α :=
t+
k∑
j=1
αjsj ∈ C : t ≥ 0, sj ∈
[
0,
2
D
√
τj +
2
D`G
] , (5.1)
where the numbers 0 ≤ τj ≤ t satisfy
∑k
j=1 τj ≤ t.
(2) If α1 = . . . = αk =: α ∈ C is independent of j = 1, . . . , k, then W (aα) is contained in
ΛG,α :=
{
t+ α · s ∈ C : t ≥ 0, s ∈
[
0,
2
D
√
t+
1
D`G
]}
. (5.2)
Note that if Reαj = Reα(vj) ≥ 0 for all vj ∈ VR, then Reλ ≥ 0 automatically as well, whereas if
the components of Reα are all negative or of indefinite sign, then Reλ may be negative. The set ΛG,α
is depicted in Figure 1 in the simple case that α ∈ C with Reα, Imα > 0.
Figure 1. The set ΛG,α from Theorem 5.1(2), which contains the numerical range
W (aα), for a representative choice of Reα > 0 and Imα > 0, corresponding to the
region between the curve ∂ΛG,α and the real axis. The region is composed of the union
of segments of the form {t+α·s ∈ C : s ∈ [0, 2√t/D+1/D`G]}, each of slope Imα/Reα,
for different values of t ≥ 0; the parallel lines show these segments for selected values
of t1, t2, t3 > 0. Their endpoints form a parabolic section of ∂ΛG,α open to the right.
We now turn to the estimates on the real part of the eigenvalues announced above, which also
demonstrate the asymptotic optimality of the bounds on ΛG,α (see Remark 5.3). For simplicity, in what
follows, we will assume that α1 = . . . = αk =: α ∈ C is independent of j = 1, . . . , k; a similar statement
holds in the general case.
Corollary 5.2 (The real part of the eigenvalues). Let α ∈ C such that Reα < 0. Then any eigenvalue
λ ∈ σ(−∆αVR) satisfies
Reλ ≥ − (Reα)
2
D2
+
Reα
D`G
. (5.3)
Remark 5.3. Theorem 1.2 implies the existence of an eigenvalue behaving like −α2/D2 as Reα→ −∞,
meaning that the first term in (5.3) is correct in this regime. Actually, in the case of real negative α
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a test function argument can be used to give a complementary upper bound on the smallest (real)
eigenvalue λ1(α) := minσ(−∆αVR); namely, we have
λ1(α) ≤
− α
2
D2 − 2αD`G − 1`2G = −
[
α
D +
1
`G
]2
if α < − D`G < 0,
kα
|G| for all α < 0,
(5.4)
where k = |VR| is the number of Robin vertices and |G| is the total length of G; we will prove (5.4) in
Section 6. Regarding the second term, we observe that as α→ −∞, we have λ1(α) = −α2/D2+o(α−∞);
while as α → 0, since λ′1(0) = 1/|G| (see [5, Proposition 3.1.6] and use that the eigenfunctions for
λ1(0) = 0 are constant),
λ1(α) =
kα
|G| +O(α
2) as α→ 0.
Hence there can be no “correct” coefficient c ∈ R of α in any (upper or lower) bound of the form
−α2/D2 + cα which is valid for all α < 0 and asymptotically sharp for α→ 0 and α→ −∞.
We finish with a more precise statement about the imaginary parts of the eigenvalues.
Theorem 5.4 (The imaginary part of the eigenvalues). Let α ∈ Ck.
(1) If Reαj ≥ 0 for all j = 1, . . . , k, then any eigenvalue λ of −∆αVR satisfies
|Imλ| ≤ max
j=1,...,k
|Imαj |
deg vj
[
2
√
Reλ+
1
D`G
]
. (5.5)
(2) If Reαj < 0 for at least one j = 1, . . . , k, then for every 0 < ε < 1 there exists a constant
C = C(ε) > 0 depending on G and each Reαj < 0 such that
|Imλ| ≤ max
j=1,...,k
|Imαj |
deg vj
[
2(1− ε)√Reλ+ C + 1
D`G
]
. (5.6)
6. Proofs of the estimates
In this section we prove the statements collected in Section 5. Theorems 5.1 and 5.4 will follow from
a kind of “trace-type” inequality which allows us to control precisely the value that an arbitrary H1-
function takes at a given vertex in terms of certain subgraphs around it. This should be compared with
[7, Lemma 6.5]. To this end, we first require some notation. Let ξ : E → (0, 1] be an edge-dependent
length scaling factor. Given any vertex vj ∈ V, we denote by
Sξj :=
⋃
e∼vj
ξ(e)e
the star subgraph of G whose central vertex is vj and whose pendant edges are the edges e incident with
vj , scaled by the factor ξ(e) ∈ (0, 1]. We will always make the identification that Sξj is a subgraph of
G; in particular, we will treat the scaled edge ξ(e)e ⊂ Sξj as a subset of the edge e ⊂ G. In particular,
for ξ(e) ≡ 1, the star S1j is the union of all edges in G incident with vj ; call this the spanning star at
vj . For an arbitrary collection V0 ⊂ V of vertices, we denote by G0 the subgraph consisting of the union
of all spanning stars of all vertices v ∈ V0. (For example, if G is a star, then the spanning star of the
central vertex is the whole of G, while the spanning star of any of the degree one vertices is just a single
edge.) We also define, for any subgraph G′ = (V ′, E ′) of G,
`G′ := min
e∈E′
`e
as the length of the shortest edge e of G′; and, as usual, we set ‖f‖G′ := ‖f‖G′,2 to be the L2(G′)-norm
of f .
Lemma 6.1. Let ξ : E → (0, 1] and vj ∈ V be arbitrary and denote by Sξj the scaled star at vj as
described above. Then
deg vj |f(vj)|2 ≤ 2‖f‖Sξj ‖f
′‖Sξj +
1
`Sξj
‖f‖2Sξj . (6.1)
for all f ∈ H1(G). Moreover, if V0 ⊂ V is an arbitrary set of vertices of G and G0 is the subgraph union
of spanning stars for V0 as described above, then we have the estimate∑
vj∈V0
deg vj |f(vj)|2 ≤ 2‖f‖G0‖f ′‖G0 +
1
`G0
‖f‖2G0 . (6.2)
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For the proof, we will use the following cut-off functions; for each vj ∈ V, we define ϕj ∈ H1(G) with
support in Sξj by setting
ϕξj(x) =
{
1− dist(x,vj)ξ(e)`e if x ∈ ξ(e)e ⊂ S
ξ
j
0 otherwise.
(6.3)
Then clearly 0 ≤ ϕξj ≤ 1; moreover, since we are assuming that G does not have any loops, if ξ(e) = 1
for all e then the collection (ϕξj)
n
j=1 is a partition of unity.
Proof of Lemma 6.1. Let vj ∈ V be arbitrary, let Sξj and ϕξj be as described above, and let f ∈ H1(G) be
arbitrary. Then for each edge ξ(e)e of Sξj the fundamental theorem of calculus on that interval applied
to the function |f |2ϕξj plus the fact that ϕξj(0) = 0 gives
|f(vj)|2 =
∫ ξ(e)`e
0
(|f |2ϕξj)′ dx =
∫ ξ(e)`e
0
2ϕξjRe (f¯ f
′) + |f |2(ϕξj)′ dx,
and summing over all edges ξ(e)e ∼ vj yields
deg vj |f(vj)|2 =
∫
Sξj
2ϕξjRe (f¯ f
′) + |f |2ϕ′j dx
≤ 2‖ϕξj‖Sξj ,∞‖f‖Sξj ‖f
′‖Sξj + ‖(ϕ
ξ
j)
′‖Sξj ,∞‖f‖
2
Sξj
.
Using that ‖ϕξj‖∞ = 1 and ‖(ϕξj)′‖∞ = 1/`Sξj yields (6.1). For (6.2), we argue similarly but distinguish
edges which are incident with two vertices of V0. More precisely, if vi, vj ∈ V0 are two distinct vertices
and vi ∼ e ∼ vj , then we write Sj = S1j for the trivial scaling factor ξ = 1 (as well as ϕj = ϕ1j ) and
obtain the estimate
|f(vi)|2 + |f(vj)|2 =
∫ `e
0
2ϕiRe (f¯ f
′) + |f |2ϕ′i + 2ϕjRe (f¯ f ′) + |f |2ϕ′j dx.
But since ϕi = 1− ϕj and ϕ′i = −ϕ′j on e, this reduces to
|f(vi)|2 + |f(vj)|2 ≤ 2‖f‖e‖f ′‖e.
We now sum over all edges e ⊂ G0 =
⋃
vj∈V0 Sj both of whose incident vertices are in V0. To these we
also sum the estimates
|f(vi)|2 ≤ 2‖f‖e‖f ′‖e + 1
`e
‖f‖2e,
as obtained above, over all edges e in E0 which have only one incident vertex vi in V0. Since each edge
in the union G0 of the spanning stars of V0 is counted only once, this yields∑
vj∈V0
deg vj |f(vj)|2 ≤ 2‖f‖G0‖f ′‖G0 +
1
`G0
‖f‖2G0 ,
that is, (6.2). 
We can now give the proofs of Theorems 5.1 and 5.4.
Proof of Theorem 5.1. (1) Let
λ = ‖f ′‖2G +
k∑
j=1
αj |f(vj)|2,
f ∈ H1(G), ‖f‖G = 1, be any point in W (aα). If we set t := ‖f ′‖2G , sj := |f(vj)|2 for each vj ∈ VR and
we consider Sξj for ξ(e) = 1/2 for each e ∼ vj , then the stars Sξj are all pairwise disjoint, j = 1, . . . , k.
Then λ has the form λ = t +
∑k
j=1 αjsj , and the first statement of Lemma 6.1 (together with the
estimate that every star S1/2j has length at least `G/2) yields sj ≤ 2D
√
τj +
2
D`G
for each j = 1, . . . , k,
where the τj = ‖f‖2S1/2j are as in the statement of the theorem.
(2) Here we set t := ‖f ′‖2G as before, but now s :=
∑k
j=1 |f(vj)|2, λ has the form λ = t+αs, and the
estimate (6.2) from Lemma 6.1 implies that s ≤ 2D
√
t+ 1D`G . 
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Proof of Theorem 5.4. (1) We simply note that, if f ∈ H1(G) is an eigenfunction corresponding to λ,
normalised so that ‖f‖G = 1, then by the second statement of Lemma 6.1 applied to the union G0 of
the stars S1j , j = 1, . . . , k, whose total length we estimate from below by `G ,
|Imλ| =
∣∣∣∣∣∣
k∑
j=1
Imαj |f(vj)|2
∣∣∣∣∣∣ ≤
k∑
j=1
|Imαj |
deg vj
deg vj |f(vj)|2
≤ max
j=1,...,k
|Imαj |
deg vj
[
2‖f ′‖G + 1
D`G
]
≤ max
j=1,...,k
|Imαj |
deg vj
[
2
√
Reλ+
1
D`G
]
,
where the last inequality follows from taking the real part of the quadratic form (2.2) for λ ∈ C since
Reα was assumed non-negative.
(2) We use the following weighted trace inequality: fix k′ ∈ {1, . . . , k} such that (after relabelling the
v1, . . . , vk if necessary) Reαj < 0 if and only if j ≤ k′. Then for every δ > 0 there exists a constant
C = C(G,Reα1, . . . ,Reαk′ , δ) such that
0 ≤
k′∑
j=1
(−Reαj)|f(vj)|2 ≤ δ‖f ′‖2G + C‖f‖2G
for all f ∈ H1(G), which can be obtained from the usual trace inequality by a standard ε-C(ε) argument.
Since for the eigenfunction f , normalised so that ‖f‖G = 1,
Reλ = ‖f ′‖2G +
k∑
j=1
Reαj |f(vj)|2 ≥ ‖f ′‖2G − δ‖f ′‖G − C
it follows that
‖f ′‖G ≤
√
Reλ+ C√
1− δ .
If we now write 1− ε for 1/√1− δ, then the same argument as in (1), viz.
|Imλ| =
∣∣∣∣∣∣
k∑
j=1
Imαj |f(vj)|2
∣∣∣∣∣∣ ≤ maxj=1,...,k |Imαj |deg vj
[
2‖f ′‖G + 1
D`G
]
,
leads to (5.6). 
Proof of Corollary 5.2. This follows directly from Theorem 5.1(2); indeed, for any eigenvalue λ
Reλ = t+ Reα · s ≥ t+ Reα
(
2
√
t
D
+
1
D`G
)
.
A short calculation shows that the latter expression is minimised over all possible t > 0 when t = α2/D2;
this then yields (5.3). 
We now prove the complementary upper estimates (5.4) in the case that α is real and negative and
finish with the proof of Theorem 1.3. Both will rely on the variational (min-max) characterisation of the
eigenvalues, valid for all real α (see, e.g., [4, Section 4.1]), as well as the following eigenvalue estimate
for stars.
Lemma 6.2. Let S be a star with a Robin parameter of strength α at its central vertex of degree D and
Dirichlet conditions at all other vertices. Then its first eigenvalue λD1 (α,S) satisfies
λD1 (α,S) ≤ −
(
α
D
+
1
`S
)2
< 0 (6.4)
if α < − D`S , where as before `S denotes the length of the shortest edge of S.
Proof of Lemma 6.2. We observe that the secular equation for −λD1 (α,S) > 0 reads
√
λ coth(
√
λ`G) = − α
D
, (6.5)
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that is, −λD1 (α,S) is the smallest solution λ > 0 of this equation. This follows from a short calculation
using the vertex conditions and the symmetry property that the eigenfunction must be invariant under
permutations of the D equal edges of S (cf., e.g., [4, Section 5]). Now the elementary inequality
coth(x) ≤ 1
x
+ 1, x > 0,
applied to the left-hand side of (6.5) gives
1
`S
+
√
λ ≥ − α
D
.
This is nontrivial if and only if α < −D/`S . In this case, rearranging gives (6.4). 
Proof of the upper bound in Remark 5.3. The bound λ1(α,G) ≤ αk/|G| follows immediately from tak-
ing f ≡ 1, that is, the eigenfunction corresponding to α = 0, as a test function in the variational
characterisation. The other estimate will follow immediately from Lemma 6.2 and the inequality
λ1(α,G) ≤ λD1 (α,S),
where S = S11 is the star subgraph of G with central vertex v1 (which we recall has degree deg v1 =
D = minj=1,...,k deg vj), as introduced above. This inequality, in turn, follows since the eigenfunction
associated with λD1 (α,S), extended by zero to the rest of G, may thus be canonically identified with a
function in H1(G) whose Rayleigh quotient is exactly equal to λD1 (α,S); equivalently, we may appeal
directly to [4, Theorem 3.10(1)]. 
We finish with the proof of Theorem 1.3.
Proof of Theorem 1.3. The existence of k eigenvalues with the claimed asymptotics, and the fact that
non-divergent eigenvalues converge to points in σ(−∆DVR) follow immediately from Theorem 1.2. We
next show that there are no more than k divergent eigenvalues. This follows from a standard interlacing
statement: denoting the kth eigenvalue of −∆DVR (counted with multiplicities) by λDk , since the forms
associated with −∆αVR and −∆DVR agree on the form domain H10 (G,VR) of the latter, and the quotient
space H1(G)/H10 (G,VR) has dimension k, it follows from the min-max characterisation of the eigenvalues
that
λDj−k ≤ λj(α) ≤ λDj
for all α ∈ R and all j ≥ k + 1 (see also, e.g., [5, Section 3.1.6] or [4, Sections 3.1 and 4.1]). Hence
λj(α) remains bounded whenever j ≥ k + 1, and so by Corollary 4.3 converges to an eigenvalue of the
Dirichlet Laplacian.
It remains to prove that for α < −2 max
j=1,...,k
{
deg vj
`j
}
the Robin Laplacian has exactly k negative
eigenvalues: by the above reasoning, it suffices to find one fixed α for which it has at least k such
negative eigenvalues. To this end, for each j = 1, . . . , k, we consider each star S1/2j subgraph of G with
Robin condition at its central vertex vj ; denote by ψj the test function equal to the eigenfunction for
λD1 (α,S1/2j ) on S1/2j , extended by zero to a function in H1(G), and whose Rayleigh quotient equals
λD1 (α,S1/2j ). Then, since the supports of ψj are pairwise disjoint, we can define the k-dimensional space
Hk :=
⊕k
j=1 ψj ⊂ H1(G) as a space of test functions for λk(α,G). If we choose any
α < −2 max
j=1,...,k
{
deg vj
`Sj
}
,
then by Lemma 6.2 each function ψj , and thus every function in Hk has a negative Rayleigh quotient
(where one should not forget the scaling factor 2`
1/2
Sj = `Sj ). It follows from the min-max characterisation
that λk(α,G) < 0 for such α. 
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