We introduce an extension of the Parikh mapping called the Parikh 
Introduction
Parikh's theorem [7] says that every context-free language is "letter-equivalent" to a regular language. More precisely, the commutative image of any contextfree language is always a semilinear set, and is therefore also the commutative The Parikh mapping is a very important concept in the theory of formal languages. Various languages accepted (generated) by automata (grammars) more powerful than pushdown automata (context-free grammars) have been shown to have effectively computable semilinear sets. For example, it is known that every language accepted by a pushdown automaton augmented with reversalbounded counters (i.e., each counter can be incremented/decremented by one and tested for zero, but the number of alternations between nondecreasing and nonincreasing modes is bounded by a fixed constant) has a semilinear Parikh map [4] . The fact that the emptiness problem for semilinear sets is decidable implies that the emptiness problem for these automata (grammars) is decidable. This decidability of emptiness has been used to show the decidability of many decision questions in formal languages (e.g., [3] ) and formal verification (e.g., [5] ).
The Parikh matrix mapping introduced in [6] is a morphism 
"
. The paper has five sections in addition to this section. Section 2 gives some basic notation and definitions. Section 3 recalls the notion of a Parikh matrix mapping introduced in [6] and the fundamental theorem concerning these mappings. Section 4 presents our new Parikh mapping, called g -matrix mapping, that generalizes the Parikh matrix mapping: whereas the latter produces matrices with nonnegative integer entries, the former produces matrices with nonnegative integral polynomials (in variable g ) entries. This extended mapping produces matrices that carry more information about the mapped words than the numerical matrices produced by the Parikh matrix mapping. Section 5 presents the main results, including Theorem 8, which gives the main properties of a g -matrix mapping. Section 6 looks at some matrix operations such as injectivity and inverse concerning g -matrix mapping.
Definitions
We start with some basic notation and definitions. Most of these are as they appear in references [6] and [1] . The set of all nonnegative integers is denoted by , then we use the notation 
be an ordered alphabet. The Parikh vector of " # is the vector of occurrences
be words over . As defined in [6] For motivation and further issues about the Parikh mapping as well as languagetheoretic notions not considered here, we refer the reader to [8] .
Parikh matrix mapping
We first describe the extension of the Parikh mapping to matrices as originally defined in [6] . The extension involves special types of triangular matrices. These are square matrices . The main notion introduced in [6] is as follows: 
to possess the same Parikh matrix was studied for the binary alphabet in [1] . We will discuss some of these conditions later in the paper.
The main property of the Parikh matrix mapping proved in [6] is the following theorem: 
4.
-counting scattered subwords
Next we introduce a collection of polynomials , and construct the corresponding monomial 
Parikh -matrix mapping
We denote by 
Proof This proposition is a special case of a stronger result that characterizes the whole matrix
that we give as Theorem 9. 
holds.
Proof Omitted.
¡
It can also be shown that the identity (7) reduces to the matrix inverse identity of the Parikh matrix mapping of [6] when we extend the alphabet as in Theorem 9 and put g y £ e
.
