We study the category of Z ℓ -graded modules with finite-dimensional graded pieces for certain Z ℓ + -graded Lie algebras. We also consider certain Serre subcategories with finitely many isomorphism classes of simple objects. We construct projective resolutions for the simple modules in these categories and compute the Ext groups between simple modules. We show that the projective covers of the simple modules in these Serre subcategories can be regarded as multigraded generalizations of Kirillov-Reshetikhin modules and give a recursive formula for computing their graded characters.
Introduction
The study of the structure of the simple finite-dimensional representations of quantum affine algebras has attracted a lot of attention over the past two decades. Of particular interest is the subclass of minimal affinizations introduced in [3] which includes the class of Kirillov-Reshetikhin modules. The Kirillov-Reshetikhin modules have been studied extensively due to their application to mathematical physics and their rich combinatorial structure (cf. [13, 17, 18, 19, 20, 27, 28, 29, 33, 34] and references therein). One way of studying their structure is by looking at the classical limits which can then be regarded as graded modules for the current algebra g[t] = g ⊗ C [t] , where g is the underlying finite-dimensional semisimple Lie algebra. The limit process does not change the character of the representation and, hence, it can be studied by investigating the limit module. This fact is one of the key motivations for the increasing interest in the study of categories of graded modules for current algebras [8, 9, 16, 23, 30] .
If g is of classical type, then the classical limits of minimal affinizations factor to representations for the finite-dimensional algebra g[t]/(t 2 C[t]) which is isomorphic to the semidirect product of g with its adjoint representation. This motivates the study of graded modules for algebras of the form a = g ⋉ V where V is a finite-dimensional g-module. The Z-grading on a is set to be a[0] = g and a [1] = V. Consider the category G of graded a-modules with finite-dimensional graded pieces. It was shown in [8] that the isomorphism classes of simple modules of this category are in bijection with the set Λ = P + ×Z where P + is the set of dominant weights of g. Moreover, it was also shown that every simple module has a projective cover and a projective resolution in this category. This was then used to compute the Ext groups between simple modules. The connection with minimal affinizations and Kirillov-Reshetikhin modules is made by considering Serre subcategories of this category generated by certain finite sets of simple modules. More precisely, one chooses a finite subset Γ of Λ which is convex with respect to a certain natural partial order on Λ. Let G [Γ] be the corresponding Serre subcategory. Given (λ, r) ∈ Γ, let P(λ, r) be the projective cover of the associated simple module. It was shown in [8] that P(λ, r) projects onto a module P(λ, r) Γ which is projective in G [Γ] (in fact, the whole projective resolution of the underlying simple module induces a projective resolution in G [Γ]). It turns out that one can describe the modules P(λ, r) Γ in terms of generators and relations which, in several cases, coincides with the relations satisfied by the highest-weight vectors of classical limits of minimal affinizations (cf. [11, 12, 25, 26] ). Moreover, the results on the Ext groups give rise to a recursive character formula for the modules P(λ, r) Γ . Therefore, a character formula for minimal affinizations is also obtained in the cases that their classical limits are isomorphic to modules of the form P(λ, r) Γ .
In the last years, the interest on the representation theory of "generalized current algebras", in particular the multivariable current algebras, has increased significantly [1, 5, 22, 24, 31, 32] . The study of characters in the multigraded context is well-known to be significantly more complicated than in the single variable case (see [15] for the case of Weyl modules) and technical issues that, in the single variable setting arise when working with exceptional algebras, in the multivariable case arise for algebras of classical type. In the present paper we are concerned with the study of Kirillov-Reshetikhin modules in the multivariable setting. The main achievement is the extension to this setting of all the results described in the previous paragraph for algebras of the form a := (g ⊗ C[t 1 , . . . , t ℓ ])/a 2 where a 2 is the ideal generated by all elements of degree 2.
Following [9] , we start the study by considering a more general context. Namely, we consider the category G of Z ℓ -graded modules with finite-dimensional graded pieces for a Z ℓ + -graded Lie algebra a such that a[0] = g and a[r] is finite-dimensional for all r ∈ Z ℓ + . We show that the isomorphism classes of simple modules of this category are indexed by Λ := P + × Z ℓ and construct a projective resolution P j (λ, r), j ≥ 0, for the simple module V(λ, r) associated to (λ, r) ∈ Λ. We end the first section by considering the Serre subcategories G [Γ] for subsets Γ of Λ. We prove that, if Γ is finite and convex with respect to a certain partial order on Λ and (λ, r) ∈ Γ, then the modules P j (λ, r) projects onto finite-dimensional modules P j (λ, r) Γ giving rise to a (finite) projective resolution of V(λ, r) in G [Γ].
We start Section 2 assuming that a[r] = 0 for all r = (r 1 , . . . , r ℓ ) such that r 1 + · · · + r ℓ > 1 and compute all the Ext groups between simple modules in this case. Moreover, we also show that if Γ is finite and convex and (λ, r), (µ, s) ∈ Γ, then
for all j ≥ 0.
Next, we obtain a multigraded version of the recursive character formula for the modules P(λ, r) Γ := P 0 (λ, r) Γ assuming that Γ is convex with respect to a refinement of the partial order on Λ similar to the refinement considered in [9] for the case ℓ = 1. We then obtain generators and relations for the modules P(λ, r) Γ (this generalizes the original result of [8, Theorem 1] even in the case ℓ = 1). In the last subsection we work with the algebras a := g ⊗ C[t 1 , . . . , t ℓ ] and b := a/a 2 with g of classical type. For each (λ, r) ∈ Λ, we consider the a-module N(λ, r) defined by a generator satisfying the naive multigraded generalization of the relations satisfied by the highest-weight vector of the classical limits of minimal affinizations computed in [25] . In particular, if λ is a multiple of a fundamental weight, the relations simplify to the naive multigraded generalization of those considered in [11, 12] for Kirillov-Reshetikhin modules. We show that N(λ, r) factors to a b-module and, as such, it is isomorphic to a module of the form P(λ, r) Γ for an appropriate choice of Γ. This allows us to use our recursive character formula for computing the graded character of N(λ, r). We end the paper by giving an example of such computation. In particular, the example shows that the set of simple factors on a Jordan-Hölder series of these modules depend on ℓ, differently to what happens with the corresponding local Weyl modules studied in [5] (see Remark 2.16).
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Multigraded Modules and Projective Resolutions
In this section we define the categories which are our objects of study, classify their simple objects, and construct a projective resolution for each of the simple objects.
The algebras
Let C be the field of complex numbers and Z, Z + the subsets of integers and nonnegative integers, respectively. Given ℓ > 0, let e 1 , . . . , e ℓ be the canonical basis of Z ℓ and deg : Z ℓ → Z be the group homomorphism defined by deg(e j ) = 1 for all j = 1, . . . , ℓ. Let also V ℓ be the category of Z ℓ -graded C-vector spaces. Thus, the morphisms in V ℓ are linear maps f :
for every r ∈ Z ℓ . We will also use the functor D : V ℓ → V 1 given by
where
is a finite-dimensional semisimple Lie algebra over C and a[r] is a finite-dimensional g-module for all r ∈ Z ℓ + . Set
which is an ideal of a. Fix a Cartan subalgebra h of g and denote by R the associated root system. Fix also a choice of positive roots R + ⊆ R and let g = n − ⊕ h ⊕ n + be the corresponding triangular decomposition. The associated simple roots and fundamental weights will be denoted by α i and ω i , i ∈ I, where I an indexing set for the nodes of the Dynkin diagram of g. Denote by P and Q the weight and root lattices and let P + and Q + be the Z + -span of the fundamental weights and simple roots, respectively. For notational convenience, fix a Chevalley basis {x ± α , h i : α ∈ R + , i ∈ I} for g.
On finite-dimensional modules
For any Lie algebra l, let F (l) be the category of finite-dimensional l-modules. Given λ ∈ P + , let V(λ) be a simple object of F (g) of highest-weight λ. Then, V(λ) is isomorphic to the g-module generated by a vector v λ satisfying the defining relations
Denote by V µ the weight space of V of weight µ ∈ P and, for V ∈ F (g), let
denote the formal character of V.
We will need the following elementary lemma.
for some µ j ∈ P + , and let π j : V → V j be the associated projection for j = 1, . . . , m. Then, there exist distinct k 1 , . . . , k m ∈ {1, . . . , l} such that ν k j = µ j and π j (v k j ) 0.
The main category
Let G = G(a) be the category of Z ℓ -graded a-modules with finite-dimensional graded pieces. In particular, if V ∈ G, then the graded piece V[r] is a finite-dimensional g-module for every r ∈ Z ℓ . The morphisms in G are a-module maps which are morphisms in V ℓ . Let D = G(D(a)) be the category of Z-graded D(a)-modules with finite-dimensional graded pieces.
Given r ∈ Z ℓ , denote by t r the monomial t
Consider the grade-shifting functor τ r :
for all s ∈ Z ℓ and τ r is the identity on morphisms. Clearly, gch τ r V = gch V t r . Similarly, for r ∈ Z, one considers the functor τ r : G → G. We also have a functor ev : F (g) → G obtained by extending the action of g on a module V to one of a on V by setting a + V = 0. We denote by ev r the composition τ r ev :
We obviously have an isomorphism of D(a)-modules
Standard arguments prove the following theorem (cf. [9, Proposition 2.3]).
(1.1)
Bounded objects and tensor products
Given r ∈ Z ℓ , define the full subcategories G r and G r of G by the requirement
Then, define the subcategory G b by the requirement
Thus, the objects of G b are those with grade bounded from above. Similarly one defines the category G b of objects with grade bounded from below. Notice that if V ∈ G b , the module D(V) has grade bounded from below, but not necessarily finite-dimensional graded pieces.
The enveloping algebra U(a) is naturally an a-module under x · a = [x, a] where [x, a] = xa − ax is the commutator of U(a) and has a natural Z ℓ + -gradation. The following propositions are easily established (the proofs can be found in [2] ).
and the sum is over all functions k :
In the next proposition we equip ∧ j a + with the natural Z ℓ + -gradation coming from that of a.
Proposition 1.4.
For all r ∈ Z ℓ + and j ∈ Z + we have an isomorphism of g-modules
where the sum is over all functions k :
Notice that the categories G b and G b become tensor categories by setting
We have the following corollary of Proposition 1.3.
Projective modules
Our first result is the construction of projective resolutions for the simple objects of
By Corollary 1.5, P(V) ∈ G b . Thus, the assignment V → P(V) can be naturally extended to an endo-functor
which is again an object of
, and notice that
Given (µ, s), (λ, r), we say that (µ, s) covers (λ, r) if s − r ∈ Z ℓ + \ {0} and µ − λ is a weight of the g-module a[s − r]. Further, consider the partial order obtained by the transitive and reflexive closure of the relation (λ, r) ≺ (µ, s) if (µ, s) covers (λ, r). Similarly one defines a partial order on D(Λ).
For ℓ = 1, the next proposition was proved in [6, 9] and all the statements can be proved in the same manner for arbitrary ℓ (all details can be found in [2] ). Proposition 1.6. Let λ ∈ P + , r, s ∈ Z ℓ , and V ∈ G.
(a) P(V) is a projective object of G and canonically surjects onto V.
(b) P(λ, r) is isomorphic to the a-module generated by a vector v of degree r satisfying the following defining relations
In what follows we use that we have an isomorphism of g-modules
We also fix (λ, r) ∈ Λ.
where D = (D j ) j>0 is the Koszul differential on the Chevalley-Eilenberg complex for a + .
Proposition 1.7. The sequence
Proof. Since D is the identity when regarded as an endo-functor on the category of vector spaces, it suffices to prove one of the two statements. The second statement was proved in [9, Proposition 2.7(ii)].
Restricting the class of simple modules
Next we study certain full subcategories of G obtained by choosing the simple objects which belong to it. This will eventually allow us to define a certain generalization of Kirillov-Reshetikhin modules (see Section 2.3). Thus, given any subset Γ of Λ, let G[Γ] be the full subcategory of G consisting of objects V such that For V ∈ G and Γ ⊆ Λ, define
It is easy to see that V Γ and V Γ are g-modules which can be naturally regarded as objects in the category V ℓ . Moreover,
In general, it is not true that either V Γ or V Γ are a-modules, but we shall see that this is true under certain conditions (see Lemma 1.9 below). In that case, f Γ and f Γ are clearly morphisms in
The next proposition is a more general version of parts of [9, Proposition 3.4] .
Proof. For (a), given s ∈ Z ℓ , consider the short exact sequence of graded g-modules
Since each finite-dimensional g-module is semisimple, we have
Since, by definition of V Λ\Γ , we also have Hom
and consider a homomorphism g : V Γ → U and an epimorphism h :
, we have f (V Λ\Γ ) = 0 which implies that there exists a unique homomorphism f :
and the surjectivity of π V implies that h f = g as desired.
Finally, given f ∈ Hom G (V, W), by hypothesis on W we have f (V Λ\Γ ) = 0 and, hence, there exists a unique homomorphism ψ f :
A subset Γ of Λ is said to be convex with respect to if (λ, r) (ν, p) (µ, s) and (λ, r), (µ, s) ∈ Γ =⇒ (ν, p) ∈ Γ.
We note that a convex set was called "an interval closed set" in [9] . For ℓ = 1, the next two results were proved in [9, Propositions 3.2 -3.4] and the proofs for arbitrary ℓ are analogous (all details can be found in [2] ). Lemma 1.9. Let Γ ⊆ Λ and V ∈ G.
(a) Given (λ, r), (µ, s) ∈ Λ, Ext 1 G (V(λ, r) , V(µ, s)) 0 only if (µ, s) covers (λ, r).
(c) Suppose that Γ is finite and convex with respect to .
(i) Assume that for any (λ, r) ∈ Λ(V) \ Γ there exists (µ, s) ∈ Γ with (λ, r) (µ, s).
(ii) Assume that for any (λ, r) ∈ Λ(V) \ Γ there exists (µ, s) ∈ Γ with (µ, s) (λ, r).
Proposition 1.10. Suppose Γ ⊆ Λ is finite and convex and let (λ, r), (µ, s) ∈ Γ.
(e) The induced sequence
A Generalization of Restricted KR modules
The main goal of this section is to compute the graded character of the modules P(λ, r) Γ under certain conditions on a and Γ. To achieve this, we compute the space of extensions between any two simple objects in G. Finally, we give a presentation of P(λ, r) Γ in terms of generators and relations which allows us to regard these modules as generalizations of restricted Kirillov-Reshetikhin modules (in the sense of [11, 12] ).
Extensions
For the next few subsections we assume a[r] = 0 if deg(r) > 1 and set V j = a[e j ] for j = 1, . . . , ℓ, and
In this case, the statements of Propositions 1.3 and 1.4 simplify and we get
For ℓ = 1, the next theorem was proved in [9, Propositions 6.1 and 6.2] and the proof for arbitrary ℓ is analogous (all the details can be found in [2] ). Theorem 2.1. Let (λ, r), (µ, s) ∈ Λ, r = deg(r), s = deg(s), and j ≥ 0. Then,
Moreover, if Γ is finite and convex and (λ, r), (µ, s) ∈ Γ, then
Remark 2.2.
For the proof of the last statement of the above theorem in the case ℓ = 1 [9, Proposition 4.2], the authors of [9] refer to the proof of [7, Proposition 3.3] in order to show that the canonical map
is an isomorphism for all j ∈ Z + . This clearly follows from Proposition 1.8(c). It is worth remarking that the last statement of Theorem 2.1 (and its proof) remains valid without the assumption a[r] = 0 if deg(r) > 1. For partial information on the first statement of Theorem 2.1 (with ℓ = 1) without this assumption, see [14] .
A character formula
From now on we assume that wt(V) {0}. We also fix a subset Ψ ⊆ wt(V) satisfying
Remark 2.3.
It is proved in [21] that such subsets are precisely those lying on a proper face of the convex polytope determined by wt(V). A generalized version of this condition was considered in [14] for studying algebras a with nonzero graded parts at any degree (with ℓ = 1).
Consider the reflexive and transitive binary relation on P given by
where Z + Ψ is the Z + -span of Ψ. Set also
By [9, Proposition 5.2], ≤ Ψ is in fact a partial order on P and
Moreover, it induces a refinement of the partial order on Λ by setting
The next proposition was proved in [9, Lemma 5.5] for ℓ = 1 and the proof extends naturally to the present context (as usual, the details can be found in [2] ).
Proposition 2.4. Let Γ ⊆ Λ be finite and convex with respect to Ψ and assume that there exists (λ, r) ∈ Λ such that (λ, r) Ψ (µ, s) for all (µ, s) ∈ Γ. Then:
Henceforth, assume that Γ ⊆ Λ is finite and convex with respect to Ψ . Also, fix an enumeration of Γ compatible with Ψ .
Given r ∈ Z ℓ , set (−t) r := 
Remark 2.7. In [8, Theorem 2] the above theorem is stated to be true for all λ ∈ P + instead of for all (λ, n) ∈ Λ.
It is easy to see that the present hypothesis is used in the proof and, in fact, needed. The character formula given by this theorem is of recursive nature (see Example 2.15 below).
Generator and relations
In addition to (2.3) we now suppose that Ψ also satisfies
Example 2.8. Let V be the adjoint representation of g and, hence, wt(V) = R ∪ {0}. Given µ ∈ P + \ {0}, consider
It was shown in [7, Lemma 2.3] that Ψ(µ) satisfy (2.3) and it clearly satisfies (2.4) since it is contained in −R + . The relevance of the subsets of type Ψ(µ) will be explained below (see also [8, Section 3.6] ). ⋄ Given λ ∈ P + , r ∈ Z ℓ + , r ∈ Z + , define
Henceforth we fix (λ, r) ∈ Λ and set Γ = Γ Ψ (λ, r).
(b) The set Γ is finite and convex with respect to Ψ . In particular, P(µ, s) Γ is a finite-dimensional object of
Proof. Part (a) is a consequence of condition (2.3) (cf. [8, Proposition 2.2(i)])
. It is clear from the construction of Γ that it is convex. Since (λ, r) Ψ (ν, t) implies ν ∈ λ + Z + Ψ, the second condition in (2.4) together with part (a) implies that the set {(ν, deg(t)) : (ν, t) ∈ Γ} is finite. On the other hand, (λ, r) Ψ (ν, t) also implies that t − r ∈ Z ℓ + and, hence, Γ is finite. The second statement in part (b) then follows from Proposition 1.9. Part (c) is proved as in the ℓ = 1 case [8, Proposition 2.2(iii)].
We now prove the following generalization of [8, Theorem 1]. Theorem 2.10. For all (µ, s) ∈ Γ, the module P(µ, s) Γ is isomorphic to the a-module M(µ, s) generated by an element w of degree s satisfying the defining relations
Proof. Let v be a generator of P(µ, s) as in Proposition 1.6(b) and keep denoting by v its image in P(µ, s) Γ which is nonzero since (µ, s) ∈ Γ. We begin by showing that v satisfies the above relations for w. It evidently satisfies those in the first line. Suppose there exists ξ ∈ wt(V) \ Ψ and x ∈ V ξ such that xv 0 and choose ξ maximal (with respect to the usual partial order on P) with this property. The first condition in (2.4) and the maximality of ξ imply that ξ ∈ P + . The third condition in (2.4) implies that n + xv = 0. Indeed, given i ∈ I, we have
It follows that, µ+ξ ∈ P + and, since P(µ, s) Γ ∈ G[Γ], we conclude that that (µ+ξ, s+e i ) ∈ Γ and (µ, s) ≺ Ψ (µ+ξ, s+e i ). By the previous lemma, we then have (µ + ξ, e i ) ∈ Γ Ψ (µ, 0) which implies (µ, 0) Ψ (µ + ξ, e i ). Thus, by definition of Ψ , we have ξ ∈ Z + Ψ and ξ = ν m ν ν, where ν ∈ Ψ, m ν ∈ Z + and ν m ν = deg(e i ) = 1. Hence, ξ ∈ Ψ, yielding the desired contradiction.
It is clear from the definition of M(µ, s) that it is in G. Moreover, by the previous paragraph, we have a short exact sequence 0 M(µ, s) , the last part of the previous lemma implies that it suffices to show that M(µ, 0) ∈ G[Γ Ψ (µ, 0)]. So, for the remainder of the proof, assume that Γ = Γ(µ, 0) and, to shorten notation, write M = M(µ, 0). Thus, we want to show that
Choose a basis of a consisting of a Chevalley basis for g and bases for the weight spaces of V j , j = 1, . . . , ℓ. Set U(Ψ) to be the set of PBW monomials (in some order) formed by basis elements from ν ∈ Ψ V ν . A standard application of the PBW theorem implies that
This together with Lemma 1.1 clearly implies (2.5).
Corollary 2.11.
Proof. Part (a) is an immediate consequence of Theorem 2.10 and Lemma 2.9(c). Part (b) follows from (a) and Theorem 2.6.
Multigraded Kirillov-Reshetikhin Modules
Theorem 2.10 allows us to regard the modules P(λ, r) Γ as generalizations of the graded classical limits of Kirillov-Reshetikhin modules. Indeed, consider the particular case that ℓ = 1 and V = a + is the adjoint representation of g. For g of classical type, λ = mω i for some i ∈ I, m ∈ Z + , and Ψ = Ψ(µ) = Ψ(ω i ) or Ψ = ∅ (depending on i), it was shown in [11, 12] that the classical limit of the Kirillov-Reshetikhin modules can be described in terms of generator and relations which are "exactly" those given in the Theorem 2.10. Because of this we say that P(λ, r) Γ can be regarded as generalizations of the classical limits of KirillovReshetikhin modules. However, the original graded Kirilov-Reshetikhin modules are modules for the algebra a = g ⊗ C[t] which does not satisfy the hypothesis a[r] = 0 for r > 1 and this is why we have quotation marks on the word "exactly" above. In the next theorem, we show that, if a = g ⊗ A with g of classical type and A = C[t 1 , · · · , t ℓ ], then the a-module defined by such relations factors to a module for a certain quotient b of a and, as a b-module, it is isomorphic to P b (λ, r) Γ where P b (λ, r) Γ denotes the b-module constructed similarly to the a-module P(λ, r) Γ .
Notice that with the present hypothesis on a, we have wt(a + ) = wt(g) = R ∪ {0}.
We shall need the following lemma (see [4, Section 1] for details) where the hypothesis that g is of classical type is crucial. Lemma 2.12. Let β = i∈I m β,i α i ∈ R + (m β,i ∈ Z + ).
(a) If m β, j = 2 for some j ∈ I, then there exist β 1 , β 2 ∈ R + such that β = β 1 + β 2 and m β 1 , j = m β 2 , j = 1.
(b) If β is not simple and m β, j = 1 for some j ∈ I, then there exist β 0 , β 1 ∈ R + such that β = β 0 + β 1 and m β 0 , j = 0 and m β 1 , j = 1.
For i ∈ I, set
It follows that either Ψ i = ∅ or Ψ i = Ψ(ω i ). Assume that |I| = n and that I is labeled by the set {1, . . . , n} in the usual way. Then, given λ ∈ P + , set
is not a spin node} and
Also, for r ∈ Z ℓ , let N(λ, r) be the a-module generated by a vector v of grade r satisfying the defining relations
and (2.6)
Given m ≥ 0, set
A[r]
and
Theorem 2.13. Let λ ∈ P + , r ∈ Z ℓ , Ψ = Ψ λ , Γ = Γ Ψ (λ, r), and b = a/a 2 .
(a) a 2 N(λ, r) = 0. In particular, N(λ, r) factors to a b-module.
(c) If λ = mω i for some m ∈ Z + , i ∈ I, then N(λ, r) is isomorphic to the a-module generated by a vector v of grade r satisfying the defining relations
Proof. In order to prove part (a), we shall prove by induction on ht η that
It clearly suffices to prove (2.7) and (2.8) assuming that a and b are monomials.
Assume ht η = 0. If α ∈ R + \ −Ψ λ , (2.7) follows immediately from the second line in (2.6). Similarly, since 0 ∈ wt(a + ) \ Ψ λ , we also have (h ⊗ A 1 ) v = 0. Finally, suppose α ∈ −Ψ λ and write a = cd with c, d ∈ A 1 . By Lemma 2.12(a), there exist
λ−η with η 0, a j ∈ A \ {0} and γ j ∈ R + for j ∈ {1, · · · , s}. Then, for all x ∈ a 2 we have
The second summand vanishes by induction hypothesis. Similarly, since [x, x − γ 1 ⊗ a 1 ] ∈ a 2 , the first summand vanishes and part (a) is proved. N(λ, r) is a quotient of N b (λ, r) . For the converse, let I be the two-sided ideal of U(a) generated by a 2 . Then, U(b) U(a)/I. Let also N a be the left ideal of U(a) corresponding to the defining relations (2.6) and define N b similarly. Notice that I ⊆ N a and that N b = N a /I. It follows that we have isomorphisms of vector spaces
Finally, we prove part (c). Let N(λ, r) ′ be the module defined by the relations in part (c). Comparing these relations with those in (2.6) it is immediate that N(λ, r) is a quotient of N(λ, r) ′ . Conversely, to see that N(λ, r) ′ is a quotient of N(λ, r) , we have to prove that xv = 0 for all x ∈ (a 1 ) ξ , ξ ∈ wt(a 1 ) \ Ψ λ . Evidently, it suffices to prove that x
As before, it suffices to prove (2.9) with a being a monomial. Notice also that, for all α ∈ R + and monomial b ∈ A[n], we have: 
Since, by definition of Ψ λ , we have m α,i ≤ 1 for all α ∈ R + \ −Ψ λ , this completes the proof.
Remark 2.14. Theorem 2.13 remains valid when g is of exceptional type with restrictions on the support of λ once the appropriate definition of Ψ λ is given. For instance, for g of type E 6 , the result holds as long as λ(h i 0 ) = 0 where i 0 is the trivalent node (cf. [26] ).
In the case A = C[t], the graded characters of the modules N(λ, 0) with λ = mω i for some i ∈ I, m ∈ Z + , were studied in [4, 11] where it was proved that they coincide with certain graded characters for KirillovReshetikhin modules conjectured in [19] (where the grading comes from quantum considerations instead). If g is of exceptional type, one can take the module defined in part (c) of Theorem 2.13 as definition of N(mω i , r). However, parts (a) and (b) do not hold for all i ∈ I. For g of type G 2 and A = C[t], the graded character of N(mω i , 0) was studied in [12] . For more general λ, it was conjectured in [25] (see also [10] ) that the module N(λ, 0) is isomorphic to the graded classical limits of the associated minimal affinizations of quantum groups. Some particular cases of this conjecture were proved in [8, 25, 26] . The method used in [11, 12, 25, 26] to study the graded characters of N(λ, 0) becomes unmanageable as either λ or ℓ grow. However, the formula in Corollary 2.11(b) can be used for computing gch N(λ, 0) in a recursive manner as long as we are under the hypotheses of Theorem 2.13. We now give an example of this procedure. Notice that ch(V(ω 2 )) appears in (2.12) iff ℓ ≥ 2 while ch(V(ω 0 )) appears iff ℓ ≥ 3.
In order to prove (2.12), begin observing that A straightforward computation using the formulas for decompositions of tensor products of finite-dimensional g-modules shows that Using Theorem 2.6 for computing each of these terms as before and so on, one eventually obtains (2.12). We omit the details. ⋄ Remark 2.16. It is interesting to remark that the graded local Weyl modules do satisfy (2.11) for all λ, µ, ℓ with the graded local Weyl module in place of N(λ, 0) in the definition of c ℓ (λ, µ) (see [5] ).
