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The new series of Hadamard matrices is constructed. In particular, this paper 
proves the existence of Hadamard matrices of order 4q for a prime power q if there 
is an Hadamard matrix of order q - 1. 0 1991 Academic Press, Inc. 
1. INTRODUCTION 
The purpose of this paper is to show a powerful construction for 
Hadamard matrices and to obtain a new series of Hadamard matrices. An 
Hadimard matrix of order h is a square (1, - 1 )-matrix H that satisfies 
HH’= hl,,, where H’ denotes the transpose of H and I,, is the identity 
matrix of order h and a (1, - l)-matrix implies a matrix whose entries are 
only + 1 or - 1. The order of H is necessarily 1, 2, or is divisible by 4. It 
is conjectured that Hadamard matrices of order n always exist when n is 
divisible by 4. Many classes of Hadamard matrices are known; pertinent 
references may be found in [3, 121. Recently, Yamada showed the existence 
of Hadamard matrices of order 4q for a prime power q which is congruent 
to 1 modulo 8 [ 143. This is our motivation for this paper. At first, we shall 
construct Hadamard matrices of order 4p for a prime power p which is 
congruent to 1 modulo 4. We will next treat the extension of Hadamard 
matrices by Baumert-Hall array. Baumert and Hall [l] showed that if 
there exists a Baumert-Hall array of order t and a Williamson matrix of 
order II, then there exists an Hadamard matrix of order 4nt. To construct 
this extension, we do not need all properties of Williamson matrices. We 
shall pick out the necessary property and call it “A4-partition.” In 
Section 6, we shall show a new series of Hadamard matrices of M-partition. 
In Section 7, we will check the orders of Hadamard matrices smaller 
than 8000 by applying our theorems. There were 236 odd integers n in the 
list of Geramita and Seberry [3], for which the existence of Hadamard 
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matrices of order 4n were unknown. Although new Hadamard matrices 
were found by other authors since [3], there still remained 209 odd 
integers. Our construction will give 86 new orders 4n of Hadamard 
matrices. Hence there remain 123 odd integers as we shall show in 
Section 7. 
We shall next apply our construction to complex Hadamard matrices. A 
complex Hadamard matrix of order h is a square matrix H with entries 
from { 1, - 1, i, -i} such that satisfies H(iZ’) = hl,, where i = fl and Z!Z 
denotes the complex conjugate of ZZ. Using complex Hadamard matrices, 
we shall obtain Hadamard matrices of order 8q for many prime powers q 
in Section 6. 
2. NOTATION AND DEFINITIONS 
In this section, we shall explain the notation to be used in this paper. 
DEFINITION 1. Let R be a ring and t,, . . . . t, be elements of R. A matrix 
with entries from (ti, . . . . tn} is called a (ti, ,.., t,)-matrix. 
DEFINITION 2. Two matrices X and Y satisfying XY’ = YX’ are called 
“amicable.” We say that a matrix M is of “block form” if M is of the form 
[-i ,“I. Furthermore, if A and B are symmetric, then we call M of 
“symmetric block form.” 
DEFINITION 3. A C-matrix of order n is an n x n matrix C with diagonal 
elements 0 and all other elements + 1 or -1, which satisfies 
CC’ = (n - 1) I,,. Similarly, a &-matrix of order 2n is a 2n x 2n (0, 1, - l)- 
matrix D = (d,) which satisfies the following conditions: 
(a) di,i= 0 for all i= 1, . . . . 2n. 
(b) di,,+i=O, d,,+i,i=O for all i= 1, . . . . n. 
(c) DD’= (2n - 2) Zzn. 
Namely, both are orthogonal (0, 1, - l)-matrices and a C-matrix has the 
form 
[ 
0 
* 1”. 
+1 
0 
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and a C,-matrix has the form 
0 0 +1 .( Ikl 
*I’.. . 
0 . . . 0 [. 1 O’.,O . . . fl’.. Ikl )l 0 0 
Let M be a matrix of order m. The notation e(M) = s means that M has 
row and column sum s. Let J = J, be the m x m matrix whose entries are 
all 1 and Z,, 0 J, denote the direct product of Z, and J,, namely, the 
mn x mn matrix 
J 0 
. . [ I 0 J 
To simplify the notation, for four h x k matrices A, B, C, D and 16 h x k 
matrices X, (i, j = 1, . . . . 4), we will use the notation M(A, B, C, D) and 
M(X,) to denote the 4h x 4k matrices 
P-1) 
respectively. We say that M= M(X,) is of “M-partition” if X, are all 
square matrices and 
Xl1 = X2, = X3, = X, (say, = A), X,, = X,, = X3, = X,, ( = B), 
x,3 = x,, = x3, = x,, ( = C), x1, = AT*, = x3, = x4, ( = D), 
(that is, A4 has the form M(A, B, C, D)) and A, B, C, D are pairwise 
amicable. 
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3. PRELIMINARY RESULTS 
Since our construction will require C-matrices, we shall quote familiar 
examples of C-matrices. 
The most famous C-matrices were constructed by Paley [7]. 
THEOREM 1 (Paley). There exists a C-matrix of order q + 1 for every odd 
prime power q. 
The next result is due to Goethals and Seidel [4]. 
THEOREM 2 (Goethals and Seidel). Let q be a prime power and q z 1 
(mod 4). Then there is a C-matrix D = [-t i] of order q + 1 with R, S 
symmetric circulants of order i(q + 1). 
We slightly change the forms of the above C-matrices. 
LEMMA 1. Assume that there is a C-matrix D = [ -i i] of order 2m and 
m is odd. Then there is a C-matrix of the same order having the form 
(3.1) 
where F has zero diagonal and FG’= GF’. Furthermore, if R and S are 
symmetric, then so are F and G. 
Proof: Since [c -i] is also a C-matrix, we may assume that the (1, 1) 
entry of S is 1. Since D is orthogonal, we have 
RR’+SS’=(2m-l)Z,,, and RS’ = SR’. 
Putting M = R + iS with i = ,,6, we have 
Ma’=(R+iS)(R’-iS’)=RR’+SS’+i(SR’-RS’)=(2m-l)Z,, 
where i@ denotes the complex conjugate of M. We note that h4 has f i on 
the diagonals and + 1 + i elsewhere. In particular, (1, 1) entry is i. By 
multiplying - 1 or +i to rows and columns if necessary, we obtain an 
orthogonal matrix 
IV= (1 +‘i) e’ [ . 
(1 + i) e 
K 1 ’ 
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where diagonal entries of K are 1, - 1, i, or -i and the other entries are 
+ 1 + i. When R and S are symmetric, by multiplying - 1 or + i to rows 
and columns of M simultaneously (so that if row j is multiplied by c( then 
column j is also multiplied by tl with CI E { - 1, i, -i}) to keep the sym- 
metry, we may have that N is also symmetric (that is, N’= N). We note 
that the diagonal entries of N are i or - i in this case. Set K = F + iG, where 
F, G are (0, 1, -1)-matrices. When R and S are symmetric, G is a (1, - l)- 
matrix and F has zero diagonal. Since 
is orthogonal, 
(2m + l)Im+l =NNt=([ft ;]+i[Lt ;]) 
x([: J-f: J)’ 
Hence we have 
and 
Hence C in (3.1) becomes an orthogonal matrix. In particular, in the case 
where R and S are symmetric, C in (3.1) is the desired C-matrix. We shall 
therefore treat the case where R and S are not symmetric. Since C in (3.1) 
is orthogonal, we have 
O=Oe+eF’+ le+eG’= --e-eF’+Oe+eG’, 
which gives eG’ = 0 and eF’ = -e. Similarly, we have F’e’ = --et, G’e’ = 0 
and so e(G) = 0, e(F) = -1. By the definitions of F and G, C has exactly 
one zero entry in every row and in every column. Therefore, since the 
orders of F and G are even, the column sums e(G) = 0 and e(F) = - 1 mean 
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that G has no zero entries and F has exactly one zero entry in every row 
and in every column, respectively. If we interchange row i and row j and 
then row m+i and row m+j for 2<i, j<m, then C in (3.1) is still of 
block form and these permutations ensure that G is a (1, - 1)-matrix and 
C is orthogonal. We may therefore assume that F has zero diagonal, which 
implies that C in (3.1) is a C-matrix of order 2m. 
The next result is due to Szekeres [ 111. 
THEOREM 3 (Szekeres). Let q be a prime power an 
we have a C-matrix 
0 1 e e 
W 
-1 0 e -e 
q+1= -e’ -e’ A B 
-et e -B -A 
dr p z 3 (mod 4). Then 
(3.2) 
of order q + 1, with a circulant skew symmetric matrix A and a circulant 
symmetric matrix B. 
LEMMA 2. If there is a C,-matrix of order 2m and m is even, then there 
is a C,-matrix of the same order with the form 
(3.3) 
where Ei are all of order m - 1 and have zero diagonals. 
Proof: Let D be a C,-matrix of order 2m. By permuting rows and 
columns of D simultaneously, we have an orthogonal matrix 
where D, has [“, 81 on the main diagonals. By multiplying rows and 
columns by -1 and then permuting columns, the first three rows of D1 
may be put into the form 
0 0 1 1 1 ... 1 1 ... 1 1 *** 1 1 ... 1 
0 0 1 a 1 . . . 1 1 . . . 1 1 . ..- 1-l . ..- 1, 
11 0 0 1 . . . 1-l . ..- 1 1 . . . 1 -1 . . . -1 
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where a = kl. Let us suppose the number of columns of each type except 
the first four columns is X, y, z, w, respectively. Then since D, is 
orthogonal, 
x+z=y+w, x+w=y+z, and so z = w, x = y. 
Hence we have 
Since m is even and a = f 1, we have a = - 1. This argument implies that 
by multiplying rows and columns by - 1 then permuting rows and 
columns, Di can be written in the form 
‘0 0 1 1 1 1 1 1’ 
... 0 0 1 -1 1 -1 1 -1 
1 1 0 0 
l-l 0 0 kl 
1 1 0 0 
1 -1 0 0 
. . 
1 1 
.l -1 
+1 
0 0 
0 0. 
Rearranging the rows and the columns according to the order 
(1, 2: 3, 5, . . . . 2m - 1: 4, 6, . . . . 2m), 
respectively, we have an orthogonal matrix of the form 
0 Oe e 
0 0 e -e 
[ 1 
e’ e’ E, E2 ’ 
e’ -e’ E3 -E, 
where all Ei have zero diagonals. Then E in (3.3) becomes a C,-matrix. 
4. MAIN THEOREM 
In this section, we shall show how to construct an Hadamard matrix. 
Throughout this section, we assume that there are 32 (0, 1, -1)-matrices 
U, and Vii of order m for i, j = 1, . . . . 4 which satisfy the following condi- 
tions: 
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e( Vii) = 1 
U, + V, are (1, - 1 )-matrices for all i, j. 
for i= 1, . . . . 4 and e(U,,)=O for if j. 
Set 
T,= u&#; ;I+ V@[ -; -:I, 
We construct the 16 matrices X, of order 2m + 1 as follows: 
1 
xii = -e2m 
-Gil 1 for Tii i = 1, . . . . 4 
and 
Xg=[ef, F] for i#j. 
We note that by the above condition (4.1) we have 
Tii and X, are all (1, - 1 )-matrices. 
Now we set 
H= M(X,). 
Namely, H has the form 
H= 
. 1 -e 1 e 1 e 1 e’ 
-e’ T,, e‘ T,, e’ T13 e’ T,, 
-1 -e 1 -e 1 e -1 -e 
-e’ -T2, -e’ T 22 e’ Tz3 -e’ - T2, 
-1 -e -1 -e 1 -e 1 e 
-e’ -T,, -et -T,, -e’ L e’ G4 
-1 -e 1 e -1 -e 1 -e 
-e’ -T41 e’ T 42 -e’ -T43 -e’ T44 
where e = e2,,, . To simplify the notation, we set 
U=M(U,) and v = M( Vii). 
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(4.1) 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
(4.6) 
(4.7) 
(4.8) 
The purpose of this section is to show that H becomes an Hadamard 
matrix of order 4(2m + 1) under a simple assumption on U and V. 
This construction is very useful to obtain Hadamard matrices of 
M-partition. It follows from the next lemma that the matrix H = M(X,) of 
order 8m + 4 is of M-partition if the matrix M(T,) of order 8m is of 
M-partition. Moreover, since [: :] [ -i -: J = 0, T,j and T,i are amicable 
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if Uij, Uii and Vii, Vii are amicable, respectively. Consequently, we have 
that H = M(X,) is of M-partition if the two matrices M( U,) and M( V,) of 
order 4m are of M-partition. It is easily verified by a similar argument that 
H= M(X,) is of block form if both of M( U,) and M( Vii) are of block form. 
LEMMA 3. Let A, B, and C be m x m matrices with e(A) = 2 and e(B) = 
e(C) = 0. Set 
If A, B, and C are pairwise amicable, then so are Y, W, and Z. 
Proof. We calculate 
l-m e = 
e’ -J,+AB’ 1 
l-m e I[ l-m e 1 
I = 
e’ -J,+BA’ = e’ -J,+AB’ 
= WY’ 
and similarly YZ ’ = Z Y’, 
l+m e = e’ J,+BC’ 1 = ZW’. 
We can now state our main theorem. 
MAIN THEOREM. Let U = M( U,) and V= M( Vv) be a pair of 4m x 4m 
(0, 1, -1)-matrices satisfying (4.1) and (4.2). If they satisfy the equations 
UU’=M(Uij)M(Uii)*=(2m+ 1) Id,,,--2Z46J,,,, (4.9) 
VV’ = M( Vi,) M( Vv)’ = (2m + 1) Idrnr (4.10) 
then H = M(X,) in (4.7) becomes an Hadamard matrix of order 4(2m + 1). 
Furthermore, if U and V are of M-partition, then H is an Hadamard matrix 
of M-partition. 
ProoJ: We have already proved the last assertion. By (4.6) and the 
definition (4.7) of H, it is clear that H=M(X,) is a (1, - l)-matrix. There- 
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fore, it remains to be shown that M(X,) is orthogonal. Since the permuta- 
tion of columns and rows leaves this property unchanged, by taking out 
the first rows and columns of X,, H may be put into the form 
H= 
[ 
Ml, 1, 1, 1) M( --e, e, 6 e) 
M( -et, e’, e’, e’) M( TzJ 1 
of order 8m + 4, where e = e2,,,. Since e( Tii) = 2 and e( T,) = 0 for i # j by 
the assumption (4.2), 
M(1, 1, 1, l)M(-e’,e’,e’,e’)‘+M(-e,e,e,e)M(T,i)’ 
=2M(e, -e, -e,e)+2M(-e,e,e,e)=O. 
Namely, the first four rows of H are orthogonal to the other rows of H, 
(see Remark 1). On the other hand, by Definition (2.1) of M(A, B, C, D), 
we have 
and 
M(1, 1, 1, l)M(l, 1, 1, 1)‘=4Z,, 
M(-e,e,e,e)M(-e,e,e,e)‘=8mZ,, 
M( -e’, e’, e’, e’) M( -e’, e’, e’, e’)’ = 4Z,@ Jzm. 
Furtermore, we obtain 
+f: :I+ V@[ -: -:I)’ 
= ulJ%l[; ‘21, vvq -; -;I 
=((2m+l)Z,,-2Z,OJ,)@ : : [ 1 
2 -2 
+(2m+l)LO -2 2 [ 1 
=W+l)Z,,@ [ z ): 1 -2~,c3J5,8 1 2 2 2 2 1 
=(8m+4)Z,,- 4Z,OJ,OJ,=(8m+4)1,,-41,8J,,. 
Together these equations show that H is orthogonal. 
96 MASAHIKO MIYAMOTO 
Remark 1. The above argument is still valid for any Baumert-Hall 
array. Let 
L= 
1 e [ 1 e’ 0 
be a matrix of order m + 1 and set 
M=2Z,+,-L= 
[‘et i:]y 
where e = e,. By easy calculations, we have that L and M are amicable and 
Hence, for any Baumert-Hall array H(A, B, C, D) of order s, put 
K= H(M, L, L, L) so that we have 
KK’=Z,@(3LL’+MM’)=Z,@ 1 * 
Taking out the first rows and columns of L and M, we may 
into 
N-e, e, e, e) 
H(2Z,, 0, 0,O) 1 ’ 
Then 
transform K 
K K*= (4m+4)Zs 0 
1 1 0 ZsO (45, +4Z,n) 1 ’ 
We next replace H(2Z,, 0, 0,O) with a (1, - 1)-matrix [TV] of order mt, 
where TV is of order m for i, j= 1, . . . . t. Then above argument implies that 
if they satisfy the next condition, 
if TV replaces the place of 2Z,,,, 
otherwise, 
then every row of 
CWl, 1, 1, 1) W-6 e, e, e)l 
(a) 
is orthogonal to the rows of 
[H( -e’, e’, e’, e’) (T,)]. 
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Therefore, if we additionally assume the next condition, 
[Tij][Tii]‘+H(-e’,e’,ef,e’)H(-e’,e’,e’,e’)’=4t(m+1)Z,,~, (B) 
then the matrix 
[ 
ml, 1, 1, 1) W-e, e, e, e) 
H( -e’, e’, e’, et) (T,) 1 
becomes an Hadamard matrix. 
Remark. We show that the above construction is also true for a com- 
plex Hadamard matrix. In general, let R be a ring with the identity 1 and 
( - ) be an anti-involution of R satisfying a + b = ti + 6, 2 = 68, i = 1 for 
a, b E R. Such an anti-involution yields an anti-involution on the matrix 
ring M,(R), which is denoted by the same symbol. Let t,, . . . . t, be elements 
of R and U = M( U,) and V = M( Vij) be matrices of order 4m satisfying the 
following conditions: 
U, and Vii are all m x m matrices. (4.11) 
Uf Vare (tl, . . . . t,)-matrices. (4.12) 
e(UJ= 1 for i = 1, . . . . 4 and e(U,)=O for i#j. (4.13) 
THEOREM 4. Let U = M( U,) and V = M( Vu) be a pair of matrices of 
order 4m satisfying the conditions (4.1 l), (4.12), and (4.13). Zf they satisfy 
the equations 
and 
U~‘=M(U,)M(U,)‘=(2m+l)Z,,--2Z,@J,,, (4.14) 
VP’=M(V,)M(V,)‘=(2m+l)Z,,, (4.15) 
then M(X,) is a (1, - 1, tI, . . . . t,)-matrix and 
M(X,) M(X,)‘= 4(2m + 1) Zdrn. (4.16) 
Prooj Adding the anti-involution to the proof of Main Theorem, we 
have the desired proof. 
5. CONSEQUENCES 
In this and the next sections, we shall have several theorems, which are 
essentially corollaries of Main Theorem. In each case, we shall find a 
suitable pair of matrices U = M(U,) and V= M( V,) satisfying (4.1), (4.2), 
(4.9), and (4.10). 
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THEOREM 5. Let q- 1 (mod 4) be an integer. Suppose there is a 
C-matrix of order q + 1 and an Hadamard matrix K of order q - 1. Then 
there is an Hadamard matrix H of order 4q. Furthermore, if K is symmetric 
then H is of symmetric block form. 
Proof Let q = 2m + 1. Now by a theorem of Delsarte, Goethals, and 
Seidel [2], we can assume that the C-matrix of order q + 1= 2m + 2 is 
symmetric of the form 
c= 
[ 
0 e2m+l 
4m+l 1 D ’ 
where D has zefo diagonal. We now simultaneously permute rows and 
columns of D (so that if row i and row j are interchanged then column i 
and column j are also interchanged) to keep the symmetry and obtain an 
orthogonal matrix 
of order 2m + 2, where C, and C4 are symmetric. Since E is orthogonal, 
e-eCi--eCi=O=e-eCi+eCi and so eCi=O,eCi=e. Similarly, we 
have eC: = e. Consequently, 
e(C,)=e(C,)= 1 
Furthermore, we obtain 
and e(C,)=O (5.1) 
C,C~+C,C~=C~C,+C,C:=(2m+l)Z,,,-2J,,, and C,CZ-C2Ci=0. 
(5.2) 
Let 
be an Hadamard matrix of order q - 1 = 2m, where Ki are all of order m. 
Then 
and 
K,K;-K,K:=O, K,K;-K,K;=O, 
(5.3) 
K,K;+K,K;=K,K:+K,K:=4mZ. 
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So, in our theorem, if we choose 
and (5.4) 
then we have 32 matrices U,, V, (i, j= 1, . . . . 4) satisfying (4.1) and (4.2) by 
(5.1). Moreover, by (5.2) and (5.3) we obtain 
UU’=(2m+1)Z4m-2Z~QJ,,,, 1/V’= (2m + 1) Z,,. (5.5) 
Hence iY(X,,) in (4.7) becomes an Hadamard matrix of order 4(2m + 1) by 
Main Theorem. 
By the Paley’s construction of C-matrices (Theorem l), we obtain the 
result stated in the following corollary. 
COROLLARY 1. Let q be a prime power and q = 1 (mod 4). Zf there is 
an Hadamard matrix of order q - 1, then there is an Hadamard matrix of 
order 4q. 
We next have an Hadamard matrix of M-partition. 
COROLLARY 2. Assume that there is a C-matrix of order 4m + 2 having 
the form 
Zf there is an Hadamard matrix 
of order 4m, then there is an Hadamard matrix of order 4(4m + 1) and 
M-partition. 
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Proof: Since C and K are orthogonal, 
C,C;-CzC:=Q and K,K;-K,K; =O. 
Therefore, replacing C i, C,, K,, and K4 in (5.4) by C2, C,, K,, and K,, 
respectively, U= (U,) and V= ( Vii) in (5.4) become the desired matrices of 
M-partition. 
COROLLARY 3. If there are a C-matrix of order 4t + 2 and a symmetric 
Hadamard matrix of order 4t, then there is an Hadamard matrix of order 
4(4t + 1) and block form. 
Proof. Clearly, U in (5.4) is of block form. If K is symmetric, then V in 
(5.4) is also of block form. Hence H is of block form. 
THEOREM 6. Let m be an odd integer. If there is a C-matrix C= [ -,” z] 
of order 2m and a C,-matrix D of order 2m + 2, then there is an Hadamard 
matrix of order 4(2m + 1). 
Proof: Since C and C’ are orthogonal, 
AB*- BA’=O and A’B- B’A=O. (5.6) 
Since 2m + 2 is divisible by 4, by Lemma 2 we may assume that the 
C,-matrix has the form 
Oe 0 e 
E= 
e’ E, e’ E2 
e’ E, -e’ -E, 
Since E is orthogonal, we have 
eEi+eEk=Q=eEi-eEi, eE:-eEi=O=eE:+eE:, 
Eie’+ E:e’=O= Eie’- Eie’, Eie’-E:e’=O=Eie’+E:e’, 
and so 
eEi=eEi=eE:=eE:=Q, E:e’=E:e’=E:e’=E:e’=0. 
Consequently, we obtain 
e(E,) = e(E,) = e(E,) = e(E,) = 0. (5.7) 
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Furthermc we have 
EIE;-E,E:=O ElE;+E3E;=0, 
and 
E1E~+E,E~=E,E:+E,E:=2mI,,-25. 
So, in our theorem, if we choose 
r I 
U=vJ,)= -E’ 
L 
0 
-Ei 
and 
r A 
-B 
V=(V,)= -I 
L-1 
- 
0 EI Ez 
I E, -Ed 
-E; I 0 
E:O I 1 
(5.8) 
(5.9) 
B Z Z 
A I -Z 
I A’ B” 
I -B’ A’ 1 
then by Detinition 3 and (5.7), U, and V, satisfy (4.1) and (4.2). Moreover, 
U and V satisfy (4.9) and (4.10) by (5.6) and (5.8), respectively. These 
prove our theorem. 
COROLLARY 4. Assume that there is a C-matrix of order 2m and block 
form C = [ -t ,“] with symmetric A and B. If there is a C,-matrix 
Oe 0 e 
D= 
e’ D, e’ D, 
[ 1 0 e 0 -e e’ D, -e’ -D1 
of order 2m + 2 with symmetric D1 and D2, then there is an Hadamard 
matrix of order 4(2m + 3) and M-partition. 
Proof: Since D is orthogonal, e’e + D, 0: - e’e - D,Di = 0. Namely, 
D, and Dz are amicable. Moreover, since D, and D, are symmetric, Z, D,, 
and D2 are pairwise amicable. Hence, if we replace E,, E2, E3, and E4 in 
(5.9) with D,, D,, D,, and D,, respectively, then U in (5.9) becomes 
M(I, 0, D,, D2) of M-partition. Similarly, since A and B are symmetric, Z, 
A, and B are pairwise amicable. Hence V in (5.9) becomes M(A, B, Z, I) of 
M-partition. 
102 MASAHIKO MIYAMOTO 
6. HADAMARD MATRICES OF ORDER 8q AND 16q 
We shall apply Theorem 4 to complex Hadamard matrices and 
orthogonal matrices whose elements are units of Hurwitz quaternion ring. 
THEOREM 7. Assume that there are C-matrix C of order 2m + 2 and a 
complex Hadamard matrix Y of order 2m. Then there is a complex 
Hadamard of order 4(2m + 1). In particular, there is an Hadamard matrix of 
order 8(2m + 1). 
Proof: Let 
be the complex Hadamard matrix of order 2m then 
Y,Yi+ Y,Pi= Y,Fi+ Y,Fi=2mZ, 
Y, Y; - Y, Pi = 0, Y, P; - Y, Pi, = 0, 
(6.1) 
where all Yi are of order m and Pi denotes the complex conjugate of Yi. 
We divide the case into two parts. At first, we assume that m is even. In 
this case, as in the proof of Theorem 5, we can find (0, 1, - l)-matrices 
C,, CZ, C, of order m satisfying the following conditions: 
C2 is a (1, - 1)-matrix with e( C,) = 0. (6.2) 
Ci and C4 are symmetric and e( C, ) = e( C,) = 1. (6.3) 
C, , C, have 0 on the main diagonals and f 1 elsewhere. (6.4) 
C,C,+C,C~=C~Ca+CqC4=(2m+1)Z-2J and 
So, in Theorem 4, if we choose 
r cl c2 0 0 ’ 
U=(Uij)= L -c; Cd 0 0 
0 0 c 
1 
c 
2 
0 0 -c: Cd. 
and 
clc2-c2c~=o. 
(6.5) 
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then U, f Vij are all (1, - 1, i, -i)-matrices by (6.2), (6.3), and (6.4). 
Furthermore, we have 
UO’=(2m+l)Z,,-2Z,OJ,,, and VP’=(2m+l)Z,, 
by (6.1) and (6.5). Therefore, by Theorem 4, M(X,) in (4.7) is a 
(1, -1,) --)-matrix of order 4(2m+ 1) satisfying M(X,) M(X,)‘= 
Wm + 1) Lc2m+ 1jy which means that M(X,) is a complex Hadamard 
matrix of order 4(2m + 1). We next assume that m is odd. Now by multi- 
plying the rows and columns by - 1, we may assume that C has the form 
0 e 
1 1 -et D 
of order 2m + 2, where D has zero diagonal. By permuting rows and 
columns of D, we have an orthogonal matrix 
of order 2m + 2. Since E is an orthogonal matrix, 
O=(Oe-le+eCi+eCi), 0=(-le+Oe+eCi-eCi), 
and so eC i = e, eCi = 0. Similarly we have eC: = e, eCi = 0. Since E’E = 
(2m-l)L we also have Cle’=e’, C,e’=O, C,e’=O, and C4e’=e’. 
Consequently, we have 
e(C,)=e(C,)=l and e( C,) = e( C,) = 0. 
Since E has exactly one zero entry in every row and in every column and 
the orders of Ci are odd, C,, C, have no zero entries and Cz, C3 have 
exactly one zero in every row and in every column. By permuting rows 
of C-e’, -e’, C1, C,] and C-e’, e’, C,, C,], respectively, we have the 
following conditions: 
C, , C, are (1, - 1 )-matrices and e( C,) = e( C,) = 1. (6.6) 
C2, C3 have zero diagonal and e( C,) = e( C,) = 0. (6.7) 
C,C~+C,C~=C,C:+CqC:=(2m+1)Z-2J, c,c;=c*c:. (6.8) 
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In Theorem 4, if we choose 
and 
then U, and V, satisfy (4.12), (4.13), (4.14), and (4.15). Therefore, we have 
a (1, -1, i, -i)-matrix of order 4(2m + 1) satisfying (4.16), that is, a 
complex Hadamard matrix of order 4(2m + 1). The last assertion will be 
proved by the next lemma. 
LEMMA 4. There is an Hadamard matrix of order 2n and block form ij 
and only if there is a complex Hadamard matrix of order n. 
ProoJ: Let C= [ -$ ,“] b e an Hadamard matrix of order 2n and block 
form. Set D = f( 1 - i)(A + iB). Since C is orthogonal, AB’ - BA * = 0, that 
is, A and B are amicable. Since D has entries 1, - 1, i or -i and 
DD’= +(A +iB)(A’-iB’)= $AA’+ BB’+ i(BA’-AB’)) 
= $AA’ + BB’) = nl,, 
D is a complex Hadamard matrix. On the other hand, if D is a complex 
Hadamard matrix, then (1 + i) D is a (1 + i, 1 - i, - 1 + i, - 1 - i)-matrix. 
Set (1 + i) D = A + iB, where A and B are (1, - 1 )-matrices. Then since 
we have 
2nZ=(l +i) Db’(1 -i)= (A+iB)(A-iB)’ 
=AA’+BB’+i(BA’-AB’), 
AA’ + BB’ = 2nI and BA’ = AB’. 
Thus, C= [ -“B 2-J . is an Hadamard matrix of order 2n and block form. 
We next apply Theorem 4 to an orthogonal matrix whose entries are 
units of Hurwitz quaternion ring. Let R= Q + iC!! + jQ + kQ be the 
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rational quaternion field with the quatemion units 1, i, j, k such that 
i2=j2=k2= -1, ij= -ji=k, jk= -kj=i, and ki= -&=j. The anti- 
involution (-) is defined by (a+ ib + jc+kd)=a-ib- jc-kd. We take 
the Hurwitz quaternion ring Q, which consists of quaternions 
<=a+bi-cj+dk with a,b,c,deiZ, a=b=c-d (modl). Then the 
group G of units is of order 48 and has the normal subgroup 
H = { + 1, f i, f j, + k} of order 16. Moreover, we have 
Set 
LEMMA 4. There is an Hadamard matrix of the form M(A, B, C, D) and 
of order 4m if and only if there is an m x m matrix T with entries from 
H v H, satisfying TT’ = ml,,,. 
ProoJ Since M(A, B, C, D) is orthogonal, we have 
AA’+BB’-CC’+DD’=4m, AB’-BA’+CD’-DC’=O, 
AC’-CA’+BD’-DB’=O, AD’ - DA’ + CB’ - BC’ = 0. 
(6.9) 
Set T= $A + Bi + Cj + Dk)( 1 - i-j - k). The all entries of T are from 
HUH, and 
TT’=i(A+Bi+Cj+Dk)(l-i-j-k)i(l+i+j+k) 
x (A*- B’i- C’j- D’k) 
=~(AA~+BB~+CC~+DD~)+$AB~-BA~+CD’-DC~) 
+$(AC’-CA’+BD’-DB’)+$(AD’-DA’+BC’-CB’). 
=mI,. 
On the other hand, if T satisfies TT’ = ml,,, and its entries are all 
from H u H,, then K= $( 1 + i + j + k) T also satisfies KK’ = ml, and its 
entries are from H,uH,={(+l+i+j+k)/2). Set (l+i+j+k)T= 
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A + iB + jC + kD, where A, B, C, D are all (1, - 1 )-matrices. Then since 
Kf? = ml,,, , we have (6.9). Therefore, M(A, B, C, D) becomes an 
Hadamard matrix. 
THEOREM 8. Let p be an integer. Assume that there is a C-matrix of 
order p + 1. Zf there is an Hadamard of order 4(p - 1) having the form 
M(A, B, C, D), then there is an Hadamard matrix of order 16~. 
Proof. We obtain the (q - 1) x (q - 1) matrix T with entries from 
H u H, satisfying TT’ = (q - 1) Z,- I by Lemma 4. Replacing Y in the proof 
of Theorem 7 by T, we have the desired proof. 
7. EXAMPLES 
We check the orders of Hadamard matrices upto 8000. We have 86 new 
orders 4n, for odd integers n < 2000, of Hadamard matrices from the 
theorems which were unknown. 
(1) New orders obtained from Corollary 1. 
269, 373, 509, 733, 757, 773, 857, 941, 1109, 1213, 
1301, 1373, 1381, 1433, 1493, 1693, 1753, 1911, 1993. 
(2) New orders of Hadamard matrices of M-partition obtained from 
Corollary 2 to find new Hadamard matrices. 
73, 83, 89, 101, 103, 109, 113, 127, 149, 151, 
173, 193, 197, 233, 241, 277, 293, 349, 353, 397, 
409, 433, 509, 557, . . . . 
(3) New orders obtained from Baumert-Hall arrays and (2). 
219, 249, 267, 445, 515, 519, 581, 623, 657, 699, 
721, 723, 763, 803, 865, 913, 949, 959, 965, 979, 
985, 1043, 1047, 1059, 1079, 1133, 1157, 1165, 1199, 1205, 
1211, 1227, 1241, 1243, 1299, 1335, 1341, 1351, 1359, 1379, 
1385, 1387, 1397, 1411, 1465, 1469, 1507, 1513, 1527, 1557, 
1577, 1631, 1639, 1661, 1761, 1679, 1745, 1751, 1781, 1869, 
1903, 1909, 1921, 1937, 1957, 1963, 1985, . . . . 
Applying Theorem 7 and 8, we have the new list of the orders of 
Hadamard matrices smaller than 8000. To make this list we have also used 
the works [3, 5, 610, 13, 141. There remain the following 123 odd integers 
n (n < 2000) for with the existence of Hadamard matrices of order 4n are 
unknown. If an odd number n does not appear on the list, it means that 
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there is an Hadamard matrix of order 4n. When n appears on the list, the 
number t in a parenthesis next to n indicates that there is an Hadamard 
matrix of order 2%. (Compare with [3, Appendix K].) 
List of Hadamard Matrices 
107 (3), 163 (3), 167 (3), 179 (3), 191 (3), 213 (3), 
223 (3), 239 (4), 251 (3), 283 (3), 311 (3), 347 (3), 
359 (4), 419 (4), 443 (3), 463 (3), 479 (12), 487 (3), 
491 (4), 523 (3), 537 (4), 571 (3), 573 (3), 599 (4), 
631 (3), 643 (3), 647 (3), 653 (3), 659 (17), 669 (3), 
719 (4), 739 (4), 749 (4), 751 (3), 781 (3), 789 (3), 
823 (3), 839 (8), 853 (3), 859 (3), 907 (3), 917 (3), 
919 (3), 933 (4), 947 (3), 955 (3), 971 (4), 991 (3), 
1019 (4), 1031 (4), 1039 (3), 1051 (3), 1063 (3), 1087 (4), 
1103 (3), 1115(4), 1123 (3), 1169(4), 1177 (4), 1187 (3), 
1223 (8), 1255 (3), 1257 (4), 1259 (4), 1283 (3), 1291 (3), 
1303 (3), 1315 (3), 1319 (12), 1327 (4), 1349 (3), 1367 (3), 
1423 (3), 1427 (3), 1439 (12), 1441 (3), 1447 (4), 1451 (4), 
1471 (3), 1473 (3), 1483 (3), 1487 (3), 1491 (3), 1499 (16), 
1507 (3), 1509 (3), 1543 (3), 1559 (4), 1567 (4), 1571 (4), 
1579 (5), 1583 (3), 1589 (3), 1619 (4), 1633 (3), 1663 (4), 
1667 (3), 1689 (3), 1699 (3), 1703 (3), 1713 (4), 1719 (3), 
1747 (3), 1783 (4), 1787 (3), 1793 (4), 1795 (5), 1831 (3), 
1841 (3), 1847 (3), 1871 (3), 1879 (3), 1883 (4), 1893 (3), 
1907 (3), 1913 (4), 1915 (3), 1929 (4), 1949 (4), 1969 (4), 
1979 (4), 1981 (4), 1987 (4). 
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