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Polarizations in the Classical Groups 
Wim H. Hesselink 
Mathematisch Instituut, Rijksuniversiteit Groningen, Postbus 800, 
Groningen, The Netherlands 
1. Introduction 
1.1. Let G be a connected reductive group over an algebraically closed field k. It 
has an adjoint action on its Lie algebra g. Let P be a parabolic subgroup of G. 
Let U(P) denote its unipotent radical with Lie algebra u(P). An element x~u(P) 
is called a Richardson element of u(P) if d im(Gx)=2 dim(G/P). 
Lemma. Let xeu(P). 
(a) dim (G x) -< 2 dim(G/P). 
(b) x is a Richardson element of u(P) / f  and only if Px  is dense in u(P) and P 
contains the identity component Zo(x) ~ of the centralizer Za(x ). 
Proof. This follows from the inequality 
dim (G x) = dim (G) - dim (Z G (x)) __< dim (G) - dim (Zp (x)) = 
= dim (G/P) + dim (P x) ____ dim (G/P) + dim (u (P)) = 2 dim (G/P). 
1.2. Assume that g has only finitely many orbits of nilpotent elements. It is 
known that this assumption is fulfilled if G is a classical group or if the 
characteristic of k is good enough. 
Theorem (a) (Richardson [8, 11] (3.9)). Every parabolic group P in G has 
Richardson elements in u(P). 
(b) (Borho-Jantzen [3] (5.18)). Let P1 and P2 be parabolic groups in G. For 
i= 1, 2 let xi~u(Pi) be a Richardson element and let L i be a Levi factor of Pi. I f  L 1 
is conjugate to L a in G then x 1 is conjugate to x 2 under G. 
1.3. Conversely, let xeg be nilpotent. A parabolic group P in G is called a 
polarization of x if x is a Richardson element of u(P). The set of polarizations of 
x is denoted by Pol(x). 
Remark. So we only consider polarizations of nilpotent elements. A more 
general definition leads to questions which are usually first reduced to the 
nilpotent case, cf. the proof of [3] (5.16). The structure of Pol(x) is interesting for 
the infinite-dimensional representation theory, cf. [7] and [1] (6.3). 
218 W.H. Hesselink 
By (1.1) (b) the "'disconnected" centralizer A(x):=ZG(x)/Za(x) ~ acts on the 
set Pol(x). If P~Pol(x) its stabilizer Ap(x) in A(x) is equal to Ze(x)/ZG(x) ~ since 
parabolic subgroups are self normalizing, cf. [6] (23.1). 
Lemma. Let ~ be a conjugacy class of parabolic subgroups of G. I f  g~ c~ Pol(x) is 
non-empty then it is one single orbit under the finite group A(x). 
Proof Let P, P '6~ c~ Pol(x), say P'=int(g)P. Both x and g - ix  are Richardson 
elements of u(P). Their dense P-orbits in u(P) intersect, so there is peP with px 
=g- ix .  We ha~/e gp6ZG(x ) and U=int(gp)P. 
Corollary. Pol(x) is a finite set. 
Proof G has only finitely many conjugacy classes of parabolic subgroups. 
1.4. We shall describe Pol(x) for the classical groups: G=GI(n), or char(k)4=2 
and G=SO(n) or G= Sp(n). We verify Theorem(1.2) by hand. So it is natural to 
describe Pol(x) in the following steps. 
Step 1. Describe the conjugacy classes Y of the Levi factors of the elements of 
Pol(x). 
Step 2. Given class ~ of step 1, determine the classes ~ of parabolic subgroups 
with Levi factor in 5 ~ The number of classes N associated to ~ is denoted by 
No = No(50). 
Step 3. Given a class ~ of step 2, describe ~ ~ Pol(x) which set is an orbit under 
A(x), by a representative P ~  Pol(x) together with its stabilizer Ay(x) in A(x). 
The number of elements of ~Po l (x )  is denoted by N1 =NI(~). So N t is the 
index of Ap(x) in A(x), or equivalently of Zp(x) in ZG(x ). 
1.5. For the classical groups the finite group A(x) is always abelian. So the 
stabilizer Ap(x) is independent of the choice of P ~  Pol(x). It turns out that 
Ae(x ) only depends on the class Y. More precisely we obtain. 
Corollary (7.6). For i=1,2 let P(i)~Pol(x), say with Levi factor L(i). The 
following conditions are equivalent: 
(a) L(1) is conjugate to L(2) in G. 
(b) Apc1)(x)=Ap(2)(x  (or equivalently Zl,(1)(x)=Ze(2)(x)). 
(c) N 1 (P (1)) = N, (P (2)). 
Note that (b)~ (c) is trivial. The implication (a)~ (c) holds in general, cf. [4] 
(7.2). These results lead to the following conjecture for a reductive group G and 
a nilpotent element x e g. 
Conjecture. Let P(1), P(2)ePol(x) have Levi factors L(1) and L(2). Then L(1) is 
conjugate to L(2) in G if and only if Ze(1)(x ) is conjugate to Ze(;)(x ) in ZG(x ). 
1.6. The solution of the steps 1 and 2 is due to N. Spaltenstein, cf. [9] Section 5. 
His methods are sufficient o solve step 3 as well. We give a new proof and more 
explicit results. Finally we give tables for the groups of type B 2, B 3, B 4, C 2, C 3, 
C4, D4, D5, D 6. 
It is a pleasure to express our gratitude to Walter Borho and Hanspeter 
Kraft for a stimulating correspondence, many discussions and much hospitality. 
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2. Combinatorial Conventions 
N is the set of natural numbers 1, 2, 3 . . . . .  I f  V is a finite set, its cardinality is 
denoted by 4~ (V). If x is a real number  [xl  denotes the largest integer < x. 
We define a partition 2 to be a finite subset of N 2 such that if (p, q) ~ 2 and 
i<p and j<q  then (i,j)6).. So we identify a partit ion with the corresponding 
Young diagram. If 2 is a partit ion we define. 
[).[ = ~ ().), 2 j=  ~ {il(i,j)6).}, . ).~= ~ {jl(i,j)6).}. 
A partit ion 2 is determined by each of the non-increasing sequences 2, and 2*. 
Clearly L).I = ~ 2j = ~ h i. One verifies that 
j i 
Z ( J -  1) 2j =Z 89 2~- 1). (2.1) 
j i 
If (Pl . . . .  , Ps) is a finite sequence in N we define the partit ion 
2=ord(p l ,  ..., Ps) by 2 j= #{ilp~>j}. Then ) . l=s  so that 2s>0=2 s+l. There is a 
permutat ion a of {1, ..., s} such that 2~=p~0 for 1 <iNs. In particular 121--~ p,. 
For  a partit ion 2 we define N().) to be the number of sequences (Pl . . . . .  P~) 
with ) .=ord(p l  . . . .  , ps). Since the above permutat ion a is unique up to multipli- 
cation by elements of the stabilizer of (21 .. . .  , ).~) we have 
N (4) = ).1 ~ I~ ((~i - ).i + 1)~)-1 (2.2) 
i__>1 
Let G be a reductive group. We define b(G)=dim(G/B) where B is some 
(any) Borel group of G. If  P is a parabol ic subgroup of G with Levi factor L then 
we have 
dim (G/P) = b (G) - b (L). 
For reference below we note the formulas 
(2.3) 
b(G1 (n)) = 89 1) 
b(Sp (n)) : 89 1) + [89 
b(SO (n)) = 89189 - 1) -  [89 n]). 
(here n is even) 
(2.4) 
3. The General Linear Group GI (n) 
3.1. Let V be a vector space over the algebraically closed field k with dim(V) 
=n.  Let G be GI(V). Its Lie algebra g is identified with End(V). Let x6g  be 
nilpotent. The endomorphism x has a Jordan normal form. So there is a 
partit ion 2 with 121=n and a Jordan basis of V consisting of vectors e(i,j), 
(i, j)~2, such that xe( i , j )=e( i - l , j )  if i>1,  and xe(1,j)=O. I f  m>0 then 
dim(Im(xm)) = ~ 2/. So the partit ion 2 of x is unique. G acts on g by Ad(g) x = 
i>m 
gxg -~. It is clear that nilpotent elements x and y of g are conjugate under G if 
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and only if they have the same partition. The centralizer Za(x ) of an element 
x e 9 is open in the linear space {y e End (V)lyx = xy}, and hence connected. 
3.2. A (partial) flag F in V is a sequence of subspaces (F o ..... Fs) with F o =0, Fs 
= V and F i_ 1 cFi,  Fi-x#:Fi for 1 < ins.  Its type is the sequence (p~ .... , p~) given 
by p~ = dim (FI/F i_ 1). Its stabilizer P consists of the g ~ G with g Fi = F~ for 0 _< i< s. 
Now P is a parabolic subgroup of G. Every parabolic subgroup P of G is the 
stabilizer of a unique flag. The type of its flag is called the flag type of P. 
Parabolic subgroup of G are conjugate if and only if they have the same flag 
type. 
Let P be the stabilizer of the flag F=(F  o ..... F~). Its unipotent radical 
consists of the elements geP  with (g - i )  F~cFi_ 1 for 1 <iNs. So u(P) consists 
of the xeEnd(V) with xF~F~_t  for l<i<_s. If we choose factors L~ with 
Fi = Fi_ ,@Li then 
L= SI(p ) 
i=1 i=1 
is a Levi factor of P. So parabolic subgroups P and Q of G with flag types 
@1 .... ,Ps) and (ql .... .  qt) have conjugate Levi factors if and only if 
ord (Pl .... , Ps) = ord (ql ..... qt), cf. Section 2. 
3.3. Theorem. Let x e g be nilpotent with partition 2. 
(a) The element x has a polarization P with flag type (Pl ..... Ps) if and only if 
2=ord(p l ,  ...,p~). In that case P contains Za(x) and is unique. 
(b) The element x has N() 0 polarizations. All its polarizations have conjugate 
Levi factors, isomorphic to 1-[ G1 ()]). 
i>=1 
Proof. Although this is known, cf. [9] (5.3), we indicate a proof as a preparation 
for the other classical groups. 
Assume 2=ord(p 1..... p~). We construct a flag F=(F  0 .. . . .  F~) with flag type 
@l,...,Ps) such that xFicFi_ 1 for l<_i<_s. Put P=Pl and m=2p-1  and F 1 
--Ker(x)c~Im(xm). If e(i,j), (i,j)~2, is a Jordan basis of V with respect o x, cf. 
P 
(3.1), then F I= ~ ke(1,y). It follows that dim(Fi)=pl .  The induced endomor- 
phism x' of V/F 1 has partition # given by/~i = 2 i -1  if j <p, and/~ = 2j if j >p. 
One verifies that #=ord(p' l  . . . . .  P'~-I) where p'~=p~+t. By induction we may 
assume the existence of a flag F'=(F~ ... . .  Fs' 1) in V/F~ of type (P'I . . . . .  P;-1) 
such that x'F;cF[_ 1 for l< i<_s-1 .  Writing FI=F~+I/F ~ we obtain a flag F 
which satisfies the requirements. Let P be the stabilizer of F. Then we have 
x 6u(P). Using the formulas (2.3), (2.4) and (2.1) we obtain 
2 dim(G/P)=n 2-n -  2 ~ ( j -  1) 2j. 
It follows that 2 dim (G/P)= dim (Gx), as calculated for example in [5] (3.8). So P 
is a polarization. Since Z~(x) is connected P contains Zc,(X). Alternatively this 
may be verified by the induction. 
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By the conjugacy of the parabol ic subgroup of a given flag type, it follows 
that every parabol ic subgroup, say with flag type (ql,...,qt), is the above 
constructed polarization of some nilpotent element with partit ion ord (ql . . . . .  qt)- 
By the P-conjugacy of the Richardson elements of u(P) this proves part (a). Part 
(b) follows immediately. See Section 2 for the definition of N(2). 
Remark. In the proof  we had to verify (1.2) (a) by hand. The assertion (1.2) (b) 
follows also. 
4. The Symplectic and the (Special) Orthogonal Group 
We treat these groups in a unified way, cf. [10] p. 253 and [5] (3.1). 
4.1. Conventions. All congruences are modulo 2. We fix a number e equal to 0 or 
1. The field k is algebraically closed and of characteristic =~ 2. Let V be a vector 
space over k with dim(V)=n. Let cp: V• V~k be a non-degenerate bilinear 
form satisfying 
~o(vl,v2)=(-lY~o(v2, O vl,v2~V. 
Remark. (a) So n-=0 if 5=1. (b) All forms q~ are equivalent. 
The group H =H(V, ~p) consists of the elements g ~ G1 (V) which preserve the 
form ~o. The group G = G(V, q~) is the identity component  of H. It consists of the 
elements of H with determinant 1. The common Lie algebra g of G and H 
consists of the dements  x ~ End (V) satisfying 
(~O(XI)l,U2)-]-qg(U1,X1.)2):O /)1, /)2 E V. 
The groups G and H are reductive of rank l=[89 Their types, Dynkin 
diagrams and classical names are as follows. 
1 2 l -1  l 
n~=l  C z o o - - . .  o .'. o :  
1 2 l -1  l ] 
n~e=O B l o o- - - .  o > o 
1 2 1-21..~..~01-1 
n=~=O D z o o O~o ~ 
G = H = Sp (n) 
G = SO (n ) .H  = O (n). 
4.2. We can choose a basis e I . . . . .  e, of V such that r e j )+0 if and only if i+j 
= n + 1. The torus T in G with weight vectors e 1 . . . . .  e, is maximal. Let 21 . . . . .  2, 
be the corresponding weights. They generate the character group X(T) and are 
subject to the relations 2 i + 2, + 1 - ~ = 0, and 2 z + 1 = 0 if n = 2 1 + 1. 
The root system <b=~(G, T) consists of the differences 2 i -2  j with i:t:L and 
i+j+n+l if 5=0. The simple roots e l , - . - ,  ~l are chosen ai=2i--21+ ~if 1 <i<l, 
Ch=2Z- -2 l+ l=( l+e)2 l  if n~e, and Ch=2l_1--21+1=21_1+21 if n--e=O. Their 
numbers correspond to the numbers in the above Dynkin diagram. 
Remark. (a). Assume n=e=O. Let rEH be the reflexion given by tel=el if 
i~ {l, l+ 1}, and tel = el+l and rel+l= el. This reflexion interchanges the roots e~-i 
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and c h. The group H is generated by r and G. (b) If n ~a e = 0 then H is generated 
by G and - id ,  which element usually acts trivial. 
4.3. A flag F=(F0,  ...,F~) in V is called isotropic if Fi• for O<i<_s. Let 
1 s (Pl . . . .  ,p~) be its type, cf. (3.2). It satisfies Pi=Ps+~-~ for l<_i<_s. Put t=ET ], 
and q=0 if s=2t ,  and q=pt+l  if s=2t+l .  Clearly q-=n. One verifies the 
existence of a basis e~, ..., e n of V such that 
q~(ei, es)+O<=> i +j=n + 1, 
Fj=2kei, 1 < i< dim (Fj). 
We assume that this is the basis of (4.2). Consider the full isotropic flag F' 
J 
=(Fo, ..., F,') given by Fj = ~ ke~. Let P and B be the stabilizers in G of the flags 
~=1 
F and F', respectively, cf. (3.2). The group B is the Borel group of G correspond- 
ing to the basis a s .... , a t of ~. So P is some standard parabolic group P~, cf. [6] 
(30.1). 
We say that the flag F is not admissible if there is a P-invariant subspace F' 
and an index j with F j~F'~F~+~ and F~+F'4=Fj+~. 
Lemma. (a) The flag F is admissible if and only if ~ = 1 or q 4= 2. 
(b) Assume that F is admissible. Then P=PI where I consists of the indices i
with 1 < i <_ l and i 4= dim (Fi) for all j. 
(c) Every parabolic subgroup of G is the stabilizer of some admissible isotropic 
flag. 
Proof. (a) and (b) are left to the reader. (c) Every parabolic subgroup is conjugate 
to some P1 with I c{1  ... .  , I}. By Remark (4.2) (a) we may assume that n~e or 
that I -1  ~I  or that I~I. By (a) all such sets t occur in (b). 
4.4. By Lemma (4.3)(b) the type (Pl . . . . .  p~) of an admissible isotropic flag with 
stabilizer P is a well defined invariant of P. It is called the flag type of P. 
Lemma. Parabolic subgroups in G are conjugate under the action of H if and only 
if they have the same flag type. The class of parabolic subgroups of G with flag 
type (Pt . . . . .  ps) splits into two conjugacy classes under the action of G if and only 
/f e=0 and s=2t  and Pt>2. 
4.5. Let F=(F0,  ..., F~) be an admissible isotropic flag of type (Pl .... ,Ps)- Let P 
be its stabilizer in G. Let L be a Levi factor of P and let S be the radical of L. So 
S is a maximal torus of the radical of P and L is the centralizer of S in G, cf. [6] 
(30.2). Consider the weight space decomposition V= ~ V(Z ) of V with respect o 
S. For coaX(S) we have 
v(~/= ~ v(z). 
Zt  -r 
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The group L consists of the g s G with g V(Z ) = V(Z ) for all Z e X(S). One verifies 
that X(S) has a basis Z1 . . . . .  L where t= [89 such that 
t 
v = v(o)| y~ (v(z3 | v ( -  z,)), 
i=1  
J 
Fj = ~ V(zi) if j < t. 
i=1  
We may identify 
L = G(V(0), q~l V(0)) x lLI G1 (V(z,)). 
i -1  
In the notations of (4.3) we have 
p~=dim(V(zi) ) if i<__t, 
q = dim (V(0)). 
We put v=ord(p~,  ...,Pt), cf. Section 2. The pair (v; q) is called the type of L, or 
the Levi type of P. 
Remark. I f  5=0 then d im(V(0))+2,  since SO(2) is a non-trivial torus, see 
Lemma (4.3) (a). 
4.6. An integer q is called admissible if q>0,  and q-n ,  and q+2 if e=0.  We 
define Lev(n) to be the set of pairs (v; q) such that q is admissible and v is a 
partit ion with n =q +2 Ivl. 
Lemma.  (a) Lev(n) is the set of the Levi types of the parabolic subgroups of G. 
(b) Levi factors of parabolic subgroups of G are conjugate under the action of 
H if and only if they have the same type. 
(c) The class of Levi factors of a given type (v; q) splits into two conjugacy 
classes under the action of G if and only if q = e = 0 and v i= 0 for all i. 
(d) The number of conjugacy classes ~ of parabolic subgroups of G with given 
Levi type (v; q) is equal to N(v) if q+e=>l,  and to (1 +v~av2)N(v) if q=e=0.  
Proof. (a) and (b) are immediate. (c) Choose a Levi factor L of type (v; q). The 
class splits if and only if H + G and the normalizer N of L in H is contained in 
G. The first condition is equivalent o e = 0. The normalizer N is generated by L 
and H(V(O), ~o[ V(0)) and some standard mappings interchanging weight spaces 
V(+_Z~), l<_i<_t. We have H(V(O),cplV(O))cG if and only if q=0.  All in- 
terchanging mappings have determinant 1 if and only if v ~--- 0 for all i. 
(d) N(v) is the number  of types (Pl . . . . .  Ps) of isotropic flags in V such that v 
= ord(p~ .. . .  , Pt) where t = [ 89 cf. Section 2. By Lemma (4.4) this settles the case 
q +e > 1. Assume q =e = 0. By (4.4) the required number is equal to 2N(v) -N '  
where N'  is the number  of sequences (p~ .. . .  , Pt) with pt = 1 and v = ord (PI ..... Pt). 
If v i =]12 then N '=0.  If  v 1 >1)  2 then N '=N(Q where z is the partit ion given by 
z i=v  1 -1  and zj=vj for j>2 .  By (2.2) we have 
N(~) = v;  ~(v~ - v9 N(v). 
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5. Nilpotent Elements 
5.1. Let x~g be nilpotent. By (3.1) there is a unique partition 2 and a Jordan 
basis e(i,j), (i,j)~2, such that xe( i , j )=e( i - l , j )  if i>1 and xe(1,j)=O. By [-10] 
page 259, this basis can be normalized such that we have q)(e(i,j), e(p, q))+-O if 
and only if i+p=2j+ 1 and q=fl(j), where fl is some permutation of {1 .. . . .  21}. 
By the symmetry relations of (4.1), if follows that fiE =id and 2~(j)=2j, and that 
/~(j) ~ j  whenever 2j ~ e. Using Remark (4.1)(b) one verifies that any permutation 
fl satisfying these conditions can be used for x. 
Let Pan(n, e) denote the set of the partitions 2 such that 12l =n and that the 
number 4~ {jl2j=m} is even for every mEN with m~.  Again using Remark 
(4.1) (b) we obtain 
Lemma. (a) A partition 2 is the partition of some nilpotent element x ~ g if and 
only if ,~ ~ Pan(n, ~). 
(b) Nilpotent elements x and y of g are conjugate under H if and only if they 
have the same partition. 
5.2. Let x E g be nilpotent with partition 2 and normalized Jordan basis as in 
(5.1). We put mi=Ker(x)c~Im(xi-1). The vectors e(1,j) with l< j<2 i form a 
basis of M~, so that dim(M~)=2( One verifies the existence of a unique bilinear 
form (Pi on M~ such that q)i(v, v')= (p(v, v") if v, v'E M i and v'= x i- 1 v". This form 
satisfies 
qOi(Vl,V2)=(--1)i-l+~q)i(V2, l) if v l ,v2eM i. 
One verifies that M~+ 1 is the kernel of the form ~o i on M~. So there is an induced 
non-degenerate bilinear form r on M]M~+I. Let C~--H(M]M~+ 1, (P'i) be the 
corresponding orthogonal or symplectic group, cf. (4.1), The canonical mor- 
phism 
ZH(x)-~ [I c~ 
i 
is surjective. Its kernel is connected. If 2~=2 r or i -e ,  the group C i is 
connected. If 2r ~+~ and i~e then Cr is an orthogonal group with two 
connected components. Compare [10] page 261. 
5.3. Consider the finite groups A(x)=ZG(x)/Z~(x) ~ and A'(x)=ZH(x)/ZH(X) ~ cf. 
(1.3). We have A(x)cA'(x). By (5.2) the group A'(x) is abelian and all its 
elements have order 2. We may consider A'(x) as a vector space over IF 2 with a 
basis indexed by the pairs (i, 2 ~) such that 2i>2 r and i~e. This index set is 
equal to the set of pairs (2j, j) such that 
jeB(A)= {jeNI)~j> s I, 2j ~e}. 
So we may identify 
A' (x) = {a 6 IF~ [j r B (2) ~ aj = 0}. 
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If e=l  then G=H so that A(x)=A'(x). If e=O the group G consists of the 
elements g~ H with determinant 1. In general we obtain 
A(x)= {aalF~ljCB(2)~aj=O; e=0~a~=0}.  
Remark. Assume, as we may, that the normalization of (5.1) satisfies fl(j)=j if 
and only if 2j@e. For men with 2,,@e we define the reflexion r(m)~Zn(x ) by 
r(m)e(i,j)=e(i,j) if m4=j, 
r(m)e(i,j)=-e(i,j) if m=j. 
The image of r(m) in A'(x) is the vector r'(m) with r'(m)j= 1 if and only if 
2,.= 2j> 2j+ 1. So the vectors r'(j) with jsB(2) form a basis of A'(x). Compare [9] 
(3.2), (3.9), (3.14). 
5.4. Corollary. Let x ~ g be nilpotent with partition 2. The G-orbit of x is unequal 
to the H-orbit of x if and only if e=0 and B(2) is empty. In that case the H-orbit 
of x consists of two G-orbits. 
Proof. This is the only case where G#:H and A(x)=A'(x). Compare [10] 
page 264. 
6. Combinatorics 
6.1. Let Pal(n, q) denote the set of partitions n such that n j-= 1 if j__< q, and n j--0 
if j>q. We define the set Pal(n) to be the (clearly disjoint) union of the sets 
Pai(n,q) with q admissible, cf. (4.6). We identify the set Lev(n) of (4.6) with 
Pal(n) using the bijection (v; q)~-~n given by 
n j=2v~+l  ifj<=q, nj=2vj i f j>q .  (*) 
So we write (v; q)=n if (*) holds. 
Remark. If P is a parabolic group with flag type (Pl .. . . .  Ps), cf. (4.4), we have thus 
identified its Levi type (v;q) with the partition n = ord(pl,---, Ps)- 
6.2. The set Pan(n,e) is defined in (5.1). We define the Spaltenstein mapping 
S: Pai(n)~Pan(n, e)as follows. If n~ Pal(n), put 
I(n)={j aNIj~-n, nj=-e, 7r, j~7"Cj+ 1 +2} 
and let the partition 2=S(n) be given by 
2 i=n J -  1 if jaI(n), 
)~j=nj+ 1 if j -  l~I(n),  
2j = n~ otherwise. 
It is clear that 2 is a partition with 121 =n. In (6.4) we verify that 2~ Pan(n, e). 
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6.3. Lemma. Let ne Pai(n, q), q admissible, and 4:S(n). 
(a) Assume 4j@nj. Then/~j=n~+(- 1) "-~. We have j<q if ~ :  1, and j>q if e 
= O. In either case nj =- e ~ 4j. 
(b) # {jl2j=l} =q+2(-1)~#l(rc). 
(c) I f  j~n  and 4j>4j+ 1 then 2j==-4j+1~_e; if n -1  then 21~e. 
Proof. (a) Since q=-n we have q~I(n). (b) follows from (a). 
(c) Let j~n  and 4j>4~+ 1. It follows from (a) that nj>n~+ 1. Since j~:q we 
have nj-=rcj+l, so that n j>n j+ l+2.  If nj----e then jeI(Tz) and the assertion 
follows. If nj ~ ~ then j ~ l(n) and again the assertion follows. Assume n = 1. Then 
=0 by Remark (4.1)(a), and q =~0. It follows that n 1 = 1 and that 41 =n 1. 
6.4. For a partition 2 with 141=n we consider the condition C(2): if j~_n then 
2j--4j+ 1. 
Lemma. The assertion (6.3)(c) holds if and only if C(2) holds and 2e Pan(n, e). 
The proof may be left to the reader. 
6.5. For a partition 2 with [2[ =n we define 
J(4)= {j[4j=e} ~ {j, j+ 1 ]j=-n, 4j= 4j+ 1}, 
j l (4)=sup {j~J(2)[4j = 1} (possibly - ~), 
Jo (4) = min {j ~ J (4) [ 4 j -  0}. 
Proposition. Let q be an admissible integer and 4E Pan(n, e). 
(a) The restriction S: Pal(n, q)--+ Pan (n, e) is injective. 
(b) We have 4 ~ S(Pai(n, q)) if and only if C(4) holds and Jl (4)< q <jo(4). 
(c) We have 4~S(Pai(n)) if and only if C(4) holds and jl(4)<jo(4). 
Proof. (a) follows from (6.3)(a). 
(b) Assume 4=S(n) with n~Pai(n,q). Condition C(4) holds by (6.3) (c) and 
(6.4). If j -n  and 4j=4j+ 1, then 4j>=nj_>nj+l~4j+ 1 so that 4j=nj  and 4j+ 1 
=nj+ 1. Together with (6.3)(a) this proves that 4j=nj whenever jsJ(4). This 
implies Jl (4) < q < jo(4). 
Assume that C(4) holds and that jl(2)<q<jo(4). Let n, be the unique 
sequence in 2~ with n j=4 j - ( -1 )n - j f j  where fij~ {0, 1} such that n j -1  if and 
only if j<  q. The inequality implies that nj= 4 i whenever j e J(4). 
If 4j>=4j+l+2 then 7Zj~TZj+ 1. If 4j=4~+1+1 , then jeJ(2) or j+ l  6J(2), so 
that nj>nj+ 1. If j=-n and 4~=4j+ 1, then jEJ(4) and j+ le J (4 ) ,  so that zcj 
= rcj+ ~. If j ~ n then nj > 4 j -  4)+ 1 > n j+ 1. So the sequence n, is non-increasing. 
If 4j = 0 then n~ = 0 for all i >j. This proves that 7z, defines a partition n. 
I f j~n  then 4j-4j+~ and ~j-nj+ 1, by C(4) and q-n.  It follows that n j=4j+l  
if and only if nj+ 1=4J+ 1 -  1. Using that n=l  implies e=0, one proves that 
n 1 :# 41 -1 .  It follows that In[ = 141 =n, so that n e Pai(n, q). 
Moreover it now suffices to prove that j e I(n) if and only if rcj = 4j + 1. By the 
last paragraph, ny=4j+ l  implies jeI(n). Assume jeI(n) and 7zj:#4j+l. We 
have j~en and n~=e and 7zj>nj+l+2 and 7z2=4 j and nj+l=4j+ 1. Condition 
(6.3) (c) holds by (6.4), so that nj = 4j $ e, a contradiction. 
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(c) Assume that C(2) holds and that jl(2)<jo(2). It remains to show the 
existence of an admissible integer q with j~(2)<q<jo(2 ). If ~=1 then n -0  and 
either j l (2)= -oe  or j l (2 ) -n  by (6.3)(c), so that we may use q=0 or q=ji(,~) 
respectively. Assume e = 0. By (6.3) (c) we have jo(2) % n. If jo(2) =t= 3 we may use q 
=jo(2)-1.  If jo(2)=3 then n---0 and j1(2)= -oe  so that we may use q=0. 
6.6. Lemma. Assume e=0. Let (v; q)=~ze Pal(n) and 2=S(~). 
(a) The set B(2) of (5.3) is empty if and only if q =0 and 2=n,  if and only if q 
= 0 and v i= - 0 for all i. 
(b) We have q>0 /f and only if there is jeB(2) such that j(~I(n) and 
j - -  lr 
The proof is left to the reader. 
7. The Main Theorem 
7.1. Let x e g be nilpotent with partition 2, cf. (5.1). We use the description of its 
disconnected centralizer A(x) given in (5.3). Let ~z =(v; q) be an element of Pai(n), 
cf. (6.1). Let Pol (x, zc) denote the set of polarizations P of x with Levi type (v; q). 
The Spaltenstein mapping S is defined in (6.2) and analysed in (6.5). If 2=S(zc), 
we put 
u= =~I(~)= 89 4~ {jl2j=l}), cf. (6.3)(b). 
Theorem. (a) Pol(x, ~) is non-empty if and only if 2=S(~z). 
(b) I f  P e Pol (x, re) its stabilizer Ap (x) in A (x) consists of the elements a e A (x) 
with aj = a j+ 1 whenever j ~ I(~). 
(c) Levi factors of elements of Pol (x, re) are conjugate in G. 
(d) I f  2=S(zc) then Pol(x, ~) consists of N o conjugacy classes under A(x) each 
consisting of N 1 polarizations where 
No=N(v ) and Nl=2" if q+e>l  or B(2) is empty. 
No=( l+v; lv2)N(v)  and N1=2 "-1 if q=e=O and B(2) ~.  
7.2. Lemma. Let P be a parabolic subgroup with Levi type (v; q)=~z. Assume that 
2 = S(~). Then dim (Gx) = 2 dim (G/P). 
Proof. Let L be a Levi factor of P. By (2.3), (2.4) and (4.6) we have 2dim(G/P) 
= 2 b(G) - 2 b(L) where 
2 b(L) = ~, vi(v ~- 1) + 89 1)-  ( -  1) ~ [89 
= ~, 89 ~- 1) - ( - -  1)~ [89 
By [5] (3.8) we have dim(Gx)=2b(G)-7~(2 ) where 
7~(2) =~ ( j -  1)2~--(- 1)~[89 # {Jl2j = 1}]. 
Now the result follows from (2.1) and (6.3)(b). 
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7.3. Lemma.  Assume that 2=S(n).  Let (Pl . . . . .  Ps) be a sequence in IN with n 
=ord(p~ ... . .  Ps) and Pi =Ps+ 1 -i for 1 GiGs. Then x has a polarization P with flag 
type (I) 1 .... , Ps). 
Proof. It suffices to construct an isotropic flag F=(Fo,  ...,Fs) of type (Pl,--.,Ps) 
such that xF~cF~_ 1 for 1 GiGs. In fact by the assumption ~Pai(n) the flag F 
will be admissible. So its stabilizer P in G is parabol ic with flag type (Pl . . . . .  Ps). 
The condition xF  i cF /_  1 implies that x~u(P), so P is a polarization of x by (7.2). 
Assume s = 1. Then nj < 1 for all j. So I(n) is empty and 2= n and x = 0. We 
choose F o = O, F 1 = V. 
Assume s > 1. Put p = pa = Ps. The type (P2 .... .  Ps- 1) of the required isotropic 
flag (F~/F~)o<i< ~ in F s_ ~/F 1 gives rise to a partit ion p~Pai(n-2p, q) given by 
p j=  :~ {i[2_< i<_s- 1,pi>=j}, 
so that p~=ni -2  ifj__<p, and pj=nj i f j>p .  
Let S: Pa i (n -  2p)~ Pan(n -  2p, e) be the Spaltenstein mapping, cf. (6.2). Put 
#=S(p) .  There are two cases. 
(A) I(n)=I(p). Then p-n  or np~-e or 7Cp~Trp+lq-4. We have # j=)~-2  if 
j<-_p, and #j=~j  i f j>p .  Note that 2v>2v+ ~ since # is a partition. 
(B) I (n) = {p} w I (p) and p ~ I (p). Then p ~ n, n v - e and n; = np + 1 "~ 2. We have 
#j = 2~ - 2 if j < p, and pj = 2j if j > p + 1, and #v = 2v-  1, #v + 1 = 2p + 1-1. Moreover 
2p=2v+ 1$~ and 2p+a >2p+ 2. 
We choose a normalized Jordan basis e(i,j), (i,j)62, of V with respect o x, cf. 
(5.1). In case (B) we require moreover that f i(p)=p+l. We put F0=0, F~=V. In 
p 
case (A) we define F 1 = ~ ke(1,j). In case (B) we have two possibilities 
j=l  
p p+l  
Fl= ~ ke(1,j ) or F I= y '  ke(1,j) 
j= l  j=l, j : l -p 
In both cases we put F s_ 1 = F(.  
One verifies that XF l=0 and hence xF~cF~_t, that F 1 is contained in Fs_ 1, 
and that the induced endomorphism x I of F~_ 1/F1 has partit ion #. We proceed 
by induction. 
7.4. Lemma.  Let P be the polarization of x constructed in (7.3). The stabilizer 
Ap(x) consists of the elements a~A(x) with a3=aj+ 1 whenever j~I(n). 
Proof. Let F be the flag constructed in (7.3). The group Zn(x) ~ is contained in P 
and therefore it leaves F invariant. So we may define the stabilizer We(x ) of F in 
A'(x). We have Av(x )=A(x)  c~ A'e(x ). 
It suffices to prove that a~A'(x) leaves F invariant if and only if a~=aj+~ 
whenever j~I(n). The case s=l  is trivial since l(n) is empty and A'(x)=A'F(x ). 
We proceed by induction as in (7.3). Clearly any element of A'(x) leaves F o and 
F~ invariant. 
Assume s> 1. Put P=Pl =Ps and h=,~ v. In case (A) we have F 1 =M h, cf. (5.2), 
In case (B) the space F 1 is one of the two hyperplanes in M h with %[F~ =0. It 
follows that a~A'(x) leaves F~ and Fs_ ~ invariant if and only if case (A) applies 
or av+~--0 and case (B) applies. 
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Assume that aeA'(x) leaves F 1 and F~_ 1 invariant. Then a has an image 
a'eA'(xl) where x 1 is the induced endomorphism of Fs_I/F 1. The element a 
leaves F invariant if and only if a' leaves the induced flag (FjF1)o<i< ~ in F s _ 1/Fa 
invariant. By induction this is the case if and only if a)=a)+ 1 whenever jeI(p). 
Case (A1). I(lr)=I(p) and B(2)=B(#), so that 2p-e  or 2p>.~p+lq-2. After the 
identifications of (5.3) the map A'(x)--+A'(xl) is the identity. One verifies this 
using the basis of Remark(5.3). Now the assertion follows by induction. 
Case (A2). I(rO=I(p) and B(2)={p}wB(#) where p~B(#). So 2p~e and 2p 
=2p+~+2. First assume that 2p>2. We have a unique i>p such that 
#p = #p+ i = #i > #i+ 2. Moreover ieB(#). In the notation of Remark (5.3) we have 
that the images of r(p) and r(/) in A'(xl) are both equal to r'(/). It follows that 
a'EA'(x1) is given by a~=aj if j~{p, i} and a ;=0 and a'i=ap+al. Now it suffices 
to verify that aj-aj+l=a}-a~+ 1 whenever jeI(p). In fact I(rc)=I(p), so we may 
proceed by induction. Let jeI(p). Then we have #j>#j+l  >#j+2 and #j_ l>#j  
if j> l .  It follows that j<=p-2, or j=p=i -1 ,  or j>i. Since the coordinates 
are in IF 2 the required verification is trivial. If 2p=2 the proof is similar. 
Case (B). I(~)={p} voI(p) and p(~I(p). Then we have pCB(2), so ap=O and the 
element aeA'(x) leaves F 1 and F~_ 1 invariant if and only if ap=ap+ 1. Assume ap 
=ap+i=0.  Again using Remark(5.3) one verifies that a'=a. I f jd(rc)  and j~=p 
then j < p - 2 or j > p + 2. So the induction is immediate. 
7.5. The proof of (7.1) and the verification of (1.2) in our case. 
Since H acts transitive on the set of parabolic subgroups of G with a given 
flag type, cf. Lemma(4.4), Lemma (7.3) implies that every parabolic subgroup of 
G admits Richardson elements, cf. (1.2)(a). The same argument shows that every 
polarization of x is obtained by a construction as in (7.3), compare the proof of 
(1.3). This proves (7.1)(a). Now Lemma(7.4) implies (7.1)(b). 
By (4.6)(c), the assertion (7.1)(c) is only then non-trivial if 2=S(~z) and q=e 
=0 and v~-0 for all i. Then B(2) is empty, cf. (6.6), so that the/-/-orbit o fx  splits 
into two G-orbits, cf. (5.4). Let (Pl ..... p~) be as in (7.3). Put t=89 1. The 
construction of (7.3) yields that F t is generated by the vectors e(i,j) with i_-<89 
So we have 
F t ~-- ~ x m Ker(x 2 =) 
m 
Since this space is independent of the choice of (Pl,-..,Ps) the result (7.1)(c) 
follows easily. Now one may verify (1.2)(b). 
Assume that 2=S(rc). By (1.2) the number N o of (7.1)(d) can be obtained 
from (4.6) taking into account he splitting of the Levi type, cf. (4.6) and (6.6)(a). 
The number N 1 is equal to the index of Av(x) in A(x). So we have N1=2 v where v 
is the dimension of the vector space A(x)/Ap(x). If jeI(rr) then j~n  and 
j+ leB(2) .  This implies that 
dim (A' (x)/A' F(x)) = # I(~) = u 
230 W.H. Hesselink 
in the notations of (7.4). It follows that 
v@u~=>v=u- I <=>A'F(x) cA(x)~= A'(x ). 
We have A(x)=A' (x)  if and only if e= l  or B(2) is empty. So assume that 5=0 
and B(2) is non-empty. Using (6.6)(b) one verifies that A'v(x ) is not contained in 
A (x) if and only if q > 0. 
7.6. Corollary. For i= 1, 2 let P(i) be a polarization of x, say with Levi factor 
L(i). Let Nl(i  ) be the number of polarizations of x conjugate to P(i) under Z~(x). 
The following conditions are equivalent. 
(a) L(1) and L(2) are conjugate in G. 
(b) Ae(1)(x ) = Ap(2i(x ). 
(c) NI(ll=NI(21. 
Proof. (a) ~ (b) by (7.1) (b). The implication (b) ~ (c) is trivial. 
Assume that (c) holds. Write N~(1)=N~(2)=2 ~. Let rc(i)=(v(i); q(i)) be the 
Levi type of P(i), so that )~=S(~z(1))=S(rc(2)). Put u(i)= ~I(zc(i)). By (7.1)(d) we 
have 
u(i)=v if q( i )+e>l  or B(2)=~, 
u( i )=v+l  if q( i )=e=0 and B(2)~=~. 
Suppose that q(1)=~q(2), say q(1)<q(2). By (6.3)(b) we have 
u(1) - u(2) = 89 - 1)~ (q (2) - q(1)) 4=0. 
It follows that e =0 and q(1)= 0 and u(1)-u(2)= 1, so that q(2)= 2, contradicting 
the fact that q(2) should be admissible, cf. (6.1). This proves that q(1)=q(2). By 
(6.5)(a) it follows that n(1)=n(2) so that (a) follows from (7.1)(c). 
7.7. A polarization P of x is called stable if P contains ZG(x ). This concept 
seems to be important in the applications, cf. [2] (6.7)(3). 
Corollary. The element x has stable polarizations if and only if either (i))~ ~ Pai(n), 
or (ii) n -e=0 and {jl2j = 1} = {r, r+ 1} for some r -  1. Assume (i) or (ii) holds. The 
stable polarizations of x are the N o elements of Pol(x, ~) where in case (i) we have 
zc = 2, and in case (ii) we have rcj = 2j if j (~ {r, r + 1} and rc~ = 2 r + 1 and zc r + 1 = 2r + 1 
--1. 
The proof is left to the reader. Note that the conditions (i) and (ii) are 
mutually exclusive. 
Remark. If x is an even nilpotent element, cf. [10] page241, the parabolic 
subgroup P considered in loc. cit. is a stable polarization of x. The Levi type of 
P and hence of all stable polarizations of x, can be deduced from the weighted 
Dynkin diagram of x, cf. loc. cit. page 243, 263 and 264. 
7.8. Corollary. Assume n~e (i.e. G is of type B z or C1). 
(a) The polarizations of x have Levi factors with the same semisimple rank. 
(b) I f  P1 and P2 are parabolic groups such that their Levi factors have the 
same Dynkin diagram, then their Richardson elements are conjugate. 
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The proof is left to the reader. The table for D s in (7.9) clearly shows that 
both assertions are false for type D z. 
7.9. Tables. A conjugacy class of Levi factors is characterized by the Dynkin 
type in terms of Az, Bz, C~,D> The symbols B1, CI,D2,D a are used to dis- 
tinguish certain parts of the Dynkin diagram of G, though formally B 1 = C 1 
=A1,  D 2 =A 1 q -A1 ,  D 3 =A 3. The same information is carried by the Levi type 
(v; q). The partition v is given by the sequence v*=(v 1 .... , v t) where v '>0=v t+l 
The numbers N o and N I are meant conform (1.4) and (7.1). The partition 2 
=S(n) of a Richardson element x is given by the sequence 2, =(21 .... ,2,.) where 
2 m > 0=2,,+1. The groups A(x) and A~,(x) are determined by the sets B(2) and 
I(n), cf. (5.3) and (7.1). These sets are given in the tables. 
We give the weighted Dynkin diagram of x, in view of remark (7.7). If the H- 
orbit of x or equivalently the Levi type, splits into two conjugacy classes under 
the action of G, we write 2 x N o in the column of N o (so that this column adds 
up to 2z). In this case we give the Dynkin diagram of one of the G-orbits. We 
indicate how to get the other diagram by the symbol c-,.. A partition 2 such that 
the corresponding nilpotent elements have no polarizations at all, is equipped 
with a dot and dash line in the column of (v*, q). 
Tabelle 1 
B 2 =SO(5) 
Levi (v*; q) N O N~ I(~) B(2) 2, o~3 
0 (11 ;  1) 1 1 .e" 1 5 2 2 
B~ (1;3) 1 1 ~/  
A~ (2;1) 1 2 ~,  1 3 3 1 1 2 0 
. . . . .  3 221  0 1 
B z ( - ;5 )  1 1 ~ 5 15 0 0 
C z = Sp (4) 
Levi (v*; q) N O N 1 I(n) B(2) 2, o:..43 
0 (1 1;0) 1 1 ~ 1 4 2 2 
A1 (2;0) 1 1 ~ 
C~ (1; 2) 1 2 - - .  2 22  0 2 
. . . . .  1 211  1 0 
C 2 ( - - ;4)  1 1 .~ .~ 14 0 0 
B 3 =SO(7)  
Levi (v*; q) N O N 1 I(n) B(2) 2, 
0 (1 1 1;1) 1 1 ~a 1 7 2 2 2 
B I (1 1;3) 1 1 ~t  
A 1 (2 1;1) 2 2 L ,  1 3 5 1 1 2 2 0 
AI+B 1 (2; 3) 1 1 N 2 3 3 3 1 0 2 0 
A 2 (3; 1) 1 1 ~ 1 3 2 2 1 0 1 
B z (1; 5) 1 1 ~ 1 5 3 14 2 0 0 
. . . . .  5 221  a 0 1 0 
B 3 ( -  ; 7) 1 1 ~ 7 17 0 0 0 
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C3 = Sp (6) 
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Levi (v*; q) N O N 1 I(=) B(2) 2, 
0 (1 1 1;0) 1 1 sa 1 6 2 2 2 
A~ (2 1;0) 2 1 sa} 1 2 42  2 0 2 
C~ (1 1; 2) 1 2 1 
. . . . .  1 411  2 1 0 
AI+C,  (2;2) 1 1 ~ sa 33  0 2 0 
A 2 (3; 0) 1 1 sa 3 222  0 0 2 
C 2 (1;4) 1 2 1 2 2211 0 1 0 
. . . . .  1 214  1 0 0 
C 3 ( - ;6 )  1 1 sa 6 16 0 0 0 
B`* = SO (9) 
Levi (v*; q) N O N~ I(Tr) B() 0 ~, 
0 (1 1 1 1; 1) 1 1 .~ 1 9 2 2 2 2 
B, (1 1 1;3) 1 1 ~a/, 1 3 7 1 1 2 2 2 0 
A, (2 1 1; 1) 3 2 21  
AI+B 1 (2 1;3) 2 1 ~} 123  5 3 1 2 0 2 0 
A I+A,  (2 2; 1) 1 2 
A 2 : (3 1 ; 1) 2 1 ,e" 1 5 2 2 2 1 0 1 
B2~i" (1 1;5) 1 1 ~ 1 5 5 14 2 2 0 0 
i . . . . .  3 441  0 2 0 1 
A~+BI (3;3) 1 1 ~ 3 333  0 0 2 0 
AI+B z (2; 5) 1 1 ~ 25  3313 0 2 0 0 
A 3 (4;1) 1 2 4 15  32211 1 0 1 0 
B 3 (1;7) 1 1 ~ 17  316  2 0 0 0 
. . . . .  5 2'* 1 0 0 0 1 
. . . . .  7 2215 0 1 0 0 
B`* ( - ;9 )  1 1 ~ 9 19 0 0 0 0 
C4=Sp(8) 
Levi (v*; q) N O N, I0z ) B(2) )~, o---<>--c=,*~ 
0 (1 1 1 1;0) 1 1 ~ 1 8 2 2 2 2 
A 1 (2 1 1;0) 3 1 1}  12  62  2 2 0 2 
C 1 (1 1 1;2) 1 2 
. . . . .  1 611  2 2 1 0 
AI+A 1 (2 2;0) 1 1 1}  2 44  0 2 0 2 
AI+C 1 (2 1;2) 2 2 
A 2 (3 1;0) 2 1 S~ 1 3 422  2 0 0 2 
C 2 . (1 1;4) 1 2 1 1 2 4 2 1 1 2 0 1 0 
. . . . .  1 4 14 2 1 0 0 
A2+C 1 (3;2) 1 1 .~ 3 3 3 2 0 1 1 0 
A,+C 2 (2;4) 1 1 ~ ~ 3 3 1 1 0 2 0 0 
A 3 (4;0) 1 1 Sa 4 2'* 0 0 0 2 
. . . . .  3 2311 0 0 1 0 
C 3 (1;6) 1 2 1 2 2 2 1`* 0 1 0 0 
. . . . .  1 2 16 1 0 0 0 
C 4 ( - ;8 )  1 1 .~ ~ 1 s 0 0 0 0 
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Table 1 (continued) 
D 4 = SO (8) 
Levi (v* ; q) N O N 1 I(g) B(2) )~, O~ " j30  
0 (1 1 1 1;0) 1 1 1 12  71  2 2 2 2 
A~ (2 1 1;0) 4 1 1 12  53  2 0 2 2 
A~+A~ (2 2;0) 2x l  1 ~ ~ 44  0 2 2~0 
D 2 (1 1;4) 1 1 ~ 14  5111 2 2 0 0 
AI+D 2 (2;4) 1 1 1 ~ } 24  3311 0 2 0 0 
A 2 (3 1 ; 0) 3 2 3 
. . . . .  14  3221 1 0 1 1 
A 3 (4;0) 2x l  1 ~ ~ 2222 0 0 2c'~0 
D a (1;6) 1 1 ~ 16  31  s 2 0 0 0 
. . . . .  6 2214 0 1 0 0 
D 4 ( - ;8 )  1 1 ~ 8 18 0 0 0 0 
D 5 =SO(10) 
Levi (v*; q) N O N 1 I(~) B() D 2, o~f /O  o 
0 (lS;0) 1 1 1 1 2 9 1 2 2 2 2 2 
A1 (2 1 1 1;0) 5 1 1 1 2 7 3 2 2 0 2 2 
D 2 (1 1 1;4) 1 1 ~ 14  7 1 1 1 2 2 2 0 0 
AI+A 1 (2 2 1;0) 5 1 1 2 55  0 2 0 2 2 
AI +Dz (2 1;4) 2 1 
} 124  5311 2 0 2 0 0 
A z (3 1 1; 0) 4 2 13  
. . . . .  14  5221 2 1 0 1 1 
D 3 (1 1;6) 1 1 ~ 16  51  s 2 2 0 0 0 
A~+A 2 (3 2;0) 4 1 3 4 4411 0 2 0 1 1 
A2+D 2 (3;4) 1 1 ~ 34  3331 0 0 2 0 0 
A 3 (4 1;0) 3 1 1 2 3322 0 1 0 1 1 
AI+D 3 (2;6) 1 1 ~ 26  3314 0 2 0 0 0 
. . . . .  16  32213 1 0 1 0 0 
D 4 (1;8) 1 1 ~ 18  317  2 0 0 0 0 
A 4 (5; 0) 2 1 5 6 2411 0 0 0 1 1 
. . . . .  8 2216 0 1 0 0 0 
D 5 ( - ;10)  1 1 N 10 1 l~ 0 0 0 0 0 
D6=SO(12) 
Levi (v*; q) N O N 1 I(~z) B(2) 2, ~ o 
0 (16;0) 1 1 1 1 2 11,1 2 2 2 2 2 2 
A 1 (2 14;0) 6 1 1 1 2 9 3 2 2 2 0 2 2 
D 2 (14;4) 1 1 ~ 14  9111 2 2 2 2 0 0 
A,+A,  (2 2 1 1;0) 9 1 1 12  75  2 0 2 0 2 2 
AI+D 2 (2 1 1;4) 3 1 ~ } 
A 2 (3 1 1 1;0) 5 2 13 .  124  7311 2 2 0 2 0 0 
. . . . .  14  7221 2 2 1 0 1 1 
D 3 (1 1 1;6) 1 1 ~ 1 6 7 1 s 2 2 2 0 0 0 
3A 1 (2 2 2;0) 2•  1 ~ ~ 66  0 2 0 2 2c-~0 
2AI+D 2 (2 2;4) 1 1 
24 5511 0 2 0 2 0 0 AI+A z (3 2 1;0) 10 2 13  J 
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Table 1 (continued) 
A2+D 2 (3 1;4) 2 1 ~ 1 3 4 5 3 3 1 2 0 0 2 0 0 
A 3 (4 1 1;0) 4 1 1 1 2 5 3 2 2 2 0 1 0 1 1 
AI+D 3 (21 ;6 )  2 1 ~ 126  5314 2 0 2 0 0 0 
. . . . .  16  52213 2 1 0 1 0 0 
D 4 (11 ;8 )  1 1 .~ 18  517  2 2 0 0 0 0 
A2+A 2 (3 3;0) 2 1 3 34  4431 0 1 1 0 1 1 
A3+A 1 (4 2;0) 2x2  1 ~ ~ 4422 0 2 0 0 2c'~0 
. . . . .  6 4414 0 2 0 1 0 0 
A3+D 2 (4;4) 1 1 ~ 4 3333 0 0 0 2 0 0 
A2+D 3 (3; 6) 1 1 ~ 36  3313 0 0 2 0 0 0 
A 4 (5 1;0) 3 2 1 5 26  3 3 2 2 1 1 0 1 0 1 0 0 
AI+D 4 (2;8) 1 1 ~z 28  3 3 16 0 2 0 0 0 0 
. . . . .  16  3 2222 1 1 0 0 0 1 1 
. . . . .  18  3 22  15 1 0 1 0 0 0 
D 5 (1;10) 1 1 .~ 1,10 3 19 2 0 0 0 0 0 
A s (6;0) 2x l  1 .~ .~ 26 0 0 0 0 2c~0 
. . . . .  8 24 14 0 0 0 1 0 0 
. . . . .  10 2 2 i s 0 1 0 0 0 0 
D 6 ( - - ;12) 1 1 ,~ 12 112 0 0 0 0 0 0 
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