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Soft quasilocalized modes (QLMs) are universally featured by structural glasses quenched from
a melt, and are supposedly involved in a number of glassy anomalies such as the low temperature
scaling of their thermal conductivity and specific heat, and sound attenuation at intermediate fre-
quencies. In computer glasses, QLMs may assume the form of harmonic vibrational modes under a
narrow set of circumstances, however direct access to their full distribution over frequency is hin-
dered by hybridizations of QLMs with other low-frequency modes (e.g. phonons). Previous studies
to overcome this issue have demonstrated that the response of a glass to local force dipoles serves
as a good proxy for its QLMs; we therefore study here the statistical-mechanical properties of the
responses to local force dipoles in computer glasses, over a large range of glass stabilities and in var-
ious spatial dimensions, with the goal of revealing properties of the yet-inaccessible full distribution
of QLMs’ frequencies. We find that, as opposed to the spatial-dimension-independent universal dis-
tribution of QLMs’ frequencies ω (and, consequently, also of their stiffness κ=ω2), the distribution
of stiffnesses associated with responses to local force dipoles features a (weak) dependence on spatial
dimension. We rationalize this dependence by introducing a lattice model that incorporates both
the real-space profiles of QLMs — associated with dimension-dependent long-range elastic fields —
and the universal statistical properties of their frequencies. Finally, we discuss possible connections
between our findings and basic aspects of the glass transition problem, and to finite-size effects in
plastic activity of ultrastable glasses.
I. INTRODUCTION
All solids, whether crystalline or amorphous, can
be described as elastic continua [1] at sufficiently
large lengthscales. Accordingly, the low-frequency,
long-wavelength harmonic vibrations are known to be
phononic in nature for both of these classes of systems [2].
In amorphous solids, however, another population of low-
frequency excitations, which conversely are nonphononic
and quasilocalized in nature, exists [3, 4], see example
in Fig. 1a. Here and in what follows, we refer to these
modes as quasilocalized modes (QLMs). QLMs are pro-
posed to be the microscopic players behind a host of
thermodynamic and kinetic anomalies (i.e. experimen-
tal observations not explained by Debye theory) of low-
temperature glasses [5–7], and have also been proposed
to play a key role in equilibrium and nonequilibrium phe-
nomena such as plastic deformation under shear or com-
pressive strains [8–11] and dynamical heterogeneities in
the supercooled liquid melt [12–16] those glasses are pre-
pared from.
The possibility to observe QLMs in the vibrational
spectrum depends on them escaping hybridization with
phonons [17] or other QLMs [18]. Phononic excitations
in finite-size computer glasses can be predicted and ob-
served to be grouped into bands, each of them charac-
terized by a frequency and a typical spectral width [17].
It is only below or in between these bands that non-
phononic excitations can be realized as harmonic modes.
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(a) (b)
FIG. 1. (a) A low-frequency quasilocalized mode (QLM) observed
in a 2D computer glass of N =6400 particles. (b) The normalized
linear response to the local force dipole represented by the thick
black arrows, and applied to the same computer glass model of
panel (a) (but not at the same location of the core of the QLM
shown in panel (a)). Both fields share common spatial structures,
namely a disordered core decorated by algebraically-decaying elas-
tic far fields of magnitude ∼ r1−d¯ at distance r away from the
core, in d¯ spatial dimensions. In this work we exploit the similar-
ity between these two objects and explore the statistical mechanics
of responses to local force dipoles. Details about the models and
methods employed can be found in Section II.
When phononic and nonphononic vibrations share com-
parable frequencies ω, they hybridize and the extended
phononic background obscures the localized components:
while localized soft structures are still embedded inside
the glass, they become unobservable via harmonic spec-
tral analyses [17]. Phonon bands get closer together when
the system size is increased, and in the thermodynamic
limit they are predicted to merge [17] and form the cele-
brated Debye density of states (DOS), DDebye(ω)∼ωd¯−1
ar
X
iv
:2
00
1.
11
43
0v
1 
 [c
on
d-
ma
t.s
of
t] 
 30
 Ja
n 2
02
0
2in d¯ spatial dimensions. Creating a frequency window in
computer glasses, wherein soft localized excitations can
be observed as harmonic modes, and the low-frequency
tail of their DOS D(ω) ∼ ω4 subsequently calculated,
amounts therefore to making the right choice of system
and ensemble sizes [19–21]. However, even when the uni-
versal tails of the QLM DOS are exposed by a harmonic
analysis, the full form of the QLM DOS cannot be gen-
erally observed.
Assuming QLMs are relevant and important for glass
physics, one should look for other possible ways to in-
fer properties of their DOS from their impact on macro-
scopic observables. For example, the scaling form of the
specific heat at low temperatures is indicative of the De-
bye DOS in crystalline materials [2]. Similarly, in [22]
it was shown that the form of the distribution of local,
pairwise contributions to the specific heat in computer
glasses indicates the universal ω4 low-frequency scaling
of the DOS of QLMs (however, not the full QLM DOS).
In this work, we explore a different approach, suggesting
that the normalized responses of a glass to local force
dipoles — referred to in what follows as dipole responses
— are good proxies for QLMs, as demonstrated in Fig. 1
and discussed at length in [23, 24]. Building on this simi-
larity between dipole responses and QLMs, we study the
statistical properties of the stiffnesses κ associated with
dipole responses, in an effort to shed light on the form of
the full DOS of QLMs and its dramatic dependence on
glass preparation protocol — which, as explained above,
are not accessible via harmonic analyses.
The suggestion that dipole responses are faithful rep-
resentatives of QLMs was explored previously in [23, 24].
In [23] it was shown that QLMs and dipole responses,
calculated in glasses made with the same preparation
protocol, share the same system-size dependence (whose
form depends, in turn, on spatial dimension), that stems
from the algebraic tails of both quasilocalized objects.
More recently, in [24] it was shown that the characteris-
tic frequency scale of dipole responses is linked to their
characteristic core size, and to the core size of QLMs. A
similar proposition regarding the anomalous modes that
emerge near the unjamming point [25–27] was put for-
ward in [28]. Here we go beyond these previous efforts,
and study the entire distribution p(κ) of the stiffnesses κ
(defined exactly below) associated with dipole responses.
We show that p(κ) generally features a scaling, power-law
regime at low stiffnesses, and a rapid, exponential decay
at high stiffnesses; the behavior of p(κ) at intermediate
stiffnesses is determined by glass stability. The exponent
η of the power-law regime p(κ) ∼ κη is not dimension-
independent as for the QLM DOS, but it is independent
of the form of inter-particle interaction and related to the
universal QLM DOS scaling form D(ω)∼ω4, and to the
real-space long-range elastic fields of QLMs, via a mech-
anism which we describe in terms of a simple model of
random variables on a lattice. We subsequently report
the characteristic stiffness scale κg≡〈κ〉 for a wide range
of glass stabilities (wider than what was achieved in [24]),
and discuss the implications of this finding vis-a`-vis the
glass transition problem.
This paper is organized as follows; in section II we re-
port the models and protocols used to prepare the glass
samples; in III we briefly re-introduce the dipole response
and then report its statistics at various space dimension-
alities, and introduce a simple, but illuminating, lattice
model of it; in section IV we calculate the bulk aver-
age of these dipole stiffnesses and report its dependence
on glass stability down to the ultra-stable glass regime;
section V offers a discussion of our results and of future
research perspectives. We conclude in section VI with a
brief summary of our main results.
II. MODELS AND METHODS
We prepare athermal glassy configurations through nu-
merical simulation of three computer glass forming mod-
els. The first model is a 50:50 binary mixture of ‘large’
and ‘small’ particles, interacting via a pairwise, inverse
power-law potential ∼r−10, with r denoting the pairwise
distance between particles. Details of this model can be
found in [20, 23]. Glassy samples of this model were cre-
ated using two protocols: either by equilibrating states
at a high parent temperature Tp=1.0 (in terms of the mi-
croscopic units of temperature detailed in [23]), followed
by a rapid quench by means of an energy minimization
(see data of Fig. 8), or by a continuous quench from the
same parent temperature at a rate of 10−3 (see data of
Fig. 3). We used two, three, and four dimensional (2D,
3D, & 4D) variants of this model, which is referred to in
what follows as the IPL model.
The second computer glass forming model is a variant
of the model proposed in [29]: a system of continuously
polydisperse disks with pairwise, inverse power-law inter-
actions (same as for the IPL model), optimized for sim-
ulation with the Swap Monte Carlo [29–31] (SMC) algo-
rithm, which enables the preparation of athermal glassy
configurations with a very wide range of mechanical and
kinetic stabilities. We created glassy samples of this com-
puter glass former in two and three dimensions (2D &
3D). Thanks to the heightened efficiency of Swap Monte
Carlo in 2D [32, 33], the degree of supercooling of our sys-
tems in 2D is significantly greater compared to our most
deeply supercooled 3D systems: if Tonset marks the onset
parent temperature of the plateau of the athermal shear
modulus (see, e.g., Refs. [24, 34]) of underlying inher-
ent states of equilibrium configurations, then in 2D we
equilibrate supercooled samples down to 15% of Tonset,
whereas in 3D we only reach 33% of Tonset. Glassy sam-
ples were prepared by an energy minimization of config-
urations equilibrated at various parent temperatures Tp.
We employed the filtering procedure presented in [34] to
handle sample-to-sample fluctuations induced by differ-
ent realization of random particle diameters. We refer to
this model as POLY.
The third computer glass forming model is a version
3FIG. 2. Scatter plots of dipole stiffnesses κ (defined in Eq. (3), where it is denoted as κij) vs. the pairwise forces f , measured for the
POLY model with (a) Tp=1.3 and (b) Tp=0.3. κ tends to increase for pairs that are strongly pressed together, but features f -independent
statistics below a threshold of 10−3, marked by the vertical dashed lines.
the celebrated Kob-Andersen binary mixture [35], which
we henceforth refer to as KABLJ. Details about this
model are spelled out in [34]. Glasses were preparaed by
a fast quench (by means of energy minimization) from
the equilibrium parent temperature Tp = 0.45 (in terms
of the units spelled out in [34]).
III. STATISTICAL MECHANICS OF DIPOLE
RESPONSES
A. Definitions and notations
We launch the discussion with a brief recap of the def-
initions of dipole responses and their associates stiffness.
Given a system of N particles whose energy is given by
a sum of pairwise, radially-symmetric interactions, U =∑
i<j ϕij(rij), with rij denoting a pairwise distance, a
force dipole on the pair i, j can be defined as
~dij ≡ ∂ϕij
∂~x
, (1)
where ~x is the N × d¯-dimension vector of all particle
coordinates, and ~dij is a vector of the same dimension,
but only features non-zero components on the i, j pair of
particles. The linear response ~zij of the system to such
a force is given by
~zij =M−1 · ~dij , (2)
where M is the matrix of second derivatives (Hessian)
of the potential energy, M ≡ ∂U∂~x∂~x , and the dot (·) de-
notes a single contraction over particle indices and spa-
tial dimensions. An example of a dipole response in a 2D
computer glass is presented in Fig. 1b.
A dipole stiffness κij can be associated with every
dipole response ~zij as
κij =
~zij · M · ~zij
~zij · ~zij =
~dij · M−1 · ~dij
~dij · M−2 · ~dij
. (3)
In the models studied, the dipole stiffnesses κij can de-
pend on the pairwise force fij ≡−∂ϕij/∂rij exerted be-
tween the pair of particles i, j; in particular, as also shown
in [24], we find that applying a force dipole ~dij on pairs
with large pairwise forces results in responses with large
associated stiffnesses (see Fig. 2), that are presumably
not good proxies of soft quasilocalized modes. However,
for pairs with forces below a chosen threshold of 10−3,
marked as the vertical dashed lines in Fig. 2, the statis-
tics of the associated dipole response stiffnesses become
independent of the force. For this reason, in all the fol-
lowing analyses we only consider the dipole responses of
pairs i, j for which the pairwise force is smaller than
the threshold (with the exception of the KABLJ model,
wherein the attractive part of the potential can result in
negative pair forces, making such a filtering procedure
meaningless).
We next turn to studying the statistical properties of
the dipole stiffnesses κ.
B. Spatial-dimension dependence of κ statistics
We first present in Fig. 3a the distributions p(κ) for
the IPL model, measured in the ensembles of glasses
quenched continuously at a finite rate (see details in
Sect. II), and for different spatial dimensions. Note that
in order to obtain converged distributions p(κ), large
glasses must be employed (see caption of Fig. 3). The
finite-size effects affecting these measurements are dis-
cussed in Appendix A.
Naively, a simple transformation from QLM frequen-
cies ω to stiffnesses in the form κ = ω2 would suggest
p(κ)∼κ3/2, independently of spatial dimension, based on
the universal QLM DOS D(ω)∼ ω4 [20], and assuming
each force dipole couples to a single QLM. We find in-
stead that at small stiffnesses p(κ)∼κη with a dimension-
dependent exponent η ranging between ≈0.90 in 2D, to
≈0.76 in 4D. The values of the dimension-dependent ex-
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FIG. 3. (a) The distributions p(κ) of dipole stiffnesses for 2D (N=6400, brown), 3D (N=128000, yellow), and 4D (N=40000,
green) glassy solids of the IPL model. The solid black lines have slopes as indicated in the figure, which correspond to the
predictions of the lattice model, whose results are presented in panel (b) and which is discussed in Sect. III C. (b) p(κ) as it
results from simulation of the lattice model discussed in the text, for dimensions d¯ = 2, 3 and 4.
ponent η in the power-law fits in Fig. 3a are not a result
of looking for the best fits, but rather correspond to the
predictions of a simple lattice model, the results of which
are shown in Fig. 3b, which we discuss next.
C. Lattice model
We aim at constructing a simple model that will al-
low us to gain physical insight into the observed dipole
stiffnesses statistics, and, in particular, its observed d¯ de-
pendence. We start by defining
κ =
~d · M−1 · ~d
~d · M−2 · ~d
≡ a
b
, (4)
where we suppressed the indices i, j for notational sim-
plicity, while keeping in mind that κ, a, b and ~d are all
quantities associated with some pair i, j of interacting
particles.Using Eq. (3) and the spectral decomposition
of the Hessian matrix M=∑` ω2` ~ψ` ⊗ ~ψ`, one obtains
a =
∑
`
(~d · ~ψ`)2
ω2`
, b =
∑
`
(~d · ~ψ`)2
ω4`
, (5)
where the sums run over all eigenmodes ~ψ` of M.
We next assume that the sums can be restricted to the
eigenvectors associated with QLMs because force dipoles
~d have a negligible scalar product with phononic excita-
tions (we recall that the dipole response is indeed explic-
itly defined as such because of its real-space resemblance
to QLMs [23]). With this assumption in mind, one can
treat the frequencies ω` as random variables extracted
from the D(ω)∼ω4 distribution. Next, we estimate the
scalar products ~ψ · ~d using the well-established spatial
structure of QLMs. As the dipole vector ~d has the geom-
etry of two forces pulling in opposite directions, it can be
approximated as a gradient operator acting on the eigen-
mode ~ψ. As reported in [20, 24], ~ψ is characterized by a
disordered and localized core of size ξQLM, decorated with
a long-range elastic power-law decay at a large distances
r away from it, whose form is
|~ψ|(r) ∼ r−(d¯−1) . (6)
Consequently, we have
(~ψ · ~d)2 ∼ (∂rr−(d¯−1))2 ∼ r−2d¯ , (7)
where r is the Euclidean distance in d¯ dimensions be-
tween the core of the quasilocalized mode ~ψ and the point
at which the dipole force ~d is applied.
Taken together, we define a model of interacting ran-
dom variables ωi on a d¯-dimensional cubic lattice that
follow an independent and identical quartic power-law
distribution
p(ω) = 5ω4, ω ∈ [0, 1],
For each site i, we then define the quantities
ai ≡ 1
ω2i
+
N∑
j 6=i
r−2d¯ij
ω2j
, (8)
bi ≡ 1
ω4i
+
N∑
j 6=i
r−2d¯ij
ω4j
, (9)
κi ≡ ai
bi
, (10)
where rij is now the distance between the lattice sites i
and j, and N is the total number of sites in the lattice.
5These definitions are meant to mimic the sums found in
Eq. (5), and we have assumed that ~ψj · ~d equals unity
when the dipole and the QLM’s core are located at the
lattice site.
We are interested in the probability distribution func-
tion of the κis, and in particular in the exponent η of its
power-law regime, p(κ) ' κη when κ → 0. We obtain it
by simulating the model on a d¯-cubic lattice in 2D (lat-
tice side length L = 101), 3D (L = 21) and 4D (L = 11).
In order to suppress boundary effects, we choose the site
i to be at the very center of the lattice and compute ai,
bi and κi according to the definitions above (i.e. each re-
alization of the model gives rise to a single value of κi).
In order to obtain statistical convergence, we repeat this
process for Nsamples = 10
7 lattices. The results are re-
ported on in Fig. 3b. It is observed that the power-law
exponents η(d¯) in the model are consistent with those
measured in computer glasses, cf. panel (a), suggesting
that the model properly captures the underlying physics
giving rise to the d¯ dependence of the exponent η.
We continue with some comments on our lattice model.
As always, an exact solution of it would be desirable, in
particular to obtain the function η(d¯) characterizing the
spatial-dimension dependence of η. However, even in the
absence of an exact solution for η(d¯), some understanding
of the d¯-dependence of the model can be achieved using
simple statistical arguments, spelled out next.
An illuminating way of rewriting Eq. (8) is
ai =
1
ω2i
+
∑
shells
r−2d¯shell
∑
j∈shell
1
ω2j
≡ 1
ω2i
+
∑
shells
Ar , (11)
where we have split the sum over all sites into a sum
over spherical shells of radius rshell, and a sum over sites
within those shells, which results in the definition Ar ≡
r−2d¯
∑
j∈shell
1
ω2j
. A similar resummation can be written
for Eq. (9), namely
bi =
1
ω4i
+
∑
shells
r−2d¯shell
∑
j∈shell
1
ω4j
≡ 1
ω4i
+
∑
shells
Br , (12)
with Br≡r−2d¯
∑
j∈shell
1
ω4j
.
We note next that the number of independent vari-
ables summed over in Ar and in Br grows with their
shells’ radius as ∼ rd¯−1. Thus, for large r one expects
the distribution p(Ar) to converge to a Gaussian due to
the law of large numbers, whose mean is expected to scale
as r−(d¯+1) due to the ∼r−2d¯ spatial decay of QLMs, com-
bined with the ∼rd¯−1 scaling of the number of variables
in a shell of radius r.
The situation for Br is drastically different, since it
consists of a sum over variables ω−4i , which, together with
the universal form D(ω) ∼ ω4 from which the variables
ωi are drawn, leads to Levi Stable law for p(Br) that
features a power-law tail for large Br, and a characteristic
scale ∼r−(d¯+1) [36], namely
p(Br) ∼
(
Br
r−(d¯+1)
)−9/4
. (13)
As the spatial dimension d¯ is increased, only the first
shell of neighbors needs to be considered. We denote by
nd¯ the number of members in the first shell; following the
law of large numbers, ai will abide by a Gaussian distri-
bution of mean ∼nd¯ and width ∼√nd¯. At the same time,
bi will be distributed according to a Levi Stable law with
mean ∼nd¯, but with a width ∼n4/5d¯ 
√
nd¯ [36], i.e. much
larger than the width of the (Gaussian) distribution of
ai. For these reasons, the stochastic nature of ai can be
neglected, and then one expects
κi ∼ 1/bi , for d¯→∞ . (14)
Following Eqs. (12) and (13), we expect p(b) to inherent
the Levi Stable law ∼ b−9/4. Therefore, together with
Eq. (14), we expect that
p(κ) ∼ κ1/4 , for d¯→∞ , (15)
i.e. substantially lower than any of the exponents we ob-
served in our numerics. These arguments explain the
downward trend reported in Fig. 3b for the scaling ex-
ponent η(d¯) with increasing spatial dimension, and high-
light the role of correlations between a and b in forming
the observed distributions p(κ) for their ratio κ.
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FIG. 4. The distribution of dipole stiffnesses p(κ) measured in
the POLY system with N = 2000 and Tp = 0.50, and the KABLJ
system with N=2000 and Tp=0.45. We observe no dependence of
the exponent on the nature of the microscopic interactions.
D. Glass-former independence
The success of the lattice model to capture the physics
behind the spatial-dimension-dependent scaling expo-
nents η(d¯) suggests that the exponent is independent
of the details of microscopic interactions. To test this
prediction, we also measured p(κ) in the KABLJ glass
forming model (see Sect. II for details) and in the POLY
system, and plot the results in Fig. 4. We indeed find
the same exponent ≈ 0.80, demonstrating glass-former
independence. Moreover, the results show the attractive
nature of the pairwise interactions of the KABLJ model
6does not alter the scaling exponent. We note that the
data shown for both models in Fig. 4 were obtained by
exciting random pairs of interacting particles, regardless
of their pairwise forces.
IV. PROTOCOL DEPENDENCE OF THE
DIPOLE RESPONSE STATISTICS
After discussing the dependence of the scaling regime
of p(κ) on the spatial dimension, and establishing its in-
dependence of interaction details, we next focus on how
p(κ) depends on the protocol employed to prepare the
glass, i.e., in the case of the POLY system, on the equi-
librium parent temperature Tp from which the glassy
configurations were instantaneously quenched. In Fig. 5,
we report p(κ) for the POLY system, over a very large
range of parent temperatures Tp. We find that the expo-
nent characterizing the power-law regime appears to be
roughly independent of Tp, similarly to what is observed
in the QLM DOS, which features a Tp-independent scal-
ing regime ∼ ω4 [24, 38]. In addition, the behavior of
the prefactor Aκ(Tp) of the p(κ) =Aκκ
η scaling regime
changes dramatically with Tp, by a factor of more than
103. This feature is also akin to the behavior of the pref-
actor Ag(Tp) of the QLM DOS D(ω) = Agω4, shown
very recently [24] to vary by a similar order of magni-
tude over the same parent temperature range, for the
same systems. These commonalities between p(κ) and
D(ω) strengthen our suggestion that studying one can
shed light on the other.
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FIG. 5. The distributions of dipole stiffnesses p(κ) measured
in the POLY system in 3D, employing systems of N = 16000
for Tp > 0.55, and systems of N = 2000 for Tp ≤ 0.55, for
a broad range of Tp as indicated in the legend. The black
continuous lines represent the scaling ∼κ0.80 as found for our
lattice model in 3D (see Fig. 3b).
A third noticeable, and important, dependence of p(κ)
on the parent temperature Tp is the upwards shift in its
peak location with lowering Tp. This feature, as well as
the stiffness scale that marks the end of the p(κ)∼κη scal-
ing regime, are generally unobservable in D(ω) obtained
by harmonic analyses [39], particularly in stable glasses,
due to hybridizations of QLMs with phonons and other
low-energy excitations [18, 23]. We note that in [24], it
has been proposed that the stiffness scale that marks the
end of the p(κ)∼κη scaling regime features the same Tp
dependence as κg (the mean of p(κ), defined earlier).
The shift of the distributions p(κ) to higher κ with de-
creasing Tp indicates the stiffening of the characteristic
scale of dipole stiffnesses, and is presumably also fea-
tured by the underlying full distribution D(ω) of QLMs’
frequencies. Indeed, in [24] information about the char-
acteristic frequency scale of dipole responses ωg ∼ √κg
was used to disentangle the stiffening of QLMs frequen-
cies with decreasing Tp, from their annealing-induced de-
pletion. It was further shown in [24] that ωg is related
to the linear size ξQLM of QLMs’ core, strengthening the
connection between dipole responses and soft QLMs.
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FIG. 6. Mean dipole stiffness κg, rescaled by its high-parent-
temperature value κ∞≡κg(Tp→∞) vs. parent temperature
Tp for (a) 3D and (b) 2D systems of the POLY model. We also
show the sample-to-sample mean athermal shear modulus G,
rescaled by its high-parent-temperature value G∞ ≡G(Tp→
∞), and plotted against Tp for (c) 3D and (d) 2D POLY
systems. Notice the differences between the scales of the y-
axes in panels (a)&(b) vs. panels (c)&(d).
In Fig. 6 we show the averages κg of the dipole stiff-
nesses, both for our 3D (panel (a)) and our 2D (panel
(b)) glassy samples of the POLY model. Two main ob-
servations can be made; first, we can see that the curve
in Fig. 6b seems to bend downwards at the lowest parent
temperatures, an effect which is not visible in 3D, and
can be attributed to the higher degree of supercooling
we attained in 2D thanks to the higher efficiency of Swap
Monte Carlo at that dimensionality [32, 33]. This alludes
to the possibility that the typical stiffness of QLMs do
not grow indefinitely on supercooling, but rather saturate
to a finite value, a phenomenon which could have wide-
ranging implications for the glass transition problem, dis-
7cussed in the next Section. Secondly, the increase of κg
is much more pronounced compared to the one found in
other typical elastic stiffnesses of the system. We sup-
port this statement by reporting, again against Tp, the
sample-to-sample athermal shear modulus G, again for
both 2D and 3D, calculated using the atomistic frame-
work of [40] and averaged over our entire ensembles of
glassy samples. It is apparent that the effect of anneal-
ing on κg is indeed much stronger, compared to the one
it has on the macroscopic shear modulus: κg stiffens by
a factor of 3 in 2D, and a factor of more than 4 in 3D.
Interestingly, this implies that the effects of annealing on
glass physics are much more visible at the level of micro-
and meso-scale elasticity (as captured by the dipole re-
sponses) than at the macroscopic level.
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FIG. 7. A cartoon of the speculated form of the full distribution
of soft, non-phononic excitations in glasses (QLMs), drawn based
on the insights gained throughout this work.
Putting together all of the results collected so far, we
can sketch a cartoon of how the full QLM DOS D(ω) will
change upon variations of Tp, for low Tp values (presum-
ably representative of laboratory glasses). It is already
well known that the change in the scaling (ω→0) regime
— which takes the form D(ω) =Agω4 — amounts to a
reduction of its prefactor Ag [24, 38], which is caused by
both a depletion and a stiffening of its modes [23, 24].
The frequency scale ωg∼√κg presumably separates the
scaling regime from a peak regime, which we understand
as corresponding to the peak regime of the distribution
of dipole stiffnesses. These speculated features are rep-
resented in the cartoon shown in Fig. 7. We stress that
while the scaling regime of the QLM DOS has been ob-
served in multiple works [19, 20, 24, 38], this is not the
case for the peak regime, due to the stronger pollution
by hybridizations with phonons at those frequencies. At
the moment, the only way to observe it, albeit indirectly,
is through the dipole response statistics presented in this
work.
V. DISCUSSION
The different ways in which the statistics of the QLM
DOS respond to changes in Tp is of interest concerning
the longstanding riddle of the glass transition. Liquids
are observed to become exceedingly viscous upon su-
percooling below their melting point [41]. In the case
of fragile glass formers, their viscosity µ dependence
on temperature T exceeds the naive prediction based
on Arrhenius’ law, µ ∼ exp(∆E/T ), where ∆E repre-
sents a temperature-independent activation energy. The
steeper-than-Arrhenius temperature dependence of vis-
cosity in fragile glass formers implies that a temperature-
dependent activation energy ∆E(T ), that increases upon
cooling, must emerge [42]. Based on the aforementioned
observation that the most mobile regions of a super-
cooled liquid strongly correlate with the ones that feature
quasilocalized soft modes [12–16], it appears reasonable
to assume that QLMs play a part in driving flow and
viscosity in supercooled melts.
Accordingly, it was already suggested by some of us
in [23], that the characteristic scale of dipole stiffnesses
κg(Tp) controls the activation energy ∆E(T ). In the
vast landscape of theories of the glass transition, this
idea can be located close to the one formulated by
Dyre that the activation energy be essentially elastic
in nature [43], with the key difference that while Dyre
refers to macroscopic elasticity as quantified by the high-
frequency (‘plateau’) shear modulus as the observable
that controls activation energies [43, 44], here we focus
on mesoscale elasticity as captured by the characteristic
stiffness of QLMs, argued in [23, 24] to be given by κg.
In this sense, the proposal of [23] is also close in spirit to
the picture of Brito and Wyart, who envision the glass
transition as being caused by the progressive stabiliza-
tion of soft excitations found close to the jamming point
of amorphous packings [13, 16], though in that case those
excitations are collective, rather than quasilocalized.
Firmly establishing the connection between mesoscale
elasticity in underlying inherent states — as reflected by
κg — and activation energies in the supercooled melt,
is an important direction for future research. Assuming
that such a connection indeed holds, we make two com-
ments about its implications based on the data presented
in Fig. 6; firstly, it appears clear that macroscopic elastic-
ity cannot explain fragility due to its mild variation with
temperature: in our 3D systems, we find that the shear
modulus varies by less than 60% over a very large range of
parent temperatures. In stark contrast, mesoscopic elas-
ticity as quantified by κg varies by more than a factor of
4 over the same Tp range, which is the correct order of
magnitude of variation of ∆E(T ) necessary for observing
laboratory glass-formers’ fragilities [42]. Secondly, the
downward bend of κg with lowering Tp, as seen in Fig. 6b
for 2D glasses, could imply that supercooled fragile liq-
uids undergo a fragile-to-strong transition on deep su-
percooling (“strong” refers to a temperature-independent
∆E), a possibility indeed recently raised by some au-
8thors [45, 46]. As the existence of such a phenomenon
would apply a powerful filter on the landscape of theo-
ries of the glass transition, its establishment (or refutal)
sets an obvious direction for future research.
Another set of observations regarding finite-size effects
in plastic activity of stable computer glasses can be linked
to our results. Specifically, the characteristic athermal,
quasistatic shear-strain 〈γ1〉 that an as-quenched glassy
sample of N particle can undergo before a first plastic in-
stability sets in scales as N−β , with exponents β ranging
between [0−0.70] [11, 18, 47–52].
Assuming that the distribution p(γ1) inherents its form
from the QLM DOS as speculated in Fig. 7 (however, see
related discussion in [18]), including its Tp dependence,
we assert that, as the prefactor Ag of the QLM DOS is re-
duced upon deeper supercooling, the minimal system size
required in order to begin to observe the asymptotic scal-
ing regime Nβ in the statistics of γ1 would increase [51].
This minimial size should scale as ξd¯s , where ξs was coined
the ‘site length’ in [19], and defined as the characteristic
distance between soft QLMs. In [24], ξd¯s was estimated
to vary by nearly two orders of magnitude for the same
glassy samples employed in this work. Since in stable
glasses the scaling regime of the QLM DOS ends with
the onset of a steep peak, then the mean 〈γ1〉, given im-
plicitly via [11]
N−1 ∼
∫ 〈γ1〉
0
p(γ1)dγ1 , (16)
is expected to feature a very weak dependence on N , if
the prefactor Ag and N are small, since the dominant
contribution to the integral above will come from the
steeply-increasing peak regime of p(γ1), and not from
its power-law, scaling regime. We therefore suggest that
the small exponents β measured in [50, 52] are a finite-
size manifestation of the form of p(γ1), which, in turn, is
presumably inherited from D(ω).
VI. SUMMARY
In summary, we have shown that the stiffness asso-
ciated with the normalized linear response of glasses to
local force dipoles is a random variable that follows a
probability distribution, whose asymptotic form is inde-
pendent of microscopic details of glass-forming models,
and features a weak dependence on spatial dimension.
We provided an explanation for the observed statistics of
the dipole stiffnesses in terms of a simple lattice model
that incorporates both the universal form of the QLM
DOS, and QLMs’ universal spatial structure. We have
subsequently reported calculations of the average dipole
response stiffness down to the deeply supercooled regime
by availing ourselves to glass-forming models that can be
simulated using the Swap Monte Carlo algorithm, and
discussed possible conceptual links between our observa-
tions and the glass transition problem. By working back-
wards from these observations and through the insights
gained from our lattice model, we proposed a conjecture,
schematically summarized in Fig. 7, on the full form of
the density of states of soft, non-phononic excitations in
stable (i.e. low Tp) computer glasses, of which only the
scaling regime has presently been observed [19, 20]. We
further propose that recent observations regarding finite
size effects in plastic activity of stable glasses can be ex-
plained in terms of our speculations regarding the form
of the full QLM DOS. This result concretizes the idea
proposed in [17, 24], that dipole responses constitute a
useful tool to gain insights into the physics of QLMs in
structural glasses.
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FIG. 8. Finite size effects in the distributions p(κ) of dipole
stiffnesses, calculated for Tp = 1.0 of the IPL model, and for
different system sizes N as detailed in the legend. The expo-
nent appears to slowly converge to the expected η=0.8 value
reported in the main text, as the system size is increased. We
also report how these artifacts (and others, see [23]) affect the
mean κg ≡ 〈κ〉 itself.
Appendix A: Finite size effect on the dipole
stiffness’ statistics
It was recently reported in [53] that the calculation
of the QLM DOS at high Tp’s requires extra care be
taken to avoid it being contaminated by finite size effects.
The reason is that the linear size ξQLM of localized cores
of QLMs grows for glasses quenched from high parent
temperatures Tp [19, 20, 24]. This means that at higher
parent temperatures, larger system sizes are needed for
9the QLMs to be able to fit in the sample and for their
universal statistics to be reliably recovered. Similarly,
care needs to be taken when considering the statistics of
dipole responses and their associated stiffnesses p(κ).
We report these finite size effects in Fig. 8 for the IPL
glasses in 3D, quenched instantaneously from high Tp,
see Sect. II for details. It can be seen that the scaling
exponent is underestimated when the system size is too
small, and, upon increasing N , approaches the value η=
0.80 reported for the lattice model in Fig. 3a, and for
more stable glasses in Figs. 3b, 4 and 5.
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