Abstract. An algorithm for reconstructing analytic functions from exponentially spaced samples is considered. Approximation errors and stability estimates are obtained.
Introduction. A problem of analytic continuation of a function of single complex variable can be stated as follows:
Let D be a domain in the complex plane C, and let A be a proper subset of B ⊂ D. Suppose that there exists a function f analytic in D, and its values are given on A. It is required to determine the values of f on B.
It is well-known that if A has a limit point in D, then the problem has a unique solution. If A coincides with the boundary ∂D of the domain D, then the values of f on D, and therefore, on B, can be found by using the Cauchy integral formula. Hence, the solution depends continuously on the data, and the problem is well-posed.
However, if A is a proper subset of D, or of ∂D, the problem is ill-posed. If A is a part of the boundary ∂D, a regularizing family of operators for this problem can be obtained using a Carleman function [6] . If A is a subdomain of D, the problem can be reduced to an equivalent ill-posed integral equation of the first kind, or can be regularized using the Taylor series expansion. In a particular case, when f is an entire function of exponential type σ, and A = nπ σ n=∞ n=−∞ , then the function f can be recovered by using the Whittaker-Kotel'nikov-Shannon sampling formula [5] :
For references and historical surveys on the sampling formula see [2, 5] .
The problem of analytic continuation of an analytic function of one complex variable to a larger domain has applications in plane potential theory, as harmonic functions in two real variables can be treated as real or imaginary parts of analytic functions. Moreover, a plane harmonic vector field (being the gradient of a harmonic function of two real variables x and y) can, by identification of two fixed orthonormal vectors with the numbers 1 and −i (where i 2 = −1), be viewed as an analytic function of the complex variable z = x + iy. Thus it is desirable to have several methods available that can be adjusted to suit concrete problem in the best way.
In this paper we consider the analytic continuation problem in case D = {z; |z| < R} , B = (−R, R), and
Moreover, presence of noise is considered: instead of the precise data f only an inexact data f ∈ L ∞ (−h, h) on a subinterval [−h, h], 0 < h < R, with a priori noise information
is given. Since A = [−h, h] is a proper subset of D = {z; |z| < R}, the problem is ill-posed.
Although no explicit solution formula for the stated problem is obtained until now, in certain case some conditional stability estimate is known. For example, let D be the unit disc, B be the interval (−1/2, 1/2), and A be the interval [−h, h], 0 < h ≤ 1/4. Suppose that |f (z)| is bounded by 1 on D and by , 0 < ≤ h/2, on A. Then it is proved in [6] that the following conditional stability estimate holds
We propose here an explicit regularizing family of operators (see formula (6) below) for the problem based on the basic hypergeometric series [4] , and obtain the error estimate. Unlike the classical Whittaker-Kotelnikov-Shannon sampling formula (1) , that uses the sampled values of the function f at equally spaced nodes stretched over the whole real line, our sampling formula uses the values of f at exponentially spaced points (namely {q n h} n=∞ n=0 , 0 < q < 1) on a finite interval [0, h]. The idea to use exponentially spaced points as sampled nodes traces back to Cauchy [3] , who studied an interpolation problem for periodic functions:
Let T T be the unit circle, and f ∈ L 2 (T T ). If
and q is a primitive kth root of unity, then
However, the interpolation points q n , n = 0, 1, . . . , k − 1 , in formula (3) are also equally spaced on the unit circle T T .
First we list some definitions and results from the basic hypergeometric series (qseries) theory that will be used in the paper.
Let 0 < q < 1 and a = q −n for n = 0, 1, . . . . The q-shifted factorial is defined by
We also define
Observe that
The following summation theorem is frequently used
It is a q-analogue of the Newton binomial theorem. For the proof and more information see [4] .
2. Sampling Formula. The family of sampling operators is given by
Here a is a free parameter, and q is a regularizing parameter. Since 0 < q n h ≤ h, the sampling operator uses sampled values of the function f at exponentially spaced points only on the interval (0, h] in evaluation.
Putting a = 0 into (6) and taking into account that (0; q) n = (0; q) ∞ = 1 we obtain the following particular sampling formula
Letting a → ∞ in (6) and noticing that lim a→∞ (−a;q)n a n = q n(n−1)/2 we get another sampling formula
The sampling formulas (7) and (8) will be considered in a subsequent paper. To simplify the analysis involved throughout the paper we assume that the free parameter a is real and a > 1.
By virtue of formula (5) we have
Invoking formula (4) we get
is an analytic function on the right half plane z > 0.
Proof. Since f is bounded on (0, h], there exists a positive constant M such that
By virtue of the ratio test one can show that the power series on the right hand side of (9) converges to an analytic function in the domain Ω = z; h−z az+h < 1 . It is easy to see that Ω is the outer domain bounded by the circle with center at the point − :
, and therefore, Ω contains the right-half plane z > 0.
On the other hand, the function (
∞ is analytic everywhere, except at the points
, that are on the left-half plane. Therefore, IR q f (z) is analytic on the right-half plane z > 0. 2 THEOREM 1. Let f (z) be analytic on the disc |z| < R and 0 < x < R. Then
uniformly on any compact subinterval of (0, R).
Proof.
Step 1. We show that if f (z) is analytic on the disc |z| < R and
Indeed, let R 0 be a positive number such that R 0 < R. Since f (z) is analytic in the closed disc |z| ≤ R 0 , it is bounded there: |f (z)| < M ; and moreover, if f (z) is represented by the power series (11), then the coefficients satisfy the Cauchy inequality [1] 
By virtue of the formulas (12), (5) and (4) we have
Invoking the ratio test we conclude that the series
. Hence, the double series
, and therefore we can interchange the order of summation in the iterated double series
Step 2. We estimate now the error
Indeed, we get
Consequently,
We will show by induction that
Clearly, it is true for n = 0, 1. Suppose that it holds for n = k. With n = k + 1 we obtain
where we have used the induction hypothesis (15) for n = k, formulas (13) and (14). It is easy to see that
Hence, by induction, the inequality (15) holds for any n. Combining (13) and (15) we get
Therefore,
Step 3. We estimate the error IR q f (x) − f (x) on the interval (0, h]. Suppose now that 0 < x ≤ h. Applying formula (14) we have
Hence,
where we have used the induction hypothesis (18), formulas (14) and (17). It is easy to see that
Hence, by induction, the inequality (18) holds for any n.
Combining (17) and (18) we get
Step 4. The coefficients of (1 − q) on the right hand side of (16) and (19) are uniformly bounded on any compact subinterval of (0, h] and (h, R 0 ). Since R 0 can be chosen arbitrarily closed to R, Theorem 1 is proved. 2
We observe that IR q f (h) = f (h) for any q ∈ (0, 1).
With a suitable choice of the regularizing parameter q the sampling operator IR q is also a regularizing operator and moreover,
uniformly on (0, h], and
uniformly on any compact subinterval [α, β] of (h, R), provided b > ln 2 + 2 ln β − 2 ln h.
Step 1. Let x = h. Then
Step 2. Suppose that 0 < x < h. Applying formulas (5) and (19) we obtain
Step 3. Let h < x ≤ β < R 0 . Using formulas (5) and (16) we have
Due to the inequalities 
Taking the regularizing parameter q = 1 + b ln , b > ln 2 + 2 ln β − 2 ln h, we get
uniformly on any compact subinterval [α, β] of (h, R 0 ). Because of the arbitrary closeness of R 0 to R Theorem 2 is proved. 2 Remark 1. On the interval (−h, 0) the family of sampling operators (6) has the form
It reconstructs the function f on (−R, 0) from sampled values of f on (−h, 0). Remark 2. When f (z) is an entire function, the sampling operator IR q f (z) (formulas (6) and (24)) recovers the function f (x) on the whole real line, except at the point x = 0.
3. Truncated Sampling Operator. The sampling operator IR q f (z) (formulas (6) and (24)) contains both infinite products and an infinite series. Therefore, for the purpose of numerical computation we consider the truncation IR k q of the sampling operator R q
THEOREM 3. Let f (z) be analytic on the disc |z| < R and 0 < x < R. Then
Proof. We have
By Theorem 1 the first term on the right hand side of formula (29) is of order O(1 − q) uniformly on any compact subinterval of (0, R). Therefore, it is sufficient to show that the second term is also of order O(1 − q). We have
where
We estimate now I 1 .
First let 0 < α ≤ x < h. Using the inequalities (22) and (23) we get
. Now we estimate I 1 for h < x ≤ β < R 0 . Using the inequalities (22) and (23) again we get
We estimate I 2 now. Let 0 < α ≤ x ≤ h. Then
and (−aq k+1 ;q)n (q k+2 ,q)n ≤ (−a;q)n (q;q)n we have
We estimate I 2 now for h < x ≤ β < R. In this case
(−aq k+1 ; q) n (q k+2 ; q) n x − h ax + h n ≤ M β h ALGORITHM. The following algorithm can be used to approximate f (x) with the accuracy for any fixed x ∈ (0, R):
Step 1: Select q = 1 − and an integer k satisfying the condition (28). Evaluate E = h−x ax+h , F = −aE.
Step 2: Set n = 0. Put q n = M n = N n = T n = R n q f (x) = 1.
Step 3: q n+1 =n ; T n+1 = 1−Eqn 1−F qn , M n+1 = T n+1 M n ; N n+1 = 1+aqn 1−q n+1 EN n ; IR n+1 q f (x) = T n+1 IR n q f (x) + M n+1 N n+1 f (q n+1 h).
Step 4: If n + 1 = k then stop. Otherwise set n := n + 1 and go to step 3.
