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SPECTRAL ANALYSIS OF THE MULTI-DIMENSIONAL
DIFFUSION OPERATOR WITH RANDOM JUMPS FROM THE
BOUNDARY
DAVID KREJCˇIRˇÍK, VLADIMIR LOTOREICHIK, KONSTANTIN PANKRASHKIN,
AND MATEˇJ TUŠEK
ABSTRACT. We develop a Hilbert-space approach to the diffusion process of the
Brownian motion in a bounded domain with random jumps from the boundary in-
troduced by Ben-Ari and Pinsky in [BP07]. The generator of the process is intro-
duced as the Laplace operator in the space of square-integrable functions, subject to
non-self-adjoint and non-local boundary conditions expressed through a probability
measure on the domain. We obtain an expression for the difference between the re-
solvent of the operator and that of the Dirichlet Laplacian. We prove that for a large
class of measures the numerical range is the whole complex plane, despite the fact
that the spectrum is purely discrete. Furthermore, for the class of absolutely contin-
uous probability measures with square-integrable densities we characterise the ad-
joint operator and prove that the system of root vectors is complete. Finally, under
certain assumptions on the densities, we obtain enclosures for the non-real spectrum
and find a sufficient condition for the non-zero eigenvalue with the smallest real part
to be real. The latter supports the conjecture of Ben-Ari and Pinsky [BP07] that this
eigenvalue is always real.
1. Introduction
Consider a Brownian motion in a bounded domain Ω and wait until it hits
a point of the boundary ∂Ω. At the hitting time the Brownian particle gets
restarted at a point inside the domain according to a given probabilistic mea-
sure µ on Ω and starts the diffusion afresh. This process was introduced by
Ben-Ari and Pinsky in [BP07, BP09] and recently studied by Arendt, Kunkel
and Kunze in [AKK16] (see also [K18] and references therein).
In a simplified setting, the underlying generator is the Laplacian on Ω with
a peculiar boundary condition, which connects boundary values of functions
with their values inside the domain. This generator can be realised as a closed
linear operator in the Banach space L∞(Ω); see [AKK16, BP07].
Our main aim is to rigorously define the generator as a closed operator with
compact resolvent in the Hilbert space L2(Ω). Furthermore, we compute its
numerical range and analyse its basic spectral properties. In view of [BP07,
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Question 1] about the reality of the non-zero eigenvalue with the smallest
real part for this operator, we are particularly interested in finding sufficient
conditions for the low lying eigenvalues to be real.
1.1. Setting and state of the art
Let Ω ⊂ Rd, d ≥ 2, be a bounded, connected, C2-smooth open set and let µ
be a probability measure on Ω. The Brownian motion of interest [AKK16,
BP07, BP09, K18] is generated by the linear operator in the Banach space
L∞(Ω):
(1.1)
Aµu := −∆u,
domAµ :=
{
u ∈ C(Ω) ∩W (Ω) : ∆u ∈ L∞(Ω), u|∂Ω =
∫
Ω
u(x)dµ(x)
}
,
where the auxiliary space W (Ω) is defined as
W (Ω) :=
⋂
p>1
W 2,ploc (Ω);
here W 2,ploc (Ω) is local L
p-based second-order Sobolev space on Ω. It is proved
in [AKK16, Thm. 1.6] (see also [BP09] for a probabilistic description) that Aµ is
a closed operator and that −Aµ generates a holomorphic contraction positive
semigroup Tµ(t), t > 0, in the Banach space L∞(Ω). According to [AKK16,
Thm. 4.8 and Cor. 5.8], the operator Aµ has only point spectrum, which lies in
the half-plane {λ ∈ C : Reλ ≥ 0}. Moreover, the property σ(Aµ) ∩ iR = {0}
holds. Let us denote by λ1(µ) the non-zero eigenvalue of Aµ with the smallest
real part. According to [AKK16, Thm. 1.3 (d) and Cor. 5.10 (2)], there is a non-
negative function h ∈ L1(Ω), ∫
Ω
h(x)dx = 1 such that for any ε < Reλ1(µ)
there is a constant M > 0 such that, for all f ∈ L∞(Ω),
(1.2)
∥∥∥∥Tµ(t)f − ∫
Ω
f(x)h(x)dx
∥∥∥∥
∞
≤Me−εt, ∀ t > 0.
Thus, estimates of the real part of the eigenvalue λ1(µ) are of clear proba-
bilistic interest [BP07]. Refinement of the large time behavior (1.2) is obtained
in [BP09, Thm. 1] under extra assumptions. In particular, according to [BP09],
the function h can be explicitly expressed through the measure µ and the
Green’s function corresponding to the Dirichlet Laplacian.
The following striking question posed by Ben-Ari and Pinsky in [BP07] re-
mains open.
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Question 1.1. If there exists a non-zero eigenvalue with the smallest real part λ1(µ),
is it real for any measure µ?
Sufficient conditions for the entire spectrum of Aµ to be real are obtained
in [BP07]. In particular, the spectrum of Aµ is real for µ being the uniform
probability measure on Ω and for dµ(x) = χ1(x)
(χ1,1)L2(Ω)
dx, where χ1 > 0 is the
L2-normalized ground-state of the Dirichlet Laplacian. An explicit example
with non-real eigenvalues is constructed in [LLR08, Rem. 1.4], however, in
this example the eigenvalue λ1(µ) is still real.
The one-dimensional version of the problem is considered in the series of
papers [LLR08, KW11, B14, KK16, Y18, YS19]. Surprisingly, the spectrum
turns out to be always real [LLR08, Thm. 1.2] in that setting. In [KK16] the
reality of the spectrum was explained through a generalised similarity of the
non-self-adjoint generator to a self-adjoint operator in the Hilbert spaceL2(Ω).
1.2. Main results
Assuming that the measure µ defines a continuous functional on the Sobolev
space H2(Ω), we introduce a linear operator
Hµu := −∆u, domHµ :=
{
u ∈ H2(Ω) : u|∂Ω =
∫
Ω
u(x)dµ(x)
}
,
in the Hilbert space L2(Ω). The operator Hµ can be viewed as an extension
of Aµ to a larger space L2(Ω) ⊃ L∞(Ω). We check that Hµ is densely defined,
closed, and non-self-adjoint and that the spectral data of Hµ are the same as
those of Aµ; i.e. , these operators have the same spectra and the same families
of eigenfunctions.
Our goal is to perform a spectral analysis of Hµ in the Hilbert-space set-
ting. In Theorem 2.4 we derive a Krein-type resolvent formula for the resol-
vent difference of Hµ and the Dirichlet Laplacian on Ω and obtain a Birman–
Schwinger-type characterisation of the spectrum for Hµ. As an easy conse-
quence of that, we show that the spectrum of Hµ is purely discrete and invari-
ant under complex conjugation. Furthermore, in Theorem 3.1 we establish,
under certain technical assumptions on the boundary behaviour of µ, that the
numerical range of Hµ is the whole complex plane.
Particular attention is paid to measures of the type dµ(x) = w(x)dx with
the density w ∈ L2(Ω). For such measures we are able to compute and charac-
terise the adjoint operator H∗µ. Moreover, we prove for this class of measures
that the system of root vectors of Hµ is complete in the Hilbert space L2(Ω).
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It means, in particular, that the spectrum of Hµ consists of an infinite num-
ber of isolated points that accumulate at complex infinity. For w being either
a perturbation of the constant function 1|Ω| or of the L
1-normalized ground-
state χ1
(χ1,1)L2(Ω)
of the Dirichlet Laplacian we obtain enclosures on the non-real
eigenvalues; cf. Theorems 5.2 and 5.6.
Next, we discuss these enclosures in more detail. Let {λk}∞k=1 be the eigen-
values of the Dirichlet Laplacian on Ω enumerated in the non-decreasing or-
der and counted with multiplicities. Let {χk}∞k=1 be the respective real-valued
eigenfunctions normalised to 1 in L2(Ω). Assume also that χ1 > 0. We con-
sider two special classes of measures.
Class I. For the measure of the structure
(1.3) dµ(x) =
(
1(x)
|Ω| + v(x)
)
dx
with real-valued v ∈ L2(Ω) satisfying for some k ∈ N
(1.4)
v ≥ − 1|Ω| ,
∫
Ω
v(x)dx = 0,
∫
Ω
v2(x)dx <
1
|Ω|2 min1≤n≤k
{(∫
Ω
χn(x)dx
)2}
,
we obtain in Theorem 5.2 that there are no eigenvalues of Hµ in the set
(1.5) Hk =
{
λ ∈ C \ R : Reλ ≤ λk + λk+1
2
}
.
This result tells us that the spectrum of Hµ in the subset Hk ⊂ C is real. The
analysis of this spectrum in Theorem 5.3 yields under the same condition com-
bined with simplicity of the eigenvalues λ1, λ2, . . . , λk in the spectrum of HD
that in each interval (λi, λi+1), i = 1, 2, . . . , k−1 there is exactly one eigenvalue
of Hµ. In particular, under the assumption (1.4) on v with k = 2 and in the case
that λ2 is a simple eigenvalue of HD we conclude in Proposition 5.5 with an
extra argument that λ1(µ) is real and obtain an estimate on it. These results
are interesting to compare with [BP07, Thm. 4 (i)], where it is proved that all
the eigenvalues of Hµ are real, provided that the numerical sequence
ξn := (1, χn)L2(Ω)
∫
Ω
χn(x)dµ(x), n ≥ 2,
satisfies either ξn ≥ 0 or ξn ≤ 0 for all n ≥ 2. The conclusion that we get is
weaker, but on the other hand our assumption on the measure involves only
eigenfunctions corresponding to low eigenvalues.
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Class II. For the measure of the structure
(1.6) dµ(x) =
(
χ1(x)
(χ1,1)L2(Ω)
+ v(x)
)
dx
with real-valued v ∈ L2(Ω) satisfying
(1.7) v ≥ − χ1
(χ1,1)L2(Ω)
,
∫
Ω
v(x)dx = 0,
∫
Ω
v2(x)dx <
1
|Ω| ,
we obtain in Theorem 5.6 the enclosure
(1.8) σ(Hµ) \ [0,∞) ⊂
{
λ ∈ C \ R : dist(λ, σ(HD))|λ1 − λ| ≤ |Ω|
1/4‖v‖1/2L2(Ω)
}
,
i.e. , the non-real spectrum of Hµ belongs to a neighbourhood of σ(HD), the
size of which is controlled by the norm of v in L2(Ω), see Figure 1.1.
FIGURE 1.1. Matryoshka-type spectral enclosure (1.8) obtained
in Theorem 5.6. We chose the unit disk for Ω and put
|Ω|1/4‖v‖1/2L2(Ω) = 0.1 (the blue full line), 0.2 (the red dotted line),
0.3 (the green dashed-dotted line), 0.4 (the gray dashed line).
The black points are the Dirichlet eigenvalues.
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1.3. Structure of the paper
The paper is organized as follows. In Section 2 we define the operator Hµ,
derive a Krein-type resolvent formula and analyse basic properties of Hµ. The
numerical range of Hµ is studied in Section 3. The case of dµ(x) = w(x)dxwith
square-integrable density w is considered in Section 4, in which also the ad-
joint of Hµ is investigated. The enclosures for the non-real spectrum of Hµ and
estimates for the low lying real eigenvalues are obtained in Section 5. Namely,
the measures of the structures (1.3) and (1.6) are analysed in Subsections 5.1
and 5.2, respectively.
2. Definition of the operator and Krein-type resolvent formula
Let Ω ⊂ Rd be a bounded C2-domain with the boundary ∂Ω and µ be a
probability measure on Ω defining a continuous functional
H2(Ω) 3 u 7→ 〈u〉µ :=
∫
Ω
u(x)dµ(x).
Remark 2.1. An important subclass of such measures is given by dµ(x) =
w(x)dx with a non-negative real-valued function w ∈ L2(Ω) that satisfies∫
Ω
w(x)dx = 1. Another interesting subclass is of the type
µ(U) :=
1
|Σ|
∫
U∩Σ
dσ, U ⊂ Ω,
where Σ ⊂ Ω is a C∞-smooth closed hypersurface and dσ is the Hausdorff
measure on it. Let us also point out that in dimensions d = 2, 3 we can treat
the Dirac measure supported on a point in Ω.
We consider a linear operator Hµ defined as follows
(2.1) Hµu := −∆u, domHµ :=
{
u ∈ H2(Ω) : 〈u〉µ = u|∂Ω
}
.
Remark 2.2. Note that at the beginning we could have assumed that µ is sup-
ported on Ω but not exclusively on ∂Ω. However, this apparently more gen-
eral setting is actually already contained in the defintion above, without loss
of generality. Indeed, let µ = µ1 +µ2, where µ1 and µ2 are supported on Ω and
∂Ω, respectively, and µ2(∂Ω) < 1. Then the boundary condition for domHµ,
where we integrate over Ω, reads
u|∂Ω =
∫
Ω
udµ1 + µ2(∂Ω)u|∂Ω,
which yields 〈u〉µ˜ = u|∂Ω with the new probability measure µ˜ = µ1/(1 −
µ2(∂Ω)) supported on Ω.
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Proposition 2.3. Hµ is densely defined in L2(Ω).
Proof. Let ϕ ∈ L2(Ω) and ε > 0, then one can find ψ ∈ C∞0 (Ω) which satisfies
‖ϕ− ψ‖L2(Ω) < ε2 .
Let us define the double-sided open neighbourhood of ∂Ω as
∂Ωε := {x ∈ Rd : dist(x, ∂Ω) < ε}.
Furthermore, let 1ε be the indicator function of ∂Ωε, and let (fε)ε>0 be the stan-
dard family of mollifiers in Rd; cf. [HT, Exercise 1.30]. Then the convolution
gn := 1 2
n
∗ f 1
n
, n ∈ N,
is a C∞0 (Rd)-function with values in [0, 1] that equals 1 on ∂Ω 1
n
and is zero
away from ∂Ω 3
n
. Hence, |gn| ≤ 1 ∈ L1(Ω, dµ), and for any x ∈ Ω one has
limn→∞ gn(x) = 0. Then the dominated convergence implies
(2.2) lim
n→∞
∫
Ω
gndµ = 0.
Put
ψn := ψ + Cngn|Ω with Cn :=
∫
Ω
ψdµ
1− ∫
Ω
gndµ
.
Clearly, ψn ∈ H2(Ω) and 〈ψn〉µ = Cn = ψn|∂Ω, i.e., ψn ∈ domHµ. For every
sufficiently large n one has∣∣∣ ∫
Ω
gndµ
∣∣∣ ≤ 1
2
, |Cn| ≤ 2
∣∣∣ ∫
Ω
ψdµ
∣∣∣,
due to (2.2). Hence, we get
‖ψ − ψn‖L2(Ω) = |Cn|‖gn‖L2(Ω) ≤ 2
∣∣∣ ∫
Ω
ψdµ
∣∣∣‖1 3
n
‖L2(Ω) ≤ 2
∣∣∣ ∫
Ω
ψdµ
∣∣∣√|∂Ω 3
n
|,
where 1 3
n
stands for the indicator function of ∂Ω 3
n
. Since limn→∞ |∂Ω 3
n
| = 0,
one can choose N to have ‖ψ − ψN‖L2(Ω) < ε2 , and then
‖ϕ− ψN‖L2(Ω) ≤ ‖ϕ− ψ‖L2(Ω) + ‖ψ − ψN‖L2(Ω) < ε
2
+
ε
2
= ε.
As ϕ ∈ L2(Ω) and ε > 0 were arbitrary and ψN ∈ domHµ, the claim follows.

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Now, we recall the definition of the Dirichlet Laplacian on Ω
(2.3) HDu := −∆u, domHD := H2(Ω) ∩H10 (Ω),
which is self-adjoint in the Hilbert space L2(Ω). With this definition, the do-
main of Hµ can be alternatively described as
(2.4) domHµ = {u = u0 + c : u0 ∈ domHD, 〈u0〉µ = 0, c ∈ C} .
For the sake of convenience, we employ the abbreviation
RD(λ) := (HD − λ)−1, λ ∈ ρ(HD),
and introduce the following complex-valued function
C \ σ(HD) 3 λ 7→ mµ(λ) := 〈RD(λ)1〉µ.
Recall that the resolvent RD(λ) is compact. Let {λn}∞n=1 stand for the eigenval-
ues of HD counted with multiplicities in non-decreasing order and let {χn}∞n=1
be the corresponding real-valued orthonormal eigenfunctions of HD. The
ground state χ1 can be chosen to be positive. Then we can write
(2.5) mµ(λ) =
〈
RD(λ)
+∞∑
n=1
(1, χn)L2(Ω)χn
〉
µ
=
+∞∑
n=1
(1, χn)L2(Ω)〈χn〉µ
λn − λ .
Note that the sum in the first equality converges in the L2-norm and recall that
〈·〉µ is assumed to be continuous on H2(Ω). Due to the elliptic H2-regularity
up to the boundary (here we used the C2-smoothness of ∂Ω), 〈RD(λ)·〉µ is
continuous on L2(Ω). This justifies the second equality in (2.5). Moreover, we
see that mµ is meromorphic on C and not everywhere zero. Indeed, assuming
on the contrary that mµ ≡ 0 identically, then in particular (1, χ1)L2(Ω)〈χ1〉µ =
0, which contradicts the positivity of χ1. Similarly, employing the identity
theorem from complex analysis, one can infer that the set of zeros of mµ has
no finite accumulation point and, therefore, it is at most countable.
Now we are ready to formulate the theorem, which contains basic proper-
ties of Hµ and the Krein-type resolvent identity.
Theorem 2.4. Let the operators Hµ and HD be as in (2.1) and in (2.3), respectively.
Define the set Sµ := {λ ∈ C \ σ(HD) : λmµ(λ) 6= 0}. Then the following hold.
(i) For any λ ∈ Sµ the operator
(2.6) Rµ(λ) := (Hµ − λ)−1 = RD(λ)− (λRD(λ)1 + 1) 〈RD(λ) ·〉µ
λmµ(λ)
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is well defined and compact in L2(Ω). In particular, Sµ ⊂ ρ(Hµ), the linear
operator Hµ is closed, and its spectrum is purely discrete.
(ii) kerHµ = span {1}.
(iii) For any λ ∈ ρ(HD)\{0}, mµ(λ) = 0 if, and only if, λ ∈ σd(Hµ). In the positive
case, λRD(λ)1+1 is an eigenfunction of Hµ corresponding to the eigenvalue λ.
Proof. (i) Firstly, note that Sµ 6= ∅. Let λ ∈ Sµ be fixed and let v ∈ L2(Ω) be
arbitrary. Consider the resolvent equation (Hµ − λ)u = v. Using the represen-
tation (2.4) of domHµ, we find for u = u0 + c ∈ domHµ with u0 ∈ domHD and
c ∈ C that HDu0 − λu0 = v + λc. Hence, we get
(2.7) u0 = RD(λ)v + λcRD(λ)1.
Furthermore, employing that 〈u0〉µ = 0, we obtain
〈RD(λ)v〉µ + λcmµ(λ) = 0.
Hence, the constant c ∈ C can be expressed as follows
c = −〈RD(λ)v〉µ
λmµ(λ)
.
Substituting the above expression for c into (2.7) we obtain the identity
u0 = RD(λ)v − λRD(λ)1〈RD(λ)v〉µ
λmµ(λ)
.
Finally, we get
u = u0 + c = RD(λ)v − λRD(λ)1〈RD(λ)v〉µ
λmµ(λ)
− 〈RD(λ)v〉µ
λmµ(λ)
.
Hence, we conclude that the operator Hµ − λ is invertible and the inverse
(Hµ − λ)−1 := RD(λ)−
(
λRD(λ)1 + 1
)〈RD(λ)·〉µ
λmµ(λ)
is everywhere defined in L2(Ω).
Since, the operator (Hµ−λ)−1 is bounded and everywhere defined in L2(Ω),
we conclude that λ ∈ ρ(Hµ). Therefore, the inclusion Sµ ⊂ ρ(Hµ) holds and Hµ
is closed.
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Recall that 〈RD(λ)·〉µ is a continuous functional on L2(Ω). Therefore, the
resolvent of Hµ is a rank-one perturbation of the resolvent of HD. Hence,
compactness of the resolvent of Hµ is a consequence of the same property
for RD(λ). Thus, discreteness of the spectrum for Hµ follows.
(ii) First, it is easy to see that 1 ∈ domHµ and that Hµ1 = 0. Second, suppose
now that u ∈ domHµ and Hµu = 0. By (2.4), we can decompose u = u0 + c
with u0 ∈ domHD and c ∈ C. Hence, we end up with HDu0 = 0 and therefore
u0 = 0. Combining the above two observations, we get kerHµ = span {1}.
(iii) Let λ ∈ ρ(HD) be such that mµ(λ) = 0. Set u := λRD(λ)1 + 1. Clearly,
〈u〉µ = u|∂Ω = 1 and thus u ∈ domHµ \ {0}. Moreover,
Hµu = Hµ (λRD(λ)1 + 1) = (−∆− λ)λRD(λ)1 + λ2RD(λ)1
= λ1 + λ2RD(λ)1 = λu.
Now, suppose that λ ∈ σd(Hµ)∩ ρ(HD) \ {0}. Hence, there exists u ∈ domHµ \
{0} such that Hµu = λu. By (2.4) we can decompose u as follows u = u0 + c.
Since λ /∈ σ(HD) we conclude that c 6= 0. Using that Hµu = λu we get −∆u0 =
λu0 + λc. Hence, u0 = λcRD(λ)1, and, finally, λcmµ(λ) = 0. 
Remark 2.5. The formula (2.6) for the resolvent of Hµ clearly indicates that this
operator is non-self-adjoint, for any choice of µ.
In the next two propositions we collect basic spectral properties of Hµ.
Proposition 2.6. If λ ∈ C \ R is an eigenvalue of Hµ with an eigenfunction u,
then λ is also an eigenvalue of Hµ with an eigenfunction u. Moreover, the geometric
multiplicities of λ and λ coincide.
Proof. Let λ ∈ C\R be an eigenvalue of Hµ with an eigenfunction u ∈ domHµ\
{0}. Obviously, u ∈ domHµ and moreover, Hµu = Hµu = λu = λu. Next, it
is easy to see that the complex conjugation is a bijection between ker(Hµ −
λ) and ker(Hµ − λ). Hence, the geometric multiplicities of these eigenvalues
coincide. 
Proposition 2.7. σ(Hµ)∩(−∞, λ1) = {0}, where λ1 is the lowest eigenvalue of HD.
Proof. This statement is almost trivial. Indeed, for any λ ∈ (−∞, λ1) the func-
tion RD(λ)1 > 0 (point-wise) by positivity improving of RD(λ); cf. [Da, Thm.
1.3.2 and Lem. 1.3.4]. Hence, mµ(λ) > 0 and the claim follows from Theo-
rem 2.4 (iii). 
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In the following proposition we show that the spectral data of Aµ and Hµ
coincide. As a result some known spectral properties of Aµ can be transferred
to Hµ.
Proposition 2.8. The eigenvalues and the respective eigenspaces of Aµ and Hµ coin-
cide. In particular, σ(Hµ) ⊂ {λ ∈ C : Reλ ≥ 0} and σ(Hµ) ∩ iR = {0}.
The proof relies on the regularity lemma which we provide for convenience
of the reader.
Lemma 2.9. [Gr, Thm. 2.4.2.5] For any f ∈ Lp(Ω) with p ≥ 1 there is a unique
w ∈ W 2,p(Ω) such that {−∆w = f, in Ω,
w = 0, on ∂Ω.
Proof of Proposition 2.8. Step 1. Let λ ∈ C and u ∈ domAµ be such that Aµu =
λu. Our aim is to show that u ∈ domHµ and that Hµu = λu. The function u can
be decomposed as u = u0 + c with c ∈ C and with u0 ∈ C(Ω) satisfying ∆u0 ∈
L∞(Ω), u0|∂Ω = 0. The inclusions C(Ω) ⊂ L∞(Ω) ⊂ L2(Ω) yield u0,∆u0 ∈
L2(Ω). Hence, by Lemma 2.9 with p = 2 we obtain that u0 ∈ H2(Ω) and hence
also u = u0 + c ∈ H2(Ω). Therefore, u ∈ domHµ and Hµu = λu easily follows.
Step 2. Let λ ∈ C and u ∈ domHµ be such that Hµu = λu. Our aim is to
show the converse implication, namely, that u ∈ domAµ and that Aµu = λu.
Clearly, the eigenfunction u can be decomposed as u = u0 + c with c ∈ C with
u0 ∈ H2(Ω) satisfying u0|∂Ω = 0. Recall the identity
(2.8) −∆u0 = λu0 + λc.
If d ≤ 4, the Sobolev embedding theorem [Gr, Eq. 1.4.4.5] yields u0 ∈ Lp(Ω)
for all p ≥ 1. Hence, we conclude from (2.8) and Lemma 2.9 that u0 ∈
W 2,p(Ω) for all p ≥ 1. If d > 4 we use standard bootstrap argument based
on Lemma 2.9 applied several times in order to show that again u0 ∈ W 2,p(Ω)
for all p ≥ 1. Since by the Sobolev embedding [Gr, Eq. 1.4.4.6] we have
W 2,p(Ω) ⊂ C0,2− dp (Ω) for 1 < d
p
< 2. Hence, we get with p := d
2
d+1
that
u0 ∈ C0,1− 1d (Ω) ⊂ C(Ω). Therefore, u = u0 + c ∈ C(Ω) and thanks to the
identity (2.8) we have ∆u = ∆u0 ∈ L∞(Ω). Thus, u ∈ domAµ and Aµu = λu
easily follow.
Step 3. Equality σ(Aµ) = σ(Hµ) combined with [AKK16, proof of Thm. 4.8]
and [AKK16, proof of Thm. 1.3 (d)] imply σ(Hµ) ⊂ {λ ∈ C : Reλ ≥ 0} and
σ(Hµ) ∩ iR = {0}, respectively. 
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3. Numerical range
The goal of this section is compute the numerical range of Hµ. To this aim
let n be the inward pointing unit normal field along ∂Ω, I = (0, 1), and ε > 0.
We may choose ε so that the mapping
Lε : ∂Ω× I → Rd :
{
(xˆ, t) 7→ xˆ+ εtn}
is injective (cf. [Lee, Thm. 5.25]) and we define
Lε(∂Ω× I) = {x ∈ Ω : dist(x, ∂Ω) < ε} =: ∂Ωε.
Details on the geometry of ∂Ωε viewed as a Riemannian manifold can be
found in [KRT15]. We will need just the following. First of all, the metric
G on ∂Ωε induced byLε has the following block structure
(Gij)
d
i,j=1 =
(
(Gαβ)
d−1
α,β=1 0
0 ε2
)
, Gαβ =
d−1∑
ρ,σ=1
gαρ(δ
ρ
σ − εtLρσ)(δσβ − εtLσβ) ,
where gαρ and Lρσ are the matrix entries of the metric and the Weingarten
map on ∂Ω, respectively, written in some local coordinates on ∂Ω. We will
denote these coordinates by {xˆν}d−1ν=1. Recall that the eigenvalues of L are just
the principal curvatures. Hence, we get
|G| := det(G) = ε2|g|
d−1∏
i=1
(1− εtκi)2,
where |g| := det(g). The volume element on ∂Ωε is given by |G|1/2.
Recall that for a linear operatorT in the Hilbert spaceH the numerical range
is the following subset of C
{(Tψ, ψ)H : ψ ∈ domT, ‖ψ‖H = 1} .
In the next theorem we characterise the numerical range of Hµ assuming for
technical reasons that the restriction of the measure µ to a neighbourhood of
∂Ω is absolutely continuous.
Theorem 3.1. Let, for some ε0 > 0, there exist w ∈ L1(∂Ωε0 ; [0,+∞)) such that for
every Borel set A ⊂ ∂Ωε0
µ(A) =
∫
A
w dx.
Furthermore, let one of the following conditions be satisfied:
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(1) w = 0,
(2) w ∈ C1(∂Ωε0) : w 6≡ 0 on ∂Ω,
(3) w ∈ C2(∂Ωε0) : w ≡ 0 and ∇w · n 6≡ 0 on ∂Ω.
Then the numerical range of Hµ is C.
Proof. Let ε < ε0. Take fε ∈ C2(I;R) such that
(3.1) fε(0) = fε(1) = f ′ε(1) = 0, f
′
ε(0) > 0
and put ψε = 1 + ψ˜ε with
ψ˜ε(x) =
{
0 x ∈ Ω \ ∂Ωε,
√
εfε((L −1ε (x))t) x ∈ ∂Ωε.
Here (L −1ε (x))t stands for the last component of L
−1
ε (x). Then ψε ∈ H2(Ω)
and ψε|∂Ω = 1. Now, ψε ∈ domHµ if, and only if, 〈ψε〉µ = 1, i.e.,
(3.2) 0 = 〈ψ˜ε〉µ =
∫
∂Ωε
ψ˜εw dx =
√
ε
∫
∂Ω×I
fε(t)(w ◦Lε)(xˆ, t)|G|1/2(xˆ, t) dxˆdt
=
√
ε
∫
I
fε(t)φε(t) dt,
where
φε(·) :=
∫
∂Ω
(w ◦Lε)(xˆ, ·)|G|1/2(xˆ, ·) dxˆ ∈ L1(I; [0,+∞)).
This is trivially satisfied for w that obeys (1). In that case, we will put fε = f ,
where f is any function that fulfils (3.1).
If (1) does not hold then the construction of fε that obeys both (3.1) and (3.2)
is more involved. We start with a pair of fixed functions h, h˜ ∈ C2(I; [0,+∞))
such that
h > 0 on I, h(0) = 0, h′(0) > 0, h(1) = h′(1) = 0,
h˜ > 0 on I, h˜(0) = h˜′(0) = h˜(1) = h˜′(1) = 0.
If we put
aε :=
∫
I
h˜φε dt and a˜ε :=
∫
I
hφε dt
then aε, a˜ε > 0 and
fε :=
aεh− a˜εh˜
aε + a˜ε
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has the desired properties. Moreover, we obtain
(3.3) sup
I
|f (j)ε | ≤ sup
I
|h(j)|+ sup
I
|h˜(j)|, j = 0, 1,
i.e., fε and f ′ε are bounded uniformly in ε.
Furthermore, we have
lim
ε→0+
f ′ε(0) =
1
1 + limε→0+ a˜εaε
h′(0),
whenever the limit on the right-hand side exists. In the conclusion of the
proof, it will be necessary that
(3.4) lim
ε→0+
a˜ε
aε
< +∞.
(The limit is always non-negative.) We will show immediately that (2) or (3)
are sufficient conditions for (3.4). To this purpose, we will find Taylor series
for aε and a˜ε in the parameter ε. First, note that
(3.5) |G|1/2 = ε|g|1/2(1− εt(d− 1)M) + O(ε3) as ε→ 0+,
where M = κ1+···+κd−1
d−1 is the mean curvature of ∂Ω. Next, we have
w ◦Lε = w|∂Ω + εt (∇w)|∂Ω · n+ O(ε2) as ε→ 0 + .
(If w is only a C1-function as in (2) then we expand only up to the “constant”
term.) Here and also in (3.5), the O-notation should be understood in the
uniform manner in (xˆ, t)-variables. Hence, we deduce that
aε = ε
∫
I
h˜(t)dt
∫
∂Ω
wdσ + ε2
∫
I
h˜(t)t dt
∫
∂Ω
(∇w · n− (d− 1)Mw)dσ + O(ε3)
and
a˜ε = ε
∫
I
h(t)dt
∫
∂Ω
wdσ + ε2
∫
I
h(t)t dt
∫
∂Ω
(∇w · n− (d− 1)Mw)dσ + O(ε3)
as ε→ 0+; here dσ stands for the natural surface measure on ∂Ω. (For w being
a C1-function we get only the leading terms.) Since h, h˜ > 0, we conclude that
under either (2) or (3) the condition (3.4) is clearly fulfilled.
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Now we will deduce the asymptotic behaviour of the Rayleigh coefficient
for ψε. Using (3.5) and (3.3) we get
(3.6)
‖ψε‖2L2(Ω) = |Ω \ ∂Ωε|+
∫
∂Ωε
|ψε|2
= |Ω| − |∂Ωε|+
∫
∂Ω×I
|1 +√εfε(t)|2|G|1/2(xˆ, t) dxˆdt
= |Ω|+ O(ε) + (1 + O(ε))ε|∂Ω|
∫
I
|1 +√εfε(t)|2 dt
= |Ω|+ O(ε)
as ε→ 0+.
Employing the Green formula and the observation that
∇ψε =
√
εf ′ε ◦ (L −1ε (·))t∇(L −1ε (·))t = ε−1/2f ′ε ◦ (L −1ε (·))t n
on ∂Ωε, we obtain
(Hµψε, ψε)L2(Ω) =
∫
∂Ω
(−∆ψε)ψε =
∫
∂Ω
∂ψε
∂n
ψε +
∫
∂Ωε
|∇ψε|2
= ε−1/2f ′ε(0)|∂Ω|+ ε−1
∫
∂Ωε
|f ′ε ◦ (L −1ε (·))t|2
= ε−1/2f ′ε(0)|∂Ω|+ ε−1
∫
∂Ω×I
|f ′ε(t)|2|G|1/2(xˆ, t)dxˆdt.
(3.7)
Using (3.5) we may write
ε−1
∫
∂Ω×I
|f ′ε(t)|2|G|1/2(xˆ, t)dxˆdt = (1 + O(ε))|∂Ω|
∫
I
|f ′ε(t)|2dt.
Putting this together with (3.6) and (3.7) and employing (3.3) we infer that
(Hµψε, ψε)L2(Ω)
‖ψε‖2L2(Ω)
= (1 + O(ε))
|∂Ω|
|Ω|
(
ε−1/2f ′ε(0) +
∫
I
|f ′ε(t)|2dt
)
= ε−1/2
|∂Ω|
|Ω|
1
1 + limε→0+ a˜εaε
h′(0)(1 + o(1))
(3.8)
as ε → 0+, where the limit on the right-hand side is finite. In the case (1),
we would get ε−1/2 |∂Ω|/|Ω| f ′(0) + O(1) on the right-hand side. Now, if we
started with −fε or ±ifε we would get an extra sign or the factor ±i in the
expansion (3.8). Sending ε → 0 and taking convexity of the numerical range
into account, we conclude that the numerical range of Hµ is C. 
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Remark 3.2. As a consequence of Theorem 3.1, the operator Hµ is neither m-
sectorial nor m-accretive under the assumptions of Theorem 3.1. In particular,
a similar argument disproves the wrong statement of [KK16] that Hµ is m-
accretive in the case of deterministic measures in one dimension; see [KK19]
for a correction.
Remark 3.3. Let µ be absolutely continuous with the density w ∈ C2(Ω). Then
the condition (3) of Theorem 3.1 is equivalent to
w ≡ 0 on ∂Ω and 0 6=
∫
∂Ω
∇w · n = −
∫
Ω
∆w.
If w is as in (1.6) with χ1, v ∈ C2(Ω) then this is equivalent to∫
Ω
∆v 6= λ1
Therefore, typically, the measures of the structure (1.6) with sufficiently smooth
densities obey (3). Similarly, the measures of the structure (1.3) with suffi-
ciently smooth densities such that v > −1/|Ω| always fulfil the condition (2)
of Theorem 3.1.
Note that if none of the conditions (1)–(3) in Theorem 3.1 is fulfilled but w
is smooth enough then one can modify its proof by taking more terms in the
Taylor expansions into account.
4. Measures with L2-densities
In this section we consider a special class of absolutely continuous measures
on Ω with square-integrable densities. For this class of measures the analysis
of Hµ simplifies. In particular, we are able to compute the adjoint operator H∗µ
and analyse its basic properties.
Hypothesis 4.1. Let the measure dµ(x) = w(x)dx with w ∈ L2(Ω) be such that
w ≥ 0 and
(1, w)L2(Ω) =
∫
Ω
w(x)dx = 1.
Note that under this hypothesis we may write
mµ(λ) = (RD(λ)1, w)L2(Ω) and mµ(λ) = (1,RD(λ)w)L2(Ω).
Firstly, we will need the following observation.
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Lemma 4.1. Let B be a bounded everywhere defined linear operator on a Hilbert
space (H, (·, ·)H) and f, g ∈ H. Then(
(B·, f)Hg
)∗
= (·, g)HB∗f.
Proof. For any ψ, ϕ ∈ H one gets(
(Bϕ, f)Hg, ψ
)
H
= (Bϕ, f)H(g, ψ)H = (ψ, g)H(ϕ,B
∗f) = (ϕ, (ψ, g)HB∗f). 
With this result in hand we will compute the adjoint of Hµ.
Proposition 4.2. Let the measure µ be as in Hypothesis 4.1. Then
H∗µ = HD − (HD·,1)L2(Ω)w, domH∗µ = domHD.
Moreover, for all λ ∈ Sµ,
(4.1) (H∗µ − λ)−1 = RD(λ)−
(·, λRD(λ)1 + 1)L2(Ω)RD(λ)wλmµ(λ) .
Proof. First, we will find the adjoint of (Hµ − λ)−1, see (2.6), using Lemma 4.1
with B = RD(λ)/(λmµ(λ)), g = λRD(λ)1 + 1 and f = w. We get(
(Hµ − λ)−1
)∗
= RD(λ)−
(·, λRD(λ)1 + 1)L2(Ω)RD(λ)wλmµ(λ) .
Recall that due to Proposition 2.3 the operator Hµ − λ is densely defined.
Hence, using [Ka, Thm. III.5.30] we get
(
(Hµ − λ)−1
)∗
= (H∗µ − λ)−1 and the
identity (4.1) follows.
Second, by (4.1), domH∗µ = ran
(
(H∗µ − λ)−1
) ⊂ domHD. We will show the
other inclusion. Take any g ∈ domHD and we look for a solution u ∈ L2(Ω) of
the following problem,
(4.2) g = RD(λ)u− (u, λRD(λ)1 + 1)L2(Ω)RD(λ)w
λmµ(λ)
,
or, equivalently,
(4.3) (HD − λ)g = u− (u, λRD(λ)1 + 1)L2(Ω) w
λmµ(λ)
.
Multiplying the latter equation by (λRD(λ)1 + 1) we obtain
((HD−λ)g, λRD(λ)1+1)L2(Ω) = (u, λRD(λ)1+1)L2(Ω)
(
1− (w, λRD(λ)1 + 1)L2(Ω)
λmµ(λ)
)
,
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which simplifies to
(HDg,1)L2(Ω) =
−(u, λRD(λ)1 + 1)L2(Ω)
λmµ(λ)
.
Inserting this into (4.3) we get
(4.4) u = (HD − λ)g − (HDg,1)L2(Ω)w.
The right-hand side of (4.4) belongs to L2(Ω) and, as one verifies by a direct
calculation, it solves (4.2). Therefore, g ∈ ran ((H∗µ − λ)−1) = domH∗µ and
u = (H∗µ − λ)g. Putting this together with (4.4) we conclude that H∗µg = HDg −
(HDg,1)L2(Ω)w. 
Recall that ψ ∈ H is a root vector for a closed linear operator H in a Hilbert
space H if there exists λ ∈ C and n ∈ N such that (H − λ)nψ = 0. Recall
also that the completeness of a family of vectors {ψj}j∈N in a Hilbert space H
means that its span is dense in H, or equivalently, ({ψj}j∈N)⊥ = {0}.
Proposition 4.3. Let µ be a measure as in Hypothesis 4.1. Then
(i) H∗µ has compact resolvent.
(ii) kerH∗µ = span {H−1D w}.
(iii) If (λ, g) is an eigenpair of HD such that (1, g)L2(Ω) = 0 then (λ, g) is also an
eigenpair of H∗µ. If (λ, g) is an eigenpair of H∗µ such that (1,HDg)L2(Ω) = 0 then
(λ, g) is an eigenpair of HD.
(iv) For any eigenfunction g of H∗µ corresponding to a non-zero eigenvalue, one has
(1, g)L2(Ω) = 0.
(v) λ ∈ σ(H∗µ) \ ({0} ∪ σ(HD)) if, and only if, mµ(λ) = 0. In the positive case, λ
is a geometrically simple eigenvalue and ker(H∗µ − λ) = span {(HD − λ)−1w}.
If λ ∈ σ(H∗µ) then λ ∈ σ(H∗µ).
(vi) σ(Hµ) = σ(H∗µ) and the geometric multiplicities of the eigenvalues coincide.
(vii) The families of root vectors of H∗µ and Hµ are complete in the Hilbert space
L2(Ω). In particular, the spectrum of Hµ consists of an infinite number of
isolated points that accumulate at complex infinity.
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Proof. The claim of (i) follows either directly from (4.1) or from the fact that
Hµ has compact resolvent. The eigenvalue equation reads
(4.5) HDg − (1,HDg)L2(Ω)w = λg.
If λ = 0 then g = H−1D w 6= 0 is the only (up to a multiplicative constant) solu-
tion of the above equation. Hence, we get (ii). Under the assumption of the
first statement in (iii), (1,HDg)L2(Ω) = 0. Consequently, the eigenvalue equa-
tion for H∗µ coincides with that for HD. Similarly, we get the second statement
of (iii). Multiplying (4.5) by 1 from the left we arrive at (iv).
Let λ /∈ {0} ∪ σ(HD). Then RD(λ)w 6= 0 and λRD(λ)1 + 1 6= 0. The latter
follows from the fact that (RD(λ)1)|∂Ω = 0. Therefore, the zeros of mµ(λ) are
indeed singularities of (H∗µ − λ)−1, cf. (4.1). The corresponding eigenfunction
is given uniquely (up to a multiplicative constant) by inverting in (4.5). To get
the last statement of (v) we observe that mµ(λ) = mµ(λ).
Finally, let dim ker(Hµ − λ) = k ∈ N. Then for any ν ∈ ρ(Hµ), dim ker((Hµ −
ν)−1 − 1
λ−ν ) = k. By the Fredholm alternative, dim ker((H
∗
µ − ν)−1 − 1λ−ν ) = k
which in turn yields dim ker(H∗µ − λ) = k. Since by Proposition 2.6 spectra of
Hµ and H∗µ are both invariant with respect to the complex conjugation and the
geometric multiplicities of conjugate eigenvalues coincide, we get (vi).
In the following we denote by I the identity operator in L2(Ω). Using (4.1)
the inverse of H∗µ + I can be expressed as
(4.6)
(H∗µ + I)
−1 = RD(−1) + RD(−1)w
mµ(−1) (·,1− RD(−1)1)L2(Ω)
= RD(−1)
(
I +
w
mµ(−1)(·,1− RD(−1)1)L2(Ω)
)
.
Note that ker((H∗µ + I)
−1) = {0}. Moreover, in view of the spectral estimate
(Weyl’s asymptotics) in [HT, Thm. 7.13]
∞∑
k=1
1
(λk + 1)p
<∞, ∀ p > d
2
,
i.e. , the self-adjoint operator RD(−1) belongs to the Schatten–von Neumann
class Sp(L2(Ω)) for all p > d2 . On the other hand, the projector
w
mµ(−1)(·,1 −
RD(−1)1)L2(Ω) is a finite rank and, in particular, a compact operator. Hence,
combining the representation (4.6) with [GK, Chap. V, Thm. 8.1] we obtain
that the system of root vectors of (H∗µ + I)
−1 is complete. The same is true for
H∗µ since it has the same system of root vectors; cf. [EE, Thm. IX.2.3 and its
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proof]. Applying [GK, Chap. V, Rem. 8.1] we obtain that the system of root
vectors of (Hµ + I)−1 and hence of Hµ is complete as well. Completeness of the
system of root vectors implies that the spectrum of Hµ consists of infinitely
many eigenvalues. Taking discreteness of the spectrum of Hµ into account,
we conclude that these eigenvalues accumulate at complex infinity. Thus, the
proof of (vii) is complete. 
5. Spectral enclosures for non-real eigenvalues
In this section we will consider perturbations of two particular examples
of measures µ, namely the uniform measure and then dµ(x) = χ1(x)
(1,χ1)L2(Ω)
dx,
where χ1 is the ground-state of HD. In both unperturbed cases, σ(Hµ) ⊂ R.
We will show, in particular, that for perturbations of the measures obeying
some smallness conditions this remains true at least for spectra in half-planes
Reλ ≤ a with some a > λ1. The following observation will be useful.
Lemma 5.1. Let µ be a measure as in Hypothesis 4.1. If λ ∈ C \ R is an eigenvalue
of Hµ then
(5.1)
(
RD(λ)RD(λ)1, w
)
L2(Ω)
= 0.
Proof. Recall that λ ∈ ρ(HD) \ {0} is an eigenvalue of Hµ if, and only if, the
condition
(RD(λ)1, w)L2(Ω) = 0
holds. If λ ∈ C \R is an eigenvalue of Hµ, then, by Proposition 2.6, λ is as well
and we get (
(RD(λ)− RD(λ))1, w
)
L2(Ω)
= 0.
Using the resolvent identity we eventually obtain(
RD(λ)RD(λ)1, w
)
L2(Ω)
= 0. 
5.1. Perturbation of the uniform probability measure
In this subsection we consider the uniform measure
dµ0 =
dx
|Ω|
as the unperturbed measure. Then
mµ0(λ) =
1
|Ω|
+∞∑
n=1
(χn,1)
2
L2(Ω)
λn − λ .
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Taking the imaginary part of the equation mµ0(λ) = 0 we infer that Imλ =
0. Therefore, σ(Hµ0) ⊂ R. Recall that by Proposition 2.7 there is no non-
zero eigenvalue of Hµ0 below the lowest eigenvalue λ1 of HD. The inclusion
σ(Hµ0) ⊂ R can alternatively be shown through an algebraic argument with
an eigenfunction. Let u be an eigenfunction of Hµ0 corresponding to λ 6= 0.
Clearly, u is not a constant function. Then we have
−∆u = λu and 1|Ω|
∫
Ω
u(x)dx = u|∂Ω.
Hence, we get integrating by parts
λ
∫
Ω
|u|2dx =
∫
Ω
(−∆u)udx =
∫
Ω
|∇u|2dx+
∫
∂Ω
∂nu|∂Ωu|∂Ωdσ
=
∫
Ω
|∇u|2dx+ 1|Ω|
∫
Ω
udx
∫
∂Ω
∂nu|∂Ωdσ
=
∫
Ω
|∇u|2dx+ 1|Ω|
∫
Ω
udx
∫
Ω
(−∆u)dx
=
∫
Ω
|∇u|2dx+ λ|Ω|
∫
Ω
udx
∫
Ω
udx =
∫
Ω
|∇u|2dx+ λ|Ω|
∣∣∣∣∫
Ω
udx
∣∣∣∣2 ;
here ∂nu|∂Ω stands for the normal derivative of u on ∂Ω with the normal n
pointing inwards. Finally, λ can be expressed as
(5.2) λ =
∫
Ω
|∇u|2dx∫
Ω
|u|2dx− 1|Ω|
∣∣∣∣∫
Ω
udx
∣∣∣∣2 ∈ R,
where the denominator is not equal to zero by the Cauchy–Schwarz inequal-
ity, taking that u is not a constant function into account. The representa-
tion (5.2) yields as a by-product that all the eigenvalues of Hµ0 are real. This
representation is also of certain interest in its own right.
In the following hypothesis we introduce a class of measures.
Hypothesis 5.1. Let dµ(x) =
(
1
|Ω| + v(x)
)
dx be a measure with v ∈ L2(Ω) such
that (v,1)L2(Ω) = 0 and v ≥ − 1|Ω| point-wise.
Consider also the subset Hk of the complex plane defined by (1.5).
Theorem 5.2. Let µ be a measure as in Hypothesis 5.1. Assume that
(5.3) ‖v‖L2(Ω) < 1|Ω| minn∈{1,...,k}
{|(χn,1)L2(Ω)|} .
Then σ(Hµ) ∩Hk = ∅.
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Proof. We prove the claim by contradiction. Suppose that λ ∈ Hk is an eigen-
value of Hµ. The condition (5.1) takes the form
1
|Ω|‖RD(λ)1‖
2
L2(Ω) + (RD(λ)RD(λ)1, v)L2(Ω) = 0,
and the Cauchy–Schwarz inequality then implies that
‖RD(λ)v‖L2(Ω) ≥
‖RD(λ)1‖L2(Ω)
|Ω| .
Note further that
‖RD(λ)1‖2L2(Ω) =
∞∑
n=1
|(χn,1)L2(Ω)|2
|λ− λn|2
≥
k∑
n=1
|(χn,1)L2(Ω)|2
|λ− λn|2
≥ min
n∈{1,...,k}
{|(χn,1)L2(Ω)|2} · max
n∈{1,...,k}
{
1
|λ− λn|2
}
.
On the other hand, due to λ ∈ Hk, one has
‖RD(λ)v‖2L2(Ω) =
∞∑
n=1
|(χn, v)L2(Ω)|2
|λ− λn|2
≤ ‖v‖2L2(Ω) max
n∈{1,...,k}
{
1
|λ− λn|2
}
.
Hence, the assumption (5.3) implies
‖RD(λ)v‖L2(Ω) <
‖RD(λ)1‖L2(Ω)
|Ω|
and we get a contradiction. 
In the next theorem we characterise low lying real eigenvalues of Hµ under
the same assumption as in Theorem 5.2. We obtain an interlacing property.
Theorem 5.3. Let µ be a measure as in Hypothesis 5.1 satisfying (5.3). Assume that
Ω is such that the low eigenvalues {λn}kn≥2 of HD are simple. Then there is a unique
eigenvalue of Hµ in the interval (λi, λi+1) for each i ∈ {1, 2, . . . , k − 1}, and its
geometric multiplicity is one.
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FIGURE 5.1. Spectral enclosure given by Theorem 5.2. The only
eigenvalues of Hµ in the cut half-plane Hk are either those local-
ized in Theorem 5.3 (depicted as white rectangles) or possibly
the higher Dirichlet eigenvalues (depicted as black discs) and
some points on the black thick line segment.
Proof. First, consider for n ∈ {1, 2, . . . , k} the coefficients
αn :=
1
|Ω| |(χn,1)L2(Ω)|
2 + (χn, v)L2(Ω)(1, χn)L2(Ω)
≥ 1|Ω| |(χn,1)L2(Ω)|
2 − ‖v‖L2(Ω)|(1, χn)L2(Ω)|
= |(χn,1)L2(Ω)|
(
1
|Ω| |(χn,1)L2(Ω)| − ‖v‖L2(Ω)
)
> 0.
Let i ∈ {1, 2, . . . , k−1} be fixed and consider the real-valued continuous func-
tion
(λi, λi+1) 3 λ 7→ f(λ) := mµ(λ).
It can be decomposed as
f(λ) =
αi
λi − λ +
αi+1
λi+1 − λ + g(λ),
where the function λ 7→ g(λ) has finite limits as λ tends to the endpoints of
the interval (λi, λi+1). Hence, we get
(5.4) lim
λ→λ+i
f(λ) = −∞ and lim
λ→λ−i+1
f(λ) = +∞.
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Now, let us look at the derivative of f :
f ′(λ) =
(
RD(λ)
2
1, 1|Ω| + v
)
L2(Ω)
≥ 1|Ω|‖RD(λ)1‖
2
L2(Ω) − ‖RD(λ)1‖L2(Ω)‖RD(λ)v‖L2(Ω)
= ‖RD(λ)1‖L2(Ω)
(
1
|Ω|‖RD(λ)1‖L2(Ω) − ‖RD(λ)v‖L2(Ω)
)
> 0,
where the inequality 1|Ω|‖RD(λ)1‖L2(Ω) > ‖RD(λ)v‖L2(Ω) follows in exactly the
same way as in the proof of Theorem 5.2.
Combining Theorem 2.4 (iii) with continuity of f , positivity of f ′ and the
limits (5.4) we get that there is exactly one eigenvalue of Hµ in the interval
(λi, λi+1). Geometric multiplicity of these eigenvalues is one in view of Propo-
sition 4.3 (v) and (vi). 
Remark 5.4. As seen from the proof, some generalizations are possible. For
example, one can include the case of multiple eigenvalues by making the sin-
gle assumption λk < λk+1. Then there will be an eigenvalue in each interval
(λj, λj+1) with λj < λj+1 ≤ λk.
Proposition 5.5. Let µ be a measure as in Hypothesis 5.1 satisfying (5.3) with k = 2.
Let the second eigenvalue λ2 of HD be simple. The eigenvalue λ1(µ) of Hµ with the
smallest real part is real, belongs to the interval (λ1, λ2) and satisfies the bound∣∣∣∣ α1λ1 − λ1(µ) + α2λ2 − λ1(µ)
∣∣∣∣ ≤ |Ω|1/2‖w‖L2(Ω)λ3 − λ2 ,
where αj = (1, χj)L2(Ω)(χj, w)L2(Ω), j = 1, 2.
Proof. By Theorem 5.2 there are no eigenvalues of Hµ in the set H2. On the
other hand, by Theorem 5.3 there is a real eigenvalue of Hµ in the interval
(λ1, λ2). Hence, the non-zero eigenvalue of Hµ with the smallest real part is
real and belongs to the interval (−∞, λ2). By Proposition 2.7 there are no
eigenvalues of Hµ in the interval (−∞, λ1). According to [BP07, Thm. 5] λ1 is
not an eigenvalue of Hµ. Hence, we end up with λ1(µ) ∈ (λ1, λ2).
Let us decompose the function mµ(λ) as
mµ(λ) =
α1
λ1 − λ +
α2
λ2 − λ +
∑
n≥3
(1, χn)L2(Ω)(χn, w)L2(Ω)
λn − λ .
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Now, we introduce the comparison function
g(λ) :=
α1
λ1 − λ +
α2
λ2 − λ.
The difference between mµ(λ) and g(λ) for λ ∈ (λ1, λ2) can be estimated using
the Cauchy–Schwarz inequality as follows
|mµ(λ)− g(λ)| ≤ 1
λ3 − λ2
∑
n≥3
|(1, χn)L2(Ω)| · |(w, χn)L2(Ω)| ≤
|Ω|1/2‖w‖L2(Ω)
λ3 − λ2 .
Substituting λ = λ1(µ) and using that mµ(λ1(µ)) = 0 we end up with
|g(λ1(µ))| ≤
|Ω|1/2‖w‖L2(Ω)
λ3 − λ2 ,
which is the desired inequality. 
5.2. Perturbations of the ground-state of the Dirichlet Laplacian
Let χ1 > 0 be the L2-normalized ground-state of HD. In this subsection we
consider measures which are perturbations of
dµ1(x) =
χ1(x)dx
(χ1,1)L2(Ω)
.
Then we get
mµ1(λ) =
1
λ1 − λ
and (2.6) reduces to
Rµ1(λ) := RD(λ)− (λRD(λ)1 + 1) .
1
(χ1,1)L2(Ω)λ
(·, χ1)L2(Ω).
Moreover, by [BP07, Thm. 1] we have σ(Hµ1) = (σ(HD) \ {λ1}) ∪ {0}.
Then we have the following enclosure for the non-real spectrum.
Theorem 5.6. Let the measure
dµ(x) =
(
χ1(x)
(χ1,1)L2(Ω)
+ v(x)
)
dx
be with v ∈ L2(Ω) such that (v,1)L2(Ω) = 0 and v ≥ − χ1(χ1,1)L2(Ω) point-wise. As-
sume that ‖v‖L2(Ω) < |Ω|−1/2. Then
σ(Hµ) \ [0,∞) ⊂
{
λ ∈ C \ R : dist
(
λ, σ(HD))
|λ1 − λ| ≤ |Ω|
1/4‖v‖1/2L2(Ω)
}
,
in particular, σ(Hµ) ∩H1 = ∅.
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Proof. We start with the expansion(
RD(λ)RD(λ)1,
χ1
(χ1,1)L2(Ω)
+ v
)
L2(Ω)
=
1
|λ1 − λ|2 +
(
RD(λ)RD(λ)1, v
)
L2(Ω)
.
The second term can be estimated using the Cauchy–Schwarz inequality and
the spectral theorem as follows∣∣∣(RD(λ)RD(λ)1, v)L2(Ω)∣∣∣ ≤ ∥∥RD(λ)RD(λ)1∥∥L2(Ω)‖v‖L2(Ω)
≤ ∥∥RD(λ)RD(λ)∥∥‖1‖L2(Ω)‖v‖L2(Ω)
≤ 1(
dist
(
λ, σ(HD))
)2√|Ω|‖v‖L2(Ω).
Hence, taking Lemma 5.1 into the account, the condition
dist
(
λ, σ(HD))
1
|λ1 − λ| > |Ω|
1/4‖v‖1/2L2(Ω).
ensures that λ ∈ C \ R is not an eigenvalue of Hµ. For λ ∈ H1 this condition
clearly holds in view of ‖v‖L2(Ω) < |Ω|−1/2. 
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