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The extension of classical imperative programs with real-valued random variables and random branching gives
rise to probabilistic programs. The termination problem is one of the most fundamental liveness properties
for such programs. The qualitative (aka almost-sure) termination problem asks whether a given program
terminates with probability 1. Ranking functions provide a sound and complete approach for termination of non-
probabilistic programs, and their extension to probabilistic programs is achieved via ranking supermartingales
(RSMs). RSMs have been extended to lexicographic RSMs to handle programs with involved control-flow
structure, as well as for compositional approach. There are two key limitations of the existing RSM-based
approaches: First, the lexicographic RSM-based approach requires a strong nonnegativity assumption, which
need not always be satisfied. The second key limitation of the existing RSM-based algorithmic approaches
is that they rely on pre-computed invariants. The main drawback of relying on pre-computed invariants is
the insufficiency-inefficiency trade-off: weak invariants might be insufficient for RSMs to prove termination,
while using strong invariants leads to inefficiency in computing them. Our contributions are twofold: First, we
show how to relax the strong nonnegativity condition and still provide soundness guarantee for almost-sure
termination. Second, we present an incremental approach where the process of computing lexicographic RSMs
proceeds by iterative pruning of parts of the program that were already shown to be terminating, in cooperation
with a safety prover. In particular, our technique does not rely on strong pre-computed invariants. We present
experimental results to show the applicability of our approach to examples of probabilistic programs from the
literature.
1 INTRODUCTION
Nondeterministic probabilistic programs. The extension of classical imperative programs with ran-
domization, i.e. with random-value generators according to specified probability distributions,
gives rise to the class of probabilistic programs [Gordon et al. 2014]. They model a wide range
of applications, such as, stochastic network protocols [Baier and Katoen 2008; Foster et al. 2016;
Kwiatkowska et al. 2011; Smolka et al. 2017], randomized algorithms [Dubhashi and Panconesi
2009; Motwani and Raghavan 1995], security [Barthe et al. 2016b,c] machine learning [Claret et al.
2013; Ghahramani 2015; Gordon et al. 2013; Kaelbling et al. 1996; Roy et al. 2008; Ścibior et al. 2015],
and robot planning [Thrun 2000, 2002], to name a few. This has led to the development of many
probabilistic programming languages (such as Church [Goodman et al. 2008], Anglican [Tolpin et al.
2016] and WebPPL [Goodman and Stuhlmüller 2014]), and their automated analysis is an active
research area in formal methods and programming languages (see [Agrawal et al. 2018; Chakarov
and Sankaranarayanan 2013; Chatterjee et al. 2016, 2018; Esparza et al. 2012; Kaminski et al. 2018,
2016; Ngo et al. 2018; Olmedo et al. 2016; Wang et al. 2018]). Besides probabilistic behavior, the
other key aspect in modeling is nondeterminism. For example, some programs are too complex
for an efficient static analysis, e.g. containing complex guards, data structures, etc. In such a case,
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the complex parts of the program can be replaced with a demonic nondeterministic choice, which
conservatively over-approximates the set of program’s behaviours. [Cousot and Cousot 1977]; or
nondeterminism represents the possible choices of scheduler. Hence, probabilistic programs with
nondeterminism have become an important model for static analysis in programming languages.
Termination problem. A basic, but very important, liveness property for static analysis is the
termination problem. For non-probabilistic programs the termination problem asks whether an
input program always terminates. However, for probabilistic programs, the termination problem
considers aspects of the probabilistic behaviors as well. The classical extensions of the fundamental
termination problem for probabilistic programs are as follows:
(1) Almost-sure termination. The almost-sure termination problem asks whether the program
terminates with probability 1.
(2) Positive (Finite-time) termination. The positive (aka finite-time) termination problem asks
whether the expected termination time is finite.
While the positive termination implies almost-sure termination, the converse is not true (e.g., [Agrawal
et al. 2018, Example 4.8]).
Ranking functions for non-probabilistic programs. One of the most studied techniques for proving
termination of non-probabilistic programs are those based on ranking functions. They provide
a sound and complete method for termination of non-probabilistic programs [Floyd 1967]. A
wide variety of approaches have been considered for construction of ranking functions for non-
probabilistic programs [Bradley et al. 2005a; Colón and Sipma 2001; Podelski and Rybalchenko
2004a; Sohn and Gelder 1991]. The basic ranking functions are 1-dimensional and this restriction
is often too weak for complex control-flow structures, such as programs with nested loops. The
notion of lexicographic ranking functions, which are multi-dimensional extensions of ranking
functions, have been developed as an effective approach for termination analysis [Alias et al. 2010;
Bradley et al. 2005a; Brockschmidt et al. 2016; Cook et al. 2013; Gonnord et al. 2015].
Approaches for probabilistic programs. While there have been several approaches for probabilistic
programs, the two most theoretically fundamental approaches have been based on (a) probabilistic
generalization of weakest-precondition calculus [Kaminski et al. 2016; Olmedo et al. 2016]; and
(b) the generalization of ranking functions to ranking supermartingales (RSMs) for probabilistic
programs [Chakarov and Sankaranarayanan 2013; Chatterjee and Fu 2017; Fioriti and Hermanns
2015]. We focus on the martingale-based approach. An impressive set of theoretical results related
to RSMs has been established [Chakarov and Sankaranarayanan 2013; Chatterjee and Fu 2017;
Chatterjee et al. 2016, 2018, 2017; Fioriti and Hermanns 2015]. However, these results consider
1-dimensional RSMs. In order to handle probabilistic programs with more complex control-flow
structure, lexicographic RSMs have been considered in [Agrawal et al. 2018]. Lexicographic RSMs
provide a sound approach for almost-sure termination, though they do not generally prove positive
termination (see [Agrawal et al. 2018]).
Limitations of the current approaches. There are two key limitations of the current approaches.
• The lexicographic RSM-based approach imposes a strong nonnegativity condition on every
component for soundness. Such strong restrictions need not always be satisfiable (see Sec-
tion 4.1). Lexicographic raking functions for non-probabilistic programs typically impose
more relaxed restrictions [Ben-Amram and Genaim 2015], which broadens their applicability.
• The second key limitation of the existing RSM-based approaches is that they rely on pre-
computed invariants. For a program, an invariant is an assertion at a program location that is
always satisfied by the program variables when the location is reached. Typically invariants
are overapproximations of the reachable configuration space, and generating invariants, in
particular strong invariants that represent good approximation and are able to support a
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termination proof, is computationally expensive [Brockschmidt et al. 2013; Hrushovski et al.
2018; Kincaid et al. 2018; Sankaranarayanan et al. 2004]. In the current RSM-based approaches,
in the first step, invariants are obtained for every program location; and then in the second
step an RSM is obtained based on the precomputed invariant. Given the two steps are isolated,
the invariant generation step does not consider any aspect of the RSM generation. This leads
to the insufficiency-inefficiency trade-off drawback which is as follows: (a) Insufficiency: If
the invariants obtained are weak, then there may be no RSM to witness termination, whereas
RSMs might still exist for stronger invariants, i.e., weak invariants might be insufficient for
RSMs. (b) Inefficiency: As mentioned above, strong invariants are computationally inefficient
to compute. For more in-depth illustration see Section 4.2. A desired approach would be an
incremental one that does not rely on invariant generation. Instead, the incremental approach
starts with simple candidates for a termination proof, then uses provers (e.g., safety provers)
to obtain counterexample to the candidate proof, and then uses the counterexamples to refine
the candidate. Such an incremental approach for non-probabilistic programs was developed
in a series of previous works [Brockschmidt et al. 2013; Cook et al. 2006, 2013]. An important
aspect of these techniques is that they perform pruning of the analyzed program. Intuitively,
program transitions that are shown, by the current candidate proof, to necessarily happen
only finitely often, are pruned from the program and the subsequent proving process focuses
only on parts that were not yet proven terminating.
Our contributions. In this work, our contributions are as follows:
• We show how to relax the strong nonnegativity condition for every component for lexico-
graphic RSMs. To this end, we provide define a new notion of generalized lexicographic RSMs
and prove their soundness for proving a.s. termination (Section 5).
• We present an incremental approach where the lexicographic RSM is generated in cooperation
with a safety prover, without necessarily relying on pre-computed invariants. To the best of
our knowledge this is the first incremental approach that uses martingale techniques and
safety provers in cooperation to prove almost-sure termination of probabilistic programs. Our
approach generalizes the results of [Brockschmidt et al. 2013] from non-probabilistic programs
to probabilistic programs, and this generalization required to overcome several key conceptual
challenges. First, in non-probabilistic setting witness counterexamples are paths/cycles,
whereas in probabilistic setting the witness counterexamples are sets of paths with positive
measure. We show how to obtain witness counterexamples as unranked transitions of the
RSM. Second, the soundness proof of our approach is much more involved as compared
to non-probabilistic programs. We present an elegant soundness proof based on the new
probabilistic pruning theorem (Theorem 5.7), which uses Borel-Cantelli lemma to reason about
recurrence of events. Resolving the above challenges is our main conceptual contribution.
• We perform an experimental evaluation of our algorithm on classical benchmarks from the
literature (Section 7). Our prototype tool, which does not rely on an invariant generator, is
shown to compete on par with previous approaches to almost-sure termination proving, and
it is able to prove almost-sure termination for multiple programs where previous approaches
failed. We also identify promising directions for further improvements of the tool.
2 PRELIMINARIES
In this section, we present the syntax and semantics of probabilistic programs and introduce the
termination problem.We build on the standard definitions established in the previouswork [Agrawal
et al. 2018], with some changes, such as a streamlined definition of a probabilistic control flow
graph. As a consequence, this subsection has a significant overlap with the said work. Nevertheless,
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while x ≥ 0 and y ≥ 0 do
i f ⋆ then
x := x + sample(Unif {−3, 1})
e l s e
x := ndet[0,∞)
i f prob(0.5) then
y := y − 4
e l se
y := y + 2
f i
f i
od
ℓ0 ℓout
x ≥ 0
∧
y ≥ 0
x ≥ 0
∧
y ≥ 0
ℓ1
ℓ2
x < 0 ∨ y < 0
(x, u2)
(x, u1)
ℓ3
ℓ4
1
2
1
2
(y, u3)
(y, u4)
Fig. 1. An example PP represented in the source-code style (left) and by a pCFG (right).
we present these overlapping parts so as to maintain a uniformity of notation and at the same time
keep the paper self-contained.
2.1 Probabilistic Programs
We consider probabilistic programs (PPs) over real-valued variables. We typically work with
abstract representation of PPs called probabilistic control flow graphs (pCFGs), whose full syntax is
described below. Many PPs also admit a “source-code-like” syntactic presentation, which we use
in our examples for better readability. In this “source-code” view (which is formally described in
the Supplementary Material), the PPs we consider can be imagined as simple imperative programs
with real-valued variables, composed of standard programming constructs (conditional branching,
while-loops, variable assignments) as well as special probabilistic and nondeterministic constructs.
Probability and Nondeterminism. Our PPs admit two kinds of probabilistic constructs. The first
is probabilistic branching: in the source-code-style syntax, this corresponds to an instruction
if prob(p) then . . . else . . ., where p ∈ (0, 1) is a fixed parameter. Upon encountering such an
instruction, the computation proceeds to the if-branch with probability p and to the else-branch
with probability 1 − p. The second probabilistic construct is sampling of a variable value: the
instruction x := sample(d) samples a random value from distribution d and assigns it to x . We
allow both discrete and continuous distributions and we also permit sampling instructions to appear
in place of variables on the right-hand-sides of assignments. We restrict to using only distributions
with a well-defined expected value.
We also allow constructs for (demonic) nondeterminism, in particular nondeterministic branch-
ing, indicated in the source-code-style syntax by ‘if ⋆ then...’, and nondeterministic assignment.
represented by an instruction of the form x := ndet(⟨dom⟩), where dom is a domain specifier
determining the interval from which the value can be chosen.
Example 2.1. Figure 1 left presents an example of a PP demonstrating features of the source-
code-style syntax. The command sample(Uni f {−3, 1}) samples uniformly one of the values from
the two-element set {−3, 1}.
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2.2 Probabilistic Control Flow Graphs
The probabilistic control flow graph (pCFG) is one of the standard abstract representations of
probabilistic programs [Agrawal et al. 2018; Chatterjee et al. 2018, 2017]. In this sub-section, we
first fix some necessary notation and then present a new, streamlined definition of a pCFG.
Vectors.We use boldface notation for vectors, e.g. x, y, etc., and we denote an i-th component of
a vector x by x[i]. For an n-dimensional vector x, index 1 ≤ i ≤ n, and number a we denote by
x(i ← a) a vector y such that y[i] = a and y[j] = x[j] for all 1 ≤ j ≤ n, j , i .
Expressions and Predicates. An expression is a formula built in finite number of steps from constants,
variables, and arithmetic operators from some fixed finite set. Each expression E over n variables
determines a function which for each x ∈ Rm , wherem ≥ n, returns a number resulting from
substituting each xi in E by x[i] (for brevity of presentation, we assume that the value E(x) is
defined for all x , so expressions permitting e.g. division by zero are forbidden). Abusing our notation,
we denote this function also by E. To ensure that the probabilistic semantics of our programs is
well-defined, we require that all the arithmetic operators are Borel-measurable [Billingsley 1995].
All the standard arithmetic operators (addition, subtraction, multiplication, division by a non-zero
number) are Borel-measurable, as well as all the standard functions known from basic calculus.
A predicate over a set of variables V is a Boolean combination of atomic predicates of the form
E ≤ E ′, where E, E ′ are expressions whose all variables are from V . We denote by x |= Ψ the fact
that the predicate Ψ is satisfied by substituting values of x for the corresponding variables in Ψ.
Probabilistic Control FlowGraphs.A probabilistic control flow graph (pCFG) is a tupleC = (L,V ,∆,Up,G)
where
• L is a finite set of locations
• V = {x1, . . . ,x |V |} is a finite set of program variables.
• ∆ is a finite set of generalized transitions i.e. tuples of the form τ = (ℓ,δ ), where ℓ is a location
and δ is a distribution over successor locations.
• Up is a function assigning to each generalized transition either the element ⊥ (representing
no variable update) or a tuple (i,u), where 1 ≤ i ≤ |V | is a target variable index and u is an
update element, which can be one of the following objects:
(a) an expression representing Borel-measurable function u : R |V | → R;
(b) a distribution d ∈ D with a well-defined expectation; or
(c) an interval R ⊆ R representing a nondeterministic update. For technical convenience, we
require that whenever Up(τ ) is an interval, and τ = (ℓ,δ ), then δ is a Dirac distribution, i.e.
it picks a single successor with probability 1. This assumption is without loss of expressive
power.
• G is a function assigning a predicate (a guard) over V to each generalized transition.
We introduce the notion of a generalized transition to highlight the difference from standard,
non-probabilistic transitions. In the following, we call generalized transitions simply transitions. A
location ℓ′ is a successor of location ℓ (we write ℓ′ ∈ Succ∆(ℓ)) if there is τ ∈ ∆ s.t. τ = (ℓ,δ ) and δ
is such that δ (ℓ′) > 0.
We typically single out one location of a pCFG as a terminal location, (with only a self-loop as an
outgoing transition) which represents program’s termination.
We assume that each location has at least one outgoing transition and that for each location ℓ the
disjunction of the guards of all transitions outgoing from ℓ is equivalent to true. This ensures that
a transition can always be taken. We make the assumption for technical reasons so as to soundly
define a probability measure over executions in the pCFG, see below. This is done without loss of
generality: for each location ℓ for which discjunction of the guards of all outgoing transitions is not
equivalent to true, we may introduce an additional transition from ℓ to ℓout whose transition guard
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is defined by the complement of the disjunction of guards of all remaining outgoing transitions
from ℓ. We often omit these transitions in our presentations of pCFGs, but assume that they exist.
Any program in the “source-code-style” representation can be converted into a pCFG in a
straightforward way. Hence, we take pCFGs as our standard representation of programs and use
the terms “program” and “pCFG” interchangeably.
Example 2.2. Figure 1 (right) presents a pCFG representing the program whose “source code”
is on the left. Transition guards are represented by the rounded boxes on arrows, absence of
such a box signifies that the guard is equal to true. There is a single transition in which the
successor distribution is non-Dirac: the transition from ℓ2. The arc between the arrows signifies
that the arrows represent successors under the same transition, with the probabilities given as
fractions next to the arrows. We also picture the update tuples, using directly variable names
instead of indexes for better readability (absence of a tuple signals that Up(τ ) = ⊥). We have
u1 = Unif {−3, 1},u2 = [0,∞),u3 = y − 4, and u4 = y + 2.
2.3 Semantics of Probabilistic Programs
Basics of Probability Theory. A probability space is a triple (Ω,F ,P), where Ω is a non-empty set
(a sample space), F is a sigma-algebra of measurable sets over Ω, i.e. a collection of subsets of Ω
that contains the empty set ∅, and that is closed under complementation and countable unions,
and P is a probability measure on F , i.e., a function P : F → [0, 1] such that: (1) P(∅) = 0, (2) for
all A ∈ F it holds P(Ω ∖ A) = 1 − P(A), and (3) for all pairwise disjoint countable set sequences
A1,A2, · · · ∈ F (i.e., Ai ∩Aj = ∅ for all i , j) we have ∑∞i=1 P(Ai ) = P(⋃∞i=1 Ai ).
A random variable in a probability space (Ω,F ,P) is an F -measurable function R : Ω → R∪{∞},
i.e., a function such that for every a ∈ R∪ {∞} the set {ω ∈ Ω | R(ω) ≤ a} belongs to F . We denote
by E[R] the expected value of a random variable R (see [Billingsley 1995, Chapter 5] for a formal
definition). A random vector in (Ω,F ,P) is a vector whose every component is a random variable
in this probability space. We denote by X[j] the j-component of a vector X. A stochastic process in a
probability space (Ω,F ,P) is an infinite sequence of random vectors in this space. We will also use
random variables of the form R : Ω → S for some finite or countable set S , which easily translates
to the variables above.
Configurations, Paths and Runs. A configuration of a pCFG C is a tuple (ℓ, x), where ℓ is a location
of C and x is an |V |-dimensional vector of variable valuations. A transition τ is enabled in (ℓ, x) if τ
is outgoing from ℓ and x |= G(τ ). A a configuration c ′ = (ℓ′, x′) is a successor of a configuration
c = (ℓ, x) if it can result from c by performing a transition τ enabled in c , i.e. τ must permit going
to ℓ′ with a positive probability and the update of τ must enable the change of valuation from x to
x′. (See the Supplementary Material for a formal definition).
A finite path of length k in C is a finite sequence (ℓ0, x0) · · · (ℓk , xk ) of configurations such that
ℓ0 = ℓinit and for each 0 ≤ i < k the configuration (ℓi+1, xi+1) is a successor of (ℓi , xi ). A run in C
is an infinite sequence of configurations whose every finite prefix is a finite path. We denote by
Conf C, FpathC and RunC the sets of all configurations, finite paths and runs in C, respectively.
Sample Space and Sigma-Algebra for a pCFG. Each pCFG C induces a sample space ΩC consisting of
all runs in C (i.e. ΩC = RunC) and a sigma-algebra FC over ΩC , which is defined to be the unique
smallest sigma-algebra containing, for each finite path π , the set of all runs that have π as a prefix.
Such a sigma-algebra is called a Borel sigma algebra over ΩC .
Nondeterminism & Schedulers. There are two sources of nondeterminism in pCFGs: it may happen
that at some point more than one transition is enabled in the current configuration (we call such a
configuration nondeterministic), or a transition with a nondeterministic update might be performed.
The nondeterminism is resolved via schedulers. Formally, a scheduler is a function σ assigning:
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• to every finite path that ends in a nondeterministic configuration (ℓ, x) a probability distribu-
tion over transitions enabled in (ℓ, x); and
• to every finite path that ends in a configuration in which a transition τ with a nondeterministic
update Up(τ ) = (i,R) is enabled, a probability distribution (with a well-defined expectation)
overR (if more than one such transition is enabled in the configuration,σ assigns a distribution
over each of the corresponding intervals).
For technical reasons, we impose an additional condition that each scheduler is measurable. In-
formally, this means that the scheduler is well-behaved w.r.t. the underlying sigma-algebra FC ;
the operational semantics of a probabilistic program under a non-measurable scheduler is not
well defined. The restriction to measurable schedulers is standard [Neuhäußer and Katoen 2007;
Neuhäußer et al. 2009] hence we omit the formal definition.
From a pCFG to a Stochastic Process. A pCFG C together with a scheduler σ , initial location ℓinit , and
initial variable valuation xinit define a stochastic process taking values in the set of configurations
of C, whose trajectories correspond to runs in C. Informally, the process evolves as follows: we
start in (ℓinit , xinit) and keep extending the path one step at a time. In every step i , we denote the
path produced so far by πi and its last configuration by (ℓi , xi ). We then sample a transition τ from
the distribution σ (πi ) (by the definition of σ , such τ is enabled in (ℓi , xi )). Let τ = (ℓ,δ ). We sample
ℓi+1 from δ . To get xi+1, we denote Up(τ ) = (i,u) (if Up(τ ) = ⊥, we have xi+1 = xi ). The vector
xi+1 is obtained from xi by replacing the j-component (i.e., the value of variable x j ) by a number a
whose value depends on u: if u is a function u : R |V | → R, then a = f (xi ); if u is a distribution d ,
then a is sampled from d ; and ifu is an interval R, then a is sampled from the distribution prescribed
by σ for πi and τ .
Formally, C, σ , ℓinit and xinit uniquely determine a probability measure Pσℓinit,xinit in the probability
space (ΩC,FC,Pσℓinit,xinit ), and a stochastic process Cσ = {Cσi }∞i=0 in this space such that for each
run ϱ ∈ ΩRun we have that Cσi (ϱ) is the i-th configuration on ϱ. The formal construction of Pσℓinit,xinit
proceeds via the standard cylinder construction [Ash and Doléans-Dade 2000, Theorem 2.7.2]. We
denote by Eσ
ℓinit,xinit
the expectation operator in the probability space (ΩC,FC,Pσℓinit,xinit ).
2.4 Termination of Probabilistic Programs
For each pCFG we can specify a fixed initial location ℓinit as well as a terminal location ℓout . In a
pCFG that corresponds to a “source-code-represented” program, these locations would represent
the first and “final” line of the code, respectively, i.e. reaching ℓout means that the program execution
has terminated. In accordance with this, we say that a run ϱ terminates if it contains a configuration
whose first component is ℓout . We denote by Terminates the set of all terminating runs in ΩC . We
say that a program represented by a pCFG C terminates almost-surely (a.s.) if for each measurable
scheduler σ and each initial variable valuation xinit it holds that Pσℓinit,xinit [Terminates] = 1.
2.5 Affine Probabilistic Programs (APPs)
All our theoretical results on the termination problem hold for the general PPs defined above.
When describing our new algorithm, which is based on these results, we restrict to an important
special case of affine probabilistic programs (APPs), where all the expressions appearing in variable
assignments and transition guards are affine, i.e. of the form b +
∑n
i=1 ai · xi for suitable constants
a1, . . . ,an ,b. This is due to efficiency reasons, since automated reasoning about linear arithmetic is
generally more efficient that for e.g. polynomial arithmetic. The restriction to APPs is standard in
program analysis [Brockschmidt et al. 2013; Chatterjee et al. 2018; Colón and Sipma 2001], since
programs with non-linear arithmetic can be often abstracted into affine ones. Nevertheless, we also
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sketch a way in which our algorithm could be extended to polynomial arithmetic by generalizing
some of its components, see Remark 6.2.
3 LEXICOGRAPHIC PROBABILISTIC RANKING: STATE OF THE ART
Lexicographic ranking supermartingales (LexRSMs), introduced in [Agrawal et al. 2018], are a
probabilistic analogue of lexicographic ranking functions (LRFs), the latter being among the most
widely used termination certificates for non-probabilistic programs. In this section, we recall the
definition of LexRSMs and show that although they share many desirable properties of LRFs,
they also suffer from certain limitations, which are not present in the non-probabilistic setting.
Overcoming these limitations is the chief contribution of our paper.
3.1 Definition of LexRSMs for Probabilistic Programs
The work [Agrawal et al. 2018] provided an abstract mathematical definition of LexRSMs. Here we
recall just the more specialized definitions pertaining to probabilistic programs. Throughout this
sub-section we fix a pCFG C.
Definition 3.1 (Measurable map). An n-dimensional measurable map (MM) is a vector η =
(η1, . . . ,ηn) where each ηi is a function which assigns, to each program location ℓ of C, a Borel-
measurable function ηi (ℓ) over program variables. We identify a 1-dimensional MM with its single
component.
A measurable map η is a linear expression map (LEM), if each of its components ηi is an affine
function (i.e. representable by an affine expression).
The notion of pre-expectation [Chakarov and Sankaranarayanan 2013] is essential in the defini-
tion of all types of ranking supermartingales.
Definition 3.2 (Pre-expectation). Let η be a 1-dimensional MM and τ = (ℓ,δ ) a transition. A
pre-expectation of an LEM η in τ is the function preτη assigning to each configuration (ℓ, x) the
following number depending on Up(τ ):
• if Up(τ ) = ⊥, then preτf =
∑
ℓ′∈L δ (ℓ′) · η(ℓ′, x);
• or else Up(τ ) = (j,u), in which case preτη =
∑
ℓ′∈L δ (ℓ′) · η(ℓ′, x(j ← A)), where A is defined
as follows: (a) if u is a Borel-measurable function, then A = u(x); (b) if u is a distribution d ,
then A = E[d]; and (c) if u is an interval I , then δ picks a single location ℓ′ and A is defined
as A = supy∈I η(ℓ′, x(j ← y)).
Intuitively, a pre-expectation preτη(ℓ, x) is the maximal expected value of η(ℓ′, x′), where (ℓ′, x′)
is a configuration resulting from the use of τ and where the maximum is taken over all schedulers
and the expectation is taken over all probabilistic choices.
Definition 3.3 (Ranking). Let η be a 1-dimensional MM. For an ε ≥ 0, we say that τ = (ℓ,δ ) is
ε-ranked by η on a set X ⊆ R |V | if preτη(ℓ, x) ≤ η(ℓ, x) − ε for each (ℓ, x) s.t. x ∈ X .
We say that a transition is unaffected by η on X if it is 0-ranked by η on X .
We say that an n-dimensional MM η ε-ranks a transition τ on a set X ⊆ RV if for every
configuration (ℓ, x), where ℓ is the source location of τ and x ∈ X , there exists 1 ≤ j ≤ n such that
τ is ε-ranked by ηj on {(ℓ, x)} and for all 1 ≤ j ′ < j we have that τ˜ is unaffected by ηj′ on {(ℓ, x)}.
Definition 3.4 (Lexicographic Ranking Supermartingale (LexRSM) Map). Let ε > 0 and η an n-
dimensional MM . We say that η is a lexicographic ε-ranking supermartingale map (ε-LexRSM map)
if η does ε-rank each transition τ = (ℓ,δ ) on the set Reach(ℓ) ∩ {x | x |= G(τ )}, where Reach(ℓ) of
all valuations x s.t. (ℓ, x) is reachable from the initial location and some initial variable valuation.
A LexRSM map η is linear (or LinLexRSM for short) if it is both a LexRSM map and an LEM.
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In [Agrawal et al. 2018], it was proved that whenever a pCFG C admits an ε-LexRSM map for
some ε > 0, the program represented by C terminates almost-surely. An algorithm for computing
LinLexRSMs in affine probabilistic programs was also provided. The chief difficulty in this process
is ensuring that each transition τ is indeed ranked on the whole set of reachable valuations Reach(ℓ).
Since reachability is undecidable, the method of [Agrawal et al. 2018] uses pre-computed invariants,
i.e. over-approximations of the reachable valuation space. This means that the method needs to be
supplied, for each location ℓ with a (suitably represented) set I (ℓ) ⊆ R |V | which contains the set
Reach(ℓ). The method then ensures that each τ = (ℓ,δ ) is ε-ranked on I (ℓ).
Example 3.5. For the program in Figure 1 we have the following LinLexRSMmapη:η(ℓ0, (x ,y)) =
(y + 4, 1,x + 3, 3),η(ℓ1, (x ,y)) = (y + 4, 1,x + 3, 2),η(ℓ2, (x ,y)) = (y + 4, 1,x + 3, 1),η(ℓ3, (x ,y)) =
(y + 4, 1,x + 3, 1),η(ℓ4, (x ,y)) = (y + 4, 0,x + 3, 1),η(ℓ5, (x ,y)) = (y + 1, 0,x + 3, 0),η(ℓ6, (x ,y)) =
(y + 7, 0,x + 3, 0). To compute such a termination witness η, the automated analysis from [Agrawal
et al. 2018] must know, in advance, that x ≥ −3 and y ≥ −4 throughout the main loop body (with
the exception of ℓ5 and ℓ6, where y ≥ −1 and y ≥ −7 must hold, respectively). This is provided by
an invariant pre-computed through abstract interpretation.
3.2 Advantages and Limitations of LexRSMs
Advantages. The use of lexicographic termination certificates, as opposed to 1-dimensional ranking
supermartingales [Chakarov and Sankaranarayanan 2013; Chatterjee et al. 2018; Fioriti and Her-
manns 2015] brings several benefits [Agrawal et al. 2018]. First, it allows for handling programs
with a more complex control-flow structure, such as nested loops (for some such programs, a
1-dimensional RSM exists, but is too complex to be computed by an automated tool, whereas
the same program admits a multi-dimensional linear LexRSM). Second, LexRSMs can prove a.s.
termination of programs that do not terminate in a finite expected number of steps. Finally, previous
martingale-based approaches imposed the so called integrability constraints on LexRSMs, which
require random variables defined by LexRSMs to be integrable. Automated checking of integrability
constraints is generally difficult, as it was demonstrated in [Fioriti and Hermanns 2015; Huang
et al. 2019]. The techniques of [Agrawal et al. 2018] overcome this issue by imposing the strong
nonnegativity constraint, which instead requires each component of a LexRSM to be nonnegative
in every reachable configuration in the program.
Limitations.While LexRSMs present significant advancement in proving a.s. termination of pro-
grams, they suffer from two key limitations. The first is restrictiveness of strong nonnegativity: while
strong nonnegativity resolves the issue of integrability checking, it still imposes a very strong
condition on components of LexRSMs. Even if a component is not used to rank a transition or
required to be unaffecting, it still needs to be nonnegative at each reachable configuration. Note
that lexicographic ranking functions used for termination proving in non-probabilistic programs
do not impose such strict nonnegativity condition.
The second limitation is more general and is characteristic to all existing approaches based
on ranking supermartingales (RSMs): in order to prove that a program is a.s. terminating, a pre-
computed invariant is required. In the current RSM-based approaches, the invariant computation is
a one-shot procedure prepended to the main termination-proving algorithm. As such, it does not
consider any aspect of the RSM synthesis. Invariants computed in isolation from the termination
proof might be too weak to weak to support a LexRSM map even when it exists for the program,
i.e. the invariant might be insufficient for termination proving. On the other hand, computing
precise invariants is in general very expensive and using a well-configured invariant generator
might lead to unnecessary inefficiency in the cases when a simple termination proof can be found.
This insufficiency-inefficiency trade-off is the second key limitation of LexRSMs as well as all other
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existing RMS-based approaches. While this is also a limitation of lexicographic ranking functions
for non-probabilistic programs and has been addressed in [Brockschmidt et al. 2013; Cook et al.
2013], no approach addressing this issue exists for probabilistic programs.
We illustrate both limitations on concrete examples in the following section.
4 MOTIVATING EXAMPLES
The current approach to a.s. termination proving via LexRSMs suffers from two drawbacks: (1) re-
strictiveness of strong nonnegativity, and (2) insufficiency-inefficiency trade-off (IIT). In this section,
we explain each of the two drawbacks in more detail.
4.1 Restrictiveness of Strong Nonnegativity
An ε-LexRSM map for a C must satisfy strong nonnegativity, i.e. componentwise it must be non-
negative in every reachable configuration. This contrasts with lexicographic ranking functions for
non-probabilistic programs which in general only require, in every configuration, the nonnegativity
of the leftmost component that is decreased when making a step from that configuration [Ben-
Amram and Genaim 2015]. The restrictiveness of strong non-negativity is particularly pronounced
when considering linear LexRSM maps, which is preferable due to computational reasons.
Example 4.1. Consider the program in Figure 2a, adapted to probabilistic setting from [Alias et al.
2010]. The program does terminate a.s.: if initially z ≥ n, we always go to the if-branch (from ℓ2 to
ℓ3) and due to the positive trend of x , we a.s. eventually invalidate the loop guard. If it holds, at the
loop head, that x ≤ z < n, we again go to the if-branch until z < x ≤ z + 1, which again eventually
happens with probability 1. If, at the loop head, we have z < x (note that this is the outcome of the
previous case), we keep going to the else-branch until x ≤ z < x + 1, which surely happens at some
point. Hence, we keep alternating between the case when x ≤ z and z < x in the loop head, each
alternation almost-surely ending at some point and resulting in increase of z by 1. Hence, with
probability 1 z eventually exceeds n, getting to the first case above from which we a.s. terminate.
Now assume that we want a, say 1-LinLexRSM map η for the program. Since z can have an
arbitrary value at the loop head, it must not appear in any component of η; otherwise, a suitable
choice of z would invalidate the nonnegativity of such component. But then it is not possible to
rank the transition forming the else-branch of the program.
We point out that one cannot hope to waive strong nonnegativity to the same degree in which this
can be done in non-probabilistic programs, i.e. to the “single-component nonnegativity” (the non-
negativity of the leftmost component which decreases in expectation in the next step). The program
presented in [Fioriti and Hermanns 2015, Section 7.2] admits such a “single-component nonnegative”
ranking certificate, yet its termination probability is 0. However, even for non-probabilistic programs
there is a spectrum of restrictiveness between “strong” and “single-component” nonnegativity [Ben-
Amram and Genaim 2015], which, to our best knowledge, has not been explored for probabilistic
programs so far. In Section 5 we present a generalization of LexRSM maps which relaxes strong
nonnegativity and which can prove that the program in Example 4.1 is a.s. terminating.
4.2 Insufficiency-inefficiency trade-off
Existing RSM-based approaches require pre-computed program invariants in order to run the RSM
(or LexRSM) synthesis algorithm. Since the invariant-generation and (Lex)RSM-synthesis steps are
separated, invariant generation does not consider any aspects of termination proving: it is “blind”. If
the generated invariant is imprecise, it might be insufficient to prove an existence of a LexRSM even
when a LexRSM (satisfying Definition 3.4) exist. On the other hand, finding precise invariants can
be computationally expensive, leading to unnecessary inefficiency. This is especially undesirable
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ℓ0 : i f x ≤ n − 1 then
ℓ1 : while x ≤ n − 1 do
i f z ≥ x then
ℓ2 : x := x + sample(Unif {−1, 3})
e l s e
ℓ3 : z := z + 1
f i od f i
(a) An APP which terminates a.s. but does not
admit a strongly nonnegative LinLexRSM.
l0 : i f ⋆ then
l1 : x := ndet(−∞,−1]
e l se
l2 : x := ndet[1,∞)
f i
l3 : while y ≥ 0 do
i f x ≥ 1 then
l4 : x := x + y
l5 : y := y + sample(Unif {−2, 1})
e l s e i f x ≤ −1 then
l6 : x := x − y
l7 : y := y + sample(Unif {−2, 1})
f i od
(b) An APP illustrating insufficiency of invariant
pre-computation.
Fig. 2. Restrictiveness of strong nonnegativity and inefficiency vs insufficiency.
for programs in which termination is controlled by a relatively small number of variables and
which often admit simple termination proofs. We refer to this limitation coming from invariant
pre-computation as the insufficiency-inefficiency trade-off (IIT).
Example 4.2 shows a program which admits a simple a.s. termination proof in the form of a
1-dimensional LexRSM map. However, only disjunctive invariants support this LexRSM map, with
simpler invariants being insufficient for proving termination. On the other hand, using invariant
generators which can produce disjunctive invariants can in general be expensive, and is thus not
suitable for programs with a simple termination proof. In Section 6 we present a new approach to
a.s. termination proving which is based on our new notion of generalized LexRSM maps, but which
does not require invariant pre-computation. Thus our new approach does not suffer from IIT, and
we will demonstrate how it can prove that the program in Example 4.2 is a.s. terminating.
Example 4.2. Consider the program given in Figure 2b. The program variable x is nondetermin-
istically assigned a value which is either smaller than −1 or larger than 1. After that, the main loop
is executed as long as y ≥ 0. In each iteration of the main loop, if x ≥ 1 we increment x by y and in
expectation decrement y by 0.5. If x ≤ −1, we decrement x by y and in expectation decrement y by
0.5. Since each loop iteration preserves the invariant that x is either smaller than −1 or greater than
1,y is decremented in expectation by 0.5 in each loop iteration. Hence f (li ,x ,y) = y+0.1 · (6− i)+2
is a 1-dimensional LexRSM map, which proves that the program in Figure 2b is a.s. terminating.
For an invariant to support this (or any other) LexRSM map though, it needs to capture that after
each iteration of the main loop we always have that either x ≤ −1 or x ≥ 1. This is because for an
invariant that contains a configuration with x ∈ (−1, 1) at the head of the loop, an iteration starting
from this configuration does not change any of the variables and thus the program execution
starting from this configuration would keep looping forever. Hence, any program invariant that is
not disjunctive would be insufficient for a.s. termination proving via LexRSMs for this example.
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5 GENERALIZED LEXICOGRAPHIC RANKING SUPERMARTINGALES
In this section we address one of the limitations of LexRSM maps, namely restrictiveness of strong
nonnegativity. To this end, we introduce generalized LexRSM maps: these are defined similarly as in
Definition 3.4, but with strictly weaker nonnegativity constraints. This allows their synthesis for
programs that do not necessarily admit (classical) LexRSM maps.
5.1 Definition of generalized LexRSMs for Probabilistic Programs
Intuitively, we relax the LexRSMmap definition so that a component k only needs to be nonnegative
in those reachable configurations, in which there is some enabled transition τ for which the leftmost
component that is expected to decrease has index at least k .
Definition 5.1 (Generalized Lexicographic Ranking Supermartingale (GLexRSM) Map). Let C be a
pCFG and let ε > 0. We say that an n-dimensional MM η is a generalized lexicographic ε-ranking
supermartingale map (ε-GLexRSM map) if for each transition τ = (ℓ,δ ) in C with ℓ , ℓout and for
each configuration (ℓ, x) with x ∈ G(τ ) ∩ Reach(ℓ), there exists an index 1 ≤ j ≤ n such that:
• τ is ε-ranked by ηj on {(ℓ, x)} and for all 1 ≤ j ′ < j we have that τ is unaffected by ηj′ ; and
• ηj′(ℓ, x) ≥ 0 for all 1 ≤ j ′ ≤ j.
The following theorem shows that GLexRSM maps are sound for a.s. termination proving. Since
the proof of this theorem is technically involved, we defer it to Section 5.2.
Theorem 5.2 (Soundness of Generalized LexRSM-maps for a.s. termination proving). Let
C be a pCFG and suppose that there exists an n-dimensional ε-GLexRSM map η, for some n ∈ N and
ε > 0. Then C terminates a.s.
Example 5.3. Consider again the program in Figure 2a. Its a.s. termination can be proved by
a linear 1-GLexRSM map η such that η(ℓ0, (x ,n, z)) = (2n − 2x + 2, 2x − 2z + 1), η(ℓ1, (x ,n, z)) =
(2n−2x+1, 2x−2z+1),η(ℓ2, (x ,n, z)) = (2n−2x , 2x−2z+1) andη(ℓ3, (x ,n, z)) = (2n−2x+1, 2x−2z).
The second component can become negative in all locations except ℓ3. However, in all such locations,
all the outgoing transitions enabled when η2 < 0 are ranked by η1. Hence, η is a GLexRSM map.
5.2 Probabilistic Pruning and the Soundness Proof for Generalized LexRSMMaps
We firts recall some additional notions and results from probability theory that were not covered in
Section 2.2.
Conditional expectation. Let (Ω,F ,P) be a probability space and let X be a random variable in
(Ω,F ,P). A conditional expectation of X given a sub-sigma algebra F ′ ⊆ F is any F ′-measurable
random variable Y s.t. for each set A ∈ F ′ it holds that E[X · I(A)] = E[Y · I(A)]. Here, I(A) : Ω →
{0, 1} is an indicator function of A, i.e. function returning 1 for each ω ∈ A and 0 for each ω ∈ Ω \A.
It is known, [Ash and Doléans-Dade 2000] that a variable satisfying the properties of conditional
expectation exists whenever a) E[|X |] < ∞, or b) X is real-valued and nonnegative (though these
two conditions are not necessary). Moreover, in such a case the conditional expectation is almost-
surely unique, in the sense that if two random variables Y1, Y2 satisfy the definition of conditional
expectation, then P[Y1 = Y2] = 1. Hence, we can freely pick any such variable as a canonical
conditional expectation, denoting it E[X |F ′].
Stopping time. A filtration in (Ω,F ,P) is an increasing (w.r.t. set inclusion) sequence {Fi }∞i=0 of
sub-sigma-algebras of F . A stopping time w.r.t. a filtration {Fi }∞i=0 is a random variable T taking
values in N ∪ {∞} s.t. for every i the set {T = i} = {ω ∈ Ω | T (ω) = i} belongs to Fi . Intuitively
T returns a time step in which the process should be “stopped”, the requirement {T = i} ∈ Fi
ensuring that the decision to stop is made solely on the information available at the current step.
Proving Almost-Sure Termination
of Probabilistic Programs via Incremental Pruning 13
Example 5.4. In probability spaces (ΩC,FC,Pσxinit ) generated py pCFGs we usually work with
a canonical filtration {Ri }∞i=0, where Ri is the smallest sub-sigma-algebra of FC such that all the
coordinate functions Cσj , 0 ≤ j ≤ i , are Ri -measurable. Intuitively, each set A ∈ Ri consists of
runs whose first i steps satisfy some property defined by A. A particularly important example of a
stopping time w.r.t. the canonical filtration is the termination time Term, which returns the first
point in time when a run hits the terminal location ℓout .
Similarly to [Agrawal et al. 2018], we obtain the soundness proof by first defining an abstract
mathematical notion of a GLexRSM, which is not necessarily connected to any programs, then
proving a mathematical statement about this abstract notion, and finally instantiating the abstract
result in the realm of probabilistic programs.
Definition 5.5 (Generalized Lexicographic Ranking Supermartingale). Let (Ω,F ,P) be a probability
space and let (Fi )∞i=0 be a filtration of F . Suppose that T is a stopping time w.r.t. the filtration and
let ε > 0. An n-dimensional real valued stochastic process (Xi )∞i=0 is a generalized lexicographic
ε-ranking supermartingale for T (ε-GLexRSM) if the following conditions hold:
(1) For each 1 ≤ j ≤ n, the stochastic process (Xi [j])∞i=0 is adapted to (Fi )∞i=0.
(2) For each i ∈ N0 and 1 ≤ j ≤ n, the conditional expectation E[Xi+1[j] | Fi ] exists.
(3) For each i ∈ N0, there exists a partition of the set {T > i} into n + 1 subsets Li1, . . . ,Lin ,Lin+1,
all of them Fi -measurable, such that for each 1 ≤ j ≤ n
• Xi [j] ≥ 0 on L˜ij = ∪n+1j′=jLij′ ,
• E[Xi+1[j] | Fi ] ≤ Xi [j] on L˜ij , and
• E[Xi+1[j] | Fi ] ≤ Xi [j] − ε on Lij .
An instance of an n-dimensional generalized LexRSM {Xi }∞i=0 is ({X∞i=0, {Li1, . . . ,Lin+1}∞i=0), a
tuple where the second component is a sequence of partitions of Ω satisfying the condition in Defi-
nition 5.5. We say that ω ∈ Ω has level 1 ≤ j ≤ n in step i of the instance ((Xi )∞i=0, (Li1, . . . ,Lin+1)∞i=0)
of a generalized LexRSM, ifT (ω) > i and ω ∈ Lij . IfT (ω) ≤ i , we say that the level of ω at step i is 0.
For ω ∈ Ω, we define minlev(ω) to be the smallest 0 ≤ j ≤ n such that the level of ω is equal to j in
infinitely many steps i . Note that T (ω) < ∞ if and only if minlev(ω) = 0.
We will need the following classical lemma from probability theory.
Lemma 5.6 (Borel-Cantelli, [Williams 1991]). Let B0,B1,B2, . . . be a sequence of events in a
probability space (Ω,F ,P). Suppose that ∑∞i=0 P[Bi ] < ∞. Then the probability of infinitely many of
them occuring is 0, i.e. P[Bi for infinitely many i] = 0.
We now state our main theorem, which underlies the soundness of both GLexRSM maps and of
our algorithm.
Theorem 5.7 (Probabilistic pruning theorem, PPT). Let (Ω,F ,P) be a probability space,
(Fi )∞i=0 a filtration of F ,T a stopping time w.r.t. the filtration and ε > 0. Let ((Xi )∞i=0, (Li1, . . . ,Lin+1)∞i=0)
be an instance of a generalized ε-LexRSM over (Ω,F ,P). Then
P[ω ∈ Ω | T (ω) = ∞∧minlev(ω) < n + 1] = 0.
In particular, if P[ω ∈ Ω | ω ∈ Lin+1 for infinitely many i] = 0, then P[T < ∞] = 1.
Before we prove the Probabilistic pruning theorem (Theorem 5.7), we sketch how it is used to
prove the soundness of GLexRSM maps (Theorem 5.2). We also explain the name “Probabilistic
pruning” and sketch the use of the theorem beyond the soundness of GLexRSMs. The full formal
proof of Theorem 5.2 can be found in the supplementary material.
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Sketch of proof of Theorem 5.2. We apply PPT to the probability space (ΩC,FC,P) associated
to the pCFG C, where P is a measure given by an arbitrary (but throughout the proof fixed)
scheduler and initial configuration. We consider the canonical filtration (Ri )∞i=0 and the stopping
time Termw.r.t. (Ri )∞i=0 defined by the first hitting time of ℓout (see Example 5.4). Indeed, terminating
runs are exactly those for which Term < ∞. To construct ((Xi )∞i=0, (Li1, . . . ,Lin+1)∞i=0) we take the
GLexRSM map η whose existence is assumed in Theorem 5.2. Given a transition τ = (ℓ,δ ) and
x ∈ G(τ ) ∩ Reach(ℓ), we denote by index(τ , ℓ, x) the smallest index 1 ≤ j ≤ n for which η satisfies
the properties in Definition 5.1. Denoting, for each run ρ ∈ ΩC , the i-th configuration along ρ by
(ℓρi , xρi ), and the i-th transition along ρ by τ ρi , we set for each i ∈ N0, 1 ≤ j ≤ n and ρ ∈ ΩC the value
Xi [j](ρ) to ηindex(τ ρi , ℓρi ,xρi )(ℓ
ρ
i , x
ρ
i ) whenever ℓρi , ℓout ; otherwise, we set the value to −1. Finally, for
each i ∈ N0 we define a partition of {Term > i} into n+1 sets Li1, . . . ,Lin ,Lin+1 with Lij being the set
{ρ ∈ ΩC | ℓρi , ℓout , index(τ ρi , ℓρi , xρi ) = j} for j ≤ n, and Lin+1 = ∅. A straightforward computation,
presented in the supplementary material, shows that the resulting sequence satisfies the assumption
of PPT and moreover, P[ω ∈ Ω | ω ∈ Lin+1 for infinitely many i] = 0, so P[Term < ∞] = 1.
Significance of pruning. The individual components of a GLexRSM can be thought of as pruning
provably terminating behaviours out of the system, in a style similar to non-probabilistic pro-
grams [Brockschmidt et al. 2013]. To see this, assume that we have a pCFG C and that we compute
a 1-dimensional MM η1 which 1-ranks only some transitions and only on some of the possible
configurations. On the rest of transitions/configurations, η1 is unaffecting, and it is also everywhere
nonnegative. We can apply the PPT on the single dimensional GLexRSM obtained from η1, which
is possible by putting the “part” of {Term > i} which is not “ranked” at step i into the “overflow”
partition Lin+1. The theorem shows that with probability 1, each run will either terminate or belong
to the sets Lin+1 for all but finitely many i: we will eventually almost-surely stop seeing the “ranked
behaviours”. We can then prune the transition/configuration pairs ranked by η1 our of C, e.g. by
strengthening the guard of each transition with an assertion expressing the fact that the transition is
not ranked by η1. From the discussion above it follows that if C contained a set of non-terminating
run of positive probability, then the same will hold also for the pruned pCFG C′ (with a small caveat
that in C′ a different initial configuration and scheduler may be required, due to the transition
strengthening: in Section 6 we show how to overcome this caveat using the known concept of
cooperation graphs). Hence, it suffices to perform the termination analysis of C′: if we now find
a 1-dimensional MM η2 which is nonnegative and ranking for whole C′, we can conclude the
a.s. termination of the original program C (the fact that η2 is not necessarily nonnegative on the
original pCFG C corresponds to the relaxed nonnegativity constraints). This style of reasoning is
known for non-probabilistic programs [Brockschmidt et al. 2013; Cook et al. 2006], but was not yet
considered for probabilistic programs. In Section 6 we provide a more formal treatment of pruning
and illustrate the concept on a concrete examples.
Proof of Theorem 5.7. We prove the theorem claim by contradiction and suppose that it is
not true. The first part of the proof is very similar to the proof of Theorem 3.4. in [Agrawal et al.
2018]. Hence, we only sketch it and focus on the second part, which builds on new ideas. From the
assumptions of the Theorem it follows that there must exist a set B ⊆ Ω, nonnegative integers s,M
and an index 1 ≤ k ≤ n such that P[B] > 0 and for all ω ∈ B the following condition holds:
T (ω) = ∞ and Xs [k](ω) ≤ M and ∀i ≥ s : ω ∈ Lij ⇒ j ≥ k and ω ∈ Lik for infinitely many i .
The existence of B follows by a appropriate applications of the union bound, and is formally
demonstrated in the Supplementary Material. We want to derive a contradiction by showing that
P[B] must necessarily be zero. We use the GLexRSM for this, but although B is F -measurable, it is
not necessarily Fi -measurable for any i . Hence, we consider an auxiliary set D = {ω ∈ Ω | Xs [k] ≤
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M}. Note that D is Fi -measurable for each i ≥ s . We define a stopping time F w.r.t. (Fi )∞i=0 via
F (ω) = inf{j ≥ s | ω < L˜jk }; then we define a stochastic process (Yi )∞i=0 via
Yi (ω) =

0, if ω < D,
M, if ω ∈ D and either i < s or i = s and F (ω) = s
Xi [k](ω), if ω ∈ D, i ≥ s and F (ω) > i,
Yi−1[k](ω), else.
The proof in [Agrawal et al. 2018] uses a similar auxiliary process (Yi )∞i=0, but with a difference in the
second and the fourth case: we strengthen the definition so as to ensure that Yi is nonnegative for
each i . Note that (Yi )∞i=s is adapted to (Fi )∞i=s . Moreover, for each i ≥ s we have that Yi = Xi [k] over
D ∩ {F > i}. So from the definition of generalized LexRSMs and since D ∩ {F > i} is Fi -measurable,
we conclude that for each i ≥ s the following inequality holds (for details on how the inequality is
derived, see the Supplementary Material)
E[Yi+1] ≤ E[Yi ] − ε · P[Lik ∩ D ∩ {F > i}]
We now apply a novel argument based on the Borel-Cantelli lemma. First, by simple induction we
obtain the following inequality for each i ≥ s:
E[Ys ] ≥ E[Yi ] + ε ·
i−1∑
j=s
P[Ljk ∩ D ∩ {F > j}]
≥ ε ·
i−1∑
j=s
P[Ljk ∩ D ∩ {F > j}] ≥ ε ·
i−1∑
j=s
P[Ljk ∩ D ∩ {F = ∞}]
where in the second inequality we used the fact thatYi ≥ 0 everywhere so E[Yi ] ≥ 0. As 0 ≤ Ys ≤ M
and Ys = 0 outside D, we know that E[Ys ] ≤ M · P[D]. Thus, taking i →∞ above we conclude that
ε ·
∞∑
j=s
P[Ljk ∩ D ∩ {F = ∞}] ≤ M · P[D] < ∞.
Therefore, by the Borel-Cantelli lemma (Lemma 5.6), P[Ljk ∩D∩{F = ∞} for infinitely many j] = 0.
But note that the event {Ljk ∩ D ∩ {F = ∞} for infinitely many j} is precisely the set of all runs
ω ∈ Ω for which (1) F (ω) = ∞, thus T (ω) = ∞, (2) Xs [k] ≤ M , and (3) minlev(ω) = k . Therefore,
B = {Ljk∩D∩{F = ∞} for infinitely many j} andwe have proved that P[B] = 0, a contradiction. □
5.3 Algorithmic Aspects of GLexRSMs
For the special case of affine probabilistic programs (APPs), an algorithm for the synthesis of
GLexRSM maps can be obtained by a straightforward generalization of the algorithm in [Agrawal
et al. 2018] (though such an algorithm would compute a special case of GLexRSM maps where each
transition is wholly ranked by a single component). However, such an algorithm would still rely
on pre-computed invariants and thus suffer from the inefficiency-insufficiency trade-off. Instead,
in the next section we present a novel and more intriguing algorithm which does not require
pre-computed invariants.
6 INCREMENTAL METHOD FOR ALMOST-SURE TERMINATION PROVING
In this section we present our incremental method for a.s. termination proving. It does not require
invariant pre-computation to support synthesis of generalized LexRSM maps, instead the method
starts with a simple candidate for a termination argument which is then refined incrementally as
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long as there exist unranked program transitions. The algorithm is restricted to affine probabilistic
programs (APPs), however all of the ideas presented in this section apply to programs with general
arithmetic as well. We discuss applicability to programs with general arithmetic in Remark 6.2.
6.1 Incremental Algorithm
A key concept we use is the notion of end components (ECs), which generalize strongly connected
components (SCCs) of graphs and closed recurrent sets of Markov chains; for a formal definition of
ECs see [Courcoubetis and Yannakakis 1995; de Alfaro 1997] (also in the Supplementary Material).
One of the ideas of our approach is that in order to prove a.s. termination it is not necessary to
construct a single termination argument for the whole program, but it suffices to find one for each
maximal end component (MEC, i.e. an EC maximal w.r.t. set inclusion) of the program’s pCFG. A
set of locations in the pCFG visited infinitely often by a random program execution forms an EC in
the pCFG with probability 1. Hence, an infinite execution almost-surely reaches and stays in some
MEC, and our algorithm will prove a.s. termination by constructing a lexicographic termination
argument for each MEC of the pCFG.
Our algorithm is similar in spirit to that of [Brockschmidt et al. 2013], which presents an
incremental approach to termination proving of non-probabilistic programs. In particular, we use
the concept of cooperation graphs which are used to detect when a termination argument for some
MEC needs to be refined.
Cooperation Graph. Given a program P and its pCFG C, our algorithm constructs the cooperation
graph [Brockschmidt et al. 2013] L for C. It consists of two copies of C, one of which is referred to
as the safety subgraph and the other as the termination subgraph of the cooperation graph. Safety
subgraph is identical to C, and in the termination subgraph we keep only those transitions that
may influence termination, i.e. transitions that are contained in some MEC of C. Then for each
location in the safety subgraph we add a nondeterministic transition to its copy in the termination
subgraph. Finally, we introduce an error location err , and a transition to it from each location in
the termination subgraph. The idea is that, while safety subgraph will still provide full information
on the program structure, the algorithm will be able to keep track of progress made in termination
proving by modifying the termination subgraph.
Definition 6.1 (Cooperation graph). Let C = (L,V ,∆,Up,G) be a pCFG. Let Ls and Lt be two
disjoint copies of L, with ℓs and ℓt being copies of a location ℓ ∈ L in Ls and Lt , respectively. In
addition, let err be a location not contained in Ls ∪Lt . Let {S1, . . . ,Sk } be the MEC decomposition
of C. The cooperation graph for C is a pCFG L = (LL ,V ,∆L ,UpL ,GL), where
• LL = Ls ∪ Lt ∪ {err };
• Let τa→b denotes a transition (τ ,δ ) in L with source location a ∈ LL , distribution δ having
support {b} ⊆ LL , trivial guard and no variable update. For a distribution δ over L, let δ s
and δ t denote distributions over Ls and Lt respectively, obtained by the natural lifting of a
distribution δ . Then
∆L ={(ℓs ,δ s ) | (ℓ,δ ) ∈ ∆} ∪
k⋃
i=1
{(ℓt ,δ t ) | ℓ ∈ Si ∧ supp(δ ) ⊆ Si } (1)
∪ {τℓs→ℓt | ℓ ∈ L} ∪ {τℓt→err | ℓ ∈ L};
• GL (resp. UpL) is obtained by the natural lifting of G (resp. Up) to transitions contained in
the subgraphs defined by Ls and Lt , and defining it to be trivial (resp. no variable update) for
transitions from locations in Ls to locations in Lt and transitions from locations in Lt to err .
Probabilistic control flow subgraphs of L obtained by restricting to location sets Ls and Lt are
called the safety and the termination subgraph of L, respectively. Note that, for the purpose of
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Fig. 3. Cooperation graph for a simplified version of the pCFG of the running example. Here, u1 = [0,∞) and
u2 = u3 = Unif [−3, 1].
a.s. termination proving, it suffices to have transitions from the safety to the termination program
only at the copies of cutpoint locations in C.
Example 6.2. Consider the cooperation graph in Fig. 3. It is the cooperation graph for a simplified
version of the pCFG of the running example. Here, u1 = [0,∞) and u2 = u3 = Unif [−3, 1].
Transitions drawn with full lines correspond to the copies of transitions of the original pCFG in the
safety and the termination subgraphs. Transition drawn with dashed lines correspond to transitions
from locations in the safety to the termination subgraph, and from locations in the termination
subgraph to the error location.
Incremental Algorithm. For each MEC S in C, the algorithm constructs a multidimensional LEM
ηS which we refer to as the termination argument for S (initially empty vector). The algorithm
then tries to prove a.s. termination by incrementally refining the termination argument for each
MEC. Let St be the copy in the termination subgraph of L of an MEC S, and T(St ) = {(l t ,δ t ) ∈
∆L | supp(δ t ) ⊆ St } be the set of transitions in St . In each refinement iteration, the algorithm
checks if for some MEC S there exists a transition in T(St ) which is not ranked by ηS . If there is
such a transition, the algorithm refines the termination argument for S by concatenating a new
component to the end of ηS . The guard of each transition in T(St ) is then strengthened by a
constraint that the new component does not rank the transition, and thus our algorithm keeps
pruning parts of transitions from the termination subgraph. When a transition has been completely
pruned (i.e. its guard becomes infeasible), it is removed from the termination subgraph. This is
done until all transitions have been removed from the termination subgraph, which means that
their originals in C are all ranked by the algorithm’s termination argument. The algorithm then
deduces a.s. termination.
Each refinement iteration consists of two stages: the preprocessing stage and the incremental
refinement. In the preprocessing stage, the algorithm checks if some transition can be completely
pruned from the termination graph using a LEM which is nonnegative and unaffecting on remain-
ing transitions. This is repeated as long as it is possible to prune at least one transition. After
that, in the incremental refinement the algorithm searches for a new component to add to the
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current termination argument of the considered MEC, by starting from a trivial LEM which is then
incrementally refined.
Preprocessing Stage. Given an MEC S for which T(St ) is non-empty, the algorithm starts with the
preprocessing stage, in which it prunes transitions from the termination subgraph of L in order
to simplify the incremental refinement to follow. Using the algorithm from [Agrawal et al. 2018]
as a subprocedure (modified to support synthesis of generalized LexRSM maps, as explained in
Section 5), our algorithm tries to find a 1-dimensional LEM f in L such that:
• For each transition τ ∈ T (St ), f is unaffecting and nonnegative on τ on the domain defined
by the transition guard of τ ;
• 1-ranks as many transitions in T(St ) as possible.
The algorithm then adds f to the end of ηS and removes copies of all transitions ranked by f
from the termination subgraph (and thus from T(St )). Guards of transitions in the termination
subgraph that were not removed are strengthened by the constraint that they were not 0.5-ranked
by f so we do not need to rank them again on the pruned parts, i.e. we set
G(τ )(x) := G(τ )(x) ∧ (preτf (l t , x) ≥ f (l t , x) − 0.5). (2)
(Note that the strengthening preserves the property of being an APP.) The reason why we have 0.5
is that we would want to enforce that the transition is not 1-ranked by f , however such constraint
would yield a strict inequality which is not convenient for linear programming used for the synthesis
of f . By strengthening the guard as in eq. (2) we still guarantee that f is 0.5-ranking on all pruned
parts of transition guards, which is sufficient for our algorithm. This procedure is repeated for each
MEC as long as it is possible to remove at least one transition. Note that new LEMs are not required
to be nonnegative on previously pruned transitions. The preprocessing stage is useful for simple
pCFGs with many transition guards. In practice, one can also use abstract interpretation [Cousot
and Cousot 1977] to generate a simple supporting invariant which then helps transition pruning.
Incremental Refinement. Let S be an MEC for which T(St ) is not empty. The algorithm needs to
refine ηS by concatenating a new component to it. To do this, the algorithm initializes an empty
list PostCondsS(ℓt ) for each location ℓt ∈ St , and an LEM f in L defined as f (ℓ, x) = −1 for each
configuration (ℓ, x). The algorithm then repeats the following (inner) loop:
(1) The algorithm checks if there exists a transition τ ∈ T (St ) and a configuration (ℓt , x) in L
at which τ is enabled, but either (a) τ is not unaffected by f in (ℓt , x) or (b) f (ℓt , x) < 0. This
is done by reduction to reachability analysis in the cooperation graph. For each ℓt ∈ St , the
algorithm modifies the guard of the transition from ℓt to err in L to
GL(τℓt→err )(x) =
∨
τ=(ℓt ,δ )∈T(St )
GL(τ )(x) ∧
(
f S(ℓt , x) < 0 ∨ preτf S (ℓt , x) > f S(ℓt , x)
)
.
Thus, the transition from ℓt to err is enabled at a configuration iff f is either negative or
“affecting” on some transition in T(St ) outgoing from ℓt in this configuration. Using an
off-the-shelf safety prover, the algorithm checks if err is reachable in L and thus if such
transition exists. If the safety check is successful, the algorithm proceeds to step (2). Otherwise,
it proceeds to step (3).
(2) If the check succeeds, the algorithm concatenates f to the end of ηS and strengthens the
guard of each transition τ ∈ T (St ) by taking a conjunction with the constraint preτf ≥ f −0.5.
Moreover, for each ℓ ∈ St at which f (ℓ, x) ≡ −1 and for each transition τ ∈ T (St ) that is
outgoing from ℓ, remove τ from T(St ). This is because no outgoing transition can be enabled
at ℓ in a reachable configuration, as otherwise the nonnegativity constraint would be violated
and the safety check would have failed. Thus, each of the outgoing transitions from ℓ has
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been completely pruned from the termination subgraph. Having found the new component
of ηS , the algorithm proceeds to the preprocessing stage of the next refinement iteration.
(3) Now assume that the safety check in (1) failed. Let π be the counterexample path inL found by
the safety prover, with the last non-error location ℓt ∈ St . Add the path postcondition Iπ (ℓt )
of π to PostCondsS(ℓt ). Intuitively, a path postcondition is the set of variable valuations
reachable upon executing program transitions taken along the path. For formal definition, see
the Supplementary Material. Storing Iπ (ℓt ) is done since f is either negative or affecting on
some transition outgoing from ℓt at a configuration (ℓt , x) with x ∈ Iπ (ℓt ), and so we need
to impose additional constraints in order to refine f . By reduction to linear programming,
the algorithm checks if there exists a 1-dimensional LEM f ′ such that
• For each ℓt ∈ St , transition τ ∈ T (St ) outgoing from ℓt and a path postcondition in
PostCondsS(ℓt ), f ′ is nonnegative and unaffecting on τ on the domain defined by the
intersection of the guard of τ and the path postcondition;
• The number of triples of a location ℓt ∈ St , a transition τ ∈ T (St ) and a path postcondition
in PostCondsS(ℓt ) such that τ is 1-ranked by f ′ on the domain defined by the intersection
of the guard of τ and the path postcondition is maximized.
This is done by fixing a LEM template f ′(ℓt , x) = aℓ1x1 + · + aℓ|V |x |V | + bℓ for each ℓt ∈ St ,
where aℓ1 , . . . ,aℓ|V |,b
ℓ ∈ R are unknown parameters (x are just program variables so not part
of the template), and solving the following optimization problem:
maximize
∑
ℓt ∈St
∑
τ ∈T(St ),τ=(ℓt ,_)
∑
Iπ (ℓt )∈PostCondsS (ℓt )
εℓt ,τ ,π
subject to x |= G(τ ) ∩ Iπ (ℓt ) =⇒ f ′(ℓt , x) ≥ 0
x |= G(τ ) ∩ Iπ (ℓt ) =⇒ preτf ′(ℓt , x) ≤ f ′(ℓt , x) − εℓt ,τ ,π
εℓt ,τ ,π ∈ [0, 1]
∀ℓt ∈ St , τ = (ℓt , _) ∈ T (St ), Iπ (ℓt ) ∈ PostCondsS(ℓt ).
(3)
Constraints in eq. (3) are converted into equivalent linear constraints by using Farkas’ lemma,
which is standard in termination proving of both non-probabilistic and probabilistic programs
with affine arithmetic [Chakarov and Sankaranarayanan 2013; Chatterjee et al. 2018; Colón
and Sipma 2001; Podelski and Rybalchenko 2004a], hence we omit the details.
We now prove that optimal solutions of this optimization problem correspond to LEMs
satisfying the two properties above. First, notice that the first two constraints on f ′ in eq. (3)
encode nonnegativity and unaffectedness conditions. We now show that any optimal feasible
point of the above problem satisfies εℓt ,τ ,π ∈ {0, 1} for each ε . Since εℓt ,τ ,π = 1 is equivalent
to τ being 1-ranked by f ′ over the domainGL(τ )∩ Iπ (ℓt ), this will prove the soundness of the
linear program. The argument is analogous to the one used for non-probabilistic programs
in [Alias et al. 2010]: Fix an optimal feasible solution of the problem in eq. (3). If not all
εℓt ,τ ,π = 0, let ε = min{εℓt ,τ ,π | εℓt ,τ ,π > 0}. Note that for arbitrary (not necessarily optimal)
feasible point of the problem, decreasing any εℓt ,τ ,π > 0 to a smaller nonnegative value again
results in a feasible point. Now, if 0 < ε < 1, we could rescale template coefficients of f ′ by
1/ε and set each non-zero εℓt ,τ ,π to 1 to obtain another feasible point with a strictly larger
value of the optimized sum. Thus we must have ε = 1, which shows that each optimal feasible
point must have each εℓt ,τ ,π ∈ {0, 1}.
Finally, the optimization problem in eq. (3) is solved by reduction to linear programming.
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(4) If f ′ is found, update f := f ′ and go back to step (1) to check if further refinement of
f is needed. Otherwise, the algorithm outputs ”Unknown” for whether the program is
a.s. terminating.
The algorithm continues repeating refinement iterations until it either (a) shows that there are no
transitions unranked by the current termination argument for any MEC, in which case it outputs
”A.s. termination”, (b) until it outputs ”Unknown”, or (c) a time-out is reached. A pseudocode for an
incremental refinement step is presented in Algorithm 1. Since preprocessing stage is a modification
of the algorithm in [Agrawal et al. 2018], we omit its pseudocode. The following theorem establishes
soundness of our approach.
Theorem 6.3 (Soundness of the incremental algorithm). Let P be an APP and C its pCFG.
Suppose that Algorithm 1 outputs ”A.s. termination” for an input program P . Then C terminates a.s.
Proof. The proof is based on the Probabilistic pruning theorem (Theorem 5.7) and uses sim-
ilar ideas as the proof of Theorem 5.2, though slightly more involved. Thus we defer it to the
Supplementary Material. □
Remark 6.1 (Transitions vs loops). For non-probabilistic programs [Brockschmidt et al. 2013],
counterexamples are defined as lassos whose cycles are not ranked by the current termination
argument. Such approach is not suitable for probabilistic setting: the fact that one possible path
through a loop (corresponding to the lasso cycle) is unranked does not mean that the current
termination argument does not prove a probabilistic termination of that loop. For instance, in our
running example (Figure 1), the cycle ℓ0, ℓ1, ℓ3, ℓ4, ℓ6, ℓ0 is not ranked, in the classical sense, by the
LEM presented in Example 3.5, although the LEM proves a.s. termination. Hence, we define our
counterexample paths to correspond to unranked transitions. This also results in a different way
of refining the termination arguments and cooperation graphs and makes unnecessary the use of
variable snapshots, as done in [Brockschmidt et al. 2013].
Remark 6.2 (Programs with non-affine arithmetic). The restriction to APPs in our algorithm is
necessary for two reasons: (1) LexRSMmap synthesis in APPs can be reduced to linear programming,
and (2) safety proving is in general not efficient in the presence of non-linear arithmetic. However,
all other aspects of our approach also apply to general probabilistic programs.
For probabilistic programs with polynomial arithmetic (i.e. each expression in the program being
polynomial), a method for efficeint RSM-synthesis has been presented in [Chatterjee et al. 2016].
By combining their technique to synthesize LexRSM maps with a safety prover that supports
polynomial arithmetic, our algorithm could be generalized to support polynomial programs as well.
We leave this for future work.
6.2 Demonstration on the Motivating Example
In the following example, we demonstrate how our algorithm proves that the motivating example
for the insufficiency-inefficiency trade-off in Section 4 is a.s. terminating.
Example 6.4. Consider again the program in Figure 2b. The MEC decomposition of the program’s
pCFG partitions locations into sets {ℓ0}, {ℓ1}, {ℓ2}, {ℓ3, . . . , ℓ7} and {ℓout}. We denote by S the
only non-singleton MEC {ℓ3, . . . , ℓ7}, so transitions that are copied to the termination subgraph of
the cooperation graph are
T(St ) = {τℓ3→ℓ4 ,τℓ4→ℓ5 ,τℓ5→ℓ3 ,τℓ3→ℓ6 ,τℓ6→ℓ7 ,τℓ7→ℓ3 ,τℓ3→ℓ3 }.
For the purpose of this example and for simplicity of notation, we will work with transitions
and counterexample paths in the program’s pCFG and not in the cooperation graph. However, the
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Algorithm 1: Procedure for the incremental refinement step of the algorithm
input :An App P , its pCFG C, pruned cooperation graph L
output :Proof of a.s. termination if no further refinement needed, otherwise a new component
for some termination argument if found, otherwise ”Unknown”
1 if ∃ MEC S for which T(St ) non-empty then
2 S ←MEC s.t. T(St ) non-empty
3 foreach l t in St do
4 PostCondsS(ℓt ) ← ∅
5 f S(ℓ, x) ← −1 for each configuration (ℓ, x) in L
6 refine← true
7 while refine do
8 foreach ℓt in St do
9 GL(τℓt→err ) ← true
10 foreach τ in T(St ) outgoing from ℓt do
11 GL(τℓt→err ) ← GL(τℓt→err ) ∨
(
GL(τ ) ∧ f S < 0
)
12 GL(τℓt→err ) ← GL(τℓt→err ) ∨
(
GL(τ ) ∧ preτ
f S > f
S
)
13 if safety proof in L successful then
14 refine← false
15 ηS ← (ηS1 , . . . ,ηSdim(ηS ), f S)
16 foreach τ in T(St ) do
17 GL(τ ) ← GL(τ ) ∧
(
preτ
f S ≥ f S − 0.5
)
18 foreach ℓ in St do
19 if f (ℓ, x) ≡ −1 then
20 foreach τ = (ℓ, _) in T(St ) do
21 T(St ) ← T(St )\{τ }
22 else
23 π ← counterexample path in L
24 ℓt ← last non-error location of π
25 PostCondsS(ℓt ) ← PostCondsS(ℓt ) ∪ {Iπ (ℓt )}
26 LPSmax ← optimization problem in eq. (3)
27 if LPSmax ← feasible then
28 f S ← solution to LPSmax
29 else
30 return ”Unknown”
31 else
32 return ”Almost-sure termination”
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correspondence to elements of the cooperation graph is obvious. Before running the algorithm, we
assume that a simple guard propagation was used to find an invariant y ≥ −2 at the source location
of each transition in T(St ). The algorithm then initializes ηS = ∅, starts with the first refinement
iteration, and searches for an LEM that is nonnegative and unaffecting on all transitions in T(St )
on domains defined by the intersection of transition guards and the invariant y ≥ −2, and 1-ranks
as many of them as possible.
In the preprocessing stage, the algorithm finds an LEM f1(ℓi ,x ,y) = y + 2, which is nonnegative
and unaffecting on each transition in T(St ) and 1-ranks τℓ5→ℓ3 and τℓ7→ℓ3 . These two transitions
are removed from T(St ), so we have
T(St ) = {τℓ3→ℓ4 ,τℓ4→ℓ5 ,τℓ3→ℓ6 ,τℓ6→ℓ7 ,τℓ3→ℓ3 }.
The algorithm then updates ηS = { f1} and strengthens the guard of each τ ∈ T (St ) by the
constraint that it is not 0.5-ranked by f1. It cannot find another LEM which fully ranks at least one
new transition while being nonnegative and unaffecting on remaining transitions in T(St ), thus it
proceeds to the incremental step of the first refinement iteration.
The algorithm initializes PostCondsS(ℓi ) = ∅ for each i ∈ {3, . . . , 7} and f ′(ℓ,x ,y) = −1 for
each configuration (ℓ,x ,y). Using a safety prover, it checks if there exists a path to a configuration
at which some transition in T(St ) is enabled, but at which f ′ is either negative or affecting in
the configuration. Suppose that the algorithm finds a path ℓ0 → ℓ2 → ℓ3 starting in (ℓ0, 0, 0)
and ending in (ℓ3, 1, 0) so that τℓ3→ℓ4 is enabled at (ℓ3, 1, 0) but f ′(ℓ3, 1, 0) < 0. It then adds the
path-postcondition to PostCondsS(ℓ3), solves an optimization problem in eq. 3 and finds a new f ′
defined as, f ′(ℓ3,x ,y) = 1, f ′(ℓ4,x ,y) = 0, f ′(ℓi ,x ,y) = −1 for each x , y and i ∈ {5, 6, 7}.
After the second call to the safety prover, suppose the algorithm finds a path ℓ0 → ℓ2 → ℓ3 → ℓ4
starting in (ℓ0, 0, 0) and ending in (ℓ4, 1, 0) so that τℓ4→ℓ5 is enabled at (ℓ4, 1, 0) but f ′(ℓ4, 1, 0) < 0.
The algorithm adds the path postcondition to PostCondsS(ℓ4), solves an optimization problem in
eq. 3 and finds a new f ′ defined as, f ′(ℓ3,x ,y) = 2, f ′(ℓ4,x ,y) = 1, f ′(ℓ4,x ,y) = 0, f ′(ℓi ,x ,y) = −1
for each x , y and i ∈ {6, 7}.
Similarly, in the next two calls to the safety prover suppose the algorithm finds counterexample
paths leading to configurations at which a transition τℓ3→ℓ6 and τℓ6→ℓ7 is enabled but f ′ is neg-
ative, respectively. After refining f ′ the second time, suppose the algorithm has updated f ′ to
f ′(ℓi ,x ,y) = 7 − i for each i ∈ {3, . . . , 7}, x and y.
Finally, the algorithm calls the safety prover and cannot find a transition and a reachable configura-
tion in which the transition is enabled but f ′ is negative or affecting on the transition. Thus it sets
f2 = f
′ and updates ηS to ηS = { f1, f2}. For each transition τ ∈ T (St ), it strengthens the guard of
τ by the constraint that it is not ranked by f2.
The algorithm starts the second refinement iteration. It first concludes that in the preprocess-
ing step it cannot fully rank any transition in T(St ). So it initializes PostCondsS(ℓi ) = ∅ for
each i ∈ {3, . . . , 7} and f ′(ℓ,x ,y) = −1 for each configuration (ℓ,x ,y) and makes a call to the
safety prover. But note that each transition τ ∈ T (St )\{τℓ3→ℓ3 } is ranked by f2, thus after guard
strengthening it became disabled at each reachable configuration. On the other hand, the remaining
transition τℓ3→ℓ3 has transition guard G(τ )(x ,y) = (−1 < x < 1), which is never satisfiable in a
reachable configuration. Hence the safety check immediately succeeds. Since f ′(ℓ,x ,y) = −1 at
each configuration, this means that all remaining transitions can be removed from T(St ).
As there are no transitions remaining to be ranked, the algorithm concludes a.s. termination.
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7 EXPERIMENTAL RESULTS
We implemented the algorithm of Section 6 in Java. For the safety checking subroutine, we use T2
temporal property prover [Brockschmidt et al. 2016], Z3 SMT solver version 4.8.6 [de Moura and
Bjørner 2008], and CPAchecker [Beyer and Keremoglu 2011], using the result of the first tool which
returns an answer. For solving linear-programming problems, we use Z3 SMT solver. The platform
used to obtain the results is Ubuntu 18.04 LTS, AMD Ryzen 7 2700x 8-core CPU, with 32GB RAM.
We evaluated our approach on two collections of benchmarks. The first is the standard collection,
which incorporates 90 benchmarks used for benchmarking of probabilistic analysis in [Agrawal
et al. 2018; Chen and He 2020]. It contains affine probabilistic programs obtained from some non-
probabilistic benchmarks by making some assignments and transitions probabilistic. The second
set of benchmarks is the general collection,which subsumes the probabilistic collection and contains
additional benchmarks, both “truly probabilistic” as well as non-probabilistic ones, including non-
probabilistic termination benchmarks from the T2 prover (note that classical programs are a special
case of probabilistic programs). The purpose of the general collection is 1) to see how does our tool
generalize beyond the standard benchmark set.
Results on standard benchmarks. The results for the standard collection are displayed in Table 1.
Apart from reporting the number of benchmarks successfully proved a.s. terminating, we also
report the numbers of failed benchmarks with three modes of failure: failure to prove termination
(i.e., the algorithm outputting “Unknown”), safety check failure (when the safety checker neither
proves or disproves the reachability of an error location) and tool timeout (60 seconds). We compare
the results to those reported in [Agrawal et al. 2018], calling their tool “Invariant tool” for brevity.
(We were unable to replicate their results due to dependency issues: the tool of [Agrawal et al. 2018]
uses an external tool Aspic for invariant generation [Feautrier and Gonnord 2010]. To our best
knowledge, Aspic is not available as source-code, and our platform is not supported by available
binaries.) The column “Unique successes” shows the number of benchmarks proved terminating by
the corresponding tool but not the other.
We see that the previous Invariant tool slightly leads in the number of successful proofs. However,
our tool proved a.s. termination of a non-trivial number of proofs that the previous tool couldn’t
handle (9), including the program from Figure 2a. To put these numbers into context, we note
that the Invariant tool used a well configured invariant generator based on abstract interpretation
(Aspic), while our prototype tool uses, in its preprocessing stage (see Section 6) only a trivial guard
propagation (if there is only one transition outgoing from a location ℓ, we conjunct its guard to
the guard of each transition τ = (ℓ¯,δ ) in which δ is a Dirac distribution giving probability 1 to
ℓ). Even with this simple guard propagation, we were able to get very close to the success rate of
the previous tool. We note that our algorithm is not meant to rely solely on the safety checker
and can make use of any invariant pre-computation, by conjuncting the pre-computed invariants
with transition guards. Extending our tool with a more sophisticated (though still light-weight)
invariant pre-computation could further boost performance and combine the best of both worlds.
Finally, we note that in majority of cases, the cause of failure was the safety check failure. Hence,
our tool could immensely benefit from further advances in safety checking.
We do not make similar direct comparison to [Chen and He 2020], since this work presents
results only for a subset of the benchmarks and does not indicate which of the two probabilistic
variants of a given benchmark are considered. However, a quick comparison shows that there are
benchmarks proved a.s. terminating by our tool and not reported as successful in [Chen and He
2020] (e.g., SpeedDis1, speedSimpleMultiple etc.) and vice versa (e.g. counterex1a).
Results on general benchmarks. The results are summarized in Table 2. The total number of bench-
marks is 139. We see that our tool reasonably generalizes beyond the standard benchmark set,
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Successes Uniquesuccesses
Fails
to prove
Failed safety
check Timeouts
Our tool 66 9 4 19 1
Invariant tool 71 14 19 0 0
Table 1. Results for the standard benchmark collection.
Successes Failsto prove
Failed safety
check Timeouts
Successes in
≤ 1 second
Our tool 98 13 27 1 95
Table 2. Results for the general benchmark collection.
successfully proving a range of benchmarks from T2 and the program in Figure 2b. The vast majority
of successful proofs took less than 1 second to obtain, with an average time needed to success
being 0.435s. The longest successful proof recorded took 15.7 seconds. The generalized collection
contains 5 benchmarks which are syntactic variations of some failed benchmarks from the standard
collection (the variations change the syntax, but do not change the high-level behaviour, i.e. the
probability measure over the sequences of tests and assignments stays the same). All these 5
modified benchmarks were proved terminating by our tool. This suggests that we could benefit
from additional syntactic pre-processing, which we see as an interesting part of future work.
8 RELATEDWORK
Probabilistic programs and termination. There is a rich literature on termination analysis of proba-
bilistic programs, and we present a brief overview with focus on martingale-based approaches. In
early works the termination for concurrent probabilistic programs was studied, ignoring precise
transition probabilities, as a fairness objective [Sharir et al. 1984]. For countable state space, in the
absence of nondeterminism, a sound and complete characterization of almost-sure termination was
presented in [Hart and Sharir 1985]. For termination of finite-state programs with nondeterminism
a sound and complete method was given in [Esparza et al. 2012]. In case of probabilistic programs
with countable state space, but without nondeterminism, the Lyapunov ranking functions provide a
sound and complete approach for positive termination [Bournez and Garnier 2005; Foster 1953].
The termination of probabilistic programs with nondeterminism and discrete probabilistic choices
was studied in [McIver and Morgan 2004, 2005]. The RSM-based (ranking supermatingale-based)
approach that extends ranking functions was introduced in [Chakarov and Sankaranarayanan
2013] for probabilistic programs without nondeterminism, but with real-valued variables. The
extension of RSM for probabilistic programs with non-determinism has been studied in [Chat-
terjee et al. 2016, 2018, 2017; Fioriti and Hermanns 2015; Huang et al. 2018; McIver and Morgan
2016; McIver et al. 2018], and in particular the RSM-based approach is sound and complete for
positive termination [Chatterjee and Fu 2017]. Compositional methods have also been studied
for termination. A compositional rule for proving almost-sure termination was studied in [Fioriti
and Hermanns 2015] under the uniform integrability assumption, which has been further studied
in [Huang et al. 2019]. In [McIver and Morgan 2005], a soundness of the probabilistic variant rule is
proved for programs with finitely many configurations. Supermartingales were also considered for
other properties, such as, liveness and safety properties [Barthe et al. 2016a; Chakarov et al. 2016;
Chatterjee et al. 2017]. Moreover, RSM-based approaches have also been used for cost analysis of
probabilistic programs [Ngo et al. 2018; Wang et al. 2019]. While all these results deeply clarify
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the role of single-dimensional RSMs for probabilistic programs, the extension to lexicographic
RSMs was studied in [Agrawal et al. 2018]. It was established that lexicographic RSMs are sound
for almost-sure termination, but not for positive termination; however, with additional natural
restrictions they can prove positive termination as well as complexity bounds [Agrawal et al. 2018,
Section 7]. The recent work of [Chen and He 2020] also considers a multidimensional extension
of RSMs and their incremental synthesis, where refinement is done by reduction to emptiness
checking of Büchi automata. The algorithm produces an ω-regular decomposition of program’s
pCFG, and each module is ranked by a distinct RSM-component. Their approach does not require a
lexicographic ordering of RSMs, but each component in the decomposition must be ranked by a
single RSM. None of these approaches consider an incremental refinement where RSMs are refined
using safety provers, and this is the first such approach.
Other approaches. Besides RSMs, other approaches have also been considered for probabilistic
programs. Logical calculi for reasoning about properties of probabilistic programs (including termi-
nation) were studied in [Feldman 1984; Feldman and Harel 1982; Kozen 1981, 1983] and extended
to programs with demonic non-determinism in [Gretz et al. 2014; Kaminski et al. 2016; Katoen et al.
2010; McIver and Morgan 2004, 2005; Olmedo et al. 2016]. The focus of these works is to obtain a
proof system for general probabilistic programs based on the weakest pre-expectation calculus.
The expressive power of this calculus allows for reasoning about very complex programs [McIver
et al. 2018, Section 5], but the proofs typically require a human input and are to be performed
with interactive proof assistants. In contrast, we aim for a fully automated approach for affine
probabilistic programs. Hence, the approaches are orthogonal in both aims and used techniques.
Connections between martingales and the weakest precondition calculus were recently explored
in [Hark et al. 2019]. A sound approach for almost-sure termination (through abstract interpreta-
tion [Cousot and Cousot 1977]) is presented in [Monniaux 2001] where the method is to consider
bounded termination and exponentially decrease of probabilities upon termination.
Non-probabilistic programs. The termination analysis of non-probabilistic programs is one of the
classical problems in computer science (which correspond to halting problem of Turing machines),
and is a fundamental problem in program analysis. It has been extensively studied in program-
ming languages in several works [Bradley et al. 2005a,b; Colón and Sipma 2001; Cook et al. 2006,
2011; Kroening et al. 2010; Lee et al. 2001; Podelski and Rybalchenko 2004a,b; Sohn and Gelder
1991]. Ranking functions present a very prominent approach for the termination analysis, and
lexicographic ranking functions is one of the most efficient and practical approaches [Alias et al.
2010; Bradley et al. 2005a; Cook et al. 2013; Gonnord et al. 2015], which is used in prominent T2
temporal prover [Brockschmidt et al. 2016]. The computational complexity of the construction of
lexicographic ranking functions in non-probabilistic programs was studied in [Ben-Amram and
Genaim 2013, 2015]. An incremental approach for lexicographic ranking functions for termination
of non-probabilistic programs was studied in [Brockschmidt et al. 2013; Cook et al. 2013]. In this
work we present the first incremental approach that combines martingales and safety provers for
probabilistic programs.
9 CONCLUSION AND FUTUREWORK
In this work we present the first incremental approach based on martingales for almost-sure
termination of non-deterministic probabilistic programs, building on a rather intricate correctness
proof. One direction of future workwould be to consider applicability of the approach to quantitative
analysis of probabilistic programs, including complexity analysis (such as in [Ngo et al. 2018; Wang
et al. 2019]) is also another interesting direction for future research. The second direction would be
to consider probabilistic programs with non-linear arithmetic.
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Supplementary Material
A DETAILS OF PROGRAM SYNTAX
In this subsection we present more details of the syntax of probabilistic programs (PPs). The
abstract grammar of PPs is given in Figure 4. Regarding distributions, let D denote the set of all
probability distributions over real numbers. For each d ∈ D, we assume existence of a program
primitive ’sample(d)’ which implements sampling from d . In practice, the distributions appearing
in a program would be those for which sampling is provided by suitable libraries (such as a
uniform distribution over some interval, Bernoulli, geometric, etc.), but we abstract away from
these implementation details. We require that distribution d appearing in the program is labelled
by the following characteristics: the expected value E[d] of d and an interval SPd containing the
support of d (the support of d is the smallest closed set of real numbers whose complement has
probability zero under d).
B INFORMAL DESCRIPTION OF PROGRAM SEMANTICS
The operational semantics of a PP is defined through its canonically assigned pCFG, which under
every scheduler induces a stochastic process in a suitable probability space. In Section 2.2 we
said that a pCFG C together with a scheduler σ , initial location linit and initial variable valuation
xinit together define a stochastic process taking values in the set of configurations of C, whose
trajectories correspond to runs in C.
The process can be informally described as follows: we start in the initial configuration, i.e.
(ℓinit , xinit). After i steps have elapsed, let πi = (ℓ0, x0)(ℓ1, x1) · · · (ℓi , xi ) be the finite path pro-
duced so far (here (ℓ0, x0) = (ℓinit , xinit)). Then the next configuration (ℓi+1, xi+1) is produced as
follows:
First, if more than one transition is enabled in (ℓi , xi ), we sample a transition to perform from
the distribution σ (πi ). Let τ = (ℓ,δ ). We sample ℓi+1 from δ . To get xi+1, let Up(τ ) = (i,u) (if
Up(τ ) = ⊥, we have xi+1 = xi ). The vector xi+1 is then defined as xi+1 = xi (j ← a),1 where a is
chosen depending on u:
• If u is a function u : R |V | → R, then a = f (xi ).
• If u is a distribution d , then a is sampled from d .
• If u is an interval R, then a is sampled from the distribution prescribed by σ for πi and τ .
1I.e. the same vector as xi , but with the j-component replaced by a
⟨stmt⟩ ::= ⟨assgn⟩ | skip | ⟨stmt⟩ ; ⟨stmt⟩
| if ⟨npredicate⟩ then ⟨stmt⟩ else ⟨stmt⟩ fi
| while ⟨predicate⟩ do ⟨stmt⟩ od
⟨assgn⟩ ::= ⟨pvar⟩ := ⟨expr⟩ | ⟨pvar⟩ := sample(⟨dist⟩)
| ⟨pvar⟩ :=ndet(⟨dom⟩)
⟨npredicate⟩ ::= ⋆ | prob(p) | ⟨predicate⟩
Fig. 4. Abstract grammar of PPs.
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C INITIAL PART OF THE PROOF OF THEOREM 5.7
We prove existence of a set B ⊆ Ω, nonnegative integers s,M ∈ N and an index 1 ≤ k ≤ n that
satisfy the properties stated at the beginning of the proof of Theorem 5.7.
By assumption that the theorem claim is not true, P[ω ∈ Ω | T (ω) = ∞∧minlev(ω) < n + 1] = 0.
Since
{ω ∈ Ω | T (ω) = ∞∧minlev(ω) < n + 1} =
n⋃
k=1
{ω ∈ Ω | T (ω) = ∞∧minlev(ω) = k},
by the union bound there exist 1 ≤ k ≤ n such that P[Bk ] > 0, where
Bk = {ω ∈ Ω | T (ω) = ∞∧minlev(ω) = k}.
We may express Bk as a union of events over the time of the last visit to some Lij with j < k . If we
write Bsk = {ω ∈ Ω | T (ω) = ∞ ∧ (i ≥ s ⇒ ω ∈ L˜ik )} for each s ∈ N0, we have that Bk = ∪s≥0Bsk .
As by the union bound P[Bk ] ≤ ∑∞s=0 P[Bsk ], there exists s ∈ N0 for which P[Bsk ] > 0.
Finally, for eachM ∈ N0, let Bs,Mk be defined via
Bs,Mk = {ω ∈ Bsk | Xs [k] ≤ M}.
Then Bsk = ∪∞M=0Bs,Mk . By the union bound we have P[Bsk ] ≤
∑∞
M=0 P[Bs,Mk ], and there existsM ∈ N0
such that P[Bs,Mk ] > 0. Then B = Bs,Mk satisfies the desired property.
D DERIVATION OF THE INEQUALITY IN THE PROOF OF THEOREM 5.7
Here we present the missing part in the proof of Theorem 5.7. We claim that for each i ≥ s we have
E[Yi+1] ≤ E[Yi ] − ε · P[Lik ∩ D ∩ {F > i}],
where notation is as in the proof of Theorem 5.7.
To see this, note that
E[Yi+1] = E[Yi+1 · I(Ω\D)] + E[Yi+1 · I(D ∩ {F ≤ i})] + E[Yi+1 · I(D ∩ {F > i})], (4)
where
• E[Yi+1 · I(Ω\D)] = 0 since Yi+1 = 0 on Ω\D;
• E[Yi+1 · I(D ∩ {F ≤ i})] = E[Yi · I(D ∩ {F ≤ i})], as Yi+1 = Yi on D ∩ {F ≤ i};
• E[Yi+1 · I(D ∩ {F > i})] = E[Xi+1[k] · I(D ∩ {F > i})], as Yi+1 = Xi+1[k] on D ∩ {F > i}.
Now, by the theorem assumptions the conditional expectation E[Xi+1[k] | Fi ] exists. Hence, as
D ∩ {F > i} is Fi -measurable for i ≥ s , we have that
E
[
Xi+1[k] · I(D ∩ {F > i})
]
= E
[
E[Xi+1[k] | Fi ] · I(D ∩ {F > i})
]
.
By the theorem assumptions, we also know that E[Xi+1[k] | Fi ] ≤ Xi [k] − ε · I(Lik ) on L˜ik . Thus, as
D ∩ {F > i} ⊆ L˜ik for i ≥ s , by plugging this into the previous equation we conclude
E
[
Xi+1[k] · I(D ∩ {F > i})
]
≤ E
[
(Xi [k] − ε · I(Lik )) · I(D ∩ {F > i})
]
= E
[
(Yi − ε · I(Lik )) · I(D ∩ {F > i}
]
,
where in the last row we used that Xi [k] = Yi on D ∩ {F > i}.
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Summing up our upper bounds on each term on the RHS of (4), we conclude that
E[Yi+1] ≤ 0 + E[Yi · I(D ∩ {F ≤ i})] + E
[
(Yi − ε · I(Lik )) · I(D ∩ {F > i})
]
= E[Yi · I(D)] − ε · P[Lik ∩ D ∩ {F > i}],
= E[Yi ] − ε · P[Lik ∩ D ∩ {F > i}].
where in the last row we used that Yi = 0 on Ω\D. This proves the desired inequality.
E SOUNDNESS PROOF FOR THE GLEXRSMMAPS (THEOREM 5.2)
Let C = (L,V ,∆,Up,G). We need to show that, given a measurable scheduler σ and an initial
configuration (ℓinit , xinit) in C, we have Pσℓinit,xinit [Terminates] = 1. For simplicity of notation, we
will abbreviate Pσ
ℓinit,xinit
to P so that σ and (ℓinit , xinit) define a probability space (ΩC,FC,P) over
the set of program runs.
Consider the canonical filtration (Ri )∞i=0 of (ΩC,FC,P), and the stopping timeTerm w.r.t. (Ri )∞i=0
defined by the first hitting time of ℓout (see Example 5.4). To prove the theorem, we need to show
that P[Term < ∞] = 1. We do this by using the GLexRSM map η to construct a general LexRSM
w.r.t.Term in the probability space (ΩC,FC,P) and which satisfies all the conditions of Theorem 5.7.
Before constructing this general LexRSM, we need to introduce some additional notation. Given
a transition τ = (ℓ,δ ) and x ∈ G(τ ) ∩Reach(ℓ), let index(τ , ℓ, x) denote the smallest index 1 ≤ j ≤ n
for which η satisfies the properties in Definition 5.1. For a run ρ ∈ ΩC , let (ℓρi , xρi ) denote the i-th
configuration along ρ and τ ρi the i-th transition taken along ρ.
We now define an n-dimensional stochastic process (Xi )∞i=0 over (ΩC,FC,P) by setting
Xi [j](ρ) =
{
ηindex(τ ρi , ℓρi ,xρi )(ℓ
ρ
i , x
ρ
i ), if ℓρi , ℓout ,
−1, otherwise.
for each i ∈ N0, 1 ≤ j ≤ n and ρ ∈ ΩC . To show that it is a generalized LexRSM, for each i ∈ N0
define a partition of {Term > i} into n + 1 sets Li1, . . . ,Lin ,Lin+1 with
Lij = {ρ ∈ ΩC | ℓρi , ℓout , index(τ ρi , ℓρi , xρi ) = j}
for each 1 ≤ j ≤ n, and Lin+1 = ∅.
We claim that a tuple ((Xi )∞i=0, (Li1, . . . ,Lin+1)∞i=0) forms an instance of a generalized LexRSM. We
prove this by verifying each of the defining conditions in Definition 5.5:
(1) Clearly, each Xi [j] is Ri -measurable as Xi [j] is defined via i-th configuration and transition
of a program run;
(2) The conditional expectation is given by
E[Xi+1[j] | Ri ](ρ) = preηjτ (ℓρi , xρi ),
The fact that conditional expectation coincides with pre-expectation of a transition is standard
in a.s. termination proving [Chakarov and Sankaranarayanan 2013; Chatterjee et al. 2018].
(3) Nonnegativity, unaffecting and ranking conditions in Definition 5.5 follow from the definition
of GLexRSM maps and the way we defined the index function and ((Xi )∞i=0, (Li1, . . . ,Lin+1)∞i=0).
Hence, as Lin+1 = ∅ = 0 so P[Lin+1 for infinitely many i] = 0, from Theorem 5.7 we conclude that
P[Term < ∞] = 1, as wanted.
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F DEFINITION OF PATH POSTCONDITION
Given an APP P , its pCFG C and π = (l0, x0), (l1, x1), . . . , (lk , xk ) a finite path in C, let τ0,τ1, . . . ,τk−1
be the transitions taken along the path π . The path postcondition Iπ (li ) of π in location li is defined
inductively. Let I0(l0) = {(l0, x) | x ∈ R |V |} and for 1 ≤ i ≤ k define Ii (li ) as follows:
(1) First, consider G(τi−1). By the assumption in Section 2.1 G(τi−1) is a propositional linear
predicate, i.e. a conjunction of linear assertions. LetG be a linear assertion for which xi−1 |= G
(if there are multiple, pick an arbitrary one). Then, define IGi (li−1) = Ii−1(li−1)∩G . The purpose
of doing this is both to make the path postcondition polyhedral and to make it stricter.
(2) Consider the type of update function Up(τi−1):
• If Up(τi−1) = ⊥, then Ii (li ) = IGi (li−1);
• If Up(τi−1) = (j,u) with u : R |V | → R an affine function, then
Ii (li ) = {(x1, . . . ,x j−1,u(x),x j+1, . . . ,xn) | x ∈ IGi (li−1)}.
Equation above gives the formal definition. In practice, the algorithm introduces a new
variable xoldj and considers the conjunction of (1) the linear assertion obtained by replacing
each occurrence of x j by xoldj in IG (li−1) and (2) the atomic predicate obtained by replacing
each occurrence of x j by xoldj on the right-hand side of u. If the coefficient of xoldj in u is
non-zero, then the algorithm uses it to express xoldj as a linear combination of {x1, . . . ,xn}
and replaces each occurrence of xoldj in IG (li−1). Otherwise, using the Fourier-Motzkin
elimination the algorithm removes the variable xoldj , and defines Ij (lj ) to be the resulting
linear assertion;
• If Up(τi−1) = (j,u) with u = d ∈ D a probability distribution with well-defined expectation,
then
Ii (li ) = {(x1, . . . ,x j−1,y,x j+1, . . . ,xn) | x ∈ IGi (li−1),y ∈ SPδ },
where SPδ is the smallest closed interval containing supp(δ ) (see Section 2.1). Suppose
SPδ = [a,b], where a,b ∈ R ∪ {±∞}. To compute Ii (li ), the algorithm considers the
conjunction of (1) the linear assertion obtained by replacing x j by xoldj in IG (li−1) and
(2) two atomic predicates x j ≥ a and x j ≤ b. Using the Fourier Motzkin elimination the
algorithm removes the variable xoldj , and defines Ij (lj ) to be the resulting linear assertion;
• if Up(τi−1) = (j,u) with u = R ⊆ R a nondeterministic update, then
Ii (li ) = {(x1, . . . ,x j−1,y,x j+1, . . . ,xn) | x ∈ IGi (li−1),y ∈ R}.
Suppose R = [a,b], where a,b ∈ R∪{±∞}. Then the algorithm computes Ii (li ) analogously
as in the previous point.
Finally, for each i we define Iπ (li ) = Ii (li ).
G END COMPONENTS IN PROBABILISTIC CONTROL-FLOW GRAPHS
At the beginning of Section 6.1, we said that one of the novelties of our incremental approach
is that it searches for different termination argumnents for each maximal end component of the
program’s pCFG. End component (ECs) generalize strongly connected components (SCCs) of graphs
and closed recurrent sets of Markov chains; for a details see [Courcoubetis and Yannakakis 1995;
de Alfaro 1997]. Here, we formally define ECs and present necessary results needed for the analysis
of our algorithm.
End Components. An end-component (EC) of a pCFG C is a tuple E = (LE ,∆E ), where E ⊆ L and
∆E ⊆ ∆ such that:
34 Krishnendu Chatterjee, Ehsan Kafshdar Goharshady, Petr Novotný, Jiři Zárevúcky, and Ðorđe Žikelić
• Each τ ∈ ∆E is outgoing from some location in LE ; and
• E is strongly connected in the sense that for each pair of locations ℓ, ℓ′ ∈ LE there exists
a sequence of locations ℓ = ℓ0, ℓ1, ℓ2, . . . , ℓn = ℓ′ s.t. for each 1 ≤ i ≤ n we have ℓi ∈
Succ∆E (ℓi−1); and
• E is closed, i.e. for every location ℓ ∈ LE there exists at least one transition τ = (ℓ,δ ) ∈ ∆E
outgoing from ℓ such that all successor locations that have a positive probability under δ
belong to LE .
An EC E = (LE ,∆E ) is a maximal EC (MEC) if for each EC E ′ = (L′,∆′) with L′ ⊇ LE and
∆′ ⊇ ∆E it holds E ′ = E. MECs are an analogue of strongly connected components (SCCs) in
non-probabilistic systems, and they can be computed (in polynomial time), by standard graph
algorithms [Chatterjee and Henzinger 2011; de Alfaro 1997]. The analogy with SCCs is apt since
(M)ECs capture the infinite behaviours of a probabilistic program. Formally, given a run ρ ∈ ΩC ,
let Inf L(ρ) be the set of locations it visited infinitely many times. We state a well-known lemma
that will be important for the analysis of our incremental algorithm.
Lemma G.1 ([de Alfaro 1997]). Let C be a pCFG and let ρ ∈ ΩC . Then, for any initial configuration
(linit , xinit ) and for any scheduler σ , Pσℓinit,xinit [Inf
L(ρ) is an EC ] = 1.
H SOUNDNESS PROOF OF THE INCREMENTAL ALGORITHM (THEOREM 6.3)
We need to show that, given a measurable scheduler σ and an initial configuration (ℓinit , xinit) in C,
we have Pσ
ℓinit,xinit
[Terminates] = 1. For simplicity of notation, we will abbreviate Pσ
ℓinit,xinit
to P so
that σ and (ℓinit , xinit) define a probability space (ΩC,FC,P) over the set of program runs.
Before proceeding to the proof, we need to introduce some additional notation. As in the proof
of Theorem 5.2, for a program run ρ and i ∈ N0 we write (ℓρi , xρi ) and τ ρi to denote the i-th
configuration and transition along ρ, respectively. Moreover, we say that a location or a transition
is recurrent along a run ρ if it appears along ρ infinitely many times. We use Inf L(ρ) and Inf T (ρ)
to denote the set of recurrent locations and transitions along ρ, respectively. Finally, given a MEC
S of C, we write ∆(S) = {τ = (ℓ,δ ) ∈ ∆ | ℓ ∈ S, supp(τ ) ⊆ S}.
Claim 1. With probability 1, there exists a MEC S in C such that eventually the run only visits
locations in S and takes transitions in ∆(S). More formally,
P[ρ ∈ Ω | ∃MEC S of C s.t. Inf L(ρ) ⊆ S, Inf T (ρ) ⊆ ∆(S)] = 1.
Proof of Claim 1. By Lemma G.1, we know that P[Inf L(ρ) is an EC in C] = 1. Thus, almost-
surely, all locations along a program run are eventually contained in some MEC of C. It remains to
prove the part of the claim on recurrent transitions. For a MEC S in C, letH(S) be the set of all
transitions (ℓ,δ ) with ℓ ∈ S but supp(δ ) ⊈ S. We show that the probability of a run eventually
staying in S while having a recurrent transition inH(S) is 0. To see this, let p be the smallest non-
zero probability appearing in all distributions over the sets of target locations for each transition in
C. Then the probability of a run eventually staying in S and taking a transition inH(S) k times
after the time of the final entry to S is at most (1 − p)k . Letting k →∞, the claim follows. □
We now show that P[Terminates] = 1. To do this, similarly as in the proof of Theorem 5.2 we
consider the canonical filtration (Ri )∞i=0 of (ΩC,FC,P), and the stopping time Term w.r.t. (Ri )∞i=0
defined by the first hitting time of ℓout . It suffices to show that P[Term < ∞]. To do this, we
will construct a generalized LexRSM w.r.t. the stopping time Term that satisfies conditions of
Theorem 5.7.
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Now, for eachMECS, let the algorithm’s final termination argument forS beηS = (ηS1 , . . . ,ηSm(S)).
Letm = maxS{m(S)}. Then define anm-dimensional LEM κ in C as follows:
κ i (ℓ, x) =
{
ηSi (ℓ, x), if S the MEC of ℓ and 1 ≤ i ≤ m(S),
ηSm(S)(ℓ, x), if S the MEC of ℓ andm(S) + 1 ≤ i ≤ m.
Intuitively, we obtain κ by taking a multidimensional LEM (ηS1 , . . . ,ηSm(S)) for each MEC S and
combining those to obtain a single multidimensional LEM for the whole C. Since dimensions
of these LEMs might differ between MECs, we repeat the last component multiple times where
necessary in order to obtain anm-dimensional LEM in C.
Note that, for each MEC S and each transition τ = (ℓ,δ ) ∈ ∆(S), the fact that τ was completely
pruned from the termination subgraph means that for each configuration (ℓ, x) with x ∈ G(τ ) ∩
Reach(ℓ) there exists an index 1 ≤ j ≤ m such that:
• κ j′(ℓ, x) ≥ 0 for each 1 ≤ j ′ ≤ j, and
• τ is unaffected by κ j′ on {(ℓ, x)}, and is 0.5-ranked by κ j on {(ℓ, x)}.
For each triple (τ , ℓ, x) with τ = (ℓ,δ ) ∈ ∆(S) and x ∈ G(τ ) ∩ Reach(ℓ), we define index(τ , ℓ, x)
to be this index j. For transitions τ = (ℓ,δ ) whose support is not contained in any MEC and for
x ∈ G(τ ) ∩ Reach(ℓ), we define index(τ , ℓ, x) to bem + 1.
Now, we define anm-dimensional stochastic process (Xi )∞i=0 on (ΩC,FC,P) via
Xi [j](ρ) = κ j (ℓρi , xρi )
for each i ∈ N0, 1 ≤ j ≤ m and ρ ∈ ΩC . We claim that X∞i=0 is a generalized 0.5-LexRSM w.r.t. the
stopping time Term. To see this is a generalized LexRSM, for each i ∈ N0 define a partition of
{Term > i} into n + 1 sets Li1, . . . ,Lim+1 with
Lij = {ρ ∈ ΩC | ℓρi , ℓout , index(τ ρi , ℓρi , xρi ) = j}
for each 1 ≤ j ≤ m + 1.
We claim that a tuple ((Xi )∞i=0, (Li1, . . . ,Lim+1)∞m=0) forms an instance of a generalized 0.5-LexRSM.
To prove this, we check all the defining conditions in Definition 5.5:
(1) Each Xi [j] is Ri -measurable as it is defined in terms of i-th configuration and transition of a
program run;
(2) The conditional expectation exists and is given by
E[Xi+1[j] | Ri ](ρ) = preκ jτ ρi (ℓ
ρ
i , x
ρ
i )
(this is standard, as mentioned in the proof of Theorem 5.2).
(3) Nonnegativity, unaffectedness and ranking conditions follow from the properties nonnega-
tivity, unaffectedness and ranking properties of κ discussed above.
Thus, (Xi )∞i=0 is a generalized LexRSM w.r.t. the stopping time Term, and by Theorem 5.7 we have
that
P[ρ ∈ ΩC | Term(ρ) = ∞∧minlev(ρ) < m + 1] = 0.
Finally, observe that ω ∈ Lim+1 for i ∈ N0 iff the i-th transition τ ρi taken along ρ is not fully sup-
ported in some MEC of C, i.e. τ < ∆(S) for any MEC S in C. But Claim 1 implies that the probability
of taking such transitions infinitely many times is 0, and thus P[Lim+1 for infinitely many i] = 0.
Hence, from Theorem 5.7 we deduce that P[Term < ∞] = 1, as claimed.
