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 
Abstract— The incomplete ionization of impurity atoms affects 
the free carrier concentration of several wide bandgap 
semiconductor materials even at room temperature, thus 
modifying the electrical properties of power devices. In this paper, 
the influence of the partial ionization of the dopants on the static 
and dynamic behavior of wide bandgap semiconductor based 
SuperJunction devices has been numerically investigated through 
extensive 2D finite element simulations. Whereas this physical 
effect has only a minor impact on the static device’ characteristics, 
if a reverse bias pulse with a rise time comparable or smaller than 
the ionization time constant is applied to the structure, a “dynamic 
ionization” phenomenon can take place. The onset of this time 
dependent ionization is the cause of charge unbalance effects in the 
device structure, due to temporal dependence of the activated 
number of dopants. Electro-thermal simulations, which have been 
carried out for a 4H-SiC SuperJunction diode, show a non-
uniform temperature distribution during the transients which 
leads, in turn, to the self-heating of the device. Through an 
accurate redesign of the cross-sectional view of the device, the 
drawbacks of the incomplete ionization have been mitigated and 
the device’ performance enhanced. 
 
Index Terms— incomplete ionization, modelling, power devices, 
Silicon Carbide, SuperJunction, TCAD. 
I. INTRODUCTION 
he invention of the SuperJunction (SJ) concept[1, 2] and 
the advent of wide bandgap (WBG) semiconductors [3-5] 
have provided new opportunities to break the Silicon limit[6-8] 
and enhance the performance of power semiconductor devices. 
On one hand, the SJ consists in the replacement of the drift 
region with multiple uniformly doped p-type and n-type 
columns[6, 9, 10]. In the case of unipolar devices, this allows 
for a much higher doping concentrations of the pillars for a 
fixed breakdown voltage (when the charge compensation is 
maintained between the different pillars), and, for this specific 
reason, improves the trade-off between specific on-state 
resistance (Ron_spec) and the breakdown voltage (BV)[6]. On the 
other hand, the superior material properties, such as the higher 
critical electric field, the higher saturation velocity, thermal 
conductivity, etc. of WBG semiconductors (Silicon Carbide, 
Gallium Nitride, Diamond) compared to Silicon (Si), allow for 
reduced device size and faster switching frequencies, for the 
same BV[11]. This, in turn, has also a positive impact on the 
Ron_spec, which is lowered by the significant reduction of the 
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drift region thickness. In the past, several research groups have 
tried to combine the benefits of SJ and WBG semiconductors. 
In the case of Gallium Nitride (GaN), the SJ concept has mainly 
resulted in the “natural SuperJunction” idea [12, 13], in which 
the depletion of the alternate 2DEG and 2DHG generates a 
charge compensation effect similar to the classical Si SJ theory. 
In Silicon Carbide (SiC), the SJ idea has been demonstrated in 
Schottky diodes[14, 15] and recently in a V-Groove Trench 
MOSFET structure[16]. In Diamond (C), the restrictions due to 
the low efficiency and control of p-type and especially n-type 
doping[17], have hindered, so far, the fabrication of diamond 
SJ devices. One significant drawback of WBG semiconductors 
is the incomplete ionization [18], a physical effect which occurs 
in great part of the dopant species (table 1). In this scenario, the 
modelling of the electro-thermal device characteristics becomes 
a fundamental tool for the prediction of real device performance 
and any subsequent optimization. The possible consequences of 
the deep level nature of acceptors and donors on the design of 
SJ power devices have not been investigated yet.  In this paper, 
the static and dynamic electro-thermal effects of the incomplete 
ionization have been deeply studied for the case of a 4H-SiC SJ 
diode. In detail, the effects caused by the dynamic ionization of 
the impurities in the two pillars of the SJ diode have been 
examined by means of electro-thermal simulations carried out 
with Sentaurus Technology Computer-Aided Design (TCAD) 
[19].  
A. Theory of the incomplete ionization 
 
TABLE 1 
ACTIVATION ENERGIES FOR DIFFERENT DOPANT ATOMS IN WBG 
SEMICONDUCTORS.  
Material Dopant species Activation energy 
4H-SiC B  (p-type) 
Al (p-type)  
N  (n-type) 
P   (n-type)   
    0.293 eV  
   0.265eV 
0.07eV(Hex)  0.12eV(K) 
0.055eV(Hex)         0.102eV (K)  
GaN Mg (p-type) 
C    (p-type) 
   0.16eV 
                 0.9eV 
Diamond B (p-type) 






The incomplete ionization of the dopants has a profound impact 
on the electrical performance of WBG devices. In case of 4H-
SiC, it is worth noting that different activation energies may 
arise from different positions in the lattice crystal, i.e. 
hexagonal (Hex) or cubic (K) sites (table 1). The modelling of 
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the incomplete ionization phenomenon can be done by 
conceiving the dopant species as acceptors and donors 
impurities coupled with the valence and conductance band, 
respectively, within the framework of the electrothermal drift-
diffusion model[20]. The presence of deep level impurities can 
be treated with the Fermi-Dirac distribution, also known as 
steady-state Gibbs distribution, as illustrated in (1a) and (1b). 
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Where EFN (EFP) is the quasi-Fermi energy level for electrons 
(holes), gD (gA) is the degeneracy factor for donors (acceptors), 
ND (NA) is the activated number of donors (acceptors), ND0 
(NA0) is the total number of donors (acceptors), ED(EA) is the 
energy level for donors (acceptors), T is the absolute 
temperature in Kelvin and k the Boltzmann constant. In table 1, 
the activation energy is defined as EC-ED for donors and EA-EV 
for acceptors, where EC and EV are the minimum and the 
maximum energy level of the conductance and valance band, 
respectively. When a certain critical acceptor dopant 
concentration NAcritic (or NDcritic for donors) is reached, full 
activation can be considered (i.e. NA=NA0 for NA0≥ NAcritic and 
ND=ND0 when ND0≥ NDcritic). In the formulas (1), the variation 
of the activation energy due to the Poole-Frenkel effect has been 
neglected whilst the Pearson and Bardeen formula which 
accounts for a reduction of the activation energy at high doping 
concentration has been considered, as in [21]. The equilibrium 
concentrations in a semiconductor bulk region can be evaluated 
by finding the Fermi energy level EF (EFN=EFP=EF at the 
equilibrium) which simultaneously satisfies the charge 
neutrality condition (n+NA=p+ND) for electrons (n) and holes 
(p) and the equations (1a) and (1b). This merging, together with 
the law of mass action (pn=ni2), leads to the formula (2a) and 
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Where ni intrinsic carrier concentration (in cm-3), NV(NC) the 
density of states in the valence (conductance) band and NA0 
(ND0) in formula 2a (2b) indicates the amount of compensation 
doping which has been considered as fully activated (i.e. 
NA=NA0 for 2(a) and ND=ND0 for 2(b)). It is worth noting that 
the parameters ni,NV,NC, gA, gD are assumed to be temperature 
dependent[22]. In the non-neutral regions (such as depletion 
regions), where the electrostatic potential Ψ is not negligible 
and in general given by the Poisson equation, the charge 
neutrality condition does not hold anymore, and the 
concentration can be evaluated as in (3a) and (3b). 
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Where EFN, EFP, EA and ED are the energy levels in the neutral 
region, which coincide with the ones calculated at zero bias and 
under the charge neutrality condition. With reference to a 
classic pn junction, in the depletion region the electrostatic 
potential Ψ is positive in the p-side (negative in the n-side) with 
respect to the p-type (n-type) bulk[20]. When a reverse voltage 
is applied to the junction, both the potential barrier and the 
width of the depletion regions increase. For this reason, the 
denominator of (3a) and (3b) approaches the unity and ND~ND0 
such as NA~NA0 in the n-side and p-side, respectively, so 
causing a full activation of the dopant species. Whereas the 
electrostatic of the incomplete ionization is mainly governed by 
equations (1) and (3), the dynamic time response is highly 
dependent on the capture and emission rates, as shown in 
equations (4a-d)[23]. In these equations, t is the time, vth_e (vth_h) 
are the electron (hole) thermal velocity, σD (σA) is the cross 
section for donors (acceptors) species. 
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The main idea behind the dynamic model of the incomplete 
ionization is that acceptor and donor dopant atoms can be 
viewed as donor and acceptor traps respectively. Indeed, the 
carriers` dynamic shown in equations (4a-d) is a generalization 
of the Shockley-Read-Hall (SRH) model in case of transient 
conditions[24]. It is possible to rewrite the equation (4c) and 
then define a time constant for the incomplete ionization model, 
as illustrated in (5) in case of acceptor dopants. This time 
constant (τp) is highly dependent on the capture and emission 
rates defined in (6) and for this reason, it depends on the 
activation energy, temperature, cross section etc. The same 
derivations can be done for donor impurities. 
 
>
>?  %K2 0 L4M 0 2F   (5a)               N 

)O)         (5b) 
L  @?A_A ∙ C                                                                                               (6a)              
2  @?A_A ∙ C  ∙  J  ∙  1 ∙ 234 % &&*' (                                                 (6b) 
 
If the device under test (DUT) is subjected to a dynamic process 
(i.e. dV/dt or dI/dt) with a time constant smaller than the 
ionization/deionization, the static equations in (1) do not hold 
anymore and equations (4) have to be solved. The evolution of 
the carrier activation with time is then governed by the 
incomplete ionization time constant. Inside the space charge 
region (SCR), the time constant defined in (5b) modifies into 
(7) as no free carriers are present in the structure. 
 
N  )                                                                                     (7) 
Under this specific condition, the time constant does not depend 
upon the capture rate and it can be easily evaluated as shown in 
figure 1 for boron doped 4H-SiC.  
 
 
Figure 1, Ionization time constant vs temperature for three different values of 
the cross section for a 4H-SiC boron doped layer. In equation (6b), NV and vth_h 
are assumed temperature dependent. 
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It is worth noting that the cross section can be also electric field 
and temperature dependent. In this paper, we considered a 
constant value of σA (1x10-15cm2) for boron and nitrogen doped 
4H-SiC, a mean value according to several DLTS 
measurements reported in [25, 26]. Due to the very low value 
of the activation energy and the doping values adopted in this 
study, both the dynamic and static effects of the incomplete 
ionization on nitrogen doped 4H-SiC could be neglected. The 
effects of the incomplete ionization on the modelling of a 4H-
SiC SJ diode will be discussed in the next section. 
II. 4H-SIC SUPERJUNCTION DIODE 
A. On-state and static off-state 
 
Figure 2, cross section of 4H-SiC SJ diode structure (a) and unit cell adopted 
for the TCAD simulations(b). The dopant concentration of the p-type and n-
type pillar (NA0,ND0 respectively) has been fixed at 5x10
16 cm-3 for both pillars, 
whilst the concentration of the n+ and p+ regions is set at 6x1020 cm-3. The 
aspect ratio (L/W) of the structure is 10 (L=10 µm and W=Wp=Wn=1 µm). 
 
The cross-sectional view for the unit cell of the 4H-SiC SJ diode 
is shown in figure 2. The critical value of the dopant 
concentration after which the total activation occurs has been 
fixed at 1x1022cm-3. The values for the other parameters 
adopted for the TCAD simulations (mobility, impact ionization, 
bandgap etc.) can be found in default 4H-SiC parameter file 
[19]. The dopant species are nitrogen (N) for the n-type layers 
(Hex site) and boron (B) for the p-type layers. B has been 
chosen as p-type dopant instead of Al for the TCAD 
simulations, but all the considerations done for this dopant 
species may be applied also for the case of Al dopant or for 
other WBG semiconductors SJ devices, in which the 
incomplete ionization’ effect cannot be neglected (i.e. 
Diamond, GaN, βGa2O3, etc). If one assumes that Wp=Wn=W 
and NA0=ND0 (as in figure 2(b)), and then solves (2a) and (2b) 
to evaluate the activated number of acceptor (NA) and donor 
dopants (ND), the theoretical unbalance ratio between the n-type 
pillar and the p-type pillar at different temperature can be easily 
calculated, as shown in figure 3(a). An unbalance ratio between 
the SJ pillars, would lead to a drastic reduction of the 
breakdown capability of the device, a well-known effect in  the 
classic SJ theory[27], as also illustrated in figure 3(b). 
However, if the SJ diode is properly designed, a full lateral and 
vertical depletion of the device’ structure occurs before the BV 
(which is due to the avalanche generation under our 
assumptions). In particular, if the electric field is high enough 
in all the structure (i.e. the device is all depleted), it may be able 
to activate all the dopants(i.e. NA~NA0 and ND~ND0), as already 
discussed in the previous paragraph.  
 
Figure 3, (a) (Theoretical) Unbalance ratio vs dopant concentration (NA0 , which 
is assumed equal to ND0) for three different operating temperatures of the device 
depicted in figure 2. The unbalance ratio for the device structure in figure 2(b) 
has been defined as 100*abs(NA-ND)/max(NA,ND). (b)Simulated BV vs 
Unbalance ratio for the device structure shown in figure 2 with two different 
impact ionization models (Van Overstraeten-de Man and Okuto[19, 28, 29]). 
Okuto model, which takes into account a positive temperature coefficient of the 
breakdown voltage, has been selected as the avalanche model for this study. 
 
Indeed, if one balances the SJ structure assuming total 
ionization in both pillars while satisfying the charge balance 
condition (as in device shown in figure 2(b)), the breakdown 
voltage is identical with and without the incomplete ionization 
model, meaning that the electric field is actually able to activate 
virtually all of the dopants during the off-state. This means that 
the static BV for the device depicted in figure 2(b) corresponds 
to the value shown in figure 3(b) for an unbalance ratio of 0%. 
Regarding the on-state (figure 4), if the conductive pillar is the 
one affected by the incomplete ionization, the current density is 
highly reduced, and the risk may be a total depletion of the p-
type pillar with consequential no current flowing in the device. 
The device adopted for the on-state simulation is shown in 
figure 4(a) where a top p+ layer has been introduced for 
structure #1B in order to emulate the flow of the majority 
carriers which occurs in a real MOSFET structure. It is also 
evident that the high field dependence model[30] which 
accounts for a reduction of the mobility for high electric field` 
values, also plays a key role in the on-state, emphasizing the 
JFET effect[31]. 
 
Figure 4, cross section of the device structure #1B adopted for the on-state 
simulation (a) and on-state current density simulations (b).  
B. The dynamic unbalance 
As already discussed in the theory section, the 
ionization/deionization process is not only temperature but also 
time dependent. So, if a reverse bias pulse is applied to the 
structure and the rise time of this pulse is lower or comparable 
with the ionization time constant, not all the dopants are 
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activated by the high electric field [18, 23]. In the specific case 
of a the 4H-SiC SJ diode, this dynamic ionization effect may 
lead to a charge unbalance situation (such as the one predicted 
in figure 3(a)) and reduce the real breakdown capability of the 
SJ. In order to investigate the possible consequences of the 
dynamic ionization, a reverse pulse of 1kV/10ns has been 
applied to the structure (figure 5). The rise time has been chosen 
taking into account the ionization time constant plotted in figure 
1 in order to trigger the dynamic of the incomplete ionization. 
In practice, in devices such as MOSFETs, such high dV/dt are 
unacceptable due to other effects such as system oscillations or 
retriggering of on-state conduction via  the Miller capacitance 
and gate resistance[32]. However, this value is comparable with 
the maximum dV/dt ruggedness reported in several datasheets 
of commercially available SiC devices[33, 34]. It is worth 
mentioning that the voltage applied to the SJ diode in this 
simulation is much lower than the static breakdown voltage 
(figure 3(b)) obtained in case of perfect balance (around 1.5kV 
at RT). The simulation results of the current density vs time 
clearly show that if the incomplete ionization is included in the 
simulation set, the SJ diode operates in avalanche condition for 
the whole duration of the pulse. The simulated current density 
is comparable with the on-state current density (figure 4). When 
the voltage pulse is removed, the SJ slightly recovers to its 
initial balanced condition and the current is mainly capacitive. 
To confirm the avalanche operation and the loss of the charge 
balance in reverse condition, the electric field has been plotted 
at the end of the rise time of the pulse (V=1kV and t=2.1x10-7s)  
in figure 6. 
 
Figure 5, current density vs time with and without the incomplete ionization 
model. The rise time and the fall time of the reverse pulse are fixed at 10ns 
(tr=tf=10ns) and the duration of the pulse is set at 100ns (ton=100ns). 
 
Figure 6, electric field and electrostatic potential contour at the end of the rise 
time of the pulse with (a) and without (b) incomplete ionization. With the 
incomplete ionization model, a clear unbalance can be deduced from both the 
non-uniform electrostatic potential contour and the higher electric field.  
 
As the time passes the boron dopant activation increases and 
therefore the unbalance is dynamically lowered. This is also 
confirmed by the current density decrease over the time 
(constant slope of the blue curve in figure 5). 
C. Temperature effects: single and multiple pulse 
In the previous set of simulations, the Poisson and the current` 
equations have been computed without simultaneously solving 
the temperature equations at runtime. This assumption does not 
allow for investigating self-heating effects in the device which 
is operating under avalanche condition for the whole duration 
of the reverse pulse (figure 5) and is therefore subjected to high 
current density and applied voltage. In order to investigate the 
possible electro-thermal effects, two thermal resistances of a 
fixed value have been connected at the anode and cathode of 
the DUT, as schematically shown in figure 7. 
  
Figure 7, (a)schematic unit cell structure adopted for the TCAD electro-thermal 
simulations.  A fixed value of the thermal resistance has been chosen for the top 
and bottom contact (0.1 K/W). (b) current density vs time with and without the 
thermodynamic model. The specifications of the pulse are identical to figure 5. 
 
The thermodynamic model [19, 35] which allows to compute 
the temperature equations in each mesh point, has been adopted 
for the simulations shown in this work. In figure 7, the 
simulation results of the fast reverse pulse applied to the SJ have 
been compared with and without the thermodynamic model, 
whilst the lattice temperature has been plotted in figure 8. 
 
  
Figure 8, temperature evolution in the structure as function of the time(a). The 
maximum temperature (Tmax) is observed at t~2.24x10-7s close to the 
maximum electric field point (b). Tmax slowly converges to the minimum 
(Tmin) and the average temperature (Tavg) for t≥1us. The device reaches RT 
only after 0.1ms. 
 
 
The current density observed with the thermodynamic model 
dynamically reduces much faster than the one computed with 
the simple Poisson equation and the standard drift-diffusion 
model. Regarding the temperature, the maximum temperature 
is obtained at t~2.24x10-7s and it is equal to 482K. This 
maximum temperature is observed, as expected, near the 
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electric field peak point (figure 8). While the temperature rises 
due to the high power density (P=IV), the carrier activation 
increases much faster as it can be deduced from equations (1), 
the ionization time constant reduces exponentially as it can be 
observed from equations (7) and figure 1, and the avalanche 
generation is also reduced (avalanche is an electro-thermal 
stable  phenomenon in the Okuto model). All these 3 effects 
combined, lead to an overall decrease of the transient current 
density as the balance is restored much faster. In figure 9, the 
carrier activation is compared with and without the 
thermodynamic model. The evolution of the temperature is 
observed also in case of a double pulse applied to the structure. 
As it can be observed from figure 10, the unbalance effects 
observed during the second pulse are much smaller than the one 
during the first pulse. Indeed, during the second dV/dt, the 
ionization time constant is smaller than during the first pulse 
because of the increased average temperature which also 
improves the breakdown voltage and the carrier activation in 
the structure, as previously discussed. 
  
Figure 9, activated acceptors as function of time in two different points of the 
device structure with and without the thermodynamic model. The slope of the 
carrier activation vs time loses its linearity with the thermodynamic model. 
  
Figure 10, (a) transient evolution of the current density during the second pulse. 
The specifications of each pulse are the same of the single pulse (tr,tf,ton) and 
the dead time (tdead) between the two pulses has been chosen to be 10µs. (b) 
Temperature observed in the case of a double pulse applied to the SJ diode. The 
application of a second pulse does not play a significant role in increasing the 
maximum temperature of the device which has a smaller peak (380K) compared 
to the one observed during the first transient (482K).  
 
If multiple pulses are applied to the structure the same 
conclusions can be drawn. To sum up, the main dynamic effects 
of the incomplete ionization are the delay of the device turn-off 
as the charge balance condition has to be restored in the device 
and the increase of the junction temperature. To tackle all these 
issues, the SJ diode unit cell could be redesigned. 
III. REDESIGN THE SUPERJUNCTION FOR IMPROVED DYNAMIC 
CHARGE BALANCE 
In the SJ theory the optimum breakdown voltage condition is 
met in the case of perfect balanced condition.  This means that 
if the width and the doping of one of the two pillars are not 
fixed, it is possible to obtain a balanced SJ with an asymmetric 
device structure. 
  
Figure 11, cross sections of the redesigned balanced SJ. The doping and the 
width of the n-type pillar have been fixed for all the different designs (as for the 
S-SJ in figure 2) in order to perform a proper comparison of the performance. 
#2A has NA0=1 x10
17cm-3 and Wp=0.5µm and #2B has NA0=2.5 x10
16cm-3 and 
Wp=2µm. 
Figure 11 shows two different ways to redesign the SJ balance 
in order to tackle the dynamic unbalance. The charge balance 
condition is thus met for both structures and the static 
breakdown voltage is identical to the Symmetric SJ (S-SJ). The 
aspect ratio for all the different structures has been kept quite 
similar in order to maintain an identical breakdown voltage 
[36]. 
 
Figure 12, current density vs time for the 3 different SJ design. The turn-off 
time(toff), defined as the time where the current density reaches the value of 
102A/cm2, of #2A is much smaller than the other structures(toff(#2A)=135ns, 
toff(#2B)=310ns, toff(S-SJ)=195ns). However, the dynamic current density 
peak obtained with #2A is much higher. 
  
Figure 13, Temperature vs time for the 3 different SJ design. The maximum 
temperature is observed for #2A and it is  ~550K. The average temperatures for 
#2A, #2B and S-SJ are 375K,325K, 360K, respectively. 
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Figure 13 shows that the maximum, minimum and average 
temperature reached during the dynamic pulse is much higher 
for structure #2A which has also a higher dynamic current 
density peak compared to the S-SJ  and #2B, as illustrated in 
figure 12. This happens because for higher doping 
concentration the unbalance ratio is much more significant, as 
it can be clearly deducted from figure 3(a). For this reason, the 
device operates in avalanche condition with a much higher 
unbalance ratio compared to the standard design and it heats up 
much faster as the avalanche current is also much higher. On 
the other hand, the enhanced self-heating is able to restore 
balance condition much faster than in the S-SJ and #2B. 
Therefore, if the instantaneous junction temperature and current 
density increment can be considered as nondestructive 
mechanisms, it is possible to state that #2A reacts better to the 
dynamic unbalance with a reduction of the turn-off time defined 
as in figure 12. A fair performance comparison need to include 
also the on-state current density. The cross-sectional structures 
adopted for the on-state simulations are similar to figure 11, but 
an n+ top layer (of 1µm) has been inserted. The total current of 
structure #2B will be much higher than the others as the 
depletion region mainly extends in the non-conductive pillar. 
However, the comparison need to be performed by inspecting 
the Ron_spec. The Ron_spec has been calculated in the linear region 
at room temperature (RT), as illustrated in the figure 14(a). #2A 
has the lowest Ron_spec (0.34mΩ·cm2) compared to #1 
(0.44mΩ·cm2) and #2B (0.62mΩ·cm2) at RT. In addition, also 
if Ron_spec is calculated at the average junction temperature 
reached by the device under transient condition (figure 13), #2A 
outperforms the other device structures (figure 14 a).  Distinct 
considerations need be done in case the incomplete ionization 
cannot be neglected in both pillars (as in diamond devices). In 
that specific circumstance, a more complex dynamic recovery 
takes place and the ionization time constants for both dopant 
species contribute to the rebalancing and the temperature 
distribution in the device.  
 
Figure 14, RT on-state current density for the 3 SJ design (a) and specific on-
state resistance vs Temperature (b). 
IV. CONCLUSIONS 
The effect of the partial ionization of the dopants on the design 
of 4H-SiC SJ diode has been analyzed in this paper. The static 
breakdown voltage is not influenced by the incomplete 
ionization effect as the high reverse electric field is able to 
activate all the dopants in the structure. However, when a very 
fast reverse pulse is applied to the SJ structure the dynamic 
ionization leads to an unbalance charge condition which has the 
effect of increasing the total current density and the local device 
temperature (up to 500K in the example considered). It is 
nevertheless possible to redesign the SJ diode, while 
maintaining the ideal charge balance,  in order to 
simultaneously improve the specific on-state resistance and the 
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