Abstract. Let G be a connected reductive algebraic group over an algebraic closure of a finite field of characteristic p. Under the assumption that p is good for G, we prove that for each character sheaf A on G which has nonzero restriction to the unipotent variety of G, there exists a unipotent class CA canonically attached to A, such that A has non-zero restriction on CA, and any unipotent class C in G on which A has non-zero restriction has dimension strictly smaller than that of CA. §1. Introduction Let F q be an algebraic closure of a finite field F q of q elements. Let G be a connected reductive algebraic group over F q , defined over F q . Let T be a maximal torus in G, T * be a maximal torus in the Langlands dual G * of G which is dual to T , and let W = W G denote the Weyl group of G with respect to T , that we identify with the Weyl group of G * with respect to T * . Let s ∈ T * . Lusztig has defined a canonical surjective map from the setĜ of characters sheaves on G to the set of W -orbits on T * . We will denote byĜ s the set of character sheaves in the fibre over the orbit of s of this map. We set
§1. Introduction
Let F q be an algebraic closure of a finite field F q of q elements. Let G be a connected reductive algebraic group over F q , defined over F q . Let T be a maximal torus in G, T * be a maximal torus in the Langlands dual G * of G which is dual to T , and let W = W G denote the Weyl group of G with respect to T , that we identify with the Weyl group of G * with respect to T * . Let s ∈ T * . Lusztig has defined a canonical surjective map from the setĜ of characters sheaves on G to the set of W -orbits on T * . We will denote byĜ s the set of character sheaves in the fibre over the orbit of s of this map. We set (1.1) W G s = W s := {w ∈ W | w(s) = s} .
Lusztig has also defined a map fromĜ s to the set of two-sided cells of W s . For c a given two-sided cell of W s , we will denote byĜ s,c the set of character sheaves in the fibre over c of this map. Lusztig has described a canonical construction by which we can associate a well-defined unipotent class C s,c with each pair (s, c), where s ∈ T * and c is a two-sided cell in W s . The following theorem is a special case of a result of Lusztig [17, Th. 10.7] . One of our purposes is to replace, in this special case, the assumption of [loc.
cit.] that the characteristic p of F q is large enough by the weaker assumption "p is good for G". Theorem 1.1. For any s ∈ T * and any two-sided cell c in W s , the following hold :
(a) If A ∈Ĝ s,c and if C is a unipotent class in G such that the restriction of A to C does not vanish, then (1.2) dim C ≤ dim C s,c , with equality only for C = C s,c ;
(b) There exists some A ∈Ĝ s,c such that the restriction of A to C s,c does not vanish.
We will first show that part (b) of the Theorem is implied by part (a): for this we will use in a crucial way a result of Geck [5] which generalizes to good primes the result of Lusztig concerning the unipotent support (as an average value) of the irreducible characters of G F and the result of Shoji [22] on Lusztig conjecture. When G is of exceptional type, and, also in some cases for classical groups, we will derive directly the proof of part (a) from Lusztig's one. For the other cases, we will prove it using direct computations in the spirit of [15] in order to obtain a unipotent class C A satisfying analogous statements as (a) and (b), and then use Lusztig's result to check that C A = C s,c . The scheme of the proof is explained at the beginning of Section 4.1 and in (4.
2). §2. Preliminaries
We keep the notation of the introduction. Let W 0 s be the Weyl group of the connected component C 0 G * (s) of the centralizer CG * (s) of s in G * . It is a normal subgroup of the group W s defined in (1.1). Let Φ s denote the root system of W 0 s . Let V be the rational vector space spanned by Φ s . Lusztig has associated (see [9] , [12, (4.1.2)]) with any irreducible representation E of W 0 s an integer b E ≥ 0 by the requirement that b E is the smallest integer i such that E occurs in the i-th symmetric power of V , and (see [9] , [12, (4.1.1)]) with any irreducible representation E of W 0 s , an integer a E ≥ 0 and an integer f E > 0 by the requirement that the generic degree of the representation E is of the form (2.1)
E X a E + higher powers of X.
Let E be an irreducible representation of W s , and letẼ be an irreducible representation of W 0 s which occurs in the restriction of E to W 0 s . We will set a E := aẼ . It does not depend on the choice of the representationẼ , see also [14, (16.5) ]. For each two-sided cell c, the function E → a E is constant on the set of irreducible representations E of W s which belong to c, see [12, (4.14.1) and (5.25) ]. For any such representation E , we will set a s,c := a E .
Let N G be the set of pairs (C, E) such that C is a unipotent conjugacy class in G, and E is a G-equivariant irreducible local system on C, given up to isomorphism. Let C be a unipotent class in G, and fix u ∈ C. Then the isomorphism classes of irreducible G-equivariant Q -local systems on C are in bijection with the isomorphism classes of irreducible representations of the group A G (u) := CG(u)/ C 0 G (u) of components of the centralizer CG(u) in G of u. Thus, we can identify a pair (C, E) ∈ N G with the G-conjugacy class [u, ρ] G of a pair (u, ρ) where u is a unipotent element in G and ρ is an irreducible representation of the group A G (u). The Springer correspondence is an injective map ν G T from the set of isomorphism classes of irreducible representations of W into N G . Not all pairs (C, E) in N G occur in that correspondence.
Let c be a two-sided cell in W s , and E (c) the unique special representation of W s which belongs to c, see [17, 10.4] . LetẼ (c) be an irreducible component of the restriction of E (c) to W 0 s ; this is a special representation of W 0 s . Hence the induced representation Ind [12, (13. 3)], [9] , [11] . It is easy to check that E(s, c) is independent of the choice of E (c), see also [17, (10.5) ].
Then there is a well-defined unipotent elementû in G (up to conjugacy) such that E(s, c) is the Springer representation E Ĝ u,1 , [12, (13.3) ]. Let C s,c denote the G-conjugacy class ofû. We set d(C s,c ) := d(û) (the dimension of the variety B Ĝ u = Bû of Borel subgroups of G containingû). We have
We will assume from now that p is good for G. We denote by G unip the unipotent variety of G. By [14, Corollary 11.4 ] (see also [16, Section 1.6] ), there is a surjective map from the setĜ of the character sheaves on G to the W -orbits on T * . For s ∈ T * , letĜ s be the fibre over (s) G * of this map.
By [14, Corollary 16.7] , there exists a well-defined surjective map from G s to the set of two-sided cells in W s . For c a two-sided cell in W s , we will denote byĜ s,c the set of character sheaves in the fibre over c of this map.
Proposition 3.1. Let s ∈ T * and let c be a two-sided cell in W s , such that, for any A ∈Ĝ s,c , and any u ∈ G unip satisfying A |{u} = 0, the element u lies in C s,c or in a unipotent class of dimension strictly smaller than that of C s,c .
Then there exists some A ∈Ĝ s,c such that A |Cs,c ≡ 0.
Proof. Let us assume that the restriction of each character sheaf A ∈ G s,c to C s,c is zero. We choose a Frobenius map F : G → G as in section 3.2 below. Then we can similarly associate to the pair (s, c) a set of irreducible representations of G F , as in [12] . Let π be such a representation. In a similar way as in Lemma 3.3 below, we can assume that G has connected center. Then, using the result of Shoji on Lusztig conjecture [22] , we can express the character of π as a linear combination of characteristic functions of character sheaves inĜ s,c . The assumption that these character sheaves have zero restriction to C s,c implies that the restriction of the character χ π of π is zero too. Using that expression of the character χ π and the fact that if A |C ≡ 0 for some A ∈Ĝ s,c and some unipotent class C in G then dim C ≤ dim C s,c , we obtain that χ π is zero on all unipotent classes of dimension ≥ dim C s,c . Now, the main result of Geck [5, 
It follows that dim C π < dim C s,c . Moreover, we know by [5, Th. 1.4 (b) ] that the p-part of the dimension of π equals q d(Cπ ) , where d(C π ) denotes the dimension of the variety of Borel subgroups which contain a fixed element in the class C π . Using the equality dim
On the other hand, the p-part of the dimension of π also equals q as,c , see [12, (4.26. 3)]. It follows that a s,c > d(C s,c ), which contradicts the equality (2.2). Hence there exists a character sheaf A inĜ s,c such that A |Cs,c ≡ 0.
3.1.
Lusztig has proved in [17, (10.9) ] that, if p is large enough, then the following property always holds.
Property 3.2. For any s ∈ T * , any two-sided cell c in W s , and any
We remark the following easy fact. Lemma 3.3. Let p be a prime number. Assume that all reductive connected algebraic groups defined over a finite field of characteristic p, which have connected center and are simple modulo their center, satisfy Property 3.2. Then all reductive connected algebraic groups defined over a finite field of characteristic p satisfy Property 3.2.
3.2.
We will assume from now that the center of G is connected. We choose an F q -rational structure on G, with corresponding Frobenius map F : G → G. Replacing q by a power, we assume that T and T * are F -stable and split. We choose an element s ∈ T * F , and we fix it from now on. We assume that F acts trivially on W s andĜ s . For each irreducible representation E of W s let R s (E ) denote the corresponding almost character, defined in [12, (3.7)] as a certain rational linear combination of Deligne-Lusztig virtual characters of G F . For w ∈ W , let T w ⊂ G denote an F -stable maximal torus obtained by twisting the torus T with w. Let Irr(W ) denote the set of isomorphism classes of irreducible representations of W . Then, using the definition of almost characters given in [12, (3.7)], we obtain the following relation:
where m(E, E ) denotes the multiplicity of E in the representation Ind W Ws (E ). Let E be an irreducible representation of W , and let (u, ρ) be its image under the Springer correspondence ν G T . Replacing q by a power, we assume that u ∈ G F and that F acts trivially on A G (u). Then (see [21, (5. 2)]), the following holds:
where u a are representatives of the G F -conjugacy classes in C F associated to a ∈ A G (u).
3.3.
Let L ⊃ T be a Levi subgroup of a parabolic subgroup P of G and let L be the set of character sheaves on L. In 
where t ≥ 1. 
is unique up to conjugacy, and we will set
Assume that the setL 0 of the cuspidal character sheaves on L is nonemtpy. Then by [13 
where L * ⊆ G * denotes the standard Levi subgroup dual to L and CG * (s) (resp. CL * (s)) denotes the centralizer of s in G * (resp. L * ). We see that this stabilizer only depends on G, s and L, and we shall therefore denote it
Assume that s isolated in G * and that the setL 0 s ∩L 0 unip is non-empty.
Hence we have a decomposition
LetĜ unip be the set of isomorphism classes of characters sheaves A ∈Ĝ such that the restriction of A to G unip is non-zero. We then get a bijective map from the setT (G): 
We have a corresponding embedding of dual groups
We consider the decomposition
Let A L ∈L be any cuspidal character sheaf. If the restriction of A L to L unip is zero then the restrictions of all components of ind G L (A L ) to G unip will also be zero (see [15, (2.9) ]). Assume now that the restriction of A L to L unip is non-zero. We can write A L = pr * (Ā L ) ⊗ L whereĀ L lies in the series of L ad defined bys ∈ T * ∩L * der and L is pulled back from a local system on L/L der . Let A L ,Ā L lie in the series defined by s, s ∈ T * , respectively.
It is clear that A L and pr * (Ā L ) have the same restriction to L unip , [15, (2.6) (c)]. Moreover, the restriction of the decomposition to G unip is related to the restriction of that in (a) by the following formula, see [15, (2.6 ) (e)]:
Proposition 3.5. Let E be an irreducible representation of W T,s = W s , and let c be the two-sided cell in W s to which E belongs. If C is a unipotent class in G such that A s E |C ≡ 0, then dim C ≤ dim C s,c , with equality only for C = C s,c .
Proof. Assume first that s = 1. Then W s = W . We can choose a Frobenius map F : G → G as in (3.2) so that the characteristic function of A 1 E coincides (for a suitable normalization) with the almost character R 1 (E ) of G F , see, for instance, [7, Cor. 2.3.2] . We have seen that, via the Springer correspondence, the representation E corresponds to a pair (C , E ), where C is a unipotent class in G and E is a certain G-invariant irreducible local system on C , and that the restriction of the almost character R 1 (E ) to G F unip has non-zero values only in C F (see (3.2) ). The unique special character belonging to c corresponds to the pair (C s,c , Q ) via the Springer correspondence, and we have seen that a s,c = d(C s,c ). By [17, Cor. 10 .9], we have dim C ≤ dim C s,c , with equality only for C = C s,c . Note that this statement is true whenever p is good for G, since the Springer correspondence as well the dimensions of varieties of Borel subgroups are independent of the characteristic as long as the characteristic is good (see the tables in [3] , for instance). Now, if C is a unipotent class such that A s E |{u} = 0 for some u ∈ C, then we may assume, as in (3.2) , that F (u) = u and that R 1 (E )(u) = 0, and the above remarks on the values of Green functions imply that the class C lies in the Zariski closure of C . Hence we have dim C ≤ dim C ≤ dim C s,c , with equality only for C = C = C s,c . When s is not equal to 1, the result follows from [17, Cor. 10.9] , the formula (3.1), and the case s = 1.
We are now able to prove Theorem 1.1 for groups of exceptional type. Proposition 3.6. Assume that G is of exceptional type. Then Theorem 1.1 holds for G when p is good.
Proof. By using Lemma 3.3, we can assume that G is simple modulo its center, which can be assumed to be connected. Then let A ∈Ĝ, and let (L, A L ) ∈ I(A). Since G is of exceptional type, the only possibilities for
, where (C, E) is a cuspidal pair, and L is a tame local system on L. If G is of type E 6 , E 7 , there are no cuspidal pairs for L = G which are supported on a unipotent class, see [2, Appendix] .
Hence we can assume that G is of type G 2 , F 4 , E 8 . Let C be a unipotent class in G such that A |C ≡ 0. It implies that C is contained in the Zariski closure of C. The unique special representation E of W belonging to c corresponds to the pair (C s,c , Q ) via the Springer correspondence. By [14, (20.6) and §21], we know that E belongs to the unique family F of representations of W with 4, 7, 17 elements, for G of type G 2 , F 4 , E 8 , respectively. But, by [12, (13.1.3)], the order of A G (u) for u ∈ C s,c equals the order of the finite group G F associated to the family F. Hence the order of A G (u) is 6, 24, 120, for G of type G 2 , F 4 , E 8 , respectively. But, for G of type G 2 , F 4 , E 8 , there is exactly one cuspidal pair for L = G supported on a unipotent class, say C, and the class C is uniquely determined by the condition that the group A G (u), for u ∈ C, has order 6, 24, 120, respectively. Hence C = C s,c . The assertion (a) of Theorem 1.1 follows. Then the assertion (b) follows from Proposition 3.1.
Remark 3.7. The case of groups of classical type is more difficult, because it involves the group W L,s , with L = T , and not only the group W s . Because of that we will need to use the generalized Springer Correspondence instead of the ordinary one. In particular, we will prove a generalization of [17, Cor. 10.9] in that case. §4. The classical groups case
In this section, we will prove Theorem 1.1 for classical groups under the assumption that p is odd.
The strategy of the proof
We will first show that the proof can be reduced to the case where s ∈ G * is isolated semisimple: by using a similar argument as in the end of the proof of Proposition 3.5, the formula 3.7 shows that in order to investigate the restriction of A s E to the unipotent variety G unip , it is enough to consider the case where the cuspidal character sheaf A L has support on G unip . But in the case of classical groups, A L satisfies this condition only when A L ∈L s with s of order 2 (see [14, (17.12) and §23] or [18] ), in which case s is isolated. From now on we will assume that s is isolated. Our proof will be based on the generalized Springer correspondence. 
The generalized Springer correspondence
be the generalized Springer correspondence [13, §6] .
Let n = (C, E) ∈ N G . We choose the natural mixed structure on E, that is, the one (see [15, §3.2-3.4] ) which has the property that F * E ∼ →E induces on the stalk over a split element u of C the identity map times q mixed structure on A L extending the natural mixed structure on E L is compatible with the isomorphism
On the other hand, we associate with any (C, E) ∈ N G the class function Y (C,E) : G F → Q defined as follows:
extended by zero on G F − C F (where the mixed structure on IC(C, E) is that extending the natural one on E). We assume that G is a split classical group of adjoint type and that p is odd. Let s ∈ T * and E ∈ Irr(W L,s ). If L * ⊃ T * is a dual pair to L ⊃ T , we will set
Let C be an F -stable unipotent class in G and let u ∈ C F be a split element. 
where m(E, E ) denotes the multiplicity of E in the representation
.
Scheme of the proof of assertion (a) of Theorem 1.1
Following Lusztig (see [13] ), we will consider a set Ψ G and a map
which is essentially a bijection such that
• there exists a set Ψ H T , an injective map ψ H : Ψ H T → N H , and two bijections 
where ν H T : Irr(W H ) → N H is the (ordinary) Springer correspondence, and
For (C, E) ∈ N G , we will set Π(C, E) := C. Let E ∈ Irr(W G L,s ) and let c be the two-sided cell of W s such that A s E belongs toĜ s,c . Assuming that the element s is isolated in G * , we will prove that there exists E max ∈ Irr(W G L ) occurring with multiplicity one in the induced representation Ind
such that the following hold
, with equality only for E = E max .
We set C A := Π(ν G (E max )), for A = A s E . Then it follows from 4.4, using (i), that ( * ) the restriction of A to C A does not vanish, and that dim C < dim C A , for any unipotent class C = C A in G such that the restriction of A to C does not vanish.
We will now prove that C A = C s,c , for some A ∈Ĝ s,c . We first assume that p is large enough so that Lusztig's result [17, Th. 10.7] is applicable. Let s ∈ T * and let c be a two-sided cell in W s . By [17, Th. 10.7 (ii)], we see that Proposition 3.1 is applicable. It follows that there exists A ∈Ĝ s,c such that A| Cs,c ≡ 0. Assume that s is isolated in order to be able to apply (i). Then using ( * ) we get dim C s,c ≤ dim C A . Conversely, since we have seen that A does not vanish on C A , by applying [17, Th. 10.7] again, we obtain dim C A ≤ dim C s,c . Hence dim C A = dim C s,c . Then by using ( * ), we get C s,c = C A , when p is sufficiently large. Now we assume only that p is good for G. Let q be a power of a large prime and let G be a group defined over F q of the same type as G, with the same Weyl group W . We can choose q in such a way that there exists a semisimple element s in the dual group of G such that W G s ⊂ W can be identified with W s . We can assume that q was chosen large enough such that the results in [17] [25] , [6] , [19] , [20] , [1] ) and from the link between the generalized Springer correspondence for G and the (ordinary) Springer correspondence for H (see (4.5), (4.6)) that there exists an isomorphism η G of partially ordered sets from the set of unipotent classes in G to the set of unipotent classes in G such that E max ) ). Since η G (C s ,c ) = C s,c (because the class C s,c is defined using the Springer correspondence), and since Π(ν G (E max )) = C s ,c , we finally obtain C A = C s,c .
The strategy of proving (i) is as follows. We will consider a bijection Σ G L from Irr(W G L ) to a certain partially ordered set Φ H T (with partial order denoted by ≤ Φ H T ), and show that ( * * ) there exists E max ∈ Irr(W G L ) occurring with mutiplicity one in Ind
The statement ( * * ) will follow easily from Corollary 4.3 and Proposition 4.1 (the latter studying the case of groups of type A).
On the other hand, we will set
σ G L is a bijection from Φ H T to Ψ H T . In (4.3.1), we will consider a naive
Finally, we will prove in Proposition 4.4 that if θ,
attains it maximum at a unique element of Ψ G L . Then by applying ( * * ) we will get (i).
Type of the Levi subgroup
First, we note that by the explicit classification of cuspidal character sheaves recalled in (3.4) the cuspidal Levi subgroups L must be of type isomorphic to
for some integer t ≥ 0. We denote byñ the number of factors GL 1 in each type of Levi above, that is:
Description of the ramification subgroup of L
We denote by W n the group of all permutations of the set {1, 2, . . . , n, n * , . . . , 2 * , 1 * } which commute with the involution i → i * , i * → i, (1 ≤ i ≤ n). We set W 0 = {1}. For each j, 1 ≤ j ≤ n − 1, let s j ∈ W n be the permutation which interchanges j with j + 1 and also j * with j * + 1 and leaves the other elements unchanged. Let σ a ∈ W n (1 ≤ a ≤ n) be the permutation which interchanges a with a * and leaves the other elements unchanged. Let S = {s 1 , s 2 , . . . , s n−1 , σ n }. Then (W n , S) is a Coxeter group of type B n = C n .
Let ϕ = ϕ n : W n → {−1, 1} be the homorphism defined by the condition ϕ n (s j ) = 1 (1 ≤ j ≤ n − 1), ϕ n (σ n ) = −1. Let W n be the kernel of ϕ. It is a Coxeter group of type D n .
Then we can identify the group W G L with the group Wñ if G is of type B n or C n , or if t ≥ 1 and G is of type D n as follows. Consider a basis e 1 , . . ., e n , e * n , . . ., e * 1 of V such that (e i , e * i ) = 1, (e * i , e i ) = 1 (resp. (e * i , e i ) = −1) if ( , ) is orthogonal (resp. symplectic) and all other scalar products equal to zero. We assume that L is the set of g ∈ G which map each of the vectors e 1 , . . ., eñ, e * n , . . ., e * 1 into a scalar multiple of itself. Then each element of NG(L)/L defines a permutation of the set of lines e 1 , . . ., eñ , e * n , . . ., e * 1 and this gives the wanted isomorphism. If G is of type D n and t = 0 then W G L = W ñ = W n .
Dual side
The group L * is of type
Since the cuspidal character sheaf A of L is supported by the closure of a unipotent class, the group CL * (s) is of type
4.1.6. The ramification subgroup of the cuspidal pair We can identify in a standard way the group W G L,s with • Wñ × Wñ if G is of type B n or if t ≥ 1 and G is of type C n or D n ,
• W ñ × Wñ if G is of type C n and t = 0,
• W ñ × W ñ if G is of type D n and t = 0 whereñ +ñ =ñ; the isomorphism is canonical up to conjugation with inner automorphism of Wñ ×Wñ (resp. W ñ ×Wñ , W ñ ×W ñ ). Hence an irreducible representation of W G L,s may be identified with the corresponding representation of Wñ × Wñ (resp. W ñ × Wñ , W ñ × W ñ ).
The associated combinatorial data
For L andñ are as in (4.1.3), we set Let Sñ be the permutation group of the set {1, 2, . . . ,ñ}. We write α ñ to mean that α is a partition of the integerñ. Each E ∈ Irr(Sñ) is parametrized by a partition ofñ; we shall denote by E α the irreducible representation of Sñ corresponding to the partition α.
Letñ ,ñ be two non-negative integers such thatñ +ñ =ñ. We construct from representations E α of Sñ and E α of Sñ the representation
of Sñ induced from the tensor product representation E α ⊗ E α of the subgroup Sñ × Sñ of Sñ. Let
be the irreducible decomposition. Let ≤ be the natural partial order on partitions defined as follows. Let
. . .
For any partition α ofñ, and any integer i ≥ 1, we will denote by c i (α) the numbers of integers j such that α j = i. Letñ ,ñ two integers such thatñ +ñ =ñ, and let α , α be partitions ofñ ,ñ respectively. We will denote by α ∪ α the unique partition ofñ such that
for any integer i ≥ 1, and by α + α the partition ofñ defined by
Proposition 4.1. Letñ ,ñ be such thatñ +ñ =ñ. Let α, α , α be partitions ofñ,ñ ,ñ respectively. Then the following hold.
(a) Both the representations E α ∪α and E α +α occur with multiplicity one in I(α , α ).
Proof. For the facts that E α ∪α occurs with multiplicity one in I(α , α ), and that α ∪ α ≤ α, for any E α occurring in I(α , α ), see [26, VIII.2 . (5)]. For the remaining assertion, it is enough to notice that (α ∪ α ) ∨ = α ∨ + α ∨ , that I(α , α ) ⊗ sign = I(α ∨ , α ∨ ), and that α ≤ β if and only if α ∨ ≥ β ∨ , where ∨ denotes the dual partition.
4.2.2.
First let us introduce the following notation. Let α be a partition of a and let β be a partition of b, where a + b =ñ. Then we shall set (4.12) E α,β := Ind
where W a ×W b is regarded as a subgroup of Wñ in a natural way. We denote by E α,β the restriction of E α,β to W ñ when that restriction is irreducible (that is when the sets {α i } and {β j } do not coincide); if the restriction is not irreducible we shall write Res
Proposition 4.2. Letñ ,ñ be two integers such thatñ +ñ =ñ. Let (a , b ), (a , b ) be two pairs of integers such that a + b =ñ , a + b =ñ . Let α , α , β , β be partitions of a , a , b , b respectively. Then
Proof. It follows from [27, §7] (b) Let α, β be partitions of a, b respectively. If E α,β occurs in I (α , β ; α , β ), then we have α ∪ α ≤ α ≤ α + α and β ∪ β ≤ β ≤ β + β .
u-Symbols
We will now recall some combinatorial objects which have been introduced by Lusztig in [13] in order to parametrize the N G when G is of classical type.
For an integer n ≥ 1, let Ψ 2n = Ψ PSp 2n be the set of all ordered pairs .1) ]. If G = SO N , we have a "map" ψ SO N : Ψ N −→ N G which is bijective over the set of non-degenerate u-symbols in Ψ N and is such for each degenerate u-symbol in Ψ N it has two values, see [13, (11.7. 3)].
Orders on u-symbols Let
θ := a 1 < a 2 < · · · < a m+d b 1 < b 2 < · · · < b m ,θ := ã 1 <ã 2 < · · · <ã m+d b 1 <b 2 < · · · <b m in Ψ G two u-symbols with same defect d. We will write θ ≤ Ψ Gθ if a i +a i+1 +· · ·+a m+d ≤ã i +ã i+1 +· · ·+ã m , for any i ∈ {0, 1,. . . ,m + d}, b j + b j+1 + · · · + b m ≤b j +b j+1 + · · · +b m , for any j ∈ {1, 2, . . . , m}.
Similarities on u-symbols
Let θ 1 , θ 2 be two elements of Ψ 2n+1 (resp. Ψ 2n , Ψ 2n ). We say that θ 1 , θ 2 are similar if they can be represented in the form
We then write θ 1 ∼ θ 2 . This is an equivalence relation on Ψ 2n+1 (resp. Ψ 2n , Ψ 2n ) called similarity. In each similarity class of Ψ 2n+1 (resp. Ψ 2n , Ψ 2n ) there is unique element which can be represented by A B with
such that the following holds:
Such an element is said to be distinguished.
Main result on u-symbols
Following [15, (4.4)], we define a function
as follows.
. Write the entries of A and B in a single row in increasing order:
. Write the entries of A and B in a single row in increasing order: 
First note that b(θ) is indeed well-defined. Furthermore, b is constant on similarity classes, and we have
where (C(θ), E(θ)) denotes the element of N G corresponding to θ via the map ψ G . It follows from (4.13), that b(θ) ≥ b(θ) if and only if dim C(θ) ≤ dim C(θ). Let ε be equal to 0 in case B n and C n , and equal to 1 in case
where x ε ≤ x ε+1 ≤ · · · ≤ x 2m andx ε ≤x ε+1 ≤x 2 ≤ · · · ≤x 2m are the entries of θ andθ respectively.
Proof. We can assume that θ andθ belong to Ψ H T . Then we set
We get The verification of (*) is reduced to the special case whereα is (a ε < a ε+1 < · · · < a k−1 < a k − 1 < a k+1 < · · · < a l−1 < a l + 1 < a l+1 < · · · < a m ).
But in this case (*) is easily verified using the definition of G(α, β). Thus, if α ≤α and β ≤β, we have obtained that b(θ) ≥ b(θ), that is, dim C(θ) ≤ dim C(θ).
End of the proof of Theorem 1.1
For L andñ as in (4.1.3), and H as in 4.1.7, we take for Φ H T the set Φñ ,1 of symbols of rankñ and defect 1 (see [8] 
