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На данный момент существует большое количество инструментовд
производящих декомпозицию геномов на непересекающиеся синтенные блокин
Однакод существующие чувствительные и точные методы неприменимы к
длинным последовательностямд а потенциально быстрые методы обладают
худшей чувствительностьюн В данной работе предлагаются методы
постобработки синтенных блоковд основанные на кластеризации и призванные
увеличить чувствительность быстрых инструментовн
Введение
В бффу году был запущен проект «Геном человека»д с целью получить
нуклеотидную последовательность ДНК человекан Тем не менеед только спустя
полтора десятка лет в юуузцом году была опубликована окончательная версия
генома эп4н
Благодаря развитию технологий секвенирования эбу4д дальнейшие темпы
секвенирования генома возрастали экспоненциальнон В юуучцом году был
опубликован геном шимпанзе эж4д который подтвердил близкое сходство между
обезьянами и человекомн К юууп году были полностью прочитаны геномы жю
позвоночныхд ж генома беспозвоночных вторичноротыхд бч геномов насекомыхд ш
геномов червей и сотни геномов бактерий эф4н
Каждый геном представляется последовательностью нуклеотидовд
закодированных определённым набором символов Рхд 2д Уд .йн Длины этих
последовательностей варьируются от нескольких тысяч до нескольких
миллиардов нуклеотидовд в зависимости от организман На данный момент в руках
учёных скопился огромный запас секвенированныхд но еще не
проанализированных данныхн Поэтому одной из самых актуальных задач
биоинформатики на сегодняшний день является определение функциональности
каждого участка ДНКн Такд напримерд сейчас науке известна функциональность
всего лишь чь ДНК в геноме человека Рв них содержаться кодирующие участкийд
тогда как назначение остальных фчь пока не яснон
Сравнение последовательностей ДНК различных организмов между собой
оказалось очень плодотворным методом поиска новых функционально важных
последовательностей в геномея на основе информации о функциональности
участков в одной ДНКд можно делать выводы о назначении схожих участках в
другом ДНКн
зб Чувствительность ц доля гомологичных пар основанийд входящих в найденные блокин Точное
определение будет дано в главе юн
Несмотря на внешнюю несхожесть различных организмовд их геномы
могут различаются между собой всего на несколько процентовн В силу такого
подобия геномов даже род мух щlpaph)%r5 может быть использован для более
полного понимания функций тех или иных человеческих геновд в частностид
ответственных за возникновение и развитие некоторых заболеванийн
Подобие геномов различных организмов заключается в наличии в каждом
из них некоторых схожих блоковд которые были унаследованы от одного общего
предкан Такие блоки называются синтенными — это консервативные
последовательности нуклеотидовд которые схожи в нескольких геномах с
точностью до незначительных перестроекя небольших вставокд удаленийд
инверсий или дупликаций участков последовательностиэюш4н
Задача декомпозиции геномов на не перекрывающиеся синтенные блоки
очень важна для сравнения геномовн Данные блоки дают возможность сравнивать
широкий диапазон геномовд анализируя перестройки внутри нихя геномы
представляются в виде перестановок блоковд между которыми можно затем
высчитать расстояния и выбрать наиболее близких кандидатов для более
глубокого изучениян Кроме тогод идентификация синтенных регионов может
помочь в изучении эволюции хромосомя по количеству общих блоков в геномах
можно судить о близости видов между собойн
В настоящее время существует достаточно большое количество
инструментовд позволяющих искать синтенные блокия О%ёTr%5 эб4д щТ:ЕЕц
ОIs—TsI эы4д ЕSGaI эю4д Е5SbT эш4 и многие другиен
Однакод при сравнении даже двух геномовд как правилод содержащих
огромное количество нуклеотидов Рвплоть до нескольких миллиардовйд
чувствительныеб и точные методы становятся неприменимы изцза
экспоненциальной сложностид а потенциально быстрые методы обладают худшей
чувствительностьюд которуюд однакод можно улучшить при помощи
постобработкин
Для улучшения чувствительности инструмента можно применять различные
методы кластеризации блоковд используя уже найденные схожие участки в
последовательностяхн
чЦелью данной дипломной работы является улучшение чувствительности
инструмента О%ёTr%5 эб4 с помощью кластеризации найденных им синтенных
блоковн
Для достижения этой цели в рамках работы были сформулированы
следующие задачия
бн Ознакомиться с предметной областью Рсинтенные блокид отношения
гомологии и выравниванияйн
юн Исследовать и описать существующие методы кластеризации геномных
последовательностейд
жн Адаптировать данные методы для улучшения чувствительности
инструмента О%ёTr%5 и определить наиболее эффективный из нихн
зн Провести сравнение полученных результатов с результатами работы
существующих инструментовн
ызП Постановка задачи
История эволюции биологических последовательностей в основном
неизвестнад но может быть восстановлена из геномных последовательностей с
определенным предположением об эволюционной моделин
Многие методы восстановления эволюционной истории предполагают
нахождение участков геномовд унаследованных от общего предка эбш4н
Зачастуюд инструменты при поиске родственных областей в
последовательностях следуют предположению о томд что чем более похожи
участки геномовд тем наиболее вероятнод что они были унаследованы от одного
предкан Такие участки называют синтенными блокамин
зПзП Терминология
Множество последовательностей ДНК ܵ ൌ ሼݏͳǡ𝑠ǤǤǤ𝑠ǡݏ݊ሽ െ это множество
последовательностей в алфавите ߨ𝑠 ൌ ሼܣǡ𝑠ܶǡ𝑠ܥǡ𝑠ܩሽн За ݔሾ݅ሿ обозначаем 𝑠݅ െ ˞ˌ
символ в последовательности ݔ𝑠 ൌ 𝑠ݔͳǤǤǤݔ݅ǤǤǤݔ݉н
Обозначим за ܵԢ𝑠множество всех пар ሺ݅ǡ𝑠݆ሻд где ݅𝑠א𝑠ሼͳǡ𝑠ǤǤǤǡ𝑠݊ሽд а ݆𝑠א𝑠ሼͳǡ𝑠ǤǤǤǡ𝑠ȁݏ݅ȁሽ
Определим отношение гомологии ̱д действующее на ܵԢ ൈ ܵԢ такоед что
ሺ݅ͳǡ𝑠݆ͳሻ𝑠א𝑠𝑠ܵԢǡ𝑠𝑠ሺ݅ʹǡ𝑠݆ʹሻ𝑠א𝑠ܵԢ𝑠ˋ𝑠ሺ݅ͳǡ𝑠݆ͳሻ𝑠̱𝑠ሺ݅ʹǡ𝑠݆ʹሻǡ𝑠если и только если нуклеотиды
ݏ݅ͳሾ݆ͳሿ𝑠ˋ𝑠ݏ݅ʹሾ݆ʹሿ𝑠произошли от одного предкан
Данное отношение является отношением эквивалентностид то есть оно





𝑠𝑠𝑠𝑠𝑠𝑠𝑠 כ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 כ 𝑠𝑠𝑠𝑠𝑠
Потомок А
࡭𝑠ࢀ𝑠࡯𝑠࡯𝑠ࢀ𝑠ࡳ𝑠ࡳ𝑠ࡳ𝑠ࢀ𝑠࡭
𝑠𝑠 כ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 כ 𝑠𝑠𝑠𝑠 כ 𝑠𝑠𝑠𝑠
Риснб Две последовательностид произошедшие от
общего предкад разделившиеся вследствие мутацийн
шВыравнивание последовательностей ц один из методов нахождения
возможных гомологичных позиций нуклеотидов в геномен
Для множества последовательностей строк ܵ ൌ ሼݏͳǡ𝑠ǤǤǤ𝑠ǡݏ݊ሽ в алфавите ߨ
множественным выравниванием называется множество строк ܵכ ൌ ሼݏכͳǡ𝑠ǤǤǤ𝑠ǡݏ
כ
݊ሽ𝑠 в
алфавите ߨכ ൌ ߨ ׫ ሼെሽ такихд чтоя
• каждая строка ݏכ݅ получена вставками символа тെт в строку ݏ݅
• хотя бы в одной из строк ݏכͳǡ𝑠ǤǤǤ𝑠ǡݏכ݊ на месте ݆ находится символд отличный от
тെт
• все строки ݏכͳǡ𝑠ǤǤǤ𝑠ǡݏכ݊ имеют одинаковую длину ݈ я ݅
ݏ݅ ൑ 𝑠݈𝑠 ൑ 𝑠σ݊݅ൌͳ ݏ݅
и определены неубывающие функции ߥ݅𝑠ǣ𝑠ሼͳǡǤǤǤǡ ݏ݅ ሽ ՜ ሼͳǡ𝑠ǤǤǤǡ𝑠݈ሽд отображающие
позиции символов изначальных последовательностей в позиции непустых
Р് ̶ െ ̶й символов соответствующих строк в выравниваниия
бн ݏכ݅ ሾߥ݅ሺ݆ሻሿ𝑠 ൌ ݏ݅ሾ݆ሿ𝑠ˇˎˢ𝑠׊݆𝑠א𝑠ሼ𝑠ͳǡ𝑠ǤǤǤǡ ݏ݅ ሽ
юн если ݆𝑠ˋˊ𝑠𝑠ሼͳǡ𝑠ǤǤǤǡ𝑠݈ሽ такоед что ߥ݅ሺ݇ሻ ് ݆ ׊݇𝑠א ሼͳǡǤǤǤǡ ݏ݅ ሽд тогда ݏכ݅ ሾ݆ሿ𝑠 ൌ 𝑠̶ െ ̶
Тогда отношение выравнивания ̱כд определенное на ܵԢ ൈ ܵԢд задается
следующим образомя
Пусть для множества строк ܵ ൌ ሼݏͳǡ𝑠ǤǤǤ𝑠ǡݏ݊ሽ определено некоторое
выравнивание ܵכ ൌ ሼݏכͳǡ𝑠ǤǤǤ𝑠ǡݏ
כ
݊ሽд тогдая
𝑠𝑠ݏכ݅ ሾ݆ሿ𝑠 ് ̶ െ ̶𝑠ˋ𝑠ݏכ݇ሾ݆ሿ ് ̶ െ ̶𝑠 ՞ 𝑠׌𝑠݆ͳǡ𝑠݆ʹ𝑠𝑠ߥ݅ሺ݆ͳሻ𝑠 ൌ 𝑠ߥ݇ሺ݆ʹሻ𝑠 ൌ ݆𝑠 ՜ 𝑠𝑠ሺ݅ǡ𝑠݆ͳሻ𝑠̱
כሺ݇ǡ𝑠݆ʹሻ
Иными словамид пара ሺ݅ǡ𝑠݆ͳሻǡ𝑠𝑠ሺ݇ǡ𝑠݆ʹሻ попадет в отношение ̱כд тогда и только
тогдад когда образы позиций𝑠݆ͳ и ݆ʹ совпадаютд а в выравниваниях данных строк
на ݆цой позиции нет символа тെ ̶д где ݆ общий образ для ߥ݅ሺ݆ͳሻ𝑠и𝑠ߥ݇ሺ݆ʹሻн
Напримерд на риснз в отношение выравнивания входят парыя
ݏͳሾͳሿ𝑠̱כ ݏʹሾͳሿд ݏͳሾʹሿ𝑠̱כ ݏʹሾʹሿд ݏͳሾ͵ሿ𝑠̱כ ݏʹሾ͵ሿд нннд ݏͳሾͳͲሿ𝑠̱כ ݏʹሾͻሿд ݏͳሾͳͳሿ𝑠̱כ
ݏʹሾͳͲሿǤ
ݏͳ𝑠 ܣ𝑠ܣ𝑠ܶ𝑠ܥ𝑠ܶ𝑠ܩ𝑠ܶ𝑠ܩ𝑠ܣ𝑠ܥ𝑠ܣ ݏכͳ𝑠𝑠𝑠ܣ𝑠ܣ𝑠ܶ𝑠ܥ𝑠ܶ𝑠ܩ𝑠ܶ𝑠ܩ𝑠ܣ𝑠ܥ𝑠ܣ𝑠
ݏʹ𝑠 ܣ𝑠ܶ𝑠ܥ𝑠ܥ𝑠ܶ𝑠ܩ𝑠ܩ𝑠ܩ𝑠ܶ𝑠ܣ ݏכʹ𝑠𝑠𝑠ܣ𝑠ܶ𝑠ܥ𝑠ܥ𝑠ܶ𝑠ܩ𝑠ܩ𝑠ܩ𝑠 ц ܶ𝑠ܣ
Рисню Пример выравнивания для двух
последовательностей
яяяя
пОтношение ̱ обычно неизвестно и его требуется найтин Один из способов
восстановления отношения ц поиск синтенных блоков и последующим
построением для них отношения выравниваниян
Пусть дано множество блоков ܤ𝑠 ൌ 𝑠ሼܾͳǡ𝑠ǤǤǤ𝑠ǡܾ݉ሽ – результат работы одного
из инструментов поиска синтенных блоков с входным множеством
последовательностей 𝑠ܵ ൌ ሼݏͳǡ𝑠ǤǤǤ𝑠ǡݏ݊ሽн
Каждый блок ܾ݅ представляет собой множество подстрок
последовательностей из ܵя ܾ݅𝑠 ൌ 𝑠ሼܿͳǡ𝑠ǤǤǤǡ𝑠ܿ݇݅ሽ
݆ܿ𝑠 ൌ 𝑠ݏݐሾ݄݆𝑠ǣ𝑠݄݆𝑠 ൅ 𝑠݈ሿ𝑠 ൌ ݏݐሾ݄݆ሿݏݐሾ݄݆ ൅ ͳሿǤǤǤݏݐሾ݄݆ ൅ ݈ሿ для некоторого ݆𝑠א𝑠ሼͳǡ𝑠ǤǤǤǡ𝑠݇݅ሽ и ݏݐא𝑠ܵн
Длина каждого ݆ܿ𝑠в блоке превышает некоторое пороговое значение ߬н
Назовем отношением выравнивания для некоторого множества блоков ܤ
объединение всех отношений выравнивания его элементовн Иными словамид
׊ܾ݅𝑠א𝑠ܤ и его соответствующего выравнивания ̱Ԣ݅ Рблоки состоящие из одного
элемента имееют пустое отношение выравниванияйд отношение выравнивания для
А это ̱Ԣ𝑠 ൌ 𝑠ڂ݉݅ൌͳ ̱Ԣ݅ н
Для отношения выравнивания ̱Ԣ множества блоков ܤ𝑠 ൌ 𝑠ሼܾͳǡ𝑠ǤǤǤ𝑠ǡܾ݉ሽ можно
определить показателид сравнивающие его с отношением гомологиия
Чувствительность отношения ̱Ԣ ݏ݁݊ݏ݅ݐ݅ݒ݅ݐݕሺ̱Ԣሻ𝑠 ൌ 𝑠ሺ ̱ െ ̱̳̱Ԣ ሻ̱
Чувствительность является величинойд определяющей долю гомологичных
пар позиций в отношении выравнивания среди всех существующих гомологичных
позицийн





Риснж Пример блока ܾ݅
фТочность определяет отношение количества гомологичных пар позиций к
количеству всех позицийд найденных в отношении выравниваниян
Дц мера отношения ̱Ԣ ܨሺ̱Ԣሻ ൌ 𝑠ʹ ݏ݁݊ݏ݅ݐ݅ݒ݅ݐݕሺ̱Ԣሻ𝑠ൈ𝑠݌ݎ݁ܿ݅ݏ݅݋݊ሺ̱Ԣሻ𝑠
ݏ݁݊ݏ݅ݐ݅ݒ݅ݐݕሺ̱Ԣሻ𝑠൅𝑠𝑠݌ݎ݁ܿ݅ݏ݅݋݊ሺ̱Ԣሻ
Дцмера это показательд совмещающий чувствительность и точностьд
необходимый для определения отношения между этими двумя показателямин
зПч Формализованная постановка задачи
Задачей данной работы является поиск такого метода кластеризации
множества блоков ܤ𝑠 ൌ 𝑠ሼܾͳǡ𝑠ǤǤǤ𝑠ǡܾ݉ሽд чтобы отношение выравнивания ̱ԢԢ для
множества блоков ܤԢԢ ൌ ሼܾԢԢͳ ǡ𝑠ǤǤǤǡ𝑠ܾԢԢݏ ሽд получившегося объединением блоков из
одного кластерад удовлетворяло следующим условиямя
бн ݏ݁݊ݏ݅ݐ݅ݒ݅ݐݕሺ̱ԢԢሻ𝑠 ൐ 𝑠ݏ݁݊ݏ݅ݐ݅ݒ݅ݐݕሺ̱Ԣሻ
юн ܨሺ̱Ԣሻ ൑ 𝑠ܨሺ̱ԢԢሻ
жн ݏ݁݊ݏ݅ݐ݅ݒ݅ݐݕሺ̱ԢԢሻ𝑠 ൌ 
̱̱𝑠א𝑠ܷ̱
𝑠ሺݏ݁݊ݏ݅ݐ݅ݒ݅ݐݕሺ̱̱ሻሻд
ܷ̱ െ множество отношенийд которые удовлетворяют свойствам бцю и
являются отношением выравнивания для некоторого ܤԢԢд полученного с
помощью объединения некоторых блоков в ܤ𝑠
Первое и третье условие направлены на выбор метода кластеризациид
который бы давал максимальное значение чувствительностин Однакод при резком
увеличении чувствительностид точность может так же резко снижатьсян Для
предотвращения такой ситуации вводится ограничение юд контролирующее
величину Дцмеры отношения выравниванияд устанавливая для нее нижнюю
границун
бу
чП Обзор существующих методов кластеризации геномных
последовательностейП
В данном разделе будет приведен обзор некоторых методов сравнения
последовательностей Рэбб4д эбю4й и кластеризации геномных последовательностей
Рэбзцбы4д эбпцюу4д эюж4й
чПзП Сравнение последовательностей
Результат любого метода кластеризации напрямую зависит от выбора
метода сравнения последовательностейн
Методы сравнения геномных последовательностей разбиваются на две
основные группыя основанные на алгоритмах выравнивания Р5r%GsoTs—цё5aTA
oT—)pAaй эбб4 и использующие альтернативный подход Р5r%GsoTs—цClTT oT—)pAaй
эбю4н
Сравнения последовательностей с помощью выравнивания
Выравнивание последовательностей ц биоинформатическийвметодд
основанный на размещении двух или более последовательностей
мономероввДНКдвРНКвиливбелковвдруг под другом таким образомд чтобы явно
выделить сходные участки в этих последовательностях
В основномд все алгоритмы выравнивания используют динамическое
программирование для пошагового преобразования Рвставкад удаление или замена
символовй одной строки в другуюд применяя систему весов Рa(plTй и штрафовн
Значения веса для каждой операции замены определяется матрицей замен
РaSёa—%—S—%psцa(plT o5—l%Rйн Для аминокислотных последовательностей это матрица
юуൈюу Рдля нуклеотидных зൈзйн Значения ячеек матрицы высчитываются
основываясь на частоте замены одной аминокислоты на другую в уже известных
выравниваниях эюб4н
Штрафы взимаются за добавление символа тെт в выравниваниед другими
словамид удаление или вставку символан
Суммарное значение стоимости всех замен и штрафов является весом всего
выравниванияд по которому можно судить о степени схожести двух
последовательностейн
бб
В качестве мер схожести и расстояний для сравнения последовательностей
могут использоватьсяя
• максимальный вес локальных выравниваний Рscoreй
• iКvalue ц ожидаемое количество локальных выравниваний с заданным или
большим весомд если рассматривать в качестве случайной величины вес
локального выравнивая
• PКvalue ц вероятность встретить Рхоть одной локальное выравнивание с
заданным или большим весомд если рассматривать в качестве случайной
величины вес локального выравнивая
• pКdistance ц процент не совпадающих символов в выравнивании
последовательностейн
Альтернативный подход сравнения последовательностейн
Основной идеей в данном подходе является выявление признаков или
шаблонов из последовательностей для представления их в виде векторовн
Данный подход удобен при использовании классических методов
кластеризации Р цoT5saд щАОУхГ и дрнйд определенных для векторных
пространствн
Один из методов представление последовательности в виде вектора ц это
использование частоты появления Dцмера Рподпоследовательности длины Dй
внутри последовательностин
Рисн з ИхЕ Рбцючуй РИp%s— х((Th—TA ЕS—5—%psaй ц матрица
аминокислотных замен эюю4
бю
Для ДНК последовательностей количество всех возможных Dцмеров
равняется ݐ𝑠 ൌ 𝑠Ͷ݇н Для каждой такой последовательности строится вектор
ܿ ൌ 𝑠 ൏ ܿͳǡ𝑠ǤǤǤǡ𝑠ܿݐ ൐Н где значение каждого ܿ݅ определяется количеством
встречаемости ݅цого Dцмера в лексикографической последовательности Dцмеровн
Так же рассматривается вектор частот ݂ ൌ൏ ݂ͳǡ𝑠ǤǤǤǡ𝑠݂ݐ ൐ определяющийся
уравниваниемя
݂𝑠 ൌ 𝑠 ܿ
σݐ݅ൌͳ ܿ݅
՞ ݂݅ ൌ 𝑠
ܿ݅
݊𝑠െ𝑠݇𝑠൅ͳ
݊ ц длина исходной последовательностин
Используя данные векторад можно сравнивать последовательности с
помощью известных метрикя
Для последовательностей ܺ и ܻ в алфавите ߨ ൌ 𝑠ሼܣǡ𝑠ܥǡ𝑠ܩǡ𝑠ܶሽ и
соответствующих векторов ൏ ܿܺ݇ǡͳǡ𝑠ǤǤǤǡ𝑠ܿܺ݇ǡݐ ൐д ൏ ܻܿ݇ǡͳǡ𝑠ǤǤǤǡ𝑠ܻܿ݇ǡݐ ൐ и ൏ ݂ܺ݇ǡͳǡ𝑠ǤǤǤǡ𝑠݂ܺ݇ǡݐ ൐д ൏
݂ܻ݇ǡͳǡ𝑠ǤǤǤǡ𝑠݂ܻ݇ǡݐ ൐
• Евклидово расстояние я
݀ܧ݇ሺܺǡ𝑠ܻሻ𝑠 ൌ σ
ݐ
݅ൌͳ ܿܺ݇ǡ݅𝑠 െ ܻܿ݇ǡ݅
ʹ
𝑠






݌ܮ݅ ܿܺܮǡ݅𝑠 െ ܻܿܮǡ݅
ʹ
𝑠
݌ܮ݅ ц вес ݅цого ܮцмера
• Угловая метрика Р5sGrT oT—l%(aй










Некоторые методы кластеризации представляют отношения между
последовательностями в виде графан Вершинами графа являются сами
последовательностид а в качестве весов ребер рассматривается расстояние или
мера схожести между нимин
Для ограничения количества рассматриваемых ребер используется порог
для отбрасывания связей с незначительным Рили наоборот большимй значением
весан
После построения графа выбирается алгоритм кластеризующий вершины в
немн
Далее будут приведены некоторые алгоритмы и их описаниен
Марковская кластеризация РЕУМй
Кластерд в данном случаед в графе характеризуется наличием большого
количества связей между множествомд принадлежащих ему вершинн Причем
Рисн ч Последовательные этапы моделирования случайных блужданий
в процессе ЕУМ эбы4н
бз
ю Матрица называется стохастическойд если каждый ее столбец в сумме дает б
ж Ортологами называют гены двух разных видовд произошедшие от одного предкан Такие гены
обычно играют одну и ту же биологическую рольн
з Паралогами называют схожие последовательности внутри одного видад получившиеся в
результате удвоения гена
ч  цклика ц это полный граф на D вершинах или графд в котором между каждыми двумя
вершинами есть реброн
множество ребер между вершинами из разных кластеров должно быть
значительно меньшен
Другими словамид случайные блуждания изредка будут переходить из
одного кластера в другойд основываясь на оценках вероятностей переходов графан
Алгоритм ЕУМ находит кластерную структуру в графах путём итеративной
математической процедурын Этот процесс заключается в детерминированном
вычислении вероятностей случайных блужданий в графед применяя две
алгебраических операциия распространение РTRh5sa%psй и накачивание Р%sCr5—%psйн
Распространение соответствует стандартному умножению стохастических
матрицю В основе накачивания лежит умножению Адамаран
Таким образомд алгоритм моделирует прохождение по случайному пути в
графен Распространение соответствует длинному пути в графед а длинный путь с
большой вероятностью проходит в пределах одного кластеран В свою очередь
операция накачивания будет уменьшать маленькие вероятностид соответствующие
межкластерным переходамд делая их практически невозможнымин
В результате алгоритм будет изменяться до тех порд пока не наступит
равновесиен Состояние равновесия соответствует матрицед у которой нет путей
между кластерамид а присутствуют только внутрикластерные связин
Данный алгоритм часто используется для определения семейства белков
эбз4 и нахождения ортологовж и паралоговз эбч4
 ц(r%iST (pooSs%—%Ta РУr%iST ИTl(pr5—%ps ЕT—)pAй
В работах эбп4д эбф4д эюу4 обнаружение кластеров в графе основано на идее
выделении Dцкликач плотных участковн
бч
Кцклика кластеры представляют из себя максимально Dцклика связных
подграфовн Две клики считаются Dцклика связными если они находятся в одном
объединениед которое получается объединением Dцклик имеющих Dцб общую
вершинун
В таком подходе кластеры могут пересекаться по вершинамн
Данный алгоритм используется для обнаружения протеиновых комплексов
или определения функций и семейства белков эбп4н
 цУpoo
В основе данного алгоритма лежит понятие Dц(pooSs%—I ц связного графад в
котором каждая пара вершин имеет по крайней мере D общих соседей
Основная идея подхода описанного в эюж4 заключается в итеративном
обнаружении Dц(pooSs%—%Taн В начале работы алгоритма D принимает некоторое
большое значениед после чего происходит поиск всех имеющихся Dц(pooSs%—%Ta и
извлечение их из графан Перед переходом на следующую итерацию алгоритмад
значение D уменьшается на единицу и алгоритм продолжает работу с новым
значением DцбнУсловием окончания работы алгоритма является значение D - ун
Рисн ы Пример Dц(r%iST
(pooSs%—%Taд для D - з эбп]
бы
Рисн ы Нахождение кластеров с помощью Dц
(poo для различных графовн
бш
Т Выбор наиболее эффективного метода
В данном разделе будет приведено описание методов улучшения
чувствительности с последующим выбором наиболее эффективного методан
ТПз Описание методов
Первоначально известно множество блоков ܤ𝑠 ൌ 𝑠ሼܾͳǡ𝑠ǤǤǤ𝑠ǡܾ݉ሽн
Каждый метод кластеризации синтенных блоков состоит из ж частейя
• представление данных и сравнение блоков
• разбиение компонент связности на более мелкие части
• кластеризация
ТПзПз Представление данных и сравнение блоков
Перед тем как перейти к описанию алгоритмов кластеризациид необходимо
выбрать способ сравнения блоков и метод их представлениян Так как блоки
являются множеством последовательностейд то к ним можно применить методы
сравнения описанные в разделе юнбн
По аналогии с последовательностями для каждого блока можно определить
множество Dцмеровд встречаемых в немд и представить блок в виде векторан
Однакод такой способ требует много ресурсов для хранения векторов длинной Ͷ݇н
Помимо этогод сравнение таких векторов так же требует большого количества
вычислительных ресурсовн
Альтернативной формой представления блоков является графн Вершинами
такого графа являются блокид а ребра определяют отношения между нимин
Для множества блоков ܤ𝑠 ൌ 𝑠ሼܾͳǡ𝑠ǤǤǤ𝑠ǡܾܰሽ определяется граф ܩ𝑠 ൌ 𝑠ሺܸǡ𝑠ܧǡ𝑠ݓሻн
Множество вершин ܸ ൌ ሼͲǡ𝑠ǤǤǤǤǡ𝑠ܰ െ ͳሽд а весовая функция для ребер ݓ определяется
через расстояние Рмеру схожестий между блоками ߩя
ݓሺ݅ǡ𝑠݆ሻ𝑠 ൌ 𝑠ߩሺܾ݅ǡܾ݆ሻ
Для ограничения количества ребер в графед используется порог ߬н Все ребра с
весом ൏ ߬ Р൐ ߬ й не рассматриваютсян
В качестве ߩ рассматриваются несколько возможных функцийя
бп
Использование выравнивания для сравнения блоковн
Так как каждый блок может состоять из нескольких последовательностейд
то два блока можно выравнить только с помощью алгоритмов множественного
выравниваниян Однакод нахождение оптимального множественного выравнивания
для более чем двух последовательностей является ГИцполной задачей эюз4н
Поэтому в качестве сравнения удобней использовать парное локальное
выравнивание между последовательностями в блокахн Так как таких
выравниваний между двумя блоками может быть многод то в качестве меры
используется их агрегированное значениен
Для двух блоков ܾ݅𝑠 ൌ 𝑠ሼܿ݅ͳǡ𝑠ǤǤǤǡ𝑠ܿ
݅
݇݅



















ߩ в данном случае может принимать значение от установленного порога
߬ ц минимального значения выравнивания ц и вышен Чем выше это
значениед тем меньше различаются блоки между собойн Однакод данная
мера имеет недостаток ц она зависит от длины сравниваемых
последовательностей внутри блоковн Чем больше их длиныд тем выше









д где ሼܿכ݅ǡ݊д 𝑠ܿכ݆ǡ݇ሽ ц максимальное по весу
локальное выравнивание для ܿ݅݊ǡ𝑠ˋ𝑠ܿ
݆
݇
ߩ лежит в полуинтервале ሺͲǡ𝑠ͳሿн Чем ближе значение к бд тем более
схожи блокин
бф
ТПзПч Разбиение компонент связности
В результате построения графа некоторые из компонент связности
получаются намного больше остальныхн Для упрощения работы алгоритмов
кластеризациид необходимо разбить слишком большие компоненты связностин
Формирование объединенийн
В основе данного метода лежит принципд схожий с идеей алгоритма
Крускала эюы4 и заключающийся в последовательном добавлении в граф тех
реберд которые удовлетворяют некоторому условиюн В данном случае оно
ограничивает компоненты связности от чрезмерного разрастаниян
Так как все веса для ребер определяются мерой схожестид тод в отличии от
алгоритма Крускалад ребра в граф будут добавляться в порядке уменьшения их
весан
Для каждой вершины в графе создаётся множествод которое изначально
содержит лишь эту единственную вершинуд меткой которой и будет
идентифицироваться в дальнейшемн
В дальнейшемд при добавлении ребра ሼݑǡ𝑠ݒሽ проверяется условиея
ȁݏ݁ݐሺݑሻȁ ൅ 𝑠ȁݏ݁ݐሺݒሻȁ𝑠 ൏ 𝑠ߣ Ркй
где ݏ݁ݐሺݑሻ ц это множество с меткой ݑд ȁݏ݁ݐሺݑሻȁ ц количество элементов в этом
множестве и ߣ𝑠ц параметрд определяемый заранеен
Если условие выполняетсяд тогда множества объединяютсяя
ݏ݁ݐሺݑሻ𝑠 ൌ 𝑠ݏ݁ݐሺݑሻ ׫ 𝑠ݏ݁ݐሺݒሻ
ݏ݁ݐሺݒሻ𝑠 ൌ 𝑠ݏ݁ݐሺݑሻ ׫ 𝑠ݏ݁ݐሺݒሻ
ТПзПТ Кластеризация
По причине тогод что отношение гомологии имеет свойства транзитивностид
алгоритмы кластеризации так же должны обладать этим свойствомн Иными
словамид получившиеся в результате работы этих алгоритмов кластеры не должны
иметь общих вершинн
Также некоторые вершины могут не принадлежать ни одному кластерун
Пример работы при ߣ𝑠 ൌ 𝑠ͳͷ
Изначальный граф
юу
Рисн ш Пример формирования
объединений при ɉ𝑠 ൌ 𝑠ͳͷ𝑠
бя Изначальный граф
На рисунках юд ж цифры с
подчеркиванием обозначены метки
множествд а числами без
подчеркивание ц размер этих
множествн
юяДобавление реберя
yбдыt« yюпд жбt« yпд юt« yччд чзt« yзпд зфt«
yзшд зчt« yзфд чуt« yччд чыtн
Пошаговое добавление ребер и
изменение множествя
yбдыt՜ 𝑠ݏ݁ݐሺͳሻ - ݏ݁ݐሺ͸ሻ-yбд ыt
yюпд жбt՜ ݏ݁ݐሺʹͺሻ - ݏ݁ݐሺ͵ͳሻ-yюпд жбt
yпд юt՜ ݏ݁ݐሺͺሻ - ݏ݁ݐሺʹሻ-yпд юt
yччд чзt՜ ݏ݁ݐሺͷͷሻ - ݏ݁ݐሺͷͶሻ - yччд чзt
yзпд зфt՜ ݏ݁ݐሺͶͺሻ - ݏ݁ݐሺͶͻሻ - yзфд зпt
yзшд зчt՜ ݏ݁ݐሺͶ͹ሻ - ݏ݁ݐሺͶͷሻ-yзшд зчt
yзфд чуt՜ ݏ݁ݐሺͶͻሻ - ݏ݁ݐሺͷͲሻ-yзфд зпд чуt
yччд чыt՜ ݏ݁ݐሺͷ͸ሻ - ݏ݁ݐሺͷͷሻ-yчыд ччд чзt
жя Конечный шагд после добавления
всех реберн Черным указаны ребрад
не удовлетворяющие условию Ркйд




Данный метод является итерационнымн Изначально для каждой компоненты
связности находится множество всех возможных полных её подграфов
максимального размеран Для каждого такого подграфа считается вес ц сумма
весов всех входящих в него реберн Из данного множества выбирается подграф
максимального веса и извлекается из графа со всеми связными с ним ребрамин
Этот исключенный из рассмотрения подграф будем считать очередным
найденным кластеромн Процесс повторяетсяд пока в графе не остается реберд не
принадлежащий ни одному кластерун
Уr%iST ИTl(pr5—%ps ЕT—)pA
Основная идея данного алгоритма была описана в разделе юнюн
В данном методе предполагаетсяд что Dц(r%iST (pooSs%—I могут
пересекаться по вершинамн Для исключения таких случаев в модифицированном
алгоритме при пересечении Dц(r%iST (pooSs%—%Ta в качестве кластера выбирается
то Dц(r%iST (pooSs%—Iд которое имеет больший весн Вес (pooSs%—Iд так же как и в
предыдущем алгоритмед определяется как сумма весов всех ребер внутри этого
(pooSs%—Iн
Рисн п Пример работы алгоритма ц взвешенные полные подграфын Желтым цветом указаны
кластерынРбйИзначальный графн Рюй Граф после исключения клик размера зн
Ржй Граф после исключения клик размера жн Рзй Результирующий графн
юю
Так же как и в алгоритме Dц(pooд сначала происходит поиск Dц(r%iST
(pooSs%—I с максимальным значением Dд для которого оно не пустоед затем с
каждой итерацией происходит уменьшение D на единицун Конечное значение
D - жн
Для D - ю алгоритм работает как предыдущийн
Марковская кластеризация РЕУМй
Краткое описание данного алгоритма было приведено в разделе юнюн
Перед кластеризацией выбираются ю параметра ݎ Рݎ ൐ ͳй и ݁ необходимые
для операций накачивания и распространения соответственнон
При увеличении параметра ݎд увеличивается плотность кластеровн Автор
алгоритма рекомендует рассмотреть следующие начальные значения ݎ𝑠я бнзд юд з и
ын эюч4
Значения параметра ݁ рассматриваются небольшие РС жйд так как с его
увеличениемд увеличивается и размер кластеровд что ведет к уменьшению
точности методан
Рисн ф Пример работы модифицированного алгоритма Уr%iST ИTl(pr5—%ps ЕT—)pAн Желтым цветом
указываются кластерын Рбй Изначальный графн Рюй Поиск и извлечение зц(r%iSTц(pooSs%—%Taн Ржй Поиск
и извлечение жц(r%iST (pooSs%—%Taн Синим цветом обозначено пересечение жц(r%iST (pooSs%—%Taн
Рзй Поиск и извлечение жц(r%iST (pooSs%—%Ta
юж
ТПч Эксперименты
Для экспериментов были использованы две метрики описанные в пункте
тПредставление данных и сравнение блоковт текущей главын Параметр ߬ ц нижняя
граница для веса выравниваний последовательностей в блокен Параметр ߣ ц
ограничивает формирование объединений в уравнении Ркйн
Рассмотренные алгоритмы были реализованы на языке программирования
ИI—)ps« для выявления синтенных блоков использовалась система О%ёTr%5д а для
локального выравнивания был задействован инструмент r5a—Mн В качестве входных
данных рассматривались четыре ДНК последовательностид каждая длиной
приблизительно в бнч миллиона символовн
Таблица б Результат работы О%ёTr%5 без кластеризации
sЛnsitivity prЛЗision ф.mЛ4surЛ
удыфж удпшз удшшж
Риснбу Пример работы алгоритма ЕУМн Рбй Изначальный графн Рюй Результат работы алгоритма с
параметрами ݎ - бнз ݁𝑠- юн Ржй Результат работы алгоритма с параметрами ݎ - ю ݁𝑠- юн
Рзй Результат работы алгоритма с параметрами ݎ - з ݁𝑠- юн
юз
ТПчПз Выбор оптимальных параметров для каждого метода
Таблица ю Результаты работы алгоритма ц Взвешенные полные подграфы
mЛtriЗ ࣎ ࣅ sЛnsitivity prЛЗision ф.mЛ4surЛ
б юзуу
бч удшыш удчыф удычж
юч удшшу удчжш удыжж
чу удшшу удчжш удыжж
ю
юзуу
бч удшжб удпжч удшпу
юч удшзб удпбп удшшш
чу удшчу удыыф удшуш
юууу
бч удшшб удпзж удпуч
юч удшпз удпюш удпуч
лк к12пТ к1Фкк к12пг
В методе использовались низкие значения ߬ Рюууу и юзууйд так как при
увеличении количества ребер в графед увеличивается вероятность его
превращения в полный графн Если в подграфе не хватает всего одного ребра для
образования кластерад то алгоритм разобьет его на более мелкие частид что
приведёт к уменьшению чувствительностин
Параметр ߣ выбирался в диапазоне от бч до чуд так как при меньших
значениях во время разбиения компонент связности исключается много реберд что
так же уменьшает чувствительностьн При ߣ » чу резко начинает падать точностья
в один кластер могут попадать блокид отношения выравнивания которых почти не
содержит гомологичных парн
Для данного метода наилучший результатд удовлетворяющий условиям бцю
из пункта бню тФормализованная постановка задачитд достигается при
использовании юцй меры схожести и значениях ߬ - юуууд ߣ - чу
Для Уr%iST ИTl(pr5—%ps ЕT—)pA значения ߬ были увеличеныд поскольку
алгоритм обладает противоположным свойствомя при появлении лишних ребер
кластер увеличивается в размерахд добавляя к себе несхожие вершиныд что влияет
на точность методан Верхняя граница параметра ߣ была уменьшена по
аналогичной причинен
Так же как и в предыдущем методед лучшее результаты достигаются при
использовании юцой меры схожести и значениях ߬ - юзууд ߣ - ючн
юч
Таблица ж Результаты работы алгоритма ц Уr%iST ИTl(pr5—%ps ЕT—)pA
mЛtriЗ ࣎ ࣅ sЛnsitivity prЛЗision ф.mЛ4surЛ
б жууу
бч удпуф удчжч удызз
юу удпбз удчуж удыюю
юч удпбы удчуф удыюш
ю
юзуу
бч удшшу удпюп удшфп
юу удшшш удпжы удпуч
чл к12ФТ к12Фм к12ФТ
юыуу
бч удшыф удпжп удпую
юу удшшч удпжч удпуз
юч удшпб удшфы удшпп
жууу
бч удшыч удпжш удшфф
юу удшшю удпбю удшфб
юч удшшп удшпп удшпж
Таблица з Результаты работы алгоритма ц ЕУМ
mЛtriЗ ࣎ ࣅ ࢘ sЛnsitivity prЛЗision ф.mЛ4surЛ
б жууу бч
ю удпчж удчыж удышп
з удшпф удышы удшюп




ю удпчю удшуб удшыф
з удпуф удшыб удшпч
ы удпуф удшшф удшфз
юч
ю удпыю удышу удшчз
з удпюж удшжю удшшч
ы удпюу удшшж удшфы
жууу
бч
ю удпжз удшпз удпуп
м к1Фзз к1Фкл к1ФкФ
ы удпуз удпуп удпуы
юч
ю удпзф удшжю удшпы
з удпюб удшшу удшфч
ы удпбы удшшз удшфз
юы
Для алгоритма ЕУМ значение параметра ݎ выбирались по рекомендации
автора эюч4н Параметр ݁д описанный в пункте жнбнжд рассматривается во всех
случаях равным ю и поэтому опускается в таблицен
Лучший результат получается при использовании юцой метрики ߬𝑠- жуууд
ߣ𝑠- бч и ݎ - зн
ТПчПч Результаты
Таблица ч Наилучшие результаты всех методов
sЛnsitivity prЛЗision ф.mЛ4surЛ
ЕУМ удпбб удпуч удпуп
Максимально взвешенные клики удшфж удпуу удшфынб
Уr%iST ИTl(pr5—%ps ЕT—)pA удшпж удшпз удшпж
В результате проделанных экспериментов наиболее эффективным методом
получился последний рассмотренный алгоритм ЕУМ при значениях параметров
߬𝑠- жуууд ߣ𝑠- бч и ݎ - з и использовании юцой метрикин
юш
м Сравнение выбранного метода с существующими инструментами
В данной главе будет приведена сравнительная таблица метода описанного
в работе с инструментами Е5SbT эш4 и ЕSGaI эю4н
Параметрами для сравнения являются чувствительность и точностьд
описанные в разделе бнбн





a%ёTr%5 Ф sTe[oT—)pA удпбб удпуч
Как можно увидетьд чувствительность у рассмотренных инструментов нижед
чем при использование метода описанного в данной работен
Плохие результаты инструмента o5SbT могут быть обусловлены темд что




В результате выполнения данной работы были решены все поставленные
задачия изучена необходимая предметная область Рсинтенные блокид отношения
гомологии и выравниванияй« исследованы существующие методы кластеризации и
сравнения геномных последовательностейд которые в последствии были
адаптированы для улучшения чувствительности инструмента О%ёTr%5 и
реализованы на языке ИI—)psн Экспериментальным путем был определен наиболее
эффективный метод и проведено сравнение данного метода с существующими
инструментами поиска синтенных блоковн
В дальнейшем планируется рассмотреть работу данного алгоритма на
других наборах входных данных и использовать его для улучшения результатов
работы других инструментовб исследовать альтернативные методы кластеризации
и представления геномных данныхн
юф
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