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Abstract
We explicitly construct nontrivial invariant probability measures for a class of continuous
state branching processes with immigration. The class of these measures include random
Gamma measures and path space measures of Le´vy subordinators as particular examples.
Using the explicit construction we study long-time behaviour and hypercontractivity of the
transition semigroups in corresponding L2-spaces.
r 2003 Elsevier Science (USA). All rights reserved.
0. Introduction
Let S be a compact metric space (which will be called type space in the following).
Denote by CðSÞ the space of all continuous functions on S and let CþðSÞ be the
subset of all strictly positive continuous functions. Fix a kernel n on S BðRþÞ of
positive measures nðx; Þ on Rþ such that
sup
xAS
Z N
0
s4s2nðx; dsÞoN
and ðx; lÞ/
Z N
0
ð1 els  lsÞnðx; dsÞACðS  RþÞ; ð0:1Þ
and functions a; b with
a; bACðSÞ; aX0; ð0:2Þ
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and deﬁne
Cðx; lÞ :¼ aðxÞl2 þ
Z N
0
ð1 els  lsÞnðx; dsÞ  bðxÞl; xAS; lX0: ð0:3Þ
Given the inﬁnitesimal generator ðA; DðAÞÞ of a Feller semigroup, that is, the
inﬁnitesimal generator of a Markovian C0-semigroup on CðSÞ (called the mutation)
there exists for any fACþðSÞ a unique mild solution cð f Þ :Rþ-CþðSÞ of the
nonlinear equation
@ctð f Þ
@t
¼ Actð f Þ þCð;ctð f ÞÞ; c0ð f Þ ¼ f ; ð0:4Þ
(cf. [Wa, Theorem 2.3]). f/ctð f Þ; CþðSÞ-CþðSÞ is called a log-Laplace
semigroup since ct; tX0; is a (nonlinear) semigroup and f//ctð f Þ; mS;
fACþðSÞ; mAE; is the log-Laplace functional of a probability measure on E (cf.
[D2]). Here, E :¼MþðSÞ denotes the set of all ﬁnite positive measures on ðS;BðSÞÞ
(equipped with the weak topology) and /ctð f Þ; mS ¼
R
ctð f Þ dm: Watanabe in 1968
(cf. [Wa]) was the ﬁrst to construct an associated continuous state branching process
M on E; that is, a Markov process with state space E whose Laplace functional is
given by
Em exp 
Z
f dXt
  
¼ expð/ctð f Þ; mSÞ; tX0; fACþðSÞ; mAE: ð0:5Þ
M is just the ðA;CÞ-superprocess and its generator LC;A is an extension of the linear
operator
LC;AFðmÞ :¼
Z Z
mðdxÞdxðdyÞaðxÞ @
2F
@dx@dy
ðmÞ
þ
Z
mðdxÞ
Z N
0
nðx; dsÞ Fðmþ sdxÞ  FðmÞ  s @F
@dx
ðmÞ
 

Z
mðdxÞbðxÞ @F
@dx
ðmÞ þ
Z
mðdxÞ A @F
@d
ðmÞ
 
ðxÞ; ð0:6Þ
for suitable F : Here,
@F
@dx
ðmÞ :¼ dF
ds
ðmþ sdxÞjs¼0
denotes the Gateaux-derivative of the function F at m in direction dx; xAS:
Note that d0 is an invariant measure for the ðA;CÞ-superprocess, hence for the
operator LC;A: We just mention that, for noncompact type spaces, nontrivial
W. Stannat / Journal of Functional Analysis 201 (2003) 185–227186
invariant measures for ðA;CÞ-superprocesses have been constructed in the case
where the transition semigroup generated by the mutation is transient (cf. [D1,Dy]).
We do not consider this problem here. Instead, we study ðA;CÞ-superprocesses with
state-independent immigration. Our aim is not only to show existence of invariant
measures but also to ﬁnd in the case A ¼ 0 explicit constructions which allow a more
detailed analysis. To this end, ﬁx nAE and let
LC;An FðmÞ ¼ LC;AFðmÞ þ
Z
nðdxÞ @F
@dx
ðmÞ: ð0:7Þ
The Laplace functional of the corresponding continuous state branching process
with immigration n is then given by
Em exp 
Z
f dXt
  
¼ exp 
Z t
0
/csð f Þ; nSds
 
expð/ctð f Þ; mSÞ;
tX0; fACþðSÞ; mAE:
We will prove in Theorem 1.4 that for b40
RN
0 /csð f Þ; nSds; fACþðSÞ; is the
log-Laplace functional of a nontrivial probability measure PC;An which is invariant
for the ðA;CÞ-superprocess with immigration n: Note the difference: the log-Laplace
functional of the invariant measure for the ðA;CÞ-superprocess without immigration
can be obtained as the limit limt-N ctð f Þ: ctð f Þ is easily shown to converge to 0
exponentially fast if b40 (cf. Lemma 1.2). On the contrary, the log-Laplace
functional of the ðA;CÞ-superprocess with immigration n is given byRN
0
/csð f Þ; nSds; fACþðSÞ; which is nontrivial just because of the exponentially
fast convergence of ctð f Þ to 0:
We emphasize that Theorem 1.4 is only an abstract existence result for PC;An : In
the particular case A ¼ 0 however, it is possible to give an alternative description
(cf. Theorem 1.9). Indeed, if b40 then
Fðx; lÞ ¼ 
Z l
0
s ds
Cðx; sÞ; lX0; ð0:8Þ
is well-deﬁned andZ N
0
/csð f Þ; nSds ¼ /Fð; f Þ; nS; fACþðSÞ:
We will explicitly construct in Theorem 1.9 (under weaker assumptions on a and b) a
probability measure mFn on E with Laplace-transformZ
E
expð/f ; mSÞ mFn ðdmÞ ¼ expð/Fð; f Þ; nSÞ; fABþb ðSÞ; ð0:9Þ
which, of course, coincides with PC;0n if a and b are continuous and thus is invariant
for the ð0;CÞ-superprocess with immigration n:
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In the case where n; a and b; hence F too, do not depend on x the ﬁnite-
dimensional distributions of mFn are given by
mFn ðmðA1ÞAdx1;y; mðAnÞAdxnÞ ¼
Yn
k¼1
mFnðAkÞðdxkÞ:
Here ðmFt Þt40 denotes the convolution semigroup associated with the Bernstein
function F (cf. [BeFo]) and mF0 :¼ d0: In the general nonconstant case mFn can be
obtained as a weak limit of sequence of convolutions of probability measures of the
above type. In two particular cases we were able to ﬁnd explicit formulas for PC;An
also if Aa0 (cf. Remark 1.14 below).
The purpose of this paper now is to study the measures mFn and the long-time
behaviour as well as hypercontractivity of the transition semigroups of the ð0;CÞ-
superprocess with immigration n in L2ðmFn Þ: To simplify notations let LCn :¼ LC;0n in
the following. The invariance of mFn then easily implies that
EFn ðFÞ :¼
Z
a
@F
@d
 2
ðmÞ; m
* +
mFn ðdmÞp
Z
LCn FF dm
F
n
for suitable F (cf. (1.2)). Hence, if EFn determines a Poincare´ inequality with constant
l0; the transition semigroup of the ð0;CÞ-superprocess with immigration n converges
to equilibrium with exponential rate 1l0 (cf. Remark 1.13).
The purpose of Section 2 is therefore to study Poincare´ inequalities for EFn : Our
main result in the case for constant a; b and n (cf. Theorem 2.10) states that if, in
addition to the assumptions above, a40 and
L :¼ y40 :M0y :¼
Z N
0
eyu nðduÞoN

 
a|
and lim
ymsup L
M0y þ y4b þ
Z N
0
snðdsÞ; ð0:10Þ
then there exists a ﬁnite constant c; given explicitly in terms of a; b and n; such that
EFn determines a Poincare´ inequality with constant less than c: The main feature of
this constant is that it is independent of the immigration n: We also prove a similar
result for the general nonconstant case (cf. Theorem 2.13). The main ingredient to
the proof is the observation that, in the constant case, mFt can be compared with a
Gamma distribution Gp;q for suitable p and q which allows explicit calculations.
More precisely, if y is such that
Ma1y þ y ¼ b þ
Z N
0
snðdsÞ;
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then there exist constants cþ and c depending on a; b and n (but not on t) such that
cðx41Þ
t
ax1e
y
a
xpdm
F
t
dx
ðxÞpcþx
t
a
1e
y
a
x; x40
(cf. Proposition 2.4).
We also study inequalities of hypercontractive type for EFn ; that is, whether there
exist M :Rþ-Rþ; monotone increasing with limt-N
MðtÞ
t
¼N; and positive
constants c1 and c2 such that
Z
M
F2
jjF jj2L2ðmFn Þ
 !
dmFnpc1EFn
F
jjF jjL2ðmFn Þ
 !
þ c2: ð0:11Þ
Note that, for the particular choice MðtÞ ¼ t logðt þ 1Þ (0.11) implies that EFn
determines a (defective) logarithmic Sobolev inequality. It is well-known that such
inequalities have many applications in stochastic analysis (e.g. in the theory of large
deviations) (cf. [Ba,Gr] and references therein). However, here we have a negative
result. We will show in Remark 2.12 (in the case that a; b and n do not depend on x)
that EFn does not satisfy an inequality of hypercontractive type if jsuppðnÞj ¼N: For
a similar result for Fleming–Viot processes with bounded mutation we refer to
[St1,St2].
In the last section we study, the particular case n 	 0 in more detail. In this case,
Fðx; lÞ ¼ 1
aðxÞ logð1þ aðxÞbðxÞ lÞ; hence, mFn is a random Gamma measure. (We use this
terminology also in the case of nonconstant a and b:) The main feature of mFn is that
it is a symmetrizing measure for LCn (cf. Theorem 3.1). Consequently, L
C
n is
symmetric in L2ðmFn Þ and we will show in Theorem 3.1 that it is also essentially self-
adjoint. As a generalization of corresponding results obtained in [H] and [TV] for the
case of constant a and b we will study quasi-invariance properties of mFn as well as the
joint distributions of the random variables jmj and jmj1m:
Finally, we would like to mention that this paper (together with [St1,St2,St3]) can
be seen as part of a more general program which consists in ﬁnding nontrivial classes
of measure-valued processes with a good L2-theory, to take these models as a
reference (like Ornstein–Uhlenbeck processes in quantum ﬁeld theory) and to
develop an L2-perturbation theory in order to pass to more complex models
including selection and recombination.
1. W-semigroups, continuous state branching processes and invariant probability
measures
Let us ﬁrst ﬁx some notations. Let Rdþ :¼ fxARd : xiX0; 1pipdg; Rþ ¼ R1þ and
denote by CNðRdþÞ the space of all continuous functions vanishing at inﬁnity. Let S
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be a compact metric space. Then E ¼MþðSÞ is a locally compact metrizable space
w.r.t. the weak topology. Let CðEÞ be the space of all continuous functions on E and
CNðEÞ be the subspace of all continuous functions vanishing at inﬁnity. For an
arbitrary subset ACBbðSÞ and kAN0 let
FCkb ðAÞ :¼ fFðmÞ ¼ jð/f1; mS;y;/fn; mSÞ : nX1; fiAA;jACkb ðRnÞg
and
FCk0 ðAÞ :¼ fFðmÞ ¼ jð/f1; mS;y;/fn; mSÞ : nX1; fiAA;jACk0 ðRnÞg:
1.1. General results for arbitrary mutation A
Fix a kernel n satisfying (0.1) and a; b as in (0.2) and let Cðx; lÞ be as in (0.3). Fix
a mutation A with semigroup ðRtÞtX0 and let LC;A be as in (0.6). Let jf ðmÞ :¼
expð/f ; mSÞ; fABþðSÞ; and
D :¼ spanfjf : fADðAÞ-CþðSÞg:
The next theorem summarizes known results on the operator ðLC;A;FC20ðDðAÞþÞÞ
considered as an operator on CNðEÞ and is essentially a consequence of the results
obtained by Watanabe in [Wa].
Theorem 1.1. ðLC;A;FC20ðDðAÞþÞÞ is dissipative, hence in particular closable in
CNðEÞ: Its closure ð %L; Dð %LÞÞ generates a C0-semigroup ðTtÞtX0 of bounded Markovian
operators. Moreover, D is a core for %L:
For the proof of 1.1 we need the following.
Lemma 1.2. Let b0 :¼ infxAS bðxÞ and ðRtÞtX0 be the semigroup generated by A. Let
fACþðSÞ and cð f Þ be the unique mild solution of (0.4). Then
ctð f Þpeb0tRt f ; tX0:
Proof. Clearly, it sufﬁces to show that
Rt fX
Xn
k¼0
ðb0tÞk
k!
ctð f Þ þ
bnþ10
n!
Z t
0
snRtscsð f Þ ds; tX0; ð1:1Þ
for nX0: Indeed, taking the limit n-N in (1.1) implies that Rt fXeb0tctð f Þ; tX0;
which is equivalent to the assertion.
W. Stannat / Journal of Functional Analysis 201 (2003) 185–227190
We will prove (1.1) using induction. If n ¼ 0; the assertion follows from the fact
that Cðx; lÞp b0l and thus
Rt f ¼ ctð f Þ 
Z t
0
RtsCð;csð f ÞÞ dsXctð f Þ þ b0
Z t
0
Rtscsð f Þ ds; tX0:
Suppose now that (1.1) is proved for n: Then, using (0.4) again, we obtain that
Z t
0
snRtscsð f Þ dsX
Z t
0
snctsðcsð f ÞÞ ds þ b0
Z t
0
sn
Z ts
0
Rtsrcrðcsð f ÞÞ dr ds
¼
Z t
0
snctð f Þ ds þ b0
Z t
0
sn
Z t
s
Rtucuð f Þ du ds
¼ t
nþ1
n þ 1 ctð f Þ þ
b0
n þ 1
Z t
0
unþ1Rtucuð f Þ du;
and consequently,
Rt fX
Xn
k¼0
ðb0tÞk
k!
ctð f Þ þ
ðb0tÞnþ1
ðn þ 1Þ! ctð f Þ þ
bnþ20
ðn þ 1Þ!
Z t
0
snþ1Rtscsð f Þ ds: &
Proof of Theorem 1.1. To prove dissipativity of LC;A ﬁx FAFC20ðDðAÞþÞ and let
m0AE such that jFðm0Þj ¼ jjF jjN: We may assume Fðm0ÞX0 (otherwise consider
F ). First note that for cABbðSÞ Fðetcm0ÞpFðm0Þ; tAR; and thus /c @F@d ðm0Þ; m0S ¼
d
dt
Fðetcm0Þjt¼0p0: Since c was arbitrary it follows that @F@d ðm0Þ ¼ 0 m0-a.s. (but not for
all xAS!). As a consequence /b@F@dðm0Þ; m0S ¼ 0 and, using (0.1),Z
m0ðdxÞ
Z N
0
nðx; dsÞðFðm0 þ sdxÞ  Fðm0Þ  s
@F
@dx
ðm0ÞÞ
¼ lim
Ek0
Z
m0ðdxÞ
Z N
E
nðx; dsÞ Fðm0 þ sdxÞ  Fðm0Þ  s
@F
@dx
ðm0Þ
 
p lim
Ek0

Z
m0ðdxÞ
Z N
E
s nðx; dsÞ @F
@dx
ðm0Þ ¼ 0:
Moreover, for all xAS and s40;
Fðm0ÞXFðm0 þ sdxÞ ¼ Fðm0Þ þ s
@F
@dx
ðm0Þ þ
s2
2
@2F
@dx@dx
ðm0 þ sðxÞdxÞ
for some sðxÞA½0; s: Integrating w.r.t. am0 yields
Fðm0Þjam0jXFðm0Þjam0j þ
s2
2
a
@2F
@d@d
ðm0 þ sðÞdÞ; m0
 
;
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or equivalently
a
@2F
@d@d
ðm0 þ sðÞdÞ; m0
 
p0:
Taking the limit sk0 gives /a @
2F
@d@d
ðm0Þ; m0Sp0: Finally, let ðRˆ tÞtX0 be the dual
semigroup of ðRtÞtX0 acting on E  E: Then FðRˆ tm0ÞpFðm0Þ for all tX0 which
implies that /A@F@d ðm0Þ; m0S ¼
dFðRˆ tm0Þ
dt
jt¼0p0: Hence, LC;AFðm0Þp0; hence LC;A is
dissipative and thus closable on CNðEÞ:
Let cð f Þ; fACþðSÞ; be the unique mild solution of (0.4). Then [Wa, Theorem
2.3] implies that f//ctð f Þ; mS; fACþðSÞ; is the log-Laplace functional of a sub-
probability measure ptðm; Þ on E: ptðm; Þ is in fact a probability measure since
limlk0 ctðl1SÞ ¼ 0 by (1.2) and thus
ptðm; EÞ ¼ lim
lk0
Z
expð/l1S; %mSÞptðm; d %mÞ ¼ lim
lk0
expð/ctðl1SÞ; mSÞ ¼ 1:
Moreover,
TtFðmÞ :¼
Z
Fð %mÞ ptðm; d %mÞ; tX0; FACNðEÞ;
deﬁnes a Markovian C0-semigroup on CNðEÞ (cf. [Wa, Section 2]) with
TtðDÞCD; tX0; since Ttjf ðmÞ ¼
R
expð/f ; %mSÞ ptðm; d %mÞ ¼ expð/ctð f Þ; mSÞ: If
ð %L; Dð %LÞÞ denotes the generator of ðTtÞtX0 it follows that D is a core for %L; that is,
DCDð %LÞ and ð %L; Dð %LÞÞ is the closure of ðL; DÞ (cf. [Wa, Theorem 2.4]). Moreover,
%Ljf ¼ LC;Ajf :
ð %L; Dð %LÞÞ can be identiﬁed with the closure ðL0; DðL0ÞÞ of ðLC;A;FC20ðDðAÞþÞÞ:
Indeed, DðL0Þ clearly contains D and consequently, L0jD ¼ %LjD: Since both L0 and %L
are dissipative and D is a core for %L it follows that L0 and %L must coincide. This
proves the theorem. &
The last theorem carries over to cases with immigration. To this end, ﬁx nAE and
let LC;An be as in (0.7). As a simple consequence of Theorem 1.1 we then have
Corollary 1.3. Let nAE: Then ðLC;An ;FC20ðDðAÞþÞÞ is dissipative, hence closable
in CNðEÞ: Its closure ð %L; Dð %LÞÞ generates a C0-semigroup ðT nt ÞtX0 of bounded
Markovian operators. D is a core for %L and Tnt jf ðmÞ ¼ expð
R t
0 /csð f Þ;
nSdsÞexpð/ctð f Þ; mSÞ; fACþðSÞ; where ctð f Þ is as in (0.4).
Proof. For the proof of dissipativity of LC;An it sufﬁces now to show that
/@F@d ðm0Þ; nSp0; where FAFC20ðDðAÞþÞ and m0AE is such that Fðm0Þ ¼ jjF jjN:
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But clearly, Fðm0 þ sdxÞpFðm0Þ for xAS; sX0; and thus @F@dx ðm0Þ ¼ dFdsðm0 þ
sdxÞjs¼0p0:
Let ðptÞ be as in the proof of Theorem 1.1 and for mAE let qnt ðm; Þ be the
convolution of p
t
k
n
ðt
n
n; Þ; 1pkpn; and ptðm; Þ: Then
Z
jf ð %mÞqnt ðm; d %mÞ ¼
Xn
k¼1
exp  c
t
k
n
ð f Þ; t
n
n
  
expð/ctð f Þ; mSÞ
¼ exp 
Xn
k¼1
t
n
/c
t
k
n
ð f Þ; nS
 !
expð/ctð f Þ; mSÞ
- exp 
Z t
0
/csð f Þ; nSds
 
expð/ctð f Þ; mSÞ; n-N;
for all fACþðSÞ: By [D2, Theorem 3.2.6] there exists a subprobability measure
qtðm; Þ on E such thatZ
jf ð %mÞqtðm; d %mÞ ¼ exp 
Z t
0
/csð f Þ; nSds
 
expð/ctð f Þ; mSÞ; fACþðSÞ:
The same argument as in the proof of Theorem 1.1 shows that qtðm; Þ is in fact a
probability measure. Hence, TtFðmÞ :¼
R
Fð %mÞqtðm; d %mÞ; FABbðEÞ; deﬁnes a Mar-
kovian linear operator with TtðDÞCD; tX0: Since DCCNðEÞ densely we conclude
that TtðCNðEÞÞCCNðEÞ and thus, Tnt :¼ TtjCNðEÞ; tX0; deﬁnes a Markovian
semigroup on CNðEÞ: Since T ntjD; tX0; is strongly continuous we conclude that
ðTnt ÞtX0 is strongly continuous too. Similar to the proof of the corresponding
statement in Theorem 1.1 it follows that D is a core for the generator ð %L; Dð %LÞÞ of
ðTnt ÞtX0 and %L can be obtained as the closure of ðLC;An ;FC20ðDðAÞþÞÞ in CNðEÞ: &
We will call the Markov process on E with transition semigroup given by ðT nt ÞtX0
the ðA;CÞ-superprocess with immigration n:
Theorem 1.4. Assume that b40: Then TC;Að f Þ :¼ RN
0
csð f Þ dsACþðSÞ for all
fACþðSÞ: For all nAE f//TC;Að f Þ; nS; fACþðSÞ; is the log-Laplace functional
of a probability measure PC;An : Moreover,P
C;A
n is invariant for the ðA;CÞ-superprocess
with immigration n:
Proof. Let b0 :¼ infxAS bðxÞ ð40Þ: Since t/ctð f Þ; Rþ-CðSÞ; is continuous andRN
0
jjcsð f ÞjjN dsp
RN
0
eb0s dsjj f jjNoN by Lemma 1.2 it follows that cð f Þ is
integrable in the sense of Bochner and thus TC;Að f Þ :¼ RN0 csð f Þ dsACðSÞ: Since for
any t40
R t
0
/csð f Þ; nSds; fACþðSÞ; is the log-Laplace functional of the prob-
ability measure T nt ð0; Þ and limt-N
R t
0 /csð f Þ; nSds ¼ /TC;Að f Þ; nS; it follows
from [D2, Theorem 3.2.6] that there exists a sub-probability measurePC;An on E with
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log-Laplace functional /TC;Að f Þ; nS; fACþðSÞ: Similar to the proof of the
corresponding statement in the proof of Theorem 1.1 it follows that PC;An is in
fact a probability measure. To see that PC;An is invariant for the ðA;CÞ-superprocess
with immigration n note that for fACþðSÞ;Z
Tnt jf ðmÞPC;An ðdmÞ ¼ exp 
Z t
0
/csð f Þ; nSds
 
expð/TC;Aðctð f ÞÞ; nSÞ
¼ exp 
Z N
0
/csð f Þ; nSds
 
¼
Z
jf dP
C;A
n ; tX0;
which implies
R
T nt F dP
C;A
n ¼
R
F dPC;An for all FACNðEÞ; since DCCNðEÞ
densely, and thus the invariance of PC;An : &
Remark 1.5. Since FC20ðDðAÞþÞ is an algebra and
LC;An ðF2ÞðmÞ ¼ 2LC;An FðmÞFðmÞ þ 2 a
@F
@d
 2
ðmÞ; m
* +
þ
Z N
0
ðFðmþ sdÞ  FðmÞÞ2 nð; dsÞ; m
 
;
the invariance of PC;An implies that
0 ¼
Z
LC;An ðF2Þ dPC;An ¼ 2
Z
LC;An F F dP
C;A
n þ 2
Z
a
@F
@d
 2
ðmÞ; m
* +
PC;An ðdmÞ
þ
Z Z N
0
ðFðmþ sdÞ  FðmÞÞ2 nð; dsÞ; m
 
PC;An ðdmÞ
and consequently,
Z
a
@F
@d
 2
ðmÞ; m
* +
PC;An ðdmÞp
Z
LC;An F F dP
C;A
n ; FAFC
2
0ðDðAÞþÞ: ð1:2Þ
Proposition 1.6. ðLC;An ;FC20ðDðAÞþÞÞ is closable in L2ðPC;An Þ: The closure generates a
C0-semigroup ðT2t ÞtX0 on L2ðPC;An Þ: Moreover, T2tjCNðEÞ; tX0; coincides with the
transition semigroup of the ðA;CÞ-superprocess with immigration n:
Proof. (1.2) implies that ðLC;An ;FC20ðDðAÞþÞÞ is negative deﬁnite, hence in particular
closable. In order to show that the closure ð %L; Dð %LÞÞ generates a C0-semigroup it
sufﬁces by the Hille–Yosida theorem to show that ða %LÞðDð %LÞÞCL2ðPC;An Þ is dense
for one (hence all) a40: But ð %L; Dð %LÞÞ extends the closure ðL0; DðL0ÞÞ of
ðLC;An ;FC20ðDðAÞþÞÞ in CNðEÞ; since PC;An is ﬁnite. Since ðL0; DðL0ÞÞ generates a
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C0-semigroup on CNðEÞ the Hille–Yosida Theorem implies that ða L0ÞðDðL0ÞÞ ¼
CNðEÞ for all a40: In particular, CNðEÞ ¼ ða L0ÞðDðL0ÞÞCða
%LÞðDð %LÞÞCL2ðPC;An Þ densely which implies the assertion. &
1.2. The case A ¼ 0
From now on let us assume for the rest of the paper that A ¼ 0 and b40: To
simplify notations let LCn :¼ LC;0n : Note that in this case cð f Þ is in fact a strong
solution of (0.4) and ’csð f Þ ¼ Cð;csð f ÞÞ: In particular, for xAS; the change of
variables formula easily implies that
Z N
0
csð f ÞðxÞ ds ¼
Z N
0
csð f ÞðxÞ
’csð f ÞðxÞ
Cð;csð f ÞÞðxÞ
ds ¼
Z 0
f ðxÞ
s ds
Cðx; sÞ ¼ Fðx; f ðxÞÞ;
where Fðx; lÞ; lX0; is as in (0.8).
Let us assume for the moment that a; b and n (hence F too) do not depend on x:
For the statement of the next proposition recall that a function f : ð0;NÞ-R is
called a Bernstein function if fACNðð0;NÞÞ; fX0; and ð1ÞkDkfp0 for all kX1:
It is well-known that there is a one-to-one correspondence between the set of
Bernstein functions f and convolution semigroups ðmtÞt40 supported by ½0;NÞ: The
correspondence is given by the formula
R
els mtðdsÞ ¼ expðtf ðlÞÞ (cf. [BeFo,
9.18]). The following proposition could be deduced from Theorem 1.4 in the
particular case jSj ¼ 1; henceMþðSÞ ¼ Rþ: However, we give a different proof here.
Proposition 1.7. The function F is a Bernstein function.
Proof. For T40 let gTðlÞ ¼
R T
0 ðelt  1þ ltÞ nðdtÞ; l40: Then hT ðlÞ :¼ gT ðlÞl is a
Bernstein function. Indeed, hTACNðð0;NÞÞ and nonnegative. In addition note that
hT ðlÞ ¼ gTðlÞl ¼
1
l
Z T
0
ðelt  1þ ltÞ nðdtÞ ¼
Z T
0
Z t
0
ð1 elsÞ ds nðdtÞ; ð1:3Þ
so that for all kX1
ð1ÞkDkhTðlÞ ¼ ð1Þk
Z T
0
Z t
0
ð1Þkþ1skels ds nðdtÞ
¼ ð1Þ2kþ1
Z T
0
Z t
0
skels ds nðdtÞp0;
which implies the assertion.
Since limT-N gTðlÞ ¼ gðlÞ; where gðlÞ ¼
RN
0 ðelt  1þ ltÞ nðdtÞ; l40; it
follows from [BeFo, Proposition 9.6] that gðlÞl is a Bernstein function too. Hence,
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%hðlÞ :¼ gðlÞl þ al is again a Bernstein function. Let Gy;qðdtÞ ¼ y
q
GðqÞ e
yttq1 dt be the
Gamma-distribution corresponding to the parameters y and q: Then the Laplace-
transform of Gy;q is given by the function hy;qðlÞ ¼ ðlþ yÞq: In particular, hy;q is
completely monotone, that is hy;qACNðð0;NÞÞ and ð1ÞkDkhy;qX0 for all kX0:
Consequently, hb;1 3 %hðlÞ ¼ 1gðlÞ
l þalþb
is again completely monotone (cf. [BeFo, 9.10]).
Finally, the last statement implies that
FðlÞ ¼
Z l
0
s ds
gðsÞ þ as2 þ bs; lX0;
is again a Bernstein function, since ð1ÞkDkF ¼ ð1Þk1Dk1hb;1 3 %hp0 for all
kX1: &
Denote by ðmFt Þt40 the convolution semigroup of probability measures on Rþ
associated to the Bernstein function F: Throughout the whole paper we let mF0 ¼ d0:
Remark 1.8. (i) Not every convolution semigroup arises this way, for example the
Poissonian semigroup with Bernstein function 1 el; lX0; does not. Indeed, there
is no function C of the type (0.3) such that  R l0 s dsCðsÞ ¼ 1 el since otherwise
CðlÞ ¼ lel which is clearly not of the type (0.3).
(ii) Due to the assumption b40 the ﬁrst moment of mFt exists and is equal to
t
b
:
Indeed,
Z
x mFt ðdxÞ ¼ 
d
dl
Z
elxmFt ðdxÞjl¼0 ¼ 
d
dl
etFðlÞjl¼0 ¼
t
b
;
since limlk0
CðlÞ
l ¼ ’Cð0Þ ¼ b; hence dFdl ðlÞ ¼  lCðlÞ-1b; lk0:
Similarly, if the second moment c2 :¼
R
s2 nðdsÞ of n is ﬁnite, the second moment of
mFt is ﬁnite too and equal to
t
b
tþc2
2
þa
b
 
: Indeed, taking the limit T-N in (1.3)
implies gðlÞl ¼
RN
0
R t
0
ð1 elsÞ ds nðdtÞ; hence,
d
dl
gðlÞ
l
 
¼
Z N
0
Z t
0
sels ds nðdtÞ-c2
2
; l-0:
Consequently,
.Fð0Þ ¼ d
dl
l
gðlÞ þ al2 þ bl
 !
l¼0
¼ d
dl
1
gðlÞ
l þ alþ b
 !
l¼0
¼ 
c2
2
þ a
b2
;
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and thusZ
x2 mFt ðdxÞ ¼
d2
dl2
etFðlÞ

l¼0
¼ t .Fð0Þ þ t2 ’F2ð0Þ ¼ t
b
t þ c2
2
þ a
b
 
:
Let us now turn back to the general case with a; b and n nonconstant. In the
particular case that a and b are continuous, the pure existence of the random
measure mFn could be deduced from Theorem 1.3. For later purposes, however, we
will consider more general n; a and b:
Theorem 1.9. Let n be as in (0.1) and a; bABþb ðSÞ with b1ABbðSÞ: Then there exists
a probability measure mFn on E which is uniquely characterized by its Laplace
transform Z
E
expð/f ; mSÞmFn ðdmÞ ¼ exp 
Z
S
Fð; f Þ dn
 
; fABþb ðSÞ:
In the particular case where a; b and n (hence F too) do not depend on x; mFn has the
following partition property: Let ðAkÞ1pkpn be a measurable partition of S then
mC;An ðmðA1ÞAdx1;y; mðAnÞAdxnÞ ¼
Yn
k¼1
mFnðAkÞðdxkÞ:
Proof. Step 1: Suppose ﬁrst that a; b and n do not depend on x: For any measurable
partition ðAkÞ1pkpn deﬁne the product measure mðAkÞ ¼#nk¼1mFnðAkÞ on Rnþ (recall
that mF0 ¼ d0). The measure mFn is then constructed as the projective limit of
these measures as follows: For arbitrary measurable subsets A1;y; An ﬁx a
measurable partition Bk; 1pkpm; such that each Ak can be written as a union of
suitable Bk’s. Then deﬁne an associated n-dimensional distribution function by
FðAkÞðx1;y; xnÞ ¼
R
Rmþ
1 P
k : Bk-A1a|
ykpx1;y;
P
k : Bk-Ana|
ykpxn
n omðBkÞðdyÞ: The deﬁni-
tion of FðAkÞ is independent of the partition. By [DV-J, Theorem 6.2.VII], there exists
a unique probability measure mFn whose ﬁnite-dimensional distribution functions are
given by FðAkÞ as above. To identify its Laplace transform note that for f ¼Pn
k¼1 lk1Ak ; ðAkÞ1pkpn pairwise disjoint, the very deﬁnition of mFn implies thatZ
E
expð/f ; mSÞ mFn ðdmÞ ¼
Z
E
exp 
Xn
k¼1
lkmðAkÞ
 !
mFn ðdmÞ
¼
Z
Rnþ
e
Pn
k¼1 lkxk
Yn
k¼1
mFnðAkÞðdxkÞ
¼ exp 
Xn
k¼1
nðAkÞFðlkÞ
 !
¼ exp 
Z
S
Fð f Þ dn
 
: ð1:4Þ
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For arbitrary fABþb ðSÞ it sufﬁces now to take limits in (1.4) of sequences of fn’s of
the type considered above converging to f boundedly and pointwise. The partition
property of mFn follows immediately from the construction of m
F
n : Of course, it also
follows from (1.4).
Step 2: For the general case let ðCnkÞ1pkpnþ1 be a sequence of measurable partitions
of S with sup1pkpnþ1 diamðCnkÞ-0; n-N: Let Ank :¼ fxAS : aðxÞjjajjNA½
k1
n
k
n
½g; Bnk :¼
fxAS : bðxÞjjbjjNA½
k1
n
k
n
½g; 1pkpn þ 1; and Snk;l;m :¼ Ank-Bnl-Cnm; 1pk; l; mpn þ 1:
Fix snk;l;mAS
n
k;l;m (if S
n
k;l;m ¼ | let snk;l;mAS be arbitrary) and deﬁne
Cnðx; lÞ :¼
Xnþ1
k;l;m¼1
1Sn
k;l;m
ðxÞCðsnk;l;m; lÞ:
Then limn-N Cnðx; lÞ ¼ Cðx; lÞ for all x; uniformly bounded in l for l bounded.
Hence, if Fnðx; lÞ :¼ 
R l
0
s ds
Cnðx;sÞ; lX0; it follows that limn-N Fnðx; lÞ ¼ Fðx; lÞ for
all x; uniformly bounded in l for l bounded.
By the constant coefﬁcient case there exist probability measures mnk;l;m :¼ m
Fðsn
k;l;m
;Þ
njSn
k;l;m
on E with Laplace transform
Z
E
expð/f ; mSÞmnk;l;mðdmÞ ¼ exp 
Z
Sn
k;l;m
Fðsnk;l;m; f Þ dn
 !
; fABþb ðSÞ:
Let mFnn be the convolution of m
n
k;l;m; 1pk; l; mpn þ 1: Then
Z
E
expð/f ; mSÞmFnn ðdmÞ ¼
Ynþ1
k;l;m¼1
exp 
Z
Sn
k;l;m
Fðsnk;l;m; f Þ dn
 !
¼ exp 
Z
S
Fnð; f Þdn
 
; fABþb ðSÞ:
Since
Z
E
jmjmFnn ðdmÞ ¼
Z
Eðnþ1Þ3
Xnþ1
k;l;m¼1
mk;l;m


Ynþ1
k;l;m¼1
mnk;l;mðdmk;l;mÞ
¼
Xnþ1
k;l;m¼1
Z
E
jmk;l;mjmnk;l;mðdmk;l;mÞ ¼
Xnþ1
k;l;m¼1
Z
xm
Fðsn
k;l;m
;Þ
nðSn
k;l;m
Þ ðdxÞ
¼
Xnþ1
k;l;m¼1
nðSnk;l;mÞ
bðsnk;l;mÞ
p jnj
infxAS bðxÞ; ð1:5Þ
where we used the partition property of mnk;l;m in the third equality and Remark 1.8
(ii) in the fourth, it follows that the sequence ðmFnn ÞnX1 is tight. Since
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limn-N Fnðx; f ðxÞÞ ¼ Fðx; f ðxÞÞ for all x; uniformly bounded if fABþb ðSÞ; hence
limn-N
R
Fnð; f Þ dn ¼
R
Fð; f Þ dn; fABþb ðSÞ; [D2, Corollary 3.2.7] now implies the
existence of a probability measure mFn such that limn-N m
Fn
n ¼ mFn weakly andZ
E
expð/f ; mSÞmFn ðdmÞ ¼ exp 
Z
S
Fð; f Þ dn
 
; fABþb ðSÞ:
Hence the theorem is proved. &
Remark 1.10. (i) Note that mFn has a ﬁnite ﬁrst moment, since (1.5) implies thatZ
jmjmFn ðdmÞ ¼ lim
K-N
Z
jmj4KmFn ðdmÞ ¼ lim
K-N
lim
n-N
Z
jmj4KmFnn ðdmÞpjnjjjb1jjN:
(ii) Suppose that a; b and n do not depend on x: ThenZ
/f ; mSmFn ðdmÞ ¼
1
b
Z
f dn; fABbðSÞ: ð1:6Þ
If in addition n has a ﬁnite second moment, thenZ
/f ; mS2mFn ðdmÞX
a
b2
Z
f 2 dn; fABbðSÞ: ð1:7Þ
Indeed, in both cases it sufﬁces to consider f ¼Pnk¼1 lk1Ak for some measurable
partition ðAkÞ1pkpn: The partition property of mFn and Remark 1.8(ii) then imply
that
Z
/f ; mSmFn ðdmÞ ¼
Xn
k¼1
lk
Z
mðAkÞmFn ðdmÞ ¼
Xn
k¼1
lk
Z
x mFnðAkÞðdxÞ
¼
Xn
k¼1
lk
nðAkÞ
b
¼ 1
b
Z
f dn
and similarly,
Z
/f ; mS2mFn ðdmÞ ¼
Xn
k;l¼1
lkll
Z
mðAkÞmðAlÞmFn ðdmÞ
¼
X
kal
lkll
1
b2
nðAkÞnðAlÞ þ
Xn
k¼1
l2k
nðAkÞ
b
nðAkÞ þ c22 þ a
b
 
¼ 1
b2
Xn
k;l¼1
lkllnðAkÞnðAlÞ þ
a þ c2
2
b2
Xn
k¼1
l2knðAkÞ
¼ 1
b2
Z
f dn
 2
þa þ
c2
2
b2
Z
f 2 dn:
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Example 1.11 (Random Gamma measures). In the particular case n ¼ 0; a; b40
constant, hence FðlÞ ¼ R l
0
ds
asþb ¼ 1a ðlogðalþ bÞ  logðbÞÞ ¼ 1a logð1þ ablÞ; the corre-
sponding convolution semigroup ðmFt Þ is given by mFt ¼ Gb
a
;
t
a
; where Gy;q; y; q40; is
the Gamma-distribution corresponding to the parameters y and q: Given nAE; the
random measure m
1
a
logð1þa
b
lÞ
n on E is the usual random Gamma measure (cf. [DV-J]).
We will study this particular example in Section 3 in more detail.
Remark 1.12. In the particular case S ¼ ½0; T ; T40; n ¼ dt; a; b and n constant,
mFn can be identiﬁed with the path-space measure P0 of the Le´vy-process M ¼
ððPxÞxARþ ; ðXtÞÞ on Rþ starting at 0 with stationary independent increments given by
ðmFt Þt40; that is,
Ex½elðXtXsÞ ¼ eðtsÞFðlÞ; 0psot: ð1:8Þ
Indeed, since t/XtðÞ has monotone increasing right-continuous sample paths Px-
a.s. (in particular P0-a.s.) a typical sample path can be identiﬁed as the distribution
function of a positive measure dX on Rþ such that
Z
e/f ;dXS dP0 ¼ exp 
Z T
0
Fð f Þ ds
 
for all fABbð½0; T Þ:
For the proof it sufﬁces to consider f ¼ l01f0g þ
Pn
k¼1 lk1tk1;tk ; 0 ¼
t0ot1o?otn ¼ T ; and now (1.8) and independence of the increments of ðXtÞtX0
imply
Z
e/f ;dXS dP0 ¼
Z
e
l0X0
Pn
k¼1
lkðXtkXtk1 Þ
dP0
¼
Yn
k¼1
eðtktk1ÞFðlkÞ ¼ exp 
Z T
0
Fð f Þ ds
 
: &
Remark 1.13. Let ðX ;B; mÞ be a probability space and ðL; DðLÞÞ the inﬁnitesimal
generator of a Markovian C0-semigroup ðTtÞtX0 of contractions on L2ðmÞ: Note that
the assumptions in particular imply that m is invariant for ðTtÞtX0; since jjTˆ t1
1jj2L2 ¼
R ðTˆ t1Þ2 dm  2 R Tˆ t1 1 dm þ 1p1 2 R 1 Tt1 dm þ 1 ¼ 0; hence Tˆ t1 ¼ 1;
where ðTˆ tÞtX0 denotes the adjoint C0-semigroup of contractions on L2ðmÞ; and
consequently,
R
Tt f dm ¼
R
f Tˆ t1 dm ¼
R
f dm: Since ðTtÞtX0 is a C0-semigroup of
contractions, it follows that specðLÞCðN; 0 and 0AspecðLÞ; since Tt1 ¼ 1; tX0;
hence 1ADðLÞ and L1 ¼ 0:
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It is well-known that the quadratic form induced by L determines a Poincare´
inequality with constant l0X0; that is,
Z
ð f /fSÞ2 dmp l0
Z
Lf f dm; fADðLÞ; ð1:9Þ
if and only if
jjTt f /fSjjL2pe
1
l0
tjj f jjL2 ; tX0; fAL2ðmÞ: ð1:10Þ
Clearly, (1.10) implies that ð 1l0; 0Þ is in the resolvent set of L; hence L has a mass gap
of size bigger than 1l0; that is, a gap in the spectrum of L of size
1
l0
below 0: Recall that
if L is self-adjoint (1.10) (hence (1.9)) is even equivalent with the fact that L has a
mass gap of size bigger than or equal to 1l0:
Using (1.2), mFn ¼ PC;0n and Proposition 1.6 it follows that if EFn ðFÞ :¼R
/að@F@dÞ
2ðmÞ; mSmFn ðdmÞ; FAFC20ðCþðSÞÞ; determines a Poincare´ inequality with
constant l0; the semigroup of the ð0;CÞ-superprocess with immigration n converges
to equilibrium with exponential rate 1l0:
Remark 1.14. We did not succeed to ﬁnd similar explicit constructions for invariant
measures in the case of nonzero mutation A; apart from the following two cases:
(i) The linear case a ¼ n ¼ 0: In this case, dðbAˆ Þ1n is an invariant measure for
LC;An : Here, Aˆ denotes the dual operator of A acting on E–E: Note that (0.6) in this
case implies that
LC;An FðmÞ ¼ 0 dðbAˆ Þ1n-a:s:;
so that we cannot expect any nontrivial long-time behaviour nor hypercontractivity
properties of the corresponding transition semigroups.
(ii) a; b and n constant and A is a derivation: In this case, the semigroup ðRtÞtX0
generated by A is induced by a deterministic ﬂow ðxxðtÞÞtX0; that is, Rt f ðxÞ ¼
f ðxxðtÞÞ: Let n be an invariant measure for A: Then xðtÞ is n-measure preserving, that
is, xðtÞðnÞ ¼ n: Consequently, St : E-E; m/Rˆ tm; is mFn -measure preserving too.
Indeed,
Z
jf dStðmFn Þ ¼
Z
jRt f dm
F
n ¼ exp 
Z
FðRt f Þ dn
 
¼ exp 
Z
Fð f ÞðxðtÞÞ dn
 
¼ exp 
Z
Fð f Þ dn
 
¼
Z
jf dm
F
n ; fAB
þ
b ðSÞ:
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Hence, for FAFC20ðDðAÞþÞZ
A
@F
@d
ðmÞ; m
 
mFn ðdmÞ ¼
d
dt
Z
F 3 St dmFn jt¼0 ¼ 0
which implies that Z
LC;An F dm
F
n ¼ 0: ð1:11Þ
Clearly, (1.11) extends to all F in the closure %L of LC;An in CNðEÞ: Since %L generates
the semigroup ðT nt ÞtX0 of the ðA;CÞ-superprocess with immigration n (cf. Corollary
1.3) (1.11) now implies that mFn is invariant for ðT nt ÞtX0:
2. Spectral properties of corresponding L2-realizations
2.1. The case jSj ¼ 1
Let n be a positive measure on Rþ with
R
s4s2 nðdsÞoN; let ck :¼R
sk nðdsÞ; kAN0; be its kth moment (possibly inﬁnite) and a; bAð0;NÞ: In the
particular case jSj ¼ 1; hence MþðSÞ ¼ Rþ; (0.7) reduces to
Lt f ðxÞ ¼ axf¨ðxÞ þ x
Z N
0
ð f ðx þ sÞ  f ðxÞ  s ’fðxÞÞ nðdsÞ þ ðt  bxÞ ’fðxÞ
for fAC2bð½0;NÞÞ; t40: Let ðmFt Þt40 be the convolution semigroup corresponding to
the Bernstein function F given by (0.8). To simplify notations let mt :¼ mFt : The
results of Section 1 now imply.
Proposition 2.1. mt is an infinitesimally invariant measure for ðLt; C20ðRþÞÞ; that is,Z
Lt f dmt ¼ 0 for all fAC20ðRþÞ: ð2:1Þ
In the following, we will study regularity properties of mt:
Proposition 2.2. Suppose that
R ð1þ sÞ nðdsÞoN and let m be an infinitesimally
invariant probability measure for ðLt; CN0 ðRþÞÞ with
R
xmðdxÞoN: Then m5dx and
the density h :¼ dm
dx
AH2;1loc ðð0;NÞÞ satisfies the equation
a
d
dx
ðxhðxÞÞ ¼ ðt  b˜xÞhðxÞ þ
Z x
0
rhðrÞnð½x  r;NÞÞ dr;
where b˜ ¼ b þ c1:
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Proof. Let us show ﬁrst that m is absolutely continuous. To this end let gnðxÞ :¼
x1½0;1
n
ÞðxÞ þ
1
n
1½1
n
;NÞðxÞ and fnðxÞ ¼
R x
0
gnðsÞ ds: The invariance of m easily implies by
approximation that
R
Lt fn dm ¼ 0 for all n: Since fn is convex, hence Lt fnXðt 
bxÞgnðxÞ; we obtain that
0X
Z
ðt  bxÞgnðxÞmðdxÞXt
Z 1
n
0
mðdxÞ  b
n
þ 1
n
Z N
1
n
ðt  bxÞmðdxÞ-tmðf0gÞ; n-N;
hence mðf0gÞ ¼ 0:
Since for arbitrary T40 there exists a ﬁnite constant cT for which
a
Z T
0
xf¨ðxÞmðdxÞpcTðjj f jjN þ jj ’fjjNÞ; fACN0 ðð0; TÞÞ;
[BKR, Theorem 2.1] now implies that mjð0;TÞ5dx with locally bounded density. Since
this reasoning holds for all T ; mjð0;NÞ5dx with locally bounded density h: In
particular, m5dx since mðf0gÞ ¼ 0: Moreover, hAH2;1loc ðð0;NÞÞ by [BKR, Theorem
2.8]).
For arbitrary fACN0 ðRþÞ we now have that
0 ¼
Z
Lt f dm ¼
Z
ðaxf¨ðxÞ þ ðt  b˜xÞ ’fðxÞÞhðxÞ dx
þ
Z
x
Z
f ðx þ sÞ  f ðxÞ nðdsÞhðxÞ dx
¼
Z
ðaxf¨ðxÞ þ ðt  b˜xÞ ’fðxÞÞhðxÞ dx
þ
Z
x
Z Z xþs
x
’fðtÞ dt nðdsÞhðxÞ dx;
or equivalently,
Z
axf¨ðxÞhðxÞ dx ¼
Z
ðb˜x  tÞ ’fðxÞhðxÞ dx 
Z
’fðxÞNðxÞ dx;
where b˜ ¼ b þ c1 and
NðxÞ ¼
Z Z
frpxprþsg
rhðrÞ dr nðdsÞ ¼
Z x
0
rhðrÞ
Z N
xr
nðdsÞ dr
¼
Z x
0
rhðrÞnð½x  r;NÞÞ drABbðRþÞ;
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since n is ﬁnite and m has ﬁnite ﬁrst moment. Consequently, idRþhAH
2;1
loc ðð0;NÞÞ and
a
d2idRþh
dx2
ðxÞ ¼ dðt  b˜ idRþÞh þ N
dx
ðxÞ:
In the following let h (resp. ’h) always be the continuous dx-version of h (resp. ’h). Let
c :¼ d idRþh
dx
: The last equality implies in particular that for T4x;
aðcðTÞ  cðxÞÞ ¼ ðt  b˜TÞhðTÞ þ NðTÞ  ðt  b˜xÞhðxÞ  NðxÞ;
or equivalently,
acðxÞ ¼ ðt  b˜xÞhðxÞ þ
Z x
0
rhðrÞnð½x  r;NÞÞ dr þ FðTÞ; T4x;
where FðTÞ :¼ acðTÞ þ ðb˜T  tÞhðTÞ  NðTÞ: We will show next that
lim inf
T-N
jFðTÞj ¼ 0 ð2:2Þ
which then implies the assertion.
For the proof of (2.2) suppose on the contrary that lim infT-N jFðTÞj40: Since F
is continuous it follows that there exists T040 and d40 such that FðTÞXd for all
TXT0 or FðTÞp d for all TXT0: In the ﬁrst case, we conclude that
aðThðTÞ  T0hðT0ÞÞ þ
Z T
T0
ðb˜r  tÞ mðdrÞ 
Z T
T0
NðrÞ drXdðT  T0Þ;
hence lim infT-N ThðTÞ ¼N; since
sup
TXT0
Z T
T0
ðb˜r  tÞ mðdrÞ 
Z T
T0
NðrÞ dr

pb˜
Z
r mðdrÞ þ t þ
Z
NðrÞ droN;
where we used the fact thatZ
NðrÞ dr ¼
Z Z r
0
shðsÞnð½r  s;NÞÞ ds dr ¼
Z Z
nð½r;NÞÞ dr shðsÞ ds
¼
Z
smðdsÞ 
Z
rnðdrÞoN:
This contradicts the fact that idRþhAL
1ðRþ; dxÞ:
If on the other hand FðTÞp d for all TXT0 then similarly
aðThðTÞ  T0hðT0ÞÞ þ
Z T
T0
ðb˜r  tÞ mðdrÞ 
Z T
T0
NðrÞ drp dðT  T0Þ;
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which implies limT-N ThðTÞ ¼ N: In particular, hðTÞo0 for large T which
contradicts the fact that h is the density of a probability measure. Consequently,
lim infT-N jFðTÞj ¼ 0; hence the proposition follows. &
Lemma 2.3. Assume that
R ð1þ sÞ nðdsÞoN and let h be the density of mt: Then
g :¼ lim
xk0
x1
t
ahðxÞAð0;NÞ: ð2:3Þ
Proof. First note that for l41
t
Z l
0
s ds
gðsÞ þ as2 þ bs 
t
a
log l ¼ t
Z 1
0
s ds
gðsÞ þ as2 þ bs  t
Z l
1
gðsÞ þ bs
asðgðsÞ þ as2 þ bsÞ ds
converges to a limit AAR if l-N; so that
l
t
a
Z N
0
elsmtðdsÞ ¼ exp t
Z l
0
s ds
gðsÞ þ as2 þ bs 
log l
a
  
-expðAÞ; l-N:
It follows from [W, Theorem 4.3, p. 192] that
lim
xk0
x
t
a
Z x
0
hðsÞ ds ¼ expðAÞ
Gðt
a
þ 1Þ : ð2:4Þ
Let FðxÞ :¼ eb˜axx1tahðxÞ: Since ’FðxÞ ¼ 1
a
e
b˜
a
xx
t
a
R x
0 rhðrÞnð½x  r;NÞÞ drX0; hence F
monotone increasing, we conclude that g :¼ limxk0 FðxÞ exists. To see that g40 note
that otherwise there exists for arbitrary E40 some d40 such that e
b˜
a
xFðxÞpE for all
xAð0; dÞ and consequently,
x
t
a
Z x
0
hðsÞ dspxtae
Z x
0
s
t
a
1 ds ¼ e a
t
;
thus limxk0 x
t
a
R x
0 hðsÞ ds ¼ 0 in contrast to (2.4). Hence, g40 which implies the
assertion. &
Let
L :¼ y40 :
Z N
0
eyu nðduÞoN

 
;
let M
q
y ðxÞ :¼
R x
0 u
qeyu nð½u;NÞÞ du; x; y; qX0; and Mqy :¼ limxmN Mqy ðxÞ: We will
assume for the rest of Subsection 2.1 that
La| and lim
ymsup L
M0y þ y4b þ c1: ð2:5Þ
W. Stannat / Journal of Functional Analysis 201 (2003) 185–227 205
In particular, ck ¼
R
sk nðdsÞoN for all kX0: Since
lim
yk0
M0a1y þ y ¼ c1;
we can ﬁnd for any b40 a unique y ¼ yðbÞAL
3
for which M0
a1y þ y ¼ b þ c1:
Clearly, M
q
a1yoN for all qX0:
Proposition 2.4. Let h and g be as in 2.3. Let y40 be such that M0
a1y þ y ¼ b þ c1 ¼
: b˜: Then:
(i) hðxÞpgxta1eyax; x40; and gXð
y
a
Þ
t
a
Gðt
a
Þ:
(ii) hðxÞXge
M0
a1yþM
1
a1y
a ðx41Þtax1eyax; x40; and gpt
a
e
b˜þM1
a1y
a :
Proof. For the proof of (i) let FðxÞ :¼ x1taeyaxhðxÞ: By Proposition 2.2, we obtain
’FðxÞ ¼ y b˜
a
FðxÞ þ 1
a
x
t
ae
y
a
x
Z x
0
rhðrÞnð½x  r;NÞÞ dr:
Hence, Lemma 2.3 implies that
FðxÞ ¼ g M
0
a1y
a
Z x
0
FðrÞ dr þ 1
a
Z x
0
r
t
ae
y
a
r
Z r
0
shðsÞnð½r  s;NÞÞ ds dr
¼ g M
0
a1y
a
Z x
0
FðrÞ dr þ 1
a
Z x
0
shðsÞ
Z x
s
r
t
ae
y
a
rnð½r  s;NÞÞ dr ds
p g M
0
a1y
a
Z x
0
FðrÞ dr þ 1
a
Z x
0
FðsÞ
Z x
s
e
y
a
ðrsÞnð½r  s;NÞÞ dr dspg;
since
Z x
s
e
y
a
ðrsÞnð½r  s;NÞÞ drp
Z N
0
e
y
a
unð½u;NÞÞ du ¼ M0a1y:
Consequently, FðxÞpg which implies that hðxÞpgxta1eyax: Moreover,
1 ¼
Z
hðxÞ dxpg
Z
x
t
a
1e
y
a
x dx ¼ g Gð
t
a
Þ
ðy
a
Þta
;
which proves (i).
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For the proof of (ii) let us ﬁrst prove the trivial lower bound
hðxÞXgxta1eb˜ax; x40: ð2:6Þ
To this end let FðxÞ :¼ eb˜axx1tahðxÞ; x40: By Proposition 2.2 we obtain that
’FðxÞ ¼ 1
a
e
b˜
a
xx
t
a
Z x
0
shðsÞnð½x  s;NÞÞ dsX0:
Consequently, FðxÞXFð0Þ ¼ g which is equivalent to (2.6).
To improve the lower bound let aðxÞ :¼ R x10 RNt eyaunð½u;NÞÞ du dt; xX1; and
FðxÞ :¼ xhðxÞe
b˜xþaðxÞ
a ; xX1: Let g :¼ hð1Þe
y
a: We will show in the following that
FðxÞXge
M0
a1y
a
x; xX1: To this end ﬁx 0og0og and note that Fð1Þ ¼ hð1Þe
b˜
a ¼
ge
M0
a1y
a 4g0e
M0
a1y
a : Hence, by continuity there exists d40 such that FðxÞ4g0e
M0
a1y
a
x
for xA½1; 1þ dÞ:
Suppose now that Fðx0Þ ¼ g0e
M0
a1y
a
x0 holds for some x041 and strict inequality
holds for xA½1; x0Þ: Then Proposition 2.2 implies
’FðxÞ ¼ t
a
FðxÞ
x
þ ’aðxÞFðxÞ þ 1
a
e
b˜xþaðxÞ
a
Z x
0
shðsÞnð½x  s;NÞÞ ds:
Since FðxÞXg0e
M0
a1y
a
x for all xA½1; x0 we obtain for xA½1; x0 that
’FðxÞ ¼ t
a
FðxÞ
x
þ ’aðxÞ
a
FðxÞ þ 1
a
e
b˜xþaðxÞ
a
Z x
0
shðsÞnð½x  s;NÞÞ ds
X
g0
a
e
M0
a1y
a
x
Z N
x1
e
y
a
unð½u;NÞÞ du þ 1
a
Z x
1
FðsÞeb˜aðxsÞnð½x  s;NÞÞ ds
X g0
e
M0
a1y
a
x
a
Z N
x1
e
y
a
unð½u;NÞÞ du þ g0
e
M0
a1y
a
x
a
Z x
1
e
y
a
ðxsÞnð½x  s;NÞÞ ds
¼ g0
M0
a1y
a
e
M0
a1y
a
x:
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Hence,
g0e
M0
a1y
a
x0 ¼ Fðx0Þ ¼Fð1Þ þ
Z x0
1
’FðsÞ ds
XFð1Þ þ g0 e
M0
a1y
a
x0  e
M0
a1y
a
 !
4g0e
M0
a1y
a
x0 ;
which is a contradiction. Consequently, FðxÞ4g0e
M0
a1y
a
x for all xX1: Thus,
FðxÞXge
M0
a1y
a
x for all xX1; since 0og0og was arbitrary. Now,
aðxÞp
Z N
0
Z N
t
e
y
a
unð½u;NÞÞ du dt ¼
Z N
0
ue
y
a
unð½u;NÞÞ du ¼ M1a1y
implies that
hðxÞXhð1Þe
yM1
a1y
a x1e
y
a
x; xX1:
Combining this inequality and the lower bound obtained in (2.6) it follows that
hðxÞXge
M0
a1yþM
1
a1y
a ðx41Þtax1eyax
for all x40: Finally,
1 ¼
Z
hðxÞdxXge
M0
a1yþM
1
a1y
a
Z 1
0
s
t
a
1e
y
a
s dsXg
a
t
e
b˜þM1
a1y
a
which implies the assertion. &
2.1.1. Poincare´ inequalities
Using the upper and lower bound on the density of mt; obtained in the last
proposition, we can now apply the results from (A.1) to obtain Poincare´ inequalities
for the quadratic form
Etð f Þ ¼
Z
x ’f 2ðxÞmtðdxÞ; fAC1bðRþÞ:
Let us ﬁrst state the following additivity principle. Note that we do not assume that
the quadratic forms in the statement of the proposition are closable. In particular,
associated generators need not exist.
W. Stannat / Journal of Functional Analysis 201 (2003) 185–227208
Proposition 2.5. Let mi be probability measures on R
diþ; aiAL
1ðmiÞ; aiX0; and
ðEi; C1bðRdiþÞÞ be gradient forms of type
Eið f Þ ¼
Z
aiðxÞjrf j2ðxÞmiðdxÞ; fAC1bðRdiþÞ; i ¼ 1; 2;
on L2ðRdiþ; miÞ determining Poincare´ inequalities with constant less than ci; i ¼ 1; 2: Let
m ¼ m1#m2 and ðE; C1bðRd1þd2þ ÞÞ be the product of E1 and E2 on L2ðmÞ; that is,
Eð f Þ ¼
Z
E1ð f ð; yÞÞm2ðdyÞ þ
Z
E2ð f ðx; ÞÞm1ðdxÞ; fAC1bðRd1þd2þ Þ:
Then ðE; C1bðRd1þd2þ ÞÞ determines a Poincare´-inequality with constant less than c13c2:
Proof. Fix fAC1bðRd1þd2þ Þ: ThenZ
R
d2
þ
Z
R
d1
þ
f 2ðx; yÞ /fS2m1ðdxÞ m2ðdyÞ
pc1
Z
R
d2
þ
E1ð f ð; yÞÞ m2ðdyÞ þ
Z
R
d2
þ
Z
R
d1
þ
f ðx; yÞm1ðdxÞ
 !2
m2ðdyÞ /fS2
pc1
Z
R
d2
þ
E1ð f ð; yÞÞ m2ðdyÞ þ c2E2ðfˆ Þ; ð2:7Þ
where fˆ ðyÞ :¼ R f ðx; yÞm1ðdxÞAC1bðRd2þ Þ: Now @yk fˆ ðyÞ ¼ R @yk f ðx; yÞm1ðdyÞ implies
that
jrfˆ j 2ðyÞp
Z
jryf j2ðx; yÞm1ðdxÞ
and thus
E2ðfˆ Þ ¼
Z
a2ðyÞjrfˆ j 2ðyÞm2ðdyÞp
Z
E2ð f ðx; ÞÞm1ðdxÞ: ð2:8Þ
Combining (2.7) and (2.8) implies
R
f 2 /fS2 dmpc13c2 Eð f Þ; hence the asser-
tion. &
Theorem 2.6. Assume that (2.5) holds. Let y40 be such that M0
a1y þ y ¼ b þ c1 and
ca;b;n :¼ ay
a
y
þ 1
  
e
M0
a1yþM
1
a1y
a : ð2:9Þ
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Then Z
ð f /fSÞ2 dmtp4ca;b;nEtð f Þ; fAC1bðRþÞ:
For the proof of Theorem 2.6 we ﬁrst need the following.
Lemma 2.7. Let the assumptions be as in Theorem 2.6. Let toa; let h be the density of
mt and define
ca;b;nðtÞ :¼
a
yðayþ 1Þ
1 t
a
e
M0
a1yþM
1
a1y
a :
Then
sup
x40
mtð½x;NÞ
Z x
0
ds
shðsÞpca;b;nðtÞ:
Proof. Clearly, the lower bound in Proposition 2.4 implies that
Z x
0
ds
shðsÞp
e
M0
a1yþM
1
a1y
a
g
Z x
0
ðs41Þtaeyas ds
p e
M0
a1yþM
1
a1y
a
g
a
yþ 1
1 t
a
ðx41Þ1taeya x
and the upper bound that
mtð½x;NÞÞ ¼
Z N
x
hðsÞ dspg
Z N
x
s
t
a
1e
y
a
s dspg a
y
x
t
a
1e
y
a
x:
Combining the last two inequalities we conclude that
mtð½x;NÞÞ
Z x
0
ds
shðsÞpca;b;nðtÞðx31Þ
t
a
1; x40; ð2:10Þ
which implies the assertion. &
Proof of Theorem 2.6. For toa; Proposition A.1(i) applied to MðtÞ ¼ t implies thatZ
f 2 dmtp4ca;b;nðtÞEtð f Þ; fAC1bðRþÞ; f ð0Þ ¼ 0: ð2:11Þ
(2.11) could be also deduced directly from [Mu]; however, we included a slightly
more general version for later purposes in the appendix. (2.11) now implies in
particular that Et determines a Poincare´ inequality with constant less than 4ca;b;nðtÞ;
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since Z
ð f /fSÞ2 dmtp
Z
ð f  f ð0ÞÞ2 dmtp4ca;b;nðtÞEtð f Þ;
for all fAC1bðRþÞ: Note that limtk0 ca;b;nðtÞ ¼ ca;b;n: Hence, for arbitrary e40 we can
ﬁnd d40 such that jca;b;nðtÞ  ca;b;njpe for all tAð0; dÞ: Fix t40; let mAN be such
that tod  m; m :¼#mi¼1 m t
m
and
Eð f Þ :¼
Xm
i¼1
Z
xið@if Þ2ðxÞmðdxÞ; fAC1bðRmþÞ:
Then E too determines a Poincare´ inequality with constant less than ca;b;nðtÞpca;b;n þ
e by (2.5). Since ðmtÞt40 is a convolution semigroup we obtain thatR
hðPmi¼1 xiÞmðdxÞ ¼ R hðxÞmtðdxÞ for all hABbðRþÞ: Fix fAC1bðRþÞ and let gðxÞ :¼
f ðPmi¼1 xiÞAC1bðRmþÞ: ThenZ
ð f /fSÞ2 dmt ¼
Z
ðg /gSÞ2 dmpðca;b;n þ eÞEðgÞ
¼ ðca;b;n þ eÞ
Xm
i¼1
Z
xið@igÞ2ðxÞmðdxÞ
¼ ðca;b;n þ eÞ
Z Xm
i¼1
xi
 !
’f 2
Xm
i¼1
xi
 !
mðdxÞ
¼ ðca;b;n þ eÞ
Z
x ’f 2ðxÞmtðdxÞ:
Since e40 was arbitrary, we conclude that Et determines a Poincare´-inequality with
constant less than ca;b;n: &
Remark 2.8. In the particular case n 	 0; hence FðlÞ ¼ 1
a
logð1þ a
b
lÞ; mt ¼ Gb
a
;
t
a
is a
symmetrizing measure for ðLt; C1bðRþÞÞ and Lt has a complete system of eigenvectors
en; nX0; corresponding to the simple eigenvalues ln ¼ bn; nX0: The eigenvectors
en are given by the Laguerre polynomials
enðxÞ ¼
Xn
k¼0
Gðn þ t
a
Þ
Gðk þ t
a
Þ
ðb
a
ÞkðxÞk
k!ðn  kÞ!; nX0
(cf. [Sz, Chapter V] for the case b ¼ a). As a simple consequence, we obtain that Lt
has a mass gap of size b; or equivalently, Etð f Þ ¼ 1a
R
Lt ff dmt determines a
Poincare´ inequality with constant a
b
independent of t: Since M0
a1y ¼ M1a1y ¼ 0 and
y ¼ b in this case, the constant ca;b;n obtained in (2.6) is precisely 4ð1þ abÞ times the
optimal constant.
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2.1.2. Inequalities of hypercontractive type
Let ðX ;B; mÞ be a probability space and ðE; DðEÞÞ be a symmetric bilinear form
on L2ðX ; mÞ: ðE; DðEÞÞ determines an inequality of hypercontractive type if there
exist a monotone increasing function M :Rþ-Rþ with limt-N
MðtÞ
t
¼N and
nonnegative constants c1 and c2 such that
Z
M
f 2
jj f jj2
 !
dmpc1E
f
jj f jj
 
þ c2; fADðEÞ: ð2:12Þ
Clearly, an inequality of type (2.12) implies that squares of functions f which are
elements of bounded sets w.r.t. the norm Eð f Þ þ jj f jj2L2ðmÞ; e.g. balls ff 2 :Eð f Þ þ
jj f jj2L2ðmÞprg for arbitrary r40; are uniformly integrable or, equivalently, relatively
compact w.r.t. the weak topology on L1ðmÞ:
The purpose of this section is to study such inequalities for ðEt; C1bðRþÞÞ: In fact,
the estimate (2.10) shows that linear growth of M is not optimal in order to obtain
that
sup
x40
mtð½x;NÞÞ2Mðmt½x;NÞ1Þ
Z x
0
ds
shðsÞoN: ð2:13Þ
The optimal choice for M for which (2.13) still holds is MAOðs log1taðsÞÞ and an
application of Proposition A.1 gives an inequality of hypercontractive type.
However, these estimates are of no use for later inﬁnite-dimensional applications,
since we will show in the following that the constants for which ðEt; C1bðRþÞÞ
determines an inequality of hypercontractive type cannot be obtained uniformly in
tAð0; T  for any T40: Even worse, we have the following.
Proposition 2.9. Let aABþðRþÞ be such that
R
aðxÞð1
x
þ 1Þeyax dxoN; TAð0; a and
M be as in (2.12). Then there exist no nonnegative constants c1 and c2 such that
Z
M
f 2
jj f jj2
 !
dmtpc1Ea;t
f
jj f jj
 
þ c2; fAC1bðRþÞ;
for all tAð0; T : Here, Ea;tð f Þ :¼
R
aðxÞ ’f 2ðxÞmtðdxÞ; fAC1bðRþÞ:
Proof. The assumption on a and Proposition 2.4 imply that aAL1ðmtÞ; for all
tAð0; T : Let jAC10ðRþÞ; 1½3;4Þpjp1½1;6Þ; jj ’jjjNp1: Fix tAð0; T ; let h be the density
of mt and g as in (2.3). Since
jjjjj2Xmtð½3; 4ÞÞXge
M0
a1yþM
1
a1y
a
Z 4
3
x1e
y
a
x dx; ð2:14Þ
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it follows that
Ea;t
j
jjjjj
 
pe
M0
a1yþM
1
a1y
a
RN
1 aðxÞe
y
a
x dxR 4
3 x
1e
y
a
x dx
pc ð2:15Þ
for some constant c independent of t:
Hence, if M :Rþ-Rþ is monotone increasing with limt-N
MðtÞ
t
¼N there cannot
exist constants c1; c2 such that
Z
M
f 2
jj f jj2
 !
dmtpc1Ea;t
f
jj f jj
 
þ c2 for all fAC1bðRþÞ; tAð0; T ;
since
sup
tAð0;T 
Ea;t
j
jjjjj
 
pc;
by (2.15), whereas on the other hand
Z
M
j2
jjjjj2
 !
dmtX
Z 4
3
M
1
jjjjj2
 !
dmt ¼ M
1
jjjjj2
 !
mtð½3; 4ÞÞ
XM
1
mtð½1; 6ÞÞ
 
mtð½1; 6ÞÞ
mtð½3; 4ÞÞ
mtð½1; 6ÞÞ
 
-N; tk0;
since limtk0 mtð½1; 6Þ ¼ 0; whereas
inf
tAð0;T 
mtð½3; 4ÞÞ
mtð½1; 6ÞÞ
X
e
M0
a1yþM
1
a1y
a
R 4
3 x
1e
y
a
x dxR 6
1 e
y
a
x dx
40
by Proposition 2.4 again. &
2.2. The case a; b and n constant
Let S be a compact metric space, and a; b and n constant. We suppose that (2.5)
holds for the measure n: Let mFn be the random measure associated to F and n; nAE:
Let ðmFt Þt40 be the convolution semigroup associated to the Bernstein function F: Let
EFn ðFÞ :¼ a
Z
E
@F
@d
 2
; m
* +
mFn ðdmÞ FAFC1bðBþb ðSÞÞ:
The results of section 2.1 now easily imply the following.
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Theorem 2.10. Let ca;b;n be as in (2.9). Then:
(i) EFn determines a Poincare´ inequality with constant less than
4ca;b;n
a
:
(ii) The transition semigroup generated by the ð0;CÞ-superprocess with immigration
n converges to equilibrium with exponential rate bigger than a4ca;b;n:
Proof. Clearly, (ii) is a consequence of (i) (cf. Remark 1.13). For the proof of (i) note
that Theorem 2.6 and the additivity principle (cf. Proposition 2.5) immediately imply
that for arbitrary qARnþ and mq :¼#nk¼1mFqk the quadratic form
Eqð f Þ :¼ a
Xn
k¼1
Z
Rnþ
xkð@kf Þ2ðxÞmqðdxÞ; fAC1bðRnþÞ;
on L2ðmqÞ determines a Poincare´-inequality with constant less than 4ca;b;na ; henceZ
ð f /fSÞ2 dmqp
4ca;b;n
a
Eqð f Þ; fAC1bðRnþÞ: ð2:16Þ
Let
FC1bðAÞ :¼ fjðmðA1Þ;y; mðAnÞÞ :jAC1bðRnþÞ; ðAkÞkpnAAg;
where A denotes the set of ﬁnite measurable partitions of S: For arbitrary
FAFC1bðAÞ; FðmÞ ¼ jðmðA1Þ;y; mðAnÞÞ; (2.16) and the partition property of mFn
now imply that for mq; qk ¼ nðAkÞ; 1pkpn;Z
ðF /FSÞ2 dmFn ¼
Z
ðj/jSÞ2 dmq
p 4ca;b;n
a
a
Xn
k¼1
Z
Rnþ
xkð@kjÞ2ðxÞmqðdxÞ ¼
4ca;b;n
a
EFn ðFÞ: ð2:17Þ
For arbitrary FðmÞ ¼ jð/f1;mS;y;/fn; mSÞ; jAC1bðRnþÞ; fiABþb ðSÞ; we can now
ﬁnd an increasing sequence of measurable partitions ðAmk Þ1pkp2m of S and
f mi As
þ
b ðfAnm : np2mgÞ such that f mi -fi pointwise and uniformly bounded.
Then FmðmÞ ¼ jð/f m1 ; mS;y;/f mn ; mSÞ-FðmÞ for all mAE and /ð@Fm@d Þ
2ðmÞ;mS-
/ð@F@dÞ
2ðmÞ; mS pointwise. Since mFn has a ﬁnite ﬁrst moment, (2.17) and Lebesgue’s
theorem now imply thatZ
F 2 /FS2 dmFn ¼ limm-N
Z
F2m /FmS2 dmFnp limm-N
4ca;b;n
a
EFn ðFmÞ
¼ 4ca;b;n
a
EFn ðFÞ: &
W. Stannat / Journal of Functional Analysis 201 (2003) 185–227214
Remark 2.11. In the particular case n ¼ 0; hence FðlÞ ¼ 1
a
logð1þ a
b
lÞ; a proof
similar to the proof of Theorem 2.10(i) and Remark 2.8 imply that EFn determines a
Poincare´ inequality with constant 1
b
(independent of a) and this constant is optimal.
Remark 2.12. As already indicated in the discussion concerning Proposition 2.9, EFn
does not determine an inequality of hypercontractive type if jsuppðnÞj ¼N; since
Br :¼ fF 2 : FAFC1bðBþb ðSÞÞ; EFn ðFÞprg
is not uniformly integrable or, equivalently, not relatively compact w.r.t. the weak
topology on L1ðmFn Þ for any r40: Indeed, it sufﬁces to let r ¼ 1: Since L2ðnÞaL1ðnÞ
there exist ð fnÞCBþb ðSÞ such that limn-N fn ¼ 0 in L1ðnÞ but 0odp
R
f 2n dnpb for
all n: Since
R
/fn; mS2mFn ðdmÞX ab2
R
f 2n dn by (1.7), we can ﬁnd jnAC
1
bðRþÞ; jnð0Þ ¼
0; 0pjnðtÞpt; jj ’jnjjNp1; such that
R
jnð/fn; mSÞ2mFn ðdmÞXd2 ab2: Let FnðmÞ :¼
jnð/fn; mSÞAFC1bðBþb ðSÞÞ: Then (1.6) implies that
EFn ðFnÞp
Z
/f 2n ; mSm
F
n ðdmÞ ¼
1
b
Z
f 2n dnp1;
hence ðFnÞnX1CB1; but ðF 2n ÞnX1 is not uniformly integrable, since by (1.6)Z
Fn dm
F
np
Z
/fn; mSmFn ðdmÞ ¼
1
b
Z
fn dn-0; n-N;
hence limn-N Fn ¼ 0 in L1ðmFn Þ; whereas on the other hand
infnX1
R
F 2n dm
F
nX
d
2
a
b2
40:
2.3. The general case
Throughout the whole subsection let a; bACþðSÞ and let n be as in (0.1). Suppose
that nðx; Þ satisﬁes (2.5) for all xAS: Let c1ðxÞ ¼
R
snðx; dsÞ ¼ R nðx; ½s;NÞÞ ds; xAS;
and Mqt ðxÞ :¼
RN
0 u
qetunðx; ½u;NÞÞ du; t; qX0; xAS: Let us assume in addition that
M1 :¼ sup
xAS
M1a1ðxÞðbðxÞþc1ðxÞÞðxÞoN: ð2:18Þ
(e40 such that M0a1eðxÞ þ epbðxÞ þ c1ðxÞ: ð2:19Þ
Note that if M0
a1eACðSÞ for all eX0 Dini’s Theorem implies that limek0 M0a1e ¼ c1
uniformly, hence (2.19) follows.
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Theorem 2.13. Assume (2.18) and (2.19) and let
da;b;n :¼ 4e
jjajjN
e
þ 1
 
ejja
1jjNðjjbjjNþjjc1jjNþM1Þ:
Then:
(i) EFn ðFÞ :¼
R
/að@F@dÞ
2ðmÞ; mSmFn ðdmÞ; FAFC1bðBþb ðSÞÞ; determines a Poincare´
inequality with constant less than da;b;n:
(ii) The transition semigroup generated by the ð0;CÞ-superprocess with immigration
n converges to equilibrium with exponential rate bigger than 1
da;b;n
:
For the proof of Theorem 2.13 we need the following:
Lemma 2.14. Let mn; nX1; and m be probability measures on E such that
limn-Nmn ¼ m weakly and M :¼ supnX1
R jmjmnðdmÞoN: Let FnABbðEÞ;
nX1; and FACbðEÞ be such that cn :¼ supmAE FnðmÞFðmÞjmj -0; n-N: Then
limn-N
R
Fn dmn ¼
R
F dm:
Proof. Since limn-N
R
F dmn ¼
R
F dm it sufﬁces to prove that limn-N
R
F 
Fn dmn ¼ 0: But this follows from the fact thatZ
F  Fn dmn

pcn
Z
jmjmnðdmÞpcnM-0; n-N: &
Proof of Theorem 2.13. Clearly, (ii) is a consequence of (i) and (1.2). For the proof of
(i) let ðSnk;l;mÞ1pk;l;mpnþ1 and Fn be as in Step 2 of Theorem 1.5. Let mnk;l;m :¼
m
Fðsn
k;l;m
;Þ
njSn
k;l;m
; 1pk; l; mpn þ 1; and Enk;l;mðFÞ :¼ aðsnk;l;mÞ
R
/ð@F@dÞ
2ðmÞ; mSmnk;l;mðdmÞ;
FAFC1bðBþb ðSÞÞ: By Theorem 2.9 Enk;l;m determines a Poincare´ inequality with
constant less than
cnk;l;m :¼
4
ynk;l;m
aðsnk;l;mÞ
ynk;l;m
þ 1
 !
e
M0
a1ðsn
k;l;m
Þyn
k;l;m
þM1
a1ðsn
k;l;m
Þyn
k;l;m
aðsn
k;l;m
Þ ;
where ynk;l;m is such that
M0a1ðsn
k;l;m
Þynk;l;m þ y
n
k;l;m ¼ bðsnk;l;mÞ þ c1ðsnk;l;mÞ:
In particular
ynk;l;mXe ð2:20Þ
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by (2.19) and M0
a1ðsn
k;l;m
Þynk;l;mpjjbjjN þ jjc1jjN; so that
cnk;l;mp
4
e
jjajjN
e
þ 1
 
ejja
1jjNðjjbjjNþjjc1jjNþM1Þ ¼ da;b;n;
since M1
a1ðsn
k;l;m
Þynk;l;mpM
1
a1ðsn
k;l;m
Þðbðsn
k;l;m
Þþc1ðsnk;l;mÞÞ
pM1 by (2.18). Similar to Proposition
2.5, the product
%EnðFÞ :¼
Xnþ1
k;l;m¼1
aðsnk;l;mÞ
Z
Eðnþ1Þ3
@F
@dxk;l;m
 2
ðmÞ; mk;l;mðdxk;l;mÞ
* + Ynþ1
k;l;m¼1
mnk;l;mðdmk;l;mÞ;
of the bilinear forms Enk;l;m; 1pk; l; mpn þ 1; determines a Poincare´-inequality with
constant less than da;b;n: Here,
@F
@dxk;l;m
ðmÞ ¼ dFðm1;1;1;y; mk;l;m1; mk;l;m þ sdxk;l;m ; mk;l;mþ1;y; mnþ1;nþ1;nþ1Þ
ds
js¼0
denotes the Gateaux-derivative of F at m in direction dxk;l;m w.r.t. the mk;l;m-variable.
Recall from the proof of Theorem 1.5 that mFnn is just the convolution of m
n
k;l;m;
1pk; l; mpn þ 1; so that R H dmFnn ¼ R HðPnþ1k;l;m¼1 mk;l;mÞQnþ1k;l;m¼1 mnk;l;mðdmk;l;mÞ for
any HABþðEÞ: In particular, if FAFC1bðBþb ðSÞÞ; GðmÞ ¼ Fð
Pnþ1
k;l;m¼1 mk;l;mÞ; and
an :¼
Pnþ1
k;l;m¼1 aðsnk;l;mÞ1Snk;l;m ; thenZ
ðF /FSÞ2 dmFnn
¼
Z
ðG /GSÞ2 d #nþ1
k;l;m¼1
mnk;l;m
 
pda;b;n %Enk;l;mðGÞ
¼ da;b;n
Xnþ1
k;l;m¼1
Z
Eðnþ1Þ3
aðsnk;l;mÞ mk;l;m;
@F
@d
 2 Xnþ1
k;l;m¼1
mk;l;m
 !* + Ynþ1
k;l;m¼1
mnk;l;mðdmk;l;mÞ
pda;b;n
Z
Eðnþ1Þ3
an
Xnþ1
k;l;m¼1
mk;l;m
 !
;
@F
@d
 2 Xnþ1
k;l;m¼1
mk;l;m
 !* + Ynþ1
k;l;m¼1
mnk;l;mðdmk;l;mÞ
¼ da;b;n
Z
an
@F
@d
 2
ðmÞ; m
* +
mFnn ðdmÞ;
so that
EFnn ðFÞ ¼
Z
an
@F
@d
 2
ðmÞ; m
* +
mFnn ðdmÞ; FAFC1bðBþb ðSÞÞ;
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determines a Poincare´ inequality with constant less than da;b;n: Since limn-Nm
Fn
n ¼
mFn weakly (cf. the proof of Theorem 1.5) it follows from (1.5) and Lemma 2.14 that
limn-N E
Fn
n ðFÞ ¼ EFn ðFÞ for FAFC10ðCþðSÞÞ and thusZ
ðF /FSÞ2 dmFn ¼ limn-N
Z
ðF /FSÞ2 dmFnn
p limn-N da;b;nEFnn ðFÞ ¼ da;b;nEFn ðFÞ:
Consequently, ðEFnn ;FC10ðCþðSÞÞÞ determines a Poincare´ inequality with constant
less than da;b;n; hence ðEFnn ;FC1bðBþb ðSÞÞÞ too by approximation. &
Remark 2.15. Again in the particular case n 	 0; a proof similar to the proof of
Theorem 2.13(i) and Remark 2.11 imply that EFn determines a Poincare´ inequality
with constant jjb1jjN and this constant is optimal.
3. Random Gamma measures
Throughout this section, we specialize to the particular case n 	 0; hence
Cðx; lÞ ¼ aðxÞl2  bðxÞl; and Fðx; lÞ ¼ 1
aðxÞ logð1þ aðxÞbðxÞ lÞ; lX0: Fix nAMþðSÞ
and denote by mFn the associated random measure (cf. Theorem 1.5). Recall from
Example 1.11 that in the case a; b constant, mFn is a random Gamma measure. We
will therefore use the same notation for mFn in the nonconstant case too. Let L
C
n be as
in (0.7) and ðT nt Þ be the semigroup of the ð0;CÞ-superprocess with immigration n:
Theorem 3.1. mFn is a symmetrizing measure for ðT nt Þ; hence for LCn :
ðLCn ;FC20ðCþðSÞÞÞ is essentially self-adjoint in L2ðmFn Þ: The quadratic form associated
to LCn is given by the closure of
EFn ðFÞ :¼
Z
a
@F
@d
 2
ðmÞ; m
* +
mFn ðdmÞ; FAFC20ðCþðSÞÞ;
in L2ðmFn Þ: EFn determines a Poincare´ inequality with constant less than jjb1jjN or
equivalently, the closure of LCn has a mass gap of size bigger than inf
xAS
bðxÞ:
Proof. To prove that mFn is a symmetrizing measure for ðTnt ÞtX0 note that for
f ; gACþðSÞ
Z
Tnt jf ðmÞjgðmÞmFn ðdmÞ
¼ exp 
Z t
0
/csð f Þ; nS ds /Fð;ctð f Þ þ gÞ; nS
 
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¼ exp /Fð; f þ gÞ; nS
Z t
0
csð f Þ 
csð f Þ þ g
Cð;csð f Þ þ gÞ
Cð;csð f ÞÞ; n
 
ds
 
¼ exp /Fð; f þ gÞ; nS
Z t
0
acsð f Þ  g
aðcsð f Þ þ gÞ þ b
; n
 
ds
 
:
Now observe that csð f Þ ¼ e
bsf
1þa
b
ð1ebsÞf ; sX0; so that
acsð f Þ  g
aðcsð f Þ þ gÞ þ b
¼ ae
bsfg
að f þ gÞ þ b þ a2
b
ð1 ebsÞfg
is symmetric in f and g: This implies that
R
T nt jfjg dm
F
n is symmetric in f and g too,
and thus that Tnt is m
F
n -symmetric by the monotone class theorem.
In particular, ðLCn ;FC20ðCþðSÞÞÞ is symmetric. ðLCn ;FC20ðCþðSÞÞÞ is essentially
self-adjoint, since the closure of this operator in L2ðmFn Þ generates a C0-semigroup
by Proposition 1.6. Remark 1.5 implies that  R LCn F  F dmFn ¼ EFn ðFÞ;
FAFC20ðCþðSÞÞ; hence, EFn is closable in L2ðmFn Þ and its closure is associated with
the unique self-adjoint extension of ðLCn ;FC20ðCþðSÞÞÞ:
Finally, the statement concerning the Poincare´-inequality follows from Remark
2.15. &
Remark. In the particular case a 	 1
2
and b constant, Ethier and Grifﬁths have
shown in [EG, Corollary 1.2], using an explicit representation of ðT nt Þ; that
jjT nt ðm; Þ  mFn jjvarp 1 exp 
b
a
ebt
1 ebtjmj
  
þ 1 ð1 ebtÞ
jnj
a
 
:
Here, jj  jjvar denotes the variation norm. In particular, the rate of convergence is
nonuniform in m (in contrast to the rate of convergence in L2ðmFn Þ), which is not
surprising since E is only locally compact. In a forthcoming paper (cf. [St3]), we will
generalize the last result to nonconstant branching mechanism and nonzero
mutation.
3.1. Quasi-invariance of mFn
In this subsection, let us specify a class of transformations T :E-E which leave
the random Gamma measure quasi-invariant, that is, the image measure TðmFn Þ is
absolutely continuous w.r.t. mFn : To this end, ﬁx gAB
þ
b ðSÞ such that g1ABbðSÞ and
consider the associated transformation
Tg : E-E; m/g  m:
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It is easy to see that the image measure TgðmFn Þ is again a random Gamma measure,
in fact
Z
expð/f ; mSÞTgðmFn ÞðdmÞ ¼
Z
expð/fg; mSÞmFn ðdmÞ
¼ exp 
Z
Fð; fgÞ dn
 
¼ exp 
Z
Fgð; f Þ dn
 
; fABþb ðSÞ; ð3:1Þ
where Fgðx; lÞ ¼ 1aðxÞ logð1þ aðxÞbðxÞg1ðxÞ lÞ: In particular, if a; b; gACþðSÞ then
TgðmFn Þ ¼ mFgn is the symmetrizing measure for
LCgn FðmÞ ¼
Z Z
mðdxÞdxðdyÞaðxÞ @
2F
@dx@dy
ðmÞ

Z
mðdxÞbðxÞg1ðxÞ @F
@dx
ðmÞ þ
Z
nðdxÞ @F
@dx
ðmÞ
¼LCn FðmÞ þ
Z
mðdxÞbðxÞð1 g1ðxÞÞ @F
@dx
ðmÞ
which is a ﬁrst-order perturbation of LCn : Here, Cgðx; lÞ ¼ aðxÞl2  bðxÞg1ðxÞl:
As a special case of (3.1) we note that
mFn ¼ Ta
b
m
logð1þÞ
1
a
n
 
: ð3:2Þ
The following theorem may be seen as the analogue of one half of the Cameron–
Martin–Girsanov theorem for the classical Wiener measure:
Theorem 3.2. Let g; Tg and Fg be as above. Then TgðmFn Þ ¼ mFgn 5mFn and the random
variable expð/1
a
log g; nSÞ expð/b
a
ð1 g1Þ;mSÞ; mAE; is an mFn -version of the
density.
Remark 3.3. In the particular case FðlÞ ¼ logð1þ lÞ and n is a nonatomic measure,
the last theorem has been stated under the weaker assumption that gABþðSÞ andR jlog gj dnoN in [TV, Theorem 1].
Let us ﬁrst prove two particular cases of Theorem 3.2.
Lemma 3.4. Let qARdþ and gA (R
d
þ: Let G1;q ¼#dk¼1G1;qk and mg :Rdþ-Rdþ;
x/ðgkxkÞ1pkpd : Then mgðG1;qÞðdxÞ ¼ expð/log g; qSÞ expð/1 g1; xSÞG1;qðdxÞ:
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Proof. Clearly, by the change of variables formula
Z
f ðxÞmgðG1;qÞðdxÞ ¼
Z
f ðmgðxÞÞG1;qðdxÞ
¼
Yd
k¼1
g1k
Z
f ðxÞ
Yd
k¼1
1
GðqkÞ
xk
gk
 qk1
e
xk
gk dx
¼
Yd
k¼1
g
qk
k
Z
f ðxÞ
Yd
k¼1
eð1g
1
k
ÞxkG1;qðdxÞ
¼
Z
f ðxÞ expð/log g; qSÞ exp /1 g1; xS G1;qðdxÞ: &
Proposition 3.5. Let a ¼ b 	 1: Then TgðmFn Þ ¼ mFgn 5mFn and the random variable
XgðmÞ :¼ expð/log g; nSÞexpð/1 g1; mSÞ; mAE; is an mFn -version of the density.
Proof. Let us ﬁrst consider the particular case g ¼Pnk¼1 %gk1Ak ; where ðAkÞ1pkpn is a
measurable partition of S: Let ðBkÞ1pkpm be a measurable partition of S such that
there exist IkCf1;y; mg with Ak ¼
S
lAIk Bl ; 1pkpn: Let qk :¼ nðBkÞ and
P : E-Rmþ; m/ðmðBkÞÞ1pkpm: Let gk :¼ %gl if kAIl and FðmÞ ¼ f ðmðB1Þ;y; mðBmÞÞ;
fABbðRmþÞ: Note that FðTgðmÞÞ ¼ ð f 3mgÞðPðmÞÞ; where mg is as in Lemma 3.4.
Then the partition property of mFn and Lemma 3.4 imply thatZ
F dTgðmFn Þ ¼
Z
FðTgðmÞÞmFn ðdmÞ ¼
Z
f 3mg dG1;q
¼
Z
f ðxÞ expð/log g; qSÞ expð/1 g1; xSÞG1;qðdxÞ
¼
Z
FðmÞXgðmÞmFn ðdmÞ: ð3:3Þ
By monotone class arguments, (3.3) extends to all FABbðEÞ which implies the
assertion in this case.
For general g we can approximate g uniformly by functions gnABþb ðSÞ as above
with jjgn3g1n jjNpjjg3g1jjN: In particular, limn-N TgnðmÞ ¼ TgðmÞ w.r.t. the weak
topology, limn-N XgnðmÞ ¼ XgðmÞ by Lebesgue’s theorem, and thus for all FACbðEÞZ
F dTgðmFn Þ ¼
Z
FðTgðmÞÞmFn ðdmÞ ¼ limn-N
Z
FðTgnðmÞÞ mFn ðdmÞ
¼ lim
n-N
Z
FðmÞXgnðmÞ mFn ðdmÞ ¼
Z
FðmÞXgðmÞ mFn ðdmÞ;
which proves the proposition. &
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Proof of Theorem 3.2. Let a; bABþb ðSÞ such that a1; b1ABbðSÞ: Then gabABþb ðSÞ;
g1
b
a
ABbðSÞ; and (3.1), (3.2) and Proposition 3.5 imply that
TgðmFn ÞðdmÞ ¼Tga
b
ðmlogð1þÞ1
a
n
ÞðdmÞ
¼ exp  log ga
b
 
;
n
a
D E 
exp 1 b
a
g1; m
  
m
logð1þÞ
1
a
n
ðdmÞ
¼ expð/log g; n
a
SÞexp b
a
ð1 g1Þ; m
  
mFn ðdmÞ;
which implies the assertion. &
Remark 3.6. LetM1ðSÞ be the space of all probability measures on S and consider
the transformation T :E \f0g-Rþ M1ðSÞ; m/ðjmj; jmj1mÞ: It is well-known (cf.
[DV-J, Example 6.1.4], or [TV, Lemma 1] for the nonatomic case) that Tðmlogð1þÞn Þ ¼
G1;jnj#Pn; where Pn is the GEM-distribution associated with n; that is, a probability
measure on M1ðSÞ whose ﬁnite-dimensional distributions are given by
PnðmðA1ÞAdx1;y; mðAnÞAdxnÞ
¼ GðjnjÞQnþ1
k¼1 GðnðAkÞÞ
Yn
k¼1 x
nðAkÞ1
k 1
Xn
k¼1
xk
 !nðAnþ1Þ1
dx;
on the n-dimensional simplex Dn :¼ fxARnþ :
Pn
k¼1 xkp1g for any measurable
partition ðAkÞ1pkpnþ1 with nðAkÞ40; 1pkpn þ 1: It follows from (3.1) and
Theorem 3.2 in the general case a; bABþb ðSÞ; with a1; b1ABbðSÞ that
TðmFn Þðdt; dmÞ ¼T 3 Ta
b
ðmlogð1þÞ1
a
n
Þðdt; dmÞ
¼T exp  1
a
log
a
b
 
; n
  
exp 1 b
a
; 
  
m
logð1þÞ
1
a
n
 
ðdt; dmÞ
¼ exp  1
a
log
a
b
 
; n
  
exp t 1 b
a
; m
  
G1;jnj#P1
a
n
ðdt; dmÞ:
In particular, jmj and jmj1m are no longer independent unless a
b
	 constant: Note that
the distribution of jmj1m is given by the measure
exp  1
a
log
a
b
 
; n
  
exp jnj log a
b
; m
D E  
P1
a
n
ðdmÞ ð3:4Þ
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on M1ðSÞ; sinceZ
Fðjmj1mÞmFn ðdmÞ
¼
Z
Rþ
Z
M1ðSÞ
FðmÞ exp  1
a
log
a
b
 
; n
  
exp t 1 b
a
; m
  
G1;jnj#P1
a
n
ðdt; dmÞ
¼
Z
M1ðSÞ
FðmÞ exp  1
a
log
a
b
 
; n
  
exp jnj log b
a
; m
   
P1
a
n
ðdmÞ:
Consider the transformation
Sg :M1ðSÞ-M1ðSÞ; m/ gm/g; mS;
for gABþb ðSÞ; g1ABbðSÞ: Since Sgðjmj1mÞ ¼ gm/g;mS and Tgðmlogð1þÞn Þ ¼ mlogð1þgÞn by
(3.1), (3.4) now implies that
SgðPnÞðdmÞ ¼ expð/log g; nSÞ expðjnj logð/g1; mSÞÞPnðdmÞ: ð3:5Þ
(3.5) has been shown ﬁrst by Handa in [H] (cf. also [TV, Theorem 5] for a similar
result).
Appendix. Poincare´-type inequalities
Throughout the whole appendix let mðdxÞ ¼ hðxÞ dx be an absolute continuous
probability measure on Rþ with full support and aAL1þðRþ; mÞ: We can then deﬁne
the quadratic form
Ea;mð f Þ :¼
Z
aðxÞ ’f 2ðxÞmðdxÞ; fAC1bðRþÞ;
on L2ðmÞ: Let MðtÞ ¼ tmðtÞ for m :Rþ-Rþ nondecreasing, and c1 and c2 be two
nonnegative constants. Then the purpose of this appendix is to prove inequalities of
the type
Z
M
f 2
jj f jj2
 !
dmpc1Ea;m
f
jj f jj
 
þ c2 ðA:1Þ
for all fAC1bðRþÞ (resp. all fAC1bðRþÞ with f ð0Þ ¼ 0 if c2 ¼ 0) (cf. Proposition A.1).
Clearly, (A.1) implies as particular cases
(a) MðtÞ ¼ t; c2 ¼ 0:Z
f 2 dmpc1Ea;mð f Þ; fAC1bðRþÞ; f ð0Þ ¼ 0;
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and the last inequality implies that Ea;m determines a Poincare´ inequality with
constant less than c1; since
Z
ð f /fSÞ2 dmp
Z
ð f  f ð0ÞÞ2 dmpc1Ea;mð f Þ
for all fAC1bðRþÞ:
(b) MðtÞ ¼ t logðt þ 2Þ:
Z
f 2 log f 2 dm ¼
Z
f 2 log
f 2
jj f jj2
 !
dmþ jj f jj2 log jj f jj2
p
Z
f 2 log
f 2
jj f jj2 þ 2
 !
dmþ jj f jj2 log jj f jj2
p c1Ea;mð f Þ þ c2jj f jj2 þ jj f jj2 log jj f jj2; fAC1bðRþÞ;
so that in this case Ea;m determines a (defective) logarithmic Sobolev inequality with
constants less than c1 and c2:
The next proposition is a generalization of the corresponding results on
logarithmic Sobolev inequalities obtained in [BoGo, Theorem 5.3] for gradient
forms on R: Note that in [BoGo], a is always assumed to be þ1:
Proposition A.1. Let mAC1ðRþÞ be either constant or strictly increasing to infinity.
Suppose that m0 :¼ suptX0ðt þ 1Þ ’mðtÞoN and mð0Þ40: If
c :¼ sup
x40
mð½x;NÞÞmðm½x;NÞ1Þ
Z x
0
ds
aðsÞhðsÞoN
and MðtÞ :¼ tmðtÞ; then:
(i)
R
Mð f 2jj f jj2Þ dmp4c
m0þmð0Þ
mð0Þ Ea;mð fjj f jjÞ for all fAC1bðRþÞ; f ð0Þ ¼ 0:
(ii)
R
Mð f 2jj f jj2Þ dmp4c
m0þmð0Þ
mð0Þ Ea;mð fjj f jjÞ þ ðm0þmð0ÞÞ
2
mð0Þ for all fAC
1
bðRþÞ:
Proof. Let us prove the constant case m 	 mð0Þ ﬁrst. For the proof of (i) let
fAC1bðRþÞ; f ð0Þ ¼ 0: By [Mu] it follows that
RN
0 f
2mð f 2Þ dmp4cfEa;mð f Þ; where
cf ¼ sup
x40
Z N
x
mð f 2Þ dm
Z x
0
ds
aðsÞhðsÞ:
Since
RN
x
mð f 2Þ dm ¼ mð0Þmð½x;NÞÞ; hence 4cfp4c m0þmð0Þmð0Þ ; we obtain (i). For the
proof of (ii) let fAC1bðRþÞ: We may assume jj f jj ¼ 1: Let f˜ :¼ f  f ð0Þ: Then (i)
W. Stannat / Journal of Functional Analysis 201 (2003) 185–227224
impliesZ N
0
f 2mð f 2Þ dmpmð0Þ
Z N
0
f˜ 2 dmþ mð0Þ/fS2p4c mð0Þ þ m0
mð0Þ Ea;mð f Þ þ mð0Þ
which implies (ii) by homogeneity.
Assume next that m is strictly increasing to inﬁnity. Let PðtÞ :¼ R t0 mðsÞ ds;
n : ½mð0Þ;NÞ-Rþ the inverse of m and QðtÞ :¼
R t
0 nðsÞ ds; tXmð0Þ; the complemen-
tary function to P: Then
PðtÞptmðtÞ; tX0; QðmðtÞÞptm0; tXmð0Þ; ðA:2Þ
since d
dt
PðtÞ ¼ mðtÞ and d
dt
QðmðtÞÞ ¼ nðmðtÞÞ ’mðtÞ ¼ t ’mðtÞpm0:
For the proof of (i) ﬁx fAC1bðRþÞ; f ð0Þ ¼ 0: We may assume that jj f jj ¼ 1:
Let gABþb ðRþÞ; gXmð0Þ; be such that
R
QðgÞ dmpm0: By [Mu] it follows thatRN
0
f 2g dmp4cgEa;mð f Þ; where
cg ¼ sup
x40
Z N
x
g dm
Z x
0
ds
aðsÞhðsÞ:
Young’s inequality stpPðsÞ þ QðtÞ; sX0; tXmð0Þ; now easily implies that for
arbitrary AABðRþÞ;Z
1Ag dm ¼ mðAÞ
Z
ðmðAÞ11AÞg dmpmðAÞ
Z
PðmðAÞ11AÞ dmþ mðAÞ
Z
QðgÞ dm
pmðAÞ2MðmðAÞ1Þ þ m0mðAÞp 1þ m0
mð0Þ
 
mðAÞmðmðAÞ1Þ:
Consequently, cgpmð0Þþm0mð0Þ c and thusZ N
0
f 2g dmp4c mð0Þ þ m0
mð0Þ Ea;mð f Þ: ðA:3Þ
Now, let g :¼ mð f 2ÞðXmð0ÞÞ: Then (A.2) implies that R QðgÞ dmpm0 R f 2 dm ¼ m0;
and thus Z
Mð f 2Þ dm ¼
Z
f 2g dmp4c m0 þ mð0Þ
mð0Þ Ea;mð f Þ;
which implies (i).
For the proof of (ii) ﬁrst note that
mðtÞ ¼
Z t
0
’mðsÞ dspm0
Z t
0
ds
s þ 1 ¼ m0 logðt þ 1Þ; tX0: ðA:4Þ
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Now ﬁx fAC1bðRþÞ: We may assume that jj f jj ¼ 1: Let f˜ :¼ f  f ð0Þ: For
gABþb ðRþÞ; gXmð0Þ; (A.3) implies thatZ
f /fgS
/gS
 2
g dmp
Z
f˜ 2g dmp4c m0 þ mð0Þ
mð0Þ Ea;mð f Þ;
which is equivalent toZ
f 2g dmp4c m0 þ mð0Þ
mð0Þ Ea;mð f Þ þ
/fgS2
/gS
:
In particular, if g :¼ mð f 2ÞðXmð0ÞÞ; the last inequality now impliesZ
Mð f 2Þ dmp4c m0 þ mð0Þ
mð0Þ Ea;mð f Þ þ
m20
mð0Þ;
since
R
g dmXmð0Þ and /fgSpm0/j f j logð f 2 þ 1ÞSpm0 by (A.4). &
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