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Abstract 
Although image inpainting, or the art of repairing the old and deteriorated images, has been 
around for many years, it has gained even more popularity because of the recent development 
in image processing techniques. With the improvement of image processing tools and the 
flexibility of digital image editing, automatic image inpainting has found important applica- 
tions in computer vision and has also become an important and challenging topic of research 
in image processing. This paper is a brief review of the existing image inpainting approaches 
we first present a global vision on the existing methods for image inpainting.  We  attempt  
to collect most of the existing approaches and classify them into three categories, namely, 
sequential-based, CNN-based and GAN-based methods. In addition, for each category, a  
list of methods for the different types of distortion on the images is presented. Furthermore, 
collect a list of the available datasets and discuss these in our paper. This is a contribution 
for digital image inpainting researchers trying to look for the available datasets because there 
is a lack of datasets available for image inpainting. As the final step in this overview, we 
present the results of real evaluations of the three categories of image inpainting methods 
performed on the datasets used, for the different types of image distortion. In the end, we 
also present the evaluations metrics and discuss the performance of these methods in terms 
of these metrics. This overview can be used as a reference for image inpainting researchers, 
and it can also facilitate the comparison of the methods as well as the datasets used. The 
main contribution of this paper is the presentation of the three categories of image inpaint- 
ing methods along with a list of available datasets that the researchers can use to evaluate 
their proposed methodology against. 
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1. Introduction 
Nowadays, image is one of the most common forms of information that is used in every 
domain of life. In addition, it is a crucial tool for monitoring the security of people and 
objects. But the editing applications that can edit an image without leaving any traces, 
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pose a problem to the public trust and confidence. So, the need for an automatic system to 
detect and extract the real image present in the available is an urgent demand. Meanwhile, 
the availability of original image from the given image is heavily dependent on the extraction 
mechanism of the original image, hence object removal from images is one of the big concerns 
of the research and a hot topic for information security [1,2]. 
 
Figure 1: Types of distortion. 
 
Shared images in the social networks can contain many objects added to these images 
including signature, rectangles or emoticons. The addition of these objects can change the 
semantic of the images. Removing these objects from the images is a widely recognized 
problem and a current track in computer vision research. Also, object removal is considered 
a solution for forgery of images. The object removal techniques that exist in literature can  
be divided into two categories: image inpainting and copy-move methods. The copy–move 
based methods perform the undesired object removal by extracting a part from another 
image or another region from the same image, then pasting it to the object region that we 
are trying to remove. This technique is widely used for object removal due its simplicity,  but 
it is not suitable for some cases like face images or complicated scenes. Image inpainting 
was applied on old images in order to remove scratches and enhance damaged images. Now, 
it is used for removing artifact objects that can be added to the images by filling the target 
region with estimated values. Image inpainting is also used to remove any type of distortion 
including text, blocks, noise, scratch, lines or many types of masks [3-5]. Figure 1 represents 
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the different existing types of distortion. By using recently developed algorithms, image 
inpainting can restore coherently both texture and structure components of the image. The 
obtained results demonstrate that these methods can remove undesirable objects from the 
images without leaving traces like artifacts ghosts. Until now, a few methods are proposed 
for blind image inpainting regarding the massive number of published works with different 
techniques like sequential-based, CNN-based or GAN-based. 
Removing objects from images using image inpainting can reach improved performance 
in the future, but when the image editors hide their traces using sophisticated techniques, the 
detection of forgery and the inpainting of image can become difficult. For that reason, almost 
all detection approaches attempt to handle this by detecting the abnormalities of similarity 
between blocks of the image that can be affected during the postprocessing operation. For 
that, For that, this work is a summarization of different methods for image inpainting using 
different techniques including sequential-based, CNN-based or GAN-based methods. 
The remainder of the paper is organized as follows. The literature overview including 
sequential-based, CNN-based and GAN-based methods are presented in section 2.the used 
datasets are presented in section 3. Evaluations and metrics used are discussed in section 4. 
The conclusion is provided in section 5. 
 
Figure 2: Image inpainting applications and the purposes of each category. 
 
 
2. Related works 
Image inpainting is the process of completing or recovering the missing region in the 
image or removing some object added to it. So, the operation of inpainting depends on the 
type or domain of applications. For example, in image restoration, we talk about removing 
the scratch or text that can be found in the images, whereas, in photo-editing application,  
we are interested in object removal [1], in image coding and transmission applications, the 
operation related to images inpainting is recovering the missing blocks. Finally, for virtual 
paintings’ restoration, the related operation is crack removal [2]. Figure 2 is a representation 
of the kind of application related to the corresponding image inpainting operation. To handle 
this, many methods has been proposed including sequential algorithms or deep learning 
techniques. By the following a set of existing methods will be presented. 
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2.1. Sequential-based approaches 
The approaches related to images inpainting can classified into two categories: patch- 
based and diffusion-based methods. 
Patch-based methods are based on techniques to fill in the missing region patch-by- 
patch by searching for well-matching replacement patches (i.e., candidate patches) in the 
undamaged part of the image and copying them to corresponding locations. Many methods 
have been proposed for image inpainting using patch-based method. Ružić and Pižurica 
[3] proposed a patch-based method consisting of searching the well-matched patch in the 
texture component using Markov Random Field (MRF). Jin and Ye [4] proposed a patch- 
based approach based on annihilation property filter and low rank structured matrix. In 
order to remove object from an image, Kawai et al. [5] proposed an approach based on 
selecting the target object and limiting the search around the target by the background 
around. Using Two-Stage Low Rank Approximation (TSLRA) [6] and gradient-based low 
rank approximation [7], authors proposed patch-based methods for recovering the corrupted 
block in the image.   On RGB-D images full of noise and text, Xue et al.   [8] proposed       a 
depth image inpainting method based on Low Gradient Regularization.  Liu et al.  [9]   use 
the statistical regularization and similarity between regions to extract dominant linear 
structures of target regions followed by repairing of the missing regions using Markov random 
field model (MRF). Ding et al. [10] proposed a patch-based method for image inpainting 
using Non-local Texture Matching and Nonlinear Filtering (Alpha-trimmed mean filter). 
Duan et al. [11] proposed an image inpainting approach based on non-local Mumford–Shah 
model (NL-MS). Fan and Zhang [12] proposed another image inpainting method based     on 
measuring the similarity between patches using Sum of Squared Differences (SSD). In order 
to remove blocks from an image, Jiang [13] proposed a method for image compression. 
Using Singular value decomposition and an approximation matrix, Alilou and Yaghmaee [14] 
proposed an approach to reconstruct the missing regions. Other notable research includes 
using texture analysis on Thangka images to recover missing block in an image [15], and 
using the structure information of images [16,17]. In the same context, Zeng et al. [18] 
proposed the use of Saliency Map and Gray entropy. Zhang et al. [19] proposed an image 
inpainting method using joint probability density matrix (JPDM) for object removal from 
images. 
Diffusion-based methods fill in the missing region (the “hole”) by smoothly propagating 
image content from the boundary to the interior of the missing region.  For that, Li et al. 
[20] proposed a diffusion-based method for image inpainting by localizing the diffusion of 
inpainted regions following by a construction of a feature set based on the intra-channel  and 
inter-channel local variances of the changes to identify the inpainted regions. Another 
diffusion-based method of image inpainting proposed by the same authors in a later research 
[21] involves exploiting diffusion coefficients which are computed using the distance and 
direction between the damaged pixel and its neighborhood pixel. Sridevi et al. [22] proposed 
another diffusion-based image inpainting method based on Fractional-order derivative and 
Fourier transform. Table 1 depicts a summary of patch-based and diffusion-based sequential 
methods for image inpainting. 
Jin et al. [23] proposed an approach called sparsity-based image inpainting detection 
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Table 1: Sequential-based method for image inpainting. 
 
Category Method Feature Image 
 
Muddala et al. 2016 [1] layered depth image (LDI) RGB 
ISOGAWA et. 2018 [2] Super-pixel RGB 
 
Ružić et al. 2014 [3], 
Liu et al. 2018 [9] 
Markov  Random Field (MRF) RGB 
Jin et al.  2015 [4] Annihilation property filter, low 
rank structured matrix 
RGB 
 
 
Kawai et al. 2015 [5] Background geometry estimation Artificial 
Guo et al. 2018 [6] Two-Stage  Low  Rank  Approxi- RGB 
Patch-based    mation  (TSLRA)                                             
Xue et al.  2017 [7] Low Gradient Regularization Depth 
 
Ding et al. 2019 [11] Nonlocal Texture Matching, 
Nonlinear Filtering (α-trimmed 
mean filter) 
Duan et al. 2015 [12] non-local Mumford–Shah model 
(NL-MS) 
Fan  et  al. 2018 [13] Sum of Squared Differences 
(SSD) 
RGB 
 
RGB 
 
Gray 
scale 
Jiang et al. 2016 [14] Canny filter, Segmentation RGB 
Alilou et al. 2017 [15] Singular value decomposition 
and an approximation matrix 
Lu et al. 2018 [17] Gradient-based low rank approx- 
imation 
RGB 
 
Gray 
scale 
Wang et al. 2017 [20], 
Yao et al. 2018 [22] 
Structure and texture analysis Thangka 
images 
Wei et al. 2016 [21] Structure-aware RGB 
Zeng et al. 2019 [23] Saliency Map and Gray entropy RGB 
 
 
Diffusion- 
Zhang et al. 2018 [24] joint probability density matrix 
(JPDM). 
Li et al.  2017 [8] Intra-channel and Inter-channel 
RGB 
 
RGB 
based   local variances  
Li et al. 2016 [16] Distance and direction between 
the damaged pixel and its neigh- 
borhood pixels. 
Sridevi et al. 2019 [19] Fractional-order derivative and 
Fourier transform 
RGB 
 
Gray 
scale 
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based on canonical correlation analysis (CCA). Mo and Zhou [24] present a research based 
on dictionary learning using sparse representation. These methods are robust for simple 
images, but when the image is complex like contains a lot of texture and object or the  
object cover a large region in the images, searching for similar patch can be difficult. 
 
Figure 3: Encoder-decoder networks model in [33]. 
 
 
2.2. CNN-based approaches 
Recently, the strong potential of deep convolutional networks (CNNs) is being exhibited 
in all computer vision tasks,  especially in image inpainting.   CNNs are used specifically   
in order to improve the expected results in this field using large-scale training data. The 
sequential-based methods succeed in some part of image inpainting like filling texture de- 
tails with promising results, but still the problem of capturing the global structure remains 
[25]. Several methods have been proposed for image inpainting using convolutional neural 
networks (CNNs) or encoder-decoder network based on CNN. Shift-Net based on U-Net 
architecture is one of these methods that recover the missing block with good accuracy in 
terms of structure and fine-detailed texture [25].  In the same context, Weerasekera et al. 
[26] use Depth Map of the image as input of the CNN architecture, whereas Zhao et al. [27] 
use the proposed architecture for inpainting X-ray medical images. VORNET [28] is another 
CNN-based approach for video inpainting for object removal. Most image inpainting meth- 
ods know the reference of damaged pixels of blocks. Cai et al. [29] proposed a blind image 
inpainting method named (BICNN). Based on convolutional neural networks (CNNs) using 
encoder–decoder network structure many works have been proposed for image inpainting. 
Zhu et al. [30] propose patch-based inpainting method for forensics images. Using the same 
technique of encoder–decoder network, Sidorov and Hardeberg [31] proposed an architecture 
for denoising, inpainting and super-resolution for noised, inpainted and low-resolution im- 
ages, respectively. Zeng et al. [32] built a pyramidal-context architecture called PEN-NET 
for high-quality image inpainting. Liu et al. [33] proposed a layer to the encoder-decoder 
network  called coherent semantic attention (SCA) layer for image inpainting method.  This 
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proposed architecture is presented in the figure 3. Further, Pathak et al.  [34] proposed  using 
encoder-decoder-based technique for image inpainting. In order to complete the gap 
between lines drawing in an image, Sasaki et al. [35] use an encoder-decoder-based method. 
This work can be helpful for scanned data that can miss some parts. For the UAV data that 
can be affected in terms of resolution or containing some blindspots, Hsu et al. [36] proposed 
a solution using VGG architecture. Also, for removing some text from the images Nakamura 
et al. [37] proposed a text erasing method using CNN. In order to enhance the damaged 
artworks images, Xiang et al. [38] also proposed a CNN-based method. In the same context 
as [38] and using GRNN neural network, Alilou and Yaghmaee [39] proposed a non-texture 
image inpainting method. Unlike the previous methods, Liao et al. [40] proposed a method 
called Artist-Net for image inpainting. The same goal is reached by Cai et al. [41] who 
proposed a semantic object removal approach using CNN architecture. In order to remove 
motifs from single images, Hertz et al. [42] proposed a CNN-based approach. Table 2 sum- 
marizes CNN-based method with a description of the type of data used for image inpainting. 
 
 
Table 2: CNN-based method for image inpainting. 
 
Method Architecture Data Type 
Yan et al. 2018 [25], Chang et al. 2019 
[28], Zhu et al 2018 [30], 
Liu et al.  2019 [33], Hsu et al.  2017 [36], 
Liao  et  al.  2019  [40],  Hertz  et  al. 2019 
[42] 
Encoder-decoder net- 
work 
RGB 
 
 
Weerasekera et al 2018 [26] CNN TGB-D 
Zhao et al.  2018 [27] CNN Y-ray 
 
Cai et al. 2017 [29] Blind CNN Grayscale 
Sidorov et al.  2019 [31] 3D CNN RGB 
 
Zeng et al. 2019 [32] Pyramid-context encoder 
network 
RGB 
 
 
Pathak et al. 2016 [34] Context-encoder, CNN RGB 
Sasaki et al 2017 [35] CNN line drawing im- 
ages 
Nakamura et al. 2017 [37] CNN Image with text 
Xiang et al. 2017 [39] CNN, GAN Damaged old pic- 
tures 
Cai et al. 2018 [41] CNN RGB 
 
 
 
2.3. GAN-based approaches 
GANs are a framework which contains two feed-forward networks, a generator G and a 
discriminator D, as shown in figure 4. The generator takes random noise as input and 
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generates some fake samples similar to real ones; while the discriminator has to learn to 
determine whether samples are real or fake. At present, Generative Adversarial Network 
(GAN) becomes the most used technique in all computer vision applications. GAN-based 
approaches use a coarse-to-fine network and contextual attention module gives good perfor- 
mance and is proven to be helpful for inpainting [43-47]. Existing image inpainting methods 
based on GAN are generally a few. Out of these, we find that in [34], Chen and Hu propose 
GAN-based semantic image inpainting method, named progressive inpainting, where a pyra- 
mid strategy from a low-resolution image to higher one is performed for repairing the image. 
For handwritten images, Li et al. [44] propose a method for inpainting and recognition of 
occluded characters. The methods use improved GoogLeNet and deep convolutional gener- 
ative adversarial network (DCGAN). In a research work named PEPSI++ [45], Shin et al. 
propose a GAN-based method for image inpainting. Wang et al. [46] use Encoder-decoder 
network and multi-scale GAN for image inpainting. The same combination is used in [47] 
for image inpainting and image-to-image transformation purposes. On the RBG-D images, 
Dhamo et al. [48] use CNN and GAN model to generate the background of a scene by 
removing the object in the foreground image as performed by many methodsod of motion 
detection using background subtraction [49-51] . In order to complete the missing regions  
in the image, Vitoria et al. [52] proposed an improved version of the Wasserstein GAN with 
the incorporation of Discriminator and Generator architecture. In the same context, but on 
sea surface temperature (SST) images, the Dong et al. [53] proposed a Deep Convolutional 
Generative adversarial network (DCGAN) for filing the missing parts of the images. Also, 
Lou et al.  [54] exploit a modifier GAN architecture for image inpainting whereas,  Salem  
et al. [55] proposed a semantic image inpainting method using adversarial loss and self- 
learning encoder-decoder model. A good image restoration method demands to preserve  
the structural consistency and the texture clarity.  For  this reason,  Liu et al.  [56] proposed  
a GAN-based method for image inpainting on face images. FiNet [57] is another approach 
found in literature for fashion image inpainting that consists of completing the missing parts 
in fashion images. 
 
 
Figure 4:  Framework of GANs. 
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The GAN-based methods give a good addition to the performance of image inpainting 
algorithms, but the speed of training is lower and needs very good performance machines, 
and this is due to computational resources requirements including network parameters and 
convolution operations. 
 
3. Image inpainting datasets 
Image inpainting methods use many public and large datasets for evaluating their algo- 
rithms and comparing the performance. The categories of images determine the effectiveness 
of each proposed method. From these categories we can find natural images, artificial im- 
ages, face images, and many other categories. In this work, we attempt to collect the most 
used datasets for image inpainting including Paris StreetView [58], Places [59], depth image 
dataset [8], Foreground-aware [60], Berkeley segmentation [61], ImageNet [62] and others. 
We also try to cite the types of used data such as RGB images, RGB-D images and SST 
images. Figure 5 represents some frame examples from the cited datasets. Where Table 3 
describe various datasets used for image inpainting approaches. 
Paris StreetView [58] is Collected from Google StreetView that represent a large-scale 
dataset that contains street images for several cities around the world. The Paris StreetView 
composed of 15000 images. The image’s resolution is for 936 537 pixels. 
Places 1 [59] datasets built for human visual cognition and visual understanding pur- 
poses. The dataset contains many scene categories such as bedrooms, streets, synagogue, 
canyon and others. The dataset is composed of 10 million images including 400> image for 
each scene category. It allows the deep learning methods to train their architecture with a 
large-scale data 
Depth image dataset2 is introduced by [8] for evaluating depth image inpainting meth- 
ods. The dataset is composed of two types RGB-D images and grayscale depth images. 
Also, 14 scene categories are included such as Adirondack, Jade plant, Motorcycle, Piano, 
Playable and others. The masks for damaged images are created including textual makes 
(text in the images) and random missing masks. 
Foreground-aware dataset [60] is different from the other’s dataset. It contains the 
masks that can be added to any images for damaging it. It named irregular hole mask dataset 
for image inputting. Foreground-aware datasets contains 100,000 masks with irregular holes 
for training, and 10,000 masks for testing. Each mask is a 256 256 gray image with 255 
indicating the hole pixels and 0 indicating the valid pixels. The masks can be added to any 
image for which can be used for creating a large dataset of damaged images. 
Berkeley segmentation database3 [61] is composed of 12 000 images segmented man- 
ually.  The images collected from other dataset contains 30 human subjects.  The dataset is  
a combining of RGB images and Grayscale images. 
 
 
1http://places2.csail.mit.edu/download.html 
2http://www.cad.zju.edu.cn/home/dengcai/Data/depthinpaint/DepthInpaintData.html 
3https://www2.eecs.berkeley.edu/Research/Projects/CS/vision/bsds/ 
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Figure 5: Examples from Image inpainting datasets 
 
ImageNet4 [62] is a large-scale dataset with thousands of images of each subnet. Each 
subnet is presented of 1000 images. The current version of the dataset contains more than 
14,197,122 images where the 1,034,908 annotated with bounding box human body is anno- 
tated. 
USC-SIPI image database5 contains several volumes representing the many types of 
images. The resolution in each volume can vary between 256 256, 512 512 and 1024 1024 
pixels.  Generally, the datasets contain 300 images representing four volumes including tex-  
ture, aerials, Miscellaneous and sequences. 
CelebFaces Attributes Dataset (CelebA)6 [63] is a recognized and public datasets 
for face recognition.it contains more that 200K celebrity images representing 10 000 identities 
with a large pose variations. 
Indian Pines7[64] consist of images representing images of three scenes including agri- 
culture, forest and natural perennial vegetation with resolution of 145 145 pixels. 
Microsoft COCO val2014 dataset8[65] is a new image recognition, segmentation, 
 
 
4http://image-net.org/ 
5http://sipi.usc.edu/database/ 
6http://mmlab.ie.cuhk.edu.hk/projects/CelebA.html 
7http://www.ehu.eus/ccwintco/index.php/Hyperspectral_Remote_Sensing_Scenes 
8http://cocodataset.org/#home 
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Table  3:  Datasets description 
 
 
 
 
 
 
100K, 256×256 
 
mentation 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
and captioning dataset. Microsoft COCO has several features with a total of 2.5 million 
labeled instances in 328k images. 
Benchmark dataset ICDAR 20139[66] is a handwritten datasets with two languages 
including Arabic and English. The total number of writer is 475 where the images have been 
scanned. The datasets contain 27 GB of data. 
SceneNet dataset10[67] is a dataset for scene understanding tasks including semantic 
segmentation,  object  detection  and 3D reconstruction. It contains RGB image and the 
corresponding RGB-D images which are in total 5 million images. 
 
9http://www.tamirhassan.com/html/competition.html 
10https://robotvault.bitbucket.io/scenenet-rgbd.html 
Dataset Year Centent category Image 
Type 
Size and resolu- 
tion 
Papers 
Paris street 
view 
2015 Street RGB 936 × 537 [25][33] 
[45][46][56] 
Places 
Foreground- 
2017 
2019 
Miscellaneous 
Masks 
RGB 
Binary, 
10 Mil, 256×256 [25][30][32][45] 
[7] 
aware 
Berkeley seg- 2001 Miscellaneous 
grayscale 
RGB 12K [4][10] [[29] 
ImageNet 2015 Miscellaneous RGB 100K , variant [29][40][41][45] 
CelebA 2018 Face images RGB 200K, variant [43][45][52][56] 
Indian Pines 
 
Microsoft 
COCO 
2015 
 
2014 
Agriculture and 
forest scenes 
 
Miscellaneous 
RGB, 
gray 
scale 
RGB 
145x145 
 
2.5 Mil, 256×256 
[31] 
 
[42] 
val2014 
ICDAR 2013 
 
SceneNet 
2013 
 
2016 
RGB images with 
text 
Miscellaneous 
RGB 
 
RGB, 
27 GB, variant 
 
5Mil, variant 
[64] 
 
[48] 
 
Stanford Cars 
 
2013 
 
Cars 
RGB-D 
RGB 
 
16K 
 
[43] 
Cityscapes 2016 Miscellaneous RGB 48GB, Variant [47] 
Middlebury 2006 Miscellaneous RGB, 1396 x 1110 [7][8] 
Stereo 2014  RGB-D, 
Grayscale 
depth 
images 
(2006) 
2964 x 1988 
(2014) 
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Stanford Cars dataset11[68] is a set of cars represent 196 categories of cars with 
different size. The datasets contain 16 200 images in total. 
Cityscapes dataset 12[69] is large scale dataset of stereo videos of street scene of 50 
cities. The images contain about 30 classes of objects. Also, about 20 000 annotated frames 
with coarse annotations. 
Middlebury Stereo13 datasets contain many versions we present the two new ones [70] 
and [71]. Middlebury 2006 [70] is a depth grayscale dataset that contains images captured 
from 7 view with different illuminations and exposures. The images resolution is defined by 
three categories full-size with 1240  1110 pixels, half size with 690  555 pixels and the  
third resolution with 413  370.  Middlebury 2014 [71] is an RGB-D datasets unlike the  
other version. 
 
4. Evaluation and discussion 
Due to the unavailability  of a large dataset of damaged painting images and due also     
to the novelty of the image inpainting topic, researchers find it difficult to obtain datasets  
for training their methods [72]. For that, most researchers use the existing datasets like USC-
SIPI, Paris StreetView, Places, ImageNet and others, and damage a set of images from these 
datasets for training their models and algorithms. The existing methods in literature generate 
their own image inpainting datasets by adding some artificial distortion including noise [8], 
text [12], scratch [18], objects (shapes) [58], masks [60,62]. 
The method of evaluation of the obtained results for image inpainting algorithms differs 
regarding the technique used. For the sequential-based approaches metrics used for evalua- 
tion are unlike CNN-based methods. In order to evaluate efficiency of the proposed methods, 
researchers use some evaluation measures including mean squared error (MSE), Peak Signal 
to Noise Ratio (PSNR) and Structural Similarity Index (SSIM) [73]. For example, Zeng et 
al. [18] use these evaluation parameters to demonstrate the obtained results of repairing of 
scratch and text in the images. Whereas Mo et al. [24] use the same metrics for evaluating 
the experiments for text and noise. In the same context, Duan et al. [11] use the same 
metrics for testing the proposed method of removing the added objects to the images. In 
addition to the metrics used for evaluation, the category of image in the used dataset for 
evaluation can be different from one method to another. For example, some methods use 
RGB images while others evaluate their methods in RGB-D images or historical images.  
For that reason, we attempt to summarize the obtained results regarding each category of 
images used and the type of damaging in the images.  In addition, this summarization is   for 
sequential-based methods, which use the common evaluation metrics as shown in Table 
4. Form the table we can observe that most of these methods are evaluated on grayscale 
images like in [4, 6, 7, 12, 13, 22, 24] with some type of distortion including text, for example, 
Gaussian noise (named Random in the papers) or some type of objects.  We can also find 
 
 
11https://ai.stanford.edu/~jkrause/cars/car_dataset.html 
12https://www.cityscapes-dataset.com/ 
13http://vision.middlebury.edu/stereo/data/ 
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Table 4: Summarization of sequential-based methods evaluations 
Image Type of dis- Method PSNR Images source 
type tortion    
text Zeng et al. 2019 [23] 42.74 Internets images 
 Ružić et al. 2015 [3] 28.20 Internet images 
RGB 
Random 
Duan et al. 2015 [12] 27.40 Internet images 
objects Muddala et al. 2016 [1] 28.52 Internet images 
 Ding et al. 2019 [11] 29.19 Berkeley segm 
 Duan et al. 2015 [12] 31.94 Self-collected 
 Zeng et al. 2019 [23] 36.98 Internet images 
Scratch Ružić et al. 2015 [3] 23.89 Internet images 
 Yao et al. 2018[22] 24.31 Thangka 
RGB-D 
Text
 Xeu et al. 2017 [7] 27.65 Middlebury stereo 
Random Xeu et al. 2017 [7] 27.18 Middlebury stereo 
Grayscale 
Text
 Fan et al. 2018 [13] 32.83 Internet images 
 Lu et al. 2018 [17] 40.35 Barbara 
 Mo et al. 2018 [18] 35.90 Barbara 
 Geo et al. 2018 [6] 23.79 Lena 
 Sridevi et al. 2019 [19] 40.63 Lena 
Random Jin et al. 2015[4] 38.04 (50%) Barbara 
 Jin et al. 2015 [4] 38.09 (50%) Lena 
 Geo et al. 2018 [6] 29.39 (40%) Lena 
 Lu et al. 2018 [17] 30.31, (25%) Barbara 
 Mo et al. 2018 [18] 39.65 (25%) Barbara 
 Sridevi et al. 2019 [19] 37.51 (40%) Lena(512x512) 
objects Geo et al. 2018 [6] 29.18 Lena 
 Fan et al. 2018 [13] 22.63 Lena 
 Jiang et al. 2016 [14] 31.8 Lena 
 Lu et al. 2018 [17] 39.05 Lena 
 
some methods to analyze the three types like [7], whereas others process just for two types 
(text and noise) like in [6, 22, 24]. Also from the table, we can detect that the proposed 
methods use some recognized images in computer vision like Lena and Barbara images, 
which are used for testing the effectiveness of several methods. Methods that propose their 
approaches for image inpainting on RGB images use the same distortion categories including 
text, noise, and objects [1, 3, 10, 11, 18].  In addition, some researchers propose methods  
for scratch analysis, which is a process of restoring the old images or images with damaged 
by some lines like in [3] and [17]. As shown in the tables, the state-of-the-art methods use 
different images from internet or some datasets and this is because of the lack of datasets  
for image inpainting. The third type of images used in literature for image inpainting is 
RGB-D whereby some researchers use an image inpainting approach on RGB-D image. 
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  Table  5:  Performance of CNN-based methods  
Method Dataset Distortion type PSNR SSIM 
[25] Paris StreetView Random region 26.51 0.9 
 Places   
[29] Berkley segmenta- Horiz/verti lines 38.22 0.9885 
 tion Text 36.21 0.9741 
 Text (Lena) 36.67 0.9714 
[31] Indian Pines Vertical lines 37.54 0.979 
[32] Places Region blocks - 0.7809 
[33] Paris StreetView Random region 32.67 0.972 
 CelebA Random region 34.69 0.989 
[34] Paris Street Random region 17.59 - 
[36] ImageNet Random region 25.43 0.69 
[38] Internet images Scratch (old images) 27.42 0.9481 
[39] Internet images Lena (scratch) 39.64 - 
 Lena (text) 36.38 - 
 Lena (Noise 50%) 29.59 - 
 Lena (Noise 70%) 24.67 - 
[40] Paris StreetView Scratch 19.94 0.59 
 ImageNet Region block 17.67 0.52 
[41] Paris StreetView Random region 6.69 0.19 
 ImageNet   
[42] Microsoft COCO- Text and symbols 37.63 0.9889 
 val2014   
[27] Lung CT Test Blocks 33.86 0.9781 
 ZUBAL CT 36.33 0.9838 
 
With deep learning techniques,  any  task in computer vision can be performed with     
an automatic learning using different unsupervised features, unlike the sequential-based 
method. The learning is made using convolutional neural networks (CNNs) that makes 
several computer vision tasks more improved in terms of robustness and most simple in 
terms of features suitable for each task. For image inpainting methods that use CNN as 
described in section above,  the effectiveness of each approach is related to the size and  
type of the data used and the architecture implemented.  The evaluation of these methods    
is the same as for sequential-based methods. PSNR (the distance at the pixel level) and 
SSIM (similarity between two images) are used for evaluating the robustness of repairing 
the damaged images under different categories of distortion including scratch, text,  noise  
or random region (Blocks) added to the image. Related to this, Table 5 represents CNN- 
based methods for image inpainting and their performance evaluation and describes the 
datasets used, the type of distortion, evaluation metrics and the resolution of the images 
used in training. It is obvious that the performance of such methods is related to the 
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type of distortion.  For  example,  the images damaged by  blocks are less accurate in term  
of PSNR values. The algorithms [29, 31, 39, 42] can handle the added visual motifs like  
text or lines with a good performance. In addition, the performance is influenced by the 
percentage of added noise to the images. For the new dataset used for image inpainting, 
including Paris StreetView, Places or ImageNet that contains a large scale of data which is 
also different types of images, the algorithms accuracy can be less than the others approaches 
using another dataset [25, 34, 40, 41]. This change in accuracy is related to the diversity of 
the images in these datasets. 
 
Table 6: GAN-based performance results. 
 
 
Stanford 
 
[45] 
CelebA Blocks 
15.02 
 
25.6 
0.725 
 
0.901 
 
 
 
 
 
 
 
 
 
 
 
 
 
Each method either makes a visual or qualitative evaluation; or an evaluation using 
metrics or quantitative evaluation. The quantitative evaluation, using PSNR and SSIM 
metrics, is performed also for image inpainting with GAN-based methods. In some cases, 
these metrics do not mean that qualitative results are better. This is related to the ground 
truth that should be unique [43]. Also, some methods for image inpainting are better for a 
certain category of images as well as the type of distortion used. Table 6 shows a number of 
GAN-based methods for images processing with a description of the datasets used and the 
evaluation metrics used for each method. In [47] the evaluation is made using many metrics 
depending on the position of the damaged region (block) including center, left right, up,  
and down. But here we choose to present just PSNR and SSSIM of the image inpainting 
results on the images where the block is located in the center. In [45], two datasets are used 
with two types of distortion including blocks and free-form masks, which are categories of 
scratch painted with bold lines. For this example, we  can see that the inpainting of scratch  
is more accurate that repairing the blocks . This becomes obvious from the fact that the 
blocks can take a region of the images where the scratch can take distributed small regions 
in the image. 
Method Datasets Type distortion PSNR SSIM Resolution 
[43] CelebA Center block 21.45 0.851 64×64 
 
Cars dataset 
    
 
  Free-form mask 28.6 0.929 
256 × 256 
Places Blocks 21.5 0.839  
 Free-form mask 25.2 0.889  
[47] Cityscapes 
dataset 
Region blocks 16.06 0.4820 256 × 256 
[49] CelebA 
SVHN 
Random region 23.06 
26.23 
0.9341 
0.8969 
64×64 
[48] 
dataset 
SceneNet 
dataset 
Masks (RGB-D) 22.35 0.891 - 
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As mentioned above, the unavailability of the datasets for image inpainting make the 
comparison between these methods difficult. Also, each author uses different masks and 
type of distortion. 
 
5. Conclusions 
Image inpainting is an important task for computer vision applications, due to large 
modified data using images editing tools. From these applications, we can find wireless 
image coding and transmission, image quality enhancement, image restoration and others. 
In this paper, a brief image inpainting review is performed. Different categories of approaches 
have been presented including sequential-based (classical approach without learning), CNN- 
based approach and GAN-based approaches.  We also attempt to collect the approaches that 
handle different types of distortion in the images such as text, objects added, scratch, and 
noise as well as several categories of data like RGB, RGB-D, historical images. A good 
alternative to these conventional features is the learned ones, e.g. deep learning, which has 
more generalization ability in more complicated scenarios. To be effective, these models 
need to be trained on a large amount of data. For that, we collect the most used datasets used 
for training these models. In order to summarize the different analyzed cases and their 
performance, we present a description using tables for each category of methods by 
presenting their evaluation performing the types of data, the datasets and the metrics used 
for each approach. 
As a conclusion, there is no method that can inpaint all the types of distortion in images, 
but using learning techniques there are some promising results for each category of analyzed 
cases. 
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