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Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n.
El ana´lisis de formas es un campo de la estad´ıstica matema´tica que ha
sido muy estudiado en las u´ltimas de´cadas. Podr´ıa definirse como el ana´li-
sis estad´ıstico en el conjunto de formas, donde podemos medir y describir
propiedades geome´tricas para formas similares.
La caracterizacio´n de objetos complejos utilizando sus formas geome´tricas
globales se ha convertido en una herramienta importante en muchos campos
cient´ıficos, en concreto, en la visio´n por ordenador y en la interpretacio´n de
ima´genes.
Uno de los aspectos importantes del ana´lisis de formas es obtener una
medida de la distancia entre formas, con el propo´sito de obtener la forma
media de una muestra formada por diversas formas. En este caso, ejemplos
de aplicaciones concretas son: en medicina, por ejemplo, encontrar la forma
media del cuerpo calloso del cerebro humano dadas las muestras de un con-
junto de individuos, con la intencio´n de conocer el estado “normal” (o sano)
de esta parte que conecta los dos hemisferios cerebrales [1] (Ve´ase Figura
1.1 (a)). Otro ejemplo, en este caso con aplicacio´n a la industria textil ser´ıa
encontrar prototipos que representen de manera precisa cada clase en un sis-
tema de tallaje [2] (Ve´ase Figura 1.1 (b)). Otro aspecto importante derivado
de la obtencio´n de la forma media, consiste en la la clasificacio´n de objetos
en grupos, por ejemplo, un algoritmo de ana´lisis de formas podr´ıa ayudar a
clasificar automa´ticamente tipos de animales usando el contorno de su apa-
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riencia (Ve´ase Figura 1.1 (c)). Otros ejemplos de aplicacio´n que se muestran
en la Figura 1.1 son: el contraste de hipo´tesis con el objetivo de decidir si un
hueso tiene o no alguna patolog´ıa en la Figura 1.1 (d) [3], y el estudio de la
variabilidad de un tumor prosta´tico en la Figura 1.1 (e) [4].
(a) (b)
(c) (d)
(e)
Figura 1.1: (a) Media muestral de Cuerpos Callosos Cerebrales. (b) Conjunto
de medias de diferentes grupos para determinar un sistema de tallaje. (c)
Clasificacio´n por grupos de animales. (d) Contraste de Hipo´tesis en huesos.
(e) Variabilidad de un tumor prosta´tico.
Con el fin de realizar un ana´lisis estad´ıstico de formas, se requieren herra-
mientas matema´ticas sofisticadas, en concreto, es necesario definir un espacio
de formas y modelos de probabilidad para poder hacer inferencia sobre ellos.
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Desde el punto de vista matema´tico hay muchas maneras diferentes de
entender o definir una forma y, por tanto, muchas maneras de representar
el espacio de formas. Todos estos espacios de formas pretenden englobar en
un mismo representante a todas las transformaciones afines de una forma;
es decir, una forma sera´ invariante por traslaciones, rotaciones y cambios de
escala. Esta idea la podemos ver reflejada en la Figura 1.2.
Figura 1.2: Cuatro “copias” de la misma forma, afectadas por diferentes
transformaciones afines.
En muchos art´ıculos dedicados al estudio de formas, definen el concepto
de forma, utilizando “landmarks”; es decir, definen un espacio donde cada
elemento (forma) viene representado a partir de un conjunto finito de puntos
en R2. Un ejemplo de este caso es el llamado Espacio de formas de Kendall.
El principal inconveniente en este tipo de espacios es que los puntos pueden
ser proporcionados de manera muy burda y la precisio´n del ana´lisis de formas
resultante es muy dependiente de la eleccio´n de puntos escogida.
Un enfoque ma´s preciso consiste en considerar las formas como curvas
continuas cerradas (aunque cualquier implementacio´n computacional reque-
rira´ de una discretizacio´n concreta). Sin embargo, este enfoque requiere tra-
bajar en espacios de dimensio´n infinita, en concreto, en variedades Rieman-
nianas de dimensio´n infinita.
En este trabajo vamos a tratar de mostrar las herramientas geome´tricas,
estad´ısticas y computacionales necesarias para hacer inferencia estad´ıstica en
espacios de estas caracter´ısticas. En concreto, nuestro objetivo sera´ encon-
trar la forma media de un conjunto de formas que esta´n en una variedad
Riemanniana de dimensio´n infinita.
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As´ı pues, sera´ necesario por una parte extender los conocimientos de la
geometr´ıa diferencial estudiada para superficies a variedades Riemannianas
de dimensio´n infinita, y por otra, generalizar los conceptos conocidos sobre
probabilidad y estad´ıstica a este tipo variedades.
1.2. Geometr´ıa Diferencial.
La geometr´ıa diferencial estudiada a nivel de grado en Matema´ticas se
centra en el estudio de superficies en R3. As´ı, se definen los conceptos de cur-
va parametrizada α : I −→ S ⊂ R3 en una superficie S y de campo vectorial
V : I −→ R3 tangente a S a lo largo de la curva α. El vector dV
dt
(t), t ∈ I,
en general, no pertenece al plano tangente a S, TαS. Por tanto, el concepto
de diferencial del campo vectorial no es una nocio´n geome´trica intr´ınseca
a S. Para remediar este tipo de inconvenientes, se considera la proyeccio´n
ortogonal de dV
dt
(t) en TαS, en lugar de la derivada usual
dV
dt
(t). Este vector
ortogonal proyectado se denomina derivada covariante y se denota por DV
dt
(t).
La derivada covariante de V es la derivada de V desde el punto de vista de
la superfice S.
Un punto ba´sico de la derivada covariante es que so´lo depende de la prime-
ra forma fundamental de la superficie S. En particular, la nocio´n de derivada
covariante nos permite considerar la derivada del vector velocidad de α, la
cual nos proporciona la aceleracio´n de la curva α en S. Se demuestra que las
curvas con aceleracio´n nula son precisamente las geode´sicas en S (curvas de
menor longitud entre dos puntos de la superficie).
En el caso particular en que S es el plano R2, la nocio´n de campo paralelo
a lo largo de una curva se reduce a la de campo constante sobre la curva; es
decir, son constantes la longitud del vector y el a´ngulo con una direccio´n fija.
En el caso de superficies en R3 la nocio´n de paralelismo no es tan intuitiva
y se introduce a partir de una familia de planos tangentes a S a lo largo de
la curva α. Esta familia de planos determina una superficie E, que involucra
a estos planos tangentes (ve´anse pa´gs. 195-197 del Cap´ıtulo 3 de [5]). No es
dif´ıcil demostrar que el paralelismo a lo largo de α, definida de manera que
anula la derivada covariante, es lo mismo considerarlo en relacio´n a S que en
relacio´n a E.
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Por otra parte, las superficies con curvatura nula son localmente isome´tri-
cas al plano. Por tanto, el paralelismo es invariante por isometr´ıas y podemos
trabajar ’euclidianamente’ en la imagen isome´trica de E y despue´s volver a
la superficie original S.
La definicio´n de derivada covariante tiene consecuencias muy importantes,
ya que a partir de ella queda claro que una idea ba´sica como son las geode´si-
cas pueden ser definidas en situaciones ma´s generales. Esto ha estimulado
la creacio´n de diferentes “estructuras geome´tricas” (en variedades diferencia-
bles) ma´s generales que la geometr´ıa Riemanniana. De la misma manera que
la geometr´ıa euclidiana es un caso particular de la geometr´ıa af´ın, la geo-
metr´ıa Riemanniana es un caso particular de estructuras geome´tricas ma´s
generales.
En el Capitulo 2 vamos a hacer un resumen de todas las definiciones y
resultados en variedades Riemannianas, que generalizan los aqu´ı comentados
para el caso de superficies, y que sera´n necesarios para definir geode´sicas,
distancias y medias en la variedad Riemanniana del conjunto de formas pla-
nas.
1.3. Probabilidad y Estad´ıstica.
Los conocimientos de probabilidad y estad´ıstica que se estudian en el
grado en Matema´ticas se centran en el espacio eucl´ıdeo. Repasamos a conti-
nuacio´n los conceptos ba´sicos.
Para representar los resultados de un experimento aleatorio, construimos
un espacio de probabilidad (Ω,A, P ) donde Ω es el denominado espacio mues-
tral (posibles resultados del experimento), A es la σ-A´lgebra de Borel en Ω
y P es una medida de probabilidad.
Aunque este espacio de probabilidad contiene toda la informacio´n sobre
el experimento aleatorio, normalmente solo estamos interesados en ca´lculos
relacionados con el resultado del experimento.
En el caso unidimensional, tenemos el concepto de variable aleatoria, que
es una aplicacio´n medible X de Ω en R que nos permite ’olvidarnos’ del
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espacio de probabilidad original y trabajar directamente en R, asociando a
cada posible valor de la variable aleatoria una probabilidad.
La distribucio´n de probabilidad de una variable aleatoria X viene dada
por la llamada funcio´n de distribucio´n de X que es la funcio´n FX(x), definida
por la siguiente expresio´n:
FX(x) = P (X ≤ x).
En la mayor´ıa de los casos consideramos variables aleatorias teniendo una
funcio´n de densidad de probabilidad (fdp), es decir, una funcio´n fX (positiva
e integrable) cumpliendo que para cualquier intervalo real ]a, b[:
P (x ∈]a, b[) =
∫ b
a
fX(x) dx.
Intuitivamente, puede considerarse fX(x) dx como la probabilidad de X
de caer en el intervalo infinitesimal [x, x+ dx]. Se tiene que
∫
R fX(x) dx = 1.
Cuando estudiamos simulta´neamente n caracter´ısticas nume´ricas ligadas
al resultado del experimento (caso n-dimensional), definimos el concepto de
vector aleatorio como una aplicacio´n X = (X1, . . . , Xn) de Ω en Rn.
De esta manera, podemos generalizar el concepto de fdp usando conjuntos
abiertos en Rn, en vez de intervalos. En este caso es la llamada funcio´n de
densidad de probabilidad conjunta, fX y cumple:
P (X ∈]a, b[) =P (ai < Xi < bi, i = 1, . . . , n) =
=
∫ bn
an
. . .
∫ b1
a1
fX(x1, . . . , xn) dx1 . . . dxn.
Sin embargo, en muchos casos la fdp contiene demasiada informacio´n y
desde un punto de vista computacional no necesitamos un conocimiento tan
exhaustivo. A veces, nos basta con caracter´ısticas nume´ricas que van ligadas
a las variables o los vectores aleatorios. Entre ellas, y sin duda las ma´s impor-
tantes, son la que nos indica alrededor de que valor se situ´a nuestra variable o
vector, llamada esperanza o valor medio, y la que nos indica cuan dispersos o
agrupados se presentan los valores alrededor de la primera, llamada varianza.
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En primer lugar, en caso de tener valores aleatorios, se definen como:
X¯ = E[X] =
∫
X dP =
∫
R
xfX(x) dx,
σ2X = E[(X − X¯)2].
En segundo lugar, en caso de tener vectores aleatorios, se definen como:
X¯ = E[X] = (E[X1], . . . , E[Xn])
T = (X¯1, . . . , X¯n)
T ,
ΣXX = E[(X − X¯)(X − X¯)T ],
donde esta u´ltima es la llamada matriz de covarianza.
Conocidos estos conceptos en el caso real, en el Cap´ıtulo 3 vamos a tratar
de definir y extender esta teor´ıa para variedades Riemannianas.

Cap´ıtulo 2
Geometr´ıa Riemanniana
Como hemos visto en la seccio´n 1.2 del capitulo anterior, la primera forma
fundamental definida en una superficie regular se basa en que la superficie
esta´ contenida en un espacio eucl´ıdeo, R3. Es decir, dado un vector v tangen-
te a una superficie regular S ⊂ R3, para calcular la norma ‖v‖2 =< v, v > se
utiliza el producto interno cano´nico en R3 restringido a TpS. En una situa-
cio´n ma´s general, si queremos hacer lo mismo en una variedad diferenciable
de dimensio´n cualquiera, la situacio´n se puede complicar si la variedad no
esta´ contenida en un espacio eucl´ıdeo. Sin embargo, Riemann planteo´ que
pod´ıa definirse un producto interno en cada espacio tangente de una varie-
dad y utilizar ese producto para obtener una me´trica. La condicio´n que se
exige es que dicho producto var´ıe diferenciablemente. Precisamente es lo que
dio origen a lo que hoy se conoce como Geometr´ıa Riemanniana.
Lo que pretendemos en este Cap´ıtulo es, en primer lugar, hacer un bre-
ve resumen de esta geometr´ıa (Ve´ase [6] para ma´s detalles) y a continuacio´n
dar dos ejemplos de variedades Riemannianas (Variedad de Stiefel y Variedad
Grasmanniana) que sera´n indispensables para continuar con nuestro objetivo.
2.1. Conceptos Ba´sicos.
El primer concepto necesario sera´ precisamente el concepto de producto
interno definido sobre un espacio vectorial. De esta manera, podremos exten-
derlo al espacio tangente de una variedad (el cual es un espacio vectorial).
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Definicio´n 2.1.1. Sea E un espacio vectorial. Se llama producto interno en
E, a una aplicacio´n <>: E×E −→ R bilineal, sime´trica y definida positiva.
Nota: Gracias a la nocio´n de producto interno es posible definir la dis-
tancia entre dos vectores y la longitud de un vector: dado un vector v ∈ E
su longitud viene dada por ‖v‖ = √< v, v >. La nocio´n de producto interno
hace posible tambie´n hablar de a´ngulo entre dos vectores: dados dos vectores
u, v ∈ E, el a´ngulo θ entre u y v viene dado por cos θ = <u,v>‖u‖‖v‖ .
La idea es trasladar estas definiciones a una variedad diferenciable que no
tiene porque coincidir con un espacio vectorial E. Por tanto, antes de iniciar
con esta tarea conviene definir lo que se entiende por variedad diferenciable.
Definicio´n 2.1.2 (Variedad Diferenciable). Una variedad diferenciable de
dimensio´n n es un conjunto M y una familia de aplicaciones biyectivas ϕα :
Uα −→M de abiertos Uα ⊂ Rn en M tales que:
1.
⋃
α
ϕα(Uα) =M.
2. Para todo par α, β tal que ϕα(Uα) ∩ ϕβ(Uβ) = W 6= ∅, los conjuntos
ϕ−1α (W ) y ϕ
−1
β (W ) son abiertos en Rn y las aplicaciones ϕ
−1
β ◦ ϕα son
diferenciables.
3. La familia {(Uα, ϕα)} es ma´xima respecto a las condiciones (1) y (2).
Cada aplicacio´n ϕα : Uα −→M, con p ∈ ϕα(Uα) se denomina sistema de
coordenadas deM en p. La coleccio´n {(Uα, ϕα)} que cumple las condiciones
(1) y (2) de la defincio´n anterior recibe el nombre de estuctura diferenciable.
Definicio´n 2.1.3 (Me´trica Riemanniana). Una me´trica Riemanniana en
una variedad diferenciableM es una correspondencia que asocia a cada punto
p ∈ M un producto interno < , >p en el espacio tangente TpM, esto es,
< , >p : TpM × TpM −→ R, de manera que var´ıa diferenciblemente;
es decir, si (U,ϕ) es un sistema de coordenadas de M alrededor de p, tal
que ϕ(x) = q ∈ ϕ(U), las funciones gϕij : U −→ R definidas por gϕij(x) =〈
∂
∂xi
(q), ∂
∂xj
(q)
〉
q
son diferenciables en todo punto x ∈ U .
Nota: En la definicio´n 2.1.3 se observa la presencia de un sistema de
coordenadas (U,ϕ) y de las funciones gϕij : U −→ R, que se construyen en
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te´rminos de dicho sistema. A pesar de e´sto, la definicio´n de me´trica Rieman-
niana no depende de la eleccio´n del sistema de coordenadas. Las funciones
gϕij : U −→ R se denominan Expresio´n local de la me´trica Riemanniana en
te´rminos del sistema (U,ϕ).
Obse´rvese que si (U,ϕ) es un sistema de coordenadas deM en p y V,W ∈
TpM son vectores tangentes expresados de la siguiente forma
V =
n∑
i=1
vi(p)
∂
∂xi
(p) y W =
n∑
i=1
wi(p)
∂
∂xi
(p),
entonces el producto interno de V y W viene dado por:
< V,W >p=
n∑
i,j=1
vi(p)wj(p)g
ϕ
ij(p).
Ana´logamente la longitud del vector V ∈ TpM quedara´ expresada por:
‖V ‖p =
√√√√ n∑
i,j=1
vi(p)wj(p)g
ϕ
ij(p).
Definicio´n 2.1.4 (Variedad Riemanniana). Una variedad diferenciable M
provista de una me´trica Riemanniana recibe el nombre de Variedad Rieman-
niana.
2.2. Existencia de la me´trica Riemanniana y
distancia intr´ınseca.
Una vez introducido el concepto matema´tico de variedad Riemanniana,
detallaremos cuando dos de estos objetos son “el mismo” desde un punto de
vista geome´trico.
Definicio´n 2.2.1 (Isometr´ıa). Sean M y N variedades Riemannianas. Un
difeomorfismo f :M−→ N , (biyeccio´n diferenciable con inversa diferencia-
ble) es una isometr´ıa si:
< v,w >p= 〈dfp(v), dfp(w)〉f(p) ,
para todo p ∈M y todo v, w ∈ TpM.
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En este caso diremos queM y N son variedades Riemannianas isome´tri-
cas (es decir, “la misma” variedad desde un punto de vista geome´trico).
Proposicio´n 2.2.2. Una variedad diferenciableM (de Hausdorff y con base
numerable) posee una me´trica Riemanniana.
Ahora vamos a mostrar como una me´trica Riemanniana puede ser usada
para calcular longitudes de curvas.
Definicio´n 2.2.3. Una curva parametrizada en una variedad diferenciable
M es una aplicacio´n diferenciable α : I −→ M definida en un intervalo
abierto I ⊂ R.
Definicio´n 2.2.4. Un campo vectorial V a lo largo de una curva α : I −→M
es una aplicacio´n diferenciable que a cada t ∈ I asocia un vector tangente
V (t) ∈ Tα(t)M. Este campo V sera´ diferenciable cuando para toda funcio´n
diferenciable f :M−→ R, la funcio´n t 7−→ V (t)f := Vα(t)f es diferenciable.
En te´rminos de un sistema de coordenadas:
Vα(t)f =
n∑
i=1
vi(α(t))
∂f
∂xi
(α(t)),
y V es diferenciable a lo largo de α(t) si las funciones vi(α(t)) son diferen-
ciables.
Dada una curva parametrizada α : I −→M, el campo vectorial dα
dt
recibe
el nombre de campo vectorial tangente de α (o campo velocidad) y viene dado
por:
dα
dt
(f) =
d(f ◦ α)
dt
.
Dado un intervalo cerrado [a, b] ⊂ I, la restriccio´n α|[a,b] se llama seg-
mento. Cuando M es una variedad Riemanniana, se define la longitud del
segmento α|[a,b] como:
`ba(α) =
∫ b
a
√〈
dα
dt
,
dα
dt
〉
dt.
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Definicio´n 2.2.5 (Curva seccionalmente diferenciable). Una curva α : [a, b] ⊂
I −→ M se llama seccionalmente diferenciable si es continua y existe una
particio´n {a = t0 < t1 < · · · < tk = b} de [a, b] tal que las restricciones
αi = α|[ti−1,ti] son diferenciables para todo i = 1, . . . , k.
A partir de la nocio´n de longitud de un segmento y de curva seccionalmen-
te diferenciable ya podemos definir la distancia entre dos puntos cualesquiera
de M.
Definicio´n 2.2.6 (Distancia intr´ınseca). Dados dos puntos p, q ∈ M, se
llama distancia intr´ınseca entre p y q al nu´mero
d(p, q) = inf{`(α) / α : [0, 1] −→M / α(0) = p, α(1) = q},
siendo α una curva seccionalmente diferenciable; es decir, la longitud de la
curva ma´s corta en M que conecta p y q.
2.3. Geode´sicas.
Una vez fijada la terminolog´ıa ba´sica, pasamos a continuacio´n a estu-
diar uno de los conceptos fundamentales de la geometr´ıa Riemanniana: las
geode´sicas. Para ello vamos a necesitar algunas definiciones previas:
Definicio´n 2.3.1 (Conexio´n af´ın). Sea X(M) el conjunto de todos los cam-
pos vectoriales de clase C∞ en M, una conexio´n af´ın ∇ en una variedad
diferenciable M es una aplicacio´n
∇ : X(M)× X(M) −→ X(M)
(X, Y )
∇7−→ ∇XY,
que satisface las siguiente propiedades:
1. ∇fX+gYZ = f∇XZ + g∇YZ,
2. ∇X(Y + Z) = ∇XY +∇XZ,
3. ∇X(fY ) = f∇XY +X(f)Y ,
donde X, Y, Z ∈ X(M) y f, g ∈ D(M), donde D(M) representa el anillo de
todas las funciones reales de clase C∞ definidas en M.
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Definicio´n 2.3.2 (Derivada Covariante). Sea M una variedad diferenciable
con una conexio´n af´ın ∇. Existe una u´nica correspondencia que asocia a un
campo vectorial V a lo largo de una curva diferenciable α : I −→ M, otro
campo vectorial DV
dt
a lo largo de α, llamada derivada covariante de V a lo
largo de α, tal que:
1. D
dt
(V +W ) = DV
dt
+ DW
dt
.
2. D
dt
(fV ) = df
dt
V + f DV
dt
, donde W es un campo vectorial a lo largo de α
y f es una funcio´n diferenciable en I.
3. Si V viene dado a partir de un campo vectorial Y ∈ X(M), es decir,
V (t) = Y (α(t)), entonces DV
dt
= ∇ dα
dt
Y .
El concepto de paralelismo ahora vendra´ dado de manera natural.
Definicio´n 2.3.3 (Campo vectorial paralelo). Sea M una variedad diferen-
ciable con una conexio´n af´ın ∇, un campo vectorial V a lo largo de una curva
α : I −→M se dice que es paralelo cuando DV
dt
= 0, para todo t ∈ I.
Definicio´n 2.3.4 (Conexio´n af´ın compatible). Sea M una variedad dife-
renciable con una conexio´n af´ın ∇ y con una me´trica Riemanniana < , >.
Una conexio´n af´ın se dice que es compatible con la me´trica < , >, si para
cualquier curva α y cualquier par de campos vectoriales paralelos P y P ′ a
lo largo de α, se cumple < P,P ′ >= contante.
A partir de ahora M denotara´ una variedad Riemanniana, junto con su
conexio´n Riemanniana (conexio´n af´ın compatible y sime´trica).
Definicio´n 2.3.5 (Geode´sica). Una curva parametrizada α : I −→ M es
una geode´sica en t0 ∈ I si Ddt
(
dα
dt
)
= 0 en el punto t0. Si α es una geode´sica en
t, para todo t ∈ I, diremos que α es una geode´sica. Si [a, b] ⊂ I y α : I −→M
es una geode´sica, la restriccio´n de α en [a, b] se llama segmento geode´sico que
une α(a) y α(b).
Ahora vamos a determinar las ecuaciones que satisface una geode´sica α
en un sistema de coordenadas (U, x). Una curva definida por por α(t) =
(x1(t), . . . , xn(t)) sera´ una geode´sica si y solo si:
0 =
D
dt
(
dα
dt
)
=
∑
k
(
d2xk
dt2
+
∑
i,j
Γkij
dxi
dt
dxj
dt
)
∂
∂xk
,
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donde Γkij son los denominados coeficientes de la conexio´n Riemanniana ∇ o
ma´s conocidos como S´ımbolos de Christoffel.
Por tanto el sistema de ecuaciones diferenciales ordinarias de segundo
orden que debera´ cumplir una geode´sica sera´:
d2xk
dt2
+
∑
i,j
Γkij
dxi
dt
dxj
dt
= 0, k = 1, . . . , n.
De hecho, la existencia y la unicidad de soluciones de los sistemas de
ecuaciones diferenciales ordinarios, puede ser usado para probar el siguiente
resultado:
Proposicio´n 2.3.6. Sea M una variedad Riemanniana, para cada punto
p ∈M y para cada vector v ∈ TpM, existe un intervalo (−η, η) y una u´nica
geode´sica,
αv : (−η, η) −→M,
que satisface las condiciones:
αv(0) = p, α
′
v(0) = v.
Proposicio´n 2.3.7. Sean dos geode´sicas, α1 : I1 −→ M y α2 : I2 −→ M,
si α1(a) = α2(a) y α
′
1(a) = α
′
2(a) para algu´n a ∈ I1 ∩ I2, entonces α1 = α2
en I1 ∩ I2.
Las dos proposiciones anteriores implican que para cada p ∈ M y cada
v ∈ TpM, existe una u´nica geode´sica, denotada por αv, cumpliendo αv(0) = p
y α′v(0) = v. Adema´s el dominio de αv no puede ser extendido.
Esto nos permite dar la siguiente definicio´n:
Definicio´n 2.3.8 (Funcio´n exponencial). SeaM una variedad Riemanniana
y p ∈M, definimos la funcio´n exponencial o mapeo exponencial como:
expp : TpM −→ M (2.1)
v 7−→ expp(v) = α(1),
donde α es la u´nica geode´sica que en el instante t = 0 pasa por el punto
p, con velocidad v.
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Figura 2.1: Representacio´n de la funcio´n exponencial.
Si definimos una geode´sica α1 como α1(0) = p y α
′
1(0) = v, y otra
geode´sica α2 como α2(0) = p y α
′
2(0) = tv, reparametrizando se tiene que
α2(1) = α1(t) o lo que es lo mismo expp(tv) = α1(t). Es decir, la funcio´n
envia rectas pasando a trave´s de cero en el espacio tangente, a geode´sicas
pasando a trave´s de p en M (Figura 2.1).
Definicio´n 2.3.9 (Cut Point). Sea v ∈ TpM tal que ‖v‖ = 1. El conjunto
de nu´meros s > 0 tal que el segmento geode´sico {expp(tv) : 0 ≤ t ≤ s}
minimiza la distancia entre expp(0) y expp(sv) es [0,+∞) o bien [0, r(v))
donde r(v) > 0. Si r(v) < +∞, entonces expp(r(v)v) se llama Cut Point de
p en la direccio´n de v.
Definicio´n 2.3.10 (Cut Locus). El Cut Locus de p ∈ M es el conjunto de
todas los Cut Points de p ∈M y se denota por C(p) ∈M. El conjunto de los
correspondiente vectores tangentes se llama Cut Locus Tangente y se denota
por C(p) ∈ TpM.
De esta manera, tenemos C(p) = expp(C(p)) y el ma´ximo dominio de
definicio´n ser´ıa el que contiene al 0 y delimitado por el Cut Locus Tangente,
y se denota por D(p).
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2.4. Variedad de Stiefel y Variedad de Grass-
mann.
Hasta ahora hemos repasado conceptos ba´sicos en variedades Riemannia-
nas de dimensio´n finita. Los conceptos de variedad de Stiefel y variedad de
Grassmann son variedades de Hilbert, que son casos particulares de varieda-
des Riemannianas, pero pueden ser definidas tambie´n en dimensio´n infinita.
Una variedad de Hilbert es una variedad modelada localmente sobre es-
pacios de Hilbert. En particular, cualquier espacio de Hilbert, H, es una
variedad de Hilbert con una u´nica carta dada por la funcio´n identidad en H.
Adema´s, como H es un espacio vectorial, el espacio tangente TpH de H para
cualquier punto p ∈ H es cano´nicamente isomorfo al propio H y por tanto,
el producto interior en TpH vendra´ dado de forma natural, es decir, el mismo
que para H. De esta manera, podemos dar a H una estructura de variedad
Riemanniana utilizando la me´trica:
gp(u, v) :=< v,w >H , u, v ∈ TpH,
donde < , >H denota el producto interior en H.
Definicio´n 2.4.1 (Variedad de Stiefel 2-dimensional de V). Sea V un espacio
de Hilbert dotado del producto interior < , >V y su norma inducida ‖‖V ,
llamamos variedad de Stiefel 2-dimensional de V , al conjunto de todos los
pares (u, v) de V ortonormales, es decir
St(2, V ) = {(u, v) ∈ V × V / ‖u‖V = ‖v‖V = 1, < u, v >V = 0}.
Si V es de dimensio´n infinita, St(2, V ) es una variedad de Hilbert de di-
mensio´n infinita modelada sobre V .
Definicio´n 2.4.2 (Variedad de Grassmann 2-dimensional de V). Sea St(2, V )
una variedad de Stiefel 2-dimensional y sea O(2) el grupo ortogonal de las
rotaciones, definimos la variedad de Grassmann 2-dimensional en V como
Gr(2, V ) =
St(2, V )
O(2)
.
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Es decir, Gr(2, V ) es la variedad de todos los subespacios lineales de V
de dimensio´n dos (planos).
La definicio´n de estos dos tipos de variedades son de nuestro intere´s por-
que, como veremos mas detalladamente en el Cap´ıtulo 4, si consideramos
la variedad St(2, V ), siendo V = L2([0, 1]), obtenemos una isometr´ıa entre
St(2, V ), con la me´trica usual, y el espacio de curvas planas cerradas, modu-
lo traslaciones y cambios de escala, considerando la me´trica de Sobolev de
orden 1. Por tanto, Gr(2, V ), con V = L2([0, 1]), sera´ isome´trico al espacio
de curvas planas cerradas modulo traslaciones, cambios de escala y adema´s
rotaciones. Como consecuencia, cualquier resultado que este´ probado en las
variedades de Stiefel y de Grassmann se podra´ extender al espacio de formas
(curvas planas) en cuestio´n.
Pasamos ahora a mostrar algunos resultados sobre las geode´sica en estas
variedades. Para mas detalles ve´anse [7], [8] y [9].
Como en cualquier variedad general, tenemos dos maneras diferentes de
encontrar la expresio´n de una geode´sica: dado un punto inicial de la variedad
y una direccio´n o dados dos puntos de la variedad. La siguiente proposicio´n
nos proporciona la solucio´n para el primer caso, en una variedad de Stiefel
2-dimensional.
Proposicio´n 2.4.3. Sea la variedad St(2, V ) dotada de la me´trica inducida
de V 2 y sea γ : [0, 1] −→ St(2, V ) una curva. Las ecuaciones de las geode´sicas
cumplen
..
γ +γ(
.
γ
T .
γ= 0). Por tanto, las soluciones vendra´n dadas, para todo
t ∈ [0, 1], por:
(γ(t)eAt,
.
γ (t)eAt) = (γ(0),
.
γ (0)) exp t
(
A −S
Id A
)
,
donde A = γ(0)T
.
γ (0), S =
.
γ (0)T
.
γ (0) e Id denota la matriz identidad
2× 2.
En este caso el punto inicial vendra´ dado por γ(0) y la direccio´n por
.
γ (0)
que son las condiciones iniciales del sistema de EDOs.
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En una variedad Riemanniana M de dimensio´n finita, el Teorema de
Hopf-Rinow nos muestra que la completitud del espacio me´trico definido por
(M, d) es equivalente a la completitud de la geode´sica de (M, g), y ambas
implican que cualquier par de puntos de M pueden ser conectados por una
geode´sica mı´nima. Puede verse en [9], [8] y [7] que incluso cuando V es de
dimensio´n infinita, cualquier par de puntos en St(p, V ) y en Gr(p, V ) pueden
ser conectados por una geode´sica mı´nima. Adema´s, el “Cut locus” de un
punto esta´ caracterizado [7].

Cap´ıtulo 3
Estad´ıstica en Variedades
Riemannianas
En este apartado vamos a generalizar los conceptos ba´sicos de probabili-
dad en espacios vectoriales, a medidas en una variedad de Riemann. Como
se ha mencionado en la introduccio´n, no consideraremos que los resultados
de un experimento aleatorio son variables reales o vectores en Rn, si no que
a los resultados de un experimento asociaremos elementos de una variedad
Riemanniana (vea´nse [10] y [11]). Un estudio detallado ma´s general puede
consultarse en [12].
3.1. Conceptos Ba´sicos.
Empezamos generalizando el concepto de variable o vector aleatorio,
cuando trabajemos en una variedad Riemanniana lo denominaremos primi-
tiva aleatoria. La definicio´n formal es:
Definicio´n 3.1.1 (Primitiva aleatoria). Sea (Ω,A, P ) un espacio de probabi-
lidad. Una primitiva aleatoria en la variedad RiemannianaM es una funcio´n
medible X de Ω en a M.
Como en el caso real y vectorial podemos asociar a X una funcio´n de den-
sidad de probabilidad que permite calcular las probabilidades de la primitiva
aleatoria a partir de la su integral en M. Para ello necesitamos introducir
previamente el concepto de integracio´n en una variedad Riemanniana.
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La metrica RiemannianaG(x) = [gϕij(x)] introducida en la definicio´n 2.1.3,
induce un elemento infinitesimal de volumen en cada espacio tangente, y
as´ı una medida en la variedad:
dM(x) =
√
|G(x)|
Esto significa que podemos integrar indiferentemente enM o en cualquier
carta exponencial. Si f es una funcio´n integrable de la variedad y fx(
−→xy) =
f(exp(−→xy)) es su imagen en la carta exponencial en x, tenemos:∫
M
f(x) dM(x) =
∫
Dx
fx(
−→z )
√
G−→x (
−→z ) d−→z
Definicio´n 3.1.2 (Funcio´n densidad de probabilidad). Sea B la σ−A´lge-
bra de Borel en M. La primitiva aleatoria X tiene funcio´n de densidad de
probabilidad, fX (funcio´n real, positiva e integrable) si:
∀A ∈ B , P r(X ∈ A) =
∫
A
fX(x) dM(x) y
Pr(M) =
∫
M
fX(x) dM(x) = 1.
Ejemplo. Un ejemplo simple de fdp es la fdp uniforme en un conjunto
acotado A:
fA(x) =
1∫
A
dM1A(x) =
1A(x)
ν(A)
,
donde ν(A) es el volumen del conjunto A.
NOTA: Debemos ser cuidadosos en cuanto a que esta fdp es uniforme con
respecto a la medida dM y no es uniforme para otras medidas de la variedad.
Esperanza de un observable: Sea g(X) una funcio´n real Boreliana definida
enM yX una primitiva aleatoria con fdp, fX . Entonces, g(X) es una variable
real aleatoria y podemos definir la esperanza de g(X) como:
E[g(X)] = EX [g] =
∫
M
g(x)fX(x) dM(x).
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Esta nocio´n de esperanza corresponde a la definida en variables o vecto-
res aleatorios reales. Sin embargo, no podemos extender directamente este
concepto para definir la media o la esperanza de X puesto que no existe una
generalizacio´n de esta integral en R a una integral con valores en la variedad
M.
3.2. Esperanza y valor medio.
En esta seccio´n vamos a centrarnos en la nocio´n del valor central de una
distribucio´n. Vamos a utilizar la denominacio´n de valor medio o primitiva
media en vez de primitiva esperada para recalcar la diferencia entre esta no-
cio´n y la de esperanza de una funcio´n real.
Cuando utilizamos el concepto de media, existen dos posibilidades:
Media intr´ınseca: Los ca´lculos y las soluciones esta´n siempre en M.
Media extr´ınseca: Mediante un “embedding” de M en un espacio vec-
torial, se realizan los ca´lculos y la definicio´n de media y posteriormente
se proyecta la media en M.
En nuestro caso trabajaremos “intr´ınsecamente”.
Fre´chet definio´ en [13] una generalizacio´n de la media de un vector aleato-
rio teniendo en cuenta que la media es aquel valor de la variable que minimiza
la varianza, es decir: sea X un vector aleatorio de Rn, σ2X(x) = E[dist(X, x)2]
es mı´nima para el vector media X = E[X].
La idea importante para definir la generalizacio´n es que la esperanza de una
funcio´n real si que esta´ bien definida en una variedad de Riemann geodesi-
camente completa M.
Definicio´n 3.2.1 (Varianza de una primitiva aleatoria). Sea X una primitiva
aleatoria con fdp, fX . la varianza σ
2
X(x) es la esperanza de las distancias al
cuadrado entre la primitiva aleatoria X y la primitiva fija y:
σ2X(y) = E[dist(X, y)
2] =
∫
M
dist(x, y)2fX(x) dM(x).
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Definicio´n 3.2.2 (Media de Fre´chet para primitivas aleatorias). Sea X una
primitiva aleatoria. Si la varianza σ2X(y) es finita para todas las primitivas
x ∈M (las cuales lo son para una densidad con un soporte compacto), cada
primitiva X¯ que minimiza esta varianza es llamada primitiva media. Por
tanto, el conjunto de primitivas medias es:
E[X] = arg min
y∈M
(
E[dist(X, y)2]
)
.
Si existe al menos una primitiva media, X¯, llamaremos varianza al valor
mı´nimo σ2X = σ
2
X(X) y la desviacio´n esta´ndar es la ra´ız cuadrada.
Ana´logamente dada una muestra aleatoria X1, . . . , Xn podemos definir la
media de Fre´chet emp´ırica:
E[{Xi}] = arg min
y∈M
(
1
n
dist(Xi, y)
2
)
.
La definicio´n de media de Fre´chet es el resultado de una minimizacio´n y
por ello su existencia no esta´ asegurada. En el siguiente apartado veremos en
que situaciones podemos asegurar su existencia.
3.3. Algoritmo de gradiente descendente pa-
ra obtener la media.
Una te´cnica usual para minimizar una funcio´n es utilizar un algoritmo de
gradiente descendente. Este algoritmo iterativo obtiene este mı´nimo movien-
do un punto inicial, xk en la direccio´n opuesta al gradiente en dicho punto,
una cantidad αk. De esta manera, se obtiene el nuevo punto:
xk+1 = xk − αk∇f(xk).
Adema´s, como hemos visto en el Capitulo 2, tenemos una manera cano´ni-
ca de pasar del espacio tangente a la variedad gracias a la definicio´n de la
funcio´n exponencial 2.3.8. De esta manera, este algoritmo esta´ perfectamente
adaptado.
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Para caracterizar un mı´nimo local de una funcio´n dos veces diferenciable,
solo requerimos un gradiente nulo y una matriz Hessiana definida positiva.
El problema con la funcio´n varianza σ2(y) es que el dominio de integracio´n
(denotadoM−C(y)) depende de la derivacio´n del punto y. Por esta razo´n no
podemos utilizar el Teorema de Lebesgue. Afortunadamente se puede obtener
el siguiente resultado que generaliza la diferenciabilidad para distribuciones
uniformes en variades compactas (Para ver la prueba ve´ase Ape´ndice A de
[14]).
Teorema 3.3.1 (Gradiente descendente de la funcio´n varianza). Sea P una
medida de probabilidad en una variedad RiemannianaM, la funcio´n varianza
σ2(y) =
∫
M
dist(x, y)2 dP (x),
es diferenciable en cualquier punto y ∈ M donde la varianza es finita y el
conjunto Cut Locus C(p) tiene medida de probabilidad 0, es decir:
P (C(y)) =
∫
C(y)
dP (x) = 0 y σ2(y) =
∫
M
dist(x, y)2 dP (x) < +∞.
En estos puntos el gradiente es:
(gradσ2)(y) = −2
∫
M/C(y)
−→yx dP (x).
Utilizando el formalismo de primitivas aleatorias podemos reescribirlo de la
manera que sigue:
grad(σ2X(y)) = −2E[
−→
yX]. (3.1)
Corolario 3.3.2 (Caracterizacio´n de la Media de Fre´chet en variedades sin
Cut Locus). Asumiendo que la funcio´n varianza de la primitiva aleatoria X
es finita, existe una y solo una media de Fre´chet, X¯, caracterizada por:
E[X] = {X¯} ⇐⇒ E[−−→X¯X] = 0.
La media muestral X¯ se caracteriza por:∑
i
−−→
X¯Xi = 0,
donde
−−→
XY = logX(y) y Hess(σ
2(Y )) = −2Id.
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A partir de ahora vamos a suponer que se cumplen las condiciones de
Teorema 3.3.1.
Sea y una estimacio´n de la media de una primitiva aleatoria X, definimos
la funcio´n f(y) = σ2X(y). El desarrollo de Taylor de una funcio´n en una
variedad diferenciable viene expresado por [14]:
f(expy(v)) = f(y) + (grad f)(v) +
1
2
(Hess f)(v, v) +O(‖v‖3).
De acuerdo con esta expresio´n, una manera de aplicar el gradiente des-
cendente, es minimizar la aproximacio´n de segundo orden de la funcio´n en el
punto y de manera que, cuando ‖v‖ → 0, el te´rmino O(‖v‖3) puede despre-
ciarse. Por tanto, la aproximacio´n quedar´ıa:
f(expy(v)) = f(y) + (grad f)(v) +
1
2
(Hess f)(v, v).
Esta es una funcio´n que depende del vector v ∈ TyM. Asumiendo que
(grad f)(v) = 0 y que el Hessiano (Hess f)(v, v) es definido positivo, esta
funcio´n es co´ncava y tendremos:
f(expy(v))− f(y) > 0 −→ f(y) < f(expy(v)),
y por tanto, que y es mı´nimo.
Si denotamosHf (v) la forma lineal que verifica 〈Hf (v)|w〉 = (Hess f)(v, w)
para todo w, entonces H
(−1)
f denota la funcio´n inversa. El mı´nimo esta` ca-
racterizado por:
gradv fy = 0 = grad f +Hf (v) ⇐⇒ v = −H(−1)f (grad f).
Como hemos visto con anterioridad en la ecuacio´n 3.1, tenemos grad f =
−2E[−→yX]. Sin tener en cuenta el Cut Locus en la matriz Hessiana, tene-
mos una matriz definida positiva, Hess f ' 2Id. Por tanto el algoritmo de
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gradiente descendiente es:
yk+1 = expyk(E[
−−→
ykX]). (3.2)
En el caso muestral que es el que ma´s nos interesa en nuestro trabajo,
tendremos exactamente el mismo algoritmo, pero con la media emp´ırica:
yk+1 = expyk(
1
n
∑
i
−−→
ykXi). (3.3)
Notar que en este caso el algoritmo tambie´n funcionar´ıa tomando:
yk+1 = expyk(
∑
i
−−→
ykXi), con  ≤ 1
n
. (3.4)
Cabe notar que en un espacio de vectorial, estos dos algoritmos se simpli-
fican con yk+1 = E[X] y yk+1 =
1
n
∑
i xi, las cuales son la definicio´n del valor
medio y media muestral respectivamente. Adema´s el algoritmo converge en
un solo paso.
Recordemos que la funcio´n exponencial es una geode´sica a lo largo de la
variedad M. As´ı pues, aplicando el algoritmo del gradiente descendente de
la ecuacio´n 3.3, obtendremos un punto de la variedadM, el cual forma parte
de la geode´sica con direccio´n la media emp´ırica.
De esta manera, podemos ver la relacio´n que existe entre la geometr´ıa
que hemos visto en el Cap´ıtulo 2 y la estad´ıstica de este mismo cap´ıtulo.

Cap´ıtulo 4
Espacio de las formas planas
Como se ha mencionado en la introduccio´n, existen muchas maneras dife-
rentes de construir un Espacio Forma. En este trabajo vamos a considerar la
idea expuesta en [15]. Puede verse en [16] otra manera distinta de considerar
un espacio de formas.
En general, las te´cnicas utilizadas para la descripcio´n de formas planas se
agrupan en dos tipos: te´cnicas basadas en el contorno de las formas planas
y te´cnicas basadas en la regio´n que ocupan estas formas [17]. En este caso
vamos a utilizar una te´cnica basada en el contorno de las formas planas.
Empezaremos, por tanto, dando la definicio´n del conjunto de formas planas
a partir de la parametrizacio´n de las curvas frontera de estas formas planas
[8].
4.1. Introduccio´n.
Definicio´n 4.1.1 (Espacio Pre-Forma). Definimos el Espacio Pre-Forma
como el conjunto formado por curvas parametrizadas cerradas modulo tras-
laciones, rotaciones y escalas; es decir:
B = Inmersiones (S
1,R2)
Similitudes
, (4.1)
donde: Similitudes = {traslaciones, rotaciones, escalas} e Immersions (S1,R2)
es el conjunto de todas las aplicaciones diferenciables entre S1 y R2, esto es,
α : S1 −→ R2, cuya diferencial dα es inyectiva ∀p ∈ S1.
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Definicio´n 4.1.2 (Espacio Forma). Definimos el Espacio Forma como:
S = B
Diff(S1)
. (4.2)
Notar que en la primera definicio´n no han sido consideradas las diferentes
reparametrizaciones de la curva α : S1 −→ R2; es decir, no se ha considera-
do en la definicio´n de B el mo´dulo por Diff(S1). Por tanto, nosotros como
trabajaremos en el Espacio Pre-Forma B no consideraremos en un principio
curvas geome´tricas, sino que nuestros resultados dependen de la parametriza-
cio´n de la curva. Ma´s adelante explicaremos como pasamos al Espacio Forma
para pasar los resultados a curvas “geome´tricas”.
A continuacio´n, veremos como dotar al conjunto B una estructura de va-
riedad Riemanniana, lo cual nos permitira´ obtener geode´sicas y distancias
entre formas.
4.2. B como variedad de Riemann.
Dada una curva α : S1 −→ R2 de B (en realidad se trata de un elemento
representativo de una clase de equivalencia), el espacio tangente TαB en α es
el conjunto de campos vectoriales h sobre α; es decir, h : S1 −→ R2.
Una me´trica Riemanniana sobre B es una familia de formas bilineales
definidas positivas, Gα(h, k), donde α ∈ B y h, k ∈ C∞(S1,R2) representan
campos vectoriales en R2 a lo largo de la curva α.
En realidad existen infinitas me´tricas definidas en B. Si denotamos s el
para´metro longitud de arco de la curva α, la ma´s simple viene dada por
G0α(h, k) =
∫
S1
< h(t), k(t) > ds.
Sin embargo esta me´trica (usada, por ejemplo, en [16]) presenta algunos
problemas, por ejemplo, una geode´sica que empieza en un punto (curva) pue-
de degenerar a una curva de longitud cero.
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En este trabajo consideramos la me´trica introducida en [8], definida como:
Gα(h, k) =
1
l(α)
∫
S1
< h˙, k˙ > ds, (4.3)
donde h˙ significa derivada de la funcio´n h con respecto al para´metro longitud
de arco s. Esta me´trica nos permitira´ relacionar el Espacio Pre-Forma con
una variedad Grassmanniana.
Sea V el espacio vectorial formado por todas las aplicaciones de clase C∞,
f : S1 −→ R, con la norma,
||f ||2 =
∫ 2pi
0
f 2(x)dx.
Entonces, dadas dos funciones e, f ∈ V podemos dar la definicio´n de una
aplicacio´n ba´sica que sera´ de suma importancia a partir de ahora.
Definicio´n 4.2.1. Sean e, f ∈ V y asumiendo que las curvas planas pue-
den considerarse como curvas inmersas en el plano complejo, se define la
aplicacio´n ‘ba´sica’ como:
Φ : V × V −→ C
(e, f) 7−→ α(v) = 1
2
∫ v
0
(e(t) + if(t))2 dt.
Nota: De esta definicio´n se deduce, en primer lugar que para v = 0, la
curva α pasa por el (0, 0); es decir, α(0) = (0, 0). En segundo lugar, que la
curva α(v) = Φ(e, f) sera´ cerrada si y solamente si ‖e‖ = ‖f‖ y < e, f >= 0,
ya que:
α(2pi) =
(
1
2
∫ 2pi
0
(e(t)2 − f(t)2) dt, 1
2
∫ 2pi
0
e(t)f(t) dt
)
= (0, 0) = α(0).
De ah´ı se obtiene ‖e‖ = ‖f‖ y < e, f >= 0.
Ahora consideramos la funcio´n a´ngulo tangente de α, θα; es decir, la
funcio´n que nos proporciona los a´ngulos que forman el vector tangente en
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un punto de la curva α con el eje positivo de las abcisas. Esta funcio´n viene
dada por:
α′(t) = ‖α′(t)‖ expiθα(t) = ‖α′(t)‖ (cos(θα(t)), sin(θα(t))).
De esta manera obtenemos el siguiente resultado:
Proposicio´n 4.2.2. Sea θα(t) la funcio´n a´ngulo tangente de la curva α,
podemos expresar e, f ∈ V como:
e(t) =
√
2 ‖α′(t)‖ cos
(
θα(t)
2
)
,
f(t) =
√
2 ‖α′(t)‖ sin
(
θα(t)
2
)
.
Como consecuencia, la longitud de una curva α viene dada por:
`(α) =
∫ 2pi
0
‖α′(t)‖ dt = 1
2
∫ 2pi
0
(e(t)2 + f(t)2) dt =
1
2
(‖e‖2 + ‖f‖2).
Si consideramos las curvas tal que `(α) = 1, tendremos que ‖e‖ = ‖f‖ = 1
y de esta manera tendremos las condiciones necesarias para formar la varie-
dad de Stiefel 2-dimensional de V definida en el Cap´ıtulo 2. Esto es,
St(2, V ) = {(e, f) ∈ V × V / ‖e‖ = ‖f‖ = 1, < e, f >= 0}.
Sea ahora, St0(2, V ) el subconjunto de la variedad de Stiefel St(2, V ), que
viene dado por:
St0(2, V ) = {(e, f) ∈ St(2, V ) / {e(t) = f(t) = 0} = ∅}.
Esta consideracio´n viene dada porque definiendo una curva α de esta ma-
nera no tiene porque ser necesariamente una inmersio´n si e y f se anulan
simulta´neamente, aunque como veremos esto no afecta en las aplicaciones
pra´cticas propuestas.
Recordemos que los elementos representantes del espacio B se consideran
como inmersiones de S1 en R2, modulo traslaciones, rotaciones y cambios de
escala. El hecho de considerar curvas de manera que α(0) = (0, 0) y `(α) = 1
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hace que en St0(2, V ) estemos considerando todas las traslaciones y cambios
de escala respectivamente. En cuanto a las rotaciones, bastara´ considerar
Gr0(2, V ), que sera´ un subconjunto de la variedad Grasmanniana Gr(2, V )
definido por los pares e y f con {t / e(t) = f(t) = 0} = ∅.
De esta manera, la ‘magia’ de la aplicacio´n Φ se muestra en el siguiente
teorema:
Teorema 4.2.3. La aplicacio´n
Φ : St0(2, V ) −→ B1 = Imm(S1,R2)Traslaciones,Escalas
(e, f) 7−→ Φ((e, f)) = 1
2
∫ v
0
(e(t) + if(t))2 dt = α(v),
define una isometr´ıa cuando St0(2, V ) esta´ dotado de su me´trica natural gS,
que define la norma ‖(e, f)‖gS =
√
gS((e, f), (e, f)) =
√
< (e, f), (e, f) >V y
B1 esta´ dotado de la me´trica Gα, que define la norma ‖h‖Gα =
√
Gα(h, h) =(
1
l(α)
∫ 2pi
0
< h˙, h˙ > ds
) 1
2
.
Demostracio´n. Sea (e, f) ∈ St0(2, V ) y (e1, f1) ∈ T(e,f)St0(2, V ). Vamos a
calcular la aplicacio´n diferencialDΦ(e,f)(e1, f1) y a demostrar que ‖(e1, f1)‖gS =∥∥DΦ(e,f)(e1, f1)∥∥Gα .
Definimos las funciones e(t, u) y f(t, u) de manera que:
e(t, 0) = e(t),
f(t, 0) = f(t),
d e(t, u)
du
∣∣∣∣
u=0
= e1(t), (4.4)
d f(t, u)
du
∣∣∣∣
u=0
= f1(t).
De este modo la diferencial de la aplicacio´n Φ viene dada por:
DΦ(e,f)(e1, f1) =
d (Φ(e(t, u) + if(t, u)))
du
∣∣∣∣
u=0
=
(1)
=
d
du
∣∣∣∣
u=0
(
1
2
∫ v
0
(e(t, u) + if(t, u))2 dt
)
=
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=
1
2
∫ v
0
d ((e(t, u) + if(t, u))2)
du
∣∣∣∣
u=0
dt =
=
1
2
∫ v
0
2(e(t, u) + if(t, u))|u=0
d (e(t, u) + if(t, u))
du
∣∣∣∣
u=0
dt =
=
∫ v
0
(e(t, 0) + if(t, 0))
(
d e(t, u)
du
∣∣∣∣
u=0
+ i
d f(t, u)
du
∣∣∣∣
u=0
)
dt =
(2)
=
∫ v
0
(e(t) + if(t))(e1(t) + if1(t)) dt = h(v) ∈ TΦ((e,f))B1,
donde:
(1) Definicio´n aplicacio´n Φ: Φ((e(t, u), f(t, u))) = 1
2
∫ v
0
(e(t, u) + if(t, u))2 dt.
(2) Ecuaciones 4.4.
Por tanto la norma vendra´ dada por:
∥∥DΦ(e,f)(e1, f1)∥∥2Gα = ‖h(v)‖2Gα = 1l(α)
∫ 2pi
0
< h˙(v), h˙(v) > ds =
(3)
=
1
l(α)
∫ 2pi
0
<
h′(v)
‖α′(v)‖ ,
h′(v)
‖α′(v)‖ > ‖α
′(v)‖ dv =
=
1
l(α)
∫ 2pi
0
1
‖α′(v)‖ < h
′(v), h′(v) > dv =
(4)
=
1
l(α)
∫ 2pi
0
‖h′(v)‖2
‖α′(v)‖ dv =
(3) y (5)
=
1
l(α)
∫ 2pi
0
‖e(v) + if(v)‖2 ‖e1(v) + if1(v)‖2
1
2
‖e(v) + if(v)‖2 dv =
=
2
l(α)
∫ 2pi
0
‖e1(v) + if1(v)‖2 dv =
(6)
=
∫ 2pi
0
‖e1(v) + if1(v)‖2 dv =
(7)
=
∫ 2pi
0
< (e1(v), f1(v)), (e1(v), f1(v)) > dv =
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= ‖(e1, f1)‖2gS ,
donde:
(3) Cambio de variable:
h˙(v) =
d h(v)
ds
=
dh
dv
dv
ds
= h′(v)
dv
ds
=
h′(v)
‖α′(v)‖ ,
ds = ‖α′(v)‖ dv,
y se ha utilizado:
α(v) =
1
2
∫ v
0
(e(v) + if(v))2 dt,
α′(v) =
1
2
(e(v) + if(v))2,
‖α′(v)‖ = 1
2
‖e(v) + if(v)‖2 .
(4) ‖h′(v)‖ = √< h′(v), h′(v) >.
(5) Definicio´n de h:
h(v) =
∫ v
0
(e(t) + if(t))(e1(t) + if1(t)) dt,
h′(v) = (e(v) + if(v))(e1(v) + if1(v)),
‖h′(v)‖ = ‖e(v) + if(v)‖ ‖e1(v) + if1(v)‖ .
(6) l(α) = 2.
(7) ‖(e1(v), f1(v))‖ =
√
< (e1(v), f1(v)), (e1(v), f1(v)) >.
Como consecuencia de este teorema obtenemos el siguiente resultado:
Corolario 4.2.4. La aplicacio´n
Φ : Gr0(2, V ) −→ B1
Rotaciones
= B
(e, f) 7−→ Φ((e, f)) = 1
2
∫ s
0
(e(t) + if(t))2 dt = α(s),
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define una isometr´ıa cuando Gr0(2, V ) esta´ dotado de su me´trica natural gG,
que define la norma ‖(e, f)‖gS =
√
gG((e, f), (e, f)) =
√
< (e, f), (e, f) >V y
B esta´ dotado de la me´trica Gα, que define la norma ‖h‖Gα =
√
Gα(h, h) =(
1
l(α)
∫ 2pi
0
< h˙, h˙ > ds
) 1
2
.
La demostracio´n de este corolario se obtiene al considerar en el teorema
anterior cocientes en los dos lados y obtener as´ı dos sumersiones Riemannia-
nas que conservan la isometr´ıa.
4.3. Ca´lculo de distancias y geode´sicas en B.
Para calcular las distancias y las lineas geode´sicas entre cualquier par de
formas en el Espacio Pre-Forma consideraremos la aplicacio´n ba´sica y las
distancias y lineas geode´sicas en el Grassmanniano. Como dos funciones e(t)
y f(t) definen un punto en la variedad de Grassmann Gr(2, V ), para realizar
dichos ca´lculos, aplicaremos los me´todos usados en [9] y [8].
La distancia entre dos curvas cerradas α = Φ(e1, f1) y β = Φ(e2, f2) de
longitud 1 es la distancia entre dos subespacios dimensionales, W1 generado
por {e1, f1} y W2 generado por {e2, f2}.
La descomposicio´n de valores singulares de la proyeccio´n ortonormal p de
W1 en W2 nos proporciona las bases {eˆ1, fˆ1} de W1 y {eˆ2, fˆ2} de W2 tal que
p(eˆ1) = λ1eˆ2 y p(fˆ1) = λ2fˆ2, eˆ1 ⊥ fˆ2, fˆ1 ⊥ eˆ2 donde 0 ≤ λ1, λ2 ≤ 1. De hecho
λ1, λ2 son los valores singulares de la siguiente matriz (2× 2):
A =
(
< e1, e2 > < e1, f2 >
< f1, e2 > < f1, f2 >
)
. (4.5)
Si escribimos λ1 = cosψ1, λ2 = cosψ2 entonces ψ1, ψ2 son los a´ngulos de
Jordan, 0 ≤ ψ1, ψ2 ≤ pi/2.
Adema´s, si tenemos α = Φ(e1, f1) y β = Φ(e2, f2), para obtener la geode´si-
ca, tenemos que diagonalizar la matriz A, rotando la curva α por un a´ngulo
constante θα, es decir, la base {e1, f1} por el a´ngulo θα2 y de manera similar
para la curva β por un a´ngulo contante θβ. Dichos a´ngulos θα y θβ vienen
dados por sistema de ecuaciones siguiente:
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 θα + θβ = 2 arctan
(
<e1,f2>+<f1,e2>
<e1,e2>−<f1,f2>
)
θα − θβ = 2 arctan
(
<e1,f2>−<f1,e2>
<e1,e2>+<f1,f2>
) (4.6)
y con los que obtenemos las bases:
{eˆ1, fˆ1} = expi θα2 (e1 + if1),
{eˆ2, fˆ2} = expi
θβ
2 (e2 + if2).
(4.7)
De esta manera, con las nuevas bases alineadas los elementos de la dia-
gonal de la matriz A, sera´n los cosenos, λ1 = cosψ1 y λ2 = cosψ2.
As´ı pues, tenemos que la distancia de la geode´sica entre α = Φ(e1, f1) y
β = Φ(e2, f2) viene dada por [9]:
d(W1,W2) = d(α, β) =
√
ψ21 + ψ
2
2, (4.8)
y la geode´sica que une las curvas α y β se define como:
γ(s, u) = Φ(e(t, u), f(t, u)) =
1
2
∫ s
0
(e(t, u) + if(t, u))2)dt, (4.9)
donde:
e(t, u) =
sin((1− u)ψ1)eˆ1(t) + sin(uψ1)eˆ2(t)
sinψ1
,
f(t, u) =
sin((1− u)ψ2)fˆ1(t) + sin(uψ2)fˆ2(t)
sinψ2
. (4.10)
si ψ1, ψ2 6= 0. En otro caso tendr´ıamos:
e(t, u) = eˆ1(t), si ψ1 = 0,
f(t, u) = fˆ1(t), si ψ2 = 0.
El vector tangente a la geode´sica (e(t, u), f(t, u)) en Gr0(2, V ), viene dado
por (eu(t, 0), fu(t, 0)), donde:
eu(t, 0) =
∂e(t, u)
∂u
|u=0 = ψ1
sinψ1
(eˆ2(t)− cosψ1 eˆ1(t)),
fu(t, 0) =
∂f(t, u)
∂u
|u=0 = ψ2
sinψ2
(fˆ2(t)− cosψ2 fˆ1(t)), (4.11)
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si ψ1, ψ2 6= 0. En otro caso tendr´ıamos:
eu(t, 0) = 0, si ψ1 = 0,
fu(t, 0) = 0, si ψ2 = 0.
Adema´s, se cumple la siguiente proposicio´n:
Proposicio´n 4.3.1. La norma del vector (eu(t, 0), fu(t, 0)) en V ×V coincide
con la distancia entre αi = Φ(ei, fi) y αj = Φ(ej, fj).
Demostracio´n.
‖(eu(t, 0), fu(t, 0))‖2 =
(√
< (eu(t, 0), fu(t, 0)), (eu(t, 0), fu(t, 0)) >
)2
=
= < (eu(t, 0), fu(t, 0)), (eu(t, 0), fu(t, 0)) >=
= < eu(t, 0), eu(t, 0) > +2 < eu(t, 0), fu(t, 0) > +
+ < fu(t, 0), fu(t, 0) >=
(1)
= < eu(t, 0), eu(t, 0) > + < fu(t, 0), fu(t, 0) >=
(2)
= <
ψi
sinψi
(eˆj(t)− cosψi eˆi(t)) , ψi
sinψi
(eˆj(t)− cosψi eˆi(t)) > +
+ <
ψj
sinψj
(
fˆj(t)− cosψj fˆi(t)
)
,
ψj
sinψj
(
fˆj(t)− cosψj fˆi(t)
)
>=
(3)
=
ψ2i
sin2 ψi
< eˆj(t)− cosψi eˆi(t), eˆj(t)− cosψi eˆi(t) > +
+
ψ2j
sin2 ψj
< fˆj(t)− cosψj fˆi(t), fˆj(t)− cosψj fˆi(t) >=
(3)
=
ψ2i
sin2 ψi
(< eˆj(t), eˆj(t) > −2 cosψi < eˆi(t), eˆj(t) > +
+ cos2 ψi < eˆi(t), eˆi(t) >) +
ψ2j
sin2 ψj
(< fˆj(t), fˆj(t) > −
− 2 cosψj < fˆi(t), fˆj(t) > + cos2 ψj < fˆi(t), fˆi(t) >) =
(4)
=
ψ2i
sin2 ψi
(1− 2 cosψi < eˆi(t), eˆj(t) > + cos2 ψi) +
+
ψ2j
sin2 ψj
(1− 2 cosψj < fˆi(t), fˆj(t) > + cos2 ψj) =
(5)
=
ψ2i
sin2 ψi
(1− 2 cos2 ψi + cos2 ψi) +
ψ2j
sin2 ψj
(1− 2 cos2 ψj + cos2 ψj) =
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=
ψ2i
sin2 ψi
(1− cos2 ψi) +
ψ2j
sin2 ψj
(1− cos2 ψj) =
=
ψ2i
sin2 ψi
sin2 ψi +
ψ2j
sin2 ψj
sin2 ψj =
= ψ2i + ψ
2
j =
= d2(αi, αj),
donde:
(1) Ortogonalidad: < eu(t, 0), fu(t, 0) >= 0.
(2) Definiciones de eu(t, 0) y fu(t, 0):
eu(t, 0) =
ψi
sinψi
(eˆj(t)− cosψi eˆi(t)) ,
fu(t, 0) =
ψj
sinψj
(
fˆj(t)− cosψj fˆi(t)
)
.
(3) Linealidad.
(4) Funciones unitarias:
< eˆi(t), eˆi(t) > = ‖eˆi(t)‖2 = 1,
< eˆj(t), eˆj(t) > = ‖eˆj(t)‖2 = 1,
< fˆi(t), fˆi(t) > =
∥∥∥fˆi(t)∥∥∥2 = 1,
< fˆj(t), fˆj(t) > =
∥∥∥fˆj(t)∥∥∥2 = 1.
(5) < eˆi(t), eˆj(t) > y < fˆi(t), fˆj(t) > son los elementos de la diagonal de
la matriz A (Pa´g. 36). Adema´s, dichas funciones, hacen que esa matriz sea
diagonal y por tanto:
< eˆi(t), eˆj(t) > = λ1 = cosψi,
< fˆi(t), fˆj(t) > = λ2 = cosψj.
Adema´s de la geode´sica que une dos curvas α y β, que sera´ necesaria para
calcular distancias entre curvas, tambie´n necesitaremos la geode´sica definida
por un punto y una direccio´n, que la utilizaremos para calcular la media
intr´ınseca de varias curvas.
Recordamos que, como vimos en el Cap´ıtulo 2, pod´ıamos definir la geode´si-
ca desde el punto (e(t), f(t)) enGr0(2, V ) con vector tangente inicial (e˜(t), f˜(t))
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como [7]:
γ(u) = ((e(t), f(t)), (e˜(t), f˜(t)))exp u
(
A −S
Id2 A
)
Id4×2 exp(−Au),
donde A = (e(t), f(t))T (e˜(t), f˜(t)) y S = (e˜(t), f˜(t))T (e˜(t), f˜(t)).
Veamos a continuacio´n un ejemplo sencillo del ca´lculo de la distancia y
la geode´sica entre una circunferencia y una elipse.
Ejemplo 4.3.2. Sea la circunferencia parametrizada por α(t) = (cos(t), sin(t)),
0 ≤ t ≤ 2pi y la elipse parametrizada por β(t) = (2 cos(t), sin(t)), 0 ≤ t ≤ 2pi.
Notar que las longitudes de estas curvas parametrizadas no son igual a 1.
Por tanto, sera´ suficiente considerar en las ecuaciones de la Proposicio´n 4.2.2
lo siguiente:
e1(t) =
√
2 ‖α′(t)‖
`(α)
cos
(
θα(t)
2
)
, f1(t) =
√
2 ‖α′(t)‖
`(α)
sin
(
θα(t)
2
)
. (4.12)
e2(t) =
√
2 ‖β′(t)‖
`(β)
cos
(
θβ(t)
2
)
, f2(t) =
√
2 ‖β′(t)‖
`(β)
sin
(
θβ(t)
2
)
. (4.13)
Calculamos θα(t) cumpliendo α
′(t) = ‖α′(t)‖ (cos(θα(t)), sin(θα(t))):
α′(t) = (− sin(t), cos(t)),
‖α′(t)‖ = 1.
Por tanto el sistema a resolver sera´:{ − sin(t) = cos(θα(t))
cos(t) = sin(θα(t))
La funcio´n a´ngulo tangente de la curva α resultara´: θα(t) = arctan
(
− cos(t)
sin(t)
)
=
− arctan(cot(t)), 0 ≤ t ≤ 2pi. Para asegurar la continuidad de la funcio´n ar-
cotangente y evitar los dos posibles valores que tiene, consideraremos:
θα(t) = t+
pi
2
, 0 ≤ t ≤ 2pi.
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Ahora calculamos θβ(t) cumpliendo β
′(t) = ‖β′(t)‖ (cos(θβ(t)), sin(θβ(t))):
β′(t) = (−2 sin(t), cos(t)),
‖β′(t)‖ =
√
cos2(t) + 4 sin2(t).
Por tanto el sistema a resolver sera´: −
2 sin(t)√
cos2(t)+4 sin2(t)
= cos(θβ(t))
cos(t)√
cos2(t)+4 sin2(t)
= sin(θβ(t))
La funcio´n a´ngulo tangente de la curva β resultara´: θβ(t) = arctan
(
− cos(t)
2 sin(t)
)
=
− arctan( cot(t)
2
), 0 ≤ t ≤ 2pi. Para asegurar la continuidad de la funcio´n arco-
tangente y evitar los dos posibles valores que tiene, consideraremos:
θβ(t) =
{
− arctan( cot(t)
2
) + pi, 0 ≤ t ≤ pi,
− arctan( cot(t)
2
) + 2pi, pi ≤ t ≤ 2pi.
De esta manera calculamos las funciones e1(t) y f1(t) para α y e2(t) y
f2(t) para β, utilizando las ecuaciones 4.12 y 4.13 respectivamente. Las curvas
resultantes de aplicar la definicio´n de Φ tendra´n longitud 1 y pasara´n por el
punto (0, 0). As´ı, obtendremos la matriz:
A =
(
0.986299 2.34× 10−17
2.34× 10−17 0.986299
)
,
la cual es una matriz que ya esta´ diagonalizada, con lo que obtenemos:
λ1 = cosψ1 = 0.986299,
λ2 = cosψ2 = 0.986299.
Por tanto, tenemos: ψ1 = ψ2 = 0.165727 y utilizando la ecuacio´n 4.8,
obtenemos la siguiente distancia:
d(α, β) =
√
ψ21 + ψ
2
2 = 0.234373.
Para obtener la geode´sica que une la circunferencia y la elipse con es-
tas parametrizaciones utilizamos la ecuacio´n 4.9 considerando eˆ1 = e1, fˆ1 =
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f1, eˆ2 = e2 y fˆ2 = f2, ya que con las funciones e1, f1, e2 y f2 ya hab´ıamos
obtenido una matriz diagonal. En la siguiente figura podemos ver algunas
curvas de la geode´sica obtenida:
Figura 4.1: Se muestran los puntos (curvas) de la geode´sica que une α con
β para s = 0.25, s = 0.5 y s = 0.75.
Notar que para s = 0 obtenemos la curva inicial α (circunferencia) y para
s = 1 obtenemos la curva final β (elipse).
4.4. Ca´lculo de distancias y geode´sicas en S.
Hasta ahora hemos estado trabajando con curvas parametrizadas, pe-
ro como hemos mencionado anteriormente, estamos interesados en curvas
geome´tricas. Para ello tenemos dos posibilidades:
1. Considerarlo como un espacio de formas S = B/Diff(S1) el cual es
una submersio´n. Entonces, las geode´sicas en S son exactamente las
ima´genes de las geode´sicas en B que son perpendiculares a las fibras de
la submersio´n, es decir, las geode´sicas en S que con la me´trica Gα son
geode´sicas horizontales en la variedad Grassmanniana 2-dimensional de
V , Gr(2, V ).
2. (Nuestra eleccio´n). Considerarlo como curvas digitales que corres-
ponden a contornos de formas. De esta manera, para cada curva, ten-
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dremos una misma cantidad de puntos ma´s o menos igualmente es-
paciados y podremos suponer que las curvas α ∈ B tienen velocidad
constante ‖α′(t)‖ para todo t ∈ S1.
Consideramos ahora que φ ∈ Diff(S1) con φ(0) = 0, α(t) es una curva en
B con ‖α′(t)‖ = K y α ◦φ es una reparametrizacio´n de α con ‖(α ◦ φ)′(t)‖ =
K; entonces tenenemos que φ es la identidad, φ(t) = t para todo t ∈ S1.
Por tanto, en vez de trabajar en el Espacio Forma S, consideraremos
distancias en el Espacio Pre-Forma B y definiremos la distancia entre dos
immersiones (formas) α y β de S, cada una de ellas de longitud 1 como:
d(α, β) = mı´n
φ
d(α, β ◦ φ), (4.14)
donde φ ∈ Diff(S1) dado por φ(t) = t+ t0, donde t0 ∈ S1 es una constante.
Veamos a continuacio´n un ejemplo del ca´lculo de la distancia y la geodesi-
ca entre dos parametrizaciones diferentes de una misma elipse con el objetivo
de ilustrar la importancia que tiene la eleccio´n del mı´nimo.
Ejemplo 4.4.1. Sea la elipse parametrizada por α(t) = (2 cos(t+ pi
4
), sin(t+
pi
4
)), 0 ≤ t ≤ 2pi y la elipse parametrizada por β(t) = (2 cos(t), sin(t)), 0 ≤
t ≤ 2pi considerada en el Ejemplo 4.3.2.
Calculamos θα(t) cumpliendo α
′(t) = ‖α′(t)‖ (cos(θα(t)), sin(θα(t))):
α′(t) = (−2 sin(t+ pi
4
), cos(t+
pi
4
)),
‖α′(t)‖ =
√
cos2(t+
pi
4
) + 4 sin2(t+
pi
4
).
Por tanto el sistema a resolver sera´: −
2(cos(t)+sin(t))√
5+6 cos(t) sin(t)
= cos(θα(t))
cos(t)−sin(t)√
5+6 cos(t) sin(t)
= sin(θα(t))
La funcio´n a´ngulo tangente de la curva α resultara´ ser:
θα(t) = arctan
(
− cos(t)− sin(t)
2(sin(t) + cos(t))
)
= − arctan
(
cos(t)− sin(t)
2(sin(t) + cos(t))
)
.
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Para asegurar la continuidad de la funcio´n arcotangente y evitar los dos
posibles valores que tiene, consideraremos:
θα(t) =

− arctan
(
cos(t)−sin(t)
2(sin(t)+cos(t))
)
+ 3pi
4
, 0 ≤ t ≤ 3pi
4
,
− arctan
(
cos(t)−sin(t)
2(sin(t)+cos(t))
)
+ 7pi
4
, 3pi
4
≤ t ≤ 7pi
4
,
− arctan
(
cos(t)−sin(t)
2(sin(t)+cos(t))
)
+ 11pi
4
, 7pi
4
≤ t ≤ 2pi.
Por otra parte, recordemos del Ejemplo 4.3.2 que, la funcio´n a´ngulo tan-
gente de la curva β era:
θβ(t) =
{
− arctan( cot(t)
2
) + pi, 0 ≤ t ≤ pi,
− arctan( cot(t)
2
) + 2pi, pi ≤ t ≤ 2pi.
De esta manera calculamos las funciones e1(t) y f1(t) para α y e2(t) y
f2(t) para β, utilizando las ecuaciones 4.12 y 4.13 respectivamente. Las curvas
resultantes de aplicar la definicio´n de Φ tendra´n longitud 1 y pasara´n por el
punto (0, 0). As´ı, obtenemos la matriz:
A =
(
0.972598 −0.027016
0.027016 0.972598
)
,
la cual es una matriz que “no” esta´ diagonalizada, con lo que la tendremos
que diagonalizar para obtener:
λ1 = cosψ1 = 0.972973,
λ2 = cosψ2 = 0.972973.
Por tanto, tenemos: ψ1 = ψ2 = 0.233023 y utilizando la ecuacio´n 4.8,
obtenemos la siguiente distancia:
d(α, β) =
√
ψ21 + ψ
2
2 = 0.329544.
Cabe destacar que en nuestro Espacio Forma estas dos elipses represen-
tan la misma forma y, por tanto, la distancia entre ambas deber´ıa de ser
0. Observamos pues que la parametrizacio´n afecta a nuestra distancia. De
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ah´ı que para trabajar en el espacio forma se elija el mı´nimo de las distancias
de entre todos los posibles cambios de parametrizacio´n. En este ejemplo, ob-
tendr´ıamos el mı´nimo si considera´ramos las parametrizaciones β(t) = α(t) o
β(t) = α(t+ pi).
En la siguiente figura podemos ver la geode´sica que se obtiene entre las
dos parametrizaciones propuestas para la elipse:
Figura 4.2: Se muestran los puntos (curvas) de la geode´sica que une α y β
para s = 0.25, s = 0.5 y s = 0.75.
Notar que para s = 0 obtenemos la curva inicial α (elipse horizontal), y
para s = 1 obtenemos la curva final β (elipse inclinada).

Cap´ıtulo 5
Media muestral intr´ınseca en el
Espacio Forma.
Una vez analizados los conceptos necesarios, tanto geome´tricos como es-
tad´ısticos, de los cap´ıtulos anteriores, vamos a obtener en este cap´ıtulo un
resultado nuevo. Este resultado es la obtencio´n de la media muestral intr´ınse-
ca en el espacio de formas. Sin embargo, con el objetivo de explicar de manera
sencilla el me´todo que vamos a utilizar para definir esta media, vamos a tra-
tar de explicar como se calcula la media muestral intr´ınseca en tres espacios
diferentes. En primer lugar, veremos dos casos sencillos en R2 y S2. En con-
creto, en 5.1.1 veremos una idea de como aplicar´ıamos el Algoritmo 1 para
calcular la media intr´ınseca de un conjunto de puntos en el plano y en 5.1.2
se aplicara´ el Algoritmo 2 para calcular dicha media, en este caso para un
conjunto de 3 puntos en la esfera. A continuacio´n, en 5.2 trataremos el caso
en nuestro Espacio Forma, aplicando el Algoritmo 3 descrito en 5.2.1 para un
caso sencillo. Para finalizar, en 5.2.4, mostraremos algunos resultados obteni-
dos con el u´ltimo algoritmo mencionado considerando diferentes para´metros
y formas.
5.1. Medias en los espacios R2 y S2.
5.1.1. Ejemplo trivial en R2.
Consideramos los puntos en R2: P1 = (0, 0), P2 = (2, 0), P3 = (0, 2) y
P4 = (2, 2).
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Obviamente la media intr´ınseca de estos 4 puntos teniendo en cuenta la
me´trica euclideana en R2 es el punto PM = (1, 1). Que, como es bien conocido,
es el que minimiza la varianza. Vea´moslo a continuacio´n, simplemente como
una ilustracio´n trivial, por una parte, planteando el problema anal´ıtico, y
por otra usando el algoritmo propuesto detalladamente paso por paso.
Me´todo Anal´ıtico.
Consideramos la funcio´n f : R2 −→ R definida como:
f(x, y) = 1
4
4∑
i=1
dist2((x, y), Pi) =
=
1
4
(2x2 + 2(x− 2)2 + 2y2 + 2(y − 2)2) =
=
1
4
(2x2 + 2x2 − 8x+ 8 + 2y2 + 2y2 − 8y + 8) =
= x2 − 2x+ y2 − 2y + 4.
Calculamos los puntos cr´ıticos resolviendo el siguiente sistema:
∇f(x, y) = (∂f
∂x
,
∂f
∂y
) = (2x− 2, 2y − 2) = (0, 0) ⇒
2x− 2 = 0
2y − 2 = 0
}
⇒ (x, y) = (1, 1).
Calculamos el determinante de la matriz Hessiana,
∂2f
∂x2
∂2f
∂x∂y
∂2f
∂y∂x
∂2f
∂y2
 = ( 2 00 2
)
⇒
∣∣∣∣ 2 00 2
∣∣∣∣ > 0,
y efectivamente como el determinante es positivo tenemos que (1, 1) es el
u´nico punto cr´ıtico que existe, y adema´s es un mı´nimo.
As´ı pues podemos concluir que el punto medio sera´ PM = (1, 1), ya que
es el que mı´nimiza la funcio´n suma de distancias al resto de puntos.
Veamos a continuacio´n el algoritmo:
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Algortimo.
Algoritmo 1 MEDIA INTRI´NSECA EN EL PLANO.
Entrada: Conjunto de puntos {P1, . . . , Pn} del plano, ε y Error.
Salida: Punto medio M .
1. k ← 1,
2. M1 ← P1.
PASO 1: Calcular los elementos de la geode´sica que une los puntos Mk
y Pi, es decir, con punto inicial Mk y direccio´n
−→vki: γki(t) = Mk + t−→vki.
3. para todo i = 1, . . . , n hacer
4.
−→vik ← −−−→MkPi.
5. fin para
PASO 2: Calcular vector de la nueva direccio´n.
6.
−→vk ←
∑n
i=1
−→vik.
PASO 3: Calcular nuevo candidato a media, Mk+1.
7. Geode´sica en la nueva direccio´n −→vk : γk(t) = Mk + t−→vk .
8. Mk+1 ← γk(ε).
PASO 4: Criterio de parada.
9. si d(Mk,Mk+1) < Error entonces
10. devolver M ←Mk+1.
11. si no
12. k ← k + 1,
13. Volver al PASO 1.
14. fin si
Me´todo Algor´ıtmico.
Como se comento´ en el cap´ıtulo 3 al tratarse de un espacio vectorial el
algoritmo del gradiente descendiente obtendr´ıa el mı´nimo en un solo paso
considerando la ecuacio´n 3.3.
Sin embargo, el Algoritmo 1 representa el algoritmo de la ecuacio´n 3.4
que ser´ıa equivalente al de la ecuacio´n 3.3 considerando ε = 1
n
. De este modo,
obtendr´ıamos el punto medio en el primero de los pasos, aunque para ilustrar
como funciona este algoritmo en este ejemplo sencillo, tomaremos un ε menor
que 1
4
para detallar mas pasos.
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Consideraremos los siguientes para´metros del algoritmo: {P1 = (0, 0), P2 =
(2, 0), P3 = (0, 2), P4 = (2, 2)}, ε = 18 y Error = 0.1 (10 %). Adema´s inicia-
remos k = 1 y el primer candidato a media sera´ M1 = P1 = (0, 0).
PASO 1: (k = 1) Calculamos los vectores −→v1i = −−−→M1Pi:
−→v11 = −−−→M1P1 = P1 −M1 = (0, 0)− (0, 0) = (0, 0),
−→v12 = −−−→M1P2 = P2 −M1 = (2, 0)− (0, 0) = (2, 0),
−→v13 = −−−→M1P3 = P3 −M1 = (0, 2)− (0, 0) = (0, 2),
−→v14 = −−−→M1P4 = P4 −M1 = (2, 2)− (0, 0) = (2, 2).
PASO 2: (k = 1) Calculamos el vector de la nueva direccio´n, −→v1 =
∑4
i=1
−→v1i:
−→v1 =
4∑
i=1
−→v1i = (0, 0) + (2, 0) + (0, 2) + (2, 2) = (4, 4).
PASO 3: (k = 1) Construimos la geode´sica γ1, con punto inicial M1 y en la nueva
direccio´n −→v1 y obtenemos el nuevo candidato a media, M2, evaluando
en t = ε = 1
8
:
γ1(t) = M1 + t
−→v1 = (0, 0) + t(4, 4) = (4t, 4t).
M2 = γ1(ε) = γ1(
1
8
) = (
1
2
,
1
2
).
Nota: Notar que si hubie´ramos tomado ε = 1
4
, llegar´ıamos al mı´nimo
en un solo paso.
PASO 4: (k = 1) Criterio de parada: ¿d(M1,M2) < Error?
d(M1,M2) = d((0, 0), (
1
2
,
1
2
)) =
√(
1
2
)2
+
(
1
2
)2
=
√
2
(
1
22
)
=
=
1√
2
= 0.7071 < 0.1?
NO, entonces k = k + 1 = 2 y volvemos al PASO 1.
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PASO 1: (k = 2) Calculamos los vectores −→v2i = −−−→M2Pi:
−→v21 = −−−→M2P1 = P1 −M2 = (0, 0)− (1
2
,
1
2
) = (−1
2
,−1
2
),
−→v22 = −−−→M2P2 = P2 −M2 = (2, 0)− (1
2
,
1
2
) = (
3
2
,−1
2
),
−→v23 = −−−→M2P3 = P3 −M2 = (0, 2)− (1
2
,
1
2
) = (−1
2
,
3
2
),
−→v24 = −−−→M2P4 = P4 −M2 = (2, 2)− (1
2
,
1
2
) = (
3
2
,
3
2
).
PASO 2: (k = 2) Calculamos el vector de la nueva direccio´n, −→v2 =
∑4
i=1
−→v2i:
−→v2 =
4∑
i=1
−→v2i = (−1
2
,−1
2
) + (
3
2
,−1
2
) + (−1
2
,
3
2
) + (
3
2
,
3
2
) = (2, 2).
PASO 3: (k = 2) Construimos la geode´sica γ2, con punto inicial M2 y en la nueva
direccio´n −→v2 y obtenemos el nuevo candidato a media, M3, evaluando
en t = ε = 1
8
:
γ2(t) = M2 + t
−→v2 = (1
2
,
1
2
) + t(2, 2) = (2t+
1
2
, 2t+
1
2
),
M3 = γ2(ε) = γ2(
1
8
) = (
3
4
,
3
4
).
PASO 4: (k = 2) Criterio de parada: ¿d(M2,M3) < Error?
d(M2,M3) = d((
1
2
,
1
2
), (
3
4
,
3
4
)) =
√(
3
4
− 1
2
)2
+
(
3
4
− 1
2
)2
=
=
√
2
(
1
42
)
=
1
2
√
2
= 0.3536 < 0.1?
NO, entonces k = k + 1 = 3 y volvemos al PASO 1.
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PASO 1: (k = 3) Calculamos los vectores −→v3i = −−−→M3Pi:
−→v31 = −−−→M3P1 = P1 −M3 = (0, 0)− (3
4
,
3
4
) = (−3
4
,−3
4
),
−→v32 = −−−→M3P2 = P2 −M3 = (2, 0)− (3
4
,
3
4
) = (
5
4
,−3
4
),
−→v33 = −−−→M3P3 = P3 −M3 = (0, 2)− (3
4
,
3
4
) = (−3
4
,
5
4
),
−→v34 = −−−→M3P4 = P4 −M3 = (2, 2)− (3
4
,
3
4
) = (
5
4
,
5
4
).
PASO 2: (k = 3) Calculamos el vector de la nueva direccio´n, −→v3 =
∑4
i=1
−→v3i:
−→v3 =
4∑
i=1
−→v3i = (−3
4
,−3
4
) + (
5
4
,−3
4
) + (−3
4
,
5
4
) + (
5
4
,
5
4
) = (1, 1).
PASO 3: (k = 3) Construimos la geode´sica γ3, con punto inicial M3 y en la nueva
direccio´n −→v3 y obtenemos el nuevo candidato a media, M4, evaluando
en t = ε = 1
8
:
γ3(t) = M3 + t
−→v3 = (3
4
,
3
4
) + t(1, 1) = (t+
3
4
, t+
3
4
),
M4 = γ3(ε) = γ3(
1
8
) = (
7
8
,
7
8
).
PASO 4: (k = 3) Criterio de parada: ¿d(M3,M4) < Error?
d(M3,M4) = d((
3
4
,
3
4
), (
7
8
,
7
8
)) =
√(
7
8
− 3
4
)2
+
(
7
8
− 3
4
)2
=
=
√
2
(
1
82
)
=
1
4
√
2
= 0.1768 < 0.1?
NO, entonces k = k + 1 = 4 y volvemos al PASO 1.
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PASO 1: (k = 4) Calculamos los vectores −→v4i = −−−→M4Pi:
−→v41 = −−−→M4P1 = P1 −M4 = (0, 0)− (7
8
,
7
8
) = (−7
8
,−7
8
),
−→v42 = −−−→M4P2 = P2 −M4 = (2, 0)− (7
8
,
7
8
) = (
9
8
,−7
8
),
−→v43 = −−−→M4P3 = P3 −M4 = (0, 2)− (7
8
,
7
8
) = (−7
8
,
9
8
),
−→v44 = −−−→M4P4 = P4 −M4 = (2, 2)− (7
8
,
7
8
) = (
9
8
,
9
8
).
PASO 2: (k = 4) Calculamos el vector de la nueva direccio´n, −→v4 =
∑4
i=1
−→v4i:
−→v4 =
4∑
i=1
−→v4i = (−7
8
,−7
8
) + (
9
8
,−7
8
) + (−7
8
,
9
8
) + (
9
8
,
9
8
) = (
1
2
,
1
2
).
PASO 3: (k = 4) Construimos la geode´sica γ4, con punto inicial M4 y en la nueva
direccio´n −→v4 y obtenemos el nuevo candidato a media, M5, evaluando
en t = ε = 1
8
:
γ4(t) = M4 + t
−→v4 = (7
8
,
7
8
) + t(
1
2
,
1
2
) = (
1
2
t+
7
8
,
1
2
t+
7
8
),
M5 = γ4(ε) = γ4(
1
8
) = (
15
16
,
15
16
).
PASO 4: (k = 4) Criterio de parada: ¿d(M4,M5) < Error?
d(M4,M5) = d((
7
8
,
7
8
), (
15
16
,
15
16
)) =
√(
15
16
− 7
8
)2
+
(
15
16
− 7
8
)2
=
=
√
2
(
1
162
)
=
1
8
√
2
= 0.0884 < 0.1?
SI, entonces el punto medio sera´: M5 =
(
15
16
, 15
16
)
.
CAPI´TULO 5. MEDIA MUESTRAL INTRI´NSECA 54
Resultados.
En la siguiente figura podemos ver todos los pasos, donde representamos
en color rojo los puntos medios encontrados en cada una de las iteraciones y
en azul el punto medio real:
(a) (b)
(c) (d)
Figura 5.1: (a) Iteracio´n k = 1 del algoritmo, (b) Iteracio´n k = 2 del algo-
ritmo, (c) Iteracio´n k = 3 del algoritmo, (d) Iteracio´n k = 4 del algoritmo.
5.1.2. Ejemplo trivial en S2.
Consideramos los puntos en S2: P1 = (1, 0, 0), P2 = (0, 1, 0) y P3 =
(0, 0, 1).
En este ejemplo no es tan fa´cil deducir cua´l sera´ la media intr´ınseca de 3
puntos cualquiera. A pesar de eso, nuestra eleccio´n particular de los 3 puntos
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y teniendo en cuenta la idea general de la geometr´ıa en S2, nos hace deducir
que el punto medio sera´: PM = (
1√
3
, 1√
3
, 1√
3
).
Es bien conocido que las geode´sicas en una esfera S2 son los c´ırculos
ma´ximos; es decir, la interseccio´n de la esfera con planos que pasan por el
centro de dicha esfera. Por tanto, en general, la expresio´n de estas geode´sicas
vendr´ıa dada por:
γ(t) = r cos(at)−→u1 + r sin(at)−→u2,
donde r es el radio de la esfera, a > 0, −→u1⊥−→u2 y ‖−→u1‖ = ‖−→u2‖ = 1.
En nuestro caso en particular esta expresio´n puede reducirse a:
γ(t) = cos(t)P + sin(t)−→v ,
donde P ∈ S2 y ‖−→v ‖ = 1, ya que consideraremos el caso de la esfera de radio
la unidad.
Con esta u´ltima definicio´n, tenemos una geode´sica que viene dada por un
punto P y un vector direccio´n −→v , la u´nica diferencia es que dicho vector −→v
tiene que ser unitario para que la geode´sica corresponda a un c´ırculo ma´ximo
de la esfera. As´ı pues, esto nos conducira´ al hecho de que al usar el algoritmo
del gradiente descendente tengamos que dividir por la norma el vector suma
obtenido y de esta manera la ecuacio´n 3.4 quedar´ıa de la siguiente forma:
yk+1 = expyk(ε
∑
i
−→vki) = expyk(ε ‖−→vk‖
∑
i
−→vki
‖−→vk‖ ),
donde denotamos −→vk =
∑
i
−→vki.
Esto quiere decir que para poder usar la expresio´n de la geode´sica des-
crita anteriormente y a la vez aplicar el algoritmo del gradiente descendente,
tenemos que elegir ε = ε ‖−→vk‖, es decir, dependiente de k.
Por tanto, una de las diferencias que presentara´ este algoritmo con respec-
to al anterior es que tendremos que ir variando el ε a medida que aumentamos
las iteraciones.
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Veamos a continuacio´n, para este caso, el algoritmo propuesto, los detalles
paso por paso y los resultados que se obtienen.
Algoritmo.
Algoritmo 2 MEDIA INTRI´NSECA EN LA ESFERA.
Entrada: Conjunto de puntos {P1, . . . , Pn} de la esfera, ε y Error.
Salida: Punto medio M .
1. k ← 1,
2. M1 ← P1.
PASO 1 Calcular los elementos de la geode´sica que une los puntos Mk
y Pi, es decir, con punto inicial Mk y direccio´n
−→vki:
γki(t) = cos(t)Mk + sin(t)
−→vki, t ∈ [0, tfki ].
3. para todo i = 1, . . . , n hacer
4. 1. Calcular −→vki:
5. Calcular plano pi generado por los puntos Mk y Pi.
6. Calcular vector −→v contenido en pi que es ortogonal al vector −→Mk.
7.
−→vki ← −→v‖−→v ‖ .
8. 2. Calcular tfki tal que γki(tfki) = Pi.
9. fin para
PASO 2 Calcular vector de la nueva direccio´n.
10.
−→v ←∑ni=1−→vki.
11.
−→vk ← −→v‖−→v ‖ .
PASO 3 Calcular nuevo candidato a media, Mk+1:
12. Geode´sica en la nueva direccio´n −→vk : γk(t) = cos(t)Mk + sin(t)−→vk .
13. Mk+1 ← γk(ε).
PASO 4 Criterio de parada.
14. si d(Mk,Mk+1) = cos
−1
(
MkMk+1
‖Mk‖‖Mk+1‖
)
< Error entonces
15. devolver M ←Mk+1.
16. si no
17. k ← k + 1,
18. ε← ε
2
,
19. Volver al PASO 1.
20. fin si
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Me´todo Algor´ıtmico.
Consideraremos los siguientes para´metros del algoritmo: {P1 = (1, 0, 0), P2 =
(0, 1, 0), P3 = (0, 0, 1)}, ε = pi4 y Error = 0.1 (10 %). Adema´s iniciaremos
k = 1 y el primer candidato a media sera´ M1 = P1 = (1, 0, 0).
PASO 1: (k = 1) Calculamos los elementos de la geode´sica con punto inicial M1
y direccio´n −→v1i para cada i = 1, 2, 3:
γ1i(t) = cos(t)M1 + sin(t)
−→v1i, t ∈ [0, tf1i ].
(i = 1) : Geode´sica: γ11(t) = cos(t)M1 + sin(t)
−→v11, t ∈ [0, tf11 ].
Como M1 = P1, la geode´sica que une un punto con e´l mismo se
reduce a ese punto: γ11 = (1, 0, 0).
Por tanto: −→v11 = (0, 0, 0) y tf11 = 0.
(i = 2) : Geode´sica: γ12(t) = cos(t)M1 + sin(t)
−→v12, t ∈ [0, tf12 ].
• Ca´lculo de −→v12:
◦ Calculamos el plano generado por los puntos M1 y P2:
pi ≡ λM1 + µP1 = λ(1, 0, 0) + µ(0, 1, 0) = (λ, µ, 0).
◦ Calculamos el vector −→v ∈ pi ortogonal al vector −→M1:
−→v · −→M1 = (λ, µ, 0)(1, 0, 0) = λ = 0.
Por tanto, −→v = (0, µ, 0).
◦ Normalizar −→v :
−→v12 =
−→v
‖−→v ‖ = (0, 1, 0).
• Ca´lculo de tf12 tal que γ12(tf12) = P2:
γ12(tf12) = cos(tf12)M1 + sen(tf12)
−→v12 =
= cos(tf12)(1, 0, 0) + sen(tf12)(0, 1, 0) =
= (0, 1, 0) = P2 ⇒
cos(t) = 0
sen(t) = 1
}
⇒ tf12 =
pi
2
.
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Por tanto, la expresio´n de la geode´sica que une M1 y P2 es:
γ12(t) = cos(t)(1, 0, 0) + sin(t)(0, 1, 0), t ∈ [0, pi
2
].
(i = 3) : Geode´sica: γ13(t) = cos(t)M1 + sin(t)
−→v13, t ∈ [0, tf13].
• Ca´lculo de −→v13:
◦ Calculamos el plano generado por los puntos M1 y P3:
pi ≡ λM1 + µP3 = λ(1, 0, 0) + µ(0, 0, 1) = (λ, 0, µ).
◦ Calculamos el vector −→v ∈ pi ortogonal al vector −→M1:
−→v · −→M1 = (λ, 0, µ)(1, 0, 0) = λ = 0.
Por tanto, −→v = (0, 0, µ).
◦ Normalizar −→v :
−→v13 =
−→v
‖−→v ‖ = (0, 0, 1).
• Ca´lculo de tf13 tal que γ13(tf13) = P3:
γ13(tf13) = cos(tf13)M1 + sen(tf13)
−→v13 =
= cos(tf13)(1, 0, 0) + sen(tf13)(0, 0, 1) =
= (0, 0, 1) = P3 ⇒
cos(t) = 0
sen(t) = 1
}
⇒ tf13 =
pi
2
.
Por tanto, la expresio´n de la geode´sica que une M1 y P3 es:
γ13(t) = cos(t)(1, 0, 0) + sin(t)(0, 0, 1), t ∈ [0, pi
2
].
PASO 2: (k = 1) Calculamos el vector −→v =
3∑
i=1
−→v1i y lo normalizamos para
obtener el nuevo vector direccio´n −→v1 :
−→v = −→v11 +−→v12 +−→v13 = (0, 0, 0) + (0, 1, 0) + (0, 0, 1) = (0, 1, 1),
−→v1 =
−→v
‖−→v ‖ = (0,
1√
2
,
1√
2
).
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PASO 3: (k = 1) Construimos la geode´sica γ1, con punto inicial M1 y en la nueva
direccio´n −→v1 y obtenemos el nuevo candidato a media, M2, evaluando
en t = ε = pi
4
:
γ1(t) = cos(t)M1 + sin(t)
−→v1 = cos(t)(1, 0, 0) + sin(t)(0, 1√
2
,
1√
2
) =
= (cos(t),
1√
2
sin(t),
1√
2
sin(t)),
M2 = γ1(ε) = γ1(
pi
4
) = (cos(ε),
1√
2
sin(ε),
1√
2
sin(ε)) =
= (
1√
2
,
1√
2
1√
2
,
1√
2
1√
2
) = (
1√
2
,
1
2
,
1
2
).
PASO 4: (k = 1) Criterio de parada: ¿d(M1,M2) < Error?
d(M1,M2) = cos
−1
(
M1M2
‖M1‖ ‖M2‖
)
= cos−1
(
(1, 0, 0)
(
1√
2
,
1
2
,
1
2
))
=
= cos−1
(
1√
2
)
=
pi
4
= 0.7854 < 0.1?
NO, entonces k = k + 1 = 2, ε = ε
2
= pi
8
y volvemos al PASO 1.
PASO 1: (k = 2) Calculamos los elementos de la geode´sica con punto inicial M2
y direccio´n −→v2i para cada i = 1, 2, 3:
γ2i(t) = cos(t)M2 + sin(t)
−→v2i, t ∈ [0, tf2i ].
(i = 1) : Geode´sica: γ21(t) = cos(t)M2 + sin(t)
−→v21, t ∈ [0, tf21 ].
• Ca´lculo de −→v21:
◦ Calculamos el plano generado por los puntos M2 y P1:
pi ≡ λM2+µP1 = λ( 1√
2
,
1
2
,
1
2
)+µ(1, 0, 0) = (
λ√
2
+µ,
λ
2
,
λ
2
).
◦ Calculamos el vector −→v ∈ pi ortogonal al vector −→M2:
−→v ·−→M2 = ( λ√
2
+µ,
λ
2
,
λ
2
)(
1√
2
,
1
2
,
1
2
) =
λ
2
+
µ√
2
+
λ
4
+
λ
4
=
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= λ+
µ√
2
= 0 ⇒ µ = −
√
2λ.
Por tanto, −→v = ( λ√
2
−√2λ, λ
2
, λ
2
) = (− λ√
2
, λ
2
, λ
2
).
◦ Normalizar −→v :
‖−→v ‖ =
√
λ2
2
+
λ2
4
+
λ2
4
=
√
λ2 = 1 → λ = −1,
−→v21 =
−→v
‖−→v ‖ =
(
1√
2
,−1
2
,−1
2
)
.
• Ca´lculo de tf21 tal que γ21(tf21) = P1:
γ21(tf21) = cos(tf21)M2 + sen(tf21)
−→v21 =
= cos(tf21)
(
1√
2
,
1
2
,
1
2
)
+ sen(tf21)
(
1√
2
,−1
2
,−1
2
)
=
= (1, 0, 0) = P1 ⇒
1√
2
cos(t) + 1√
2
sin(t) = 1
1
2
cos(t)− 1
2
sin(t) = 0
1
2
cos(t)− 1
2
sin(t) = 0
 ⇒ tf23 = pi4 .
Por tanto, la expresio´n de la geode´sica que une M2 y P1 es:
γ21(t) = cos(t)
(
1√
2
,
1
2
,
1
2
)
+ sin(t)
(
1√
2
,−1
2
,−1
2
)
, t ∈ [0, pi
4
].
(i = 2) : Geode´sica: γ22(t) = cos(t)M2 + sin(t)
−→v22, t ∈ [0, tf22 ].
• Ca´lculo de −→v22:
◦ Calculamos el plano generado por los puntos M2 y P2:
pi ≡ λM2+µP2 = λ( 1√
2
,
1
2
,
1
2
)+µ(0, 1, 0) = (
λ√
2
,
λ
2
+µ,
λ
2
).
◦ Calculamos el vector −→v ∈ pi ortogonal a −→M2:
−→v · −→M2 = ( λ√
2
,
λ
2
+ µ,
λ
2
)(
1√
2
,
1
2
,
1
2
) =
λ
2
+
λ
4
+
µ
2
+
λ
4
=
= λ+
µ
2
= 0 ⇒ µ = −2λ.
Por tanto, −→v = ( λ√
2
, λ
2
− 2λ, λ
2
) = ( λ√
2
,−3λ
2
, λ
2
).
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◦ Normalizar −→v :
‖−→v ‖ =
√
λ2
2
+
9λ2
4
+
λ2
4
=
√
3λ2 = 1 → λ = − 1√
3
,
−→v22 =
−→v
‖−→v ‖ =
(
− 1√
6
,
√
3
2
,− 1
2
√
3
)
.
• Ca´lculo de tf22 tal que γ22(tf22) = P2:
γ22(tf22) = cos(tf22)M2 + sen(tf22)
−→v22 =
= cos(tf22)
(
1√
2
,
1
2
,
1
2
)
+
+ sen(tf22)
(
− 1√
6
,
√
3
2
,− 1
2
√
3
)
= (0, 1, 0) = P2
⇒
1√
2
cos(t)− 1√
6
sin(t) = 0
1
2
cos(t) +
√
3
2
sin(t) = 1
1
2
cos(t)− 1
2
√
3
sin(t) = 0
 ⇒ tf22 = pi3 .
Por tanto, la expresio´n de la geode´sica que une M2 y P2 es:
γ22(t) = cos(t)
(
1√
2
,
1
2
,
1
2
)
+sin(t)
(
− 1√
6
,
√
3
2
,− 1
2
√
3
)
, t ∈ [0, pi
3
].
(i = 3) : Geode´sica: γ23(t) = cos(t)M2 + sin(t)
−→v23, t ∈ [0, tf23].
• Ca´lculo de −→v23:
◦ Calculamos el plano generado por los puntos M2 y P3:
pi ≡ λM2+µP3 = λ( 1√
2
,
1
2
,
1
2
)+µ(0, 0, 1) = (
λ√
2
,
λ
2
,
λ
2
+µ).
◦ Calculamos el vector −→v ∈ pi ortogonal al vector −→M2:
−→v · −→M2 = ( λ√
2
,
λ
2
,
λ
2
+ µ)(
1√
2
,
1
2
,
1
2
) =
λ
2
+
λ
4
+
λ
4
+
µ
2
=
= λ+
µ
2
= 0 ⇒ µ = −2λ.
Por tanto, −→v = ( λ√
2
, λ
2
, λ
2
− 2λ) = ( λ√
2
, λ
2
,−3λ
2
).
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◦ Normalizar −→v :
‖−→v ‖ =
√
λ2
2
+
λ2
4
+
9λ2
4
=
√
3λ2 = 1 → λ = − 1√
3
,
−→v23 =
−→v
‖−→v ‖ =
(
− 1√
6
,− 1
2
√
3,
√
3
2
)
.
• Ca´lculo de tf23 tal que γ23(tf23) = P3:
γ23(tf23) = cos(tf23)M2 + sen(tf23)
−→v23 =
= cos(tf23)
(
1√
2
,
1
2
,
1
2
)
+
+ sen(tf23)
(
− 1√
6
,− 1
2
√
3
,
√
3
2
)
= (0, 0, 1) = P3
⇒
1√
2
cos(t)− 1√
6
sin(t) = 0
1
2
cos(t)− 1
2
√
3
sin(t) = 0
1
2
cos(t) +
√
3
2
sin(t) = 1
 ⇒ tf23 = pi3 .
Por tanto, la expresio´n de la geode´sica que une M2 y P3 es:
γ23(t) = cos(t)
(
1√
2
,
1
2
,
1
2
)
+sin(t)
(
− 1√
6
,− 1
2
√
3
,
√
3
2
)
, t ∈ [0, pi
3
].
PASO 2: (k = 2) Calculamos el vector −→v =
3∑
i=1
−→v2i y lo normalizamos para
obtener el nuevo vector direccio´n −→v2 :
−→v = −→v21 +−→v22 +−→v23 =
=
(
1√
2
,−1
2
,−1
2
)
+
(
− 1√
6
,
√
3
2
,− 1
2
√
3
)
+
(
− 1√
6
,− 1
2
√
3
,
√
3
2
)
=
=
(
−
√
3− 2√
6
,
2−√3
2
√
3
,
2−√3
2
√
3
)
,
−→v2 =
−→v
‖−→v ‖ =
(
− 1√
2
,
1
2
,
1
2
)
.
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PASO 3: (k = 2) Construimos la geode´sica γ2, con punto inicial M2 y en la nueva
direccio´n −→v2 y obtenemos el nuevo candidato a media, M3, evaluando
en t = ε = pi
8
:
γ2(t) = cos(t)M2 + sin(t)
−→v2 = cos(t)
(
1√
2
,
1
2
,
1
2
)
+ sin(t)
(
− 1√
2
,
1
2
,
1
2
)
=
=
(
1√
2
(cos(t)− sin(t)), 1
2
(cos(t) + sin(t)),
1
2
(cos(t) + sin(t))
)
,
M3 = γ2(ε) = γ2(
pi
8
) =
=
(
1√
2
(cos(
pi
8
)− sin(pi
8
)),
1
2
(cos(
pi
8
) + sin(
pi
8
)),
1
2
(cos(
pi
8
) + sin(
pi
8
))
)
=
=
(
1√
2
(0923− 0.382), 1
2
(0.923 + 0.382),
1
2
(0.923 + 0.382)
)
=
=
(
0.541√
2
,
1.306
2
,
1.306
2
)
= (0.382, 0.653, 0.653).
PASO 4: (k = 2) Criterio de parada: ¿d(M2,M3) < Error?
d(M2,M3) = cos
−1
(
M2M3
‖M2‖ ‖M3‖
)
=
= cos−1
((
1√
2
,
1
2
,
1
2
)
(0.382, 0.653, 0.653)
)
= cos−1(0.923) =
= 0.392 < 0.1?
NO, entonces k = k + 1 = 3, ε = ε
2
= pi
16
y volvemos al PASO 1.
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Para k = 3 y k = 4 vamos a hacerlo ma´s resumido:
PASO 1: (k = 3) Los elementos de la geode´sica con punto inicial M3 y direccio´n−→v3i para cada i = 1, 2, 3 son los siguientes:
i = 1 i = 2 i = 3
−→v3i (0.92,−0.27,−0.27) (−0.33, 0.76,−0.56) (−0.33,−0.56, 0.76)
tf3i 1.178 0.858 0.858
Cuadro 5.1: Elementos geode´sicas γ3i para i = 1, 2, 3.
PASO 2: (k = 3) El nuevo vector direccio´n −→v3 normalizado es:
−→v3 =
−→v
‖−→v ‖ = (0.923,−0.270,−0.270).
PASO 3: (k = 3) La geode´sica γ3 viene dada por los elementos M3 y
−→v3 y el
nuevo candidato a media, M4 es:
γ3(t) = cos(t)M3 + sin(t)
−→v3 ,
M4 = γ3(ε) = γ3(
pi
16
) = (0.555, 0.587, 0.587).
PASO 4: (k = 3) Criterio de parada: ¿d(M3,M4) < Error?
d(M3,M4) = cos
−1
(
M3M4
‖M3‖ ‖M4‖
)
=
= cos−1((0.382, 0.653, 0.653)(0.555, 0.587, 0.587)) =
= 0.1964 < 0.1?
NO, entonces k = k + 1 = 4, ε = ε
2
= pi
32
y volvemos al PASO 1.
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PASO 1: (k = 4) Los elementos de la geode´sica con punto inicial M4 y direccio´n−→v4i para cada i = 1, 2, 3 son los siguientes:
i = 1 i = 2 i = 3
−→v4i (0.83,−0.39,−0.39) (−0.40, 0.81,−0.43) (−0.40, 0.43, 0.81)
tf4i 0.981 0.942 0.942
Cuadro 5.2: Elementos geode´sicas γ4i para i = 1, 2, 3.
PASO 2: (k = 4) El nuevo vector direccio´n −→v4 normalizado es:
−→v4 =
−→v
‖−→v ‖ = (0.831,−0.392,−0.392).
PASO 3: (k = 4) La geode´sica γ4 viene dada por los elementos M4 y
−→v4 y el
nuevo candidato a media, M5 es:
γ4(t) = cos(t)M4 + sin(t)
−→v4 ,
M5 = γ4(ε) = γ4(
pi
32
) = (0.634, 0.546, 0.546).
PASO 4: (k = 4) Criterio de parada: ¿d(M4,M5) < Error?
d(M4,M5) = cos
−1
(
M4M5
‖M4‖ ‖M5‖
)
=
= cos−1((0.555, 0.587, 0.587)(0.634, 0.546, 0.546)) =
= 0.0984 < 0.1?
SI, el algoritmo se detiene y el punto medio resultante es:
M5 = (0.634, 0.546, 0.546).
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Resultados.
En la siguiente Figura 5.2 podemos observar los resultados obtenidos
en cada una de las iteraciones del Algoritmo 2 para este ejemplo. En cada
una de ellas podemos ver, en negro, las geode´sicas que unen cada par de
puntos y en magenta, la geode´sica obtenida dado el punto medio del que
partimos y la nueva direccio´n. Esta geode´sica es la que nos hace obtener el
siguiente candidato a media, que es el que podemos ver en rojo. El punto
azul representa nuestro punto medio real.
(a) (b)
(c) (d)
Figura 5.2: (a) Iteracio´n k = 1 del algoritmo, (b) Iteracio´n k = 2 del algo-
ritmo, (c) Iteracio´n k = 3 del algoritmo, (d) Iteracio´n k = 4 del algoritmo.
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5.2. Media en el espacio de formas.
En este apartado vamos a explicar el me´todo que proponemos para obte-
ner la media muestral intr´ınseca entre n formas (curvas planas) del espacio de
formas, siguiendo el algoritmo de gradiente descendente, de manera similar
a la que se ha aplicado en los dos casos sencillos de los apartados anteriores.
As´ı pues, dadas n curvas α1, . . . αn del espacio de formas, empezaremos
considerando una de ellas α1 como candidata a curva media α
1
M y calculare-
mos, siguiendo el procedimiento de la seccio´n 4.3, cada una de las geode´sicas
que une α1M con αi, i = 1, . . . , n.
A continuacio´n, tal y como se explica tambie´n en la seccio´n 4.3, conside-
ramos los vectores tangentes (v11i, v
1
2i) a cada una de estas geode´sicas en el
punto inicial α1M . Despue´s calculamos el vector media de todos estos vecto-
res, (g11, g
1
2) y construimos la geode´sica γ1 que parte de α
1
M en la direccio´n de
este vector. Nos desplazamos una distancia ε a lo largo de esta geode´sica y
el punto (curva) obtenido sera´ el nuevo candidato a media α2M .
Calculamos la distancia de α1M a α
2
M y si esta distancia es menor que el
error fijado, entonces α2M sera´ la curva media buscada.
En caso contrario calculamos las geode´sicas desde α2M a αi, i = 1, . . . , n,
y volvemos a calcular los vectores tangentes (v21i, v
2
2i) a cada una de estas
geode´sicas en el punto inicial α2M . Calculamos de nuevo el vector media de
todos estos vectores,(g21, g
2
2), y construimos la geode´sica γ2 que parte de α
2
M
en la direccio´n de este vector. Volvemos a desplazarnos una distancia ε a lo
largo de esta geode´sica γ2 y el punto (curva) obtenido sera´ el nuevo candidato
a media α3M .
Calculamos la distancia de α2M a α
3
M y si esta distancia es menor que el
error fijado, entonces α3M sera´ la curva media buscada. Y as´ı sucesivamente
hasta encontrar el candidato a curva media.
Cabe destacar que, como se ha mencionado en el Cap´ıtulo 4, cualquier im-
plementacio´n computacional requerira´ de una discretizacio´n concreta. Como
nuestra eleccio´n es considerar curvas digitales que corresponden a contornos
de formas, todas las curvas consideradas α1, . . . , αn y cada candidato a curva
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media α1M , α
2
M , . . . se discretizan utilizando la misma cantidad de puntos.
Adema´s estos puntos sera´n equidistantes entre s´ı.
Para reflejar la idea de la obtencio´n de una forma media dados un con-
junto de formas en nuestro Espacio Forma, consideraremos el ejemplo de
calcular la media entre una circunferencia y una elipse. Para este ejemplo
sencillo es fa´cil intuir que forma sera´ la resultante de aplicar el algoritmo, ya
que solo tenemos dos formas iniciales.
El primer para´metro a tener en cuenta para aplicar el algoritmo que sigue
sera´ la cantidad de puntos igualmente espaciados para cada forma. En este
ejemplo consideraremos numpunts = 50. La discretizacio´n obtenida para
este ejemplo la podemos ver en la siguiente figura:
Figura 5.3: A la izquierda se muestran las formas y a la derecha la discretiza-
cio´n elegida, es decir, los 50 puntos igualmente espaciados de las dos formas.
Veamos a continuacio´n el algoritmo:
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5.2.1. Algoritmo.
Algoritmo 3 MEDIA INTRI´NSECA EN EL ESPACIO DE FORMAS.
Entrada: Conjunto de formas {α1, . . . , αn}, numpunts, ε y Error.
Salida: Forma media M = αM = (eM , fM).
1. numgeointer ← 5, numparam← 10.
PASO 1: Calcular representaciones de las formas.
2. para todo i = 1, . . . , n hacer
3. Calcular θαi(t),
4. Calcular (ei, fi) =
(√
2 cos
(
θαi (t)
2
)
,
√
2 sin
(
θαi (t)
2
))
.
5. fin para
6. k ← 1,
7. M1 = α
1
M = (e
1
M , f
1
M)← (e1, f1) = α1.
PASO 2: Calcular elementos de las geode´sicas: distancias y vectores
tangentes.
8. para todo i = 1, . . . , n hacer
9. 1. Calcular distancia entre la forma media αkM = (e
k
M , f
k
M) y cada una
de las formas iniciales αi = (ei, fi):
10. para todo j = 1, . . . , numparam hacer
11. Akij ← [< ekM , ei >,< ekM , fi >;< fkM , ei >,< fkM , fi >],
12. Calcular valores singulares λk1ij y λ
k
2ij de A
k
ij,
13. ψk1ij ← cos−1(λk1ij), ψk2ij ← cos−1(λk2ij),
14. dmkij ←
√
ψk1ij
2
+ ψk2ij
2
,
15. Calcular (eˆM
k
ij, fˆM
k
ij) y (eˆ
k
ij, fˆ
k
ij).
16. fin para
17. dmki ← mı´nj dkij, pki ←
{
j dmki = dm
k
ij
}
,
18. (eˆM
k
i , fˆM
k
i )← (eˆMkipki , fˆM
k
ipki
), (eˆki , fˆ
k
i )← (eˆkipki , fˆ
k
ipki
),
19. ψk1i ← ψk1ipki , ψ
k
2i ← ψk2ipki .
20. 2. Calcular vector tangente vki = (v
k
1i, v
k
2i) entre (eˆM
k
i , fˆM
k
i ) y (eˆ
k
i , fˆ
k
i ):
21. vk1i ← ψ
k
1i
sin(ψk1i)
(
eˆki − cos(ψk1i)eˆMki
)
,
22. vk2i ← ψ
k
2i
sin(ψk2i)
(
fˆki − cos(ψk2i)fˆM
k
i
)
.
23. fin para
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Algoritmo 3 MEDIA INTRI´NSECA EN EL ESPACIO DE FORMAS.
Entrada: Conjunto de formas {α1, . . . , αn}, numpunts, ε y Error.
Salida: Forma media M = αM = (eM , fM).
PASO 3: Calcular el vector media.
24. gk1 ← 1n
∑n
i=1 v
k
1i.
25. gk2 ← 1n
∑n
i=1 v
k
2i.
PASO 4: Construir geode´sica en la nueva direccio´n:
γk(t) = (e
k+1
M (t), f
k+1
M (t)).
26. A← 1
numpunts
(ekM , f
k
M)
T (gk1 , g
k
2),
27. S ← 1
numpunts
(gk1 , g
k
2)
T (gk1 , g
k
2),
28. (ek+1M , f
k+1
M )← γk(ε) = (ekM , fkM , gk1 , gk2) expε[A,−S;Id2,A] Id4×2 exp−Aε,
29. Mk+1 = α
k+1
M ← (ek+1M , fk+1M ).
PASO 5: Criterio de parada.
30. si d(αkM , α
k+1
M ) < Error entonces
31. devolver M = αM ←Mk+1 = αk+1M .
32. si no
33. k ← k + 1,
34. Volver al PASO 2.
35. fin si
5.2.2. Me´todo Algor´ıtmico.
En este caso, dado que se trabaja con funciones discretizadas segu´n el
nu´mero de puntos elegido, no podemos dar un seguimiento detallado de cada
uno de los ca´lculos del algoritmo. A pesar de esto vamos a dar algunos de
los resultados obtenidos al aplicar el Algoritmo 3 considerando los siguientes
para´metros: {α1 = Circunferencia, α2 = Elipse}, numpunts = 50, ε = 12
y Error = 0.01 (1 %). Adema´s iniciaremos numgeointer = 5, numparam =
10, k = 1 y el primer candidato a media sera´ M1 = α
1
M = α1.
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PASO 2: (k = 1) Calcular distancias, geode´sicas y vectores tangentes:
(i = 1) : • Distancia entre α1M = α1 y α1:
dm11j = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0),
dm11 = mı´n
j
d11j = 0,
p11 = 1,
ψ111 = 0,
ψ121 = 0.
• Norma del vector tangente: ‖v11‖ = 0.
(i = 2) : • Distancia entre α1M = α1 y α2:
dm12j = (0.24, 0.26, 0.27, 0.27, 0.26, 0.26, 0.26, 0.27, 0.27, 0.26),
dm12 = mı´n
j
d12j = 0.243,
p12 = 1,
ψ112 = 0.172,
ψ122 = 0.171.
• Norma del vector tangente: ‖v12‖ = 0.242.
PASO 3: (k = 1) Ca´lculo vector media: (g11, g
1
2).
PASO 4: (k = 1)
Construir geode´sica que parte de α1M en direccio´n (g
1
1, g
1
2).
Ca´lculo siguiente candidato a media: γ1(ε) = α
2
M .
PASO 5: (k = 1) Criterio de parada: ¿d(α1M , α
2
M) < Error?
d(α1M , α
2
M) = 0.060 < 0.01?
NO, entonces k = k + 1 = 2 y volvemos al PASO 2.
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PASO 2: (k = 2) Calcular distancias, geode´sicas y vectores tangentes:
(i = 1) : • Distancia entre α2M y α1:
dm21j = (0.06, 0.08, 0.09, 0.10, 0.09, 0.09, 0.08, 0.09, 0.10, 0.09),
dm21 = mı´n
j
d21j = 0.060,
p21 = 1,
ψ211 = 0.043,
ψ221 = 0.042.
• Norma del vector tangente: ‖v21‖ = 0.060.
(i = 2) : • Distancia entre α2M y α2:
dm22j = (0.19, 0.27, 0.31, 0.30, 0.25, 0.22, 0.27, 0.32, 0.30, 0.25),
dm22 = mı´n
j
d22j = 0.191,
p22 = 1,
ψ212 = 0.135,
ψ222 = 0.134.
• Norma del vector tangente: ‖v22‖ = 0.190.
PASO 3: (k = 2) Ca´lculo vector media: (g21, g
2
2).
PASO 4: (k = 2)
Construir geode´sica que parte de α2M en direccio´n (g
2
1, g
2
2).
Ca´lculo siguiente candidato a media: γ2(ε) = α
3
M .
PASO 5: (k = 2) Criterio de parada: ¿d(α2M , α
3
M) < Error?
d(α2M , α
3
M) = 0.033 < 0.01?
NO, entonces k = k + 1 = 3 y volvemos al PASO 2.
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PASO 2: (k = 3) Calcular distancias, geode´sicas y vectores tangentes:
(i = 1) : • Distancia entre α3M y α1:
dm31j = (0.09, 0.11, 0.12, 0.13, 0.12, 0.11, 0.11, 0.12, 0.13, 0.12),
dm31 = mı´n
j
d31j = 0.094,
p31 = 1,
ψ311 = 0.067,
ψ321 = 0.066.
• Norma del vector tangente: ‖v31‖ = 0.094.
(i = 2) : • Distancia entre α3M y α2:
dm32j = (0.16, 0.28, 0.34, 0.33, 0.25, 0.19, 0.28, 0.34, 0.33, 0.25),
dm32 = mı´n
j
d32j = 0.161,
p32 = 1,
ψ312 = 0.114,
ψ322 = 0.114.
• Norma del vector tangente: ‖v32‖ = 0.161.
PASO 3: (k = 3) Ca´lculo vector media: (g31, g
3
2).
PASO 4: (k = 3)
Construir geode´sica que parte de α3M en direccio´n (g
3
1, g
3
2).
Ca´lculo siguiente candidato a media: γ3(ε) = α
4
M .
PASO 5: (k = 3) Criterio de parada: ¿d(α3M , α
4
M) < Error?
d(α3M , α
4
M) = 0.018 < 0.01?
NO, entonces k = k + 1 = 4 y volvemos al PASO 2.
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PASO 2: (k = 4) Calcular distancias, geode´sicas y vectores tangentes:
(i = 1) : • Distancia entre α4M y α1:
dm41j = (0.11, 0.12, 0.14, 0.15, 0.14, 0.13, 0.13, 0.14, 0.15, 0.14),
dm41 = mı´n
j
d41j = 0.112,
p41 = 1,
ψ411 = 0.080,
ψ421 = 0.079.
• Norma del vector tangente: ‖v41‖ = 0.112.
(i = 2) : • Distancia entre α4M y α2:
dm42j = (0.15, 0.28, 0.36, 0.34, 0.25, 0.18, 0.28, 0.36, 0.34, 0.25),
dm42 = mı´n
j
d42j = 0.146,
p42 = 1,
ψ412 = 0.103,
ψ422 = 0.103.
• Norma del vector tangente: ‖v42‖ = 0.146.
PASO 3: (k = 4) Ca´lculo vector media: (g41, g
4
2).
PASO 4: (k = 4)
Construir geode´sica que parte de α4M en direccio´n (g
4
1, g
4
2).
Ca´lculo siguiente candidato a media: γ4(ε) = α
5
M .
PASO 5: (k = 4) Criterio de parada: ¿d(α4M , α
5
M) < Error?
d(α4M , α
5
M) = 0.009 < 0.01?
SI, el algoritmo se detiene y la forma media obtenida es: M = αM =
α5M .
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5.2.3. Resultados.
En la siguiente Figura 5.4 podemos observar, en rojo, las formas medias
obtenidas en cada una de las iteraciones del Algoritmo 2. Las formas en azul
son las curvas iniciales de las que quer´ıamos obtener la media y la forma
media obtenida esta´ resaltada en negro.
Figura 5.4: Forma media entre una circunferencia y una elipse, considerando,
numpunts = 50, ε = 1
2
y Error = 0.01.
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5.2.4. Otros resultados.
Si aplica´ramos el Algoritmo 3 de la misma manera que en el caso anterior
pero considerando Error = 0.001, obtenemos los siguientes resultados:
(a) (b) (c)
(d) (e) (f)
Figura 5.5: Formas medias considerando diferentes cantidades de puntos. En
(a) 50, en (b) 100, en (c) 200, en (d) 300, en (e) 400 y en (f) 500.
Algunos de los resultados nume´ricos obtenidos son:
Iteracio´n dmk1 dm
k
2
∥∥vk1∥∥ ∥∥vk2∥∥
k = 1 0 0.2764 0 0.2756
k = 2 0.0689 0.2105 0.0687 0.2101
k = 3 0.1071 0.1702 0.1067 0.1698
k = 4 0.1246 0.1519 0.1243 0.1515
k = 5 0.1323 0.1441 0.1319 0.1437
k = 6 0.1356 0.1408 0.1352 0.1404
k = 7 0.1371 0.1393 0.1367 0.1389
Cuadro 5.3: Algunos resultados nume´ricos obtenidos para numpunts = 300,
correspondientes a la Figura 5.5 (d).
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Ahora, veamos los resultados para tres formas diferentes. Para ello an˜adi-
remos un cuadrado al caso anterior, es decir, aplicaremos el Algoritmo 3 consi-
derando los siguientes para´metros: {α1 = Circunferencia, α2 = Elipse, α3 =
Cuadrado}, ε = 1
3
y Error = 0.001, obtenemos los siguientes resultados para
las diferentes cantidades de puntos igualmente espaciados.
(a) (b) (c)
(d) (e) (f)
Figura 5.6: Formas medias considerando diferentes cantidades de puntos. En
(a) 50, en (b) 100, en (c) 200, en (d) 300, en (e) 400 y en (f) 500.
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Algunos de los resultados nume´ricos obtenidos pueden verse en la siguien-
te tabla:
Iteracio´n dmk1 dm
k
2 dm
k
3
∥∥vk1∥∥ ∥∥vk2∥∥ ∥∥vk3∥∥
k = 1 0 0.3160 0.3635 0 0.3160 0.3629
k = 2 0.0633 0.2843 0.3249 0.0635 0.2844 0.3235
k = 3 0.0929 0.2559 0.2904 0.0927 0.2574 0.2894
k = 4 0.1218 0.2370 0.2684 0.1212 0.2391 0.2679
k = 5 0.1431 0.2231 0.2532 0.1424 0.2253 0.2532
k = 6 0.1578 0.2127 0.2431 0.1571 0.2151 0.2434
k = 7 0.1680 0.2053 0.2365 0.1673 0.2077 0.2370
k = 8 0.1752 0.2004 0.2321 0.1745 0.2027 0.2326
k = 9 0.1804 0.1973 0.2288 0.1797 0.1996 0.2295
k = 10 0.1841 0.1954 0.2264 0.1833 0.1978 0.2271
k = 11 0.1867 0.1944 0.2246 0.1859 0.1967 0.2253
k = 12 0.1884 0.1939 0.2232 0.1877 0.1962 0.2239
k = 13 0.1896 0.1937 0.2222 0.1889 0.1960 0.2229
k = 14 0.1904 0.1937 0.2215 0.1897 0.1960 0.2222
Cuadro 5.4: Algunos resultados nume´ricos obtenidos para numpunts = 500,
correspondientes a la Figura 5.6 (f).
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Dado que una posible aplicacio´n futura de este algoritmo es aplicarlo a
contornos de formas obtenidas a partir de ima´genes, vamos a aplicar el Al-
gortimo 3 para las ima´genes de la Figura 5.7, que pertenecen a la base de
datos de ima´genes MPEG-7 CE-Shape-1.
(a) (b) (c)
Figura 5.7: Ima´genes de la base de datos MPEG-7 CE-Shape-1, en (a) watch8,
en (b) face9 y en (c) personalcar7.
Considerando ε = 1
3
y Error = 0.001, obtenemos los siguientes resulta-
dos:
(a) (b) (c)
(d) (e) (f)
Figura 5.8: Formas medias considerando diferentes cantidades de puntos. En
(a) 50, en (b) 100, en (c) 200, en (d) 300, en (e) 400 y en (f) 500.
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Algunos de los resultados nume´ricos obtenidos pueden verse en la siguien-
te tabla:
Iteracio´n dmk1 dm
k
2 dm
k
3
∥∥vk1∥∥ ∥∥vk2∥∥ ∥∥vk3∥∥
k = 1 0 0.5004 0.4294 0 0.5540 0.4378
k = 2 0.0932 0.4303 0.3621 0.0967 0.4824 0.3690
k = 3 0.1603 0.3801 0.3163 0.1642 0.4275 0.3217
k = 4 0.2089 0.3455 0.2875 0.2120 0.3878 0.2922
k = 5 0.2444 0.3218 0.2705 0.2464 0.3596 0.2752
k = 6 0.2706 0.3054 0.2606 0.2712 0.3396 0.2658
k = 7 0.2898 0.2940 0.2548 0.2904 0.3254 0.2607
k = 8 0.3066 0.2611 0.2259 0.3185 0.2963 0.2368
k = 9 0.3113 0.2487 0.2110 0.3279 0.2856 0.2236
k = 10 0.3097 0.2469 0.2048 0.3277 0.2844 0.2172
k = 11 0.3055 0.2492 0.2033 0.3238 0.2870 0.2151
k = 12 0.3006 0.2524 0.2043 0.3190 0.2905 0.2154
k = 13 0.2961 0.2553 0.2062 0.3143 0.2937 0.2168
k = 14 0.2923 0.2575 0.2084 0.3104 0.2961 0.2186
k = 15 0.2893 0.2591 0.2104 0.3073 0.2979 0.2204
k = 16 0.2871 0.2602 0.2120 0.3050 0.2990 0.2218
k = 17 0.2855 0.2609 0.2133 0.3034 0.2997 0.2230
k = 18 0.2844 0.2613 0.2141 0.3023 0.3002 0.2238
Cuadro 5.5: Algunos resultados nume´ricos obtenidos para numpunts = 200,
correspondientes a la Figura 5.8 (e).
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Todos los ejemplos anteriores han sido simplemente ilustrados con el ob-
jetivo de dar una idea. En realidad, en las aplicaciones pra´cticas el intere´s de
obtener la media es del mismo tipo, pero siempre aplicado a formas semejan-
tes entre s´ı. Por tanto, en el u´ltimo ejemplo, vamos a aplicarlo a ima´genes de
contornos faciales. En la siguiente figura podemos ver cuatro caras diferentes
elegidas tambie´n de la base de datos de ima´genes MPEG-7 CE-Shape-1.
(a) (b) (c) (d)
Figura 5.9: Ima´genes de cuatro caras diferentes de la base de datos MPEG-7
CE-Shape-1.
Los resultados de aplicar el Algoritmo 3 considerando ε = 1
4
y Error =
0.001 a estas cuatro caras diferentes son los siguientes:
(a) (b) (c)
(d) (e) (f)
Figura 5.10: Formas medias considerando diferentes cantidades de puntos.
En (a) 50, en (b) 100, en (c) 200, en (d) 300, en (e) 400 y en (f) 500.
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Algunos de los resultados nume´ricos obtenidos pueden verse en la siguien-
te tabla:
Iteracio´n dmk1 dm
k
2 dm
k
3 dm
k
4
∥∥vk1∥∥ ∥∥vk2∥∥ ∥∥vk3∥∥ ∥∥vk4∥∥
k = 1 0 0.3169 0.3728 0.2586 0 0.2891 0.3705 0.2628
k = 2 0.0454 0.2875 0.3430 0.2360 0.0426 0.2567 0.3402 0.2377
k = 3 0.0807 0.2651 0.3199 0.2225 0.0756 0.2353 0.3184 0.2207
k = 4 0.1079 0.2487 0.3029 0.2152 0.1012 0.2216 0.3021 0.2099
k = 5 0.1176 0.2346 0.2900 0.2073 0.1126 0.2092 0.2855 0.1931
k = 6 0.1314 0.2244 0.2778 0.2042 0.1278 0.2016 0.2732 0.1837
k = 7 0.1448 0.2170 0.2671 0.2038 0.1417 0.1965 0.2637 0.1792
k = 8 0.1562 0.2118 0.2584 0.2047 0.1530 0.1932 0.2564 0.1775
k = 9 0.1654 0.2081 0.2517 0.2060 0.1618 0.1913 0.2507 0.1773
k = 10 0.1727 0.2055 0.2467 0.2073 0.1687 0.1903 0.2463 0.1777
k = 11 0.1782 0.2036 0.2431 0.2086 0.1739 0.1898 0.2431 0.1784
k = 12 0.1824 0.2022 0.2405 0.2096 0.1780 0.1896 0.2407 0.1791
k = 13 0.1856 0.2012 0.2386 0.2104 0.1810 0.1895 0.2390 0.1798
k = 14 0.1880 0.2004 0.2373 0.2110 0.1834 0.1894 0.2378 0.1803
k = 15 0.1898 0.1998 0.2365 0.2114 0.1852 0.1893 0.2370 0.1807
k = 16 0.1912 0.1993 0.2359 0.2118 0.1865 0.1893 0.2365 0.1809
k = 17 0.1922 0.1990 0.2355 0.2120 0.1875 0.1892 0.2361 0.1812
k = 18 0.1929 0.1987 0.2353 0.2122 0.1883 0.1891 0.2359 0.1813
Cuadro 5.6: Algunos resultados nume´ricos obtenidos para numpunts = 400,
correspondientes a la Figura 5.10 (e).
Cabe destacar que en todas y cada una de las tablas que contienen los
resultados nume´ricos, podemos observar que efectivamente se cumple el re-
sultado de la Proposicio´n 4.3.1, es decir, que la distancia entre dos formas
coincide con la norma del vector tangente que las une. Adema´s, en todas las
figuras, tambie´n podemos ver que los resultados dependen ligeramente de la
eleccio´n de la variable numpunts.
Cap´ıtulo 6
Conclusiones y trabajo futuro
En los me´todos de investigacio´n cient´ıficos donde se trabaja con datos
que se recogen a trave´s de distintas te´cnicas, resulta fundamental el ana´lisis
de estos datos aplicando procedimientos estad´ısticos. Para ello es de suma
importancia la obtencio´n de una media de estos datos.
Si los datos provienen de una variedad Riemanniana M, la media mues-
tral intr´ınseca se define como el punto de la variedad que minimiza el valor
medio del cuadrado de la distancia a cada uno de los datos. Esta distancia
depende de la me´trica considerada en la variedad y una forma de obtenerla
es a trave´s del algoritmo de gradiente descendente.
En trabajos recientes se ha identificado, v´ıa isometr´ıa, el espacio de formas
planas con una determinada me´trica (curvas de Jordan en el plano, modulo
traslaciones, rotaciones y cambios de escala), con la variedad de Grassmann
de 2-planos y de dimensio´n infinita. A partir de esta identificacio´n se han
obtenido en el espacio de formas planas todos los elementos geome´tricos ca-
racter´ısticos de una variedad: geode´sicas, distancias, curvaturas...
La aportacio´n principal de esta memoria es la obtencio´n de la media
muestral intr´ınseca de una cantidad de datos (formas planas), a partir de
la identificacio´n anterior, utilizando el algoritmo de gradiente descendente.
Para llegar a esta aportacio´n se han repasado previamente conceptos cla´sicos
de geometr´ıa Riemanniana y estad´ıstica en variedades, y se han particulari-
zado estos resultados para el caso de variedades de Grassman de dimensio´n
infinita. Tambie´n hemos explicado mediante unos ejemplos sencillos como
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funciona el algoritmo de gradiente descendente y en la parte final de la me-
moria adjuntamos los co´digos Matlab que se han programado para realizar
los ca´lculos.
Como trabajo de futuro nos proponemos aplicar estos resultados para
la obtencio´n de la media intr´ınseca muestral de datos obtenidos mediante
te´cnicas de neuroimagen. Sin embargo, como estos datos, que se utilizan en
la investigacio´n del cerebro, se corresponden con ima´genes 3D; es decir, super-
ficies en R3, necesitaremos previamente desarrollar los conceptos geome´tricos
y estad´ısticos necesarios en el espacio de formas espaciales.
Cap´ıtulo 7
Ape´ndice: Co´digos Matlab
7.1. Funcio´n PrincipalMitjaEntreFormesInter
ENTRADAS:
numpunts: Nu´mero de puntos que tendra´n cada una de las formas.
numiteracions: Nu´mero ma´ximo de iteraciones que realizara´ nuestro
algoritmo si no se cumple el criterio de parada.
epsilon: Cantidad que nos moveremos a lo largo de la geode´sica.
Error: Error que se utiliza en el criterio de parada.
SALIDAS:
MatriuDistancies: Matriz de dimensio´n (k x 3*NumFormes+2) don-
de, las columnas 1 y NumFormes+2 indicaran la iteracio´n en la que se
han obtenido los datos de esa fila. De la columna 2 a la NumFormes+1
tendremos las distancias de la forma media a cada una de las formas
iniciales (columna) para cada iteracio´n k (fila). De la columna Num-
Formes+3 a la 2*NumFormes+2 tendremos las normas de los vectores
tangentes de cada una de las formas (columnas) para cada iteracio´n k
(fila). Estas normas sera´n aproximadamente iguales a las distancias co-
rrespondientes debido a la Proposicio´n 4.3.1. Y de la columna 2*Num-
Formes+3 a la 3*NumFormes+2 tendremos las diferencias entre las
distancias y las normas.
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FUNCIO´N:
function MatriuDistancies=PrincipalMitjaEntreFormesInter(numpunts,
numiteracions,epsilon,Error)
%Declaracio´n de variables:
numgeointer=5;
numparam=10;
%Funcio´n para introducir la cantidad y los nombres de los ficheros
%que contienen las ima´genes de las que cogemos las formas:
[NomsFitxers,numformes]=IntroduirImatges();
figure();
for i=1:numformes
%Funcio´n que calcula los puntos IE de cada imagen:
ParImatge(:,2*i-1:2*i)= CalculPuntsIEImatgeInter(numpunts,
NomsFitxers(i,:),i,numformes);
[fil(i),col(i)]=size(ParImatge(:,2*i-1:2*i));
end
%Condicio´n para comprobar que el nu´mero de puntos que tenemos es el
%mismo para todas las formas. Utilizamos la funcio´n find, que
%encuentra las componentes del vector que cumplen la condicio´n.
if length(find(fil==numpunts))==numformes
for i=1:numformes
%Dadas las coordenadas enteras que corresponden a los pı´xeles
%de las ima´genes, calculamos los elementos e y f
%representativos de cada una de las formas:
[e(i,:),f(i,:)]=CalculFuncionsE1F1(ParImatge(:,2*i-1),
ParImatge(:,2*i),numpunts);
end
%Ca´lculo de la media de todas las formas:
MatriuDistancies=Mitja(numformes,numpunts,numparam,numgeointer,
numiteracions,epsilon,Error,e,f);
else
display(’El nombre de punts de les corbes no coincideixen’)
end
return;
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7.2. Funcio´n CalculFuncionsE1F1
ENTRADAS:
datx: Vector de dimensio´n (numpunts x 1) que corresponde a las coor-
denadas enteras (p´ıxeles) del eje x, es decir, a las filas de la matriz que
representa la forma.
daty: Vector de dimensio´n (numpunts x 1) que corresponde a las coor-
denadas enteras (p´ıxeles) del eje y, es decir, a las columnas de la matriz
que representa la forma.
numpunts: Nu´mero de puntos que tendra´n cada una de las formas.
SALIDAS:
e1 Vector de dimensio´n (1 x numpunts) que corresponde a una repre-
sentacio´n discreta de la primera de las dos funciones que respresentan
una forma en nuestro espacio cociente. En este caso es el primero de
los dos elementos del Grassmanniano de dimensio´n 2. Es una de las
muchas representaciones que puede tener.
f1 Vector de dimensio´n (1 x numpunts) que corresponde a una repre-
sentacio´n discreta de la segunda de las dos funciones que representan
una forma en nuestro espacio cociente. En este caso es el segundo de
los dos elementos del Grassmanniano de dimensio´n 2. Es una de las
muchas representaciones que puede tener.
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FUNCIO´N:
function [e1,f1]=CalculFuncionsE1F1(datx,daty,numpunts)
%Variables necesarias para la definicio´n de los elementos e1 y f1.
%Calculamos los a´ngulos que forman el vector tangente en cada uno de
%los puntos de la forma y el eje positivo de las abcisas:
AnglesCorba=CalculAngles(datx,daty,numpunts);
%Expresiones de los elementos e1 y f1 de la Proposicio´n 4.2.2.
e1=sqrt(2)*cos(AnglesCorba/2);
f1=sqrt(2)*sin(AnglesCorba/2);
%Normalizamos y hacemos que el producto sea nulo, para evitar al
%ma´ximo los errores nume´ricos:
[e1,f1]=NormalitzaIProducte0(e1,f1);
return;
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7.3. Funcio´n Mitja
ENTRADAS:
NumFormes: Cantidad de formas iniciales de las cuales queremos
obtener la media.
numpunts: Nu´mero de puntos que tendra´n cada una de las formas.
numparam: Nu´mero de parametrizaciones diferentes que considerare-
mos entre dos formas, para calcular la geode´sica de mı´nima distancia.
numgeointer: Nu´mero de curvas geode´sicas intermedias que calcula-
mos para obtener la geode´sica de una forma a otra.
numiteracions: Nu´mero ma´ximo de iteraciones que realizara´ nuestro
algoritmo si no se cumple el criterio de parada.
epsilon: Cantidad que nos moveremos a lo largo de la geode´sica.
e: Matriz de dimensio´n (NumFormes x numpunts) cada fila de la cual
corresponde al primero de los dos vectores que generan cada una de las
formas.
f: Matriz de dimensio´n (NumFormes x numpunts) cada fila de la cual
corresponde al segundo de los dos vectores que generan cada una de las
formas.
Error: Error que se utiliza en el criterio de parada.
SALIDAS:
MatriuDistancies: Matriz de dimensio´n (k x 3*NumFormes+2) don-
de, las columnas 1 y NumFormes+2 indicaran la iteracio´n en la que se
han obtenido los datos de esa fila. De la columna 2 a la NumFormes+1
tendremos las distancias de la forma media a cada una de las formas
iniciales (columna) para cada iteracio´n k (fila). De la columna Num-
Formes+3 a la 2*NumFormes+2 tendremos las normas de los vectores
tangentes de cada una de las formas (columnas) para cada iteracio´n k
(fila). Estas normas sera´n aproximadamente iguales a las distancias co-
rrespondientes debido a la Proposicio´n 4.3.1. Y de la columna 2*Num-
Formes+3 a la 3*NumFormes+2 tendremos las diferencias entre las
distancias y las normas.
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FUNCIO´N:
function MatriuDistancies=Mitja(NumFormes,numpunts,numparam,numgeointer,
numiteracions,epsilon,Error,e,f)
for i=1:NumFormes
ParCorba(:,2*i-1:2*i)=CalculaCorbaLong1(numpunts,e(i,:),f(i,:));
end
%Definimos la candidata a media inicial como la primera de las formas:
em(1,:)=e(1,:);
fm(1,:)=f(1,:);
for k=1:numiteracions
for i=1:NumFormes
%Calculamos los elementos necesarios de la geode´sica que une
%la forma media de la iteracio´n k, con la forma i:
[Distancia,Fi1Fi2,e1t,f1t,e2t,f2t]=DistanciaEntreFormes(
numpunts,numparam,numgeointer,em(k,:),fm(k,:),e(i,:),f(i,:),
ParCorba(:,2*i-1:2*i));
DistanciaAFormai(k,i)=Distancia;
%Calculamos el vector tangente de la forma media en direccio´n
%a la forma i mediante la geode´sica que las une y que nos
%proporciona la distancia mı´nima. La norma de este vector es
%exactamente esa distancia:
VectorTangent(i,:)=CalculaVectorTangent(numpunts,Fi1Fi2,
e1t,f1t,e2t,f2t);
%Calculamos la norma de los vectores tangentes:
NormesVectorsTangents(k,i)=NormaVectorTangent(
VectorTangent(i,:),numpunts);
end
%Utilizando el algoritmo del gradiente descendiente, calculamos
%el vector tangente que nos proporciona la direccio´n en la que
%nos moveremos, a lo largo de la geode´sica, una cantidad epsilon:
g=sum(VectorTangent)/NumFormes;
%Calculamos la geode´sica que tiene como punto inicial la forma
%media de la iteracio´n y direccio´n g, y evaluando en epsilon
%obtenemos la siguiente forma media:
[em(k+1,:),fm(k+1,:)]=CalculGeodesicaDonatPuntIVectorTangent(
em(k,:),fm(k,:),g,epsilon);
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%CRITERIO DE PARADA del algoritmo:
ParCorbaM=CalculaCorbaLong1(numpunts,em(k+1,:),fm(k+1,:));
[Distancia,A,B,C,D,E]=DistanciaEntreFormes(numpunts,numparam,
numgeointer,em(k,:),fm(k,:),em(k+1,:),fm(k+1,:),ParCorbaM);
if Distancia<Error
numiteracions=k;
break;
end;
end
MatriuDistancies=[(1:numiteracions)’,DistanciaAFormai,
(1:numiteracions)’,NormesVectorsTangents];
MatriuDistancies=[MatriuDistancies,abs(MatriuDistancies(:,2:NumFormes
+1)-MatriuDistancies(:,NumFormes+3:2*NumFormes+2))];
%DIBUJAMOS LOS RESULTADOS:
%En rojo las formas medias obtenidas en cada una de las iteraciones
%dados los elementos e y f que caracterizan a cada una de ellas:
figure();
for k=2:numiteracions
CoordCorbaLong1=CalculaCorbaLong1(numpunts,em(k,:),fm(k,:));
plot(CoordCorbaLong1(:,1),CoordCorbaLong1(:,2),’red’)
hold on
end
%En negro a la forma media obtenida:
CoordCorbaLong1=CalculaCorbaLong1(numpunts,em(numiteracions+1,:),
fm(numiteracions+1,:));
plot(CoordCorbaLong1(:,1),CoordCorbaLong1(:,2),’Color’,’black’,
’LineWidth’,3)
hold on
%En azul todas las formas iniciales:
for i=1:NumFormes
DibuixaCorbaLongitud1(numpunts,e(i,:),f(i,:))
hold on
end
hold off
return;
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7.4. Funcio´n CalculaCorbaLong1
ENTRADAS:
numpunts: Nu´mero de puntos que tendra´n cada una de las formas.
e: Vector de dimensio´n (1 x numpunts) que corresponde a una repre-
sentacio´n discreta de la primera de las dos funciones que respresentan
una forma en nuestro espacio cociente.
f: Vector de dimensio´n (1 x numpunts) que corresponde a una repre-
sentacio´n discreta de la segunda de las dos funciones que respresentan
una forma en nuestro espacio cociente.
SALIDAS:
CoordCorbaLong1: Matriz de dimensio´n (numpunts x 2) que corres-
ponde a las coordenadas (x,y) de la forma definida por los elementos
e y f. Las calcularemos usando la Definicio´n 4.2.1, y que, como es una
integral, discretizaremos haciendo sumatorios y utilizando la regla del
trapecio.
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FUNCIO´N:
function CoordCorbaLong1=CalculaCorbaLong1(numpunts,e,f)
%Definimos las dos primeras coordenadas:
h=1/numpunts;
x(1)=0;
y(1)=0;
x(2)=(1/2)*((h*(1/2))*(e(1).^2-f(1).^2+e(2).^2-f(2).^2));
y(2)=(h*(1/2))*(e(1).*f(1)+e(2).*f(2));
for i=3:numpunts
%Coordenadas x, correspondientes a las filas:
x(i)=(1/2)*((h*(1/2))*(e(1).^2-f(1).^2+e(i).^2-f(i).^2+
2*sum(e(2:i-1).^2-f(2:i-1).^2)));
%Coordenadas y, correspondientes a las columnas:
y(i)=(h*(1/2))*(e(1).*f(1)+e(i).*f(i)+2*sum(e(2:i-1).*f(2:i-1)));
end
%Juntamos las coordenadas de la forma:
CoordCorbaLong1=[x’,y’];
return;
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7.5. Funcio´n DistanciaEntreFormes
ENTRADAS:
numpunts: Nu´mero de puntos que tendra´n cada una de las formas.
numparam: Nu´mero de parametrizaciones diferentes que considerare-
mos entre dos formas, para calcular la geode´sica de mı´nima distancia.
numgeointer: Nu´mero de curvas geode´sicas intermedias que calcula-
mos para obtener la geode´sica de una forma a otra.
e1: Vector de dimensio´n (1 x numpunts) que corresponde al primero de
los dos vectores que generan una forma. Es una de las muchas repre-
sentaciones del primer elemento de la primera forma en nuestro espacio
cociente.
f1: Vector de dimensio´n (1 x numpunts) que corresponde al segundo
de los dos vectores que generan una forma. Es una de las muchas re-
presentaciones del segundo elemento de la primera forma en nuestro
espacio cociente.
e2: Vector de dimensio´n (1 x numpunts) que corresponde al primero de
los dos vectores que generan una forma. Es una de las muchas repre-
sentaciones del primer elemento de la segunda forma en nuestro espacio
cociente.
f2: Vector de dimensio´n (1 x numpunts) que corresponde al segundo
de los dos vectores que generan una forma. Es una de las muchas re-
presentaciones del segundo elemento de la segunda forma en nuestro
espacio cociente.
ParCorba: Matriz de dimensio´n (numpunts x 2) que corresponde a las
coordenadas (x,y) de la segunda forma ya convertida en una curva de
longitud 1. Es necesaria para realizar las diferentes parametrizaciones.
SALIDAS:
Distancia: Distancia entre las dos formas.
Fi1Fi2: A´ngulos de Jordan de la matriz A formada por los productos
interiores.
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e1t: Vector de dimensio´n (1 x numpunts) que corresponde a otro re-
presentante del elemento e1 y que hace que la primera forma nos quede
invariante por rotaciones.
f1t: Vector de dimensio´n (1 x numpunts) que corresponde a otro re-
presentante del elemento f1 y que hace que la primera forma nos quede
invariante por rotaciones.
e2t: Vector de dimensio´n (1 x numpunts) que corresponde a otro re-
presentante del elemento e2 y que hace que la segunda forma nos quede
invariante por rotaciones.
f2t: Vector de dimensio´n (1 x numpunts) que corresponde a otro re-
presentante del elemento f2 y que hace que la segunda forma nos quede
invariante por rotaciones.
FUNCIO´N:
function [Distancia,Fi1Fi2,e1t,f1t,e2t,f2t]=DistanciaEntreFormes(
numpunts,numparam,numgeointer,e1,f1,e2,f2,ParCorba)
%Condicio´n para no hacer todos los ca´lculos si estamos considerando
%dos formas pra´cticamente iguales:
if (max(abs(e1-e2))<0.00001) & (max(abs(f1-f2))<0.00001)
Distancia=0;
Fi1Fi2=[0;0];
e1t=e1;
f1t=f1;
e2t=e2;
f2t=f2;
else
%Variables necesarias para hacer el cambio de parametrizaciones:
incpunts=fix(numpunts/numparam);
ParCorbaParamj=ParCorba;
%Variable necesaria para encontrar la distancia mı´nima de cada
%parametrizacio´n:
Distanciaj=1000*ones(1,numparam);
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%Ca´lculos para cada una de las parametrizaciones:
for j=1:numparam
%FUNCIO´N que calcula los productos interiores de manera
%discreta:
[e1e2,e1f2,f1e2,f1f2]=CalculProductesInteriors(numpunts,
e1,f1,e2,f2);
A=[e1e2,e1f2;f1e2,f1f2]; %Ca´lculo matriz A (Ecuacio´n 4.5).
ValorsSingulars=sqrt(eig(A’*A)); %Ca´lculo valores singulares
%de A.
%Condicio´n necesaria para evitar que debido a errores de
%precisio´n los valores singulares sean menores que -1 o
%mayores que 1.
if ValorsSingulars(1)>1
ValorsSingulars(1)=1;
end
if ValorsSingulars(2)>1
ValorsSingulars(2)=1;
end
if ValorsSingulars(1)<-1
ValorsSingulars(1)=-1;
end
if ValorsSingulars(2)<-1
ValorsSingulars(2)=-1;
end
Fi1Fi2(:,j)=acos(ValorsSingulars); %Ca´lculo A´ngulos de
%Jordan.
%Calculamos la distancia mediante la Ecuacio´n 4.8:
Distanciaj(j)=sqrt(Fi1Fi2(1,j)^2+Fi1Fi2(2,j)^2);
%Resolucio´n del sistema de los a´ngulos constantes
%correspondiente a las Ecuaciones de 4.6:
TectaAlfaYBeta=[1,1;1,-1]\[2*atan((e1f2+f1e2)/(e1e2-f1f2));
2*atan((e1f2-f1e2)/(e1e2+f1f2))];
%Ca´lculo de los representantes e1t, f1t, e2t y f2t que
%corresponden a hacer las formas invariantes por rotaciones
%y hacen que la matriz A sea diagonal:
[e1t(j,:),f1t(j,:),e2t(j,:),f2t(j,:)]=
CalculaFuncionsE1tF1tiE2tiF2t(TectaAlfaYBeta,e1,f1,e2,f2);
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%Funcio´n que calcula la geode´sica entre dos formas, fijada
%una parametrizacio´n. La usamos en el caso de querer ver la
%figura en cada una de las parametrizaciones:
%CalculaIDibuixaGeodesicaEntreDuesFormes(numpunts,numgeointer,
Fi1Fi2,e1t(j,:),f1t(j,:),e2t(j,:),f2t(j,:));
%Cambiamos de parametrizacio´n:
CanviFiles=ParCorbaParamj(1:incpunts,:);
ParCorbaParamj=[ParCorbaParamj([incpunts+1:numpunts],:);
CanviFiles];
%Recalculamos los elementos e2 y f2 para la nueva
%parametrizacio´n:
[e2,f2]=CalculFuncionsE1F1(ParCorbaParamj(:,1),
ParCorbaParamj(:,2),numpunts);
end
%Ca´lculo de la posicio´n donde se alcanza el mı´nimo:
[Distancia,pos]=min(Distanciaj);
%Eleccio´n de los elementos que corresponden a la parametrizacio´n
%donde se alcanza el mı´nimo:
e1t=e1t(pos,:);
f1t=f1t(pos,:);
e2t=e2t(pos,:);
f2t=f2t(pos,:);
Fi1Fi2=Fi1Fi2(:,pos);
end
return;
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7.6. Funcio´n CalculaFuncionsE1tF1tiE2tiF2t
ENTRADAS:
TectaAlfaYBeta: Vector de dimensio´n (2x1) que corresponden a los
dos a´ngulos constantes de las Ecuaciones 4.6 necesarios para obtener los
elementos e1t, f1t, e2t y f2t que nos proporcionara´n la diagonalizacio´n
de la matriz A.
e1: Vector de dimensio´n (1 x numpunts) que corresponde al primero de
los dos vectores que generan una forma. Es una de las muchas repre-
sentaciones del primer elemento de la primera forma en nuestro espacio
cociente.
f1: Vector de dimensio´n (1 x numpunts) que corresponde al segundo
de los dos vectores que generan una forma. Es una de las muchas re-
presentaciones del segundo elemento de la primera forma en nuestro
espacio cociente.
e2: Vector de dimensio´n (1 x numpunts) que corresponde al primero de
los dos vectores que generan una forma. Es una de las muchas repre-
sentaciones del primer elemento de la segunda forma en nuestro espacio
cociente.
f2: Vector de dimensio´n (1 x numpunts) que corresponde al segundo
de los dos vectores que generan una forma. Es una de las muchas re-
presentaciones del segundo elemento de la segunda forma en nuestro
espacio cociente.
SALIDAS:
e1t: Vector de dimensio´n (1 x numpunts) que corresponde a otro re-
presentante del elemento e1 y que hace que la primera forma nos quede
invariante por rotaciones.
f1t: Vector de dimensio´n (1 x numpunts) que corresponde a otro re-
presentante del elemento f1 y que hace que la primera forma nos quede
invariante por rotaciones.
e2t: Vector de dimensio´n (1 x numpunts) que corresponde a otro re-
presentante del elemento e2 y que hace que la segunda forma nos quede
invariante por rotaciones.
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f2t: Vector de dimensio´n (1 x numpunts) que corresponde a otro re-
presentante del elemento f2 y que hace que la segunda forma nos quede
invariante por rotaciones.
FUNCIO´N:
function [e1t,f1t,e2t,f2t]=CalculaFuncionsE1tF1tiE2tiF2t(
TectaAlfaYBeta,e1,f1,e2,f2)
%Expresiones de los elementos e1t, f1t, e2t y f2t expresados en las
%Ecuaciones 4.7:
e1t=cos(TectaAlfaYBeta(1)/2)*e1-sin(TectaAlfaYBeta(1)/2)*f1;
f1t=cos(TectaAlfaYBeta(1)/2)*f1+sin(TectaAlfaYBeta(1)/2)*e1;
e2t=cos(TectaAlfaYBeta(2)/2)*e2-sin(TectaAlfaYBeta(2)/2)*f2;
f2t=cos(TectaAlfaYBeta(2)/2)*f2+sin(TectaAlfaYBeta(2)/2)*e2;
%Normalizamos y hacemos que el producto sea nulo, para evitar al
%ma´ximo los errores nume´ricos:
[e1t,f1t]=NormalitzaIProducte0(e1t,f1t);
[e2t,f2t]=NormalitzaIProducte0(e2t,f2t);
return;
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7.7. Funcio´n CalculaVectorTangent
ENTRADAS:
numpunts: Nu´mero de puntos que tendra´n cada una de las formas.
Fi1Fi2: A´ngulos de Jordan de la matriz A formada por los productos
interiores.
e1t: Vector de dimensio´n (1 x numpunts) que corresponde a otro re-
presentante del elemento e1 y que hace que la primera forma nos quede
invariante por rotaciones. En este caso es el elemento calculado en la
parametritzacio´n que obtenemos la distancia mı´nima.
f1t: Vector de dimensio´n (1 x numpunts) que corresponde a otro re-
presentante del elemento f1 y que hace que la primera forma nos quede
invariante por rotaciones. En este caso es el elemento calculado en la
parametritzacio´n que obtenemos la distancia mı´nima.
e2t: Vector de dimensio´n (1 x numpunts) que corresponde a otro re-
presentante del elemento e2 y que hace que la segunda forma nos quede
invariante por rotaciones. En este caso es el elemento calculado en la
parametritzacio´n que obtenemos la distancia mı´nima.
f2t: Vector de dimensio´n (1 x numpunts) que corresponde a otro re-
presentante del elemento f2 y que hace que la segunda forma nos quede
invariante por rotaciones. En este caso es el elemento calculado en la
parametritzacio´n que obtenemos la distancia mı´nima.
SALIDAS:
VectorTangent: Vector de dimensio´n (1 x 2*numpunts) que es el vec-
tor tangente de la primer forma, representada por e1t y f1t, a la segunda
forma, respresentada por e2t y f2t, mediante la geode´sica que las une
y que nos proporciona la distancia mı´nima. La norma de este vector es
exactamente esa distancia.
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FUNCIO´N:
function VectorTangent=CalculaVectorTangent(numpunts,Fi1Fi2,e1t,f1t,
e2t,f2t)
%Condicio´n para no hacer todos los ca´lculos si estamos considerando
%dos formas pra´cticamente iguales:
if max(abs(e1t-e2t))<0.0001 & max(abs(f1t-f2t))<0.0001
VectorTangent=zeros(1,2*numpunts);
else
%Expressio´n de los vectores tangentes, que vienen dados por las
%Ecuaciones 4.11. Corresponden a derivar las Ecuaciones 4.10
%respecto del parametro u y evaluar en u=0:
if Fi1Fi2(1)==0
dedu0=zeros(1,numpunts);
else
dedu0=(Fi1Fi2(1)/sin(Fi1Fi2(1)))*(e2t-cos(Fi1Fi2(1))*e1t);
end
if Fi1Fi2(2)==0
dfdu0=zeros(1,numpunts);
else
dfdu0=(Fi1Fi2(2)/sin(Fi1Fi2(2)))*(f2t-cos(Fi1Fi2(2))*f1t);
end
%Ponemos los dos vectores uno detra´s del otro:
VectorTangent=[dedu0,dfdu0];
end
return;
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7.8. Funcio´n CalculGeodesicaDonatPuntIVec-
torTangent
ENTRADAS:
e1: Vector de dimensio´n (1 x numpunts) que corresponde al primero
de los dos vectores que generan una forma, en este caso de la candidata
a media de la iteracio´n en la que estamos aplicando la funcio´n.
f1: Vector de dimensio´n (1 x numpunts) que corresponde al segundo de
los dos vectores que generan una forma, en este caso de la candidata a
media de la iteracio´n en la que estamos aplicando la funcio´n.
g: Vector de dimensio´n (1 x 2*numpunts) que corresponde al vector
que nos proporciona la direccio´n de gradiente descendiente teniendo en
cuenta todas las formas que estamos considerando.
epsilon: Cantidad que nos moveremos a lo largo de la geode´sica.
SALIDAS:
e: Vector de dimensio´n (1 x numpunts) que corresponde al primero
de los dos vectores que generan una forma, en este caso de la nueva
candidata a media.
f: Vector de dimensio´n (1 x numpunts) que corresponde al segundo
de los dos vectores que generan una forma, en este caso de la nueva
candidata a media.
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FUNCIO´N:
function [e,f]=CalculGeodesicaDonatPuntIVectorTangent(e1,f1,g,epsilon)
%Dividimos el vector tangente en sus dos componentes:
v1=g(1:length(g)/2);
v2=g((length(g)/2)+1:length(g));
numpunts=length(g)/2;
%Definicio´n de las matrices necesarias para aplicar la Proposicio´n
%2.4.3 que nos proporciona la expresio´n de la geode´sica dados un punto
%y la direccio´n:
A=(1/numpunts)*[e1,f1]’*[v1,v2];
S=(1/numpunts)*[v1,v2]’*[v1,v2];
ID2x2=eye(length(g));
B=[A,-S;ID2x2,A];
ID4x2=eye(2*length(g),length(g));
%Expressio´n de dicha geode´sica evaluada en el epsilon elegido:
GeodesicaOnParem=[e1,f1,v1,v2]*expm(epsilon*B)*ID4x2*expm(-A*epsilon);
%Dividimos el resultaddo obtenido, en las dos componentes que
%caracterizara´n esta nueva forma candidata a media:
e=GeodesicaOnParem(1:length(g)/2);
f=GeodesicaOnParem((length(g)/2)+1:length(g));
%Normalizamos y hacemos que el producto sea nulo, para evitar al ma´ximo
%los errores nume´ricos:
[e,f]=NormalitzaIProducte0(e,f);
return;
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7.9. Funcio´n CalculaIDibuixaGeodesicaEntre-
DuesFormes
ENTRADAS:
numpunts: Nu´mero de puntos que tendra´n cada una de las formas.
numgeointer: Nu´mero de curvas geode´sicas intermedias que calcula-
mos para obtener la geode´sica de una forma a otra.
Fi1Fi2: A´ngulos de Jordan de la matriz A formada por los productos
interiores.
e1t: Vector de dimensio´n (1 x numpunts) que corresponde a otro re-
presentante del elemento e1 y que hace que la primera forma nos quede
invariante por rotaciones.
f1t: Vector de dimensio´n (1 x numpunts) que corresponde a otro re-
presentante del elemento f1 y que hace que la primera forma nos quede
invariante por rotaciones.
e2t: Vector de dimensio´n (1 x numpunts) que corresponde a otro re-
presentante del elemento e2 y que hace que la segunda forma nos quede
invariante por rotaciones.
f2t: Vector de dimensio´n (1 x numpunts) que corresponde a otro re-
presentante del elemento f2 y que hace que la segunda forma nos quede
invariante por rotaciones.
SALIDAS:
No hay salidas, aunque en caso de utilizar esta funcio´n, la salida ser´ıa
ver una gra´fica de la geode´sica que va de una forma a otra.
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FUNCIO´N:
function CalculaIDibuixaGeodesicaEntreDuesFormes(numpunts,numgeointer,
Fi1Fi2,e1t,f1t,e2t,f2t)
figure();
%Discretizamos el para´metro u, dando valores del 0 al 1. Las funciones
%e y f para u=0, sera´n exactamente los elementos e1t y f1t
%respectivamente y para u=1, sera´n exactamente los elementos e2t y
%f2t respectivamente.
u=linspace(0,1,numgeointer);
for i=1:numgeointer
%Expressio´n de las funciones e y f dadas por las Ecuaciones 4.10,
%para cada uno de los para´metros u:
if Fi1Fi2(1)==0
e(i,:)=e1t;
else
e(i,:)=(sin((1-u(i))*Fi1Fi2(1))*e1t+sin(u(i)*Fi1Fi2(1))*e2t)/
(sin(Fi1Fi2(1)));
end
if Fi1Fi2(2)==0
f(i,:)=f1t;
else
f(i,:)=(sin((1-u(i))*Fi1Fi2(2))*f1t+sin(u(i)*Fi1Fi2(2))*f2t)/
(sin(Fi1Fi2(2)));
end
%Calculamos las coordenadas de cada forma, que corresponderan a
%una de las formas intermedias de la geode´sica que une la primera
%forma con la segunda (Definicio´n 4.2.1):
Geodesica(:,2*i-1:2*i)=CalculaCorbaLong1(numpunts,e(i,:),f(i,:));
%Dibujamos todas las geode´sicas intermedias:
plot(Geodesica(:,2*i-1),Geodesica(:,2*i),’magenta’)
hold on
end
%Dibujamos en azul las formas iniciales:
DibuixaCorbaLongitud1(numpunts,e1t,f1t)
DibuixaCorbaLongitud1(numpunts,e2t,f2t)
return;
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