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ABSTRACT
Searching for extraterrestrial, transient signals in astronomical data sets is an active area
of current research. However, machine learning techniques are lacking in the literature con-
cerning single-pulse detection. This paper presents a new, two-stage approach for identifying
and classifying dispersed pulse groups (DPGs) in single-pulse search output. The first stage
identified DPGs and extracted features to characterize them using a new peak identification al-
gorithm which tracks sloping tendencies around local maxima in plots of signal-to-noise ratio
vs. dispersion measure. The second stage used supervised machine learning to classify DPGs.
We created four benchmark data sets: one unbalanced and three balanced versions using three
different imbalance treatments. We empirically evaluated 48 classifiers by training and testing
binary and multiclass versions of six machine learning algorithms on each of the four bench-
mark versions. While each classifier had advantages and disadvantages, all classifiers with
imbalance treatments had higher recall values than those with unbalanced data, regardless of
the machine learning algorithm used. Based on the benchmarking results, we selected a sub-
set of classifiers to classify the full, unlabelled data set of over 1.5 million DPGs identified
in 42,405 observations made by the Green Bank Telescope. Overall, the classifiers using a
multiclass ensemble tree learner in combination with two oversampling imbalance treatments
were the most efficient; they identified additional known pulsars not in the benchmark data
set and provided six potential discoveries, with significantly less false positives than the other
classifiers.
Key words: pulsars: general – methods: data analysis.
1 INTRODUCTION
This work focuses on the identification and classification of ex-
traterrestrial, transient radio signals. In particular, we are concerned
with transient, dispersed, radio signals as expected from pulsars,
rotating radio transients (RRATs), and isolated events such as the
quickly growing group of fast radio bursts (FRBs). Pulsars are
rapidly spinning neutron stars which emit radiation from their mag-
netic poles (Lorimer & Kramer 2012). If those emission beams
sweep past the Earth, they can be detected as “pulses” of radi-
ation with extremely regular periods. RRATs, first discovered by
McLaughlin et al. (2006), are thought to be a special type of spo-
radically emitting pulsar. Throughout this paper, we will use the
term ‘pulsar’ to describe pulsars and RRATs. FRBs are bright, iso-
lated radio bursts with millisecond durations and likely have ex-
tragalactic origins (Lorimer et al. 2007). The study of pulsars and
⋆ E-mail: tdevine4@mix.wvu.edu
† E-mail: Katerina.Goseva@mail.wvu.edu
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FRBs provides information about the extreme physics of neutron
stars, and their unique properties allow a range of scientific appli-
cations.
There are two main approaches to pulsar detection in radio
data: periodicity searches and single-pulse searches. Both tech-
niques operate by searching the dedispersed raw data from radio
telescope receivers, and produce output in the form of plots of can-
didate signals. The two searches differ in the types of phenomena
they attempt to detect. Periodicity searches transform the time se-
ries into the frequency domain by applying Fast Fourier Transforms
(FFTs) to identify periodic signals. The original time series data are
then folded (Larsson 1996) at the identified periods to amplify the
signal-to-noise ratios (SNRs) of the periodic signals. Single-pulse
searches, on the other hand, do not use FFTs or fold the data. This
has the advantage of being able to detect strong, non-periodic sig-
nals that periodicity searches cannot detect. RRATs, for instance,
are only detectable through their isolated pulses. However, single-
pulse searches typically are not able to detect very regular, weak
signals that would show up in a periodicity search.
Pulsar discoveries have been made through a variety
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of detection techniques. Despite all of these discoveries,
Faucher-Giguère & Kaspi (2006) theorized that the over 2,500
known pulsars comprise a small percentage of the potentially de-
tectable pulsars in our galaxy. Furthermore, Bagchi et al. (2011)
projected that additional pulsars may be detectable in globular clus-
ters. Discovering these pulsars, however, is very challenging. The
signals are faint, requiring sensitive observations. Searches must
deal with issues such as noise (resulting from receivers and the
sky), radio frequency interference (RFI), and imbalanced data sets
(i.e., only a very small fraction of the radio signals received origi-
nate from pulsars).
Traditionally, pulsars are discovered by manual inspection of
the candidates produced by periodicity or single-pulse searches.
Manual inspection by domain experts, to some extent, will likely
always be integral to the pulsar discovery process. However, au-
tomation of the majority of the process is vital for the future of ra-
dio astronomy. Next generation instruments, such as South Africa’s
Karoo Array Telescope (MeerKAT) (Booth et al. 2009), which is
a precursor of the Square Kilometre Array (SKA), or the Five-
hundred meter Aperture Spherical Telescope (FAST) (Nan et al.
2011) in China will have many more beams than the current in-
struments, resulting in significantly larger data sets. Automated
approaches are the only feasible way to deal with big data, and
offer many potential advantages to streamline the discovery pro-
cess, e.g., by triggering the rapid follow up of candidates at mul-
tiple wavelengths to constrain their origins. Machine learning1 al-
gorithms have been applied to automatically detect pulsars in peri-
odicity searches (Eatough et al. 2010; Bates et al. 2012; Zhu et al.
2014; Morello et al. 2014). However, machine learning approaches
with single-pulse candidates are lacking.
This paper presents a novel, two-stage approach to semi-
automatic discovery of transient radio signals within the candidates
produced by single-pulse searches. These transient signals are in
the form of dispersed pulse groups (DPGs), which are collections of
pulses appearing as peaks in the signal-to-noise ratio (SNR) vs dis-
persion measure (DM) subplot of a candidate plot, such as the one
shown in Figure 1. Note that a DPG is different from a candidate in
the traditional sense. A single candidate plot could potentially have
many identified DPGs, since a DPG is any local peak in the SNR
vs DM subplot. For the first stage, DPG identification, we present a
new Recursive Algorithm for Peak IDentification (RAPID) which
effectively identified pulsar signals. Individual DPGs, along with
their characteristic features, served as instances for machine learn-
ing. For the second stage, DPG classification, we created binary and
multiclass machine learning models to classify DPGs as pulsars or
non-pulsars. The data used for this work were derived from the 350-
MHz drift-scan survey performed with the GBT from May through
August in 2011. The survey was conducted while the GBT was im-
mobilised for refurbishing. The receivers remained active through-
out the repairs and collected data at a radio frequency of 350 MHz
as the sky passed through the beam of the telescope (Boyles et al.
2013).
The remainder of this paper begins by giving a general back-
ground on pulsar searching in Section 2. Section 3 provides the re-
lated work on pulsar searching and peak identification. We describe
our two-stage approach in detail in Section 4, and provide the re-
sults of our experiments in Section 5. Finally, Section 6 presents
the conclusion.
1 These three terms are often used interchangeably.
Figure 1. The known pulsar J1645–0317 identified by a single-pulse search.
The subplots, created using the software Presto (Ransom 2001), clockwise
from the top left, show a histogram of the number of pulses detected at
different SNR ranges, a histogram of the number of pulses detected at each
DM, a scatter diagram showing the SNR and DM of all pulses, and a scatter
diagram showing the DM and time of each detected pulse, with the markers
for individual pulses scaled in size by their SNR.
2 BACKGROUND ON PULSAR SEARCHING
Pulsar discovery in radio data sets is typically approached in
four phases: collection, dedispersion, periodicity or single-pulse
search, and manual inspection. In the first phase, raw data are
collected at radio telescopes as a time-series of voltages. A thor-
ough description of the second phase, dedispersion, is given by
Lorimer & Kramer (2012), and will only be described briefly here.
As a pulsar’s radiation propagates through the interstellar medium
(ISM), the ISM causes the pulses to be dispersed, with lower fre-
quency components of pulses arriving later than higher frequency
components. The time delay between two frequencies depends on
three things: the difference between the frequencies of the observa-
tions, the observational frequency, and the DM, which is the inte-
grated number of free electrons along the line of sight measured in
pc cm−3. Dedispersion is the process of removing these frequency-
dependent delays.
In the third phase, either periodicity or single-pulse searches
are performed at a number of trial DM values, as discussed in Sec-
tion 1. The fourth and final phase traditionally consisted of manu-
ally inspecting a number of candidate plots, created by the software
Presto (Ransom 2001). Figure 1 offers a single-pulse search candi-
date plot of a known pulsar. This type of plot contains four sub-
plots: the top left is a histogram of the number of pulses for each
SNR value, the top middle is a histogram of the number of observed
signals for each DM, the top right is a scatter diagram showing the
SNR values of any recorded pulses for each DM, and the bottom is
a scatter diagram which shows the DM on the y-axis and the time
each signal was recorded on the x-axis. In the bottom subplot, each
point’s size is scaled by the magnitude of its SNR value, i.e., larger
SNR values appear as larger points (Cordes & McLaughlin 2003).
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3 RELATED WORK
This section presents a brief survey of the literature pertaining
to our work. The first subsection presents pulsar searches within
single-pulse search output, the second reviews classification stud-
ies performed using periodicity searches, and the third contrasts
several existing peak identification algorithms with our proposed
technique, RAPID.
3.1 Related Work on Single-pulse Searches
Cordes & McLaughlin (2003) first presented a theoretical frame-
work for performing single-pulse searches to detect fast radio tran-
sient signals. Their proposed automated detection approach first
removed the baseline from the dedispersed data, then utilized an
N-sample boxcar filter to detect significant events, which they plot-
ted for manual inspection. They also explored a range of widths
by adding a number of adjacent samples, smoothing the data, and
then searching for single bright pulses. To avoid bias towards very
strong individual pulses, they removed the brightest pulses in the
first pass, then searched again. They recorded the DM, the arrival
time of the pulse relative to the start of the observation, and the
SNR for each pulse subsequently detected. The methodology pre-
sented by this work was adopted, in one form or another, in each of
the following papers.
Deneva et al. (2009) presented results from radio transient
searches using data from the seven beam Pulsar Arecibo L-band
Feed Array (PALFA) survey (Cordes et al. 2006). They performed
matched filtering similar to Cordes & McLaughlin (2003), but with
a more sophisticated RFI excision scheme. Their search was cus-
tomized to remove two types of RFI: RFI from radar unique to
Arecibo (from the San Juan airport), and RFI simultaneously de-
tected in several beams. They also used a friends-of-friends clus-
tering algorithm, which formed the initial clusters by searching for
events above a given SNR threshold, then added to the clusters by
including adjacent samples above a given threshold. The brightest
sample of a cluster was recorded as the cluster amplitude and the
number of samples as the width. This search was less sensitive to
weak, narrow pulses but resulted in a significant reduction of RFI
events and resulted in seven pulsar discoveries.
Keane et al. (2010) performed a re-analysis of the Parkes
Multi-beam Pulsar Survey (PMPS)2 and discovered ten RRATs,
suggesting that the population of transient radio-emitting neutron
stars may be larger than initial predictions. They searched for bright
single-pulses using matched filtering, as in Cordes & McLaughlin
(2003). To eliminate RFI, they used the “zero-DM filter”, devel-
oped by Eatough et al. (2009), and also removed multi-beam events
from consideration, as in Deneva et al. (2009). They produced di-
agnostic plots for manual inspection and classification.
Burke-Spolaor et al. (2011) presented the initial results for an
examination of the High Time Resolution Universe (HTRU) sur-
vey using similar search techniques. They stored parameter values
in a database, which was then queried to see if events have more
than two members and peak at a DM over 1.5 pc cm−3. If so, sum-
mary plots were created of the events for manual assessment. Their
efforts resulted in 11 discoveries of sparsely emitting neutron stars.
Bagchi et al. (2012) searched the archival PMPS data for
RRATs, FRBs, and perytons (an unusual form of RFI detected in all
2 The PMPS (Manchester et al. 2001) was completed between 1997 and
2003 using the Parkes radio telescope in Australia and is the most successful
large-scale pulsar survey to date.
13 beams of the PMPS and other surveys). Their search followed
the methodology of Cordes & McLaughlin (2003) and resulted in
no detections of RRATs or FRBs, but did detect four peryton-like
events.
Using an iterative process to extract individual pulses,
Rubio-Herrera et al. (2013) detected several single-pulse events,
some of which were repetitive, in a search of the Andromeda
Galaxy and its satellites with the Westerbork Synthesis Radio Tele-
scope.
Most recently, Karako-Argaman et al. (2015) searched for
RRATs in data from the GBT 350-MHz drift-scan survey. After
applying similar filtering techniques, they grouped the data accord-
ing to their relative positions in the DM vs time space and divided
each group into five bins. The neighboring bins were then checked
to see if the maximum SNR in each one was monotonically de-
creasing and created diagnostic plots for manual inspection. This
work resulted in the discovery of 18 RRATs.
The papers presented above all include automated search tech-
niques using heuristics, e.g. sifting candidates by known SNR or
DM thresholds. Our work differs from the literature by not relying
on heuristic thresholds to identify peaks, and by using supervised
machine learning to develop intelligent classifiers.
3.2 Related Work on Periodicity Searches
Classification techniques in the literature for periodicity search
candidates include both automatic heuristic approaches3 and ma-
chine learning approaches. As our focus is on machine learn-
ing, we only provide reviews of papers that use machine learning
techniques (Eatough et al. 2010; Bates et al. 2012; Zhu et al. 2014;
Morello et al. 2014). The fact that these papers were all published
in the last five years indicates that intelligent algorithms are becom-
ing the new standard for pulsar classification.
Eatough et al. (2010) used artificial neural networks (ANNs)
to automate pulsar detection in the PMPS. They used a set of twelve
features, including the pulse profile SNR, pulse profile width, and
χ2 values of fits to theoretically optimal curves. Their training set
consisted of 259 examples of known pulsars combined with 1,625
non-pulsar examples of noise or RFI. Their model led to the dis-
covery of one pulsar.
Bates et al. (2012) also used ANNs to classify candidates.
They expanded the input features from Keith et al. (2009) and
Eatough et al. (2010) to include χ2 values for fits of the pulse pro-
file to Gaussians and sinusoids, and profile histogram tests. Their
resulting ANN was able to detect 85% of pulsars in controlled tests
with data from the HTRU survey. It was further found that the
ANN’s classifications depended on the training data used, leading
them to recommend a representative sample of pulsars to increase
the accuracy of the learner. This work resulted in the discovery of
75 pulsars.
Recently, Zhu et al. (2014) created an artificial intelligence
program to identify pulsars using image recognition algorithms
called the Pulsar Image-based Classification System (PICS). PICS
consists of two layers and was designed to emulate a human
expert’s visual identification process. The first layer is a group
of trained image learners (ANNs, convolutional neural networks
(CNNs), and SVMs) which examine and score candidate subplots.
These scores are combined using a logistic regression model to
minimize classification errors in the training data. The PICS AI
3 See Faulkner et al. (2004); Keith et al. (2009); Lee et al. (2013).
MNRAS 000, 000–000 (0000)
4 T. Devine et al.
system was tested on the Green Bank North Celestial Cap pulsar
survey and is currently integrated with the PALFA survey, where it
has discovered six pulsars.
Another recent work by Morello et al. (2014) presented the
classification results from a pulsar ranking system called Straight-
forward Pulsar Identification using Neural Networks (SPINN).
SPINN uses a customized ANN trained on 1,196 observations of
pulsars from the HTRU all-sky pulsar survey combined with 90,000
randomly selected negative observations. They were able to cor-
rectly classify all known observations of pulsars in the HTRU data
while reducing the number of candidates requiring manual inspec-
tion by several orders of magnitude. This system was responsible
for the discovery of four pulsars.
3.3 Related Work on Peak Identification
Peak or trough identification is a common problem in many fields
that require signal processing. Many different techniques have been
proposed to solve this problem, ranging from general solutions to
solutions highly specific to particular fields. In this section, we
briefly discuss several existing peak identification approaches and
describe why a new technique was required to identify DPGs in
single-pulse search candidates.
A common approach for identifying peaks in time series data
is to detect local maxima by noting sign changes in the slopes be-
tween a single point and its immediate neighbors. A major prob-
lem for this and all peak detection algorithms is their sensitivity
to noise. Another popular solution is to first smooth the data with
some sort of filter and then fit a given function to it (Palshikar
2009).
In mass spectroscopy, peaks have specific shapes. Taking ad-
vantage of this fact, Du et al. (2006) developed a pattern matching
algorithm using continuous wavelet transforms (CWTs). The basic
shape of the peak was assigned to the wavelet function, which was
in turn used to compute an array of CWT coefficients according to
multiple scales. Peaks were then identified as “ridges” formed in
the wavelet space.
Harmer et al. (2008) proposed an algorithm to detect peaks
and troughs based on momentum. The “momentum” was found
by taking the product of the value of a data point and the rate
of change at that point. A theoretical ball was then “rolled” from
a known peak. As the ball descends the peak, its momentum in-
creases and then decreases as it climbs another peak. When the
momentum reaches zero, the ball was considered to have come to
rest and that point is declared a new peak. Momentum changes are
also affected by Newton-esque laws of motion, such as an analogue
to friction.
In astrophysics, several burst detection algorithms have been
proposed to identify gamma-ray bursts (GRBs). The Li-Fenimore
algorithm (LFA) operated by binning the data and then labeling as
a candidate peak each bin that had more counts than its immediate
neighbors Li & Fenimore (1996). A search was then conducted for
each candidate peak to determine if the counts for non-immediate
neighbors (more than one bin away) continued to diminish accord-
ing to a given formula.
Zhu & Shasha (2003) proposed a burst detection algorithm to
identify GRBs in real time. Their algorithm relied on wavelets by
introducing a new data structure called the shifted wavelet tree
(SWT), which was used to organize wavelet coefficients and addi-
tional information about the window by resolutions and time scales.
The elastic window was created by automatically scanning differ-
ent time resolutions and sizes and determining the window size ac-
cordingly.
Guidorzi (2015) developed MEPSA, an algorithm similar to
LFA that also used binning and the counts of signals in each bin
to detect GRBs. MEPSA utilized 39 user-defined patterns to help
peak identification. For each bin, the adjacent bins were searched
to see if they fit any of the different patterns. MEPSA was more
reliable than LFA, but came with an added overhead of 39 separate
pattern comparisons for each possible peak.
We created RAPID because machine learning for DPGs has
several requirements, and none of the algorithms listed above sat-
isfied all of these requirements. First, identifying the peak alone is
not sufficient; pertinent features must be extracted which include
the shape and number of pulses in the range of the DPG, from be-
ginning, to peak, to end. This necessitates that any detection routine
be capable of identifying more than just local maxima in the data.
Second, focusing on single values and ignoring local trends could
overlook peaks in the data. Third, not all DPGs have a set width or
height and are often very faint or buried in noise. Finally, due to the
large quantity of radio data to be examined, the algorithm used for
detecting DPGs must be simple and efficient, ideally making only
one pass through the data.
4 OUR PROPOSED MACHINE LEARNING APPROACH
Our approach consists of DPG identification and DPG classifica-
tion using machine learning with imbalance considerations. Fig-
ure 2 provides an illustration of this process. Here, we detail the
various stages.
4.1 Data Pre-processing
Our initial data consisted of output from Presto’s
single_pulse_search.py on data from the GBT drift-scan. The
data were composed of individual files for 5,766 DMs (ranging
from 0 – 1,096 pc cm−3) for 42,405 separate observation positions.
Each file contained data describing the SNR, the downfact (a
proxy for pulse width), and the time of each single-pulse event
for that particular DM. These 244.5 million files encompassed
118 GB of data which required over 922 GB of storage space.
Since single-pulse detections are often sparse, many of these files
contained little or no data. However, each empty or sparse file still
required four KB of storage space due to the minimum allocation
size of most hard drives. From the 5,766 files for each observation
position, we extracted only the data necessary for our research and
created four large files, one for each data structure used by RAPID:
number of pulses vs DM, SNR vs DM, maximum SNR vs DM,
and DM vs time. This effectively eliminated data bloat by reducing
the actual data size by a factor of 3.17 (from 118 GB to 37.2 GB),
and the storage space required by a factor of 24.6 (from 922 GB
to 37.5 GB). Additionally, runtime efficiency was improved by
eliminating the need to parse text files and reducing the number of
read operations to different locations on the hard drive.
4.2 DPG Identification with RAPID
We propose a simple, recursive peak identification algorithm,
RAPID, which divides its input into bins and performs linear re-
gression (Agresti & Franklin 2009) to fit a straight line to the points
within each bin. The slopes of the fit lines for the bins are used to
identify the larger slope trends of a DPG. In this context, a DPG
MNRAS 000, 000–000 (0000)
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Figure 2. Our new machine learning approach to single-pulse detection.
is an instance of a peak and its surrounding decreasing values in
the data used to create the integrated “SNR vs DM” subplot of a
candidate plot, as in Figure 1. Note that a single candidate plot can
contain many different DPGs, and only one of those DPGs will ac-
tually represent a pulsar. At this stage of our work, RAPID looks
only at the maximum SNR values for each DM, not at individual
pulses.
RAPID can be tuned by adjusting two parameters, the bin size
and the slope threshold. The bin size determines how smoothed the
detected slopes will be. A smaller bin size allows the identification
of narrower DPGs that could be missed by large bin sizes, but at
the cost of increasing the size of the output and potentially missing
wider DPGs. Using larger bin sizes smooths the data to ignore tiny
fluctuations resulting from noise, but may miss smaller DPGs. The
slope threshold is a limit placed on the rate of change between the
maximum integrated SNR and the DM, and defines the minimum
fit-line slope (FLS) required to consider a bin’s trend as increasing
or decreasing. Higher values will require steeper slopes for DPG
recognition, and lower values will allow the detection of more grad-
ual slopes. Strictly speaking, the SNR vs DM curve for a particular
pulsar is dependent on the width, observing frequency, and distance
from the central DM (δDM) of the pulse (as given by Equation 1).
However, at this point the width of the DPG is not known and we
need an initial guess for the slope to begin our search. We set the
slope-threshold at 0.5 so as not to exclude any gently sloping pul-
sars and still be able to identify those with steeper slopes.
For each DPG, RAPID identifies: 1) the start, the starting DM
of the first bin to have a positive FLS greater than the slope thresh-
old and immediately following two or more flat bins (bins with
FLSs below the slope threshold) or one bin with a negative FLS, 2)
the peak, or maximum value between the start and the end, and 3)
the end, the starting DM of either the first single bin with a posi-
tive FLS or the first of two flat bins seen after the peak. Each bin
FLS can take one of three values, depending on the slope thresh-
old: 1 – positive and steeper than the slope threshold, 0 – shallower
than the slope threshold, or -1 – negative and steeper than the slope
threshold. In this way, the algorithm determines if it is climbing
or descending a DPG, if it has crossed the peak yet, or if it is on
level ground. For example, if the preceding bin had an increasing
slope, and the current bin’s slope is decreasing, RAPID knows that
it has climbed up to a peak and is now descending. If the next two
bins were both below the slope threshold, then the algorithm would
know that it had reached a termination point and would record the
relevant data from the start to the end. By using sloping trends to
find the starting and ending points of DPGs, RAPID can identify
DPGs of various widths in only one pass through the data.
For each bin, the algorithm passes three values: starting DM
– used to determine the next bin, current FLS – for comparison to
the next bin’s FLS, and status – keeps track of whether the signal
has begun ascending and whether it has crossed a peak yet. The
algorithm is recursive, in that it calls itself with each bin’s calcula-
tion. This is more efficient in terms of memory and execution time
when compared to a non-recursive implementation (using ‘while’
loops) which ran approximately five times slower and used over
eight times more memory.
RAPID is similar to the “momentum” peak identification tech-
nique proposed by Harmer et al. (2008) and described in Sec-
tion 3.3. However, while their momentum technique relies on the
instantaneous rate of change at a point, RAPID uses the slope of
regression lines for bins of data points. By breaking the data into
bins, we eliminate the need for fitting a more complex equation, and
calculations of its derivative, that could be thrown off by noise or
RFI. We also ensure that small fluctuations do not affect the overall
trends.
RAPID also differs from other binning techniques for burst
detection or peak identification (Li & Fenimore 1996; Guidorzi
2015; Karako-Argaman et al. 2015) in several key ways. First,
all other binning techniques look at only a single value for each
bin. If applied to DPG identification, one could use some value,
say the mean, to represent the bin. However, this cannot tell us
which direction the points inside one bin are trending. Addition-
ally, RAPID only needs to make one pass through the data, while
LFA (Li & Fenimore 1996) and MEPSA (Guidorzi 2015) perform
an initial pass to identify candidates and then another pass to search
for patterns.
Finally, RAPID is designed for a multi-threaded implementa-
tion to allow parallel execution. Since the data for each sky position
are independent, RAPID can be instantiated in multiple threads to
process the data from multiple positions simultaneously. The out-
put from each scan for DPGs is saved individually and the results
are aggregated when all scans are completed.
4.3 Feature Extraction
Once RAPID identifies a DPG, our code automatically extracts fea-
tures to characterize it. The features are extracted from the data
MNRAS 000, 000–000 (0000)
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Table 1. Features extracted for each DPG and used by machine learning algorithms for classification. Features 5 – 8 were taken from data in the Pulse Counts
vs DM plot in Figure 1, while the rest of the features were taken from the SNR vs DM plot in Figure 1.
Feature Description
1 StartDM The starting DM of the DPG
2 StopDM The ending DM of the DPG
3 DMWidth StopDM - StartDM, or the width in DM of the DPG.
4 MaxPulseCount The maximum number of pulses occurring at a DM in the DPG.
5 IntegratedPulseCount The total number of pulses counted in the DPG.
6 AvgPulseCount The mean number of pulses detected per DM increment in the DPG.
7 PulseCountLocalPeakHeight MaxPulseCount - AvgPulseCount, or the height of the peak above the local average count of pulses in the DPG.
8 PulseCountPeakDM The DM corresponding to the maximum pulse count in the DPG.
9 MaxSNR The local maximum of the SNR values.
10 IntegratedSNR The sum of all SNRs recorded over the DPG.
11 AvgSNR The mean SNR value detected per DM increment in the DPG.
12 SNRLocalPeakHeight MaxSNRHeight-AvgSNR, or the height of the SNR peak above the local SNR average in the DPG.
13 SNRPeakDM The DM corresponding to the maximum SNR value in the DPG.
14 FittedMaxSNR The fitted value for S in Equation 1.
15 FittedWidth The fitted value for w in Equation 1.
16 SNRMaxχ2 The χ2 of the maximum SNRs recorded for the DPG against the ideal distribution, as per Equation 1.
used to produce two subplots shown in Figure 1: the number of
pulses (pulse counts) vs DM histogram and the SNR vs DM dia-
gram, and are listed in Table 1. The features include measures of
width and height, integrations to give an idea of the total “strength”
of the DPG, and average values for the DPG.
The last three features in Table 1 describe how well a DPG’s
shape in the SNR vs DM space fits the ideal theoretical shape of
a single dispersed pulse (Cordes & McLaughlin 2003). Theoreti-
cally, the flux, which is proportional to the SNR, at some offset
from the true DM, δDM, will follow Equation (1). Note that Equa-
tion (1) describes the shape of a single dispersed pulse, not a DPG.
However, typically a group of dispersed pulses will be dominated
by its brightest member, making a fit comparison to Equation (1)
relevant.
S(δDM)
S =
√
pi
2
ζ
−1
erfζ (1)
In Equation 1, S(δ DM)/S is the ratio of the observed flux to the
peak flux, erfζ is the error function, and ζ is the value given by:
ζ = 6.91× 10−3δDM δν
wν3
, (2)
where δν is the total bandwidth in MHz, ν3 is the cube of the central
frequency in GHz, and w is the full width in ms of the pulse at half
of S (FWHM).
We quantified how well each given distribution of points fits
the theoretical shape by performing a non-linear least squares re-
gression using Gauss-Newton optimization4, and required the dif-
ference between the root mean squared error of the current and pre-
vious iterations to be less than 10−4. We used the regression line to
estimate S and w for each DPG and then compared the actual fitted
curve to the expected theoretical curve by computing the χ2 value.
Figure 3 provides an example plot of the fit line found for the DPG
representing the known pulsar J1645–0317.
The features extracted for all DPGs identified by RAPID were
saved in a data set referred to as the full data set throughout this
paper.
4 We originally used a Levenberg-Marquardt optimizer, but it consistently
required thousands of iterations to converge. The Gauss-Newton optimizer
converged much more rapidly, drastically reducing the computation time.
Figure 3. The maximum SNR values (solid line) plotted against the calcu-
lated fit (dashed line) according to Equation 1 for the DPG representing the
known pulsar J1645–0317.
4.4 Creating the Benchmark Data Set
In this paper, we use a supervised learning approach, which uses
known positive instances (in our case, pulsars) to build a classifica-
tion model. This requires training on a fully labelled data set where
the class value of every instance is known a priori. For validation,
every instance must be manually inspected. The size of our full data
set prohibited the labeling and use of all the instances. Instead, we
identified as many DPGs representing known pulsars as possible,
and combined them with a random sample of manually validated
non-pulsar DPGs from the full data set. To select the DPGs from
our full data set that corresponded to known pulsars, we compared
with the positions and DMs of the 2,234 pulsars listed in the ATNF
Pulsar Catalogue (Manchester et al. 2005)5 to identify 317 sepa-
rate observations of 48 distinct pulsars. Using the RRATalog6, we
5 http://www.atnf.csiro.au/people/pulsar/psrcat
6 http://astro.phys.wvu.edu/rratalog
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were also able to identify ten observations of nine distinct, known
RRATs.
We combined these 327 known pulsar DPGs with a random
sample of non-pulsar DPGs to create a fully labelled, benchmark
data set of 10,000 total instances. We then used the benchmark data
set to build and evaluate our machine learning classification mod-
els, as described in Section 5.1. Finally, we used the classification
models with the best performance on the benchmark to classify ev-
ery instance in the full data set (see Section 5.2).
4.5 DPG Classification with Machine Learning
This section describes the particular machine learning algorithms
we used, how we dealt with the imbalance inherent to the data, and
how we evaluated the performance of our classification models.
4.5.1 Machine Learning Algorithms
We used six machine learning algorithms of different types: an ar-
tificial neural network, support vector machine, direct rule learner,
standard tree learner, hybrid rule-and-tree learner, and ensemble
tree learner. The intent of choosing different types of learners was
to see if any certain machine learning technique performs better
overall when searching for pulsars in single-pulse search results.
Each learner is listed in Table 2. For this work, we used learners’
implementations available through Weka, a popular machine learn-
ing software suite (Hall et al. 2009).
Artificial neural networks (ANNs) have been used in several
related papers working with periodicity searches (Eatough et al.
2010; Bates et al. 2012; Zhu et al. 2014; Morello et al. 2014), as
mentioned in Section 3.2. The ANN we used is the Java im-
plementation of a Multilayer Perceptron Network (MPN), which
classifies instances using the supervised learning method of back-
propagation and a sigmoid activation function in all neural nodes
(Bishop 1995).
Support Vector Machines (SVMs) are a class of supervised
learners which create higher order decision boundaries, called hy-
perplanes, to separate different instances by class. They use map-
ping functions, called kernels, to transform the input space into a
more easily separable feature space. To construct an optimal hy-
perplane to separate the instances in this transformed space, SVMs
use iterative training algorithms to minimize an error function. Se-
quential minimal optimization (SMO) is a Java implementation of
a support vector machine (Platt 1998; Keerthi et al. 2001). SMO
solves the optimization problem of minimizing error by a divide
and conquer strategy, breaking the problem into a series of smallest
possible problems which are then solved analytically.
The direct rule learner tested was JRip, the Java implementa-
tion of the RIPPER (Cohen 1995). As a rule learner, JRip creates
a set of rules from the training set and then classifies each instance
in the test set based on the generated rules. The rules consist of one
or more antecedents followed by a single consequent, following
a basic “if antecedent(s) then consequent” structure. Rule learners
follow a “separate and conquer” methodology, i.e., they build a rule
that covers as many instances as possible, remove all instances for
which that rule is true from the training set, then continue this pro-
cess recursively until all instances are covered by at least one rule.
The standard tree learner we tested was J48, the Java imple-
mentation of the C4.5 (Quinlan 1993) learner. Decision tree algo-
rithms approach classification with a “divide-and-conquer” strat-
egy. They operate by determining what criteria best divides the test
Table 2. The name and type of each machine learning algorithm used for
this work.
Learner Type
MPN Artificial Neural Network
SMO Support Vector Machine
JRip Rule
J48 Tree
PART Rule + Tree
RandomForest Ensemble Tree
set into separate groups. J48 uses a normalized function called in-
formation gain, which is defined in terms of information content,
or entropy (Russell & Norvig 2003).
PART is a hybrid learner developed using ideas from both de-
cision tree and rule learners (Frank & Witten 1998). PART adopts
the separate-and-conquer strategy of building sets of rules, but dif-
fers in the way individual rules are created. To make each rule,
rather than incrementally adding antecedents one at a time, PART
builds a pruned decision tree for the current set of instances and
makes a rule from the leaf with the greatest coverage, discarding
the rest. PART takes its name from this method of generating PAR-
Tial trees to create rules, and gains simplicity while saving time by
removing the global optimization step.
Finally, we used an ensemble tree learner called RandomFor-
est (RF) (Breiman 2001). RandomForest uses an ensemble of de-
cision trees to classify instances. For each tree, a random vector of
attributes is selected from the training set and used to make the de-
cisions at each node. In a RandomForest, each attribute vector in the
set of random vectors is independent and identically distributed. To
classify an unknown instance, the instance is inputted to each tree
in the forest and each tree votes on the class of the instance. The
instance is then assigned the class with the most votes. Random-
Forests are well suited for astronomical searches for their reported
accuracy, efficiency in handling large data sets, and robustness with
respect to noise.
4.5.2 Multiclass Classification
Binary classification occurs when the class variable can assume
one of two values, e.g. pulsars and non-pulsars. In multiclass clas-
sification, more specialized models can be created by training on
multiple classes, each consisting of similar instances. In addition
to binary classification models, we also used multiclass versions
of the learners presented in Section 4.5.1. To accomplish this, we
divided our training examples into four classes based on their ap-
pearances: pulsars, very bright pulsars, RRAT-like pulsar or FRB,
and non-pulsars. Each DPG can belong to a candidate plot of one of
these four classes. Figure 4 provides examples of each class of can-
didate plot. Compared to pulsars, plots for very bright pulsars are
often missing the brightest pulses at the DM of the pulsar, result-
ing in a flatter distribution at the peak of the SNR vs DM subplot.
This is due to single_pulse_search.py clipping the bright pulses.
While RRAT-like pulsars have the same shape as pulsars in the
SNR vs DM plot, their lack of sustained emission causes them to
have lower values for certain metrics, such as IntegratedSNR. FRBs
appear similar to RRAT-like pulsars, with only one pulse at high
DM.
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Pulsar Very Bright pulsar
RRAT-like pulsar or FRB Non-pulsar
Figure 4. Four classes of pulsars based on the appearances of their candidate plots.
4.5.3 Imbalance Considerations
In data classification, the majority of data gathered is often not
very interesting, (e.g. regular usage in network security or finan-
cial transactions) or it is mostly interference or noise (e.g. RFI in
pulsar searching). When a data set has a very skewed distribution of
class variables, it is said to be imbalanced. For our data, out of more
than 1.5 million instances in the full data set, only 327 were positive
examples of the target class. The benchmark data set with no imbal-
ance treatment consisted of the 327 positive examples with 9,673
randomly selected and manually validated negative examples. With
such a miniscule ratio of minority to majority class members, many
learners will “over-train” on the majority class. Therefore, we also
considered three versions of the benchmark with three different im-
balance treatments:
• Oversampled – Random selections are made from the minor-
ity class (with replacement, i.e., the same example may be chosen
multiple times) in order to improve the balance between the minor-
ity and majority class.
• SMOTE – Synthetic Minority Oversampling TEchnique is
similar to oversampling, but each time a random member of the
minority class is selected after the first, a synthetic instance is cre-
ated with small, random perturbations in the values of each of its
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features. This technique was designed to help eliminate the prob-
lem of overfitting a learner to the minority class members that are
oversampled (Chawla et al. 2002).
• Undersampled – A traditional treatment to the imbalance
problem, where a random sample of the majority class is combined
with all instances of the minority class (Chawla 2005).
4.5.4 Learning process
We evaluated the performance of the six learners shown in Table 2
on the imbalanced benchmark data set described in Section 4.4 and
on three additional benchmark data sets created using the imbal-
ance treatments described in Section 4.5.3. We use the term clas-
sifier to refer to the combination of a machine learning algorithm
trained on a specific benchmark data set.
For the evaluation, we chose five fold cross-validation, which
divides each benchmark version into five folds. The folds contain
stratified random samples, i.e., the positive examples are divided
equally among them. Four folds were used to train the learner (the
“training set”) and the fifth was used to test the learner’s classifi-
cations (the “test set”). Five trials were performed with a different
fold serving as the testing set for each trial.
When using oversampling imbalance treatments with cross-
validation, precautions must be taken to maintain mutual exclusion
between the training and testing sets. Otherwise, the same positive
examples may exist in both the training and testing sets and the
learners may falsely appear to perform very well in the testing en-
vironment because they are not being tested on unseen data. We
avoided this by first dividing the data into folds and then apply-
ing the imbalance treatment only to the training set, and testing the
learner on the fifth, unchanged fold which was held out as a testing
set. The advantages of performing evaluations in this manner are
that all observations are guaranteed to be used for both training and
testing, learners are tested on unseen data, and each observation is
used for testing exactly once.
4.5.5 Metrics for Evaluation of the Classifications
To evaluate the effectiveness of our classifiers, we used sev-
eral performance metrics calculated from confusion matrices
(Witten & Frank 2005). A confusion matrix is a summary table of a
classifier’s performance on a given test set. In the confusion matrix
for binary classification shown in Figure 5, the predicted values are
represented by the rows non-pulsars and pulsars. The actual val-
ues are represented by the columns non-pulsars and pulsars. The
result of any classifications then reside in one of the following four
boxes7:
• True Negatives (TN) – represent the number of DPGs that
were non-pulsars and were correctly classified as non-pulsars,
• False Negatives (FN) – represent the number of DPGs that
were pulsars, but were incorrectly classified as non-pulsars,
• False Positives (FP) – represent the number of DPGs that were
non-pulsars, but were incorrectly classified as pulsars, and
• True Positives (TP) – represent the number of DPGs that were
pulsars and were correctly classified as pulsars.
7 A confusion matrix can only be computed on a fully labelled data set.
If unlabelled instances exist in a data set, they cannot be placed within the
confusion matrix and other criteria must be used for evaluation.
Figure 5. Confusion matrix for pulsar classification. The rows represent the
predicted class value of the model, and the columns represent the actual
values.
For pulsar classification, we are most concerned with the num-
ber of true positives and false negatives. Recall is a performance
measure that quantifies the ability of the classifier to correctly clas-
sify the positive training instances:
Recall = T P
T P + FN
. (3)
A perfect recall, or true positive rate (TPR) of 1, indicates that all
positively labeled instances are properly classified.
The false negative rate (FNR) is the complement of the TPR,
and represents the conditional probability of mis-classifying real
pulsars as non-pulsars, which is very undesirable. It is defined as:
FNR = FN
FN + T P
. (4)
The precision describes what fraction of the positive classifi-
cations are relevant, and is defined as:
Precision = T P
T P + FP
. (5)
A perfect precision of 1 means that every instance predicted to be
positive was actually a positive instance.
The false positive rate of a classifier describes how often the
classifier ‘cried wolf’, or falsely labelled a negative instance. It is
defined as:
FPR =
FP
T N + FP
. (6)
A classifier with a high false positive rate will result in wasted effort
to manually inspect non-pulsar DPGs, but is more desirable than a
high FNR.
For our experiments, we also report the harmonic mean be-
tween the recall and precision, commonly known as the F-measure
(F-M), which is defined by:
F-M = 2∗ Precision∗Recall
Precision + Recall . (7)
The F-measure has a high value if both the recall and precision
are high. This makes it particularly suitable for evaluating the ef-
fectiveness of an automated pulsar classifier because it character-
izes the ability of a classifier both to not miss pulsars, and to pro-
duce fewer false positives that require manual inspection. A perfect
learner would have a value of 1 for its F-measure.
5 RESULTS
In our experiments, we assigned RAPID a bin size of 25 points
and a slope threshold of 0.5. We chose these parameters for our
initial study for the following reasons: (a) the bin size was large
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enough to smooth over noise, yet small enough to detect our DPG
examples, (b) the slope threshold was shallow enough to catch the
more gradual slopes of some of the wider DPG examples, and (c)
our preliminary experimentation with these values identified most
known pulsar signals in our data. We ran RAPID with these param-
eters over the 42,405 observations from the GBT drift-scan survey,
which resulted in 1,578,789 DPGs. Since a DPG is any noticeable
peak in the DM vs SNR subplot of a candidate plot, and there are
many such peaks, there are significantly more DPGs than observa-
tions. We intentionally selected a bin size and slope threshold that
resulted in a large number of DPGs in order to decrease the proba-
bility of missing any pulsars.
This section is divided into three subsections. First, we present
the results from training and testing our learners on the four ver-
sions of the benchmark data set. Next, we present the results from
classifying each DPG in the full data set using our best classifiers.
Finally, we compare the results based on one of the best classifiers
with results produced by a simple threshold ranking system.
This section uses the following notation to refer to a given
classifier:
[learner][classes][treatment], (8)
where learner is an abbreviation for the machine learning algo-
rithm, treatment is the imbalance treatment used, and classes is ei-
ther ‘2’ for binary classification or ‘4’ for multiclass classification.
For example, the notation RF2over refers to the classification model
created by training a binary class RandomForest machine learning
algorithm on the benchmark data set with the oversampled imbal-
ance treatment.
5.1 Results Based on the Benchmark Data Sets
We used the six learners shown in Table 2 to build classifiers for
each of the four versions of the benchmark data set in three re-
peated trials using five fold cross validation for a total of 360 tri-
als. The trials were conducted using Weka’s experimenter on an
Alienware M14xR2 with an Intel Core i7 CPU, 16 GB RAM, and
a 512 GB solid state drive. The results of the binary classification
are displayed in Table 3, which includes training and testing times.
Figure 6 shows boxplots of the distributions of key performance
metrics, grouped by the benchmark version.
Based on Table 3 and Figure 6, we make the following obser-
vations:
• All classifiers with imbalance treatments had higher recall val-
ues than those with unbalanced data.
• RandomForest provided the highest average F-measure and
good recall values on all data sets with imbalance treatments.
• MPN had the best recall values for the oversampled and
SMOTE imbalance treatments, but the second worst F-measure for
all imbalance treatments.
• SMO had the worst performance for the four benchmark data
sets.
The choice of a best classifier from the benchmark trials de-
pends on the most desirable performance measure. For automating
pulsar classification, the F-measure may be considered the most
important performance measure because a classifier with a high F-
measure must have good scores for both recall and precision. (As
described in Section 4.5.5, a high recall indicates the classifier will
correctly classify most positive instances and a high precision indi-
cates the classifier will not result in many false positives.) While a
high recall is important, the point of automation is to minimize hu-
man involvement. A low precision means that only a small fraction
of positive classifications is relevant, that is, there are many false
positives which would require manual inspection and therefore is
undesirable for this work. For example, although the MPN2over clas-
sifier had the best recall among learners on the oversampled bench-
mark, it has a very low F-measure because it produced many false
positives. Therefore, with respect to the F-measure the best classi-
fiers are RF2smote and RF2over.
It should be noted that the training and testing times show
that MPNs are by far the slowest of the six learners tested. MPNs,
as most ANNs, use a gradient descent optimization routine to de-
termine the weighted values between network nodes during back
propagation. Gradient descent calculations are computationally ex-
pensive, and are often the cause of increased training times. Fur-
thermore, while recall values were very high, the F-measures ob-
tained for MPNs were consistently lower than all learners ex-
cept SMO, with a large variance. Note that ANNs are one of the
most common machine learning techniques applied to the prob-
lem of radio pulsar detection in periodicity searches, and were used
in each paper discussed in Section 3.2 that performed machine
learning (Eatough et al. 2010; Bates et al. 2012; Zhu et al. 2014;
Morello et al. 2014).
Results from building and testing multiclass learners on the
four versions of the benchmark data set were similar to the bi-
nary classification results, with the RF4smote and RF4over classifiers
performing the best with respect to F-measure.
5.2 Results Based on the Full Data Set
Based on the results reported in Section 5.1 we selected the mod-
els produced by two learners – RF (best F-measures) and MPN
(best recalls) – in combination with all imbalance treatments to
classify every instance in the full data set. Since most of the DPGs
in the full data set were not labelled, it was not possible to calcu-
late the same performance metrics as for the benchmark data sets.
Instead, we evaluated the performance of the models by the follow-
ing criteria: how many potential discoveries (PDs) were found, how
many known pulsars were classified correctly (CKs), how many ad-
ditional known pulsars (AKs) were found beyond those included
in the benchmark, and how many DPGs classified as pulsars were
false positives (FPs), i.e., non-pulsars incorrectly classified as pul-
sars 8. Table 4 provides the results for all benchmark versions of
the binary RF and MPN learners.
Three important results stand out from Table 4: (1) RF models
had almost perfect CK and 1-2 orders of magnitude fewer FPs than
their MPN counterparts. This finding was expected based on the
low F-measures of the MPN learner on the benchmark data sets.
(2) Classifiers using MPN learners had lower CK, i.e., they failed to
correctly classify from 5−75% of the known pulsar examples. This
result was unexpected, as the classifiers with MPN learners had the
highest recall values in the benchmark experiments. (3) The most
FPs, for both RF and MPN, were produced in combination with
the undersampled imbalance treatment, which is consistent with the
lowest precision and F-measure obtained on the benchmark data
set.
8 Note that not all instances in the FPs column were examined for classi-
fiers with more than 9,000 FPs. Such classifiers were able to achieve high
PDs, CKs, and AKs by simply classifying almost everything as a pulsar,
which defeats the purpose of automation.
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Table 3. The benchmark results for our classifiers. The centre columns report mean values for the performance metrics described in Section 4.5.5. The final
two columns report the average time taken to train and test the learners.
Classifier Recall FNR Precision FPR F-M Train(s) Test(s)
MPN2none 0.238 0.762 0.654 0.004 0.349 16.818 0.008
SMO2none 0.000 1.000 0.000 0.000 0.000 3.324 0.002
JRIP2none 0.571 0.429 0.680 0.009 0.620 1.269 0.005
PART2none 0.548 0.452 0.723 0.007 0.624 0.353 0.001
J482none 0.517 0.483 0.689 0.008 0.591 0.170 0.004
RF2none 0.459 0.541 0.918 0.001 0.612 2.901 0.053
MPN2over 0.867 0.133 0.199 0.135 0.324 16.301 0.017
SMO2over 0.602 0.398 0.120 0.172 0.200 0.545 0.016
JRIP2over 0.739 0.261 0.466 0.033 0.572 3.325 0.015
PART2over 0.706 0.294 0.462 0.032 0.558 0.814 0.015
J482over 0.689 0.311 0.430 0.035 0.529 0.254 0.013
RF2over 0.718 0.282 0.714 0.011 0.716 2.931 0.091
MPN2smote 0.878 0.122 0.222 0.120 0.354 16.420 0.013
SMO2smote 0.749 0.251 0.104 0.251 0.182 0.199 0.012
JRIP2smote 0.852 0.148 0.362 0.058 0.509 3.075 0.009
PART2smote 0.842 0.158 0.344 0.062 0.488 1.147 0.017
J482smote 0.823 0.177 0.351 0.059 0.492 0.428 0.011
RF2smote 0.834 0.166 0.538 0.028 0.654 5.503 0.114
MPN2
under 0.884 0.116 0.162 0.173 0.274 1.529 0.024
SMO2
under 0.786 0.214 0.087 0.319 0.157 0.019 0.017
JRIP2
under 0.896 0.104 0.205 0.135 0.334 0.073 0.014
PART2
under 0.895 0.105 0.171 0.168 0.288 0.027 0.011
J482
under 0.891 0.109 0.198 0.140 0.324 0.241 0.079
RF2
under 0.927 0.073 0.287 0.090 0.438 0.241 0.079
Figure 6. The results of binary machine learning trials on the four versions of the benchmark data set. The median of each distribution is the central horizontal
line, the shaded areas to either side illustrate the semi-interquartile ranges, the lines or “whiskers” extending from each end give the first and fourth quartiles,
and outliers are represented by open circles. The distributions of performance metrics (shown on the y axis) for each learner (annotated at the bottom) are
organized into four groups, one for each version of the benchmark data set (annotated at the top).
Based on the results presented in Table 4, we decided to use
the RF4over and RF4smote multiclass classifiers on the full data set, due
to their nearly perfect CK, high AK, and low FP values. (RF4under
and MPN classifiers with all imbalance treatments were not used
due to the high number of FPs.) Table 5 reports the results, from
which we make the following observations: (1) The classifiers with
multiclass RF learners were superior to their binary counterparts,
for both imbalance treatments, because they were trained on three
pulsar classes whose appearance and feature values are quite differ-
ent. Specifically, classifiers using multiclass RF learners were able
to detect potential RRATs, like the one shown in Figure 7, which
were missed by the binary classifiers. (2) RF4smote found six PDs,
which contained all of the PDs from the other classifiers, with a
much smaller number of FPs than the binary classifiers shown in
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Table 4. A comparison of the performance of classifiers using binary Ran-
domForest (RF) and Multilayer Perceptron Network (MPN) learners on the
full data set.
Classifier PDs CKs AKs FPs
RF2none 0 304 5 32
RF2over 2 327 15 451
RF2smote 3 326 46 1,940
RF2
under 6 326 33 9,750
MPN2none 0 79 1 696
MPN2over 6 309 23 43,943
MPN2smote 3 257 23 14,066
MPN2
under 6 298 29 110,629
Table 5. A comparison of the performance of oversampled and SMOTE
multiclass RandomForest (RF) classifiers on the full data set.
Classifier PDs CKs AKs FPs
RF4over 5 327 32 330
RF4smote 6 316 35 1,718
Figure 7. One potential RRAT discovery found by our classifiers.
Table 4. (3) With respect to imbalance treatments, there is a trade-
off to be made. Compared to the oversampled treatment, SMOTE
resulted in more detections, both PDs and AKs, but with the added
cost of over five times more FPs requiring manual inspection.
5.3 Comparison of Our Results to Simple Ranking
To further evaluate the performance of one of our classifiers, RF2over,
we compared our results to a simple ranking approach based on the
feature SNRMaxχ2, a measure of how well the shape of the DPG in
the SNR vs DM plot fits the ideal, theoretical shape of a dispersed
pulse given by Equation 1 (Cordes & McLaughlin 2003).
We sorted all DPGs in the full data set by their SNRMaxχ2 val-
ues and calculated summary statistics (1st quartile, median (i.e., the
2nd quartile), 3rd quartile, mean, and maximum) to use as thresh-
olds. We then examined how many DPGs in the full data set had
Table 6. Rankings based on a simple threshold for the feature SNRMaxχ2 .
The first column gives the statistic used as the threshold value, the second
column shows the value of SNRMaxχ2 which will be used as the threshold,
the third column displays the number of DPGs in the full data set that have a
value below the threshold, the fourth column shows how many of the DPGs
in the third column are known pulsars, the fifth column gives the percent
of known pulsars detected below the given threshold, and the sixth column
shows what percentage of the top ranked DPGs are pulsars (PER). For many
DPGs, the fitting routine could not reach convergence.
Statistic Value #<Value #DPGs KDR PER
1st Quartile 47 80,512 136 42% 0.17%
Median 189 161,854 266 81% 0.16%
3rd Quartile 571 242,534 312 95% 0.13%
Mean 816 265,738 316 97% 0.12%
Maximum 9× 106 323,447 323 99% 0.10%
SNRMaxχ2 values less than each statistic, and how many of those
DPGs were known pulsars. Note that no ranking system based on
SNRMaxχ2 can detect 100% of the known pulsars in the data set,
since the fitting routines for several known pulsars failed to con-
verge due to noise spikes which offset their central peaks.
We report the percentage of known pulsars detected with val-
ues below a given threshold, which we call the Known Detection
Rate (KDR). To quantify how much effort would produce results if
one performed manual inspection of all top ranked DPGs, we also
computed what percent of the top ranking DPGs are known pul-
sars. We call this the Positive Effort Rate (PER). The results are
presented in Table 6.
As Table 6 shows, if the median value of SNRMaxχ2 was used
as a threshold, we would have to manually inspect over 160,000
DPGs. Only 0.16% of those 160,000 DPGs would be known pul-
sars and we would only be able to detect 81% of the total known
pulsars in the data set. In comparison, if we used our binary over-
sampled RandomForest model, 100% of the known pulsars will be
correctly classified and less than 470 DPGs would require manual
inspection. The final column in Table 6 shows that with any thresh-
old value, at best, less than 0.2% of the top ranked DPGs will be
known pulsars. Alternatively, our binary oversampled RandomFor-
est model resulted in a PER of 41%. We believe that our machine
learning approach outperforms the ranking because the classifica-
tion models are multivariate, i.e., they take many different features
of the DPGs into consideration.
6 CONCLUSIONS
In this paper, we presented the first machine learning approach to
pulsar classification in single-pulse searches. The approach consists
of two main stages: DPG identification and DPG classification. We
used a novel peak identification algorithm, RAPID, to successfully
identify DPGs, which are local peaks in the output from single-
pulse searches, and extracted meaningful features to describe them.
Then, we used machine learning algorithms with imbalance consid-
eration to classify the identified DPGs, first on a benchmark data set
and then on the full, unlabelled data set created based on observa-
tions made by the Green Bank Telescope. The benchmark data set
was created with over three hundred known pulsar signals and over
9,600 manually validated negative examples. To examine the prob-
lem of imbalance, we applied three different imbalance treatments
to the original unbalanced benchmark data set. We used these four
versions of the benchmark (the original unbalanced version and the
three balanced versions) to train and test binary and multiclass ver-
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sions of six different machine learning algorithms, resulting in 48
classifiers. We found that every classifier using an imbalance treat-
ment provided higher recall values than the classifiers using un-
balanced data. The classifiers using the RF ensemble tree learner
provided the best overall balance between recall and precision (i.e.,
the highest F-measure values). On the other hand, the classifiers we
tested using MPNs resulted in the highest recalls, but second worse
F-measures and the longest training and testing times.
Based on these results we selected a subset of classifiers to
search for potential pulsar discoveries in the full, unlabelled data
set. The results showed that the multiclass RF classifiers signif-
icantly outperformed the binary classifiers. Specifically, they re-
ported as many potential discoveries, were better in detecting po-
tential RRAT discoveries, and produced less false positives than the
binary classifiers. The oversampled and SMOTE imbalance treat-
ments each had advantages and disadvantages. While the oversam-
pled classifiers perfectly classified all known pulsar examples with
very few false positives, they missed potential discoveries that were
found by the SMOTE classifiers. The SMOTE classifiers, however,
misclassified several known pulsar examples and produced four to
five times more false positives. Overall, the combination of the mul-
ticlass RF learner with the SMOTE imbalance treatment was the
most efficient – it detected six potential pulsar discoveries with less
false positives than any other classifier which also detected all six
potential discoveries. The potential discoveries are currently under
further review. Confirming them will require making frequency-
time plots of the raw search data to confirm the broadband nature
of any pulses and the expected ν−2 dependence of the dispersive
delay, and then performing re-observations of these sky positions.
In future work, we plan to incorporate data from single pulses
in DM vs time plots, like the one in Figure 1, into our approach with
the goal of improving its sensitivity to fainter pulses or pulses that
may be obscured RFI. We also plan to explore additional aspects of
multiclass learning.
While expert knowledge and manual inspection will always
play a strong role in the pulsar search process, semi-automated ma-
chine learning approaches, such as the one presented in this paper,
have great potential for future discoveries in radio astronomy. As
radio telescopes become bigger and better, they will gather more
data faster. This increase in data volume will make manual inspec-
tion of every candidate impossible. Intelligent, scalable search tech-
niques are the only viable solution to the big data problems looming
on the horizon for radio astronomers.
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