We develop randomized (block) coordinate descent (CD) methods for linearly constrained convex optimization. Unlike most CD methods, we do not assume the constraints to be separable, but let them be coupled linearly. To our knowledge, ours is the first CD method that allows linear coupling constraints, without making the global iteration complexity have an exponential dependence on the number of constraints. We present algorithms and analysis for four key problem scenarios: (i) smooth; (ii) smooth + nonsmooth separable; (iii) asynchronous parallel; and (iv) stochastic. We illustrate empirical behavior of our algorithms by simulation experiments.
Introduction
Coordinate descent (CD) methods are conceptually among the simplest schemes for unconstrained optimization-they have been studied for a long time (see e.g., [1, 4] ), and are now enjoying greatly renewed interest. Their resurgence is rooted in successful applications in machine learning [10, 11] , statistics [6, 12] , and many other areas-see [24, 25, 28] and references therein for more examples.
A catalyst to the theoretical as well as practical success of CD methods has been randomization. Indeed, non-randomized CD has resisted complexity analysis to date (a partial exception is [27] ); but remarkably, for randomized CD for smooth convex optimization, Nesterov [20, 21] presented an analysis of global iteration complexity. This work triggered several improvements, such as [25, 26] , who simplified and extended the analysis to include separable nonsmooth terms. Randomization has also been crucial to a host of other CD algorithms and analyses [5, 11, 15, 16, 19, 23, 24, 26, [28] [29] [30] .
Almost all of the aforementioned CD methods assume essentially unconstrained problems, which at best allow fully separable constraints. We develop, analyze, and implement randomized CD methods for the following composite objective convex problem with non-separable linear constraints: min x F (x) := f (x) + h(x) subject to Ax = 0,
where f : R n → R is continuously differentiable and convex, h : R n → R ∪ {∞} is lower semicontinuous, convex, coordinate-wise separable, but not necessarily smooth. The linear constraints are specified by A ∈ R b×n , for which b n and a certain blocked-structure (see §4) is assumed. While it is possible to rewrite Problem 1 in the form of f + h (without additional constraints) by using indicator functions, the resulting regularized problem does not fit the framework in [25] since the non-smooth function is no longer block-separable. approach from ADMM is that the latter treats the entire variable x ∈ R n as a single block, whereas we use the structure of A to split x into m smaller blocks. Some familiar special cases of (1) are SVM dual, fused and group Lasso [31] , and linearly constrained least-squares regression [8, 14] .
Recently, Necoara et al. [19] studied a special case of problem (1) where h ≡ 0, and a sum constraint is present. They presented a randomized CD method that starts with a feasible solution and at each iteration updates a pair of coordinates to ensure descent on the objective while violating feasibility. This scheme is reminiscent of the well-known SMO procedure for SVM optimization [22] . For smooth convex problems with n variables, Necoara et al. [19] prove O(1/ ) rate of convergence. More recently, in [18] a generalization to the case Ax = 0 was undertaken. Unfortunately, the analysis in [18] yields extremely pessimistic complexity bounds: an O(m b / ) for problems with b linear constraints and m coordinate blocks, which is exponential in the number of constraints! Even for small-scale problems, such complexity estimates are unacceptable.
We present randomized CD methods, for which we prove global iteration complexity that do not have an intractable dependence on either the number of coordinate blocks or on the number of linear constraints. Previously, Tseng and Yun [32] also studied linearly coupled a block-CD method based on the Gauss-Southwell choice; however, their complexity analysis also applies only to the b = 0 and b = 1 case. To our knowledge, ours is the first work on CD with more than one constraint with practical global iteration complexity analysis.
Contributions. In light of the above, the primary contributions of this paper are as follows:
• Convergence rate analysis of a randomized block-CD method for the smooth case (h ≡ 0) with linear constraints.
• A tighter convergence analysis for the composite function optimization 1 than [18] .
• An asynchronous CD method algorithm for solving (1) along with its convergence analysis.
• An initial stochastic CD method with convergence analysis for solving the problem when
• An implementation and experiments with our asynchronous CD algorithm.
The detailed proofs of all the theoretical claims are available in the appendix.
Additional related work. As noted, CD methods have a long history in optimization and they have gained a lot of recent interest. So we cannot hope to do full justice to all the related work. We refer the reader to [25, 26] and [15] for a more thorough coverage. Classically, local linear convergence was analyzed in [17] . Global rates for randomized BCD were pioneered by Nesterov [20] , and have since then been extended by various authors [2, 25, 26, 33] . The related family of Gauss-Seidel like analyses for ADMM have also recently gained prominence [9] . A combination of randomized blockcoordinate ideas with constrained minimization using Frank-Wolfe methods was recently presented in [13] , though algorithmically the Frank-Wolfe approach ends up being quite different.
Preliminaries
In this section, we further explain our model and assumptions. We assume that the entire space R n is decomposed into m blocks, i.e.,
, and n = i n i . For any x ∈ R n , we use x i to denote i th block of x. We model communication constraints in our algorithms by viewing variables as nodes in a connected graph G := (V, E). Specifically, node i ∈ V ≡ [m] corresponds to variable x i , while an edge (i, j) ∈ E ⊂ V × V is present if nodes i and j can exchange information. We will use "pair" and "edge" interchangeably.
Let U be the n × n identity matrix and U = [U 1 , · · · , U m ] be the column decomposition of U . Here, U i is an n × n i matrix that places an n i dimensional vector into the corresponding block of an n dimensional vector. For a differentiable function f , we use f i1···ip and ∇ i1···ip f (x) (or ∇ xi 1 ···xi p f (x)) to denote the restriction of the function and its partial gradient to coordinate blocks (x i1 , · · · , x ip ). For any matrix A ∈ R m×n , we use A ij to denote columns of A corresponding to x i and x j . We make the following standard assumption on the partial gradients of f . Assumption 1. The function is block-coordinate Lipschitz continuous gradient, i.e., 
Next, as in [25, 32] , we also make the following assumption on the structure of h. Assumption 2. The nonsmooth function h is block separable, i.e., h(
This assumption is generally critical to composite optimization using block coordinate methods. Finally, we assume access to a first-order oracle that returns function and partial gradients at any points at the iterates of the optimization algorithm.
Algorithm
We are now ready to present our randomized CD methods for Problem 1 in various settings. We first study the composite minimization and later look at asynchronous and stochastic. The main idea underlying our algorithms is to pick a random pair (i, j) ∈ E of variable (blocks) at each iteration, and to update them in a manner which maintains feasibility and ensures progress in optimization.
Composite Minimization
We begin with the nonsmooth, composite minimization setting, where h ≡ 0. Here, we start with a feasible point x 0 . At each iteration we pick a random pair (i, j) ∈ E of variables and minimize the first-order Taylor expansion of the function around the current iterate while maintaining feasibility. Formally, this involves performing the update
where α > 0 is a stepsize parameter and d ij is the update. The right hand side of (2) upper bounds f at x + U ij d ij , and is obtained by using Assumption 1 and Lemma 1. If h(x) ≡ 0, minimizing 2 gives the following update
The pseudocode for the resulting method is given in Algorithm 1.
Select a random edge (i k , j k ) ∈ E with probability p i k j k 4:
5: 
Asynchronous Parallel Algorithm for Smooth Minimization
Although the algorithm described in the previous section solves a simple subproblem at each iteration, it is inherently sequential. This can be a disadvantage when addressing large-scale problems.
To overcome this concern, we develop an asynchronous parallel method for solving (1) for the smooth case, i.e., h ≡ 0.
The parallel algorithm is similar to Algorithm 1, except for the crucial difference that we have multiple processors each of which executes the loop 2-6 independently without the need for coordination. This way, we can solve subproblems (i.e., multiple pairs) simultaneously and ,due to asynchronous nature of the algorithm, we can execute updates as they complete without locking.
A critical issue, however, with implementing an asynchronous algorithm in the presence of nonseparable constraints is ensuring feasibility throughout the course of the algorithm. This requires the operation x i → x i + δ to be executed in an atomic (i.e. sequentially consistent) fashion. Modern processors facilitate that without an additional locking structure through the compare-and-swap instruction [23] . Since the updates use atomic increments and each update satisfies Ad k = 0, then in the net result we have, after T updates,
Ad k = 0, and hence we maintain feasibility despite the asynchronous nature of the algorithm.
Another important issue is that of the convergence of the algorithm. Note that, in an asynchronous setting, the updates are based on stale gradients which are computed based on x as read many iterations earlier. Theorem 3 establishes a sublinear convergence of the asynchronous parallel algorithm provided that gradient staleness is bounded. The staleness bound, denoted by τ , captures the degree of parallelism in the method. Such a parameter is typical in asynchronous systems and provides a bound on the delay of the updates [15] .
Before concluding the discussion on our asynchronous algorithm, it is important to note the difficulty of extending the algorithm to nonsmooth problems. For example, consider the case where h = I C (indicator function of some convex set). Although a pairwise update as suggested above maintains feasibility with respect to the Ax = 0 constraints, it may violate the feasibility of being in the convex set C. This complication can be circumvented by using a convex combination of the current iterate and the update, as this would retain overall feasibility, though complicate the rate of convergence analysis. We plan to investigate this direction in future work.
Stochastic Minimization
An important subclass of problems has separable losses
. This class arises naturally in many machine learning applications where the loss is separates over training examples.
In this case, we can derive a stochastic block-CD procedure. The key innovation here is the following: in addition to randomly picking an edge (i, j), we also pick a function randomly from {f 1 , · · · , f N } and perform our update using this function. This choice substantially reduces the cost of each iteration when N is large, since now the gradient calculations involve only the randomly selected function f i (i.e., we use a stochastic-gradient). Pseudocode is provided as Algorithm 2.
Select a random edge (i k , j k ) ∈ E with probability p i k j k
4:
Select random integer l ∈ [N ]
5:
k ← k + 1 7: end for Algorithm 2: Stochastic Minimization with Linear Constraints
It is worth mentioning that per iteration complexity of Algorithm 2 in lower than Algorithm 1 by a factor of N . However, as we will see later, this benefit comes at a price of slower convergence rate (Theorem 4). Also, in order to ensure convergence, the step sizes {α k } k≥0 are critical and typically chosen in such a way that
Convergence Analysis
In this section, we outline convergence results for the algorithms described above. The proofs are technical, and hence left in the appendix due to lack of space; here we present only the key idea.
For simplicity, we analyze the following optimization problem:
We use x to denote the tuple (y, z). Suppose the matrices A i 's (recall that A i 's are sub-matrices of matrix A in Problem (1)) in Problem (1) are full row-rank then analyzing (4) does not result in any loss of generality as Problem (1) can be rewritten in the form (4) by using the transformation specified in Section E of the appendix. 
Similar to [19] , we introduce a Laplacian matrix L ∈ R ny×ny and a diagonal matrix
We use K to denote the concatenation of Laplacian L and diagonal matrix D, i.e.,
This matrix induces a norm on the feasible subspace given by x K = √ x Kx, with a corresponding dual norm
Let X * denote the set of optimal values of x and let x 0 denote the initial point. We define the following distance, which quantifies how far the initial point is from the optimal, taking into account the graph layout and edge selection probabilities
Note. Before delving into the details of the convergence results, we would like to draw the reader's attention to the impact of the communication network G on convergence. In general, our convergence results depend on R(x 0 ), which in turn depends on the Laplacian matrix L of the graph G. As a rule of thumb, the larger the connectivity of the graph, the smaller the value of R(x 0 ), and hence, faster the convergence.
Convergence results for the smooth case
We first consider the case when h = 0. When h = 0, the subproblem at k th iteration has a very simple update
. We now prove the expected O(1/k) convergence for Algorithm 1. Theorem 2. Let α k = 1 for k ≥ 0 in Algorithm 1. Let {x k } k≥0 be the sequence generated by Algorithm 1 and let f * denote the optimal value. Then, we have the following rate of convergence rate for the expected values of the objective function:
Note that this result is a strict generalization of analysis in [19] and [18] due to: (a) the presence of unconstrained variables z; and (b) the presence of a non-decomposable objective function. We also emphasize that our convergence rates improve upon those in [18] , since they do not involve an exponential dependence of m b on the number (b) of constraints.
We now turn our attention towards the convergence analysis of our asynchronous algorithm. Theorem 3. Let α k > 0 and ρ > 0 be such that α k < 2/(1+τ +τ ρ τ ) and ρ = (1+2
. Let {x k } k≥0 be the sequence generated by asynchronous algorithm using step size η k and let f * denote the optimal value. Then, we have the following rate of convergence rate for the expected values of the objective function
Note the dependence of convergence rate on the parameter τ . For larger values of τ , the stepsize α k needs to be decreased in order to ensure convergence, which in turn slows down the convergence rate of the algorithm. Nevertheless, the convergence rate remains O(1/k).
The last smooth case we analyze is for our stochastic algorithm.
Let {x k } k≥0 be the sequence generated by Algorithm 2 and let f * denote the optimal value. We denotex k = arg min 0≤i≤k f (x k ). Then, we have the following rate of convergence rate for the expected values of the objective:
where R(x 0 ) is as defined in Equation 5 and
The convergence rate is O(1/k 1/4 ) as opposed to O(1/k) of Theorem 2. The per iteration complexity is lower by a factor N ; this tradeoff is typical in stochastic algorithms and the slower rate is the price we pay for stochasticity. However, we believe that the convergence rate can be improved to O(1/ √ k), the rate generally observed in stochastic algorithms, by a more careful analysis.
Nonsmooth case
We finally derive the convergence rate for nonsmooth case (h ≡ 0). For this analysis, we assume that the graph G is a clique 1 with uniform probability, i.e., λ = p ij = 2/m(m − 1).
Theorem 5. Let (x k ) k≥0 be the sequence generated by Algorithm 1 and let F * denote the optimal value. Assume that the graph G is a clique with uniform probability,
where R(x 0 ) is as defined in Equation 5.
As in case of Theorem 2, our convergence rate in this case is an improvement over the one obtained by Necoara and Patrascu [18] . This improvement comes in the form of a tractable constant as opposed to the exponential dependence of m b shown in [18] .
Applications
To gain a better understanding of our approach, we state few applications of interest, while discussing details of Algorithm 1 and Algorithm 2 for them. While there are many applications of problem (1), due to lack of space we only mention a few prominent ones here.
Support Vector Machines:
The SVM dual (with bias term) assumes the form (1); specifically,
By letting f (α) = 1 2 i,j α i α j y i y j x i x j − i α i and h(α) = i I(0 ≤ α i ≤ C) and A = [y 1 , ...y n ] this problem can be written in form of Problem (1). Using Algorithm 1 for SVM involves solving a sub-problem similar to one used in SMO in the scalar case (i.e., x i ∈ R) and can be solved in linear time in the block case (see [3] ).
Generalized Lasso: The objective is to solve the following optimization problem.
N denotes the output, X ∈ R N ×n is the input and D ∈ R q×n represents a specified penalty matrix. This problem can also be seen as a specific case of Problem (1) 
To solve this problem, we can use either Algorithm 1 or Algorithm 2. In general, optimization of convex functions on a structured convex polytope can be solved in a similar manner.
Unconstrained Separable Optimization: Another interesting application is for unconstrained separable optimization. For any problem min x i f i (x)-a form generally encountered across machine learning-can be rewritten using variable-splitting as min {xi=x,∀i∈[N ]} f i (x i ). Solving the problem in distributed environment requires considerable synchronization (for the consensus constraint), which can slow down the algorithm significantly. However, the dual of the problem is
where f * i is the Fenchel conjugate of f i . This reformulation perfectly fits our framework and can be solved in an asynchronous manner using the procedure described in Section 3.2.
Other interesting application include constrained least square problem, multi-agent planning problems, resource allocation-see [19] and references therein for more examples.
Experiments
In this section we examine the behavior of random coordinate descent algorithms analyzed in this paper under different communication constraints and concurrency conditions.
Effect of Communication Constraints
Our first set of experiments test the affect of the connectivity of the graph on the convergence rate. In particular, recall that the convergence analysis established in Theorem 2 depends on the Laplacian of the communication graph. In this experiment we demonstrate how communication constraints affect convergence in practice. We experiment with the following graph topologies of graph G: ring, clique, star+ring (i.e. the union of edges of a star and a ring) and tree+ring. On each layout we run the sequential Algorithm 1 on the following quadratic problem
Note the decomposable structure of the problem. For this experiment, we use N = 1000 and x i ∈ R 5 0. We have 10 constraints whose coefficients are randomly generated from U [0, 1] and we choose C such that the objective evaluates to 1000 when x = 0.
The results for Algorithm 1 on each topology for 10000 iterations are shown in Figure 1 . The results show clearly that better connectivity implies better convergence rate. Note that while the clique topology has significantly better convergence than other topologies, acceptable long-term performance can be achieved by much sparser topologies such as star+ring and tree+ring.
Having a sparse communication graph is important to lower the cost of a distributed system. However, it is worth mentioning that the sparsity of the communication graph is important in a multicore setting; since Algorithm 1 requires computing (A i A i + A j A j ) + for each communicating pair of nodes (i, j). Our analysis shows that this computation takes a significant portion of the running time and hence it is essential to minimize the number of variable pairs that are allowed to be updated. h Figure 1 : Objective value vs. number of iterations for different graph topologies. Note that larger the connectivity of the graph, faster is the convergence.
Concurrency and Synchronization
As seen earlier, compared to tree+ring, star+ring is a low diameter layout (diameter=2). Hence, it indeed results in a better in a sequential setting. However star+ring requires a node to be connected to all other nodes. This high-degree node could be a contention point in a parallel setting. We test the performance of our asynchronous algorithm in this setting.
To assess how performance would be affected with such contention and how asynchronous updates would increase performance, we conducted another experiment on the synthetic problem (6) but on a larger scale (N = 10000, x i ∈ R 100 , 100 constraints).
Our concurrent update follows a master/slave scheme: each thread performs a loop where in each iteration it elects a master i and slave j and then applies the follwing sequence:
1. Get information from master necessary for the update (gradient)
2. Send master information to slave, update slave variable and get back information needed to update master.
3. Update master based (only) on information obtained from steps 1 and 2.
We emphasize that master is not allowed to read its own state at step 3 except to apply an increment, which is computed based on steps 1 and 2. This ensures that the master's increment is consistent with that of the slave, even if one or both of them was being concurrently overwritten by another thread.
Given this update scheme, we experiment with three levels of synchronization: (a) Double Locking: Locks the master and slave through the entire update. Because the objective function is decomposable, a more conservative locking (e.g. locking all nodes) is not needed. Following [23] , we use spinlocks instead of mutex locks to implement locking. Spinlocks are preferred over mutex locks when the resource is locked for a short period of time, which is the case in our algorithm. For each locking mechanism, we vary the number of threads from 1 to 15. We stop when f 0 − f t > 0.99(f * − f t ), where f * is computed beforehand up to three significant digits. Similar to [23] , we add artificial delay to steps 1 and 2 in the update scheme to model complicated gradient calculations and/or network latency in a distributed setting. Figure 2 shows the speedup for tree+ring and star+ring layouts. The figure clearly shows that a fully synchronous method suffers from contention in the star+ring topology whereas asynchronous method does not suffer from this problem and hence, achieves higher speedups. Although the tree+ring layouts achieves higher speedup than star+ring, the latter topology results in much less running time (67 seconds vs 91 seconds using 15 threads). 
Discussion and Future Work
We presented randomized coordinate descent methods for solving convex optimization problems with linear constraints that couple the variables. Previous coordinate descent methods either do not apply to this coupled setup, or if they do, they lack theoretical complexity analysis. Moreover, we also presented composite objective, stochastic, and asynchronous versions of our basic method. We demonstrated the empirical performance of the algorithms. The experimental results of asynchronous algorithm look very promising.
There are interesting open problems for our problem in consideration: First, we would like to obtain high-probability results not just in expectation; Second, we may extend the asynchronous algorithm to the non-smooth setting. Finally, while we obtain O(1/k) for general convex functions, obtaining an accelerated O(1/k 2 ) rate is a natural question.
Appendix

A Proof of Theorem 2
Proof. Taking the expectation over the choice of edges (i k , j k ) gives the following inequality
where ⊗ denotes the Kronecker product. This shows that the method is a descent method. Now we are ready to prove the main convergence theorem.
Combining this with inequality (7), we obtain
Taking the expectation of both sides an denoting
Dividing both sides by ∆ k ∆ k+1 and using the fact that ∆ k+1 ≤ ∆ k we obtain
from which we obtain the statement of the theorem where C = 2R
2 (x 0 ).
B Proof of Theorem 4
Proof. In this case, the expectation should be over the selection of the pair (i k , j k ) and random index l ∈ [N ]. For the expectation of objective value at x k+1 , we have
We first note that
Substituting this in the above inequality and simplifying we get,
Similar to Theorem 2, we obtain a lower bound on ∇f (x k ) K in the following manner.
Combining this with inequality Equation 8 , we obtain
Adding these inequalities from i = 0 to i = k and use telescopy we get,
Using the definition ofx k+1 = arg min 0≤i≤k+1 f (x i ), we get
Therefore, from the above inequality we have,
* ] → 0 if we choose step sizes satisfying the condition that
, we get the required result.
C Proof of Theorem 3
Proof. For ease of exposition, we analyze the case where the unconstrained variables z are absent. The analysis of case with z variables can be carried out in a similar manner. Consider the update on edge (i k , j k ). Let D(k) denote the iterate of the variables used in the k th iteration. Let
Since f is Lipschitz continuous gradient, we have
The third and fourth steps in the above derivation follow from definition of d k ij and Cauchy-Schwarz inequality respectively. The last step follows from the fact the gradients are Lipschitz continuous. Using the assumption that staleness in the variables is bounded by τ , i.e., k − D(k) ≤ τ and definition of d k ij , we have
The second inequality follows from fact that ab ≤ (a 2 + b 2 )/2. Using expectation over the edges, we have
D Proof of Theorem 5
Proof. Let A = [I 1 · · · I m ] where I i is a b × b identity matrix for all i ∈ [m] (i.e., concatenation of m b × b identity matrices). Letx k+1 be solution to the following optimization problem:
To prove our result, we first prove few intermediate results. We say vectors d ∈ R n and d ∈ R n are conformal if
Our first claim is that for any d, we can always find conformal vectors whose sum is d (see [18] ). More formally, we have the following result. Proof. We prove by an iterative construction, i.e., for every vector d such that Ad = 0, we construct a set S = {s ij } (s ij ∈ R n ) with the required properties. We start with a vector u 0 = d and multi-set S 0 = {s 
p1 e p2 where e i denotes a vector in R n with zero in all components except in i th position (where it is one). Note that Ar = 0 and r is conformal to d since it has the same sign. Let u k+1 = u k − r. Note that Au k+1 = 0 since Au k = 0 and Ar = 0. Also observe that As = 0 for all s ∈ S k+1 and u k+1 = s∈S k s = d.
Finally, note that each iteration the number of non-zero elements of u k decrease by at least 1. Therefore, this algorithm terminates after a finite number of iterations. Moreover, at termination u k = 0 otherwise the algorithm can always pick an element and continue with the process. This gives us the required conformal multi-set. Now consider a set {d ij } which is conformal to d. We definex k+1 in the following manner:
For any x ∈ R n and k ≥ 0,
We also have
Proof.
The above statement directly follows the fact that {d ij } is conformal to d. The remaining part directly follows from [18] .
The remaining part essentially on similar lines as [18] . We give the details here for completeness. From Lemma 1, we have
The second step follows from optimality of d i k j k . The fourth step follows from Lemma 7. Now using the similar recurrence relation as in Theorem 2, we get the required result.
E Reduction of General Case
In this section we show how to reduce a problem with linear constraints to the form of Problem 4 in the paper. For simplicity, we focus on smooth objective functions. However, the formulation can be extended to composite objective functions along similar lines. Consider the optimization problem LetĀ i be a matrix with orthonormal columns satisfying range(Ā i ) = ker(A i ) , this can be obtained (e.g. using SVD). For each i, define y i = A i x i and assume that the rank of A i is less than or equal to the dimensionality of x i . 2 Then we can rewrite x as a function h(y, z) satisfying 
where g(y, z) = f (φ(y, z)) = f
It is clear that the sets S 1 = {x|Ax = 0} and S 2 = {φ(y, z)| i y i = 0} are equal and hence the problem defined in 12 is equivalent to that in 1.
Note that such a transformation preserves convexity of the objective function. It is also easy to show that it preserves the block-wise Lipschitz continuity of the gradients as we prove in the following result. It is worth noting that this reduction is mainly used to simplify analysis. In practice, however, we observed that an algorithm that operates directly on the original variables x i (i.e. Algorithm 1) converges much faster and is much less sensitive to the conditioning of A i compared to an algorithm that operates on y i and z i . Indeed, with appropriate step sizes, Algorithm 1 minimizes, in each step, a tighter bound on the objective function compared to the bound based 12 as stated in the following result. Lemma 9. Let g and φ be as defined in 13. And let 
≤ ∇ yi g(y, z), d yi + ∇ zi g(y, z), d zi + ∇ yj g(y, z), d yj + ∇ zj g(y, z), d zj
Proof. The proof follows directly from the fact that
∇ yi g(y, z) +Ā i ∇ zi g(y, z)
