Consolidación de la Memoria y Sustrato Nervioso del Refuerzo by Redolar-Ripoll, Diego





Revista Argentina de 









a Cognitive Neuroscience and Information Technology Research Program, Universitat Oberta de Catalunya, España 
 
Avances y Desafíos en Neuropsicología  
 
Resumen   Abstract 
La pretensión de este artículo es analizar las relaciones entre el refuerzo y 
los procesos de aprendizaje y memoria. Diferentes estudios han descrito 
como la información sobre el refuerzo puede influir sobre la conducta y 
como el cerebro puede usar dicha información para controlar los procesos 
de aprendizaje y memoria. La naturaleza del refuerzo parece procesarse de 
forma diferente por neuronas en diferentes estructuras cerebrales, 
abarcando desde la detección y percepción de los refuerzos hasta el uso de 
la información sobre refuerzos predichos para el control de la conducta 
dirigida a un fin determinado. Se ha podido comprobar que el sustrato 
neural subyacente a este procesamiento de la información reforzante está 
claramente implicado en la facilitación de los procesos de aprendizaje y 
memoria. Diferentes evidencias experimentales indican que este sistema 
neural puede facilitar la consolidación de la memoria en una amplia 
variedad de tareas de aprendizaje. Desde una perspectiva molecular, ciertos 
rasgos cardinales del refuerzo se han descrito como formas de memoria. 
Estudios en personas adictas y estudios en modelos animales de adicción 
han mostrado que la exposición crónica a sustancias de abuso produce 
cambios estables en el cerebro a un nivel celular y molecular que subyacen 
a los mecanismos de plasticidad conductual asociada a la adicción. Dichas 
adaptaciones moleculares y celulares implicadas en la adicción también 
parecen estar implicadas en los procesos de aprendizaje y memoria. La 
Dopamina parece ser una señal crítica común en ambos procesos para 
activar diferentes mecanismos genéticos capaces de remodelar las sinapsis 
y los circuitos neurales. A pesar de que la memoria es un proceso activo y 
complejo mediado por diferentes áreas cerebrales, el sustrato nervioso del 
refuerzo parece ser capaz de facilitar la consolidación de la memoria en 
diferentes paradigmas. Por ello, es lógico pensar en la existencia múltiples 
rasgos equivalentes entre el refuerzo cerebral y los procesos de aprendizaje 
y memoria.  
  
 Memory Consolidation and Neural Substrate of Reward: The aim of 
this report is to analyze the relationships between reward and learning and 
memory processes. Different studies have described how information about 
rewards influences behavior and how the brain uses this reward information 
to control learning and memory processes. Reward nature seems to be 
processed in different ways by neurons in different brain structures, ranging 
from the detection and perception of rewards to the use of information 
about predicted rewards for the control of goal-directed behavior. The 
neural substrate underling this processing of reward information is a 
reliable way of improving learning and memory processes. Evidence from 
several studies indicates that this neural system can facilitate memory 
consolidation in a wide variety of learning tasks. From a molecular 
perspective, certain cardinal features of reward have been described as 
forms of memory. Studies of human addicts and studies in animal models 
of addiction show that chronic drug exposure produces stable changes in 
the brain at the cellular and molecular levels that underlie the long-lasting 
behavioral plasticity associated with addiction. These molecular and 
cellular adaptations involved in addiction are also implicated in learning 
and memory processes. Dopamine seems to be a critical common signal to 
activate different genetic mechanisms that ultimately remodel synapses and 
circuits. Despite memory is an active and complex process mediated by 
different brain areas, the neural substrate of reward is able to improve 
memory consolidation in a several paradigms. We believe that there are 
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1. Introducción  
La memoria es una propiedad fundamental del 
cerebro que se manifiesta de diversas formas a través de 
múltiples sistemas diferenciados anatómica y 
funcionalmente. Su organización ha sido objeto de 
controversia y su estudio ha generado un gran número 
de trabajos experimentales en Neurociencia. Hoy 
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sabemos que la memoria es un proceso activo y 
complejo que implica diferentes estadios, a saber, la 
adquisición, la consolidación y la recuperación de la 
información. El término consolidación de la memoria se 
refiere al período de transición desde un estado 
fisiológico inicial lábil hasta el establecimiento de una 
memoria duradera. Durante este estadio se produce la 
actividad neural necesaria para fijar las asociaciones 
establecidas durante el aprendizaje. Hasta que esas 
asociaciones no son fijadas o consolidadas, la memoria 
es susceptible de disrupción. De este modo, se ha 
podido comprobar que la formación de una traza en un 
sistema de memoria puede ser modulada por la acción 
de otros sistemas.  
Los mecanismos moleculares implicados en los 
procesos fisiológicos y conductuales subyacentes al 
refuerzo o a la adicción a las drogas podrían reflejar la 
persistencia de patrones específicos de conexión 
sináptica modificados de una forma similar a como 
sucede durante la formación de nuevas memorias y 
podrían estar relacionados con los mecanismos 
neurobiológicos del aprendizaje en diferentes regiones 
cerebrales. 
La pretensión de este trabajo es analizar las 
relaciones entre los mecanismos de aprendizaje y 
memoria y el sustrato neural del refuerzo. Para ello, en 
primer lugar, se explicarán de manera resumida algunos 
aspectos claves sobre la formación de la memoria y 
sobre el procesamiento de la información reforzante 
para profundizar en cómo la activación del sustrato 
nervioso del refuerzo puede facilitar la consolidación de 
la memoria. En último lugar, teniendo presente que la 
dopamina parece ser una señal crítica común en ambos 
procesos (memoria y refuerzo) para activar diferentes 
mecanismos genéticos implicados en la plasticidad 
neural (Rossato, Bevilaqua, Izquierdo, Medina & 
Cammarota, 2009), se llevará a cabo un breve recorrido 
por las principales hipótesis que han intentado dar una 
explicación a la función de este neurotransmisor. La 
hipótesis del trabajo es que existen múltiples rasgos 
equivalentes entre los mecanismos de refuerzo cerebral 
y los procesos de aprendizaje y memoria, que la 
dopamina podría ser un nexo muy importante para 
entender dicha equivalencia y que la activación general 
inespecífica del sistema nervioso en momentos críticos 
del procesamiento de la información podría ser un 
aspecto de interacción funcional y fisiológica entre 
memoria y refuerzo.  
2. Memoria 
El proceso de formación de la memoria resulta 
complejo y parece incluir al menos dos etapas 
secuénciales: la memoria a corto plazo y la memoria a 
largo plazo (Izquierdo et al. 1998; Kandel, 2000). La 
memoria a corto plazo nos permite almacenar una 
cantidad limitada de información durante un corto 
período de tiempo. Es una memoria relativamente frágil 
y transitoria que resulta muy vulnerable a cualquier tipo 
de interferencia. Por el contrario, la memoria a largo 
plazo nos permite almacenar una gran cantidad de 
información durante un tiempo ilimitado, siendo una 
memoria más estable y duradera, y poco vulnerable a 
las interferencias. El proceso de formación de una 
memoria a largo plazo parece ser gradual, presentando 
grados crecientes de estabilidad a medida que pasa el 
tiempo y con la repetida evocación de la información 
almacenada. En cualquier caso, las memorias no son 
inmutables y suelen cambiar con el tiempo, ya que 
pueden ser modificadas y moduladas por una gran 
diversidad de factores. La demostración de la 
vulnerabilidad de la memoria, cuando ésta se encuentra 
en un estado activo, refuerza la idea de que las 
memorias, reorganizadas en función de las nuevas 
experiencias, experimentan un proceso de estabilización 
(Izquierdo et al. 2008; McGaugh, 1996, 2004; Sara, 
2000). De este modo, en la formación de una memoria 
podemos distinguir tres estadios claramente 
diferenciados: la adquisición de la información a través 
de los sentidos constituye el primer estadio, el cual es 
seguido por el proceso de consolidación, que conlleva a 
su estabilización de forma gradual, permitiendo que los 
procesos endógenos activados por una experiencia 
modulen la persistencia de la traza de memoria. La 
recuperación (tercer estadio) reactiva las memorias 
almacenadas para que puedan ser usadas como guía de 
la propia conducta.  
Centrémonos en la consolidación de la memoria, 
este estadio se refiere al proceso por el que las 
memorias a corto plazo se convierten en memorias a 
largo plazo, es decir, el período de transición desde un 
estado fisiológico inicial lábil hasta el establecimiento 
de una memoria duradera (Izquierdo et al. 1998). La 
duración de la consolidación está en relación con el 
curso temporal que siguen los procesos celulares y 
moleculares subyacentes al aprendizaje, y depende de 
las interacciones entre los diferentes sistemas de 
memoria (Abel & Matthew-Latta, 2001; Eichenbaum, 
2000; Izquierdo et al. 1998; Kandel, 2000). Durante la 
consolidación se produce la actividad neural necesaria 
para estabilizar las asociaciones adquiridas en el 
aprendizaje. Hasta que éstas no son fijadas, la memoria 
es susceptible a la disrupción. No obstante, 
recientemente han surgido nuevos estudios que parecen 
demostrar que las memorias pueden ser lábiles no sólo 
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después del aprendizaje sino también después de su 
reactivación o recuperación (Bevilaqua, Medina, 
Izquierdo & Cammarota, 2008; Kida et al. 2002; Nadel 
& Land, 2000; Nader, Schafe & LeDoux, 2000a, 
2000b; Sara, 2000). El estadio de consolidación que 
sigue a la reactivación de una traza de memoria 
previamente adquirida se conoce como reconsolidación
 
(Sara, 2000). Durante este período, una traza de 
memoria estable se puede volver nuevamente lábil y 
modulable (Anokhin, Tiunova & Rose, 2002). A pesar 
de que diferentes estudios han sugerido que estos dos 
estadios (consolidación y reconsolidación) podrían 
compartir procesos celulares y moleculares comunes 
(Anokhin et al. 2002; Kida et al. 2002; Przybyslawski, 
Roullet, & Sara, 1999; Przybyslawski & Sara, 1997), se 
han descrito diferencias sustanciales (Taubenfeld, 
Milekic, Monti & Alberini, 2001), sobre todo en 
relación a diferentes procesos celulares en el hipocampo
 
(Lee, Everitt & Thomas, 2004). 
Por otro lado, se ha podido comprobar que 
diferentes sistemas biológicos y la administración de 
algunos tratamientos han demostrado ser capaces de 
modular la formación de la memoria como, por 
ejemplo, el sistema de la amígdala basolateral, la 
administración de catecolaminas o la estimulación 
eléctrica cerebral (Hamani et al. 2008; McGaugh, 2004; 
White & McDonald, 2002). Asimismo, su período de 
acción parece limitarse a una ventana temporal después 
de la activación de la traza de memoria. Es durante el 
tiempo en el que se mantiene activa la memoria cuando 
es posible reorganizar el material recientemente 
aprendido. Debido a esto, y debido a la existencia de 
diversos estadios, el efecto sobre la formación de una 
nueva memoria de los procedimientos que alteran la 
transmisión neural en curso dependerá del momento en 
el que se administren o sucedan (Hyman, Malenka, & 
Nestler, 2006; Przybyslawski et al. 1999; Sara, 2000). 
En definitiva, podemos concluir que la memoria se 
manifiesta de diversas formas a través de múltiples 
sistemas, anatómica y funcionalmente diferenciados 
(White & McDonald, 2002) y que durante el período de 
consolidación de la información, la formación de una 
traza de memoria en un sistema cerebral puede ser 
modulada por la acción de otros sistemas neurales, que 
pueden tanto facilitarla como dificultarla, por ejemplo, 
en función de las condiciones del aprendizaje.  
3. Refuerzo 
El refuerzo y la motivación son dos procesos de 
gran importancia biológica, ya que fomentan el 
bienestar y procuran la supervivencia de los individuos. 
En algunos casos, la conducta motivada forma parte de 
los procesos de homeostasis, actuando mediante 
sistemas de retroalimentación negativa para corregir 
desequilibrios internos. En otros casos, la conducta 
motivada no está controlada por la satisfacción de 
necesidades específicas, sino que se encuentra dirigida 
hacia estímulos externos que poseen propiedades 
intrínsecas incentivas (Ikemoto & Panksepp, 1999). 
Además, los refuerzos son capaces de inducir 
sentimientos subjetivos de placer y contribuir a la 
generación de emociones positivas, de tal forma que 
incluso los estímulos que los preceden quedan 
marcados, ya sea a través de mecanismos innatos o a 
través del aprendizaje, con un valor motivacional 
positivo. Esto sugiere que el procesamiento de la 
información reforzante puede ayudar a establecer un 




El refuerzo es clave para ciertos procesos de 
aprendizaje, particularmente aquellos regulados por 
relaciones de contingencia. Los estímulos reforzantes 
pueden mantener conductas aprendidas y prevenir su 
extinción. El grado del aprendizaje dependerá, entre 
otras cosas, de la discrepancia entre la ocurrencia del 
refuerzo y la predicción de ésta (Schultz, 1998, 2010; 
Schultz & Dickinson, 2000). Los individuos deben ser 
capaces de extraer la información reforzante de una 
gran variedad de estímulos y situaciones; información 
relativa a la presencia y al valor de los refuerzos para el 
sujeto, a su predictibilidad y accesibilidad, y a los 
costes asociados con su consecución (relación 
coste/beneficio). De esta forma, se podría hablar de la 
detección y percepción de diferentes señales de refuerzo 
(Carelli, Iames & Crumling, 2000; Chang, Paris, 
Sawyer, Kirillov & Woodward, 1996; Diotte, Miguelez, 
Miliaressis & Bielajew, 2000; Fried et al. 2001; 
Holroyd & Coles, 2002; Kim, Sul, Huh, Lee & Jung, 
2009; Lavoie & Mizumori, 1994; Matsumoto, 
Matsumoto, Abe & Tanaka, 2007; Parkinson, Robbins 
& Everitt, 2000; Peoples, Uzwiak, Gee & West, 1997; 
Pratt & Mizumori, 1998; Seo & Lee, 2007; Shidara & 
Richmond, 2002; Sul, Kim, Huh, Lee & Jung, 2010), de 
la expectación de los refuerzos que parecen ser 
inminentes (Apicella, Legallet & Trouche, 1997; 
Hikosaka & Watanabe, 2000; Komura et al. 2001; 
Schultz, 1998; Schoenbaum, Chiba, & Gallagher, 1998; 
Shidara, Aigner & Richmond, 1998; Shidara & 
Richmond, 2002; Tremblay & Schultz, 2000), así como 
del uso de la información sobre los refuerzos predichos 
para el control de la conducta en curso (Baxter & 
Murray, 2002; Kawagoe, Takikawa & Hikosaka, 1998; 
Leon & Shadlen, 1999; Platt & Glimcher, 1999; Shima 
& Tanji, 1998; Tanaka et al. 2004; Tremblay & Schultz, 
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2000; Watanabe, 1996).  
La complejidad de las relaciones existentes entre 
los procesos de percepción, predicción y valoración de 
los estímulos con propiedades motivacionales parece 
requerir la existencia de múltiples estructuras cerebrales
 
(Schultz, 2000). Debido a ello, en los últimos años se ha 
generado un creciente interés por el estudio de las bases 
neurales subyacentes al procesamiento de la 
información reforzante. Diferentes aproximaciones 
experimentales (ya sean la lesión de determinadas 
estructuras cerebrales, la administración de fármacos y 
sustancias adictivas, las técnicas de neuroimagen e 
incluso la utilización de métodos fisiológicos como la 
microdiálisis in vivo, la voltametría y la estimulación 
eléctrica del cerebro) han intentado determinar cómo se 
lleva a cabo este procesamiento y cuáles son las 
estructuras implicadas
 
(Elliot, Friston & Dolan, 2000; 
Fiorino, Coury & Phillips, 1997; Robbins & Everitt, 
1996; Robinson & Berridge, 1993; Wise & Hoffman, 
1992; Young, Joseph & Gray, 1992). Clásicamente en 
modelos animales (fundamentalmente en ratas y en 
primates no humanos) se han identificado 4 sistemas 
que podrían considerarse como substratos neurales del 
refuerzo: el sistema del haz prosencefálico medial, un 
circuito originado en el córtex prefrontal, el sistema 
locomotor mesolímbico-estriatopalidal-mesencefálico, 
y un circuito del cerebro posterior relacionado con la 
conducta refleja oral gustativa (Wise, 1989). A pesar de 
que a partir de los estudios de estimulación eléctrica, 
farmacológicos, fisiológicos y conductuales se han 
encontrado múltiples regiones cerebrales pertenecientes 
a estos sistemas, dos parecen ser de crítica importancia, 
a saber, el núcleo accumbens y el área tegmental 
ventral. En seres humanos, recientes estudios de 
neuroimagen muestran la existencia de una compleja 
red neural subyacente a diferentes aspectos del 
procesamiento de la información reforzante. Dentro de 
dicha red, las estructuras clave incluyen a la corteza 
cingulada anterior, la corteza prefrontal orbital, medial 
y dorsal, el estriado ventral, el pálido ventral, el tálamo, 
el hipocampo, la amígdala, la habénula lateral, las 
neuronas dopaminérgicas mesencefálicas y otras 
poblaciones troncoencefálicas como el núcleo 
pedunculopontino tegmental y los núcleos del rafe (para 
una revisión véase Haber & Knutson, 2010).  
En cualquier caso, podemos concluir que la 
existencia de sustratos relativamente independientes 
podría reflejar el hecho que distintas clases de 
situaciones reforzantes puedan afectar a la conducta a 
través de la acción de procesos neurales disociables, a 
pesar de la existencia de múltiples interacciones 
funcionales.  
 
4. Refuerzo Y Modulación De La Consolidación 
De La Memoria 
Se ha podido comprobar que la administración de 
tratamientos que son capaces de alterar los procesos 
fisiológicos subyacentes a la consolidación puede 
interrumpir parcial o totalmente la formación de la 
memoria. Pero al igual que la traza de memoria es 
susceptible de ser deteriorada por tratamientos 
disruptores, también puede ser potenciada por otro tipo 
de tratamientos. De hecho, existen diferentes sistemas 
neurales y endocrinos que pueden facilitar la formación 
de las trazas de memoria (Hamani et al. 2008; 
McGaugh, 2004; White & McDonald, 2002).  
Ya a finales de los años 70 y principios de los 80 
del pasado siglo, diferentes trabajos intentaron 
relacionar a un nivel celular el refuerzo con la 
consolidación de la memoria a largo plazo (Coulombe 
& White, 1982; Huston & Mueller, 1978). Estos 
trabajos sugerían que el refuerzo podría actuar 
facilitando la formación de una traza de memoria, 
aumentando la probabilidad de que una memoria a corto 
plazo se estabilizará a largo plazo. En este contexto, se 
ha podido comprobar que la estimulación eléctrica del 
haz prosencefálico medial a nivel del hipotálamo 
lateral, autoadministrada por el propio sujeto 
experimental (autoestimulación eléctrica intracraneal, 
AEIC), es capaz de facilitar la adquisición y la 
formación de la memoria de una gran variedad de tareas 
de aprendizaje tanto de memoria implícita como 
explícita en ratas (Aldavert-Vera, Segura-Torres, Costa-
Miserachs & Morgado-Bernal, 1996; Coulombe & 
White, 1980, 1982; Huston & Mueller, 1978; 
Massanés-Rotger, Aldavert-Vera, Segura-Torres, Martí-
Nicolovius & Morgado-Bernal, 1998; Redolar-Ripoll, 
Aldavert-Vera, Soriano-Mas, Segura-Torres & 
Morgado-Bernal, 2002; Ruiz-Medina, Morgado-Bernal, 
Redolar-Ripoll, Aldavert-Vera & Segura-Torres, 2008; 
Ruiz-Medina, Redolar-Ripoll, Morgado-Bernal, 
Aldavert-Vera & Segura-Torres, 2008; Segura-Torres, 
Capdevila-Ortíz, Martí-Nicolovius & Morgado-Bernal, 
1988; Segura-Torres, Portell-Cortés & Morgado-
Bernal, 1991; Soriano-Mas, Redolar-Ripoll, Aldavert-
Vera, Morgado-Bernal, & Segura-Torres, 2005; 
Soriano-Mas, Redolar-Ripoll, Guillazo-Blanch, 
Morgado-Bernal & Segura-Torres, 2007), e incluso de 
revertir los déficit de memoria en ratas que muestran 
deterioros cognitivos asociados al envejecimiento o 
inducidos experimentalmente mediante lesiones de 
estructuras críticamente implicadas en los procesos de 
aprendizaje y memoria (Aldavert-Vera et al. 1997; 
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Redolar-Ripoll et al.2003; Segura-Torres, Aldavert-
Vera, Gatell-Segura, Redolar-Ripoll, & Morgado-
Bernal, 2010). Además, la AEIC del haz prosencefálico 
medial también ha mostrado ser una forma consistente 
de inducción de cambios morfológicos a largo plazo en 
el tejido nervioso. En ratas adultas, se ha podido 
observar que el tratamiento de AEIC del hipotálamo 
lateral y del complejo área tegmental ventral-sustancia 
negra durante un período de 10 días es capaz de inducir 
aumentos de la longitud (Rao, Desiraju, Meti, & Raju, 
1994) y de la arborización dendrítica (Bindu & 
Desiraju, 1990) en neuronas del hipotálamo lateral, de 
la sustancia negra, de la zona CA3 del hipocampo y de 
la capa V del córtex motor, un incremento en la 
densidad numérica de sinapsis, tanto en la región CA3 
como en la capa molecular del córtex motor 
(Shankaranarayana Rao, Raju, & Meti, 1997), así como 
un incremento del número de espinas en las dendritas 
apicales de CA3, posiblemente debido a una facilitación 
de la transmisión sináptica en la vía de las fibras 
musgosas hipocampales (Shankaranarayana Rao, Raju, 
& Meti, 1998). Estos cambios se deben a la experiencia 
de autoestimulación y no a los efectos de la mera 
estimulación eléctrica (Shankaranarayana Rao, 
Desiraju, & Raju, 1993). Asimismo, parece ser que son 
duraderos y sostenibles en el tiempo, incluso 60 días 
después de la finalización del tratamiento de AEIC 
(Shankaranarayana Rao et al. 1998). Estos trabajos 
sugieren que los cambios encontrados en las neuronas 
piramidales de CA3 podrían estar relacionados con la 
experiencia de aprendizaje asociada a la AEIC, 
pudiendo, de esta manera, aumentar la capacidad 
cognitiva y atencional de los animales. Así, se ha 
podido comprobar que un tratamiento de AEIC de estas 
características facilita la posterior adquisición de tareas 
de aprendizaje espacial y operante en ratas 
(Yoganarasimha, Shankaranarayana Rao, Raju, & Meti, 
1988). Además, teniendo en cuenta que tanto la 
modificación de la arborización dendrítica como las 
espinas de las neuronas piramidales de CA3 se han 
propuesto como el principal substrato para la 
modificación sináptica asociada con la plasticidad 
funcional en el hipocampo (Majan & Desiraju, 1988), 
una hipótesis explicativa de la ocurrencia de los 
cambios plásticos a largo plazo después del tratamiento 
de AEIC podría ser que éstos fueran ocasionados a 
través de la inducción de la potenciación a largo plazo 
(PLP) consecuente a la estimulación eléctrica reforzante 
del tejido nervioso. Por otro lado, los cambios 
encontrados en la corteza motora, probablemente 
respondan a un incremento en las aferencias a las 
neuronas piramidales desde vías sensoriomotoras, así 
como desde otros circuitos implicados en la 
planificación y ejecución de la actividad motora 
(Shankaranarayana Rao et al. 1993). 
Teniendo en cuenta que los fenómenos de 
plasticidad neural también pueden incluir cambios 
neuroquímicos (Martin, Grimwood, & Morris, 2000), se 
ha podido comprobar en ratas que la AEIC del 
hipotálamo lateral y del área tegmental ventral-
sustancia negra provoca aumentos significativos en los 
niveles de glutamato, dopamina, noradrenalina y un 
aumento de la actividad enzimática de la 
acetilcolinesterasa en el hipocampo y en el córtex motor 
(Shankaranarayana Rao et al. 1998). De este modo, las 
diferentes interacciones neuroquímicas inducidas por la 
AEIC podrían estar implicadas en los mecanismos de 
sinaptogénesis y ser las responsables de los cambios 
estructurales producidos (Shankaranarayana Rao et 
al.1998), e incluso del efecto facilitativo mostrado sobre 
las capacidades cognitivas de los animales (Majan & 
Desiraju, 1988; Yoganarasimha & Meti, 1999). De 
forma añadida, se ha mostrado recientemente en ratas 
que el tratamiento de AEIC modula la expresión de 62 
genes hipocampales, de los que 10 se han relacionado 
con los procesos de aprendizaje y memoria y con los 
procesos de plasticidad sináptica. Muchas de las 
proteínas codificadas por dichos genes se han 
relacionado con los mecanismos de antiapoptosis 
(Huguet et al. 2009). Asimismo, se ha podido 
comprobar que este tratamiento induce la expresión de 
genes relacionados con la plasticidad sináptica en la 
amígdala y con los mecanismos de plegamiento 
proteico (Kadar et al. 2011), sugiriendo que estos 
cambios moleculares podrían estar subyacentes a la 
capacidad de la AEIC de revertir los déficit de memoria 
en ratas que muestran deterioros cognitivos asociados a 
la lesión de esta estructura (Segura-Torres et al. 2010). 
En definitiva, considerando la capacidad mostrada 
por la AEIC de inducción de cambios morfológicos y 
neuroquímicos y de modulación de la expresión génica 
en diversas estructuras cerebrales, como el hipocampo y 
la corteza, podría ser que este tratamiento facilitara la 
consolidación de la memoria potenciando los 
mecanismos de plasticidad neuronal, actuando como un 
mecanismo compensatorio, por ejemplo, en el caso de 
la existencia de déficit mnésicos producidos por 
lesiones cerebrales o asociados a condiciones naturales 
como el propio envejecimiento. Por otro lado, 
considerando que la dopamina desempeña un papel 
importante en la producción del efecto reforzante de la 
AEIC y teniendo en cuenta que se produce una 
importante liberación de este neurotransmisor ante 
estímulos sobresalientes que activan a los mecanismos 
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atencionales, ya sean aquellos que son reforzantes por sí 
mismos, aquellos que predicen refuerzo, o simplemente 
aquellos que son llamativos por sus características 
intrínsecas, podría ser que el tratamiento de AEIC fuera 
capaz de inducir un estado óptimo atencional que 
posibilitara la movilización de los recursos cognitivos 
del sujeto para hacer frente a la situación experimental, 
facilitando, de esta manera, la codificación de la 
información o bien, incluso, la recuperación de la 
misma. 
5. Dopamina, Refuerzo y Memoria 
Múltiples evidencias experimentales han mostrado 
el importante papel que desempeña la dopamina en 
relación al refuerzo, la motivación y los procesos de 
aprendizaje y memoria (p.e, Rossato et al. 2009). 
Clásicamente, se ha relacionado la liberación de 
dopamina en el núcleo accumbens con el efecto 
reforzante de diferentes estímulos naturales, de 
sustancias adictivas o incluso, tal como acabamos de 
ver, de la estimulación eléctrica del hipotálamo lateral. 
No obstante, la liberación de este neurotransmisor en 
otras regiones cerebrales también está implicada de 
forma crítica en diferentes procesos atencionales y 
mnésicos (Goto, Yang, & Otani, 2010; Lisman & 
Grace, 2005; Marowsky, Yanagawa, Obata, & Vogt, 
2005; Molina-Luna et al. 2009; Robbins & Arnsten, 
2009; Surmeier et al. 2010). Se ha podido comprobar 
que la dopamina influye sobre conductas relacionadas 
con el refuerzo actuando sobre diferentes regiones 
cerebrales como, por ejemplo, la corteza rinal (Liu et al. 
2004), el hipocampo (Packard & White, 1991), la 
corteza prefrontal (Hitchcott, Quinn, & Taylor, 2007) y 
la amígdala (Phillips, Salussolia, & Hitchcott, 2010). 
En general, podemos decir que existe una relación 
intrínseca entre los procesos de refuerzo cerebral y 
ciertos tipos de aprendizaje asociativo (Beninger & 
Millar, 1998; Berke & Hyman, 2000; Bissiere, Humeau, 
& Luthi, 2003; Bonci & Malenka, 1999; Chen, Hopf, & 
Bonci, 2010; Huang, Simpson, Kellendonk, & Kandel, 
2004; Hyman & Malenka, 2001; Hyman et al. 2006; 
Ikemoto & Panksepp, 1999; Kauer & Malenka, 2007; 
Li, Cullen, Anwyl, & Rowan, 2003; Nestler, 2001a, 
2001b; Nestler & Aghajanian, 1997; Otani, Daniel, 
Roisin, & Crepel, 2003; Otmakhova & Lisman, 1998; ; 
Overton, Richards, Berry, & Clark, 1999; Thomas, 
Malenka, & Bonci, 2000; Robison & Nestler, 2011; 
Schultz, Dayan, & Montague, 1997; Swanson-Park et 
al. 1999; Ungless, Whisler, Malenka, & Bonci, 2001; 
Vorel, Liu, Hayes, Spector, & Gardner, 2001). Además, 
parece ser que son múltiples las señales neurales que 
podrían cooperar en el aprendizaje relacionado con los 
sistemas de refuerzo cerebral (Schultz, 2010). Una de 
las más importantes implica a la dopamina: las neuronas 
dopaminérgicas proporcionan una señal de refuerzo que 
podría actuar modificando la actividad de las sinapsis 
implicadas en diferentes procesos mnésicos (Ljungberg, 
Apicella, & Schultz, 1992; Redgrave, Prescott, & 
Gurney, 1999; Schultz, 1998; Schultz et al. 1997; 
Sutton & Barto, 1981). Desde un punto de vista 
evolutivo, la motivación por adquirir los refuerzos que 
hemos experimentado en el pasado o las claves y 
estímulos que los señalizan o conducen a ellos, adquiere 
una importancia biológica que fomenta la supervivencia 
del organismo y la propia perpetuación de la especie. Es 
aquí donde la dopamina podría desempeñar un papel 
crítico al participar en el establecimiento de 
asociaciones entre refuerzos y estímulos inicialmente 
neutros. Dichas asociaciones suponen cambios neurales 
muy estables que perduran en el tiempo, incluso 
después de administrar antagonistas dopaminérgicos 
(Dickinson, Smith, & Mirenowicz, 2000). Estos 
estímulos condicionados inducen la liberación fásica de 
dopamina en el núcleo accumbens, provocando un 
aumento del estado motivacional del sujeto (Cornish & 
Kalivas, 2000). Parece ser que la dopamina es muy 
importante para el aprendizaje y la memoria en la 
mayoría de los terminales de los sistemas nigroestriado, 
mesolímbico y mesocortical (Wise, 2004). Además, 
existen diversos trabajos que demuestran que la 
dopamina desempeña un papel importante en la 
modulación de la actividad neural relacionada con el 
procesamiento cognitivo general (Fried et al. 
2001;Goldman-Rakic, 1998; Rosenkranz & Grace, 
2002; Thomas et al. 2000; Waelti, Dickinson, & 
Schultz, 2001). Por ejemplo, en el córtex prefrontal la 
actividad dopaminérgica ha demostrado ser crítica para 
la memoria de trabajo (Williams & Goldman-Rakic, 
1995). Asimismo, en la amígdala, las proyecciones 
dopaminérgicas del mesencéfalo modulan procesos de 
aprendizaje asociativo, especialmente aquellos que 
incluyen respuestas hacia estímulos novedosos, 
reforzantes o aversivos e incluso de memoria de trabajo 
(Baxter & Murray, 2002; Everitt et al. 1999; Fried et al. 
2001; Koob, 1999; Nader & Le Doux, 1999; Thomas et 
al. 2000). 
En definitiva, las células dopaminérgicas parecen 
constituir un eslabón final común para las diversas vías 
neurales que median los procesos de refuerzo cerebral. 
Además este neurotransmisor parece ser de crítica 
importancia para la modulación, por parte de los 
sistemas de refuerzo cerebral, de la consolidación de la 
memoria (Berke & Hyman, 2000; Rossato et al. 2009). 
A continuación, se expondrán diferentes teorías e 
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hipótesis que han intentado dar una explicación a la 
función de la dopamina en el refuerzo y su relación con 
diversos mecanismos cognitivos, como los procesos 
atencionales y el aprendizaje y la memoria. 
Empezaremos describiendo las hipótesis iniciales que 
surgieron en los años 70, 80 y 90 del pasado siglo, para 
continuar con hipótesis más recientes.  
5.1. Hipótesis iniciales. 
Inicialmente se sugirió que los sistemas 
dopaminérgicos mediaban directamente el placer 
producido por diversos incentivos primarios tales como 
la comida, el sexo o las drogas de abuso, así como 
también por reforzadores condicionados (Wise, 1978, 
1982; Wise, Spindler, De Wit, & Gerber, 1978). No 
obstante, más recientemente se ha podido comprobar 
que la depleción de dopamina en el accumbens no 
impide la aparición de conductas consumatorias ante 
reforzadores, y que sus efectos parecen estar más 
relacionados con una reducción de las respuestas 
motivadas por incentivos, como las conductas flexibles 
de aproximación (Ikemoto & Panksepp, 1999).  
A finales de los años 90 del pasado siglo, autores 
como Di Chiara atribuyeron un papel crítico a las 
neuronas dopaminérgicas mesolímbicas en los procesos 
de aprendizaje relacionados con el refuerzo y sugerían 
que la drogadicción podría constituirse como un 
trastorno de aprendizaje asociativo dependiente de los 
mecanismos dopaminérgicos (Di Chiara, 1998). De 
acuerdo con esta hipótesis, la activación de la dopamina 
en la subregión shell del accumbens por refuerzos 
naturales subyacería a fenómenos como la habituación. 
En contraste, las drogas de abuso que no tienen efectos 
de habituación, producirían una liberación de dopamina 
no adaptativa e incluso sensibilizada después de un uso 
repetido de la droga. Según este punto de vista, estas 
consecuencias neuroquímicas de las drogas de abuso 
fortalecerían las asociaciones entre el refuerzo y los 
estímulos relacionados con la droga, lo cual constituiría 
las bases de la conducta adictiva (Di Chiara, 1998). 
También en los años 90, el concepto de cambio 
entre conductas alternativas fue introducido para 
intentar dar una explicación funcional a los sistemas 
dopaminérgicos ascendentes (Redgrave et al. 1999; 
Robbins & Everitt, 1996). Desde este punto de vista, el 
incremento en la actividad dopaminérgica promovería 
la probabilidad de cambio entre fuentes de información 
alternativas. Este efecto quedaría plasmado en el 
cambio en el patrón temporal de una secuencia 
conductual o en la iniciación de nuevas respuestas. Bos 
y colaboradores aplicaron esta hipótesis al sistema 
dopaminérgico mesoacúmbico, sugiriendo que la 
dopamina en el accumbens estaría implicada en el 
cambio de respuestas dirigidas por claves específicas 
(Bos, Charria Ortiz, Bergmans, & Cools, 1991). 
Por otro lado, en el estudio de las bases neurales 
del refuerzo cerebral se pudo comprobar que ciertas 
condiciones ambientales, como la disponibilidad de 
reforzadores alternativos (Nader & Woolverton, 1991) 
o vivir en ambientes enriquecidos (Schenk, Lacelle, 
Gorman, & Amit, 1987), alteraba los efectos reforzantes 
de determinadas sustancias (LeSage, Stafford, & 
Glowa, 1999). El poder conocer los efectos de 
diferentes variables ambientales, como por ejemplo las 
referentes al contexto social, sobre la función 
dopaminérgica (Grant et al. 1998; Hall et al. 1998) y 
sobre su relación con los sistemas neurales del refuerzo 
(Morgan et al. 2002), podría proporcionarnos un nuevo 
modelo para evaluar los efectos reforzantes de 
diferentes tratamientos (Jones, 2002; Leshner, 2000). Se 
ha mostrado que ciertas condiciones ambientales 
pueden producir cambios relativamente rápidos en el 
sistema de neurotransmisión dopaminérgico en sujetos 
que muestran conductas de dominancia social, 
asociándose, dichos cambios, a diferencias en la 
vulnerabilidad a los efectos del refuerzo (Morgan et al. 
2002). 
Por último, dentro de este marco general de 
hipótesis iniciales, cabe destacar que autores como 
Wise, han sugerido que es necesario distinguir entre la 
motivación condicionada que precede y guía un acto 
instrumental de lo que es el reforzamiento, entendido 
éste como el fortalecimiento de las asociaciones entre 
un estímulo y un refuerzo o entre una respuesta y un 
refuerzo que se desarrollan con la recepción del propio 
refuerzo (Wise, 1989). Según Wise esta distinción no 
sólo podría ayudar a discernir sobre la implicación de la 
dopamina en la motivación inmediata, sino que también 
podría ayudar a vislumbrar el peso que tiene este 
neurotransmisor en los procesos atencionales y de 
consolidación de la memoria. Esta hipótesis surge en el 
marco del condicionamiento instrumental apetitivo en 
relación a la manipulación de los correlatos 
neuroquímicos en la situación de aprendizaje. De esta 
forma, un bloqueo del sistema dopaminérgico impide la 
adquisición de un condicionamiento instrumental donde 
el sujeto experimental ha de realizar alguna conducta 
para conseguir el refuerzo. Si el bloqueo se realiza en 
un animal que ya ha aprendido la conducta, éste 
responderá inicialmente pero su ejecución irá 
disminuyendo de forma progresiva, indicando una 
posible devaluación del reforzamiento. A pesar de que 
esta idea ha sido ampliamente aceptada, diferentes 
autores la han cuestionado. 
 




5.2. Hipótesis del error de predicción del refuerzo 
como señal de aprendizaje. 
En el sistema nervioso existen neuronas que 
detectan la llegada de un reforzador proporcionando 
una información sobre el valor motivacional y la 
identidad del mismo, que podría ayudar a construir 
representaciones neurales que permitan a los sujetos 
esperar recompensas futuras en consonancia con la 
experiencia previa y adaptar su conducta a los cambios 
en la contingencia de los refuerzos (Schultz, 2007, 
2010).  
Hoy sabemos que las neuronas dopaminérgicas 
mesencefálicas responden de dos modos: uno tónico y 
otro fásico (Grace, Floresco, Goto, & Lodge, 2007; 
Joshua et al. 2009; Tsai et al. 2009; Zhang, Doyon, 
Clark, Phillips, & Dani, 2009). En su modo tónico, las 
neuronas dopaminérgicas mantienen un nivel regular 
basal de este neurotransmisor que posibilita las 
funciones normales de diversos circuitos neurales 
(Schultz, 2007). En su modo fásico, estas neuronas 
aumentan o disminuyen su tasa de respuesta de forma 
brusca provocando cambios notables en las 
concentraciones de dopamina (Schultz, 1998, 2007). 
Después de la aparición de un refuerzo no 
predicho, la mayor parte de las neuronas 
dopaminérgicas del mesencéfalo muestran una 
activación fásica de latencia corta (50-100m seg.) y de 
breve duración (<200 mseg.). Dicha activación es 
común en la mayoría de las neuronas de las regiones del 
tegmento medial que proyectan al accumbens y al 
córtex prefrontal y en algunas de los sectores laterales e 
intermedios que proyectan al caudado y al putamen
 
(Berns, McClure, Pagnoni, & Montague, 2001; 
Ljungberg et al. 1992; Romo & Schultz, 1990; Schultz 
& Romo, 1990). Esta respuesta depende de la 
activación y la plasticidad de los receptores AMPA y 
NMDA del glutamato localizados en las neuronas 
dopaminérgicas (Blythe, Atherton, & Bevan, 2007; 
Harnett, Bernier, Ahn, & Morikawa, 2009; Parker et al. 
2010) y parece ser crítica para diferentes tipos de 
aprendizaje tanto en tareas apetitivas como aversivas 
(Zweifel et al. 2009).  
El estudio de las propiedades de esta respuesta 
fásica dopaminérgica en primates no humanos ha 
llevado a postular que podría codificar la discrepancia 
entre la ocurrencia del refuerzo y la predicción de la 
ocurrencia del mismo (Schultz, 2010; Waelti et al. 
2001). De este modo, estas neuronas dopaminérgicas 
actuarían como detectores sensibles y flexibles de 
errores en la predicción del refuerzo, señalando no sólo 
la ocurrencia de una consecuencia apetitiva sino 
también que dicha consecuencia es diferente a la 
esperada en un momento temporal determinado 
(Hollerman & Schultz, 1998). Un refuerzo que resulta 
mejor de lo predicho evoca una activación de esta 
respuesta dopaminérgica (error positivo en la 
predicción), un refuerzo que resulta peor de lo que se 
había predicho induce una depresión de la respuesta 
(error negativo en la predicción), mientras que un 
refuerzo que resulta tal como se esperaba no genera 
respuesta (Bayer & Glimcher, 2005; Fiorillo, Tobler, & 
Schultz, 2003; Hollerman & Schultz, 1998; Nakahara, 
Itoh, Kawagoe, Takikawa, & Hikosaka, 2004; Satoh, 
Nakai, Sato, & Kimura, 2003; Schultz, 1998; Schultz, 
Apicella, & Ljungberg, 1993; Schultz et al. 1997; 
Tobler, Fiorillo, & Schultz, 2005; Zaghloul et al. 2009).  
Se ha sugerido que esta respuesta fásica de las 
neuronas dopaminérgicas podría constituir una señal 
crítica durante el aprendizaje en primates no humanos 
(Hollerman & Schultz, 1998; Schultz, 2010; Schultz et 
al.1997). Según esta hipótesis, las neuronas 
dopaminérgicas de la sustancia negra y del área 
tegmental ventral proporcionarían una señal que 
modificaría la transmisión sináptica en el estriado y en 
el córtex frontal (Hollerman & Schultz, 1998), para 
codificar la desviación o error entre el refuerzo actual 
recibido y las predicciones del tiempo y de la magnitud 
del refuerzo (Schultz et al. 1997).  
La actividad fásica de las neuronas dopaminérgicas 
representa predicciones en relación al refuerzo de 
manera que se ajusta notablemente a las preferencias 
conductuales (Schultz, 2010). De esta forma, en 
primates no humanos se ha podido comprobar que estas 
señales dopaminérgicas muestran una preferencia por 
los refuerzos inmediatos sobre los demorados (Fiorillo, 
Newsome, & Schultz, 2008; Kobayashi & Schultz, 
2008; Roesch, Calu, & Schoenbaum, 2007), por los 
refuerzos probables sobre los improbables (Fiorillo et 
al. 2003; Morris, Arkadir, Nevet, Vaadia, & Bergman, 
2004; Satoh et al. 2003) y por los refuerzos de mayor 
magnitud (Tobler et al. 2005). En seres humanos, las 
neuronas dopaminérgicas codifican el valor reforzante 
del dinero (Zaghloul et al. 2009). Asimismo, las señales 
dopaminérgicas tienen lugar durante el aprendizaje con 
un curso temporal similar a las medidas conductuales de 
la predicción del refuerzo (Day, Roitman, Wightman, & 
Carelli, 2007; Hollerman & Schultz, 1998; Satoh et al. 
2003; Takikawa, Kawagoe, & Hikosaka, 2004).  
Las neuronas dopaminérgicas también muestran 
activaciones después de la aparición de un estímulo que 
predice la llegada de un refuerzo (Mirenowicz & 
Schultz, 1996; Romo & Schultz, 1990; Schultz & 
Romo, 1990). Esta respuesta ocurre 
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independientemente de la modalidad sensorial del 
estímulo, de su posición espacial y del tipo de acción 
que se realiza para su consecución (Schultz, 2010). Las 
neuronas dopaminérgicas pueden predecir refuerzos de 
forma correcta incluso en contextos no convencionales 
donde los refuerzos asociados a un estímulo generan 
una reducción del valor de dicho estímulo (Bromberg-
Martin, Matsumoto, Nakahara, & Hikosaka, 2010; 
Satoh et al. 2003) o inducen un cambio en el valor de 
un estímulo completamente diferente (Bromberg-
Martin, Matsumoto, Hong, & Hikosaka, 2010). Cuando 
las demoras entre el estímulo y el refuerzo son cortas 
las predicciones temporales son más precisas y esto 
genera una menor actividad dopaminérgica, por el 
contrario cuando las demoras son largas las 
predicciones son menos fiables y el refuerzo provoca 
una marcada respuesta dopaminérgica (Fiorillo et al. 
2008; Kobayashi & Schultz, 2008). Las neuronas 
dopaminérgicas señalan la preferencia por la 
predictibilidad, es decir por la búsqueda de contextos en 
los que la magnitud del refuerzo, su probabilidad y el 
momento en el que aparezca pueda conocerse de 
antemano (Bromberg-Martin & Hikosaka, 2009).  
Desde un punto de vista anatómico, parece ser que 
las señales dopaminérgicas de error de predicción del 
refuerzo podrían ser codificadas por la corteza 
cingulada anterior (Holroyd & Coles, 2002), la corteza 
prefrontal medial (Matsumoto et al. 2007; Seo & Lee, 
2007), la corteza orbitofrontal (Sul et al. 2010) y el 
estriado dorsal (Kim et al. 2009; Oyama, Hernadi, 
Iijima, & Tsutsui, 2010). 
En definitiva, esta hipótesis sugiere que la 
respuesta fásica de las neuronas dopaminérgicas 
mesencefálicas podría constituirse como un índice del 
error en la predicción del refuerzo, entendido como la 
diferencia entre el refuerzo esperado y el refuerzo que 
se obtiene realmente. No obstante, hemos de tener 
presente que esta señal dopaminérgica podría 
generalizarse también a otro tipo de estímulos como 
aquellos que presentan saliencia para el sujeto o 
aquellos que implican novedad y que analizaremos en 
otras hipótesis que se describirán a continuación. 
5.3. Hipótesis de la atribución de saliencia incentiva. 
Continuamente las personas tomamos diferentes 
decisiones y priorizamos unos objetivos sobre otros. 
Para ello contamos con complejos mecanismos que 
asignan valores a los refuerzos y a los estímulos 
asociados a éstos (Flagel et al. 2011). Durante los 
procesos de aprendizaje asociativo, un estímulo 
inicialmente neutro que predice un refuerzo puede 
adquirir propiedades motivacionales en tanto que se 
convierte en un estímulo incentivo deseable y atractivo 
para la persona (Ikemoto & Panksepp, 1996). La 
hipótesis de que la dopamina es necesaria para dicho 
proceso implica que un estímulo incentivo es efectivo 
en el momento presente debido a una asociación previa 
con la liberación de dopamina producida por el refuerzo 
primario.  
Berridge y Robinson han intentado describir cómo 
la dopamina podría estar implicada en los procesos de 
refuerzo cerebral en función del concepto de saliencia 
incentiva, entendido como el proceso que es capaz de 
transformar la representación neural de un estímulo 
percibido que ha activado los procesos hedónicos en un 
incentivo atractivo buscado por el sujeto, capaz de 
aumentar la atención y de evocar conductas motoras 
voluntarias (Berridge & Robinson, 1998; Berridge & 
Robinson, 2003; Berridge, Robinson, & Aldridge, 
2009). Según estos autores el papel de la dopamina se 
centraría en la atribución de valor incentivo a las claves 
que señalizan un refuerzo, convirtiéndose en estímulos 
deseables en sí mismos.  
La principal crítica que se le ha hecho a esta 
hipótesis es que resulta complicado discernir si 
realmente la dopamina media las propiedades 
predictivas o las motivacionales de los estímulos 
asociados a los refuerzos, en tanto que ambas 
características a menudo se adquieren de forma 
conjunta. Recientemente, Flagel et al. (2011) han 
mostrado en ratas que la dopamina no es necesaria para 
todas las formas de aprendizaje donde los estímulos se 
convierten en predictores efectivos del refuerzo. Por el 
contrario, parece ser que este neurotransmisor actúa 
selectivamente en una forma de aprendizaje estímulo-
refuerzo en la que se asigna saliencia incentiva a los 
estímulos asociados al refuerzo (Flagel et al. 2011). 
Según estos autores, en los individuos con tendencia a 
mostrar esta forma de aprendizaje, los estímulos 
asociados al refuerzo se convierten en estímulos 
poderosos para motivar y controlar la conducta, de 
manera que resulta más difícil resistirse a dichos 
estímulos, una característica que podría relacionarse 
con un control de impulsos deficitario (Flagel et al. 
2010). Es necesario tener presente que la conducta 
humana motivada puede resultar mucho más compleja y 
está sujeta a una amplio rango de diferencias 
individuales que van desde las acciones altamente 
deliberadas hasta las acciones impulsivas dirigidas a la 
adquisición de refuerzos (Kuo, Sjöström, Chen, Wang, 
& Huang, 2009).  
Tal como hemos ido viendo, para poder acceder de 
forma adecuada a los refuerzos, es necesario interpretar 
las claves contextuales del entorno de una forma 
adecuada, lo que permitiría predecir dónde y cuándo 
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podemos esperar recibir un determinado refuerzo. El 
hipocampo resulta de cardinal importancia para 
organizar diferentes aspectos del contexto en una red de 
memoria relacional (Eichenbaum, 2000). Asimismo, 
sabemos que las interacciones entre esta estructura del 
lóbulo temporal medial y el área tegmental ventral 
resultan importantes para establecer asociaciones entre 
el contexto y el refuerzo (Lisman & Grace, 2005). 
Recientemente, Luo y colaboradores han puesto de 
manifiesto que una conexión transináptica entre el 
hipocampo y el área tegmental ventral parece ser el 
sustrato neural por el que el contexto regula las 
conductas dirigidas a una meta. Concretamente, estos 
autores han identificado un circuito procedente del área 
CA3 del hipocampo dorsal al área tegmental ventral que 
utiliza el septum lateral como relevo. (Luo, Tahsili-
Fahadan, Wise, Lupica, & Aston-Jones, 2011). 
Teniendo presente que las neuronas hipocampales de 
CA3 parecen reaccionar más a cambios globales que a 
cambios locales en el ambiente (Alvernhe, Van Cauter, 
Save, & Poucet, 2008) y que el papel de las neuronas 
dopaminérgicas en la atribución de saliencia cada vez 
está adquiriendo mayor relevancia (Bromberg-Martin, 
Matsumoto, & Hikosaka, 2010b), podría ser posible que 
la región CA3 del hipocampo dorsal transmita la 
información al área tegmental ventral acerca del 
contexto actual en conjunto, lo cual permitiría una 
activación rápida de las neuronas dopaminérgicas para 
promover una atribución de saliencia a los contextos 
condicionados. Dicho procesamiento puede resultar 
cardinal para las funciones cognitivas, en tanto que 
posibilitaría la puesta en marcha de ajustes en la 
conducta en respuesta a un medio fundamentalmente 
cambiante.  
En definitiva, en los últimos años se ha dado un 
esfuerzo creciente por delimitar los diferentes 
componentes psicológicos del refuerzo y las bases 
neurales subyacentes. Según la hipótesis que acabamos 
de presentar, uno de los componentes es el de saliencia 
incentiva para referirse a un tipo de motivación que 
dependería fundamentalmente de la actividad de las 
neuronas dopaminérgicas mesencefálicas y que 
promovería el acercamiento y la obtención de refuerzos, 
pudiéndose distinguir de otras formas de procesamiento 
cognitivo mediadas por diferentes circuitos corticales 
(Berridge et al. 2009). 
5.4. Hipótesis del valor motivacional y de la saliencia 
motivacional. 
Tal como hemos analizado en la hipótesis anterior, 
la saliencia incentiva se aplica sólo a los estímulos 
deseables para el sujeto, mientras que la saliencia 
motivacional se refiere tanto a estímulos reforzantes 
como a estímulos aversivos (Berridge & Robinson, 
1998; Berridge et al. 2009). En muchos sentidos, las 
personas tratamos a los acontecimientos reforzantes y a 
los acontecimientos aversivos de formas opuestas, 
reflejando su valor motivacional opuesto. 
Continuamente buscamos refuerzos, asignándoles un 
valor positivo, a la vez que evitamos situaciones 
aversivas asignándoles un valor negativo. También 
tratamos a los estímulos aversivos y reforzantes de una 
forma similar, denotando una saliencia motivacional 
similar. En este sentido, tanto los estímulos reforzantes 
como los estímulos aversivos inducen una orientación 
de la atención, generan un procesamiento cognitivo y 
aumentan la motivación en general, en contraposición 
con los estímulos neutros desde un punto de vista 
motivacional (aquellos que no son reforzantes ni 
aversivos). 
Los resultados mostrados por diferentes trabajos 
son consistentes con la hipótesis de que las neuronas 
dopaminérgicas codifican la saliencia motivacional 
(Barr et al. 2009; Fadok, Dickerson, & Palmiter, 2009; 
Joseph, Datla, & Young, 2003; Zweifel et al. 2009). No 
obstante, otros trabajos son más consistentes con la 
hipótesis de que las neuronas dopaminérgicas codifican 
el valor motivacional (Liu, Shin, & Ikemoto, 2008; 
Roitman, Wheeler, Wightman, & Carelli, 2008).  
Recientemente, Matsumoto y Hikosaka (2009) han 
mostrado que las neuronas dopaminérgicas pueden 
mostrar diferentes propiedades motivacionales. Un tipo 
de neurona dopaminérgica se activa en situaciones 
reforzantes y se inhibe en situaciones aversivas, como si 
codificara el valor motivacional. Mientras que un 
segundo tipo se activa en situaciones reforzantes y 
aversivas de una forma similar, como si codificara la 
saliencia motivacional. En ambas tipologías, existen 
neuronas que son sensibles a las predicciones de 
estímulos reforzantes y aversivos, respondiendo cuando 
los estímulos reforzantes son más reforzantes que lo que 
se había predicho y los aversivos resultan más aversivos 
que lo que se había predicho (Matsumoto & Hikosaka, 
2009). No obstante, estas dos tipologías difieren en la 
naturaleza de su código predictivo, de manera que las 
neuronas dopaminérgicas que codifican el valor 
motivacional codifican de forma precisa la señal del 
error de predicción, incluyendo una marcada inhibición 
inducida por la omisión de refuerzos y una activación 
media generada por la omisión de estímulos aversivos. 
Por otro lado, las neuronas que codifican la saliencia 
motivacional responden cuando las situaciones salientes 
se encuentran presentes pero no cuando están ausentes 
(Matsumoto & Hikosaka, 2009). Es por esto que las 
neuronas que codifican la saliencia motivacional 
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podrían contribuir al aprendizaje de errores positivos de 
predicción (por ejemplo, mostrando una marcada 
respuesta ante la aparición de un refuerzo inesperado) 
pero no al aprendizaje de errores negativos de 
predicción (por ejemplo, no mostrando activación ante 
la omisión de un refuerzo inesperado) (Schultz, 2010).  
De forma similar a la codificación del valor 
motivacional, se han encontrado señales 
dopaminérgicas fásicas capaces de codificar estímulos 
aversivos mediante inhibición (Roitman et al. 2008). 
Asimismo, de forma similar a la codificación de la 
saliencia motivacional, se han encontrado señales 
dopaminérgicas fásicas capaces de codificar estímulos 
aversivos mediante excitación (Anstrom et al. 2009; 
Joshua et al. 2009). 
Las neuronas dopaminérgicas que codifican el 
valor motivacional envían una señal de error de 
predicción para los acontecimientos reforzantes y los 
acontecimientos aversivos en sentidos opuestos, 
proporcionando una señal de aprendizaje apropiada para 
la búsqueda, evaluación y para el aprendizaje del valor 
(Berridge & Robinson, 1998; Schultz et al. 1997; Wise, 
2004). En esta línea, un estímulo que active a estas 
neuronas generará un acercamiento, que se le asigne un 
valor alto y que se adquieran mediante el aprendizaje 
las pautas para buscar dicho estímulo en un futuro. Por 
otro lado, un estímulo que inhiba a estas neuronas 
inducirá evitación, la asignación de un valor bajo y que 
se aprendan las pautas que permitirán evitarlo en el 
futuro (Bromberg-Martin et al. 2010b). Por el contrario, 
tanto las situaciones reforzantes como las situaciones 
aversivas activan a las neuronas dopaminérgicas que 
codifican la saliencia motivacional, mientras que los 
acontecimientos neutros provocan una respuesta muy 
débil o nula de esta población celular. Esto 
proporcionará una señal de aprendizaje que le permita 
al sujeto detectar, predecir y responder ante 
circunstancias de gran importancia (Horvitz, 2000; 
Joseph et al. 2003; Redgrave et al. 1999). Para poder 
llevar a cabo estas acciones, la orientación de la 
atención, el control cognitivo y la selección de la 
respuesta apropiada son procesos que pueden resultar 
de cardinal importancia. Se ha podido comprobar que 
tanto los estímulos reforzantes como los estímulos 
aversivos (no así los estímulos neutros) inducen 
reacciones de orientación (Austin & Duka, 2010; 
Matsumoto & Hikosaka, 2009), activan los circuitos 
neurales de control cognitivo y de selección de 
respuesta (Savine, Beck, Edwards, Chiew, & Braver, 
2010) y provocan un aumento general de la motivación 
(Barr et al. 2009; Joseph et al. 2003; Pfaff, Frohlilch, & 
Morgan, 2002). 
La distribución anatómica de las neuronas 
dopaminérgicas que codifican la saliencia motivacional 
y el valor motivacional parece ser diferencial, de forma 
que las neuronas que codifican la saliencia motivacional 
se localizarían en la sustancia negra (pars compacta) 
dorsolateral, mientras que las que codifican el valor 
motivacional se encontrarían en la sustancia negra (pars 
compacta) ventromedial y en la zona lateral del área 
tegmental ventral (Matsumoto & Hikosaka, 2009; 
Mirenowicz & Schultz, 1996; Nomoto, Schultz, 
Watanabe, & Sakagami, 2010). Por otro lado, la corteza 
prefrontal ventromedial, la región shell del núcleo 
accumbens y la habénula lateral serían regiones de 
cardinal importancia para la codificación del valor 
motivacional (Hikosaka, 2010; Jensen et al. 2007; Litt, 
Plassmann, Shiv, & Rangel, 2011; Matsumoto & 
Hikosaka, 2009; Roitman et al. 2008; Shumake, Ilango, 
Scheich, Wetzel, & Ohl, 2010). El estriado dorsal 
parece recibir tanto señales de codificación del valor 
motivacional como de la saliencia motivacional 
(Balleine & O'Doherty, 2010; Haber & Knutson, 2010; 
Klingberg, 2010), mientras que la región core del 
núcleo accumbens (Anstrom et al. 2009; Day et al. 
2007; Ghods-Sharifi & Floresco, 2010), el núcleo 
central de la amígdala (Belova, Paton, Morrison, & 
Salzman, 2007; Shabel & Janak, 2009) y la corteza 
prefrontal dorsolateral podrían constituirse como 
regiones importantes para la codificación de la saliencia 
motivacional (Di Chiara, 2002; Joseph et al. 2003; 
Lapish, Kroener, Durstewitz, Lavin, & Seamans, 2007; 
Ventura, Morrone, La Mela, & Puglisi-Allegra, 2008). 
En definitiva, esta hipótesis siguiere la existencia 
de dos tipologías de neuronas dopaminérgicas con una 
distribución anatómica diferencial y que codificarían el 
valor motivacional y la saliencia motivacional.  
5.5. Hipótesis de la codificación de situaciones 
aversivas. 
Se ha podido comprobar que las neuronas 
dopaminérgicas responden de forma fásica ante 
diferentes situaciones que no son intrínsecamente 
reforzantes ni tampoco se constituyen como claves 
predictoras de la aparición de futuros refuerzos. No 
obstante, este tipo de señales pueden resultar de 
cardinal importancia para el procesamiento de la 
información motivacional. Algunos autores agrupan 
estas situaciones en dos grandes categorías, a saber, las 
situaciones aversivas y las situaciones de alerta 
(Bromberg-Martin et al. 2010b). En relación a las 
últimas, se trata de estímulos sensoriales que aparecen 
de forma inesperada y que potencialmente pueden ser 
de gran importancia para el sujeto. En la siguiente 
hipótesis profundizaremos en cómo la dopamina podría 
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codificarlas. En relación a las primeras, se trata de 
estímulos que resultan intrínsecamente indeseables para 
el sujeto y de las claves sensoriales que han adquirido 
propiedades aversivas al asociarse de forma contingente 
con dichos estímulos.  
Un sistema neuronal capaz de responder ante 
situaciones aversivas proporciona un elemento clave 
para el control motivacional (Berridge & Robinson, 
1998; Horvitz, 2000; Joseph et al. 2003; Redgrave et al. 
1999; Schultz, 1998). Diferentes trabajos han mostrado 
que las situaciones aversivas aumentan los niveles de 
dopamina y que la aversión conductual se encuentra 
mediada por altos niveles de este neurotransmisor (Barr 
et al. 2009; Fadok et al. 2009; Joseph et al. 2003; 
Zweifel et al. 2009). No obstante, otros trabajos han 
encontrado que las situaciones aversivas reducen los 
niveles de dopamina y que la aversión conductual se 
encuentra mediada por niveles bajos de esta sustancia 
(Liu et al. 2008; Roitman et al. 2008). Un tercer grupo 
de trabajos han mostrado que las experiencias aversivas 
causan diferentes patrones de liberación dopaminérgica 
en distintas regiones cerebrales y pueden producir 
efectos conductuales similares a los causados por 
experiencias reforzantes y aversivas (Bassareo, De 
Luca, & Di Chiara, 2002; Pascucci, Ventura, Latagliata, 
Cabib, & Puglisi-Allegra, 2007; Wheeler et al. 2008). 
Según algunos autores, esta diversidad en los patrones 
de liberación de dopamina resulta difícil de reconciliar 
con la idea de que las neuronas dopaminérgicas 
transmiten una señal motivacional uniforme a todas las 
estructuras cerebrales. Dicha diversidad, no obstante, se 
podría explicar si partiéramos de la idea de que las 
neuronas dopaminérgicas son en sí mismas diversas y 
se encuentran compuestas por poblaciones neurales 
múltiples que subyacen a diferentes aspectos del 
procesamiento de la información aversiva (Bromberg-
Martin et al. 2010b). En esta línea se ha podido 
comprobar que tanto los estímulos aversivos como las 
claves que los predicen excitan o inhiben fásicamente 
diferentes grupos de neuronas dopaminérgicas (p.e 
Brischoux, Chakraborty, Brierley, & Ungless, 2009; 
Coizet, Dommett, Redgrave, & Overton, 2006; Joshua 
et al. 2009; Matsumoto & Hikosaka, 2009). 
En definitiva, esta hipótesis sugiere por un lado que 
las neuronas dopaminérgicas también serían 
importantes para la codificación de estímulos que no 
son reforzantes en sí mismos ni tampoco predicen la 
aparición de refuerzos futuros y, por otro, que formarían 
parte de un sistema de respuesta ante situaciones 




5.6. Hipótesis atencional. 
Los estímulos inesperados, novedosos, salientes y 
potencialmente peligrosos son de alta prioridad para el 
sistema nervioso y son procesados a expensas de la 
conducta y de la actividad neural en curso (Pfaff et al. 
2002). Por lo tanto, estos estímulos tienen que ser 
capaces de evocar un aumento de la activación general 
inespecífica (arousal) y de la reorganización de los 
recursos atencionales y cognitivos del sujeto para poner 
en marcha secuencias de conducta adecuadas a las 
demandas del entorno (Pfaff et al. 2002). Existen 
diversos mecanismos cognitivos cuya funcionalidad es 
potenciar el procesamiento neural de estímulos 
sensoriales relevantes, para facilitar la discriminación 
entre señales y estímulos distractores y dirigir al sujeto 
hacia localizaciones particulares en las cuales podrían 
aparecer dichas señales (Hopfinger, Buonocore, & 
Mangun, 2000; Miller, 2000). 
Según la hipótesis atencional, la activación de las 
neuronas dopaminérgicas estaría implicada en la 
redistribución de los mecanismos atencionales y en las 
selecciones conductuales en favor de estímulos 
biológicamente importantes (salientes) e inesperados 
para el organismo (Di Chiara, 2002; Horvitz, 2000; 
Joseph et al. 2003; Lisman & Grace, 2005; Pezze & 
Feldon, 2004; Redgrave & Gurney, 2006; Redgrave et 
al. 1999). En otras palabras, esta hipótesis sugiere que 
las neuronas dopaminérgicas transmiten señales 
adicionales relacionadas con experiencias 
sorprendentes, novedosas, salientes e incluso aversivas. 
Desde este punto de vista, para que un organismo pueda 
acercarse a un refuerzo y consumirlo es necesario, 
primero, interrumpir la conducta puesta en marcha, 
cambiar el foco de atención y redistribuir los recursos 
cognitivos y conductuales por los que compiten 
múltiples subsistemas. Según estos autores el papel de 
la respuesta dopaminérgica podría ser el proporcionar 
una señal que facilitara dicha redistribución en favor de 
algún evento inesperado significativo para el sujeto, 
como por ejemplo la ocurrencia de un refuerzo 
(Redgrave & Gurney, 2006; Redgrave et al. 1999). De 
esta forma, la dopamina podría ayudar a asociar la 
representación neural de este evento con la selección de 
una acción particular, siendo esta relación la que se 
podrá ver fortalecida o debilitada a posteriori por las 
señales de refuerzo. Por tanto, el patrón de activación 
de las neuronas dopaminérgicas podría representar un 
componente esencial en los procesos atencionales y ser 
un requisito previo para el aprendizaje asociativo. De 
este modo, las neuronas dopaminérgicas podrían 
desempeñar un papel crítico en la regulación de los 
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mecanismos atencionales que posibilitan la relación del 
organismo con el medio ambiente externo, para 
preparar al sujeto a responder ante eventos inesperados, 
a través de la inducción de la alternancia de los recursos 
atencionales y conductuales hacia los estímulos que son 
biológicamente significativos
 
(Redgrave & Gurney, 
2006; Redgrave et al. 1999). 
Los estímulos sensoriales de alta intensidad, 
sorprendentes e inesperados inducen ráfagas de 
excitación en una gran proporción de neuronas 
dopaminérgicas mesencefálicas. Estas respuestas de 
alerta y atención parecen reflejar el grado en el que un 
estímulo determinado sorprende al sujeto y captura su 
atención, de forma que su actividad se ve 
marcadamente reducida si el estímulo se presenta en 
momentos predecibles, si se está prestando atención a 
otra cosa o durante el sueño (Horvitz, 2000; Schultz, 
1998; Takikawa et al. 2004). Estas ráfagas de respuesta 
dopaminérgica también son evocadas por estímulos 
sensoriales de baja intensidad pero que resultan 
importantes por su novedad, reduciéndose y 
habituándose a medida que el estimulo se vuelve 
familiar para el sujeto (Ljungberg et al. 1992; Schultz, 
1998).  
Desde un punto de vista temporal, es necesario 
tener presente que las señales atencionales 
dopaminérgicas que informan sobre la importancia 
potencial de un estimulo tienen lugar a latencias cortas 
y correlacionan con reacciones de orientación, mientras 
que las señales motivacionales dopaminérgicas que 
informan sobre el significado reforzante o aversivo de 
un estímulo suelen ocurrir a latencias más largas y 
correlacionan con conductas de aproximación o 
evitación (Fiorillo et al. 2008; Joshua et al. 2009; 
Kobayashi & Schultz, 2008; Nomoto et al. 2010; 
Schultz, 2010; Schultz & Romo, 1990; Waelti et al. 
2001). En base a esto, algunos autores sugieren que las 
respuestas de alerta y atención son simplemente señales 
de error de predicción del refuerzo que tienen lugar a 
latencias cortas para codificar el valor reforzante de un 
estímulo antes de que éste haya sido completamente 
discriminado (Kakade & Dayan, 2002). Otros autores, 
por el contrario, sugieren que las respuestas de alerta y 
atención podrían diferenciarse de las señales 
dopaminérgicas que codifican el refuerzo, en tanto que 
las primeras estarían generadas por procesos neurales 
que motivarían la aparición de reacciones rápidas ante 
estímulos potencialmente importantes para el sujeto 
(Bayer & Glimcher, 2005; Bromberg-Martin, 
Matsumoto, & Hikosaka, 2010a; Bromberg-Martin et 
al. 2010; Nomoto et al. 2010; Satoh et al. 2003).  
A pesar de esta disociación, parece ser que los 
estímulos novedosos y sorprendentes activan a 
diferentes circuitos relacionados con las neuronas 
dopaminérgicas e implicados en el procesamiento de la 
información reforzante (Duzel, Bunzeck, Guitart-
Masip, & Duzel, 2010). Además, algunos autores 
sugieren que las señales de alerta y atención se podrían 
enviar a las neuronas dopaminérgicas que codifican la 
saliencia motivacional y a las neuronas dopaminérgicas 
que codifican el valor motivacional para promover la 
orientación de los recursos atencionales, la puesta en 
marcha de determinados recursos cognitivos y el 
aumento de la motivación para llevar a cabo un plan de 
acción y para asignar un valor positivo a los entornos 
donde las claves sensoriales potencialmente importantes 
pueden ser anticipadas por adelantado (Bromberg-
Martin et al. 2010b). 
5.7. Hipótesis de los efectos de búsqueda y 
acercamiento al refuerzo. 
Diversas evidencias experimentales dan soporte a 
la idea que las neuronas dopaminérgicas del área 
tegmental ventral que inervan el estriado ventral forman 
parte de un sistema generalizado de búsqueda y 
acercamiento al refuerzo, diseñado evolutivamente para 
permitir a los organismos la génesis de respuestas 
eficientes dirigidas a la consecución de metas o fines 
determinados, en respuesta a un gran número de 
incentivos tanto positivos como negativos (Ikemoto & 
Panksepp, 1999; Ikemoto, 2010). 
Esta hipótesis se basa en que la dopamina parece 
desempeñar un papel clave en el refuerzo en tanto que 
evoca un acercamiento e induce un acercamiento 
condicionado al mismo. Es necesario tener presente que 
la función dopaminérgica depende de dónde se libera 
este neurotransmisor. La vía dopaminérgica que va del 
área tegmental ventral al estriado ventral es 
particularmente importante para el refuerzo (Pierce & 
Kumaresan, 2006). No obstante, esta proyección 
dopaminérgica no es funcionalmente homogénea. 
Concretamente, se ha sugerido que la parte medial de 
esta vía parece ser especialmente importante para el 
refuerzo y el arousal, mientras que la parte lateral 
parece estar más relacionada con las repuestas 
específicas condicionadas (Ikemoto, 2007). Según esta 
hipótesis, la capacidad de esta vía para mediar el 
refuerzo proviene de las interacciones con diversas 
estructuras cerebrales que coordinan varias funciones 
selectivas para promover, en última instancia, una 
función global de acercamiento (Ikemoto & Panksepp, 
1999; Ikemoto, 2010).  
Esta hipótesis se ajusta a la idea de que una única 
región cerebral no es suficiente para contener todos los 
mecanismos que permiten procesar la información 
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reforzante en todos sus niveles, dado que serían 
múltiples regiones ubicadas en diferentes localizaciones 
las que explicarían el refuerzo en todas sus 
dimensiones. Anatómicamente, diferentes trabajos han 
mostrado que el área tegmental ventral es 
funcionalmente heterogénea y que la región posterior 
resulta de mayor importancia para el refuerzo en 
comparación con la región anterolateral (p.e Olson & 
Nestler, 2007; Rodd et al. 2008). De forma añadida, 
esta región contiene además de las dopaminérgicas, 
neuronas gabaérgicas y glutamatérgicas (Olson & 
Nestler, 2007). Por otro lado, del estriado ventral 
también presenta elementos anatómica y 
funcionalmente heterogéneos. La región medial parece 
ser de mayor importancia para el procesamiento de la 
información reforzante (Ikemoto, 2010). Esta región 
recibe mayoritariamente las proyecciones 
dopaminérgicas de la región posterior del área 
tegmental ventral, mientras que la región lateral del 
estriado ventral las recibe en su mayor parte de la 
región anterolateral del área tegmental ventral 
(Ikemoto, 2007). Según esta hipótesis, además de la 
porción medial de la vía dopaminérgica procedente del 
área tegmental ventral con destino al estriado ventral, 
otras regiones cerebrales implicadas en el 
procesamiento de la información reforzante serían la 
corteza prefrontal medial, el núcleo supramamilar, los 
núcleos mesencefálicos del rafe, el núcleo tegmental 
rostromedial, el septum, el hipotálamo lateral y la 
sustancia gris periacueductal (p.e Ikemoto, 2010; Jhou, 
Fields, Baxter, Saper, & Holland, 2009; Shin & 
Ikemoto, 2010). 
Inicialmente se postuló la existencia de un sistema 
de búsqueda del refuerzo (Ikemoto & Panksepp, 1996; 
Panksepp, 1998) donde la dopamina del sistema 
mesolímbico dopaminérgico desempeñaría un papel 
crítico en las integraciones sensoriomotoras y 
cognitivas que facilitan las respuestas de búsqueda. De 
este modo, la dopamina sería crucial para crear un 
estado de motivación para buscar refuerzos (Berridge & 
Robinson, 1998) y para promover la aparición de 
conductas flexibles de búsqueda y de aproximación a 
estímulos novedosos o salientes, permitiendo el 
establecimiento de asociaciones entre los estímulos del 
contexto y las respuestas consumatorias realizadas, de 
manera que estos estímulos adquirirían propiedades 
incentivas y controlarían la conducta en posteriores 
ocasiones (Panksepp, 1998). Asimismo, la liberación de 
dopamina también estimularía la aparición de 
respuestas dirigidas a claves de seguridad. Esta 
formación de representaciones incentivas no incluiría ni 
la recuperación de la información relacionada con el 
estímulo incentivo, ni la expresión de conductas 
basadas en respuestas incentivas sobreaprendidas (por 
ejemplo, los hábitos) que dependerían de otros sistemas 
de aprendizaje controlados por otros circuitos 
dopaminérgicos, como el del estriado dorsal (Ikemoto 
& Panksepp, 1999).  
Posteriormente la hipótesis se fue ampliando a un 
sistema global de acercamiento al refuerzo (Ikemoto & 
Panksepp, 1999; Ikemoto, 2010). Esta hipótesis se ha 
centrado en la premisa que el refuerzo se encuentra 
íntimamente ligado con el acercamiento y con la 
retirada. De este modo, en el sistema nervioso existirían 
procesos neurales intrínsecos (módulos) que 
coordinarían varias funciones selectivas (procesos 
cognitivos, perceptivos, viscerales y de reforzamiento) 
en funciones globales de acercamiento y de retirada. El 
módulo coordinador organizaría el acercamiento 
adaptativo en respuesta a estímulos que han de ser 
percibidos y evaluados por módulos sensoriales, 
perceptivos y cognitivos (Ikemoto, 2010). La activación 
de este módulo coordinador dependerá del contexto, de 
modo que será mínima en contextos fijos donde las 
condiciones ambientales y los acontecimientos son 
predecibles y aumentará delante de refuerzos 
inesperados o estímulos asociados contingentemente a 
éstos (Schultz, 2010). Además, el módulo coordinador 
también podrá activarse en ciertos contextos aversivos 
donde es posible implementar acciones que prevengan 
que un acontecimiento aversivo tenga lugar. De manera 
que este módulo se verá activamente inhibido por 
estímulos aversivos potencialmente amenazantes para la 
vida del sujeto que aparezcan de forma impredecible 
(Ungless, Magill & Bolam, 2004), para promover la 
retirada en lugar del acercamiento (Liu et al. 2008). Por 
otro lado, el módulo coordinador interactuará con 
procesos de reforzamiento que utilicen información 
sensoriomotora, perceptual y cognitiva para la selección 
de respuestas adaptativas (Ikemoto & Panksepp, 1999). 
Asimismo, el módulo coordinador desempeñará un 
papel principal en la regulación del estado interno del 
organismo, función que dependerá de la interacción con 
los módulos que monitorizan y controlan las 
condiciones internas (Ikemoto, 2010).  
Esta hipótesis sugiere que los procesos de 
coordinación que promueven el acercamiento al 
refuerzo provienen de las interacciones entre diferentes 
estructuras cerebrales, incluyendo el sistema 
dopaminérgico medial del área tegmental ventral al 
estriado ventral, el núcleo supramamilar, los núcleos 
mesencefálicos del rafe, el núcleo tegmental 
rostromedial y otras regiones asociadas como la corteza 
prefrontal medial, el área septal, el pálido ventral, el 
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núcleo de la cama de la estría terminal, el área 
preóptica, el hipotálamo lateral, la habénula lateral, la 
sustancia gris periacueductal, el núcleo tegmental 
laterodorsal y el área parabraquial (p.e Ikemoto, 2010; 
Jhou et al. 2009; Shin & Ikemoto, 2010). 
En tanto que el módulo coordinador del 
acercamiento al refuerzo orquesta la actividad de 
diversas funciones cerebrales para promover un 
acercamiento adaptativo, según esta hipótesis una 
disfunción de este sistema podría derivar en 
alteraciones motivacionales de índole diversa (Ikemoto, 
2010).  
5.8. Hipótesis de las poblaciones celulares. 
Recientemente, Bromberg-Martin et al. (2010b) 
han sugerido una hipótesis integradora para explicar la 
disparidad en los resultados encontrados entre los 
diferentes estudios que han analizado el papel de la 
dopamina en el refuerzo. Estos autores sugieren que 
dicha disparidad podría explicarse a partir de la 
existencia de diversas poblaciones de neuronas 
dopaminérgicas que enviaran diferentes señales 
motivacionales acerca de situaciones tanto reforzantes 
como no reforzantes. Estos autores sugieren que las 
neuronas dopaminérgicas transmitirían múltiples 
señales generadas por procesos neurales diferentes, 
algunas de las cuales reflejarían predicciones detalladas 
sobre acontecimientos reforzantes y aversivos, mientras 
que otras reflejarían una respuesta rápida a situaciones 
de gran importancia potencial para el sujeto (Bromberg-
Martin et al. 2010b). 
Esta hipótesis sugiere que una población de 
neuronas dopaminérgicas formaría parte de un sistema 
neural encargado de asignar el valor motivacional, 
promover acciones de búsqueda del refuerzo, evitar 
situaciones aversivas y asegurarse de que las 
situaciones de alerta puedan ser predichas de antemano. 
Otra población de neuronas dopaminérgicas formaría 
parte de un sistema neural encargado de la orientación 
de los recursos atencionales hacia los estímulos 
potencialmente importantes, del procesamiento 
cognitivo para la elección de una respuesta y para 
recordar las consecuencias de dicha elección, y el 
aumento de la motivación para insistir en la 
consecución de unos resultados óptimos (Bromberg-
Martin et al. 2010b). 
Esta hipótesis hace hincapié en la idea de que las 
neuronas dopaminérgicas estarían implicadas en el 
procesamiento de la información sobre la búsqueda de 
estímulos de valor para el sujeto, sobre situaciones 
salientes desde un punto de vista motivacional y sobre 
cambios atencionales y señales de alerta del entorno. 
Por este motivo esta hipótesis parece ser la más rica y 
completa de todas las expuestas en este trabajo, en tanto 
que integra los supuestos de otras hipótesis, como la 
hipótesis del error de predicción del refuerzo, la 
hipótesis de los efectos de búsqueda y acercamiento al 
refuerzo, la hipótesis del valor motivacional y de la 
saliencia motivacional y la hipótesis atencional. 
6. Conclusiones  
Existen diferentes sistemas neurales y endocrinos 
que pueden facilitar la formación de las trazas de 
memoria. Parece ser que estos sistemas moduladores 
son capaces de influir sobre la formación de diferentes 
tipos de memorias, por lo que es posible sugerir que 
todos ellos pudieran actuar a través de algún mecanismo 
común críticamente implicado en el proceso de 
consolidación. Tal como hemos visto, uno de los 
sistemas neurales que se ha mostrado eficaz en la 
modulación positiva de la memoria ha sido el sustrato 
nervioso del refuerzo. Hoy en día, son múltiples las 
evidencias experimentales que han puesto de manifiesto 
el efecto facilitador que la activación de este sistema 
neural tiene sobre la consolidación de la memoria.  
Considerando los efectos de la activación del 
sustrato nervioso del refuerzo sobre los cambios 
morfológicos y funcionales a largo plazo y teniendo en 
cuenta que la activación de las neuronas mesolímbicas 
dopaminérgicas parece ser una condición íntimamente 
relacionada con su actividad, un posible mecanismo 
subyacente al efecto facilitador del sustrato nervioso del 
refuerzo sobre la formación de la memoria podría ser a 
través de la inducción de los mecanismos 
neurobiológicos compartidos por el procesamiento de la 
información reforzante y por los procesos de 
aprendizaje y memoria de diferentes sistemas 
cerebrales. Los resultados de diversos trabajos 
experimentales han mostrado que uno de estos 
mecanismos podría ser la inducción de un incremento 
de la activación general del sistema nervioso durante el 
período crítico del procesamiento de la información. 
Así, por ejemplo, se ha podido comprobar que el 
aumento de dopamina resultante de la AEIC en el haz 
prosencefálico medial no sólo se produce en las vías 
dopaminérgicas ascendentes que proyectan al núcleo 
accumbens y al córtex prefrontal, sino que también 
regula la excitabilidad de las neuronas corticopetales 
colinérgicas del prosencéfalo basal relacionadas con 
diferentes funciones de arousal (Sarter & Bruno, 2000). 
Asimismo, la AEIC induce un aumento general de la 
expresión de c-Fos y de otros genes, muchos de los 
cuales relacionados con la plasticidad neural, en 
regiones cerebrales como la amígdala, la corteza 
prefrontal, el hipocampo y el estriado dorsal (Huguet et 
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al. 2009; Kadar et al. 2011), e incrementa los niveles de 
diversos neurotransmisores excitatorios en el 
hipocampo y otras regiones corticales 
(Shankaranarayana Rao et al. 1998), sugiriendo que los 
efectos activadores de los sistemas de refuerzo cerebral 
podrían afectar a múltiples mecanismos de arousal. Los 
diferentes mecanismos de arousal central promueven la 
excitabilidad de las neuronas de la corteza y de otras 
estructuras telencefálicas, como la amígdala, el 
hipocampo o el estriado, facilitando, de esta manera, el 
procesamiento de la información. Si este efecto 
facilitativo tiene lugar durante la fase crítica de 
consolidación de la memoria, ésta se podría modular 
positivamente, de la misma forma que podemos 
modular positivamente los procesos atencionales 
cuando la activación de los sistemas de arousal coincide 
con la fase de recogida de información (Corbetta & 
Shulman, 2002). Existen numerosas evidencias 
experimentales que apoyan esta hipótesis, ya que se ha 
podido comprobar que diversos sistemas cerebrales y 
hormonales específicos activados por arousal regulan la 
formación de la memoria a largo plazo (Hyman et al. 
2006; McGaugh, 1996). Por lo tanto, teniendo en cuenta 
que el sustrato nervioso del refuerzo activa varios de los 
sistemas de arousal que favorecen el procesamiento de 
la información, es posible que facilite la consolidación 
de la memoria actuando a través de dichos sistemas.  
En definitiva, creemos que existen múltiples rasgos 
equivalente entre los mecanismos de refuerzo cerebral y 
los procesos de aprendizaje y memoria, tanto desde una 
perspectiva conductual como desde una perspectiva 
celular y molecular. Consideramos que la activación 
general inespecífica del sistema nervioso que se 
produce en momentos críticos del procesamiento de la 
información podría ser un punto de interacción 
funcional y fisiológica entre ambos. Además, pensamos 
que se avanzaría de forma rápida en el conocimiento del 
refuerzo y la adicción si muchos de los trabajos se 
complementaran con otras investigaciones centradas en 
la comprensión de los mecanismos del aprendizaje y la 
memoria. 
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