We have carried out turbulent channel flow simulations of supercritical-p R-134a (1,1,1,2-tetrafluoroethane, CH2FCF3) in transcritical-T conditions where the top and bottom walls are kept at supercritical-T (Ttop > T pb ) and subcritical-T (T bot < T pb ) conditions, respectively, where T pb is the pseudo-boiling temperature. A high-order numerical scheme for the solution of the fully compressible Navier-Stokes equations in conservative form is coupled with the Peng-Robinsion (PR) equation of state and Chung's method to model real fluid effects. The simulations are carried out at a bulk pressure of p b = 1.1pc where pc = 40.59 bar is the critical pressure for R-134a, a bulk velocity of U b = 36 m/s, and top-to-bottom temperature differences, ∆T = Ttop − T bot , of 5 K and 10 K. Viscosity has been increased by a factor of 60 to allow for adequate numerical resolution to be achieved at physically relevant channel sizes. The average location of the pseudo-phase change is y/h = -0.25 and 0.66 for ∆T = 5 K and 10 K, respectively where h is the channel half-height and y is the wall-normal distance from the centerline. The average density on the bottom wall at ∆T = 10 K equals approximately twice that on the top wall (ρtop = 314.9 kg/m 3 , ρ bot = 638.0 kg/m 3 ). The best collapse of the mean streamwise velocity profiles in the log-law region is achieved via conventional scaling based on wall units, rather than semi-local scaling strategies. The average location of pseudo-transition correlates with mixing rate enhancement and attenuation of hydrodynamic turbulent fluctuation. A grid convergence study has shown variations of at most 7.33 % in the thermodynamic RMS quantities between the coarsest and finest grid systems spanning resolutions of ∆x + = 20.94-68.44. Instantaneous visualizations reveal strong ejections of dense fluid from the pseudo-liquid viscous sublayer into the channel core creating a third RMS peak in the thermodynamic quantities near the channel centerline such events are correlated with streamwise elongated streaks in the temperature gradients at the wall.
I. Introduction
In commercial and military gas turbine engines, liquid rocket engines, and supercritical water-cooled reactors (SCWR), the operating pressure and temperature conditions often exceed the working fluid's critical point. These harsh conditions promote the emergence of fluid dynamic instabilities which may lead to largeamplitude oscillations. More specifically in gas turbine engines, the air by-passed from the compressor, used to cool turbine blades, is also used to heat up the fuel before it reaches the combustion chamber. This results in transitions from subcritical to supercritical conditions for the fuel, with severe safety issues. A fluid at a pressure and temperature above its critical point is called supercritical and it exhibits peculiar thermodynamic features. It is characterized by gas-like diffusivity and liquid-like density which means that the distinction between its gas and liquid phases is vague due to the disappearance of a sharp interface, replaced by a continuous change in the thermophysical properties. The pseudo-boiling line (PBL) is the locus of points of maximum heat capacity (see figure 1 ) hence representing conditions of pseudo-transition in phase at higher temperatures as the pressure increases. It is also important to recall that the vaporization enthalpy and the surface tension of supercritical fluids become negligible at and above critical conditions.
1
Several studies of coupled heat and mass transfer at such extreme operating conditions have been conducted. [2] [3] [4] [5] [6] Harstad and Bellan 2 studied diffusion characteristics of fluid drops clustered at supercritical pressure for the LO x -H 2 system observing that, as pressure increases, the proximity effect between the drops decreases due to the altered diffusive behavior in the supercritical regime. Pizzarelli et al. 3 have investigated that wall-bounded fluid flow with heated walls is significantly affected by wall heat transfer at supercritical pressures resulting in different stratification in the temperature field of turbulent channel flow with high wall heat flux from the case of ideal gas which underestimates the cooling efficiency. Wen and Gu 7 have found that turbulent kinetic energy (TKE) reduction might be one of the reasons causing heat transfer deterioration in the supercritical flows considering the thermodynamic characteristics of real fluid which have extremely complex nonlinearities. Nemati et al. 4 investigated reduction of TKE from turbulent flow with constant wall heat flux and small buoyancy effect. Peeters et al. 8 have investigated an annular flow setup with heated inner wall and cooled outer wall adopting a low Mach number formulation of the Navier-Stokes equations. A decrease of turbulent shear stress near the heated inner wall was found, resulting in an attenuation of the TKE production. Wang et al. 5 have investigated and found that increasing the inlet pressure condition of cryogenic propellant flow inside a tube improves heat transfer effect in the flow, especially, with high heat flux from the tube wall. Kawai 6 investigated real fluid effects on turbulent boundary layers (TBL) in flows over an unheated and heated flat with non-conservative compressible formulation with artificial viscosity and showed that the strong density fluctuations exceeds the limits of the Morkovin's hypothesis for transcritical conditions. It was, in fact, found that the effect of density fluctuations on turbulent diffusion, mass flux, and pressure dilatation cannot be neglected as commonly done in single-phase, low-pressure subsonic TBLs. Meanwhile, Trettel and Larsson 9 proposed new transformation approach to scale the mean properties in compressible wall turbulent flow with heat transfer and it has shown an excellent collapse of the mean velocity profile for fluids obeying an ideal gas law.
In this study, we focus on the canonical setup of a turbulent channel flow in order to isolate the fundamental physics of transcritical heat transfer and examine how the thermodynamic nonlinearities affect the hydrodynamic structure of turbulence. A fully-conservative formulation of the Navier-Stokes equations has been adopted with explicit filtering active at run time. We first explain the governing equations coupled with real fluid models and computational setup. Then, the statistical and grid dependence studies are presented and the instantaneous flow structures are discussed.
II. Problem Formulation

II.A. Governing Equations
The compressible Navier-Stokes equations cast in conservative form read
where x 1 , x 2 , and x 3 (equivalently, x, y, and z) are the streamwise, wall-normal, and spanwise coordinates, respectively; u i is the velocity component in those directions; ρ, p, and E are density, pressure, and total energy per unit mass, respectively. The viscous and conductive heat fluxes are:
where µ is the dynamic viscosity, S ij the strain rate tensor given by S ij = (∂u j /∂x i + ∂u i /∂x j ) /2, δ ij the Kronecker delta, λ the thermal conductivity, c p the heat capacity at constant pressure, P r the Prandtl number, and T the temperature.
II.B. Real fluid models
To guarantee high accuracy in the prediction of real fluid effects while maintaining computational efficiency and thermodynamic consistency, the 
where p c is the critical pressure, T c the critical temperature, T r the reduced temperature, v m the molar volume, R u the universal gas constant, and ω the acentric factor and a, b, and α represent respectively the intermolecular attractive and repulsive terms and nonspherical characteristic of the molecule. The Chung's model 11, 12 is used to compute transport properties such as viscosity and thermal conductivity.
II.C. Computational Setup
The computational setup of a turbulent channel flow at transcritical temperature (referred to as transcritical-T herein) is shown in figure 2 . determined from the location of the maximum heat capacity at the set bulk pressure, equals to 379.1 K. The bottom and top isothermal temperature conditions bracket the PBL conditions, that is T top/bot = T pb ±∆T /2. Due to the computational challenges associated with the acoustic timestep limitation, we run at a moderate bulk Mach number, M b = 0.26, resulting in a timestep of ∆t = 1.6×10 −8 sec. All the other parameters are summarized in table 1.
III. Results and Discussion
In the following, we discuss statistical mean and root-mean-square (RMS) quantities (Section III.A), grid sensitivity (Section III.B), and instantaneous flow visualizations (Section III.C). Figure 4 shows the mean profiles of density, temperature, and compressibility factor, Z = pv/RT . For equivalent pressure and temperature conditions, ideal gas state equation results in a significantly reduced top-to-bottom density difference (not shown): for ideal gas, ρ ∆T =5K = 143.6-145.5 kg/m 3 and ρ ∆T =10K = 142.6-146.5 kg/m 3 ; for real fluid, ρ ∆T =5K = 355.3-570.6 kg/m 3 and ρ ∆T =10K = 314.9-638.0 kg/m 3 . Departure from the ideal gas behavior is also seen in the compressibility factor which is found between 0.26-0.40 for ∆T = 5 K and 0.23-0.45 for ∆T = 10 K. The compressibility factor on the top wall is less than half of the unitary value (which corresponds to the ideal gas condition) and the liquid-like state at the bottom wall exhibits an even greater departure from the ideal gas behavior. Also, it is observed that the average location of pseudo-transition at ∆T = 10 K is located near the top wall region (at y/h = 0.66), however, at ∆T = 5 K, this point is located in the core flow (at y/h = -0.25) suggesting that thermodynamic variations will be more pronounced near the top wall, and therefore the dependence of wall-bounded turbulence effect on the thermodynamic fluctuations will grow as the temperature difference, ∆T , is increased.
III.A. Statistical Mean and RMS Quantities
Mean streamwise velocity profiles are transformed with the recently proposed method by Trettel and Larsson, 9 accounting for wall heat transfer effects, as well as the van Driest transformation using the conventional 13, 14 and semi-local 15 scaling ( figure 5 ). The details of the aforementioned transformation are reported for convenience.
The van Driest transformation 13, 14 is
where the set of relationships for conventional and semi-local scaling read
for semi-local scaling by Huang et al. 
Transformation by Trettel and Larsson
The conventional-scaled van Driest transformation can collapse the mean velocity profiles at both walls and both temperature conditions, however, they are overpredicted in the log-law region. The van Driest transformation with semi-local scaling proposed by Huang et al. 15 and the Trettel and Larsson 9 's transformation reduce the difference in log-law region at the bottom wall, whereas top wall-sided flow grows as ∆T increases. Also, the transformation by Trettel and Larsson 9 presents better collapsed velocity profiles at different ∆T on the bottom wall than the semi-local scaled transformation. Such a disparity might results from strong dilatation in thermodynamic properties and nonlinearity between density and heat transfer in real fluids, which will be the subject of the future work.
Favre-averaged hydrodynamic and thermodynamic fluctuations are shown in figures 6-8. Figure 6 shows that the RMS profiles of the velocity fluctuations have local peaks in the near-wall regions; this is expected as the near wall region is characterized by a large velocity gradient. It is observed that the peak values in the liquid-like flow are higher compared to the gas-like flow at ∆T = 5 K, quantitatively, u RM S,bot ≈ 5. turbulence channel flow, however, it is noticeable that the average location of pseudo-phase change is shifted towards the top wall causing attenuation of wall-normal and spanwise velocity fluctuations, v 2 and w 2 , by increasing ∆T .
On the other hand, the profiles of thermodynamic fluctuations presented in figure 7 show the different aspects from the hydrodynamic RMS quantities. The RMS profiles of density and temperature have peaks in the near-wall region, similar to those observed in the hydrodynamic quantities, however, a marked difference is that the fluctuation intensity becomes stronger in the top near-wall region compared to the bottom near-wall region with increasing ∆T . This concomitantly contributes to the unusual characteristics in the structures and dynamics of wall-bounded turbulence flow under transcritical conditions. Also, this phenomenon means that the increased temperature difference between both walls makes the wall-bounded turbulence flow more biased. The RMS of pressure, p 2 , shows a similar tendency to the hydrodynamic fluctuations in terms of asymmetries. However, a significant difference is observed in the bottom near-wall region. Another noteworthy characteristic is that a third peak is observed in the density fluctuations. This center peak, which appears to be unique to transcritical flows, can cause intense nonlinearities in the turbulence dynamics as well. flux between the different ∆T conditions in the gas-like region is significant (about 1.8 times where 410 J·m/kg·s at ∆T = 5 K and 740 J·m/kg·s at ∆T = 10 K) which means that asymmetry of mixing intensity and thermophysical fluctuation increases as the pseudo-transition location is moved upwards. The sensitivity of the grid for the resolution of fluctuating quantities is presented in figures 9-11. Figure 9 shows that u RM S is less dependent on the grid resolution than the RMS quantities of v and w and the core flow is shifted to the gas-like region so that the minimum RMS is located at y/h = +0.12, approximately. The peak values of v RM S and w RM S obtained on the coarsest grid are underestimated by maximum 3.60 % with respect to the finest grid available in the present paper. Also, a consistent tendency, regardless of the grid resolution, is observed in the asymmetry of the profiles. The liquid-like region has a higher hydrodynamic RMS peak value than in the gas-like region and the minimum RMS is located in the off-centered core region. This means that the transcritical-T channel flow is influenced sensitively by the position of pseudo-phase change. In other words, the transcritical-T condition dampens the hydrodynamic turbulence as a result of the enhanced thermodynamic fluctuating quantities such as ρ , T , and h in figures 7 and 8. Figure 10 shows that the fluctuating enthalpy RMS is insensitive to the grid resolution except in the core region, whereas the vertical turbulent enthalpy flux profile shows a significant difference among the grid resolutions, more specifically a variation of 7.33 % of the peak value. This implies the low-order statistics are more robust to the resolution. However, the profiles show non-monotonic variations with the grid so that higher resolutions are needed.
III.B. Grid Convergence Study
The one-dimensional energy spectra of fluctuating density and temperature in the streamwise and spanwise directions are presented in figure 11 . The profiles are extracted at y/h = -0.96, 0.30, and 0.96 which correspond to the location of the thermodynamic RMS peaks. As the grid resolution becomes finer, the spectra with high wavenumber are built up which is a typical characteristic of the conservative numerical formulation, as energy contained in the point-to-point oscillations piles-up. This pile-up means that a slight over-resolution compared to the classical Kolmogorov-based resolution is needed to avoid the contamination of the resolved scales. Also, the spectra of density follow that of temperature in both directions and they decrease rapidly in the off-centered core region in the spanwise direction which means that the near-wall resolution is less than the core region which poses additional grid resolution requirements.
III.C. Instantaneous Visualizations
Instantaneous visualizations are shown in figures 12 and 13 to investigate how the heat and mass transfer affects the turbulence dynamics. Figure 12 shows isosurfaces of density (at ρ = 465 kg/m 3 which is near y/h = −0.9 from figure 4) colored by the distance from the bottom wall and the Q-criterion (at Q = 8 × 10 8
1/s
2 ) colored by the wall-normal velocity for ∆T = 5 K. The pseudo-liquid flow confined in the region below y/h = −0.9 is ejected from the near-wall turbulent structures; this ejected flow exhibits a higher local density and strong inertia. Such characteristics inherent in the flow can have significant effects on the core region which is characterized by the pseudo-boiling condition as well as the wall-bounded turbulent flow near the bottom wall. The vortex intensity, as shown by the Q-criterion isosurface in wall-bounded turbulence, aligns exactly with the ejected dense flow (see the black solid circles) and this phenomenon has a strong influences on the channel core flow. Consequently, the penetration of the liquid-like fluid into the channel core is the reason of the peculiar third peak observed from the thermodynamic RMS quantities in figures 7 and 8. Figure 13 presents isosurfaces of density (at ρ = 472 kg/m 3 ) and temperature gradient from the bottom wall. The structural mechanism in the liquid-like flow leaves its mark as streaks matching the enhanced inertia flow (see the white dashed circles).
IV. Conclusions
We have investigated heat and mass transfer dynamics in a statistically steady transcritical-T turbulent channel flow by solving the conservative Navier-Stokes equations without additional artificial dissipation or limiters. The mean and RMS statistics show that the real fluid effects cause a significant variation in the hydrodynamic and thermodynamic properties of the flow even by having a small temperature difference between the walls as compared to the predicted values using an ideal gas aproximation (ρ real = 314.9-638.0 kg/m 3 , ρ ideal = 142.6-146.5 kg/m 3 at p b = 1.1p c and ∆T = 10 K). The liquid-like and gas-like regions are formed near the bottom and top walls, respectively, and rapid changes in the mean density and compressibility factor are observed near the walls which are enhanced with increasing ∆T . The conventional van Driest transformation can collapse the mean velocity profiles on the both walls, however, over predicts the values in the log-law region. The semi-local scaling by Huang et al. 15 and the transformation by Trettel and Larsson 9 show better results on the bottom wall, whereas the difference increases as ∆T increases due to the strong dilatation in thermodynamic properties and nonlinearity between density and heat transfer. The average location of pseudo-transition point moves upwards with increasing ∆T (y/h = -0.25 and 0.66 at ∆T = 5 K and 10 K, respectively) and this phenomenon results in an enhancement of mixing rates and fluctuation intensities of thermodynamic quantities near the top wall which causes the attenuation of the hydrodynamic turbulent fluctuations. This also strengthens the asymmetry of the thermodynamic properties and the mixing intensity in that region. From the grid convergence study, it is concluded that the asymmetry showing the off-centered core region in the low-order statistics does not depend on the grid resolution significantly, however, higher resolution is needed due to the non-monotonic variations observed in the turbulent enthalpy flux which is a high-order statistic. The instantaneous isosurfaces of density, Qcriterion, and wall temperature gradient reveal that the dense liquid-like flow ejected from the bottom wall penetrates into the core stream and is correlated with the streak marks on the bottom wall. 
