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Abstract. The main goal of this article is to understand the trace properties of
nonlocal minimal graphs in R3, i.e. nonlocal minimal surfaces with a graphical struc-
ture.
We establish that at any boundary points at which the trace from inside happens
to coincide with the exterior datum, also the tangent planes of the traces necessarily
coincide with those of the exterior datum.
This very rigid geometric constraint is in sharp contrast with the case of the so-
lutions of the linear equations driven by the fractional Laplacian, since we also show
that, in this case, the fractional normal derivative can be prescribed arbitrarily, up
to a small error.
We remark that, at a formal level, the linearization of the trace of a nonlocal mini-
mal graph is given by the fractional normal derivative of a fractional Laplace problem,
therefore the two problems are formally related. Nevertheless, the nonlinear equations
of fractional mean curvature type present very specific properties which are strikingly
different from those of other problems of fractional type which are apparently similar,
but diverse in structure, and the nonlinear case given by the nonlocal minimal graphs
turns out to be significantly more rigid than its linear counterpart.
1. Introduction
1.1. Boundary behavior of fractional objects. This article investigates the geo-
metric properties at the boundary of solutions of fractional problems. Two similar,
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but structurally significantly different, situations are taken into account. On the one
hand, we will consider the solution of the linear fractional equation{
(−∆)σu = 0 in B1 ∩ {xn > 0},
u = 0 in {xn < 0},
where σ ∈ (0, 1), and, for x′ = (x1, . . . , xn−1) with |x′| < 1, we consider the “fractional
boundary derivative”
lim
xn↘0
u(x′, xn)
xσn
. (1.1)
Interestingly, the function in (1.1) plays an important role in understanding fractional
equations, see [ROS14]. In particular, while classical elliptic equations are smooth up
to the boundary, the solutions of fractional equations with prescribed exterior datum
are in general not better than Ho¨lder continuous with exponent σ, and therefore the
function in (1.1) is the crucial ingredient to detect the growth of the solution in the
vicinity of the boundary.
As a first result, we will show here that, roughly speaking, the function in (1.1) can
be arbitrarily prescribed, up to an arbitrarily small error. That is, one can construct
solutions of linear fractional equations whose fractional boundary derivative behaves
in an essentially arbitrary way.
Then, we turn our attention to the boundary property of nonlocal minimal graphs, i.e.
minimizers of the fractional perimeter functional which possess a graphical structure.
In this case, we show that the boundary properties are subject to severe geometric
constraints, in sharp contrast with the case of fractional equations.
First of all, the continuity properties of nonlocal minimal graphs are very differ-
ent from those of the solutions of fractional equations, since we have established
in [DSV16, DSV17a] that nonlocal minimal graphs are not necessarily continuous at
the boundary. In addition, the boundary discontinuity of nonlocal minimal graphs in
the plane happens to be a “generic” situation, as we have recently proved in [DSV19b].
The focus of this article is on the three-dimensional setting, i.e. the case in which
the graph is embedded in R3. In this situation, the graph can be continuous at
a given point, but the discontinuity may occur along the trace, at nearby points.
More precisely, we will look at a function u : R2 → R, which is an s-minimal graph
in (−2, 2)× (0, 4) and is such that u = 0 in (−2, 2)× (−h, 0), for some h > 0. In this
setting, we will consider its trace along {x2 = 0}, namely we consider the function
lim
x2↘0
u(x1, x2).
The main question that we address in this article is precisely whether or not the trace
of a nonlocal minimal graph possesses any distinctive feature or satisfies any particular
geometric constraint.
We will prove that, differently from the case of the linear equations (and also in sharp
contrast to the case of classical minimal surfaces), the traces of nonlocal minimal graphs
cannot have an arbitrary shape, and, in fact, matching points from the two sides must
necessarily occur with horizontal tangencies.
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This result relies on a classification theory for homogeneous graphs, since we will
show that, in this case, the matching at the origin is sufficient to make a nonlocal
minimal graph trivial.
In the rest of this introduction, we will present the precise mathematical framework
in which we work and provide the formal statements of our main results.
1.2. Boundary flexibility of linear fractional equations. We discuss now the case
of fractional linear equations, showing that the fractional boundary derivative of the
solutions can be essentially arbitrarily prescribed, up to a small error. For this, we
denote by B′r the (n− 1)-dimensional ball of radius r centered at the origin, namely
B′r := {x′ ∈ Rn−1 s.t. |x′| < r}.
As customary, given σ ∈ (0, 1), we define the fractional Laplacian as
(−∆)σu(x) :=
∫
Rn
2u(x)− u(x+ y)− u(x− y)
|y|n+σ dy.
Then, we have:
Theorem 1.1. Let n > 2, σ ∈ (0, 1), k ∈ N and f ∈ Ck(B′1). Then, for every ε > 0
there exist fε ∈ Ck(Rn−1) and uε ∈ C(Rn) such that{
(−∆)σuε = 0 in B1 ∩ {xn > 0},
uε = 0 in {xn < 0},
(1.2)
lim
xn↘0
uε(x
′, xn)
xσn
= fε(x
′) for all x′ ∈ B′1, (1.3)
and
‖fε − f‖Ck(B′1) 6 ε. (1.4)
On the one hand, Theorem 1.1 falls in the research line opened in [DSV17b] ac-
cording to which “all functions are σ-harmonic up to a small error”, namely it states
an interesting flexibility offered by solutions of fractional equations which can adapt
themselves in order to capture essentially any prescribed behavior. This flexible fea-
ture has been recently studied in several fractional contexts, including time-fractional
derivatives, non-elliptic operators, and higher order operators, see [Buc17, DSV19a,
Kry18, CDV, CDV19]. In addition, the flexible properties of fractional equations can
be effectively exploited to construct interesting counterexamples, see [BFRO18], and
they have consequences in concrete scenarios involving also mathematical biology and
inverse problems, see [CDV17, RS18]. Differently from the previous literature, Theo-
rem 1.1 aims at detecting a “boundary” flexibility of fractional equations, rather than
an “interior” one.
On the other hand, differently from all the other fractional flexibility results in the
literature, which have no counterpart for the case of the classical Laplacian, Theo-
rem 1.1 shares a common treat with the Laplace equation and possesses a full classical
analogue (we present its classical counterpart in Appendix A).
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1.3. Boundary rigidity of fractional minimal surfaces. We now discuss the bound-
ary behavior of s-minimal surfaces and we will show its striking differences with re-
spect to the linear fractional equations. To this end, we recall the setting introduced
in [CRS10]. Given s ∈ (0, 1), we consider the interaction of two disjoint (measurable)
sets F , G ⊆ RN defined by
Is(F,G) :=
∫∫
F×G
dx dy
|x− y|N+s . (1.5)
Given a bounded reference domain Ω with Lipschitz boundary, we define the s-perimeter
of a set E ⊆ RN in Ω by
Pers(E; Ω) := Is(E ∩ Ω, Ec ∩ Ω) + Is(E ∩ Ω, Ec ∩ Ωc) + Is(E ∩ Ωc, Ec ∩ Ω).
As customary, we have used here the complementary set notation Ec := RN \ E.
Definition 1.2. Let Ω ⊂ RN be bounded and with Lipschitz boundary. Let E ⊆ RN .
We say that E is s-minimal in Ω if Pers(E; Ω) < +∞ and
Pers(E; Ω) 6 Pers(E ′; Ω) (1.6)
for every E ′ ⊆ RN such that E ′ ∩ Ωc = E ∩ Ωc.
Moreover, given U ⊂ RN , we say that E is locally s-minimal in U if it s-minimal
in Ω, for every Ω which is bounded, with Lipschitz boundary and strictly contained
in U .
We remark that one can make sense of the minimization procedure also in unbounded
domains by saying that E is locally s-minimal in a (possibly unbounded) domain Ω
if E is s-minimal in every bounded and Lipschitz domain Ω′ b Ω (see Section 1.3
in [Lom18] for additional details on these minimality notions).
The regularity theory of nonlocal minimal surfaces is a fascinating topic of investi-
gation, still possessing a number of fundamental open problems. We refer to [SV13,
CV13, BFV14, CSV] for interior regularity results, [DdPW18, CCS] for a precise dis-
cussion on stable nonlocal cones, and [CF17, DV18] for recent surveys containing the
state of the art of this problem.
A particularly important case of locally s-minimal sets is given by the ones which
have a graph structure. Namely, given Ω0 ⊆ Rn and u : Ω0 → R, we let
Eu := {X = (x, xn+1) s.t. x ∈ Ω0 and xn+1 < u(x)}. (1.7)
With respect to the notation in (1.5), we are taking here N = n+ 1.
Definition 1.3. We say that u is an s-minimal graph in Ω0 if Eu is a locally s-minimal
set in Ω0 × R.
Interestingly, s-minimal graphs enjoy suitable Bernstein-type properties, see [FV17,
FV19,CFL], and they have a smooth interior regularity theory, as proved in [CC19].
See also [BLN19] for several very precise simulations on nonlocal minimal graphs
and a sharp numerical analysis of their properties.
With this, we are ready to state the main result of this article, which gives some
precise geometric conditions on the trace of nonlocal minimal graphs. We establish
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Figure 1. A nonlocal minimal graph, in the light of Theorem 1.4. The
red curve represents the graph of the function f defined in (1.8).
that the trace graph has necessarily zero derivatives when the trace crosses zero. The
precise result that we have is the following one:
Theorem 1.4. Let u be an s-minimal graph in (−2, 2) × (0, 4). Assume that there
exists h > 0 such that u = 0 in (−2, 2)× (−h, 0), and let
f(x1) := lim
x2↘0
u(x1, x2). (1.8)
Then, there exist δ0 ∈
(
0, 1
100
)
and C > 0 such that if ζ0 ∈
(−3
2
, 3
2
)
is such that f(ζ0) =
0, then
|u(x)| 6 C |x− (ζ0, 0)| 3+s2 (1.9)
for every x ∈ Bδ0(ζ0, 0), and, in particular,
f ′(ζ0) = 0. (1.10)
We remark that the existence of the limit in (1.8) is warranted by Theorem 1.1
in [DSV16].
The statement of Theorem 1.4 is described1 in Figures 1 and 2. With respect to this,
we stress the remarkable geometric property given by the vanishing of the gradient of
the trace at the zero crossing points. We observe that this situation is completely
different with respect to the one arising for solutions of linear equations, and one can
compare the structurally “rigid” geometry imposed by Theorem 1.4 with the almost
completely arbitrariness arising in Theorem 1.1.
We remark that, at a formal level, the settings in Theorems 1.1 and 1.4 are strictly
related, since the linearization of the trace of a nonlocal minimal graph is given by the
fractional normal derivative of a fractional Laplace problem. More specifically, when
1 We observe that drawing the trace along {x2 = 0} in Figure 1 in a communicative way is not
completely easy, since the vertical tangencies make the nonlocal minimal surface in {x2 > 0} hide its
own trace.
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Figure 2. How we expect the graph of the function f defined in (1.8)
when n = 2 and the exterior datum is
u(x) := χ(−2,0)×(−1,−3)(x)− χ(0,2)×(−1,−3)
for all x ∈ R2 \ ((−2, 2)× (0, 4)). Notice the horizontal tangency at the
origin.
one takes into account the improvement of flatness argument for an ε-flat nonlocal
minimal graph u (see the forthcoming Lemma 5.1), one sees that u/ε shadows a func-
tion u¯, which is a solution of (−∆)σu¯ = 0 in {x2 > 0}, with σ := 1+s2 : in this context
the first order of u¯ near the origin takes the form a¯ xσ2 , for some a ∈ R. Comparing
with (1.3), one has that a¯ is exactly the fractional normal derivative of the solution of
a linear equation, which, in view of Theorem 1.1, can be prescribed in an essentially
arbitrary way.
In this spirit, if the linearization procedure produced a “good approximation” of
the nonlinear geometric problem, one would expect that the original nonlocal minimal
graph u is well approximated near the origin by a term of the form ε a¯ xσ2 , with no
prescription whatsoever on a¯. Quite surprisingly, formula (1.9) (applied here with ζ0 :=
0) tells us that this is not the case, and the correct behavior of a nonlocal minimal
graph at the boundary cannot be simply understood “by linearization”.
Theorem 1.4 also reveals a structural difference of the boundary regularity theory of
fractional minimal surfaces embedded in Rn+1 when n = 2 with respect to the case in
which n = 1. Indeed, when n = 1, an s-minimal graph in which the exterior datum
is attained continuously at a boundary point is necessarily C1,
1+s
2 in a neighborhood
of such a point (see Theorem 1.2 in [DSV19b]). Instead, when n = 2, a similar result
does not hold: as a matter of fact, when n = 2,
• Theorem 1.4 guarantees that boundary points which attain the flat exterior
datum in a continuous way have necessarily horizontal tangency,
• conversely, boundary points in which the s-minimal graph experience a jump
have necessarily a vertical tangency (see [CDSS16]).
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Figure 3. Open problem 1.6: is it possible to construct nonlocal mini-
mal graphs traces with vertical tangencies?
Consequently, points with vertical tangency accumulate to zero crossing points possess-
ing horizontal tangency, preventing a differentiable boundary regularity of the surface
in a neighborhood of the latter type of points.
The proof of Theorem 1.4 will require a fine understanding of fractional minimal
homogeneous graphs. Indeed, as a pivotal step towards the proof of Theorem 1.4, we
establish the surprising feature that if a homogeneous fractional locally minimal graph
vanishes in {xn < 0} and it is continuous at the origin, then it necessarily vanishes at
all points of {xn = 0}. The precise result that we obtain is the following:
Theorem 1.5. Let u be an s-minimal graph in R× (0,+∞). Assume that
u(x1, x2) = 0 if x2 < 0. (1.11)
Assume also that u is positively homogeneous of degree 1, i.e.
u(tx) = tu(x) for all x ∈ R2 and t > 0. (1.12)
Suppose that
u(0) := lim
x→0
u(x) = 0. (1.13)
Then u(x) = 0 for all x ∈ R2.
We take this opportunity to state and discuss some new interesting research lines
opened by the results obtained in the present paper.
Open Problem 1.6 (Vertical tangencies). In the setting of Theorem 1.4, can one
construct examples in which f ′(ζ) = ±∞ for some ζ ∈ (−3
2
, 3
2
)
?
Namely, is it possible to construct examples of nonlocal minimal graphs embedded
in R3 which are flat from outside and whose trace develops vertical tangencies?
The trace of such possible pathological examples is depicted in Figure 3.
Open Problem 1.7 (The higher dimensional case). It would be interesting to deter-
mine whether or not a result similar to Theorem 1.4 holds true in higher dimension.
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Similarly, it would be interesting to determine the possible validity of Theorem 1.5 in
higher dimensions.
From the technical point of view, we observe that some of the auxiliary results
exploited towards the proof of Theorem 1.5 (such as Lemma 3.5 and Corollary 3.7) are
expected to carry over in higher dimension, therefore one can in principle try to argue
by induction, supposing that a statement such as the one of Theorem 1.5 holds true in
dimension n with the aim of proving it in dimension n+ 1. The catch in this argument
is that one is led to study the points at which the gradient of the trace attains its
maximal, and this makes an important connection between this line of research and
that of Open Problem 1.6.
Open Problem 1.8 (Behavior at a corner of the domain). It would be interesting to
detect the behavior of a nonlocal minimal graph and of its trace at the corners of the
domain and in their vicinity, in particular understanding (dis)continuity and tangency
properties, possibly also in relation with the convexity or concavity of the corner. This
is related to the analysis of nonlocal minimal cones in either convex or concave sectors
with zero exterior datum.
As a first step towards it, one can try to understand how to complete Figure 2
near x1 = ±2.
1.4. Organization of the paper. The rest of this manuscript is organized as follows.
Theorem 1.1 is proved in Section 2. The arguments used will exploit a method that
we have recently introduced in [DSV17b] to show that “all functions are locally frac-
tional harmonic”, and a careful discussion of the homogeneous solutions of fractional
equations on cones, see [BB04,TTV18].
Then, in Section 3 we present the proof of Theorem 1.5. The arguments used here
exploit and develop a series of fine methods from the theory of nonlocal equations,
comprising boundary Lipschitz bounds, blow-up classification results, continuity im-
plies differentiability results, nonlocal geometric equations and nonlocal obstacle-type
problems.
In Section 4 we construct a useful barrier, that we exploit to rule out the case of
boundary Lipschitz singularities for nonlocal minimal graphs.
The proof of Theorem 1.4 is contained in Section 5. Finally, in Appendix A, we
point out the classical analogue of Theorem 1.1.
2. Proof of Theorem 1.1
One important ingredient towards the proof of Theorem 1.1 consists in the construc-
tion of a homogeneous solution of a linear fractional equation with a suitable growth
from the vertex of a cone. This is indeed a classical topic of research, which also
bridges mathematical analysis and probability, see [MH02, BB04, TTV18] for specific
results on fractional harmonic functions on cones. In our setting, we can reduce to the
two-dimensional case (though the higher dimensional case can be treated in a similar
way), and, for any α > 0, we let
Cα :=
{
x = (x1, x2) ∈ R2 s.t. x2 > 0 and x1 + x2
α
> 0
}
, (2.1)
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and the result that we need is the following one:
Lemma 2.1. For every σ ∈ (0, 1) and every ϑ ∈ R there exist α > 0, β ∈ (0, 2σ) \ {ϑ}
and v¯ : S1 → [0,+∞) with ‖v¯‖L∞(S1) = 1 such that the function
R2 3 x 7→ v(x) := |x|β v¯
(
x
|x|
)
(2.2)
satisfies {
(−∆)σv = 0 in Cα,
v = 0 in R2 \ Cα.
(2.3)
Proof. Let ϑ ∈ R. By Theorem 3.2 in [BB04], for every α > 0 there exist β(α) ∈ (0, 2σ)
and v¯α : S
1 → [0,+∞) with ‖v¯α‖L∞(S1) = 1 such that the function
Rn 3 x 7→ vα(x) := |x|β v¯α
(
x
|x|
)
satisfies {
(−∆)σvα = 0 in Cα,
vα = 0 in R2 \ Cα.
Let us focus on the case α = 1. If β(1) 6= ϑ, then the claims of Lemma 2.1 are satisfied
by choosing α := 1, β := β(1) and v¯ := v¯1.
If instead β(1) = ϑ, we exploit Lemma 3.3 in [BB04]. Namely, since C1/2 ⊃ C1,
we deduce from Lemma 3.3 in [BB04] that β(1/2) < β(1) = ϑ, and thus the claims
of Lemma 2.1 are satisfied in this case by choosing α := 1/2, β := β(1/2) and v¯ :=
v¯1/2. 
Exploiting Lemma 2.1, we will obtain that the boundary derivatives of σ-harmonic
functions have maximal span. For this, given k ∈ N, we define by Hk the set of all
functions u ∈ C(Rn) for which there exists r > 0 such that{
(−∆)σu = 0 in Br ∩ {xn > 0},
u = 0 in {xn < 0},
(2.4)
and for which there exists φ ∈ Ck(B′r) such that
Tu(x′) := lim
xn↘0
u(x′, xn)
xσn
= φ(x′) for all x′ ∈ B′r.
Also, given r > 0 and φ ∈ Ck(B′r), we consider the array
Dkφ(0) :=
(
Dγφ(0)
)
γ∈Nn−1
|γ|6k
. (2.5)
Namely, the array Dkφ(0) contains all the derivatives of φ at the origin, up to order k.
Fixing some order in the components of the multiindex, we can consider Dkφ(0) as a
vector in RNk , with
Nk :=
k∑
j=0
(n− 1)j. (2.6)
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The following result states that the linear space produced in this way is “as large as
possible”:
Lemma 2.2. We have that{
Dkφ(0), with φ = Tu and u ∈ Hk
}
= RNk . (2.7)
Proof. Suppose, by contradiction, that the linear space in the left hand side of (2.7)
does not exhaust the whole of RNk . Then, there would exist
ω ∈ RNk \ {0} (2.8)
such that the linear space in the left hand side of (2.7) lies in the orthogonal space
of ω. Namely, for every u ∈ Hk with φ = Tu,
Dkφ(0) · ω = 0. (2.9)
Recalling the notation in (2.5), we can write ω = (ωγ) γ∈Nn−1
|γ|6k
, and then (2.9) takes the
form ∑
γ∈Nn−1
|γ|6k
ωγ D
γφ(0) = 0, for all u ∈ Hk with φ = Tu. (2.10)
Now, we exploit Lemma 2.1 with ϑ := σ. In the notation of Lemma 2.1, we take P =
(P1, P2) ∈ Cα ⊂ R2 such that v(P ) > 0 and define
v˜(x1, x2) :=
v(P ) xσ2
P σ2
.
We observe that v˜(P ) = v(P ). Accordingly, by the Boundary Harnack Inequality (see
Theorem 1 on page 44 of [Bog97]), we have that, for all ε > 0,[
1
C
,C
]
3 Λ := lim
xn↘0
v(ε, xn)
v˜(ε, xn)
= lim
τ↘0
P σ2 v(ε, τ)
v(P ) τσ
, (2.11)
for some C > 1.
Now, for all ε > 0 and ζ ∈ Sn−2 we define
w(x) := v(x′ · ζ + ε, xn). (2.12)
Also, if r := ε
2
and x ∈ Br ∩ {xn > 0}, it follows that x′ · ζ + ε+ xnα > −r+ ε > 0, and
thus (x′ · ζ + ε, xn) ∈ Cα. Consequently, by (2.3), we have that
(−∆)σw = 0 in Br ∩ {xn > 0}. (2.13)
Moreover, using (2.3) and (2.12), we see that
if xn < 0 then w(x) = 0. (2.14)
From (2.13) and (2.14) (see e.g. Section 1.1 in [ROS17], or [Gru14, Gru15]), it also
follows that the function dist−σ{xn<0}w belongs to C
∞(Br ∩ {xn > 0}), hence we can
define
ψ(x′) := lim
xn↘0
w(x′, xn)
distσ{xn<0}(x
′, xn)
= lim
xn↘0
w(x′, xn)
xσn
= Tw(x′). (2.15)
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This, (2.13) and (2.14) give that w ∈ Hk. As a consequence, recalling (2.10), we have
that ∑
γ∈Nn−1
|γ|6k
ωγ D
γψ(0) = 0. (2.16)
In view of (2.12) and (2.15), we also observe that
ψ(x′) = lim
xn↘0
v(x′ · ζ + ε, xn)
xσn
. (2.17)
Accordingly, recalling (2.11),
ψ(0) = lim
xn↘0
v(ε, xn)
xσn
=
Λ v(P )
P σ2
=: Λ˜ 6= 0. (2.18)
Also, by (2.17), we can write that
ψ(x′) = ψ0(x′ · ζ), (2.19)
for some ψ0 : R→ [0,+∞). Hence, recalling the homogeneity in (2.2), for all t > 0,
ψ0
(
t(x′ · ζ + ε)− ε) = ψ(t(x′ + εζ)− εζ) = lim
xn↘0
v
(
(t(x′ + εζ)− εζ) · ζ + ε, xn
)
xσn
= lim
xn↘0
v(tx′ · ζ + tε, xn)
xσn
= lim
yn↘0
v
(
t(x′ · ζ + ε), tyn
)
tσyσn
= lim
yn↘0
tβv(x′ · ζ + ε, yn)
tσyσn
= tβ−σψ(x′) = tβ−σψ0(x′ · ζ)
Taking m derivatives in t of this identity, we conclude that
ψ
(m)
0
(
t(x′ · ζ + ε)− ε) (x′ · ζ + ε)m = m−1∏
i=0
(β − σ − i) tβ−σ−m ψ0(x′ · ζ). (2.20)
In addition, by (2.19), we have that Dγψ(x′) = ζγψ(|γ|)0 (x
′ ·ζ). Hence, evaluating (2.20)
at t := 1 and x′ := 0, if m = |γ| we have that
εmDγψ(0) = ζγψ
(m)
0 (0) ε
m = ζγκm ψ0(0) = ζ
γκm ψ(0),
where κm :=
m−1∏
i=0
(β − σ − i).
(2.21)
Plugging this information into (2.16), and recalling (2.18), we find that
0 =
1
Λ˜
k∑
m=1
∑
γ∈Nn−1
|γ|=m
ωγ D
γψ(0) =
1
Λ˜
k∑
m=1
∑
γ∈Nn−1
|γ|=m
κm ε
−mωγζγψ(0)
=
1
Λ˜
∑
γ∈Nn−1
|γ|6k
κ|γ| ωγ
(
ζ
ε
)γ
ψ(0) =
∑
γ∈Nn−1
|γ|6k
κ|γ| ωγ
(
ζ
ε
)γ
.
(2.22)
Since ζ
ε
ranges in an open set of Rn−1, we deduce from (2.22) and the Identity Principle
for polynomials that κ|γ| ωγ = 0 for all γ ∈ Nn−1 with |γ| 6 k. As a consequence,
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by (2.21), we find that ωγ = 0 for all γ ∈ Nn−1 with |γ| 6 k, hence ω = 0. This is in
contradiction with (2.8) and thus we have proved the desired result. 
With this, we are in the position of completing the proof of Theorem 1.1 by arguing
as follows:
Proof of Theorem 1.1. Since the claims in Theorem 1.1 have a linear structure in f , fε
and uε, by the Stone-Weierstraß Theorem, it is enough to prove Theorem 1.1 if f is a
monomial. Hence, we fix ε ∈ (0, 1), possibly to be taken conveniently small, and we
suppose that
f(x′) =
(x′)µ
µ!
for some µ ∈ Nn−1. (2.23)
Then, we apply Lemma 2.2, finding a suitable function u? ∈ Hk with φ? := Tu? that
satisfies
Dγφ?(0) =
{
1 if γ = µ,
0 if |γ| 6 |µ|+ k and γ 6= µ. (2.24)
We define
uε(x) := ε
−σ−|µ| u?(εx)
and fε(x
′) := ε−|µ| φ?(εx′).
Then, if x ∈ B1 ∩ {xn > 0}, we have that (−∆)σuε(x) = εσ−|µ| (−∆)σu?(εx) = 0 as
long as ε is sufficiently small. In addition, we see that uε < 0 in {xn < 0}, and that
lim
xn↘0
uε(x
′, xn)
xσn
= lim
xn↘0
ε−σ−|µ| u?(εx′, εxn)
xσn
= lim
τ↘0
ε−|µ| u?(εx′, τ)
τσ
= ε−|µ| φ?(εx′) = fε(x′).
These observations prove (1.2) and (1.3).
Furthermore,
Dγfε(x
′) = ε|γ|−|µ|Dγφ?(εx′).
Consequently, if we set gε(x
′) := fε(x′)− f(x′), we deduce from (2.23) and (2.24) that
Dγgε(0) = 0,
for all γ ∈ Nn−1 such that |γ| 6 |µ|+ k.
This observation and a Taylor expansion give that, for all x′ ∈ B′1 and all ζ ∈ Nn−1
such that |ζ| 6 k,
|Dζfε(x′)−Dζf(x′)| = |Dζgε(x′)| 6 Ck sup
y′∈B′1
∑
α∈Nn
|α|=|µ|+k+1
|Dαgε(y′)|
= Ck sup
y′∈B′1
∑
α∈Nn
|α|=|µ|+k+1
|Dαfε(y′)| = Ck sup
y′∈B′1
∑
α∈Nn
|α|=|µ|+k+1
ε|α|−|µ| |Dαφ?(εx′)|
= Ck ε
k+1 sup
y′∈B′1
∑
α∈Nn
|α|=|µ|+k+1
|Dαφ?(εx′)| 6 C ′k ε,
for some Ck, C
′
k > 0. This establishes (1.4), up to renaming ε. 
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3. Proof of Theorem 1.5
In this section, for the sake of generality, some results are proved in arbitrary dimen-
sion n > 2, whenever the proof would not experience significant simplifications in the
case n = 2 (then, for the proof of Theorem 1.5, we restrict ourselves to the case n = 2,
see also Open Problem 1.7). As customary, given E ⊂ Rn+1, it is convenient to consider
the nonlocal mean curvature at a point x ∈ ∂E, defined by
HsE(x) :=
∫
Rn+1
χRn+1\E(y)− χE(y)
|x− y|n+1+s dy. (3.1)
The first step to prove Theorem 1.5 is to establish the existence of a small vertical
cone not intersecting the boundary of a homogeneous nonlocal minimal surface on a
hyperplane with null exterior datum. Letting en+1 := (0, . . . , 0, 1) ∈ Rn+1, the precise
result that we have is the following one:
Lemma 3.1. Let E ⊂ Rn+1 be a locally s-minimal set in Rn × (0,+∞). Assume that
E ∩ {xn < 0} = {xn+1 < 0} ∩ {xn < 0} (3.2)
and that
tE = E for every t > 0. (3.3)
Then,
min
{
dist
(
en+1, (∂E) ∩ {xn > 0}
)
, dist
(− en+1, (∂E) ∩ {xn > 0})} > 0. (3.4)
Proof. We claim that
en+1 6∈ (∂E) ∩ {xn > 0}. (3.5)
Indeed, suppose by contradiction that en+1 ∈ (∂E) ∩ {xn > 0}, and thus, by (3.3),
also ten+1 ∈ (∂E) ∩ {xn > 0}, for all t > 0. By (3.2), we have that B1/2(en+1) ∩ {xn <
0} ⊂ Rn+1 \E. Hence (see e.g. Theorem B.9 in [BLV19]), we have that HsE(ten+1) = 0
for all t ∈ [ 9
10
, 11
10
]
. In particular, if F := E − en+1
100
, we see that F ⊂ E, and thus
0 = HsE(en+1)−HsF (en+1) = −2
∫
Rn+1
χE\F (y)
|en+1 − y|n+1+s dy
6 −2
∫
Rn−1×(−∞,0)×(− 1100 ,0)
dy
|en+1 − y|n+1+s < 0.
This contradiction proves (3.5).
Similarly, one proves that −en+1 6∈ (∂E) ∩ {xn > 0}. Consequently, since ∂E is a
closed set, we obtain (3.4), as desired. 
As a byproduct of Lemma 3.1, we obtain that the second blow-up of an s-minimal
graph which is flat from one side is necessarily a graph as well (see e.g. Lemmata 2.2
and 2.3 in [DSV19b] for the basic properties of the second blow-up). The precise result
goes as follows:
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Lemma 3.2. Let u be an s-minimal graph in (−2, 2)n−1 × (0, 4). Assume that there
exists h > 0 such that
u = 0 in (−2, 2)n−1 × (−h, 0). (3.6)
Let E00 be the second blow-up of Eu, being Eu defined in (1.7). Then:
either E00 ∩ {xn > 0} = ∅, (3.7)
or E00 ∩ {xn > 0} = {xn > 0}, (3.8)
or E00 has a graphical structure, namely
there exists u00 : Rn → R such that E00 = Eu00 . (3.9)
Furthermore, if (3.9) holds true, then
lim
x→0
u00(x) = 0. (3.10)
Proof. We suppose that
(3.7) and (3.8) do not hold, (3.11)
and we aim at showing that (3.9) and (3.10) are satisfied. We start by proving (3.9).
For this, we first observe that E00 has a generalized “hypographical” structure, that is
if (y, yn+1) ∈ (Rn × R) ∩ E00, then (y, τ) ∈ E00 for every τ 6 yn+1. (3.12)
Indeed, each rescaling of Eu has such property, and since these rescalings approach E00
in the Hausdorff distance (see [DSV19b]), the claim in (3.12) follows.
Moreover, by (3.6),
E00 ∩ {xn < 0} = {xn+1 < 0} ∩ {xn < 0}, (3.13)
and, by Lemma 2.2 in [DSV19b], we have that
tE00 = E00 for every t > 0. (3.14)
From this and (3.13), we are in the position of using Lemma 3.1, and thus deduce
from (3.4) that
min
{
dist
(
en+1, (∂E00) ∩ {xn > 0}
)
, dist
(− en+1, (∂E00) ∩ {xn > 0})} > 0. (3.15)
Then, for all x ∈ Rn−1 × (0,+∞), we set
u00(x) := sup
{
y s.t. (x, y) ∈ E00
}
.
By extending u00 to vanish in Rn−1× (−∞, 0), we find that E00 is the subgraph of u00,
as desired. To this aim, it remains to prove that the image of u00 is R, namely that for
every x ∈ Rn−1 × (0,+∞),
u00(x) 6∈ {−∞,+∞}. (3.16)
As a matter of fact, in light of (3.14), it is sufficient to prove (3.16) for every x ∈
Sn−1+ := {x = (x1, . . . , xn) ∈ Rn s.t. |x| = 1 and xn > 0}. Hence, we set
ω :=
{
x ∈ Sn−1+ s.t. u00(x) 6∈ {−∞,+∞}
}
,
ω+ :=
{
x ∈ Sn−1+ s.t. u00(x) = +∞
}
and ω− :=
{
x ∈ Sn−1+ s.t. u00(x) = −∞
}
,
and, to prove (3.9), we want to show that ω+ = ∅ = ω−.
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For a contradiction, assume that ω− 6= ∅. By (3.11), we also know that ω− 6=
Sn−1+ . Hence, we can take x− ∈ ω− and x+ ∈ ω ∪ ω+. By construction, we have
that u00(x−) = −∞ and u00(x+) ∈ R ∪ {+∞}, and therefore (x−, y) ∈ Rn+1 \ E00 for
all y ∈ R, while (x+, y+) ∈ E00 for some y+ ∈ R.
This and (3.12) give that (x+, y) ∈ E00 for all y 6 y+. In particular, for all k ∈ N
sufficiently large, we have that (x+,−k) ∈ E00, with (x−,−k) ∈ Rn+1 \ E00. Conse-
quently, by (3.14), we see that
(
x+
k
,−1) ∈ E00 and (x−k ,−1) ∈ Rn+1 \E00. As a result,
by taking the limit as k → +∞, we conclude that −en+1 ∈ (∂E00) ∩ {xn > 0}. But
this is in contradiction with (3.15), and therefore necessarily ω− = ∅.
Similarly, one proves that ω+ = ∅, and this completes the proof of (3.16).
The proof of (3.9) is thus completed, and we now focus on the proof of (3.10). For
this, assume the converse: then, there exists a sequence x(k) = (x
(k)
1 , . . . , x
(k)
n ) such
that x
(k)
n > 0, x(k) → 0 as k → +∞ and |u(x(k))| > a0, for some a0 > 0. Up to a sign
change, we can suppose that u(x(k)) > a0. Hence, we have that (x(k), u(x(k))) ∈ (∂E00)∩
{xn > 0} and then, recalling (3.14), we deduce that
(
x(k)
u(x(k))
, 1
)
∈ (∂E00) ∩ {xn > 0}.
Accordingly, taking the limit as k → +∞, we find that en+1 ∈ (∂E00) ∩ {xn > 0}.
This is in contradiction with (3.15) and, as a result, the proof of (3.10) is complete. 
From Lemma 3.1 we also deduce a regularity result of the following type:
Lemma 3.3. Let u be an s-minimal graph in Rn−1 × (0,+∞). Assume that
u(x1, . . . , xn) = 0 if xn < 0. (3.17)
Assume also that u is positively homogeneous of degree 1, i.e.
u(tx) = tu(x) for all x ∈ Rn and t > 0. (3.18)
Then, we have that
u ∈ L∞loc(Rn) ∩ C([−1, 1]n−1 × [0, 1]) ∩ C∞(Rn−1 × (0,+∞)). (3.19)
Proof. We claim that
u ∈ L∞loc(Rn). (3.20)
Suppose not. Then there existR > 0 and x(k) = (x
(k)
1 , . . . , x
(k)
n ) ∈ BR such that |u(x(k))| >
k. Without loss of generality, we can suppose that u(x(k)) > k. Then, by (3.17), we see
that x
(k)
n > 0, and, recalling (3.18), we have that
(
tx(k), tu(x(k))
) ∈ ∂Eu for every t > 0
(being Eu defined in (1.7)), and then, in particular,(
x(k)
u(x(k))
, 1
)
∈ ∂Eu.
Accordingly, taking the limit as k → +∞, we find that en+1 ∈ ∂Eu ∩ {xn > 0}. This
is in contradiction with (3.4), whence the proof of (3.20) is complete.
As a result, by Theorem 1.1 in [CC19] we obtain that u is smooth in {xn > 0}, and
the continuity up to {xn = 0} follows from Theorem 1.1 of [DSV16]. This proves the
claim in (3.19). 
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Now, we show that if the second blow-up is either empty or full in a halfspace, then
the original s-minimal graph is necessarily boundary discontinuous:
Lemma 3.4. Let u be an s-minimal graph in (−2, 2) × (0, 4). Assume that there
exists h > 0 such that
u = 0 in (−2, 2)× (−h, 0). (3.21)
Let E00 be the second blow-up of Eu. Then,
if E00 = R× (−∞, 0)× (−∞, 0), then lim
x2↘0
u(0, x2) < 0; (3.22)
if E00 =
(
R× (−∞, 0)× (−∞, 0)) ∪ (R× (0,+∞)× R),
then lim
x2↘0
u(0, x2) > 0. (3.23)
Proof. We focus on the proof of (3.22), since the proof of (3.23) is similar. We recall
(see [DSV19b]) that, as k → +∞,
up to a subsequence, χkEu converges to χE00 in L
1
loc(R3),
and kEu converges to E00 locally in the Hausdorff distance.
(3.24)
We claim that for every M > 0 there exists kM ∈ N such that if k > kM then
(kEu) ∩BM ⊆
{
x2 <
1
M
}
. (3.25)
To check this, we argue for a contradiction and suppose that, for some M > 1, there
are infinitely many k’s for which there exists p(k) = (p
(k)
1 , p
(k)
2 , p
(k)
3 ) ∈ (kEu) ∩ BM
with p
(k)
2 > 1M . We observe that B1/(2M)(p(k)) cannot be contained in kEu, otherwise,
recalling the structure of E00 in (3.22),∫
B1/(2M)(p
(k))
|χkEu(x)− χE00(x)| dx =
∫
B1/(2M)(p
(k))
|χkEu(x)| dx
= |B1/(2M)(p(k))| = |B1/(2M)|,
which is in contradiction with (3.24).
As a result, there exists q(k) ∈ B1/(2M)(p(k)) with q(k) ∈ ∂(kEu). In particular, we
have that q
(k)
2 > p
(k)
2 − 12M > 12M , whence, using the clean ball condition in [CRS10],
there exist c ∈ (0, 1), r0 ∈
(
0, 1
4M
)
and q˜(k) ∈ Br0(q(k)) such that Bcr0(q˜(k)) ⊆ (kEu) ∩
Br0(q
(k)).
We remark that if x ∈ Bcr0(q˜(k)) then
x2 > q˜(k)2 − cr0 > q(k)2 − |q(k) − q˜(k)| − r0 >
1
2M
− 2r0 > 0.
Consequently, recalling the structure of E00 in (3.22),∫
Bcr0 (q˜
(k))
|χkEv(x)− χF (x)| dx =
∣∣Bcr0(q˜(k))∣∣ = |Bcr0|.
This is in contradiction with (3.24) and so it proves (3.25).
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Now, for all λ, τ ∈ (−2, 2) and t > 1 consider the ball B1(λ, t, τ). By (3.25), there
exists k0 ∈ N such that if t > 2 we have that
B1(λ, t, τ) ⊆ R3 \ (kEu), (3.26)
for all λ, τ ∈ (−2, 2) and k > k0.
Now we claim that the claim in (3.26) holds true for all t > 1 (and not just t > 2)
with respect to the same k0: namely, we show that for all λ, τ ∈ (−2, 2), k > k0
and t > 1, we have that
B1(λ, t, τ) ∩
(
∂(kEu)
)
= ∅. (3.27)
Indeed, if not, there would exist λ, τ ∈ (−2, 2) and k > k0, and a suitable t? > 1, for
which B1(λ, t?, τ)∩
(
∂(kEu)
) 6= ∅. More precisely, if (3.27) were false, by (3.26), we can
slide B1(λ, ·, τ) with respect to the parameter t from the right till it touches ∂(kEu), say
at a point Z = (Z1, Z2, Z3). In this way, find that t? ∈ (1, 2) and B1(λ, t, τ) ⊆ R3\(kEu)
for all t > t?, with Z ∈ (∂(kEu)) ∩B1(λ, t?, τ).
Now, we show that, for any fixed M > 1,
(kEu) ∩ {x2 − Z2 > 2} ⊆ R3 \BM/4(Z), (3.28)
as long as k is sufficiently large. Indeed, if not, take P = (P1, P2, P3) ∈ (kEu)∩BM/4(Z)
with P2 > Z2 + 2. By construction,
|P1| 6 |P1 − Z1|+ |Z1 − λ|+ |λ| 6 M
4
+ 1 + 2 <
M
3
,
as long as M is sufficiently large, and similarly |P2| < M3 and |P3| < M3 . As a conse-
quence, we have that P ∈ BM . This and (3.25) give that P2 < 1M , and then
1
M
> P2 > Z2 + 2 > t? − |t? − Z2|+ 2 > t? − 1 + 2 > 2.
This is a contradiction and therefore the proof of (3.28) is complete.
Furthermore, when k > 2/h, we observe that
(kEu) ∩ {x2 − Z2 ∈ (−hk,−2)} ⊆
{
x3 < ku
(x1
k
,
x2
k
)}
∩ {x2 ∈ (−hk, 0)}
⊆ {x3 < 0},
(3.29)
thanks to (3.21).
Then, as a consequence of (3.28) and (3.29),∫
BM/4(Z)∩{2<|x2−Z2|<hk}
χR3\(kEu)(y)− χkEu(y)
|Z − y|3+s dy > c,
for some universal constant c > 0 depending only on s.
On this account, if M and k are sufficiently large, we find that∫
{|x2−Z2|>2}
χR3\(kEu)(y)− χkEu(y)
|Z − y|3+s dy >
c
2
. (3.30)
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Moreover, for a sufficiently small ρ > 0, using the fact that B1(λ, t?, τ) ⊆ R3 \ (kEu),
we see that ∫
Bρ(Z)
χR3\(kEu)(y)− χkEu(y)
|Z − y|3+s dy > −Cρ
1−s > − c
4
, (3.31)
see e.g. Lemma 3.1 in [DSV16] for computational details.
Fixing such a ρ from now on, we deduce from (3.30) and (3.31) that∫
Bρ(Z)∪{|x2−Z2|>2}
χR3\(kEu)(y)− χkEu(y)
|Z − y|3+s dy >
c
4
. (3.32)
Also, by (3.21) and (3.25),∫
{|x2−Z2|62}\Bρ(Z)
χR3\(kEu)(y)− χkEu(y)
|Z − y|3+s dy > −
c
8
,
as long as M is sufficiently large. This and (3.32) yield that∫
R3
χR3\(kEu)(y)− χkEu(y)
|Z − y|3+s dy >
c
8
> 0,
which is a contradiction with the minimality of kEu. This completes the proof of (3.27).
Consequently, by (3.27),
(−2, 2)× (0, 2)× (−2, 2) ⊆ R3 \ (k0Eu).
Therefore (
− 2
k0
,
2
k0
)
×
(
0,
2
k0
)
×
(
− 2
k0
,
2
k0
)
⊆ R3 \ Eu,
and thus, for all y = (y1, y2, y3) ∈
(
− 2
k0
, 2
k0
)
×
(
0, 2
k0
)
×
(
− 2
k0
, 2
k0
)
, we have that y3 >
u(y1, y2). In particular, choosing y1 := 0 and y3 := − 1k0 , we find that, for all y2 ∈(
0, 2
k0
)
,
u(0, y2) 6 − 1
k0
.
Then, we can send y2 ↘ 0 and obtain
lim sup
y2↘0
u(0, y2) < 0.
This limit in fact exists, thanks to Theorem 1.1 of [DSV16], whence (3.22) follows, as
desired. 
Next result discusses how the boundary continuity of a nonlocal minimal graph at
some boundary points implies the differentiability up to the boundary:
Lemma 3.5. Let the assumptions of Theorem 1.5 hold. Assume also that
lim
x→(1,0)
u(x) = 0. (3.33)
Then u ∈ C1(R2 \ `−), where `− := (−∞, 0]× {0}.
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Similarly, if
lim
x→(−1,0)
u(x) = 0. (3.34)
Then u ∈ C1(R2 \ `+), where `+ := [0,+∞)× {0}.
If both (3.33) and (3.34) are satisfied, then u ∈ C1(R2).
Proof. We suppose that (3.33) is satisfied, since the case in which (3.34) holds true is
similar (and so is the casein which both (3.33) and (3.34) are fulfilled). Using (1.12)
and (3.33), for any τ > 0,
u(τ, 0) := lim
x→(τ,0)
u(x) = 0. (3.35)
We define
v(x1, x2) := u(x1 + 1, x2). (3.36)
We consider the homogeneous second blow up F of Ev (see Lemmata 2.2 and 2.3
in [DSV19b]), and we have that, as k → +∞,
up to a subsequence, χkEv converges to χF in L
1
loc(R3),
and kEv converges to F locally in the Hausdorff distance.
(3.37)
By (1.11),
F ∩ {x2 < 0} = R× (−∞, 0)× (−∞, 0). (3.38)
In addition, we claim that
F + (r, 0, 0) = F, (3.39)
for all r ∈ R. Indeed, we set vk(x) := kv
(
x
k
)
, and, by (1.12), we see that, for every x ∈
R2,
vk
(
k + 1
k
x1 + 1,
k + 1
k
x2
)
= kv
(
k + 1
k2
x1 +
1
k
,
k + 1
k2
x2
)
= ku
(
k + 1
k2
x1 +
1
k
+ 1,
k + 1
k2
x2
)
= ku
(
k + 1
k2
x1 +
k + 1
k
,
k + 1
k2
x2
)
= (k + 1)u
(x1
k
+ 1,
x2
k
)
= (k + 1) v
(x1
k
,
x2
k
)
=
k + 1
k
vk(x).
For this reason, taking the limit as k → +∞ and recalling (3.37), we see that F +
(1, 0, 0) = F . Since F is a cone (see Lemma 2.2 in [DSV19b]), this completes the proof
of (3.39).
Accordingly, by (3.39) and the dimensional reduction (see [CRS10]), we can write
that F = R×G, for some cone G ⊆ R2 which is locally s-minimal in (0,+∞)×R. In
view of (3.38) we have that G ∩ ((−∞, 0) × R) = (−∞, 0) × (−∞, 0). Therefore, by
minimality,
either G = R× (−∞, 0), or G = (−∞, 0)× (−∞, 0),
or G =
(
(−∞, 0)× (−∞, 0)) ∪ ((0,+∞)× R). (3.40)
We claim that
G = R× (−∞, 0). (3.41)
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The proof of (3.41) is by contradiction. Suppose not, then, by (3.40), we can suppose
that G = (−∞, 0) × (−∞, 0) (the case G = ((−∞, 0) × (−∞, 0)) ∪ ((0,+∞) × R)
being similar), and therefore
F = R× (−∞, 0)× (−∞, 0).
This says that we can exploit Lemma 3.4 here (with u replaced by v), and then deduce
from (3.22) that
lim
x2↘0
u(1, x2) = lim
x2↘0
v(0, x2) < 0.
This is in contradiction with (3.35), whence the proof of (3.41) is complete.
From (3.41), it follows that
F = {x3 < 0}.
From this and the density estimates in [CRS10], we have that, up to a subsequence,
for every δ > 0 there exists k(δ) ∈ N such that, if k > k(δ),
∂(kEv) ∩
(
[−1, 1]×
[
1
4
, 2
]
× R
)
⊆ {|x3| 6 δ}. (3.42)
Now, to complete the proof of the desired result, we need to show that u ∈ C1(R2 \`−).
By (1.11) we know that u ∈ C1(R× (−∞, 0)), with ∇u = 0 in R× (−∞, 0). Moreover,
by [CC19], we know that u ∈ C1(R × (0,+∞)). Hence, to complete the proof of the
desired result, it is enough to show that, for all q > 0,
lim
x→(q,0)
x2>0
|∇u(x)| = 0. (3.43)
We observe that (3.43) is proved once we demonstrate that
lim
t↘0
|∇u(1, t)| = 0. (3.44)
Indeed, if (3.44) holds true, using (1.12) we have that
lim
x→(q,0)
x2>0
|∇u(x)| = lim
x→(q,0)
x2>0
∣∣∣∣∇u(1, x2x1
)∣∣∣∣ = limt↘0 |∇u(1, t)| = 0,
which gives (3.43) in this case.
In view of these considerations, we focus on the proof of (3.44). For this, we exploit
the notation in (3.36), and we aim at showing that
lim
t↘0
|∇v(0, t)| = 0,
or, equivalently, that for all ε > 0 there exists kε ∈ N such that if k > kε and t ∈
(
0, 1
k
)
,
we have that |∇v(0, t)| 6 ε.
For this, it is sufficient to show that if k > kε and t ∈
[
1
k+1
, 1
k
)
then
|∇v(0, t)| 6 ε. (3.45)
To this end, we suppose, by contradiction, that there exists a > 0 such that for
every K ∈ N with K > 1 there exist k ∈ N with k > K and t(k) ∈ [ 1
k+1
, 1
k
)
such
that
|∇v(0, t(k))| > a. (3.46)
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We let
T (k) := kt(k) ∈
[
k
k + 1
, 1
)
⊆
[
1
2
, 1
]
. (3.47)
By (3.42) and the improvement of flatness result in [CRS10], choosing δ conveniently
small, we know that, for sufficiently large k, the set (kEv) ∩
([−1
2
, 1
2
]× [1
2
, 1
]× R) is
the subgraph of a function w, with |∇w| 6 a
2
. By construction,
w(x) = kv
(x
k
)
,
and hence, using (3.47),
a
2
> |∇w(0, T (k))| =
∣∣∣∣∇v(0, T (k)k
)∣∣∣∣ = |∇v(0, t(k))|.
This is in contradiction with (3.46), and the proof of (3.45) is thereby complete. 
It is now convenient to take into account the “Jacobi field” associated to the frac-
tional perimeter (see e.g. formula (1.5) in [DdPW18], or formula (4.30) in [SV19], or
Lemma C.1 in [DV18], or Section 1.3 in [CC19]), namely we define σ := 1+s
2
,
LσE η(x) :=
∫
∂E
η(y)− η(x)
|y − x|n+2σ dH
n(y),
AσE(x) :=
√∫
∂E
1− ν(y) · ν(x)
|y − x|n+2σ dH
n(y)
and JσE η(x) := L
σ
E η(x) +
(
AσE(x)
)2
η(x),
where ν = (ν1, . . . , νn+1) is the exterior normal of E (we will often write ν(x) to denote
this normal at the point (x, u(x)) if E = Eu). It is known (see Theorem 1.3(i) in [CC19])
that if E is s-minimal in Br(x), with x ∈ ∂E, and (∂E) ∩Br(x) is of class C3, then
JσE νi(x) = 0, for every i ∈ {1, . . . , n+ 1}. (3.48)
With this notation, we have the following classification result:
Lemma 3.6. Let u ∈ C1(Rn) be an s-minimal graph in a domain Ω ⊆ Rn and assume
that there exist i ∈ {1, . . . , n+ 1} and x? ∈ Ω such that
0 6 νi(x?) 6 νi(x) for every x ∈ Rn. (3.49)
Then νi is constant in Rn.
Proof. We observe that u ∈ C∞(Ω), due to [CC19], and therefore we can exploit (3.48)
and obtain that
0 = JσE νi(x
?) =
∫
∂E
νi(y)− νi(x?)
|y − x?|n+2σ dH
n(y) +
(
AσE(x
?)
)2
νi(x
?)
>
∫
∂E
νi(y)− νi(x?)
|y − x?|n+2σ dH
n(y).
This and (3.49) give that νi(y) = νi(x
?) for every y ∈ Rn. 
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From this and Lemma 3.5 we deduce that the boundary continuity of homogeneous
nonlocal minimal graphs give full rigidity and symmetry results:
Corollary 3.7. Let the assumptions of Theorem 1.5 hold. Assume also that
lim
x→(1,0)
u(x) = 0 = lim
x→(−1,0)
u(x).
Then u(x) = 0 for all x ∈ R2.
Proof. By Lemma 3.5, we know that u ∈ C1(R2). Also, recalling (1.11), we have
that ∇u(x) = 0 if x2 < 0. As a consequence, we see that ∇u(x) = 0 for all x
with x2 6 0 and therefore
ν3(x) = 1 for all x with x2 6 0. (3.50)
Now we take x? = (x?1, x
?
2) such that
ν3(x
?) = min
S1
ν3.
By (1.12), we know that, for any x ∈ R2,
ν3(x) = ν3
(
x
|x|
)
> ν3(x?). (3.51)
We claim that
ν3(x) = 1 for all x ∈ R2. (3.52)
To prove this, we distinguish two cases. If x?2 > 0, recalling (3.51), we are in the
position of using Lemma 3.6. In this way we obtain that, for every x ∈ R2,
ν3(x) = ν3(0) = 1,
which proves (3.52) in this case.
If instead x?2 6 0, we deduce from (3.50) and (3.51) that, for any x ∈ R2,
1 = ν3(x
?) 6 ν3(x) 6 |ν(x)| = 1,
thus completing the proof of (3.52).
From (3.52) we deduce that ν(x) = (0, 0, 1) and hence ∇u(x) = 0 for every x ∈ R2,
from which we obtain the desired result. 
Another useful ingredient towards the proof of Theorem 1.5 consists in the following
rigidity result:
Lemma 3.8. Let u ∈ L∞loc(Rn). Let Ω ⊆ Rn be a smooth and convex domain. Assume
that u ∈ C1(Rn \ Ω) and that there exists x? ∈ Ω such that
∂1u(x
?) > ∂1u(x) for all x ∈ Rn \ (∂Ω). (3.53)
Suppose also that there exists a ball B b Rn \ (∂Ω) such that
∂1u(x
?) > ∂1u(x) for all x ∈ B. (3.54)
Then, u cannot be an s-minimal graph in Ω.
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Proof. Up to a translation, we suppose that x? = 0. To prove the desired result,
we argue for a contradiction, supposing that u is an s-minimal graph in Ω. Then,
by [CC19], we have that u is smooth inside Ω and thus, by formula (49) in [BFV14],
we know that, for every x ∈ Ω,∫
Rn
F
(
u(x+ y)− u(x)
|y|
)
dy
|y|n+s = 0, (3.55)
with
F (t) :=
∫ t
0
dτ
(1 + τ 2)
n+1+s
2
.
Now, the idea that we want to implement is the following: if one formally takes a
derivative with respect to x1 of (3.55) and computes it at the origin, the positivity of F
′
and (3.53) leads to the fact that ∂1u must be constant, in contradiction with (3.54).
Unfortunately, this approach cannot be implemented directly, since u is not smooth
across ∂Ω and therefore one cannot justify the derivative of (3.55) under the integral
sign.
To circumvent this difficulty, we argue as follows. We let ε ∈ (0, 1) to be taken as
small as we wish in what follows. We also take δ > 0 such that B3δ ⊂ Ω, and we set
Gε(y) := F
(
u(εe1 + y)− u(εe1)
|y|
)
,
where e1 = (1, 0, . . . , 0) ∈ Rn. We also denote by G0 the function Gε when ε = 0.
We observe that
Gε(y)−G0(y) = F
(
u(εe1 + y)− u(εe1)
|y|
)
− F
(
u(y)− u(0)
|y|
)
= aε(y)
u(εe1 + y)− u(εe1)− u(y) + u(0)
|y| ,
(3.56)
where
aε(y) :=
∫ 1
0
F ′
(
t[u(εe1 + y)− u(εe1)] + (1− t)[u(y)− u(0)]
|y|
)
dt ∈ (0, 1].
We remark that
lim
ε↘0
aε(y) = a0(y) := F
′
(
u(y)− u(0)
|y|
)
. (3.57)
Furthermore, we observe that, if ε ∈ (0, δ),∣∣∣u(εe1)− u(0)− ε∂1u(0)∣∣∣ 6 ε2‖u‖C2(Bδ). (3.58)
Now, we let R := Rn\(∂Ω) and we distinguish two regions of space, namely if y ∈ R\Bδ
and if y ∈ Bδ. Firstly, if y ∈ R\Bδ, we consider the segment joining y to εe1+y, and we
observe that it meets ∂Ω in at most one point, in light of the convexity of the domain.
That is, we have that y + τe1 ∈ R for every τ ∈ [0, τε)∪ (τε, ε) for a suitable τε ∈ (0, ε]
(with the notation that when τε = ε the set (τε, ε) is empty). Then, we have that
u(εe1 + y)− u(y) = u(y + εe1)− u(y + τεe1) + u(y + τεe1)− u(y)
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=
∫ ε
τε
∂1u(y + τe1) dτ +
∫ τε
0
∂1u(y + τe1) dτ
6
∫ ε
τε
∂1u(0) dτ +
∫ τε
0
∂1u(0) dτ
= ε∂1u(0),
thanks to (3.53). Therefore, for every y ∈ R \ Bδ, recalling (3.56) and (3.58) we have
that
Gε(y)−G0(y) 6 aε(y) ε∂1u(0)− u(εe1) + u(0)|y|
6 ε
2‖u‖C2(Bδ)
|y| .
Consequently,∫
R\(Bδ∪B)
Gε(y)−G0(y)
ε
dy
|y|n+s 6 ε ‖u‖C2(Bδ)
∫
R\Bδ
dy
|y|n+s+1 6
C ε ‖u‖C2(Bδ)
δs+1
, (3.59)
for some C > 0.
Furthermore, if y ∈ B \Bδ, we recall (3.58) and we write that
u(εe1 + y)− u(y)− u(εe1) + u(0) 6 ε
∫ 1
0
∂1u(τεe1 + y) dτ − ε∂1u(0) + ε2‖u‖C2(Bδ)
= ε
∫ 1
0
(
∂1u(τεe1 + y)− ∂1u(0)
)
dτ + ε2‖u‖C2(Bδ).
This gives that∫
B\Bδ
Gε(y)−G0(y)
ε
dy
|y|n+s
6
∫
B\Bδ
[∫ 1
0
(
∂1u(τεe1 + y)− ∂1u(0)
)
dτ
]
aε(y) dy
|y|n+s+1 +
C ε‖u‖C2(Bδ)
δs+1
,
(3.60)
up to renaming C > 0.
Now we focus on the case y ∈ Bδ. In this case, using that F ′ is even, we see that
Gε(y) +Gε(−y)−G0(y)−G0(−y)
= F
(
u(εe1 + y)− u(εe1)
|y|
)
+ F
(
u(εe1 − y)− u(εe1)
|y|
)
−F
(
u(y)− u(0)
|y|
)
− F
(
u(−y)− u(0)
|y|
)
=
∫ ε
0
[
F ′
(
u(te1 + y)− u(te1)
|y|
)
∂1u(te1 + y)− ∂1u(te1)
|y|
+F ′
(
u(te1 − y)− u(te1)
|y|
)
∂1u(te1 − y)− ∂1u(te1)
|y|
]
dt
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6
∫ ε
0
[∣∣∣∣∣F ′
(
u(te1 + y)− u(te1)
|y|
) ∣∣∣∣∣ |∂1u(te1 + y) + ∂1u(te1 − y)− 2∂1u(te1)||y|
+
∣∣∣∣∣F ′
(
u(te1 + y)− u(te1)
|y|
)
− F ′
(
u(te1 − y)− u(te1)
|y|
) ∣∣∣∣∣ |∂1u(te1 − y)− ∂1u(te1)||y|
]
dt
6 C
∫ ε
0
[
|∂1u(te1 + y) + ∂1u(te1 − y)− 2∂1u(te1)|
|y|
+
∣∣∣∣∣F ′
(
u(te1 + y)− u(te1)
|y|
)
− F ′
(
u(te1)− u(te1 − y)
|y|
) ∣∣∣∣∣ |∂1u(te1 − y)− ∂1u(te1)||y|
]
dt
6 C
∫ ε
0
[
‖u‖C3(B2δ) |y|2
|y| +
|u(te1 + y) + u(te1 − y)− 2u(te1)|
|y|
|∂1u(te1 − y)− ∂1u(te1)|
|y|
]
dt
6 C
∫ ε
0
[
‖u‖C3(B2δ) |y|+
‖u‖2C2(B2δ) |y|2
|y|
]
dt
6 C
(
1 + ‖u‖2C3(B2δ)
)
ε |y|,
up to renaming C.
As a consequence,∫
Bδ
Gε(y)−G0(y)
ε
dy
|y|n+s =
1
2
∫
Bδ
(
Gε(y)−G0(y)
)
+
(
Gε(−y)−G0(−y)
)
ε
dy
|y|n+s
6 C
(
1 + ‖u‖2C3(B2δ)
) ∫
Bδ
dy
|y|n+s−1 = C
(
1 + ‖u‖2C3(B2δ)
)
δ1−s,
(3.61)
for some C > 0 independent of ε and δ.
Now we combine (3.59), (3.60) and (3.61) with (3.55). In this way, we find that
0 =
1
ε
[∫
Rn
F
(
u(εe1 + y)− u(εe1)
|y|
)
dy
|y|n+s −
∫
Rn
F
(
u(y)− u(0)
|y|
)
dy
|y|n+s
]
=
∫
Rn
Gε(y)−G0(y)
ε
dy
|y|n+s
=
∫
R\(Bδ∪B)
Gε(y)−G0(y)
ε
dy
|y|n+s +
∫
Bδ
Gε(y)−G0(y)
ε
dy
|y|n+s
+
∫
B\Bδ
Gε(y)−G0(y)
ε
dy
|y|n+s
6
∫
B\Bδ
[∫ 1
0
(
∂1u(τεe1 + y)− ∂1u(0)
)
dτ
]
aε(y) dy
|y|n+s+1
+
2C ε‖u‖C2(Bδ)
δs+1
+ C
(
1 + ‖u‖2C3(B2δ)
)
δ1−s.
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For this reason, and recalling (3.57), when we take the limit as ε↘ 0 we see that
0 6
∫
B\Bδ
(
∂1u(y)− ∂1u(0)
) a0(y) dy
|y|n+s+1 + C
(
1 + ‖u‖2C3(B2δ)
)
δ1−s.
Now we can take the limit as δ ↘ 0 and conclude that
0 6
∫
B
(
∂1u(y)− ∂1u(0)
) a0(y) dy
|y|n+s+1 .
From this and (3.54) a contradiction plainly follows. 
The proof of Theorem 1.5 will also rely on the following simple, but interesting,
calculus observation:
Lemma 3.9. Let δ > 0 and g ∈ C([0, δ]) ∩ C1((0, δ]). Assume that
lim
t↘0
g′(t) = +∞ (3.62)
and let
V (t) := g(t)− tg′(t). (3.63)
Suppose also that the following limit exists
R ∪ {−∞} 3 V (0) := lim sup
t↘0
V (t) 6 g(0). (3.64)
Then there exists t0 ∈ (0, δ) such that
V (t0) > V (0). (3.65)
In particular, there exists t? ∈ (0, δ] such that
max
t∈[0,δ]
V (t) = V (t?). (3.66)
Proof. For every r > 0 we consider the straight line
Rr(t) :=
(
g(δ)− g(0)) t
δ
+ g(0) + r.
We observe that, if r > 4‖g‖L∞([0,δ]) + 1, for all t ∈ [0, δ],
Rr(t)− g(t) > −2‖g‖L
∞([0,δ]) t
δ
− ‖g‖L∞([0,δ]) + r − ‖g‖L∞([0,δ]) > r − 4‖g‖L∞([0,δ]) > 1.
Hence, we take r? > 0 to be the smallest r for which Rr(t)− g(t) > 0 for all t ∈ [0, δ].
We claim that
r? > 0. (3.67)
Indeed, if not, we have that, for all r > 0 and all t ∈ (0, δ],
0 6 Rr(t)− g(t)
t
=
g(δ)− g(0)
δ
+
g(0) + r − g(t)
t
,
and thus
0 6 g(δ)− g(0)
δ
+
g(0)− g(t)
t
=
g(δ)− g(0)
δ
− 1
t
∫ t
0
g′(τ) dτ.
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Recalling (3.62), we have that for any M > 0 there exists tM > 0 such that, for
every t ∈ (0, tM), g′(t) >M and consequently
M 6 1
tM
∫ tM
0
g′(τ) dτ 6 g(δ)− g(0)
δ
.
This is a contradiction if M is taken sufficiently large, and hence the proof of (3.67) is
complete.
Then, there exists t0 ∈ [0, δ] such that Rr?(t0) = g(t0). In addition, since, by (3.67),
Rr?(0) = g(0) + r? > g(0)
and Rr?(δ) =
(
g(δ)− g(0)) δ
δ
+ g(0) + r? = g(δ) + r? > g(δ),
we have that t0 6∈ {0, δ}.
We show now that t0 satisfies (3.65). For this, using that Rr?(t0) − g(t0) = 0 6
Rr?(t)− g(t) for every t ∈ [0, δ], it follows that
0 = R′r?(t0)− g′(t0) =
g(δ)− g(0)
δ
− g′(t0).
This and (3.63) say that
V (t0) = g(t0)− t0 g′(t0) = g(t0)−
(
g(δ)− g(0)) t0
δ
= g(t0)−Rr?(t0) + g(0) + r? = g(0) + r? > g(0).
This, together with (3.64), proves (3.65), which in turn implies (3.66). 
Now, we can complete the proof of Theorem 1.5 in dimension n := 2 (the case n := 1
being already covered by Theorem 4.1 in [DSV19b]), by arguing as follows.
Proof of Theorem 1.5 when n := 2. By (3.19) in Lemma 3.3, we can define, for all x1 ∈
[−1, 1],
u(x1, 0) := lim
(y1,y2)→(x1,0)
y2>0
u(y1, y2). (3.68)
Notice that if u(−1, 0) = u(1, 0) = 0, then the desired result follows from Corollary 3.7.
Hence, without loss of generality, we can assume that
(0,+∞) 3 u(1, 0) > |u(−1, 0)|. (3.69)
We claim that such case cannot hold, by reaching a contradiction. To this end, in view
of (3.69) and [CDSS16], we have that, in a small neighborhood of P = (P1, P2, P3) :=
(1, 0, u(1, 0)), one can write
(∂Eu) ∩ {x2 > 0} as the graph of a C1, 1+s2 -function in the e2-direction, (3.70)
that is, in the vicinity of the point P , the set {x3 = u(x)} in {x2 > 0} coincides with
the set {x2 = v(x1, x3)}, for a suitable v ∈ C1, 1+s2 (R2), with
v(P1, x3) = 0 if x3 6 P3, and v(P1, x3) > 0 if x3 > P3. (3.71)
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Hence, for x close to P with x2 > 0, we can write that
x2 = v
(
x1, u(x1, x2)
)
. (3.72)
Now, we let δ0 ∈ (0, 1] to be taken conveniently small in what follows, we define
Q :=
{
x = (x1, x2) ∈ R2 s.t. either |x1| = 1 and 0 < |x2| 6 δ0, or |x1| 6 1 and |x2| = δ0
}
,
and we claim that there exists x? = (x?1, x
?
2) such that x
?
2 > 0 and
∂1u(x
?) = max
Q
∂1u ∈ (0,+∞). (3.73)
For this, we define
g(t) := u(1, t) and V (t) := ∂1u(1, t). (3.74)
We use (3.72) and the smoothness of u in {x2 > 0} (see [CC19]), to see that, if x2 > 0
is sufficiently small,
0 = ∂2
(
x2 − v
(
1, u(1, x2)
))
= 1− ∂3v
(
1, u(1, x2)
)
∂2u(1, x2).
In particular, we have that
∂3v
(
1, u(1, x2)
) 6= 0, (3.75)
∂2u(1, x2) 6= 0 (3.76)
and ∂2u(1, x2) =
1
∂3v
(
1, u(1, x2)
) (3.77)
if x2 > 0 is sufficiently small.
By (3.71) and (3.75), we conclude that, if x2 > 0 is sufficiently small,
∂3v
(
1, u(1, x2)
)
> 0.
This, (3.71) and (3.77) give that
lim
x2↘0
∂2u(1, x2) = lim
x3↘P3
1
∂3v
(
1, x3
) = +∞, (3.78)
that is, in the notation of (3.74),
lim
t↘0
g′(t) = +∞. (3.79)
Also, by (1.12), we have that u(x) = ∇u(x) · x, and consequently
u(1, x2) = ∂1u(1, x2) + x2∂2u(1, x2). (3.80)
Thus, recalling the notation in (3.74), if t > 0 is sufficiently small,
V (t)− g(t) + tg′(t) = ∂1u(1, t)− u(1, t) + t∂2u(1, t) = 0. (3.81)
Using (3.78), (3.80) and the notation of (3.74), we see that
V (t) = ∂1u(1, t) = u(1, t)− t∂2u(1, t) 6 u(1, t) = g(t),
and consequently
R ∪ {−∞} 3 lim sup
t↘0
V (t) 6 g(0). (3.82)
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Now, in light of (3.79), (3.81) and (3.82), we see that conditions (3.62), (3.63) and (3.64)
are satisfied in this setting. Consequently, we can exploit Lemma 3.9 and deduce
from (3.66) that there exists t? ∈ (0, δ0] such that, for all t ∈ [0, δ0],
∂1u(1, t) = V (t) 6 V (t?) = ∂1u(1, t?) = max
Q∩{x2>0}
∂1u. (3.83)
Now we claim that
max
Q∩{x2>0}
∂1u > 0. (3.84)
Indeed, if not, we have that ∂1u(1, t) 6 0, as long as t ∈ (0, δ0). In particular, if τ ∈
(0, δ20) and σ ∈ (
√
τ , 1), we have that τ
σ
6 √τ < δ0 and, as a result, exploiting (1.12),
u(1, τ)− u(√τ , τ) =
∫ 1
√
τ
∂1u(σ, τ) dσ =
∫ 1
√
τ
∂1u
(
1,
τ
σ
)
dσ 6 0.
Consequently, taking the limit as τ ↘ 0 and recalling (1.13) and (3.68), we conclude
that u(1, 0) 6 0. This is in contradiction with (3.69) and thus this completes the proof
of (3.84).
Since ∂1u = 0 in {x2 < 0}, from (3.83) and (3.84), we have that
(0,+∞) 3 ∂1u(1, t?) = max
Q
∂1u,
and hence (3.73) follows directly .
This, together with (1.11), allows us to exploit Lemma 3.8, used here with Ω := {x ∈
(0, 2)×(0,+∞) s.t. x2
x1
< δ0}, B := B1(−2,−2) and x? := (1, t?), and this yields that u
cannot be s-minimal in Ω ⊂ {x2 > 0}. This is a contradiction with our assumptions,
and hence the setting in (3.69) cannot occur.
As a result, we have that u(x1, 0) = 0 for all x1 ∈ R. Then, in view of Corollary 3.7,
we conclude that u vanishes identically, and this completes the proof of Theorem 1.5.

It is interesting to point out that, as a byproduct of Theorem 1.5, one also obtains
the following alternatives on the second blow-up:
Corollary 3.10. Let u be an s-minimal graph in (−2, 2) × (0, 4). Assume that there
exists h > 0 such that u = 0 in (−2, 2)× (−h, 0).
Let E00 be the second blow-up of Eu. Then:
either E00 ∩ {x2 > 0} = ∅, (3.85)
or E00 ∩ {x2 > 0} = {x2 > 0}, (3.86)
or E00 = {x3 < 0}. (3.87)
Proof. We assume that neither (3.85) nor (3.86) hold true, and we prove that (3.87) is
satisfied. For this, we first exploit Lemma 3.2, deducing from (3.9) and (3.10) that E00
has a graphical structure, with respect to some function u00, satisfying
lim
x→0
u00(x) = 0. (3.88)
FLEXIBILITY OF LINEAR EQUATIONS AND RIGIDITY OF MINIMAL GRAPHS 30
Moreover, we know that E00 is a homogeneous set (see e.g. Lemma 2.2 in [DSV19b]),
and thus
u00(tx) = tu00(x) for all x ∈ R2 and t > 0. (3.89)
In view of (3.88) and (3.89), we are in the position of applying Theorem 1.5 to
the function u00, and thus we conclude that u00 vanishes identically, and this estab-
lishes (3.87). 
We also observe that Corollary 3.10 can be further refined in light of Lemma 3.4.
Corollary 3.11. Let u be an s-minimal graph in (−2, 2) × (0, 4). Assume that there
exists h > 0 such that u = 0 in (−2, 2)× (−h, 0).
Let E00 be the second blow-up of Eu. Then:
either E00 ∩ {x2 > 0} = ∅ and lim
x2↘0
u(0, x2) < 0, (3.90)
or E00 ∩ {x2 > 0} = {x2 > 0} and lim
x2↘0
u(0, x2) > 0, (3.91)
or E00 = {x3 < 0}. (3.92)
Proof. In the setting of Corollary 3.10, if (3.85) holds true, then we exploit (3.22)
and (3.90) readily follows.
Similarly, combining (3.86) with (3.23), we obtain (3.91).
Finally, the situation in (3.87) coincides with that in (3.92), thus exhausting all the
available possibilities. 
4. Useful barriers
In this section we construct an auxiliary barrier, that we will exploit in the proof of
Theorem 1.4 to rule out the case of boundary Lipschitz singularities. For this, we will
rely on a special function introduced in Lemma 7.1 of [DSV19b] and on a codimension-
one auxiliary construction (given the possible use of such barriers in other context,
we give our construction in a general dimension n, but we will then restrict to the
case n = 2 when dealing with the proof of our main theorems, see Open Problem 1.7).
These barriers rely on a purely nonlocal feature, since they present a corner at the
origin, which maintains a significant influence on the nonlocal mean curvature in a
full neighborhood (differently from the classical case, in which the mean curvature is
a local operator).
To perform our construction, we recall the definition of the nonlocal mean curvature
in (3.1) and we first show that flat higher dimensional extensions preserve the nonlocal
mean curvature, up to a multiplicative constant:
Lemma 4.1. Let G ⊂ R2 and (a, b) ∈ ∂G. Let
G? := {(x1, . . . , xn, xn+1) ∈ Rn+1 s.t. (xn, xn+1) ∈ G}.
Then, for every p = (p1, . . . , pn, pn+1) ∈ Rn+1 with (pn, pn+1) = (a, b),
HsG?(p) = C(n, s)H
s
G(a, b),
for a suitable constant C(n, s) > 0.
FLEXIBILITY OF LINEAR EQUATIONS AND RIGIDITY OF MINIMAL GRAPHS 31
Proof. Using the notation y′ = (y1, . . . , yn−1) and the change of variable
ζ ′ :=
y′ − p′√|yn − pn|2 + |yn+1 − pn+1|2 ,
we have that
HsG?(p) =
∫
Rn+1
χRn+1\G?(y)− χG?(y)
|y − p|n+1+s dy
=
∫
Rn+1
χR2\G(yn, yn+1)− χG(yn, yn+1)(|y′ − p′|2 + |yn − pn|2 + |yn+1 − pn+1|2)n+1+s2 dy
=
∫
R2
∫
Rn−1
χR2\G(yn, yn+1)− χG(yn, yn+1)(
1 + |ζ ′|2)n+1+s2 (|yn − a|2 + |yn+1 − b|2) 2+s2 dζ ′
 d(yn, yn+1)
=
∫
Rn−1
dζ ′(
1 + |ζ ′|2)n+1+s2 HsG(a, b),
which gives the desired result. 
While Lemma 4.1 deals with a flat higher dimensional extension of a set, we now
turn our attention to the case in which a higher dimensional extension is obtained by a
given function Φ ∈ C1,ϑ(Rn−1), with ϑ ∈ (s, 1]. In this setting, using the notation x′ =
(x1, . . . , xn−1), given L > 0 and a function β : (−L,L)→ R, for every $ > 0 we define
E(β,$) :=
{
x = (x1, . . . , xn, xn+1) ∈ Rn+1 s.t. xn+1 < β(xn)−$Φ(x′)
}
.
We also extend β to take value equal to −∞ outside (−L,L). Then, recalling the
framework in (1.7), we can estimate the nonlocal mean curvature of E(β,$) with that
of Eβ as follows:
Lemma 4.2. Let γ > 0. If p = (p1, . . . , pn, pn+1) ∈ ∂E(β,$) with pn ∈ (−L,L),
β ∈ C1,1([pn − γ, pn + γ]), and C(n, s) > 0 is as in Lemma 4.1, we have that∣∣HsE(β,$)(p)− C(n, s)HsEβ(pn, pn+1)∣∣ 6 C $ (1 +$),
for a suitable constant C > 0 depending only on n, s, L, γ, Φ and β.
Proof. We use the notation x = (x1, . . . , xn) and β$(x) := β(xn) − $Φ(x′). We
recall (3.55) to write that
2HsE(β,$)(p) = 2H
s
Eβ$
(p)
=
∫
Rn
[
F
(
β$(p+ y)− β$(p)
|y|
)
+ F
(
β$(p− y)− β$(p)
|y|
)]
dy
|y|n+s
=
∫
Rn
[
F
(
β(pn + yn)− β(pn)
|y| −
$
(
Φ(p′ + y′)− Φ(p′))
|y|
)
+ F
(
β(pn − yn)− β(pn)
|y| −
$
(
Φ(p′ − y′)− Φ(p′))
|y|
)]
dy
|y|n+s .
(4.1)
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Now we define
Ψ($) := F
(
β(pn + yn)− β(pn)
|y| −
$
(
Φ(p′ + y′)− Φ(p′))
|y|
)
+F
(
β(pn − yn)− β(pn)
|y| −
$
(
Φ(p′ − y′)− Φ(p′))
|y|
)
.
We remark that
|Ψ′($)| =
∣∣∣∣∣F ′
(
β(pn + yn)− β(pn)
|y| −
$
(
Φ(p′ + y′)− Φ(p′))
|y|
)
Φ(p′ + y′)− Φ(p′)
|y|
+F ′
(
β(pn − yn)− β(pn)
|y| −
$
(
Φ(p′ − y′)− Φ(p′))
|y|
)
Φ(p′ − y′)− Φ(p′)
|y|
∣∣∣∣∣
6
∣∣∣∣∣F ′
(
β(pn + yn)− β(pn)
|y| −
$
(
Φ(p′ + y′)− Φ(p′))
|y|
)∣∣∣∣∣
×
∣∣∣∣Φ(p′ + y′)− Φ(p′)|y| + Φ(p′ − y′)− Φ(p′)|y|
∣∣∣∣
+
∣∣∣∣∣F ′
(
β(pn + yn)− β(pn)
|y| −
$
(
Φ(p′ + y′)− Φ(p′))
|y|
)
−F ′
(
β(pn + yn)− β(pn)
|y| −
$
(
Φ(p′ − y′)− Φ(p′))
|y|
)∣∣∣∣∣
∣∣∣∣Φ(p′ − y′)− Φ(p′)|y|
∣∣∣∣ .
We also use that F ′ is even to observe that∣∣∣∣∣F ′
(
β(pn + yn)− β(pn)
|y| −
$
(
Φ(p′ + y′)− Φ(p′))
|y|
)
−F ′
(
β(pn − yn)− β(pn)
|y| −
$
(
Φ(p′ − y′)− Φ(p′))
|y|
)∣∣∣∣∣
=
∣∣∣∣∣F ′
(
β(pn + yn)− β(pn)
|y| −
$
(
Φ(p′ + y′)− Φ(p′))
|y|
)
−F ′
(
β(pn)− β(pn − yn)
|y| +
$
(
Φ(p′ − y′)− Φ(p′))
|y|
)∣∣∣∣∣
6 min
{
2 ‖F ′‖L∞(R),
‖F ′′‖L∞(R)
(
|β(pn + yn) + β(pn − yn)− 2β(pn)|
|y| +$
∣∣Φ(p′ + y′) + Φ(p′ − y′)− 2Φ(p′)∣∣
|y|
)}
6 C (1 +$) min{1, |y|ϑ},
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for some C > 0.
Moreover, since F ′(−∞) = 0,∣∣∣∣∣F ′
(
β(pn + yn)− β(pn)
|y| −
$
(
Φ(p′ + y′)− Φ(p′))
|y|
)∣∣∣∣∣
=
∣∣∣∣∣F ′
(
β(pn + yn)− β(pn)
|y| −
$
(
Φ(p′ + y′)− Φ(p′))
|y|
)∣∣∣∣∣ χ(−pn−L,−pn+L)(yn)
6 C χ(−2L,2L)(yn),
up to renaming C > 0.
From these observations, we deduce that
|Ψ′($)| 6 C (1 +$)
(
min{1, |y|ϑ}+ |y
′|1+ϑχ(−2L,2L)(yn)
|y|
)
,
up to renaming C > 0.
Consequently, recalling (4.1), and writing E(β,0) to denote E(β,$) with $ := 0, we
find that ∣∣HsE(β,$)(p)−HsE(β,0)(p)∣∣
=
1
2
∣∣∣∣∫
Rn
(
Ψ($)−Ψ(0)
) dy
|y|n+s
∣∣∣∣
6 C $ (1 +$)
∫
Rn
(
min{1, |y|ϑ}+ |y
′|1+ϑχ(−2L,2L)(yn)
|y|
)
dy
|y|n+s
6 C $ (1 +$)
(
1 +
∫
Rn
|y′|1+ϑχ(−2L,2L)(yn) dy|y|n+1+s
)
6 C $ (1 +$)
(
1 +
∫
Rn
{|y′|>4L}
|y′|1+ϑχ(−2L,2L)(yn) dy|y|n+1+s
)
6 C $ (1 +$)
(
1 +
∫
Rn−1
{|y′|>4L}
dy′
|y′|n−ϑ+s
)
6 C $ (1 +$),
up to renaming C line after line.
The desired result now plainly follows from the latter inequality and the fact that,
in view of Lemma 4.1, we know that Hs
E(β,0)
(p) = C(n, s)HsEβ(pn, pn+1). 
In the light of Lemma 4.2, we can now construct the following useful barrier:
Lemma 4.3. Let ˜`> 0 and ¯`∈ [−˜`, ˜`]. Let λ > 0 and L ∈ (λ,+∞). Let a, b, c > 0,
α ∈ (0, s).
Let ε ∈ (0, 1) and assume that
L > c
ε1/s
. (4.2)
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Let
β(xn) :=

¯`xn if xn ∈ (−L, 0),
¯`xn + εaxn if xn ∈ [0, λ],
¯`xn − εbx1+αn if xn ∈ (λ, L).
Then there exist
µ ∈
(
0,
λ
8
)
(4.3)
depending only on n, s, ˜`, λ, a, b, c and α (but independent of ε and L), and C? > 0,
depending only on n, s, ˜`, λ, a, b, c and α, such that, if
$ ∈
[
0,min
{
1,
C? ε
µs
}]
, (4.4)
then
HsE(β,$)(p) 6 −
C? ε
µs
< 0 (4.5)
for every p = (p1, . . . , pn, pn+1) ∈ ∂E(β,$) with pn ∈ (0, µ), where C? > 0 depends only
on n, s, ¯`, λ, a, b, c and α.
Moreover, if E(β,$,R) := E(β,$) ∩ {|x′| < R} and
R > C] µ
ε
1
s
, (4.6)
for a suitable C] > 0 depending only on n, s, ˜`, λ, a, b, c and α, then
HsE(β,$,R)(p) < 0 (4.7)
for every p = (p1, . . . , pn, pn+1) ∈ ∂E(β,$,R) with pn ∈ (0, µ) and |p′| < R/2.
Proof. Firstly, we prove (4.5). By Lemma 7.1 in [DSV19b], we know that, under
assumptions (4.2) and (4.3), if µ is sufficiently small we have that
HsEβ(pn, pn+1) 6 −
C ′(˜`, a) ε
µs
,
for some C ′(˜`, a) > 0.
From this and Lemma 4.2, we deduce that
HsE(β,$)(p) 6 C(n, s)HsEβ(pn, pn+1) + C $ (1 +$)
6 −C(n, s)C
′(˜`, a) ε
µs
+ C $ (1 +$).
From this and (4.4) we obtain the desired result in (4.5).
Furthermore, the sets E(β,$,R) and E(β,$) coincide in {|x′| < R} and therefore, if
additionally |p′| 6 R/2,
HsE(β,$,R)(p) 6 HsE(β,$)(p) +
∫
Rn+1∩{|y′|>R}
dy
|y − p|n+1+s
6 HsE(β,$)(p) +
∫
Rn+1\BR/2
dz
|z|n+1+s 6 −
C? ε
µs
+
C
Rs
6 −C
? ε
2µs
,
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thanks to (4.5) and (4.6), and this proves (4.7). 
5. Proof of Theorem 1.4
The proof of Theorem 1.4 consists in combining Theorem 1.5 (or, more specifically,
Corollary 3.11) with the boundary Harnack Inequality and the boundary improvement
of flatness methods introduced in [DSV19b]. More specifically, in view of the boundary
Harnack Inequality in [DSV19b], one can rephrase Lemma 6.2 of [DSV19b] in our set-
ting and obtain the following convergence result of the vertical rescalings to a linearized
equation:
Lemma 5.1. Let ε ∈ (0, 1), α ∈ (0, s) and u : R2 → R. Set
uε(x) :=
u(x)
ε
.
There exists c0 ∈ (0, 1), depending only on α and s, such that the following statement
holds true. Assume that u is an s-minimal graph in (−2k˜0 , 2k˜0)× (0, 2k˜0), with
k˜0 :=
⌈ | log ε|
c0
⌉
.
Suppose also that
|u(x)| 6 ε 1c0 |x|1+α for all x = (x1, x2) ∈ B2k˜0 with x2 < 0
and
|u(x)| 6 ε (2k)1+α for all x = (x1, x2) ∈ B2k with x2 > 0, for all k ∈ {0, . . . , k˜0}.
Then, as ε ↘ 0, up to a subsequence, uε converges locally uniformly in R2 to a func-
tion u¯ satisfying
sup
x∈R2
|u¯(x)|
1 + |x|1+α < +∞
and (−∆) 1+s2 u¯ = 0 in R× (0,+∞).
Furthermore, if |x| → 0 with x2 > 0, we can write that
u¯(x) = a¯ x
1+s
2
2 +O(|x|
3+s
2 ),
for some a¯ ∈ R.
With this, one can obtain a suitable improvement of flatness result as follows:
Theorem 5.2. Let ε, h ∈ (0, 1), α ∈ (0, s), u : R2 → R be such that
u(x) = 0 for all x ∈ (−2k˜0 , 2k˜0)× (−h, 0), (5.1)
and assume that u is an s-minimal graph in (−2k˜0 , 2k˜0)× (0, 2k˜0), with
k˜0 :=
⌈ | log ε|
c0
⌉
, (5.2)
and with c0 ∈ (0, 1) suitably small.
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Suppose that
lim
x→0
x2>0
u(x) = 0. (5.3)
Then, there exists ε˜0 ∈ (0, 1) such that if ε ∈ (0, ε˜0] the following statement holds true.
If
|u(x)| 6 ε 1c0 |x|1+α for all x ∈ B
2k˜0
with x2 < 0 (5.4)
and
|u(x)| 6 ε (2k)1+α for all x ∈ B2k with x2 > 0, for all k ∈ {0, . . . , k˜0}, (5.5)
then, for all j ∈ N,
|u(x)| 6 ε
2j(1+α)
for all x ∈ B1/2j with x2 > 0.
Moreover,
|u(x)| 6 4ε|x|1+α for all x ∈ B1/2 with x2 > 0.
Proof. The proof of Theorem 8.1 of [DSV19b] carries over to this case, with the ex-
ception of the proof of (8.9) in [DSV19b] (which in turn uses the one-dimensional
barrier built in Lemma 7.1 of [DSV19b], that is not available in the higher dimen-
sional case that we deal with here). More precisely, using Lemma 5.1, we obtain that,
given δ ∈ (0, 1), if ε is sufficiently small, for all x ∈ B3 with x2 > 0, we have that
|u(x)− ε a¯ x
1+s
2
2 | 6 Cε
(|x| 3+s2 + δ), (5.6)
for some C > 0.
With this, which replaces formula (8.8) of [DSV19b] in this setting, the proof of
Theorem 8.1 of [DSV19b] can be applied to our framework, once we show that
a¯ = 0. (5.7)
To check that (5.7) is satisfied, and thus complete the proof of Theorem 5.2, we argue
for a contradiction and assume, for instance, that a¯ > 0 (the case a¯ < 0 being similar).
We take E(β,$,R) as in Lemma 4.3, with n := 2,
Φ(x1) := |x1| 3+s2 , ¯` := εδ, λ := min
{
1
10
2
1−s
,
a¯
4C
}
,
c0 := min
{
s log 2,
1− log 2
2
,
s
2(s+ 1 + α)
}
, $ :=
C? ε
µs
, L :=
1
4 ε
log 2
c0
,
a :=
a¯
8
, b := 22(2+α) +
1
λα
+
24(2+α)
λ1+α
, c :=
1
4
and R :=
C] µ
ε
1
s
,
and we slide it from below till it touches the graph of u (by choosing conveniently the
free parameters such that ε  δ  µ  1). As a matter of fact, we have that (4.2),
(4.4) and (4.6) are satisfied. Consequently, we are in the position of using Lemma 4.3
and deduce from (4.7) that
if E(β,$,R) \D is below the graph of u,
then E(β,$,R) is below the graph of u.
(5.8)
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where D := {|x1| < R/2} ∩ {x2 ∈ (0, µ)}.
Now we claim that
E(β,$,R) \D lies below the graph of u. (5.9)
Indeed, if x2 6 −L, or x2 > L, or |x1| > R, then the result is obvious. Hence, to
prove (5.9), we can focus on the region {|x1| < R} × {|x2| < L}.
If x2 ∈ (−L, 0), we notice that
2k˜0 > 2
| log ε|
c0
−1
= 2L, (5.10)
thanks to (5.2). As a consequence, |x| 6 |x1|+ |x2| < R + L < 2L 6 2k˜0 , and thus we
can exploit (5.4) and find that
|u(x)| 6 ε 1c0 |x|1+α.
Combining this with (5.1), and noticing that |x1| < R = C] µ
ε
1
s
< 2k˜0 , we see that
|u(x)| 6 ε 1c0 |x|1+αχ(−∞,h)(x2),
and, as a result,
β(x2)−$Φ(x1)− u(x) 6 εδx2 −$Φ(x1) + ε
1
c0 |x|1+αχ(−∞,h)(x2)
6 −εδ|x2| −$Φ(x1) + 2 1+α2 ε
1
c0
(|x1|1+αχ(−∞,h)(x2) + |x2|1+α)
6 ε|x2|
(
2
1+α
2 Lαε
1−c0
c0 − δ)−$Φ(x1) + 2 1+α2 ε 1c0 |x1|1+αχ(−∞,h)(x2)
= ε|x2|
(
2
1+α
2
(
1
4ε
log 2
c0
)α
ε
1−c0
c0 − δ
)
−$Φ(x1) + 2 1+α2 ε
1
c0 |x1|1+αχ(−∞,h)(x2)
6 −δε
2
|x2| −$Φ(x1) + 2 1+α2 ε
1
c0 |x1|1+αχ(−∞,h)(x2).
(5.11)
Now we consider two regimes: when |x2| 6 h, we deduce from (5.11) that
β(x2)−$Φ(x1)− u(x) 6 −δε
2
|x2| < 0. (5.12)
If instead |x2| > h, using (5.11) we infer that
β(x2)−$Φ(x1)− u(x) 6 −δε
2
h+ 2
1+α
2 ε
1
c0 |x1|1+α
6 −ε
(
δ
2
h− 2 1+α2 ε
1−c0
c0 R1+α
)
= −ε
(
δ
2
h− 2 1+α2 C1+α] µ1+αε
1−c0
c0
− 1+α
s
)
6 −δεh
4
< 0.
(5.13)
In view of (5.12) and (5.13), we conclude that (5.9) is satisfied when x2 ∈ (−L, 0)
and |x1| < R.
From these considerations, we see that it is enough now to check (5.9) with x2 ∈ (0, µ)
and |x1| ∈ (R/2, R), and with x2 ∈ (µ, L) and |x1| < R.
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If x2 ∈ (0, µ) and |x1| ∈ (R/2, R), in light of (5.6) we have that
β(x2)−$Φ(x1)− u(x) 6 εδx2 + εax2 −$Φ(x1)− ε a¯ x
1+s
2
2 + Cε
(|x| 3+s2 + δ)
6 εδx2 + εax2 −$Φ(x1)− ε a¯ x
1+s
2
2 + Cεδ + 2
3+s
4 Cε
(
x
3+s
2
2 + |x1|
3+s
2
)
6 ε x
1+s
2
2
(
(δ + a)µ
1−s
2 + 2
3+s
4 Cµ− a¯)+ Cεδ − ($Φ(x1)− 2 3+s4 Cε |x1| 3+s2 )
6 ε
(
Cδ −
(
C?
µs
Φ(x1)− 2 3+s4 C |x1| 3+s2
))
6 ε
(
Cδ −
(
C?
µs
− 2 3+s4 C
)
|x1| 3+s2
)
6 ε
(
Cδ − C?
2µs
(
R
2
) 3+s
2
)
< 0.
This checks (5.9) when x2 ∈ (0, µ) and |x1| ∈ (R/2, R), and therefore we are only left
with the case in which x2 ∈ (µ, L) and |x1| < R.
In this setting, we distinguish when x2 ∈ (µ, λ) and |x1| < R and when x2 ∈ (λ, L)
and |x1| < R.
Then, when x2 ∈ (µ, λ) and |x1| < R, we make use of (5.6) and we see that
β(x2)−$Φ(x1)− u(x) 6 εδx2 + εax2 −$Φ(x1)− ε a¯ x
1+s
2
2 + Cε
(|x| 3+s2 + δ)
6 ε(δ + a)x2 −$Φ(x1)− ε a¯ x
1+s
2
2 + 2
3+s
4 Cε
(|x1| 3+s2 + x 3+s22 )+ Cεδ
= εx
1+s
2
2
(
(δ + a)x
1−s
2
2 + 2
3+s
4 Cx2 +
Cδ
x
1+s
2
2
− a¯
)
+ 2
3+s
4 Cε |x1| 3+s2 −$Φ(x1)
6 εx
1+s
2
2
(
(δ + a)λ
1−s
2 + 2
3+s
4 Cλ+
Cδ
µ
1+s
2
− a¯
)
+ ε|x1| 3+s2
(
2
3+s
4 C − C?
µs
)
6 −εa¯
16
x
1+s
2
2 < 0,
that gives (5.9) in this case.
If instead x2 ∈ (λ, L) and |x1| < R, we exploit (5.5). In this case, we claim that
|u(x)| 6 21+αεmax{1, |x|1+α}. (5.14)
Indeed, if |x| < 1, we use (5.5) with k := 0 and we obtain (5.14). If instead |x| > 1,
we remark that |x| 6 |x1|+ |x2| < R+L < 2k˜0 , and therefore we are in the position of
applying (5.5) with k such that 2k−1 6 |x| 6 2k, and conclude that
|u(x)| 6 ε (2k)1+α 6 21+αε |x|1+α.
This completes the proof of (5.14).
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Consequently, using (5.14), we find that
β(x2)−$Φ(x1)− u(x) 6 εδx2 − εbx1+α2 −$Φ(x1) + 21+αεmax{1, |x|1+α}
6 εδx2 − εbx1+α2 −$Φ(x1) + 22(1+α)ε
(
1 + |x1|1+α + x1+α2
)
6 εx1+α2
(
δ
xα2
+ 22(1+α) − b
)
+ 22(1+α)ε+ ε
(
22(1+α)|x1|1+α − C?
µs
Φ(x1)
)
.
(5.15)
Now we consider the function
[0,+∞) 3 t 7→ g(t) := t1+α −Kt 3+s2 ,
for a given K > 0, and we claim that
g(t) 6 1
K
2(1+α)
1+s−2α
. (5.16)
Indeed, if t > 1
K
2
1+s−2α
, we see that
g(t) = t1+α
(
1−Kt 1+s−2α2
)
6 0,
and so (5.16) is satisfied. If instead t ∈
[
0, 1
K
2
1+s−2α
)
we have that
g(t) 6 t1+α 6 1
K
2(1+α)
1+s−2α
,
proving (5.16) also in this case.
Now, from (5.16),
22(1+α)|x1|1+α − C?
µs
Φ(x1) = 2
2(1+α)
(
|x1|1+α − C?
22(1+α)µs
|x1| 3+s2
)
6 22(1+α)
(
22(1+α)µs
C?
) 2(1+α)
1+s−2α
= C˜ µ
2s(1+α)
1+s−2α ,
for a suitable C˜ > 0.
Plugging this information into (5.15), we conclude that
β(x2)−$Φ(x1)− u(x) 6 εx1+α2
(
δ
xα2
+ 22(1+α) − b
)
+ 22(1+α)ε+ C˜ εµ
2s(1+α)
1+s−2α
6 εx1+α2
(
δ
λα
+ 22(1+α) − b
)
+ 22(2+α)ε 6 −2
4(2+α)εx1+α2
λ1+α
+ 22(2+α)ε
6 −24(2+α)ε+ 22(2+α)ε < 0,
and this completes the proof of (5.9).
Then, (5.8) and (5.9) give that E(β,$,R) is below the graph of u.
As a result, if x2 ∈ (0, λ) and |x1| < R/2,
εδx2 +
εa¯
8
x2 −$Φ(x1) = ¯`x2 + εax2 −$Φ(x1) = β(x)−$Φ(x1) 6 u(x).
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Consequently, if we consider the second blow-up of the graph of u, as in Lemma 3.2,
we conclude that {
x3 <
(
εδ +
εa¯
8
)
x2
}
∩ {x2 > 0} ⊆ E00.
From this and Corollary 3.11, we conclude that (3.90) and (3.92) cannot hold true,
and therefore necessarily (3.91) must be satisfied, namely E00 ∩ {x2 > 0} = {x2 > 0}
and
lim
x2↘0
u(0, x2) > 0.
The latter inequality is in contradiction with (5.3) and therefore this completes the
proof of the desired claim in (5.7). 
Now, we can complete the proof of Theorem 1.4 :
Proof of Theorem 1.4 . The core of the proof is to establish (1.9), since (1.10) would
then easily follow.
To this end, from Theorem 5.2, arguing as in Theorem 8.2 of [DSV19b], and ex-
ploiting Corollary 3.11 here (instead of Theorem 4.1 in [DSV19b]) to obtain (8.19)
in [DSV19b], one establishes (1.9) with 3+s
2
replaced by 1 + α, for a given α ∈ (0, s).
Then, to improve this regularity exponent and complete the proof of (1.9), one can
proceed as in the proof of Theorem 1.2 of [DSV19b]. 
Appendix A. A classical counterpart of Theorem 1.1
In this appendix, we show that Theorem 1.1 possesses a classical counterpart for the
Laplace equation, namely:
Theorem A.1. Let n > 2, k ∈ N and f ∈ Ck(B′1). Then, for every ε > 0 there
exist fε ∈ Ck(Rn−1) and uε ∈ C(Rn) such that{
∆uε = 0 in B1 ∩ {xn > 0},
uε = 0 in B1 ∩ {xn = 0},
lim
xn↘0
uε(x
′, xn)
xn
= fε(x
′) for all x′ ∈ B′1,
and
‖fε − f‖Ck(B′1) 6 ε.
We observe that formally Theorem A.1 corresponds to Theorem 1.1 with σ := 1.
The arguments that we proposed for σ ∈ (0, 1) can be carried out also when σ = 1, and
thus prove Theorem A.1. Indeed, for the classical Laplace equation, one can obtain
Lemma 2.1 by taking, for instance, the real part of the holomorphic function C 3 z 7→
zk, with k ∈ N, and then use this homogeneous solution in the proof of Lemma 2.2.
Then, once Lemma 2.2 is proved with σ := 1, one can exploit the proof of Theorem 1.1
presented on page 12 with σ := 1 and obtain Theorem A.1.
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However, in the classical case there is also an explicit polynomial expansion which
recovers Lemma 2.2 with σ := 1, that is when (2.4) is replaced by{
∆u = 0 in Br ∩ {xn > 0},
u = 0 in Br ∩ {xn = 0}.
Hence, to establish Theorem A.1, we focus on the following argument of classical
flavor (which is not reproducible for σ ∈ (0, 1) and thus requires new strategies in the
case of Theorem 1.1).
Proof of Lemma 2.2 with σ := 1. Given κ =
(
κγ
)
γ∈Nn−1
|γ|6k
in RNk , where Nk is defined
in (2.6), we aim at finding a function u ∈ C(B1) such that{
∆u = 0 in B1 ∩ {xn > 0},
u = 0 in B1 ∩ {xn = 0},
(A.1)
and for which there exists φ ∈ Ck(B′1) such that
lim
xn↘0
u(x′, xn)
xn
= φ(x′) for all x′ ∈ B′1, (A.2)
with, in the notation of (2.5),
Dkφ(0) = κ. (A.3)
To this end, we define φ to be the polynomial
φ(x′) :=
∑
γ∈Nn−1
|γ|6k
κγ
γ!
(x′)γ.
In this way, (A.3) is automatically satisfied. Furthermore, we observe that ∆jx′φ van-
ishes identically when 2j > k, and therefore we can set
u(x′, xn) :=
∑
j∈N
j6k/2
(−1)j ∆jx′φ(x′)
(2j + 1)!
x2j+1n =
+∞∑
j=0
(−1)j ∆jx′φ(x′)
(2j + 1)!
x2j+1n .
We observe that
lim
xn↘0
u(x′, xn)
xn
= lim
xn↘0
∑
j∈N
j6k/2
(−1)j ∆jx′φ(x′)
(2j + 1)!
x2jn = φ(x
′),
which establishes (A.2).
Also, we see that u(x′, 0) = 0, and moreover, using the notation J := j − 1,
∆u(x) = ∆x′u(x) + ∂
2
xnu(x)
=
+∞∑
j=0
(−1)j ∆j+1x′ φ(x′)
(2j + 1)!
x2j+1n +
+∞∑
j=1
(−1)j ∆jx′φ(x′)
(2j − 1)! x
2j−1
n
=
+∞∑
j=0
(−1)j ∆j+1x′ φ(x′)
(2j + 1)!
x2j+1n +
+∞∑
J=0
(−1)J+1 ∆J+1x′ φ(x′)
(2J + 1)!
x2J+1n
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= 0,
which gives (A.1). 
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