We have evolved to operate within a dynamic visual world in which natural visual signals are not random but have various statistical regularities. Our rich experience of the probability structure of these regularities could influence visual computation. Considering that spatiotemporal regularity, co-linearity and cocircularity are common geometrical regularities in natural scenes, we explored how our visual system exploits these regularities to achieve accurate and efficient representations of the external world. By measuring human contrast detection performance of a briefly presented foveal target embedded in dynamic stimulus sequences (comprising six short bars appearing consecutively towards the fovea) imitating common regularity structures, we found that both contrast sensitivity and reaction time for target detection was facilitated by predictable spatiotemporal stimulus structure. Qualitatively consistent with natural image analysis that co-linearity is a stronger statistical feature than co-circularity, the facilitation in target detection was more evident for predictable stimulus sequences following a co-linear path than a co-circular path. Control experiments further showed that response bias and uncertainty reduction could not fully account for our observation. It seems that our visual system exploits geometrical natural regularities to facilitate the interpretation of incoming visual signals, such as constraining interpretation on the basis of contextual priors.
Introduction
The function of our visual system has traditionally been viewed as a passive and hierarchical analysis of the immediate retinal input. That is, the visual information is amplified and conveyed at high gain and with fidelity through a hierarchically organised visual cortex by feed-forward connections, with neurons at each successive stage acting effectively as local filters (e.g. Felleman & Van Essen, 1991; Lennie, 1998; Livingstone & Hubel, 1988) . However, recent advances in vision research do not readily bear this view. Considering that visual neurons are embedded in an extensive neural network with feed-forward, lateral and feedback connections, they should have access to a wide variety of spatially and temporally dispersed signals on which to base their computations (Young, 2000) . Indeed, numerous studies have demonstrated that neurons at different cortical stages 'make sense' of the information that is present inside their classical receptive fields (CRFs) by integrating information from larger areas outside their CRFs, hence contribute to more 'global' perception such as contour integration, surface perception and figure-ground segregation (e.g. Albright & Stoner, 2002; Gilbert & Sigman, 2007) . More interestingly, neurons are sensitive to images containing real world probability structures, such that they use context to predict missing information and to generate tuned responses that are only weakly dependent on the analysis of local image region corresponding to their CRFs (e.g. Guo, Robertson, Mahmoodi, & Young, 2005; Guo et al., 2007; Rao, Olshausen, & Lewicki, 2002; Sugita, 1999; Vinje & Gallant, 2000; Weliky, Fiser, Hunt, & Wagner, 2003) . Clearly, the computation of visual neurons is subject to influences of attention, expectation and perceptual tasks. Our internal representation of the visual world affects brain's strategy for scene analysis (Gilbert & Sigman, 2007) .
These compelling results are broadly consistent with a different view of visual function, inferential process in vision, in which the visual system interprets incoming retinal signals in the context of existing knowledge of the visual world (Friston, 2005; Knill & Richards, 1996; Kveraga, Ghuman, & Bar, 2007) . Given that we have evolved to operate within a dynamic visual world whereby natural visual signals are not random but have many common statistical regularities such as co-linearity (Geisler, 2008) , our rich experience and prior knowledge of these natural regularities influences both what we see and the computations that neurons perform during natural vision (Simoncelli & Olshausen, 2001; Guo et al., 2004 Guo et al., , 2007 Knill & Pouget, 2004; Roberts & Thiele, 2008; Schwarzkopf & Kourtzi, 2008) . As various visual features do not appear with equal probability in our natural environment, our brain may represent/compute visual information in the form of probability distributions, by combining prior knowledge of the statistics of the visual world with the likelihood obtained from current sensory input. This Bayesian perspective has been successfully implemented to deal with dynamic visual processing at the perceptual level, such as brightness perception, motion perception, depth perception, shape perception, object recognition, visual search and sensorimotor control (e.g. Ascher & Grzywacz, 2000; Ciaramitaro, Cameron, & Glimcher, 2001; Hürlimann, Kiper, & Carandini, 2002; Kersten & Yuille, 2003; Najemnik & Geisler, 2005; Weiss, Simoncelli, & Adelson, 2002) , suggesting that this prior experience-based inferential process may be a fundamental element of visual processing.
Although natural scenes contain a vast array of local structures with different spatial and temporal complexities, statistical analysis has revealed common geometrical regularities of oriented elements presented in natural images. For instance, co-linearity and co-circularity are two repeatedly documented features in the probability densities for the co-occurrence of line segments in visual scenes (Geisler & Perry, 2009; Geisler, Perry, Super, & Gallogly, 2001; Ruderman & Bialek, 1994; Sigman, Cecchi, Gilbert, & Magnasco, 2001 ). Our abundant environmental experience of such geometrical regularities, therefore, could be reflected in visual performance such as contour grouping and contour detection. Indeed, psychophysical studies have observed that from backgrounds consisting of randomly oriented line segments or Gabor patches, a few separated lines or Gabor elements can be most detectable and grouped together to form coherent perception of a smooth contour if they are co-presented in a co-linear or co-circular path (e.g. Geisler et al., 2001; Li & Gilbert, 2002; Schwarzkopf & Kourtzi, 2008) , possibly through Gestalt notion of 'good continuation' (Wertheimer, 1958) and roles of local grouping function such as 'association fields' (Bonneh & Sagi, 1998; Field, Hayes, & Hess, 1993) . The contour detectability heavily depends on stimulus geometry and is constrained by co-linearity and proximity spatial configurations (Bonneh & Sagi, 1998; Hess, Hayes, & Field, 2003) . Misalignment in orientation between contour elements and contour curvature (orientation jitter) results in a substantial reduction in detectability (Field et al., 1993; Pettet, McKee, & Grzywacz, 1998) , suggesting that our visual system is probably optimised to process contours defined by geometrical regularities.
These studies, however, mainly examined the effect of geometrical regularities on contour detection in space or spatial configuration (the static condition in which local elements are presented simultaneously). Given that we operate within a dynamic visual world in which local components often vary in space-time or spatiotemporal domain, it would be interesting to inspect whether colinearity and co-circularity arranged in space-time have similar facilitation effect on target detection as those arranged in space. Furthermore, the common geometrical regularities often have different density distributions in natural environment. For instance co-linearity is a relatively stronger statistical feature than co-circularity (Geisler et al., 2001; Sigman et al., 2001) , although the exact difference in density distribution is difficult to quantify because of complexity and variety of natural scenes (i.e. edge co-occurrence probability for co-circularity can vary with angular location of edge elements in a circular arc). It remains unclear to what extent our experience of different density distribution of co-linearity and co-circularity in natural scenes can be exploited for dynamic visual computation, at least qualitatively.
Spatiotemporal regularity, in which objects around us often occur and move in statistically predictable ways to create a stream of visual inputs which are spatially and temporally coherent, is another common regularity in natural environment. Our visual system frequently expects that a particular feature is presented at a particular location and time because of the spatial and temporal structure of the current scene, and prior knowledge of the spatiotemporal regularities in the visual world (Guo et al., 2004) . A few recent studies have revealed that our rich experience of the probability structure of these spatiotemporal regularity and co-linearity can bias our orientation perception (Guo et al., 2004; Roberts & Thiele, 2008) . The participants' orientation judgments of a foveal bar was biased towards the orientation of four collinear bars (predictors) appearing consecutively towards the fovea. The degree of this bias was correlated to the spatiotemporal prior probability induced by the predictors (i.e. stronger bias for the predictors presented in a highly ordered and predictable sequence, with less bias for the predictors presented in a randomized order), and could be accounted for by a Bayesian inference model associating predictable spatiotemporal stimulus structure with increased prior expectation of collinear events (Guo et al., 2004) . Our electrophysiological studies further indicated that the neural computation of these natural regularities could start at the earliest stage of cortical processing (Guo et al., 2007; Pollux & Guo, 2009) . Taken together, it seems that the spatiotemporal regularities of the external world are used to reconstruct the visual scene whereby local visual information is processed in light of the context within which it occurs.
In this study we aimed to investigate the influence of spatiotemporal regularity and co-linearity and co-circularity arranged in space-time configuration on target detection, one of our fundamental visual processes. We also wanted to clarify to what extent the enhanced visual performance in responding to such stimulus arrangements is accounted for by natural regularity effects (Guo et al., 2004) and other relatively simple effects such as response bias, uncertainty reduction and flanker facilitation. We systematically manipulated the dynamic stimulus structures to 'mimic' the basic structure of common regularities (spatiotemporal regularity, co-linearity and co-circularity) and measured their impact on human contrast detection performance of a foveal target bar (detection rate and reaction time). If we exploit our prior experience of natural geometrical regularities to interpret incoming retinal signals, our contrast detection performance would be facilitated by the stimulus structure arranged to imitate these basic structure of natural regularities.
Methods
Four male and nine female participants (including two authors), aged between 18-and 41-years (24 ± 6, Mean ± SD), participated in this study. All participants had normal or corrected-to-normal visual acuity. Informed consent was obtained from each participant, and all procedures complied with British Psychological Society ''Code of Ethics and Conduct", and with the World Medical Association Helsinki Declaration as revised in October 2008.
With the method of constant stimuli, visual stimuli were presented through a ViSaGe Graphics system (Cambridge Research Systems, UK) and displayed on a non-interlaced gamma-corrected colour monitor (100 Hz frame rate, 40 cd/m 2 background luminance, 1024 Â 768 pixels resolution, Mitsubishi Diamond Pro 2070SB). At a viewing distance of 57 cm the monitor subtended a visual angle of 40 Â 30°. The visual stimuli comprised six short bars (1°length, 0.1°width) appearing successively towards the fovea (predictor-target sequence, see Fig. 1A for examples). The first five 'predictor' bars with 15% contrast were presented in the peripheral visual field. The sixth 'target' bar was presented 1°be-low a small red fixation point (FP, 0.2°diameter, 10 cd/m 2 ) in varying contrast (0%, 0.25%, 0.5%, 0.75%, 1%, 1.25%, 1.5%, 1.75%, 2%, 2.5%, 15%). Each bar was presented for 200 ms. Typically there was no spatial and temporal gap (or spacing) between adjacent bars. The bars were flashed in turn, in a position immediately adjacent (end-to-end) and in a time immediately preceding the next bar at successive positions. The trajectory of this dynamic predictortarget sequence was following either co-linear or co-circular path, and the orientation of individual predictor bar and its presentation order were manipulated independently in different predictor-target sequences (the detailed manipulation of stimulus structure was introduced in individual experiments later in Section 3). Regardless of experimental manipulation of the predictor-target sequences, the horizontal target bar (1°length, 0.1°width) was identical and always presented 1°below the FP.
During the experiments the participants sat in a quiet, darkened room, and viewed the display binocularly with the support of a chinrest. The trial was started by a 350 Hz warning tone lasting 150 ms followed by a delay of 1000 ms. A predictor-target sequence drawn randomly from different predictor-target conditions with varying target contrast was then presented. For instance, in the predictable predictor-target sequence, the five predictors and the target (with varying contrast) were presented on the screen in a highly predictable spatial and temporal order (predictor 1 ? predictor 2 ? predictor 3 ? predictor 4 ? predictor 5 ? target). The participants were instructed to maintain fixation of the FP throughout the trial, and to indicate, by pressing the 'enter' key on a computer keyboard as quick as possible, when they were reasonably confident that the target had been presented below the FP within this predictor-target sequence (target present/absent detection). No feedback was given. The trial interval was set to 1500 ms. A minimum of 20 trials were presented for each target contrast, for each predictor-target sequence. During the experiments the observers were encouraged to have a short break if it was necessary. Before the formal test, the participants were given a training session (normally 20 trials) to familiarise with the task.
The participants' detection performance (percentage of target detection judgment and reaction time) was measured as a function of target contrast. Catch trials (0% and 15% target contrast) were used to correct for guessing target detection. Across the participants and predictor-target sequences, the mean hit rate for the presence of 15% target contrast was 99.2% ± 2.1, and the mean false alarm rate for the presence of 0% target contrast was 6.3% ± 6.8. The detection rate for target presence with a tested contrast was then calculated as (observed hit rate À false alarm rate)/(1 À false alarm rate) Â 100 (Norton, Corliss, & Bailey, 2002) . In order to have a reasonable sample size for statistical analysis, the reaction time was calculated only for those target contrasts inducing 50% or higher detection rate.
Results and discussion
We first examined to what degree spatiotemporal regularity facilitates our target detection. The stimulus structure was manipulated in four sequences, decreasing in spatiotemporal regularity ( Fig. 1A ): (1) Predictable sequence: five collinear predictors appeared successively towards the fovea in highly predictable spatial and temporal sequence, followed by the target; (2) Random location sequence: predictors were illuminated in random spatial and temporal sequence, followed by the target; (3) Random orientation sequence: predictors with random orientation (0-180°in steps of 22.5°) appeared successively towards the fovea, followed by the target; (4) Target alone sequence: no predictors were presented, only the target. If the visual system is sensitive to the spatiotemporal regularity, the target detection rate and reaction time should be facilitated by increased predictability of the target.
Ten volunteers participated in this experiment. Their contrast detection performance for the target was systematically manipulated by the predictability of predictor-target sequence. Four (stimulus sequences) Â 11 (contrast levels) repeated measures analysis of variance (ANOVA) with detection rate or reaction time as the dependent variable revealed that compared to target alone sequence, predictable sequence significantly increased target detection rate (F(3, 396) = 13.56, p < 0.01; Fig. 1B ) and shortened reaction time (F(3, 161) = 13.69, p < 0.01; Fig. 1C ). The enhancement in contrast detection performance was most evident when the target contrast was varied between 0.75% and 2.5% (Tukey's least significance post hoc test, p < 0.05). Breaking this spatiotemporal regularity inherent in the predictable sequence by randomising illumination order (random location sequence) or predictor orientation (random orientation sequence) had indistinguishable effect to reduce target detection rate (F(1, 198) = 0.34, p > 0.05) and to increase reaction time (F(1, 81) = 4.09, p > 0.05). The target detection performance (detection rate and reaction time) was better than that measured in target alone sequence, but worse than in predictable sequence. It seems that our visual system does take the spatiotemporal regularity of the stimulus structure into account when interpreting incoming visual signals. This is reflected in the increased detection performance in response to the target embedded in the predictable sequences. Does this facilitation of spatiotemporal regularity vary as a function of natural image statistics? Co-linearity and co-circularity are common probability densities for the co-occurrence of line segments in natural scenes. Although it is difficult to quantify their density distribution because of complexity and variety in natural scenes, statistical analysis of a representative collection of natural images has revealed that co-linearity is a relatively stronger statistical feature than co-circularity (Geisler et al., 2001; Sigman et al., 2001) . We hypothesised that these regularities and their different probability densities could be exploited for efficient coding in visual system and reflected in our behavioural performance, at least qualitatively. To examine this possibility, the dynamic structure of predictor-target sequence was manipulated in three conditions to reflect different strengths of natural image statistics ( Fig. 2A): (1) Co-linear sequence: predictors and target appeared successively towards the fovea in predictable spatial and temporal sequence, following a co-linear path; (2) Co-circular sequence: predictors and target appeared successively towards the fovea in predictable spatial and temporal sequence, following a co-circular path; (3) Target alone sequence: only the target bar was presented. We measured participants' contrast detection performance for the target embedded in different predictor-target sequences. If our visual system is aware of different strengths of these statistical features, then the target detection performance would be facilitated the most for the target presented in the co-linear context. Three (stimulus sequences) Â 11 (contrast levels) ANOVA of experimental data collected from ten participants confirmed that different predictor-target sequences resembling different strength of natural image regularities had significant impact on both target detection rate (F(2, 297) = 25.35, p < 0.01; Fig. 2B ) and reaction time (F(2, 133) = 26.90, p < 0.01; Fig. 2C ). Specifically when the target contrast was varied between 0.5% and 1.5%, the detection rate was significantly enhanced when the target was embedded in co-linear sequence, which was 32% and 71% higher than that in co-circular and target alone sequence, respectively (Tukey's least significance post hoc test, p < 0.01). The reaction time was also manipulated in the same trend with the shortest reaction time for co-linear sequence and the longest for target alone sequence (post hoc test, p < 0.01). Furthermore, when the detection rate became indistinguishable between co-linear and co-circular sequences for the target with higher contrasts (>2% contrast), a quicker reaction time was still recorded in co-linear sequence than that in co-circular sequence (post hoc test, p < 0.05, Fig. 2C ). Overall, this experiment clearly demonstrated that our target detection performance was modulated by dynamic stimulus structures imitating different geometrical regularities. Compared with co-circularity, co-linear predictor-target sequence produced greater facilitation on target detection in low contrast.
It could be argued that the enhanced contrast detection performance for the target embedded in the predictable co-linear sequence may be accounted for by two relatively simple mechanisms, response bias and uncertainly reduction. We adopted a temporal two-interval forced-choice paradigm to control for the participants' response bias. Each trial consisted of two temporal intervals separated by 1 s. Both intervals contained the same predictor sequence, but only one of them contained the target. The participants were instructed to maintain fixation on the FP throughout the trial, and to indicate (guess if necessary), by pressing one of two keys in a computer keyboard, in which interval the target was presented. The structure of the predictor-target sequence was manipulated in the same way as those shown in Fig. 1A and 2A . A minimum of 50 trials were presented for each target contrast (0.5-15%) in each predictor-target sequence. Using the method of signal detection theory (Norton et al., 2002) , the detectability (d 0 ) for the target presence in different predictor-target sequences (predictable, random location, random orientation and target alone sequences in one experiment; co-linear, co-circular and target alone sequences in another experiment) was calculated and averaged from three participants, who had participated in the previous comparison experiments. We chose not to use this calculation from the start as it does not allow measurement of reaction times.
The spatiotemporal structure of the predictor-target sequences had a similar effect on the d 0 ( Fig. 3A and 3B ) and detection rate (Fig. 1B and 2B ). Decreasing predictability of the spatiotemporal regularity by changing predictable sequence to random location, random orientation and target alone sequences systematically reduced d' for target detection (F(3, 107) = 11.67, p < 0.01; Fig. 3A) , in the similar trend as it did to reduce detection rate (Fig. 1B) . Furthermore, when the stimulus structure was manipulated to resemble increased probability densities in natural scenes (from target alone to co-circular and then to co-linear sequence), the d 0 for the target embedded in these sequences was enhanced accordingly (F(2, 54) = 20.66, p < 0.01; Fig. 3B ), similar to the measurement of detection rate shown in Fig 2B. Given this observation, it is unlikely that the enhanced contrast detection performance for the target embedded in predictable sequence can be explained simply by a response bias.
Some recent psychophysical studies have suggested that the improvement in contrast detection and discrimination performance in some stimulus arrangements, such as collinear facilitation in which the presence of collinear flankers improves the detection of a low-contrast central Gabor patch, is largely due to a significant reduction in spatial and/or temporal uncertainty about target presentation (e.g. Pelli, 1985; Petrov, Verghese, & McKee, 2006) . This uncertainty reduction process could increase target detectability by focusing attentional allocation and reducing system noise in decision making (Gould, Wolfgang, & Smith, 2007) . In our experiment, the presentation of the last predictor in the predictable predictor-target sequence provided clear local cues about location and timing of the target appearance. It is possible, therefore, that the increased detection performance for the target embedded in the predictable sequence could be accounted for by relatively local mechanism of uncertainty reduction in target presentation. To address this possibility, we manipulated the uncertainty of the target presentation in four conditions (Fig. 4A): (1) Target alone sequence: no predictors were presented, only the target was presented during time window of 1000-1200 ms; (2) Predictable sequence: five collinear predictors appeared successively towards the fovea in predictable spatial and temporal sequence, followed by the target; (3) Reduction in spatial uncertainty sequence (spatial certainty): similar as target alone sequence, but a faint thin-line oval (0.03°width, 5% contrast) surrounding the target location was present through out the trial; (4) Reduction in spatial and temporal uncertainty sequence (temporal certainty): similar as target alone sequence, but a faint thin-line oval surrounding the target location was present 200 ms before the target onset.
The contrast detection performance for the target embedded in these sequences was collected from five participants, a 4 (stimulus conditions) Â 11 (contrast levels) ANOVA with detection rate and reaction time as the dependent variables was performed. As observed before (Fig. 1B) , compared to the target alone sequence, predictable sequence significantly facilitated participants' target contrast detection performance by increasing detection rate (F(3, 176) = 11.79, p < 0.01; Fig. 4B ) and decreasing reaction time (F(3, 65) = 13.30, p < 0.01; Fig. 4C ). Reducing spatial and/or temporal uncertainty about the target presentation, on the other hand, had negligible enhancement effect on contrast detection performance. Specifically, extra spatial and temporal cues to focus participants' attention to the target location had a tendency to slightly increase target detection rate and to shorten reaction time in comparison with target alone sequence, but this enhancement had not reached the significant level (detection rate: F(2, 142) = 1.42, p = 0.25; reaction time: F(2, 38) = 0.66, p = 0.53). Clearly the enhanced contrast detection performance for the target embedded in the predictable sequence cannot be fully attributed to local . Detectability (d') for the target with varying contrasts and embedded in different predictor-target sequences: predictable, random location, random orientation and target alone sequences in Fig. 3A ; co-linear, co-circular and target alone sequences in Fig. 3B . Error bar represents standard error of mean.
uncertainty reduction process in target presentation. Instead, the predictable sequence could provide global predictive cues to facilitate the interpretation of the target presentation, and to enhance target detectability by increasing its signal-to-noise ratio. Although similar stimulus arrangement is often used in other uncertainty reduction studies (Gould et al., 2007; Petrov et al., 2006) , the surrounding faint thin-line oval in Fig. 4A could have masking effect on the co-presented target (Enns & Di Lollo, 1997) . Furthermore compared to the oval contour, the last predictor in the predictable sequence not only could provide more precise spatiotemporal cues about the target presentation, but also could have localised flanker interaction effect on the target detection (Chen & Tyler, 2002) . To further examine the overall contribution of local mechanisms to the spatiotemporal regularity effect, we manipulated the predictor-target sequence in three conditions ( Fig. 5A): (1) Target alone sequence: no predictors were presented, only the target was presented during time window of 1000-1200 ms; (2) Predictable sequence: five collinear predictors appeared successively towards the fovea in predictable spatial and temporal sequence, followed by the target; (3) Control sequence: one predictor was flashed five times in the spatial location of the fifth and final predictor, followed by the target. The predictable and control sequence would provide the same spatiotemporal proximity information prior to the target presentation. If the local computation could account for the spatiotemporal regularity effect, then participants should show identical target detection performance for the predictable and control sequences.
The contrast detection performance for the target embedded in these sequences was collected from five participants. A 3 (stimulus conditions) Â 11 (contrast levels) ANOVA with detection rate and reaction time as the dependent variables revealed that compared to the target alone sequence, the predictable sequence significantly increased target detection rate (F(2, 165) = 40.4, p < 0.01; Fig. 5B ) and shortened reaction time (F(2, 105) = 59.6, p < 0.01; Fig. 5C ). The control sequence, on the other hand, had less enhancement effect on the target detection performance. The improvement in detection rate was only evident for relatively higher target contrast (P0.75%) (Tukey's least significance post hoc test, p < 0.05). The reaction time measured in the control sequence was also approximately 20 ms longer than those measured in the predictable sequence (p < 0.05). Taken together, it is unlikely that the local computation (i.e. localised predictive cues and flanker interaction) is the sole underling process of dynamic geometrical regularities.
If the more 'global' process is involved in the computation of spatiotemporal regularity, then increasing the number of predictors would provide more regularity cues from a large part of the visual field and consequently enhance the facilitation effect on target detection. Using predictable predictor-target sequence in co-linear trajectory but systematically varying the number of predictors (1, 5 or 9), we recorded five participants' contrast detection performance for targets embedded in these sequences and target alone sequence, and performed a 3 (predict number levels) Â 11 (contrast levels) ANOVA with detection rate and reaction time as the dependent variables. In comparison with target alone sequence, predictable predictor-target sequence significantly enhanced participants' contrast detection rate (F(3, 176) = 26.6, p < 0.001; Fig. 6A ) and shortened reaction time (F(3, 82) = 10.6, p < 0.001; Fig. 6B) . Furthermore, the amount of facilitation for target detection rate was increased with increasing number of predictors in the predictable sequences (F(2, 132) = 6.4, p = 0.002) which was more evident for low-contrast targets. For instance, the detection rate for 0.5% contrast target presented after 9 predictors was significantly higher than the same target presented after 1 or 5 predictors. This suggests that the computation of spatiotemporal regularity is not restricted by local visual inputs, the relevant visual cues from peripheral visual field could be integrated together to facilitate the foveal process of spatiotemporal regularity.
General discussion
It has been argued that the development of visual processing and perception is shaped by our visual experience with natural surroundings (Schwarzkopf & Kourtzi, 2008; Simoncelli & Olshausen, 2001; Sugita, 2004) and we are likely to exploit strong statistical regularities within natural vision (Elder & Goldberg, 2002; Geisler et al., 2001; Ruderman & Bialek, 1994; Sigman et al., 2001 ) to achieve accurate and efficient representations of the external world. Our perceptual computations may be 'Bayes' optimal' by combining prior knowledge of the statistics of the natural world with the likelihood obtained from current sensory input (e.g. Bar, 2007; Friston, 2005; Knill & Pouget, 2004; Knill & Richards, 1996; Rao, Olshausen, & Lewicki, 2002) . Using prior distributions consistent with real-world measurements of optical flow, statistical co-variations in spectral stimuli, edge co-occurrence and statistical shape regularities, this Bayesian perspective has been successfully implemented to interpret our motion perception, colour perception, contour detection and object perception (e. Using a predictable predictor-target sequence following co-linear path, our previous study has observed that our orientation judgement for the target bar was biased towards the orientation of the co-linear predictors, the degree of this bias was correlated to the spatiotemporal prior probability induced by the orientated predictors and could be accounted for by a Bayesian inference model which associated predictable spatiotemporal stimulus structure with increased prior expectation of co-linear events (Guo et al., 2004) . In this study, we extended this finding to target detection. We systematically demonstrated that our detection of low-contrast targets depended heavily on the contextual priors, and that the behavioural performance (target detection rate and reaction time) was facilitated by dynamic stimulus structures resembling the basic structure of natural geometrical regularities, such as spatiotemporal regularity, co-linearity and co-circularity. Breaking these statistical regularities by manipulations such as randomising illumination order (disrupting spatiotemporal regularity) or predictor orientation (disrupting co-linearity) led to reduced target detection rate and increased reaction time (Fig. 1) . Interestingly, the degree of facilitation was broadly consistent with the probability distributions of different natural regularities. Specifically, greater facilitation was achieved by stimulus sequence with predictable spatiotemporal regularity in co-linear path than in co-circular path (Fig. 2 ). Given the complexity and variety of nature scenes, a direct and quantitative comparison between scene statistics (such as quantifying density distribution of co-linearity and co-circularity) and our psychophysical observation is beyond the scope of this paper. A more direct comparison, therefore, would be necessary in future work to establish to what degree our target detection performance measured with different stimulus structures are reflecting different density distributions of geometrical regularities in natural scenes .
As co-linearity and co-circularity can typically be used to define contours in natural scenes, it is not surprising that our visual system is potentially optimised to process these regularities. Previous psychophysical studies have suggested that human visual system utilizes a contour grouping or integration process to detect an extended contour defined by discrete contour elements (i.e. oriented line or Gabor elements) embedded in a field of randomly positioned and oriented elements (e.g. Bonneh & Sagi, 1998; Field et al., 1993; Hess et al., 2003; Li & Gilbert, 2002) . The detection performance is subject to the spatial arrangements of those contour elements, such as orientation uniformity, continuity, smoothness and proximity. For instance, closed or smooth (single-curved) contours are generally more detectable than open or jagged (multicurved) ones (Bonneh & Sagi, 1998; Hess et al., 2003; Kovacs & Julesz, 1993; Pettet et al., 1998) , and curved contours take longer to detect than straight ones (e.g. Hess, Beaudot, & Mullen, 2001 ). Specifically, decreased detection rate and increased processing time are associated with the increased curvature (Field et al., 1993; Geisler et al., 2001; Hess et al., 2001) . Misalignment in orientation between contour elements and contour curvature (orientation jitter), on the other hand, result in a substantial reduction in the contour detection performance (Field et al., 1993; Pettet et al., 1998) . By manipulating stimulus structures in space-time configuration rather than just in space domain, our observations in this study extended previous research by indicating that the bias to detect colinear and co-circular paths can be utilised by the visual system to enhance contrast detection performance for the target when it is embedded in a dynamic stimulus sequence that follows a co-linear or co-circular path. In agreement with those findings showing that curved contours are more difficult to group and detect than straight ones (e.g. Hess et al., 2001) , we also noticed a quicker response with increased detection rate for low-contrast target in dynamic stimulus sequences following a co-linear path than following a co-circular path. This further complements and expands the classical notion of collinear facilitation (measured by enhanced contrast detection performance, e.g. Polat & Sagi, 1993 to encompass co-circular enhancement, illustrating the importance of geometric constraint in stimulus structures in contour grouping (Geisler & Perry, 2009; Sigman et al., 2001) .
In our experiments the individual predictors briefly presented in a predictable sequence (Fig. 1A) created an apparent motion path towards the target location. Previous studies have suggested that through the integration of local motion signals, participants showed an increased perceptual sensitivity (i.e. motion detection, speed discrimination, contrast discrimination) to stimuli presented in the direction of motion (Fredericksen, Verstraten, & van de Grind, 1994; Verghese & McKee, 2002; Verghese, McKee, & Grzywacz, 2000) . The similar mechanism could be argued to account for our observation of improved target detection performance in the predictable sequence. As motion cue is an inherent part of spatiotemporal regularity, there is no doubt that its direction would provide facilitative cues in target detection. But the contribution of geometric regularity context should not be underestimated. For example, the random orientation sequence in Fig. 1A had identical motion direction as the predictable sequence, but disrupting co-linearity led to a decreased target detection performance. Furthermore disrupting temporal regularity by randomising presentation duration of individual predictors in a co-linear predictable sequence also led to a reduced spatiotemporal regularity effect ( Fig. 2A in Guo et al., 2004) . It seems, therefore, that integration of local motion cues cannot fully explain our findings in this study.
Earlier studies about contour grouping (e.g. Bonneh & Sagi, 1998; Field et al., 1993; Kovacs & Julesz, 1993) and collinear facilitation (e.g. Polat & Sagi, 1993 tended to suggest an important role of 'local' grouping process, in which detection performance is highly dependent upon spatial or temporal arrangements of neighbouring contour elements. The dynamic stimulus structure used in our experiments, however, could induce a more 'global' process for computing spatiotemporal regularity imitated by consecutive bar presentation. Disrupting global regularity embedded in co-linear path by randomizing the presentation sequence of individual predictors (random location sequence in Fig. 1A ) had detrimental effect on participants' behavioural performance on target detection (Fig. 1B) . Increasing the number of predictors to provide more regularity cues from a large part of visual field, on the other hand, could further facilitate target detection (Fig. 6 ) which is complementary to previous research examining the effect of number of contour elements on contour grouping (Bonneh & Sagi, 1998; Li & Gilbert, 2002) . Also, given that response bias and uncertainty reduction had limited impact on facilitating target detection (Fig. 3 and 4) , a more 'global' mechanism (i.e. through long-range lateral interactions and/or feedback from higher levels) is likely involved in detecting the target embedded in the dynamic stimulus structures resembling the spatiotemporal regularity, co-linearity and co-circularity (for further discussion in local vs global process in spatiotemporal regularity, please also see Discussion in Guo et al., 2004) .
With stimulus structures similar to those used in studying flanker facilitation, and with the same target present/absent detection task employed in our study, Zhaoping and Jingling (2008) recently demonstrated a strong contextual influence on participants' detection performance of a central target bar. When the flankers were configured to provide strong grouping cues for a straight line (i.e. low-contrast co-linear flankers with short inter-element separation presented on both side of the central target), participants were more likely to infer the presence of a target bar, even when the target contrast was zero. A Bayesian model suggested that such contextual spatial configuration would bias observers' prior belief of target presence according to contour grouping rules (Zhaoping & Jingling, 2008) . Similarly, in our experiments the predictors in dynamic and predictable co-linear or co-circular sequence would provide strong contextual cues for commonly-experienced geometrical regularity, induce dynamic contour grouping process (i.e. Gestalt law of 'good continuation') and consequently bias participants' belief of the target presence. It is reasonable to infer that our visual system can exploit common geometrical regularities to interpret incoming visual signals in both space and space-time domain, such as facilitating visual perception (i.e. contrast detection) by constraining interpretation on the basis of contextual priors.
By measuring the accuracy of detecting a contour path embedded in a field of randomly oriented Gabor elements, Schwarzkopf and Kourtzi (2008) found that we can exploit prior knowledge of image regularities, acquired through either long-term environmental experience (i.e. co-linearity) or short-term perceptual learning (i.e. Gabor patches oriented orthogonally to the contour path), to facilitate contour integration and contour detection. Considering that our participants did not receive extensive training before formal testing (620 trials for protocol familiarisation), and showed similar target detection performance in different testing sessions, they were more likely to exploit long-term rather than short-term prior experience of natural regularities to facilitate the target detection.
What is the neural basis of this prior-knowledge based interpretation process? When local stimulus elements are co-presented simultaneously, co-linearity can be processed as early as in area V1 (Li, Piech, & Gilbert, 2006) through contextual interactions and intrinsic horizontal connections (Li & Gilbert, 2002) , whereas co-circularity elicits strong neuronal activities in area V4 (e.g. Dumoulin & Hess, 2007; Gallant, Braun, & Van Essen, 1993) . On the other hand, the integration of coherent but spatially and/or temporally separated visual signals is often subject to the influence of top-down modulation (i.e. expectation and prediction based on prior experience), and has traditionally been ascribed to the neural processes in high-order cortical areas, such as frontal and parietal cortex (Nobre, Correa, & Coull, 2007; Summerfield & Koechlin, 2008; Watanabe, 2007) . Given that visual neurons are embedded in an extensive neural network with feed-forward, lateral and feedback connections which should enable them to have access to a wide variety of spatially and temporally dispersed signals on which to base their computations, it is quite possible that expectation-related information or experience-based prediction is generated in higher-level areas and projected backward to lower-level areas, such that the immediate sensory input is interpreted at each cortical stage within the context of a prior expectation (Bar, 2007) , a process similar to 'predictive coding' proposed in computational neuroscience (Friston, 2005) .
Indeed, growing evidence has demonstrated that even the function of area V1, the earliest cortical stage of visual processing, is subject to the influences of attention, expectation and perceptual task (Gilbert & Sigman, 2007) . The V1 neuronal responses can reflect statistical characteristics of natural scenes and show higher efficiency of information transmission while coding images containing real world probability structures (e.g. Vinje & Gallant, 2000; Rao et al., 2002; Guo et al., 2005 Guo et al., , 2007 . Using similar visual stimuli, our recent extracellular recordings revealed that V1 neuronal responses are systematically modulated by the spatiotemporal information occurring well outside and prior to stimulation of their CRFs in accordance with the statistical regularity of the stimulus sequence (Guo et al., 2007) . Typically when the co-linear predictors (extra-CRF stimuli) and target (CRF stimulus) were arranged as a predictable predictor-target sequence, orientated towards and through to the neuron's CRF, half of the recorded neurons responded to the predictors presented outside their CRFs at the time there was no visual stimulus presented inside the CRFs. For around one-third of the neurons, their orientation tuning curves to the CRF target were biased towards the orientation of the predictors. Information Theoretic analysis further revealed that V1 neurons would transmit higher amount and more reliable information about the target orientation when the target was embedded in the predictable sequences resembling natural spatiotemporal regularities (Guo et al., 2007) .
Recordings from human participants also demonstrated that early components (P1/N1) in event-related potentials (ERPs) were modulated by the spatiotemporal regularity in stimulus sequence (Pollux & Guo, 2009 ). In comparison with target alone and random location sequences (see Fig. 1A for examples) , the P1/N1 peak latency in responding to the target presentation was significantly shortened by the predictable sequence. The shift of P1/N1 latency was consistent with the change of target-detection time recorded at the same time, implying a direct link between perceptual performance and neural processing of spatiotemporal regularities as revealed by ERP recordings. Taken together, although we cannot differentiate the contribution of long-range horizontal connections and feedback connections in the coding of spatiotemporal regularities, it seems that such computation starts from the early stage of visual processing and V1 neurons can directly contribute to the exploitation of common natural regularities to facilitate our visual detection performance. We are currently examining the detailed contribution of early visual cortex in the computation of spatiotemporal regularity, co-linearity and co-circularity through combined recordings of ERP and TMS.
