[1] Lidar observations of wind and temperature profiles between 85 and 100 km, conducted at the Starfire Optical Range (SOR), New Mexico, are used to characterize the seasonal variations of the vertical fluxes of heat and horizontal momentum and their relationships to gravity wave activity in this region. The wind and temperature variances exhibit strong 6-month oscillations with maxima during the summer and winter that are about 3 times larger than the spring and fall minima. The vertical heat flux also exhibits strong 6-month oscillations with maximum downward flux during winter and summer. The downward heat flux peaks near 88 km where it exceeds À3 K m s À1 in mid-winter and is nearly zero during the spring and fall equinoxes. The heat flux is significantly different from zero only when the local instability probability exceeds 8%, i.e., the annual mean for the mesopause region. The momentum fluxes also exhibit strong seasonal variations, which are related to the horizontal winds. Two-thirds of the time the horizontal momentum flux is directed against the mean wind field. 
Introduction
[2] Atmospheric gravity waves (AGWs) strongly influence middle-atmosphere circulation and structure by vertically transporting horizontal momentum, heat, and constituents when they experience dissipation [Matsuno, 1982; Holton, 1983; Garcia and Solomon, 1985; Hamilton, 1996; Alexander and Holton, 1997; Walterscheid, 2001] . Dissipation is caused by several mechanisms including convective and dynamic instabilities, nonlinear wave-wave and wave-mean flow interactions, and critical layer filtering [Hodges, 1969; Hines, 1970; Lindzen, 1981] . Gravity wave drag plays a significant role in establishing the zonal mean wind profile in the middle atmosphere Luo et al., 1995; Hamilton, 1996; Fritts and Alexander, 2003 ]. In addition, dissipating gravity waves typically transport heat downward, which can result in substantial cooling of the middle atmosphere as heat is transported to lower altitudes [Walterscheid, 1981; Weinstock, 1983; Gardner and Yang, 1998 ].
[3] Momentum and heat transport is characterized by the vertical fluxes of these parameters. Vertical fluxes are second-order statistics of the gravity wavefield, which quantify the cross-correlation between the wave-induced vertical wind perturbations and the associated horizontal wind and temperature fluctuations. These statistics are difficult to measure because they are typically small in quantities, while the wind and temperature variances are large. To ensure that observations include the effects of the important high-frequency (HF), small-vertical-scale waves, the atmospheric parameters must be measured with good accuracy at high resolution ($ 2 min and $ 1 km). Furthermore, extremely long averaging times ($ day) are required to obtain statistically significant flux estimates [Gardner and Yang, 1998; Kudeki and Franke, 1998; Thorsen et al., 2000] . Because nondissipating gravity waves have zero heat flux, measurement of the heat flux is especially challenging but can provide a direct measure of gravity wave dissipation [Gardner et al., 2002] .
[4] Na wind/temperature lidar is capable of making the momentum and heat flux measurements when the instrument is coupled to a steerable telescope. From 1998 to 2000, the University of Illinois Na lidar was deployed at Starfire Optical Range, New Mexico (SOR, 35.0°N, 106.5°W) and 370 hours of horizontal and vertical wind, temperature, and Na density measurements were obtained using the facility's 3.5-m-diameter astronomical telescope. Gardner [2004, 2005] used this data set to determine the annual mean heat and Na flux profiles in the mesopause region at the site. In this paper, we use the same data set to derive and analyze the seasonal variations of the vertical fluxes of heat and horizontal momentum. The primary objective is to quantify the annual mean fluxes and their 12-and 6-month oscillations between 85 and 100 km. A secondary objective is to determine the relationships among the 12-and 6-month flux variations and the corresponding variations in gravity wave activity, the background wind and temperature structure, and the stability conditions in the mesopause region at this site.
[5] Seasonal variations are more difficult to measure than the annual means because shorter data averaging times are required. By using the horizontal and vertical wind and temperature profiles measured by the lidar at SOR, we derived the gravity wave perturbations and calculated the variances and covariances among these quantities on a monthly basis. The monthly mean profile data were then fitted to a harmonic model that included the 12-and 6-month oscillations. The uncertainties in the measured and fitted parameters are carefully analyzed to assess the robustness of the inferred seasonal variations.
Observations
[6] The lidar observations analyzed in this paper were conducted at the Starfire Optical Range (SOR) located on the Kirtland Air Force Base (AFB; 35°N, 106.5°W), near Albuquerque, NM. The facility is operated by the Air Force Research Laboratory, Directed Energy Directorate and includes a 3.5-m-diameter astronomical telescope. The University of Illinois Na wind/temperature lidar was coupled to this telescope through the coude path so that the beam could be pointed in any direction. In the normal operation mode, the lidar was pointed at zenith (Z) and 10°o ff-zenith to the north (N), south (S), east (E), and west (W) in the following sequence: ZNEZSW. At each position, temperature and line-of-sight (LOS) wind profiles were obtained at 500-m vertical and 90-s temporal resolution. These profiles include the perturbations associated with gravity waves having vertical wavelengths longer than 1 km and observed periods longer than 3 min. The data include the effects of the important short-vertical-scale, high-frequency gravity waves that are most susceptible to dissipation and that make the largest contributions to the heat and momentum fluxes.
[7] The root mean square (RMS) LOS wind and temperature errors average about 1.0 m s À1 and 1.3 K between 85 and 100 km, respectively. The 1-mrad pointing accuracy of the lidar was limited by the divergence of the laser beam and the field-of-view of the detector. At this pointing accuracy, the horizontal wind contamination in the vertical wind measurement was generally less than 0.1 m s À1 , depending on horizontal wind speed, which is much less than measurement errors associated with photon noise. Details of the experimental setup, data processing, and measurement validation can be found in the works of Gardner et al. [2002] , Liu et al. [2002] , Liu and Gardner [2004] , Franke et al. [2005] , and Chu et al. [2005] . Methods used for extracting the gravity wave perturbations from the measured wind and temperature profiles and for computing wave variances, momentum fluxes, and heat fluxes are described in the Appendix.
[8] Measurements were made only at night, on a campaign basis from June 1998 to November 2000 during the 2-week periods surrounding new moon. Data were available for every calendar month except July. Observations typically commenced at sunset and continued until sunrise. For this study we employ 370 hours of data that were collected throughout the 30-month period. The number of observation hours varies from 16 in August to over 50 in December. On average there are 33 hours or 4.5 nights of observation each month. Key statistics for these observations, including numbers of observational nights and hours and variances of three wind components and temperature, are summarized for each month in Table 1 . The data coverage during the night for each hour is shown in Figure 1 . Every month Figure 1 . Distribution of number of profiles at each UT hour for each calendar month. 
Seasonal Variations of the Wind and Temperature
[9] Because momentum and heat fluxes are influenced by the strength and directionality of the gravity wavefield, by the stability of the atmosphere, and by the strength and direction of the horizontal wind field, we first examine the seasonal variations in the mean structure of the atmosphere and their relationships to atmospheric stability. The mean wind and temperature were derived by first averaging the data in local time at a 30-min resolution to construct a composite night for each month. The composite nights were then averaged over the 10-hour period centered about local midnight to derive the monthly mean profiles. This method eliminates potential biases associated with unequal observation hours for different times of the night. Because of strong tidal variations in the mesopause region, equal weighting at every hour of the night is important to avoid sampling biases, which can affect the mean values. Due to the small number of observations nights per month, the monthly averaged quantities are still susceptible to daily variations. To minimize the residual effects of daily variations and highlight the seasonal variation, the monthly mean quantities were fitted to a model that includes the annual mean plus 12-and 6-month oscillations. This fitted seasonal variation of horizontal wind and temperature is shown in Figure 2 at 500-m and 1-week intervals. The seasonal variations in these parameters are generally consistent with previous observations at northern midlatitudes and with our knowledge of the general circulation of the mesosphere and lower thermosphere.
[10] The zonal wind is directed eastward throughout most of the year. The strongest velocities occur above 95 km during the spring equinox when they exceed +40 m s
À1
. Below 95 km during this period, there is a weak westward jet with velocities that approach À10 to À20 m s À1 . Elsewhere, the velocities are less than about +20 m s
. The meridional wind is directed toward the wintertime pole throughout the mesopause region, which is consistent with the diabatic circulation system. The maximum velocities are about 10-20 m s À1 northward in winter and 20-30 m s À1 southward in summer.
[11] The mean temperature structure is closely related to the meridional wind. The coldest temperatures occur near 86 km in July and August. These cold temperatures are the result of adiabatic cooling associated with the summertime upwelling over the northern hemisphere and the subsequent southward flow and then downwelling over the south polar cap. The reverse happens in winter. In general, relatively warm winter temperatures are associated with northward meridional flow while cold summer temperatures are associated with southward flow in northern latitudes.
[12] The convective or static stability of the atmosphere is characterized by the square of the buoyancy frequency N defined as
where g is the gravitational acceleration, equal to 9.5 m s
À2
in the mesopause region; T is the atmospheric temperature; and C p is the specific heat at constant pressure, equal to 1004 J K À1 kg
À1
. When N 2 is positive, the atmosphere is statically stable. When N 2 is negative, that is, when the atmospheric lapse rate À@T/@z is larger than the adiabatic lapse rate g/C p % 9.5 K km
, the atmosphere is unstable.
[13] Shear or dynamic instability is induced by large vertical shears of the horizontal wind in combination with low static stability. Dynamic stability is characterized by the Richardson number Ri which is defined as
where S is the total vertical shear of horizontal wind, equal to [(@u/@z) 2 + (@v/@z) 2 ]
1/2
, and u and v are the zonal and meridional wind velocities, respectively. Generally, the atmosphere is considered to be dynamically unstable when 0 < Ri < 1/4. Dynamic instability occurs when there is a strong wind shear and/or small static stability. Hodges [1967] pointed out that for the mean atmosphere without gravity waves, it is unlikely for the condition of dynamic instability to be satisfied. But in the presence of gravity waves and tides, large vertical shears of the temperature and horizontal wind can be generated, which often results in thin layers of instability [Fritts and Rastogi, 1985; Zhao et al., 2003] .
[14] To characterize the static stability of the mean atmosphere, the monthly average values of the square of the buoyancy frequency N 2 were computed using the average monthly temperature and then fitted to a model that includes the mean plus 12-and 6-month oscillations. The results are plotted in contour format in Figure 3a . The annual mean profile and the amplitudes of the 12-and 6-month oscillations are plotted versus altitude in Figure 3b . This method of computing N 2 overestimates static stability because most of the gravity wave and semidiurnal tidal perturbations have been eliminated by the data averaging that is employed to derive the monthly mean temperature profiles. However, the resulting N 2 data are excellent indicators of the regions of low stability where wave dissipation is expected to be greatest [Gardner et al., 2002] . For the SOR data, the atmosphere is statically stable on average throughout the mesopause region. The region of lowest average stability, where N 2 exhibits the smallest values, lies between 82.5 and 85 km (see Figure 3) . The region of greatest average stability lies between 97.5 and 102.5 km, where the temperature increases with increasing altitude throughout the year.
[15] The wind, temperature, and N 2 profiles all exhibit strong seasonal variations. These variations contribute to variation in wave filtering and dissipation due to instabilities, which lead to seasonal variation of gravity wave activity and their fluxes in this region.
Seasonal Variations of the Gravity Wave Activity
[16] Variations in gravity wave activity can affect atmospheric stability as well as the momentum and heat fluxes. In this section, we examine the variances of temperature and wind, which are indicators of wave activity. These variances were derived using the same perturbation data that were used to compute the flux profiles (see Appendix). The monthly mean variance profiles have a vertical resolution of 2.5 km and include the effects of all waves with vertical wavelengths greater than 1 km and less than about 30 km and periods greater than 3 min and less than about 14 hours. The 12-and 6-month variance oscillations were characterized by employing the same fitting procedure used to determine the seasonal variations of the wind and temperature profiles.
[17] The perturbation variances of the three wind components are shown in Figure 4 . The temperature variance is plotted in Figure 5 . The most striking feature is the pronounced minima throughout the 85-to 100-km height range during the equinox periods for all parameters. Clearly, the periods of weakest gravity wave activity occur during the equinoxes while the strongest occur during mid-winter and mid-summer.
[18] The annual mean zonal and meridional wind variances are comparable and they generally grow with increasing altitude from about 225 m 2 s À2 near 85 km to about 400 m 2 s À2 near 100 km (Figures 4b and 4d ). For the zonal wind variance, the amplitudes of the 12-and 6-month oscillations are relatively small compared with the annual mean. In contrast, the meridional wind variance exhibits especially strong 6-month oscillations with amplitudes that reach 300 m 2 s À2 near 97.5 km where the annual mean is about 400 m 2 s
À2
. As a consequence of these oscillations, the total horizontal wind variance (Figures 4e and 4f) changes by more than a factor of 3 during the year with maximum values in mid-winter and mid-summer and minimum values during the spring and fall equinoxes.
[ [20] Radar techniques have also been used to measure wind variances. Tsuda et al. [1990] measured the wind variance in the region between 60 and 85 km at 35°N using the middle and upper atmosphere (MU) radar and also found strong semiannual variation with minima at the equinoxes. They reported that the zonal wind variance had a maximum of about 200 m 2 s À2 in summer and 50 m 2 s À2 at the equinoxes for wave periods between 0.5 and 2 hours. Vincent and Fritts [1987] also detected the semi-annual oscillation in wind variance using the HF radar at Adelaide (35°S), with maxima of 300 -350 m 2 s À2 during the solstices and minima of 200-250 m 2 s À2 at the equinoxes at 86-km altitude for wave periods between 1 and 24 hours. At a higher latitude, Meek et al. [1985] detected semi-annual variations in zonal wind component for periods less than 1 hour, with 140 m 2 s À2 in summer and winter and 100 m 2 s À2 at the equinoxes. The wave variances measured by our lidar correspond to higher altitudes and include a broader spectrum of waves with period from 3 min to 14 hours. As expected, the lidar-derived horizontal wind variances are generally larger than those measured by radars at lower altitudes and a more limited range of wave periods. However, the strong semiannual variation is consistent with radar measurements at midlatitude. The vertical wind variance measured at SOR is similar to that measured by Tsuda et al., who showed a maximum vertical wind variance of about 8 m 2 s À2 in July, minima of 2 m 2 s À2 during the equinoxes, and 4 m 2 s À2 in winter.
[21] The temperature variance exhibits strong 12-and 6-month oscillations with maxima near the solstices and minima during the spring and fall equinoxes (Figures 5a  and 5b ). The annual mean profile increases from about 45 K 2 at 82.5 km to a local maximum of about 70 K 2 near 90 km. The temperature variance then decreases reaching a local minimum of about 45 K 2 at 96 km. It then increases monotonically throughout the remainder of the height range reaching a maximum value of 110 K 2 at 102.5 km. This vertical structure appears to be related to enhanced wave dissipation below 85 km where N 2 is low and low dissipation above 96 km where N 2 is large [Gardner et al., 2002] .
Vertical Heat Flux
[22] Dissipating gravity waves transport heat as they propagate through a region. The vertical heat flux (w 0 T 0 , overbar denotes sample averaging) is defined as the expected value of the product of the vertical wind (w 0 ) and temperature (T 0 ) perturbations. In the absence of wave dissipation, the wave-induced perturbations in temperature are proportional to vertical displacement so that w 0 and T 0 are orthogonal and the vertical heat flux is zero. Wave dissipation mechanisms such as convective and shear instabilities, alter the phase relationships between w 0 and T 0 , thus giving rise to a net vertical heat transport and a nonzero value for the heat flux. The vertical heat flux profile is an excellent measure of wave dissipation. Dissipating waves typically transport heat downward, which can result in substantial cooling as heat is transported to lower altitudes [Walterscheid, 1981; Weinstock, 1983] .
[23] Monthly mean profiles of the vertical fluxes of heat and horizontal momentum were computed from the lidar data according to the procedures described in the Appendix. The dominant seasonal variations were determined by fitting the measured monthly mean fluxes to a model that includes the annual mean plus 12-and 6-month oscillations. To illustrate the seasonal variations, the heat flux regression model is plotted in contour format in Figure 6 . The dominant feature is the large downward flux below 92 km in both summer and winter. The maximum downward flux .
[24] The fitted flux parameters are plotted versus altitude in Figure 7 and their values are tabulated for every 2.5 km between 85 and 100 km in Tables 2 and 3 . The errors in the fitted parameters were calculated using the standard regression formulas and the errors in the measured monthly flux profiles given by (A5). The annual mean heat flux profile exhibits a prominent maximum near 88 km of about À1.6 K m s
À1
and is approximately zero above 95 km (Figure 7a ). The seasonal variations are dominated by both 12-and 6-month oscillations throughout the mesopause region. The 6-month amplitude profile has a prominent maximum of about 1.1 K m s À1 , also at 88 km. This oscillation is quite apparent in the heat flux contour plot presented in Figure 6 .
[25] Because nonzero downward heat fluxes are produced by dissipating gravity waves, the largest heat flux values should be coincident with those atmospheric regions that exhibit the smallest values of mean static stability (N 2 ) and the highest probabilities of static and dynamic instabilities. Indeed, this appears to be the case for the SOR data. The annual mean downward heat flux is maximum near 88 km (Figure 7a) , just above the region between 82.5 and 85 km where the annual mean N 2 is smallest (Figure 3b ). The mean heat flux is approximately zero above 95 km where the mean N 2 is not only largest but also increases with increasing altitude. However, the strength of the gravity wave activity also plays a key role in determining the regions of greatest wave dissipation. This is illustrated by the similarities in the measured heat flux and temperature variance contours that are plotted in Figures 5a and 4a , respectively. The regions and times of maximum downward heat flux generally correspond to the regions of maximum temperature variance.
[26] The key parameter, most closely associated with wave activity, dissipation, and the heat flux, is the temperature lapse rate variance @T 0 =@z ð Þ 2 . The first law of thermodynamics
can be used to relate the heat flux directly to the variance of the temperature lapse rate [e.g. Gardner, 1994] ,
where G is the adiabatic lapse rate for dry air. In equation (3), the change in thermal energy associated with wave dissipation is modeled as a diffusion process, where D is the effective vertical thermal diffusivity. In the absence of wave dissipation D = 0, the temperature perturbations are proportional to the vertical displacement perturbations (see (3)), and the heat flux is zero.
[27] The seasonal variations of the lapse rate variance were computed from the temperature perturbation profiles and the results are plotted in contour format in Figure 8a . The harmonic fit parameters are plotted in Figure 8b . The data are generally consistent with the theoretical relationship given by (4). The lapse rate variance is largest in the same regions and at the same times of the year that the heat flux has its largest downward values. In particular, the large values of downward heat flux above 97.5 km in mid- Figure 7 . Harmonic fit parameters of the vertical heat flux plotted versus altitude: (a) annual mean w 0 T 0 profile (black), 12-month (blue) and 6-month (red) amplitudes, (b) 12-month (blue) and 6-month (red) w 0 T 0 phases. The measurement uncertainties for these parameters are tabulated versus altitude in Table 2 . summer appear to be related to especially large lapse rate variances during this same period and altitude range.
[28] Because the temperature and N 2 perturbations induced by gravity waves are Gaussian distributed random processes, the probability of convective instability can be expressed as a simple function of the complementary error function [Zhao et al., 2003] ,
The measured values of N 2 and @T 0 =@z ð Þ 2 were used to predict the probability of convective instability according to (5) and (6) and the results are plotted in contour format in Figure 9a . The harmonic fit parameters are plotted in Figure 9b . The regions with the largest values of heat flux occur at the same months as, but 3 -4 km lower than, the regions with the largest probabilities of convective instability.
[29] Zhao et al.
[2003] also derived an expression for probability of dynamic instability,
This formula is valid under the special conditions where the vertical shear of the mean wind field is negligible (i.e., S 2 % S 0 ð Þ 2 ) and that the zonal and meridional perturbation shear variances are equal. These conditions hold approximately for the SOR data set and so (7) can be used to identify those regions where shear instabilities are likely to result in significant wave dissipation. The total shear variance S 0 ð Þ 2 was computed from the zonal and meridional wind perturbation data and the results are plotted in contour format in Figure 8c . The harmonic fit parameters are plotted in Figure 8d . The regions of local maxima of shear variance correspond closely with the regions of local maxima of downward heat flux, both below 90 km and above 95 km in summer and below 90 km in winter, which suggests that dynamic instabilities play an important role in the wave dissipation in the mesopause region. The probability of dynamic instability was computed using equation (7) and the results are plotted in Figures 8c and 8d . Comparing  Figures 8a, 8c , and Figure 6 , we can see that below 90 km, the large downward heat fluxes in winter and summer are associated with high probabilities in both convective and dynamic instabilities, while near 100 km the large downward heat flux in summer is primarily related to large dynamic instabilities.
[30] The total probability of instability, P(Ri < 1/4) = P(N 2 < 0) + P(0 < Ri < 1/4), is plotted in Figures 8e and 8f . The annual mean probability is largest around 92 km at about 11% and decreases to less than 6% near 86 and 98 km. The contour plot of the total instability probability (Figure 9e ) provides a better match with the heat flux ( Figure 6 ) than either the convective or dynamic probability alone. Overall, larger downward heat fluxes correspond to higher P(Ri < 1/4). This is clearly shown in Figure 10 where all the data are combined to derive a plot of the heat flux versus the average P(Ri < 1/4). The overall averages of probabilities of dynamic, convective and total instabilities are marked in the figure along with the linear regression fit. The heat flux is signifi- Figure 9 . Similar to Figure 3 except for the probabilities of ((a) and (b)) static instability P(N 2 < 0), ((c) and (d)) dynamic instability P(0 < Ri < 1/4), and ((e) and (f)) total instability P(Ri < 1/4). cantly different from zero only when the instability probability exceeds the overall average of about 8%.
[31] Above 93 km the heat flux is generally directed weakly upward ($ +0.5 K m s
) except during midsummer above 98 km where the heat flux is strongly downward ($ À2 K m s
). This large negative heat fluxes in summer have an uncertainty of ±0.34 K m s À1 , which suggests there is relatively strong downward heat transport in this region, most likely associated with large wind shears and enhanced probability of dynamic instability (see Figures 7c and 8c) .
[32] Most of the positive heat flux measurements are less than about +0.5 K m s
, which is close to the average measurement uncertainty of ±0.34 K m s
. Above 98 km during the spring equinox period, the heat flux measurements are near +1 K m s
. In this case the value does exceed the measurement uncertainty, which suggests there is a weak, but statistically significant, upward heat transport in this region. Because wave activity in this region is exceptionally weak during the equinoxes and the instability probability is low (see Figures 4e, 5a, 7a , and 8e), this small upward heat transport must be associated with some other nongravity wave effect. While it is true that dissipating gravity waves generate negative heat fluxes, our measurements cannot differentiate between perturbations associated with gravity waves and with other effects. We measure the total wind and temperature perturbations from all sources. There are other mechanisms, such as transient wave decay or diabatic heating, that can induce upward heat flux [Walterscheid, 2001] . Exactly what mechanisms are responsible for this upward heat flux requires further investigation.
Zonal and Meridional Momentum Fluxes
[33] The vertical flux of horizontal momentum is a measure of the horizontal anisotropies of the wavefield. The momentum fluxes (w 0 u 0 and w 0 v 0 ) are defined as the expected value of the product of the vertical wind and zonal (u 0 ) and meridional (v 0 ) wind perturbations. The momentum flux vector points in the direction of greatest wave energy propagation for upward-propagating waves. If the wavefield is horizontally isotropic, or less restrictive, if the eastward (northward) momentum flux is equal to the westward (southward) flux, then the zonal (meridional) momentum flux is zero. The zonal and meridional momentum fluxes are shown in Figure 11 . The zonal flux is mostly westward in winter months throughout the 85-100 m range. There is a peak eastward flux of over 4 m 2 s À2 in August at 91 km, and another peak of over 6 m 2 s À2 around May at 97 km. The meridional flux is mostly southward in winter throughout the entire region. In the spring through fall period, it is mostly northward below 92 km. Therefore the meridional flux exhibits a strong 12-month oscillation and is directed primarily toward the summertime pole. Above 92 km, the meridional flux is northward during the equinoxes but southward in summer, showing a dominant semiannual oscillation.
[34] The annual mean and 12-and 6-month amplitudes and phases of the momentum flux oscillations are tabulated for every 2.5 km between 85 and 100 km in Tables 3 and 4 . The annual mean momentum fluxes are small compared to Figure 10 . Heat flux versus averaged probability of total instability. For each heat flux value, the probability average is calculated using data within ±0.5 K m/s. The marks on the horizontal axis indicate the mean probabilities of dynamic (D), convective (C) and total (T) instabilities for all data points. , respectively. The net zonal wind between 85 and 100 km is eastward and the net zonal momentum flux is westward. The net meridional wind is weakly southward while the meridional flux is negligible.
[35] Radar measurements of momentum flux by Tsuda et al. [1990] showed weak meridional flux and a zonal flux that is westward in winter and eastward in summer. Our lidar measurements correspond to a higher altitude and therefore the fluxes are larger because of the increase in wave amplitude with altitude. Our meridional momentum flux peaks at about 4 m 2 s À2 compared with 1 m 2 s À2 in the measurements by Tsuda et al. [1990] and exhibits a clear seasonal variation in direction. Our lidar-measured zonal momentum flux is also slightly larger, 4 m 2 s À2 compared with 2 m 2 s À2 reported by Tsuda et al. [1990] . The most westward momentum flux in winter is consistent with their results but in summer, the lidar zonal momentum flux directions vary with altitude.
[36] The seasonal variation of the meridional flux below 90 km is also consistent with wave directions observed with an airglow imager at SOR [Tang et al., 2002] . In the study of Tang et al. [2002] , the momentum flux is generally northward in summer and southward in winter, the same as the directions from the lidar data at airglow altitude of about 87 km (Figure 11b ). The magnitude of momentum flux in the study of Tang et al. is higher than what we derived here, mainly because the waves detected by airglow imagers are mostly higher-frequency waves which carry more momentum. The seasonal variations of momentum flux directions are believed to be associated with the seasonal change of meridional wind. When the in situ wind speed, in the direction of wave propagation, equals the intrinsic phase speed, critical layer effects will damp the wave [Lindzen, 1981; Dunkerton and Fritts, 1984] . Because critical layer filtering of waves by the mean winds has a significant influence on the horizontal distribution of wave propagation directions, the wavefield will be dominated by those waves that are propagating in a direction opposite to the winds at mesopause heights and below. The seasonal variation of the meridional momentum flux is therefore opposite to the variation of the meridional wind. This mean wind filtering effect is also evident in the seasonal variation of gravity wave directions observed by Nakamura et al. [1999] at Shigaraki, Japan (35°N, 136°E) and momentum flux by Espy et al. [2004a Espy et al. [ , 2004b at Halley Station, Antarctica (75.6°S, 26.6°W).
[37] The distribution of the angle differences between the horizontal momentum flux and the mean horizontal wind vectors, computed every 0.5 km between 85-and 100-km altitude range for all the months, is illustrated in Figure 12 . The distribution clearly shows that a dominant number of waves are propagating nearly opposite to the direction of the mean wind. In fact, for the SOR data set, the momentum flux vector is directed opposite the mean wind vector (angle difference between 90°and 270°) approximately two-thirds of the time.
Discussion and Conclusions
[38] The direct effect of heat transport by dissipating gravity waves is local heating or cooling. The heating rate due to heat flux convergence is
The seasonal variation of heating rate, calculated from the heat flux data plotted in Figure 6 , is shown in Figure 13 . The heat flux has a strong downward component below 90 km in both summer and winter. The effect of this downward heat transport is strong cooling centered around 100.0 1.0 ± 0.78 3.6 ± 1.1 6.7 ± 0.6 1.5 ± 1.1 4.0 ± 0.7 ±1.7 97.5 À1.0 ± 0.78 2.0 ± 1.1 10.3 ± 1.1 2.9 ± 1.1 3.3 ± 0.4 ±1.7 95.0 À0.1 ± 0.76 1.2 ± 1.1 6.9 ± 1.8 2.5 ± 1.1 4.3 ± 0.4 ±1.7 92.5 À0.5 ± 0.73 1.7 ± 1.0 8.3 ± 1.1 2.7 ± 1.0 3.2 ± 0.4 ±1.6 90.0 À0.1 ± 0.70 2.4 ± 1.0 6.1 ± 0.8 3.4 ± 1.0 3.3 ± 0.3 ±1.6 87.5
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90 km. The cooling rate is larger than 80 K day À1 in summer and 100 K day À1 in winter. The annual mean cooling rate at this altitude exceeds 50 K day À1 (not shown). This dynamical cooling is likely balanced by chemical heating in this region Solomon, 1991, 1993; Meriwether and Mlynczak, 1995; Chu et al., 2005] .
[39] The most striking feature of the heat flux and heating rate is the strong 6-month oscillation. The heat flux is near zero around the equinoxes when the gravity wave activity is at minimum; on the other hand, the maximum downward flux occurs below 92 km near the solstices when the wind variances are at maximum. This strong 6-month oscillation may be related to the seasonal variation of tides. Semiannual oscillations in the amplitude of the diurnal tide are predicted by general circulation models [Vincent et al., 1988; McLandress, 2002] and have been observed [Burrage et al., 1994 [Burrage et al., , 1995 McLandress et al., 1996] . Since the diurnal tide is stronger during the equinoxes and weaker during the solstices, our results suggest that critical layer filtering of waves by the strong diurnal tide at lower altitudes may be responsible for the weak gravity wave variances and heat flux in the mesopause region during the equinoxes.
[40] The accelerations of horizontal wind due to momentum flux convergence are shown in Figure 14 . In the zonal direction, there is a maximum westward acceleration below 90 km in August and eastward above that exceeds 300 m s À1 day
À1
. In the meridional direction, between 85 and 90 km, the strong upward flux of northward momentum from March to November (Figure 11b ) generates a northward acceleration in excess of 200 m s À1 day
. These large values illustrate the significant impact of dissipating gravity waves on the mean circulation. Because the gravity waves also have large day-to-day variation, the momentum flux on individual nights can be even larger. For example, Fritts et al. [2002] observed a strong wave event at the MU Observatory in Japan that resulted in a mean wind acceleration of $ 80 m s À1 in less than an hour.
[41] In conclusion, the seasonal variations of fluxes appear to be linked to the seasonal variation of gravity wave activity in this region. The horizontal wind and temperature variances exhibit strong 6-month oscillations with maxima during the summer and winter solstices and minima during the spring and fall equinoxes. The vertical heat flux also exhibits large 6-month oscillations with maximum downward fluxes during winter and summer. The downward heat flux peaks near 88 km where the annual mean is À1.6 K m s
, but exceeds À3 K m s
at this altitude in mid-winter, and is nearly zero during the spring and fall equinoxes. The vertical structure and seasonal variations of the heat flux are closely related to the temperature lapse rate and vertical wind shear variances and to the probabilities of shear and convective instabilities. The heat flux is significant only when the instability probabilities exceed 8%, i.e., the mean value for the mesopause region at SOR. Comparisons between the heat flux and the probabilities of dynamic and convective instabilities suggest that below 90 km, the large downward heat flux in summer and winter is related to high probabilities in both dynamic and convective instabilities, while the large downward heat flux near 100 km in summer is mainly related to the high probability of dynamic instability.
[42] The momentum fluxes also exhibit strong seasonal variations. Although the annual mean meridional and zonal momentum fluxes are both less than about À1 m 2 s
À2
, the 12-and 6-month amplitudes can exceed 3 m 2 s À2 at certain altitudes. Below 90 km, the meridional momentum flux is northward during the summer and southward during the winter, exactly opposite to the mean meridional wind. Two- [43] The first step is to derive wave perturbations. First, data points with photon noise errors larger than 10 m s À1 or 10 K were discarded. To eliminate potential biases associated with gravity waves whose periods exceed the observation period, for each night of observations and each off-zenith pointing direction, the instantaneous LOS wind and temperature perturbations were computed by subtracting the linear trend in time at each altitude in the profile. Perturbations that exceeded three standard deviations from the nightly mean were discarded to remove occasional outliers. This linear fitting and quality control procedures were then repeated on the reduced data set. This iterative procedure eliminates outliers and perturbations associated with gravity waves whose periods are longer than about twice the observation period. The outliers removed constitute small portion of the entire data set (< 1% between 85 and 100 km). Finally, the vertical mean was subtracted from each perturbation profile to eliminate the effects of waves whose vertical wavelengths are longer than about twice the profile height range ($ 30 km). This process is done separately for each of the five beam directions. As an example, the data processing for the night on 5 January 2000 is shown in Figures 15 and 16 . Figure 15 shows the temperature measured at zenith. On this night, the temperature has strong wave perturbations (Figure 15a ). In Figure 15b , the linear trend in time shows that the background temperature decreases with altitude from 82 km up and increases gradually at each altitude through the night. After this linear trend in time is removed, the wave perturbations are more pronounced as shown in Figure 15c . Figure 15d shows the final temperature perturbation, after the vertical mean in Figure 15c is removed. The difference between Figures 15c  and 15d is small. Figure 16a shows the vertical wind at 92 km along with its linear trend. The linear trend shows a decrease of vertical wind over the night, with the increase of temperature in Figure 16c . The residual vertical wind, after the linear trend and vertical mean are removed, is shown in Figure 16b . The effect of the removal of the vertical average is small. The vertical wind perturbation is several m s À1 significant compared with its photon noise error ($ 1 m s
À1
). Even though the limited observation period and altitude coverage make it difficult to completely remove the effects of long period and large vertical scale waves, the above example shows that the linear trend and vertical mean removal is effective in obtaining the appropriate perturbations. It is well known that the temperature spectrum varies approximately as w À2 while the vertical wind spectrum varies approximately as w 0 , where w is the temporal frequency. Consequently, temperature perturbations are dominated by low-frequency fluctuations while the vertical wind perturbations are rich in all frequencies. The perturbations plotted in Figure 16d exhibit these characteristics.
[44] The temperature variance for each month was calculated by averaging the squares of temperature perturbation from all profiles within that month. For the wind, we need to consider their relations with the LOS wind. The vertical (w), zonal (u), and meridional (v) components of the wind are related to the measured LOS wind profiles as follows,
where V Z , V E , V W , V N , and V S are LOS winds measured at the zenith, east, west, north, and south positions, respectively, and q is the zenith angle, equal to 10°. The vertical wind variance was calculated in the same way as temperature from all zenith wind measurements. The variances of the horizontal wind perturbation were calculated as
where the prime represents the perturbation and the overbar denotes sample averaging. The perturbation variance for each pointing direction, V 02 E , V 02 W , V 02 N , V 02 S , V 02 Z was estimated by averaging the squares of all perturbation profiles collected in that direction during the month.
[45] Profiles of the vertical fluxes of zonal (w 0 u 0 ) and meridional (w 0 v 0 ) momentum were computed using the dual-beam, off-zenith radial wind data following the approach of Vincent and Reid [1983] . The assumption with this method is that the second-order statistics is homogeneous within the volume covered by the dual beam. The small horizontal separation of the lidar beams, about 30 km at 90-km altitude, assures that this assumption is valid. The zonal (meridional) flux profiles were then derived by differencing the monthly mean perturbation variances computed using the east (north) and west (south) beam data as
By computing the momentum fluxes this way, each 90-s LOS wind profile contributes equally to the monthly mean flux profile. The momentum flux profiles were then smoothed vertically using a Hamming window of 2.5-km full-width at half-maximum (FWHM). The monthly average flux profiles derived using this data processing method have a vertical resolution of 2.5 km and include the effects of all gravity waves with vertical wavelengths greater than 1 km and less than about 30 km and periods greater than 3 min and less than about 14 hours, which is twice the average observation period of 7 hours.
[46] The uncertainties in the momentum flux measurements were computed using the formulas derived by Thorsen et al. [2000] for the special case where the LOS wind perturbations measured by the two coplanar beams are uncorrelated: 
where Dz MF is the measured vertical correlation length of the momentum flux, equal to 1 km; L is the averaging altitude range, equal to 2.5 km; and n is the total number of radial wind profiles used to compute the mean momentum flux profile [Gardner and Yang, 1998 ]. This worst-case formula applies to our measurement scenario because the minimum time between any two coplanar beam measurements ($ 6 min) is comparable to the flux correlation time (Dt HF % 10 min) and so they are uncorrelated.
[47] The vertical heat flux (w 0 T 0 ) profiles were computed using the vertical wind and temperature perturbation profiles derived from the zenith-pointing beam [Gardner and Yang, 1998; Gardner, 2004, 2005] . Like the momentum fluxes, all the heat flux profiles measured during a given month were averaged and then smoothed vertically using a Hamming window of 2.5 km FWHM. The monthly average heat flux profiles have a vertical resolution of 2.5 km and include the effects of all gravity waves with vertical wavelengths greater than 1 km and less than about 30 km and periods greater than 3 min and less than about 14 hours. The heat flux error is given approximately by where Dz HF is the vertical correlation lengths for the heat and dynamical fluxes, equal to 1 km; L is the averaging altitude range, equal to 2.5 km; and n is the number of flux profiles used to compute the means [Gardner and Yang, 1998; Gardner, 2004, 2005] . This formula applies to our measurement scenario because the minimum time between two zenith beam measurements ($ 6 min) is comparable to the flux correlation times (Dt HF % 10 min) and so the instantaneous flux profiles are uncorrelated.
[48] The accuracy of the wind measurements can affect the accuracies of the estimated heat and momentum fluxes. The absolute wind measurement accuracy of this Na lidar has been thoroughly validated through several studies that compared the lidar measurements with winds derived from meteor trail advection measurements [Grime et al., 2000] , trimethylaluminum (TMA) trails released by a rocket launched from White Sands Missile Range [Larsen et al., 2003] , and meteor radar measurements Franke et al., 2005] . These studies found that the absolute LOS wind error, which is limited by knowledge of the absolute frequency or wavelength of the laser, is no larger than the photon noise error (at most $ 1 m s
). An error in the assumed laser frequency will introduce a fixed bias in the radial winds measured at each altitude in a profile. The lidar frequency is calibrated by assuming that the mean vertical wind between 85 and 100 km is zero. The data are processed by continuously adjusting the laser frequency so that mean vertical wind is zero. Since the most sophisticate atmospheric models predict that vertical upwelling and downwelling velocities are at most a few cm s À1 in this region, the LOS wind errors are dominated by photon noise, not calibration errors.
[49] Furthermore, all the flux measurements depend on wind perturbations, not absolute winds. Any residual wind bias, associated with a small error in the assumed laser frequency, is removed when the wind perturbations are computed (that is, bias is removed when the vertical mean LOS wind is subtracted to compute the wind perturbations). At 500-m resolution and 90-s integration period, the variance of the random LOS and vertical wind error associated with photon noise is about 1 m 2 s À2 between 85 and 100 km for each profile measured. This error is quickly reduced to negligible levels when the data are subsequently averaged over tens of hours to make the flux calculations. The dominant error source in the flux calculation is the geophysical variation (i.e., variance) in the vertical wind, horizontal wind, and temperature (see (A4) and (A5)).
