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Abstract
Shape-constrained density estimation is an important topic in mathematical statistics.
We focus on densities on Rd that are log-concave, and we study geometric properties
of the maximum likelihood estimator (MLE) for weighted samples. Cule, Samworth,
and Stewart showed that the logarithm of the optimal log-concave density is piecewise
linear and supported on a regular subdivision of the samples. This defines a map from
the space of weights to the set of regular subdivisions of the samples, i.e. the face
poset of their secondary polytope. We prove that this map is surjective. In fact, every
regular subdivision arises in the MLE for some set of weights with positive probability,
but coarser subdivisions appear to be more likely to arise than finer ones. To quantify
these results, we introduce a continuous version of the secondary polytope, whose dual
we name the Samworth body. This article establishes a new link between geometric
combinatorics and nonparametric statistics, and it suggests numerous open problems.
1 Introduction
Let X = (x1, x2, . . . , xn) be a configuration of n distinct labeled points in Rd, and let w =
(w1, w2, . . . , wn) be a vector of positive weights that satisfy w1 +w2 + · · ·+wn = 1. The pair
(X,w) is our dataset. Think of experiments whose outcomes are measurements in Rd. We
interpret wi as the fraction among our experiments that led to the sample point xi in Rd.
From this dataset one can compute the sample mean µˆ =
∑n
i=1 wixi and the sample
covariance matrix Σˆ =
∑n
i=1 wi(x− µˆ)(x− µˆ)T . Suppose that Σˆ has full rank d and we wish
to approximate the sample distribution by a Gaussian with density fµ,Σ on Rd. Then (µˆ, Σˆ)
is the best solution in the likelihood sense, i.e. this pair maximizes the log-likelihood function
(µ,Σ) 7→
n∑
i=1
wi · log(fµ,Σ(xi)). (1)
In nonparametric statistics one abandons the assumption that the desired probability
density belongs to a model with finitely many parameters. Instead one seeks to maximize
f 7→
n∑
i=1
wi · log(f(xi)) (2)
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over all density functions f . However, since f can be chosen arbitrarily close to the finitely
supported measure
∑n
i=1wiδxi , it is necessary to put constraints on f . One approach to a
meaningful maximum likelihood problem is to impose shape constraints on the graph of f .
This line of research started with Grenander [11], who analyzed the case when the density is
monotonically decreasing. Another popular shape constraint is convexity of the density [12].
In this paper, we consider maximum likelihood estimation, under the assumption that f is
log-concave, i.e. that log(f) is a concave function from Rd to R∪{−∞}. Density estimation
under log-concavity has been studied in depth in recent years; see e.g. [6, 9, 16]. Note
that Gaussian distributions fµ,Σ are log-concave. Hence, the following optimization problem
naturally generalizes the familiar task of maximizing (1) over all pairs of parameters (µ,Σ):
Maximize the log-likelihood (2) of the given sample (X,w) over all
integrable functions f : Rd → R≥0 such that log(f) is concave and
∫
Rd f(x)dx = 1.
(3)
A solution to this optimization problem was given by Cule, Samworth and Stewart in
[6]. They showed that the logarithm of the optimal density fˆ is a piecewise linear concave
function, whose regions of linearity are the cells of a regular polyhedral subdivision of the
configuration X. This reduces the infinite-dimensional optimization problem (3) to a con-
vex optimization problem in n dimensions, since fˆ is uniquely defined once its values at
x1, . . . , xn are known. An efficient algorithm for solving this problem is described in [6]. It
is implemented in the R package LogConcDEAD due to Cule, Gramacy and Samworth [5].
Example 1.1. Let d = 2, n = 6, w = 1
6
(1, 1, 1, 1, 1, 1), and fix the point configuration
X =
(
(0, 0) , (100, 0) , (0, 100) , (22, 37) , (43, 22) , (36, 41)
)
. (4)
The graphical output generated by LogConcDEAD is shown on the left in Figure 1. This is
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Figure 1: The optimal log-concave density fˆ for the six data points in (4) with unit weights.
The graph of the piecewise linear concave function log(fˆ) is shown on the left. The regions
of linearity are the seven triangles in the triangulation of the six points shown on the right.
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the graph of the function log(fˆ) that solves (3). This piecewise linear concave function has
seven linear pieces, namely the triangles on the right in Figure 1, with vertices taken from X.
The purpose of this paper is to establish a link between nonparametric statistics and
geometric combinatorics. We develop a generalization of the theory of regular triangulations
arising in the context of maximum likelihood estimation for log-concave densities.
Our paper is organized as follows. In Section 2 we first review the relevant mathematical
concepts, especially polyhedral subdivisions and secondary polytopes [8, 10]. We then gen-
eralize results in [6] from the case of unit weights w = 1
n
(1, 1, . . . , 1) to arbitrary weights w.
Theorem 2.2 casts the problem (3) as a linear optimization problem over a convex subset
S(X) of Rn, which we call the Samworth body of X. Theorem 2.5 uses integrals as in [4] to
give an unconstrained formulation of this problem with an explicit objective function.
Cule, Samworth and Stewart [6] discovered that log-concave density estimation leads to
regular polyhedral subdivisions. In this paper we prove the following converse to their result:
Theorem 1.2. Let ∆ be any regular polyhedral subdivision of the configuration X. There
exists a non-empty open subset U∆ in Rn such that, for every w ∈ U∆, the optimal solution
fˆ to (3) is a piecewise log-linear function whose regions of linearity are the cells of ∆.
The proof of Theorem 1.2 appears in Section 3. We introduce a remarkable symmetric
function H that serves as a key technical tool. The theory behind H seems interesting in
its own right. In Theorem 3.7 we characterize the normal cone at any boundary point of
the Samworth body. In other words, for a given concave piecewise log-linear function f , we
determine the set of all weight vectors w such that f is the optimal solution in (3).
In Section 4 we view (3) as a parametric optimization problem, as either w or X vary.
Variation of w is explained by the geometry of the Samworth body. We explore empirically
the probability that a given subdivision is optimal. We observe that triangulations are rare.
Thus pictures like the triangulation in Figure 1 are exceptional and deserve special attention.
In Section 5 we focus our attention on the case of unit weights, and we examine the
constraints this imposes on ∆. Theorem 5.1 shows that triangulations never occur for n =
d+ 2 points in Rd with unit weights. A converse to this result is established in Theorem 5.3.
Sections 4 and 5 conclude with several open problems. These suggest possible lines of
inquiry for a future research theme that might be named Nonparametric Algebraic Statistics.
2 Geometric Combinatorics
We begin by reviewing concepts from geometric combinatorics, studied in detail in the books
by De Loera, Rambau and Santos [8] and Gel’fand, Kapranov and Zelevinsky [10]. See
Thomas [15, §7-8] for a first introduction. Let X = (x1, . . . , xn) be a configuration as before
and P = conv(X) its convex hull in Rd. We assume that the polytope P has dimension d.
Fix a real vector y = (y1, . . . , yn). We write hX,y for the smallest concave function h on
Rn such that h(xi) ≥ yi for i = 1, . . . , n. The graph of hX,y is the upper convex hull of
{(x1, y1), . . . , (xn, yn)} in Rn+1. Hence hX,y(t) is the largest real number h∗ such that (t, h∗)
is in the convex hull of {(x1, y1), . . . , (xn, yn)}. In particular, hX,y(t) = −∞ for t 6∈ P . Up to
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sign, the function hX,y is called the characteristic section in [8, Definition 5.2.12]. We also
refer to hX,y as the tent function, with (some of) the points (xi, yi) being the tent poles. The
vector y is called relevant if hX,y(xi) = yi for i = 1, . . . , n, i.e. if each (xi, yi) is a tent pole.
This fails, for example, if xi lies in the interior of P and yi is small relative to the other yj.
A regular subdivision ∆ of X is a collection of subsets of X whose convex hulls are the
regions of linearity of the function hX,y for some y ∈ Rn. These regions are d-dimensional
polytopes, and are called the cells of ∆. A regular subdivision ∆ is a regular triangulation
of X if each cell is a d-dimensional simplex. The secondary polytope Σ(X) is a polytope of
dimension n − d − 1 in Rn whose faces are in bijection with the regular subdivisions of X.
In particular, the vertices of Σ(X) correspond to the regular triangulations of X; see [8, §5].
If ∆ is a regular triangulation of X, then the k-th coordinate of the corresponding vertex
z∆ of Σ(X) ⊂ Rn is the sum of the volumes of all simplices in ∆ that contain xk. In symbols,
z∆k =
∑
σ∈∆:
xk∈σ
vol(σ). (5)
We call z∆ = (z∆1 , . . . , z
∆
n ) the GKZ vector of the triangulation ∆, in reference to [10].
The support function of the secondary polytope Σ(X) is the piecewise linear function
Rn → R, y 7→
∫
P
hX,y(t)dt.
This follows from the equation in [8, page 232]. The function is linear on each cone in the
secondary fan of X. For every y in the secondary cone of a given regular triangulation ∆,∫
P
hX,y(t)dt = z
∆ · y =
n∑
i=1
z∆i yi. (6)
This means that the convex dual to the secondary polytope has the representation
Σ(X)∗ =
{
y ∈ Rn : z∆ · y ≤ 1 for all ∆} = {y ∈ Rn : ∫
P
hX,y(t)dt ≤ 1
}
.
Note that Σ(X)∗ is an unbounded polyhedron in Rn since Σ(X) has dimension n − d − 1.
Indeed, Σ(X)∗ is the product of an (n− d− 1)-dimensional polytope and an orthant Rd+1≥0 .
We now introduce an object that looks like a continuous analogue of Σ(X)∗. We define
S(X) = { y ∈ Rn : ∫
P
exp(hX,y(t))dt ≤ 1
}
. (7)
Inspired by [5, 6], we call S(X) the Samworth body of the point configuration X.
Proposition 2.1. The Samworth body S(X) is a full-dimensional closed convex set in Rn.
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Proof. Let y, y′ ∈ S(X) and consider a convex combination y′′ = αy + (1 − α)y′ where
0 ≤ α ≤ 1. For all t ∈ P , we have hX,y′′(t) ≤ αhX,y(t) + (1− α)hX,y′(t), and therefore
exp(hX,y′′(t)) ≤ exp
(
αhX,y(t) + (1− α)hX,y′(t)
) ≤ α · exp(hX,y(t)) + (1− α) · exp(hX,y′(t)).
Now integrate both sides of this inequality over all t ∈ P . The right hand side is bounded
above by 1, and hence so is the left hand side. This means that y′′ ∈ S(X). We conclude
that S(X) is convex. It is closed because the defining function is continuous, and it is n-
dimensional because all points y whose n coordinates are sufficiently negative lie in S(X).
Every boundary point y of the Samworth body S(X) defines a log-concave probability
density function fX,y on Rd that is supported on the polytope P = conv(X). This density is
fX,y : t 7→
{
exp(hX,y(t)) if t ∈ P,
0 otherwise.
(8)
We fix a positive real vector w = (w1, . . . , wn) ∈ Rn≥0 that satisfies
∑n
i=1 wi = 1. The
following result rephrases the key results of Cule, Samworth and Stewart [6, Theorems 2 and
3], who proved this, in a different language, for the unit weight case w = 1
n
(1, 1, . . . , 1).
Theorem 2.2. The linear functional y 7→ w · y = ∑ni=1wiyi is bounded above on the Sam-
worth body S(X). Its maximum over S(X) is attained at a unique point y∗. The correspond-
ing log-concave density fX,y∗ is the unique optimal solution to the estimation problem (3).
Proof. We are claiming that S(X) is strictly convex and its recession cone is contained in
the negative orthant Rn≤0. The point y∗ represents the solution to the optimization problem
Maximize w · y subject to y ∈ S(X). (9)
The equivalence of (3) and (9) stems from the fact that the optimal solution fˆ to the
maximum likelihood problem (3) has the form f = fX,y for some choice of y ∈ Rn. This was
proven in [6] for unit weights w = 1
n
(1, 1, . . . , 1). The general case of positive rational weights
wi can be reduced to the unit weight case by regarding (X,w) as a multi-configuration. We
extend this from rational weights to non-rational real weights by a continuity argument.
Let N be the sample size, so that Ni = Nwi is a positive integer for i = 1, . . . , n. We
think of xi as a sample point in Rd that has been observed Ni times. If f is any probability
density function on Rd, then the log-likelihood of the N observations with respect to f equals
N ·
n∑
i=1
wi · log(f(xi)). (10)
Maximizing (10) over log-concave densities is equivalent to maximizing (2). We know from
[6, Theorem 2] that the maximum is unique and is attained by f = fX,y∗ for some y
∗ ∈ Rn.
Here y∗ is the unique relevant point in S(X) = {y ∈ Rn : ∫Rd fX,y(t)dt ≤ 1} that maximizes
the linear functional w · y. Hence (3) and (9) are equivalent for all w ∈ Rn≥0.
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The constrained optimization problem (9) can be reformulated as an unconstrained opti-
mization problem. For the unit weight case w1 = · · · = wn = 1/n, this was done in [6, §3.1].
This result can easily be extended to general weights. In the language of convex analysis,
Proposition 2.3 says that the optimal value function of the convex optimization problem (9)
is the Legendre-Fenchel transform of the convex function y 7→ ∫
P
exp(hX,y(t))dt.
Proposition 2.3. The constrained optimization problem (9) is equivalent to the uncon-
strained optimization problem
Maximize w · y − ∫
P
exp(hX,y(t))dt over all y ∈ Rn, (11)
where, as before, P denotes the convex hull of x1, . . . , xn ∈ Rd and hX,y is the tent function,
i.e., hX,y : Rd → R is the least concave function satisfying hX,y(xi) ≥ yi for all i = 1, . . . , n.
Proof. A proof for uniform weights is given in [6]. We here present the proof for arbitrary
weights w1, . . . , wn. These are positive real numbers that sum to 1. This ensures that the
objective function in (9) is bounded above, since the exponential term dominates when the
coordinates of y become large. Clearly, the optimum of (9) is attained on the boundary
∂S(X) of the feasible set S(X), and we could equivalently optimize over that boundary.
Now suppose that y∗ is an optimal solution of (11). This implies that hX,y∗(xi) = y∗i ,
i.e. each tent pole touches the tent. Otherwise w ·y in the objective function can be increased
without changing
∫
P
exp(hX,y(t))dt. Let c :=
∫
P
exp(hX,y∗(t))dt. We claim that c = 1.
Let yˆ be a vector in Rn, also satisfying hX,yˆ(xi) = yˆi for all i, such that exp(hX,y∗(t)) =
c exp(hX,yˆ(t)) and
∫
P
exp(hX,yˆ(t))dt = 1. This means that hX,y∗(t) = log(c) + hX,yˆ(t) for all
points t in the polytope P . In particular, we have y∗i − yˆi = log(c) for i = 1, 2, . . . , n.
We now analyze the difference of the objective functions at the points yˆ and y∗:
w · yˆ −
∫
P
exp(hX,yˆ(t))dt−
(
w · y∗ −
∫
P
exp(hX,y∗(t))dt
)
= − log(c)− 1 + c.
Note that the function c 7→ − log(c)− 1 + c is nonnegative. Since y∗ maximizes w · y −∫
P
exp(hX,y(t))dt, it follows that − log(c)−1+c = 0, which implies that c = 1. So, the claim
holds. We have shown that the solution y∗ of (11) also solves the following problem:
Maximize w · y − ∫
P
exp(hX,y(t))dt subject to
∫
P
exp(hX,y(t))dt = 1. (12)
But this is equivalent to the constrained formulation (9), and the proof is complete.
The objective function in (11) looks complicated because of the integral and because
hX,y(t) depends piecewise linearly on both y and t. To solve our optimization problem, a
more explicit form is needed. This was derived by Cule, Samworth and Stewart in [6, Section
B.1]. The formula that follows writes the objective function locally as an exponential-rational
function. This can also be derived from work on polyhedral residues due to Barvinok [4].
Lemma 2.4. Fix a simplex σ = conv(x0, x1, . . . , xd) in Rd and an affine-linear function
` : Rd → R, and let y0 = `(x0), y1 = `(x1), . . . , yd = `(xd) be its values at the vertices. Then∫
σ
exp
(
`(t)
)
dt = vol(σ) ·
d∑
i=0
exp(yi)
∏
j∈{0,...,d}\{i}
(yi − yj)−1.
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Proof. This follows directly from equation (B.1) in [6, Section B.1], and it can also easily be
derived from Barvinok’s formula in [4, Theorem 2.6].
This lemma implies the following formula for integrating exponentials of piecewise-affine
functions on a convex polytope. This can be regarded as an exponential variant of (6).
Theorem 2.5. Let ∆ be a triangulation of the configuration X = (x1, . . . , xn) and h : P → R
the piecewise-affine function on ∆ that takes values h(xi) = yi for i = 1, 2, . . . , n. Then∫
P
exp
(
h(t)
)
dt =
n∑
i=1
exp(yi)
∑
σ∈∆:
i∈σ
vol(σ)∏
j∈σ\i(yi − yj)
Proof. We add the expressions in Lemma 2.4 over all maximal simplices σ of the triangulation
∆, and we collect the rational function multipliers for each of the n exponentials exp(yi).
This formula underlies the efficient solution to the estimation problem (3) that is imple-
mented in the R package LogConcDEAD [5]. We record the following algebraic reformulation,
which will be used in our study in the subsequent sections. This follows from Theorem 2.5.
Corollary 2.6. The equivalent optimization problems (3), (9), (11) are also equivalent to
Maximize w · y −
∑
σ∈∆
∑
i∈σ
vol(σ) · exp(yi)∏
j∈σ\i(yi − yj)
, (13)
where y runs over Rn and ∆ is a regular triangulation of X whose secondary cone contains y.
We close this section with an example that illustrates the various concepts seen so far.
Example 2.7. Let d = 2 and n = 6. Take X to be six points in convex position in the plane,
labeled cyclically in counterclockwise order. The normalized area of the triangle formed by
any three of the vertices of the hexagon P = conv(X) is computed as a 3× 3-determinant
vijk := vol
(
conv(xi, xj, xk)
)
= det
(
1 1 1
xi xj xk
)
for 1 ≤ i < j < k ≤ 6. (14)
The configurationX has 14 regular triangulations. These come in three symmetry classes: six
triangulations like ∆ = {123, 134, 145, 156}, six triangulations like ∆′ = {123, 134, 146, 456},
and two triangulations like ∆′′ = {123, 135, 156, 345}. The corresponding GKZ vectors are
z∆ =
(
v123 + v134 + v145 + v156 , v123 , v123 + v134 , v134 + v145 , v145 + v156 , v156
)
,
z∆
′
=
(
v123 + v134 + v146 , v123 , v123 + v134 , v134 + v146 + v456 , v456 , v146 + v456
)
,
z∆
′
=
(
v123 + v135 + v156 , v123 , v123 + v135 + v345 , v345 , v135 + v156 + v345 , v156
)
,
as defined in (5). The secondary polytope Σ(X) is the convex hull of these 14 points in R6.
This is a simple 3-polytope with 14 vertices, 21 edges and 9 facets, shown in Figure 2. This
polytope is known as the associahedron. It has 45 = 14 + 21 + 9 + 1 faces in total, one for
each of the 45 polyhedral subdivisions of X. These are the supports of the functions hX,y.
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Figure 2: The associahedron is the secondary polytope for the six vertices of a hexagon.
For example, the edge of Σ(X) that connects z∆ and z∆
′
represents the subdivision
{123, 134, 1456}, with two triangles and one quadrangle. The smallest face containing
{z∆, z∆′ , z∆′′} is two-dimensional. It is a pentagon, encoding the subdivision {123, 13456}.
The Samworth body S(X) is full-dimensional in R6. Its boundary is stratified into 45
pieces, one for each subdivision of X. For any given w ∈ R6, the optimal solution y∗ to (9)
lies in precisely one of these 45 strata, depending on the shape of the optimal density fX,y∗ .
Algebraically, we can find y∗ by computing the maximum among 14 expressions like
w1y1 + w2y2 + · · ·+ w6y6 − v123 ·
( exp(y1)
(y1−y2)(y1−y3) +
exp(y2)
(y2−y1)(y2−y3) +
exp(y3)
(y3−y1)(y3−y2)
)
− v134 ·
(
exp(y1)
(y1−y3)(y1−y4) +
exp(y3)
(y3−y1)(y3−y4) +
exp(y4)
(y4−y1)(y4−y3)
)
− v145 ·
( exp(y1)
(y1−y4)(y1−y5) +
exp(y4)
(y4−y1)(y4−y5) +
exp(y5)
(y5−y1)(y5−y4)
)
− v156 ·
( exp(y1)
(y1−y5)(y1−y6) +
exp(y5)
(y5−y1)(y5−y6) +
exp(y6)
(y6−y1)(y6−y5)
)
.
(15)
This formula is the objective function in (13) for the triangulation ∆ = {123, 134, 145, 156}.
The mathematical properties of this optimization process will be studied in the next sections.
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3 Every Regular Subdivision Arises
Our goal in this section is to prove Theorem 1.2. We begin by examining the function
H : Rd → R , (u1, . . . , ud) 7→ (−1)d1 + u
−1
1 + · · ·+ u−1d
u1u2 · · ·ud +
d∑
j=1
euj
u2j
∏
k 6=j(uj − uk)
. (16)
Proposition 3.1. The function H is well-defined on Rd. It admits the series expansion
H(u1, . . . , ud) =
∞∑
r=0
hr(u1, . . . , ud)
(r + d+ 1)!
, (17)
where hr is the complete homogeneous symmetric polynomial of degree r in d unknowns.
Proof. We substitute the Taylor expansion of the exponential function in the sum on the
right hand side of (16). This sum then becomes
d∑
j=1
euj
u2j
∏
k 6=j(uj − uk)
=
∞∑
`=0
1
`!
d∑
j=1
u`−2j∏
k 6=j(uj − uk)
=
∞∑
`=0
1
`!
d∑
j=1
u`−d−1j∏
k 6=j(1− uk/uj)
=
∞∑
r=−d−1
1
(r + d+ 1)!
d∑
j=1
urj∏
k 6=j(1− uk/uj)
For nonnegative values of the summation index r = ` − d − 1, the inner summand equals
hr(u1, . . . , ud), by Brion’s Theorem [14, Theorem 12.13]. For negative values of r, we use
Ehrhart Reciprocity, in the form of [14, Lemma 12.15, eqn (12.7)], as seen in [14, Example
12.14]. The two terms for r ∈ {−d− 1,−d} cancel with the left summand on the right hand
side of (16). The terms for r ∈ {−d+ 1, . . . ,−2,−1} are zero. This implies (17).
We shall derive a useful integral representation of our function H. What follows is a
Lebesgue integral over the standard simplex Σd = {(y1, . . . , yd) ∈ Rd : yi ≥ 0,
∑
i yi ≤ 1}.
Proposition 3.2. The function H can be expressed as the following integral:
H(u1, . . . , ud) =
∫
Σd
(
1−
d∑
i=1
ti
)
exp
(
d∑
i=1
uiti
)
dt1 . . . dtd. (18)
Proof. The complete homogeneous symmetric polynomial hr equals the Schur polynomial s(r)
corresponding to the partition λ = (r). By formula (2.11) in [13] we have s(r) = Z(r), where
Zλ(u1, . . . , ud) is the zonal polynomial, or spherical function [13]. Therefore, we conclude
H(u1, . . . , ud) =
∞∑
r=0
Z(r)(u1, . . . , ud)
(r + d+ 1)!
=
1
(d+ 1)!
∞∑
r=0
Z(r)(u1, . . . , ud) · [1](r)
[d+ 2](r) · r! ,
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where [a]λ =
∏m
j=1(a− j + 1)λj for a partition λ = (λ1, . . . , λm), and (a)s = a(a+ 1) · · · (a+
s−1). In particular, [1](r) = r!, and [1]λ = 0 if λ has more than one nonzero part. Therefore,
H(u1, . . . , ud) =
1
(d+ 1)!
∑
all partitions λ
Zλ(u1, . . . , ud) · [1]λ
[d+ 2]λ · |λ|! .
By [13, (4.14)], this can be written in terms of the confluent hypergeometric function 1F1:
H(u1, . . . , ud) =
1
(d+ 1)!
· 1F1(1; d+ 2;u1, . . . , ud).
The right hand side has the desired integral representation (18), by [13, equation (5.14)].
Corollary 3.3. The function H is positive, increasing in each variable, and convex.
Proof. The integrand in (18) is nonnegative. Hence, H(u1, . . . , ud) > 0 for all (u1, . . . , ud) ∈
Rd. After taking derivatives with respect to ui, the integrand remains positive. Therefore,
H is increasing in ui. Finally, the integrand is a convex function, and hence so is H.
We now embark towards the proof of Theorem 1.2. Recall that a vector y ∈ Rn is relevant
if hX,y(xi) = yi for all i, i.e. the regular subdivision of X induced by y uses each point xi.
Lemma 3.4. Fix a configuration X of n points in Rd. For any relevant y∗ ∈ Rn that satisfies∫
Rd fX,y∗(t)dt = 1, there are weights w ∈ Rn>0 such that y∗ is the optimal solution to (3)-(11).
Proof. We use the formulation (13) which is equivalent to (3), (9), and (11). Let ∆ be any
regular triangulation that refines the regular subdivision given by y. In other words, we
choose ∆ so that (6) is maximized. The objective function in Corollary 2.6 takes the form
S(y1, . . . , yn) = w · y −
n∑
i=1
exp(yi)
∑
σ∈∆,
i∈σ
vol(σ)∏
j∈σ\i(yi − yj)
.
Consider the partial derivative of the objective function S with respect to the unknown yk:
∂S
∂yk
= wk −
∑
σ∈∆,
k∈σ
vol(σ) exp(yk)
1∏
j∈σ\k(yk − yj)
1− ∑
j∈σ\k
1
(yk − yj)

−
∑
σ∈∆,
k∈σ
vol(σ)
∑
j∈σ\k
exp(yj)
1∏
i∈σ\j(yj − yi)
1
(yj − yk) .
Using the formula (16) for the symmetric function H(u1, . . . , ud), this can be rewritten as
∂S
∂yk
= wk −
∑
σ∈∆,
k∈σ
vol(σ) exp(yk)H({yi − yk : i ∈ σ\k}).
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We now consider the specific given vector y∗ ∈ Rn, and we use it to define
wk =
∑
σ∈∆,
k∈σ
vol(σ) exp(y∗k)H({y∗i − y∗k : i ∈ σ\k}). (19)
By Corollary 3.3, the vector w = (w1, . . . , wn) is well-defined and has positive coordinates.
Consider now our estimation problem (3) for that w ∈ Rn>0. By construction, the gradient
vector of S vanishes at y∗. Furthermore, recall that the choice of the triangulation ∆ was
arbitrary, provided ∆ refines the subdivision of y. This ensures that all subgradients of the
objective function in (11) vanish. Since this function is strictly convex, as shown in [6], we
conclude that the given y∗ is the unique optimal solution for the choice of weights in (19).
We note that the function H and Lemma 3.4 are quite interesting even in dimension one.
Example 3.5. Let d = 1. So, we here examine log-concave density estimation for n samples
x1 < x2 < · · · < xn on the real line. The function we defined in (16) has the representations
H(u) =
eu − u− 1
u2
=
∫ 1
0
(1− y)euydy = 1
2
+
1
6
u+
1
24
u2 +
1
120
u3 + · · · .
A vector y∗ ∈ Rn is relevant if and only if
det
 1 1 1xi−1 xi xi+1
y∗i−1 y
∗
i y
∗
i+1
 ≤ 0 for i = 2, 3, . . . , n− 1. (20)
The desired vector w ∈ Rn>0 is defined by the formula in (19). The k-th coordinate of w is
wk =

(x2 − x1)ey∗1H(y∗2 − y∗1) if k = 1,
(xk − xk−1)ey∗kH(y∗k−1 − y∗k) + (xk+1 − xk)ey∗kH(y∗k+1 − y∗k) if 2 ≤ k ≤ n− 1,
(xn − xn−1)ey∗nH(y∗n−1 − y∗n) if k = n.
If we now further assume that fX,y∗ = exp(hX,y∗) is a density, i.e.
∫∞
−∞ fX,y∗(t)dt = 1, then
fX,y∗ is the unique log-concave density that maximizes the likelihood function for (X,w).
Example 3.6. For d = 2, our symmetric convex function H has the form
H(u, v) =
1
uv
+
1
u2v
+
1
uv2
+
eu
u2(u−v) +
ev
v2(v−u) =
1
6
+
1
24
(u+v)+
1
120
(u2 +uv+v2)+ · · · .
For planar configurations X, we use this function to map each point y∗ in the boundary of
the Samworth body S(X) to a hyperplane w ∈ ∂S(X)∗ that is tangent to ∂S(X) at y∗.
The set of all vectors w ∈ Rn that lead to a desired optimal solution y∗ ∈ ∂S(X) is a
convex polyhedral cone in Rn. The following theorem characterizes that convex cone.
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Theorem 3.7. Fix a vector y∗ ∈ Rn that is relevant for X. Let ∆1,∆2, . . . ,∆m be all the
regular triangulations of X that refine the subdivision of X given by y∗, and let w∆i ∈ Rn>0
be the vector defined by (19) for ∆i. Then, a vector w ∈ Rn>0 lies in the convex cone that is
spanned by w∆1 , w∆2 , . . . , w∆m if and only if y∗ is the optimal solution for (3),(9),(11),(13).
Proof. This follows from the fact that the cone of subgradients at each y∗ is convex, and, the
gradients for each triangulation on which hX,y∗ is linear are also subgradients at y
∗; cf. [6]. We
can take any convex combination of these subgradients to obtain another subgradient.
Example 3.8 (n=4, d=2). Fix four points x1, x2, x3, x4 in counterclockwise convex position
in R2. These admit two regular triangulations, ∆1 = {124, 234} and ∆2 = {123, 134}.
Consider any y ∈ R4 with ∫R2 fX,y(t)dt = 1. The vector w∆1 ∈ R4 has coordinates
w∆11 = v124e
y1H(y2 − y1, y4 − y1)
w∆12 = v124e
y2H(y1 − y2, y4 − y2) + v234ey2H(y3 − y2, y4 − y2)
w∆13 = v234e
y3H(y2 − y3, y4 − y3)
w∆14 = v124e
y4H(y1 − y4, y2 − y4) + v234ey4H(y2 − y4, y3 − y4).
Here vijk denotes the triangle area in (14). Similarly, the vector w
∆2 has coordinates
w∆21 = v123e
y1H(y2 − y1, y3 − y1) + v134ey1H(y3 − y1, y4 − y1)
w∆22 = v123e
y2H(y1 − y2, y3 − y2)
w∆23 = v123e
y3H(y1 − y3, y2 − y3) + v134ey3H(y1 − y3, y4 − y3)
w∆24 = v134e
y4H(y1 − y4, y3 − y4).
In these formulas, the bivariate function H can be evaluated as in Example 3.6.
We now distinguish three cases for y, depending on the sign of the 4× 4-determinant
det
 1 1 1 1x1 x2 x3 x4
y1 y2 y3 y4
 . (21)
If (21) is positive then y induces the triangulation ∆1. In that case, y is the unique solution
to our optimization problem whenever w is any positive multiple of w∆1 . If (21) is negative
then y induces ∆2 and it is the unique solution whenever w is a positive multiple of w
∆2 .
Finally, suppose (21) is zero, so y induces the trivial subdivision 1234. If w is any vector in
the cone spanned by w∆1 and w∆2 in R4 then y is the optimal solution for (3),(9),(11),(13).
We next observe what happens in Theorem 3.7 when all coordinates of y∗ are equal.
Corollary 3.9. Fix the constant vector y∗ = (c, c, . . . , c), where c = −log(vol(P )), so as to
ensure that
∫
Rd fX,y∗(t)dt = 1. For any regular triangulation ∆i, the weight vector in (19)
is a constant multiple of the GKZ vector in (5). More precisely, we have w∆i = e
c
(d+1)!
· z∆i.
Hence y∗ is the optimal solution for any w in the cone over the secondary polytope Σ(X).
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Proof. The constant term of the series expansion in Proposition 3.1 equals
H(0, 0, . . . , 0) =
1
(d+ 1)!
.
This implies that the sum in (19) simplifies to e
c
(d+1)!
times the sum in (5). The last statement
follows from Theorem 3.7 because the cone over σ(X) is spanned by all GKZ vectors z∆.
We shall now prove the result that was stated in the Introduction.
Proof of Theorem 1.2. Let ∆1, . . . ,∆m be all regular triangulations that refine a given sub-
division ∆. To underscore the dependence on y, we write w∆iy for the vector defined in (19).
Let C∆ denote the secondary cone of ∆. This is the normal cone to Σ(X) at the face with
vertices z∆1 , . . . , z∆m . In particular, we have dim(span(z∆1 , . . . , z∆m)) = n− dim(C∆).
For y ∈ Rn we abbreviate N(y) = dim(span(w∆1y , . . . , w∆my )). The closure of the cone
C∆ contains the constant vector y0 = (c, c, . . . , c), where c = −log(vol(P )). Corollary 3.9
implies that N(y0) = n− dim(C∆). The matrix (w∆1y , . . . , w∆my ) depends analytically on the
parameter y. Its rank is an upper semicontinuous function of y. Thus, there exists an open
ball Bˆ in Rn that contains y0 and such that N(y) ≥ n− dim(C∆) for every y ∈ Bˆ. Now, let
B = C∆ ∩ Bˆ. The set B is full-dimensional in C∆, and N(y) ≥ n− dim(C∆) for all y ∈ B.
For each y ∈ B we consider the convex cone in Theorem 3.7, which consists of all weight
vectors w for which the optimum occurs at y. We denote it by cone(w∆1y , . . . , w
∆m
y ). These
convex cones are pairwise disjoint as y runs over B, and they depend analytically on y. Since
the dimension of each cone is at least n− dim(B), it follows that the semi-analytic set⋃
y∈B
cone(w∆1y , . . . , w
∆m
y ). (22)
is full-dimensional in Rn. By Theorem 3.7, for each w in the set (22), the optimal solution
fˆ to (3) is a piecewise log-linear function whose regions of linearity are the cells of ∆.
We believe that the rank of the matrix (w∆1y , . . . , w
∆m
y ) is the same for all vectors y
that induce the regular subdivision ∆, namely N(y) = n − dim(C∆). At present we do
not know how to prove this. For the proof of Theorem 1.2, it was sufficient to have this
constant-dimension property for all y in a relatively open subset B of the secondary cone C∆.
4 The Samworth Body
The maximum likelihood problem studied in this paper is a linear optimization problem
over a convex set. We named that convex set the Samworth body, in recognition of the
contributions made by Richard Samworth and his collaborators [5, 6]. In what follows we
explore the geometry of the Samworth body. We begin with the following explicit formula:
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Corollary 4.1. The Samworth body of a given configuration X of n points in Rd equals
S(X) =
{
(y1, . . . , yn) ∈ Rn :
∑
σ∈∆
∑
i∈σ
vol(σ) · exp(yi)∏
j∈σ\i(yi − yj)
≤ 1 for all ∆ that refine y
}
. (23)
This is a closed convex subset of Rn. In the defining condition we mean that ∆ runs over
all regular triangulations that refine the regular polyhedral subdivision of X specified by y.
Proof. This is a reformulation of the definition (7) using the formulas in Theorem 2.5 and
Corollary 2.6. Closedness and strict convexity of S(X) were noted in Theorem 2.2.
Maximization of a linear function w over S(X) becomes an unconstrained problem via
the Legendre-Fenchel transform as in (13). By solving this problem for many instances of w,
one can approximate the shape of S(X). Indeed, each regular subdivision of X specifies a
full-dimensional subset in the boundary of the dual body S(X)∗, by Theorem 1.2. If we
choose a direction w at random in Rn, then a unique positive multiple λw lies in ∂S(X)∗, in
the stratum associated to the subdivision of X specified by the optimal solution y∗ ∈ ∂S(X).
By evaluating the map w 7→ y∗ many times, we thus obtain the empirical distribution on
the subdivisions, indicating the proportion of volumes of the strata in ∂S(X)∗. In the next
example we compute this distribution when the double sum in (23) looks like that in (15).
Example 4.2. Let d = 2, n = 6, and take our configuration X to be the six points
(0, 0), (1, 0), (2, 1), (2, 2), (1, 2), (0, 1). We sampled 100,000 vectors w uniformly from the
simplex {w ∈ R6≥0 :
∑6
i=1wi = 1}. For each w, we computed the optimal y∗ ∈ R6, and we
recorded the subdivision of X that is the support of hX,y∗ . We know from Example 2.7 that
the secondary polytope Σ(X) is an associahedron, which has 14 + 21 + 9 + 1 = 45 faces. We
here code each subdivision by a list of length 3, 2, 1 or 0 from among the diagonal segments
13, 14, 15, 24, 25, 26, 35, 36, 46.
For instance, the list 13 14 15 encodes the triangulation ∆ in Example 2.7. The edge con-
necting the triangulations ∆ and ∆′ from Example 2.7 is denoted 13 14. We write ∅ for the
trivial flat subdivision. The following table of percentages shows the empirical distribution
we observed for the 45 outcomes of our experiment:
∅ 35 46 24 15 13 26 25 14 36
30.5 5.95 5.85 5.84 5.83 5.75 5.70 3.91 3.90 3.87
13 15 26 46 15 35 13 35 24 26 24 46 13 14 35 36 14 24 26 36 14 46 25 35 15 25
1.23 1.21 1.21 1.20 1.16 1.14 0.96 0.92 0.92 0.92 0.92 0.90 0.90
25 26 14 15 36 46 24 25 13 36 13 46 26 35 15 24 13 14 15 13 15 35 14 24 46 24 26 46
0.89 0.89 0.87 0.87 0.84 0.82 0.77 0.70 0.25 0.24 0.23 0.22
15 25 35 26 36 46 13 35 36 24 25 26 13 36 46 25 26 35 15 24 25 14 15 24 13 14 46 26 35 36
0.22 0.21 0.20 0.18 0.18 0.16 0.15 0.15 0.15 0.14
The entry marked ∅ reveals that the trivial subdivision occurs with the highest frequency.
This means that a large portion of the dual boundary ∂S(X)∗ is flat. Equivalently, the
Samworth body S(X) has a “very sharp edge” along the lineality space of the secondary fan.
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To get a better understanding of the geometry of the Samworth body S(X), at least when
d or n− d are small, we can also use the algebraic formula in (23) for explicit computations.
Example 4.3. Let d = 3, n = 6, and fix the configuration of vertices of a regular octahedron:
X = (x1, x2, . . . , x6) =
(
+e1 , −e1 , +e2, −e2 , +e3 , −e3
)
.
Here ei denotes the ith unit vector in R3. The secondary polytope Σ(X) is a triangle.
Its edges correspond to the three subdivisions of the octahedron X into two square-based
pyramids, ∆1234 = {12345, 12346}, ∆1256 = {12356, 12456}, and ∆3456 = {13456, 23456}. Its
vertices correspond to the three triangulations of X, namely ∆12 = {1235, 1236, 1245, 1256},
∆34 = {1345, 1346, 2345, 2346}, and ∆56 = {1356, 1456, 2356, 2456}.
The normal fan of Σ(X), which is the secondary fan of X, has three full-dimensional cones
in R6. A vector y in R6 selects the triangulation ∆ij if yi+yj is the uniquely attained minimum
among {y1+y2, y3+y4, y5+y6}. It selects ∆1234 if y1+y2 = y3+y4 < y5+y6, and it leaves the
octahedron unsubdivided when y is in the lineality space {y ∈ R6 : y1+y2 = y3+y4 = y5+y6}.
The Samworth body S(X) is defined in R6 by the following system of three inequalities.
Use the ith inequality when the ith number in the list (y1+y2, y3+y4, y5+y6) is the smallest:
ey1 (2y1−y6−y5)(2y1−y4−y3)
(y1−y2)(y1−y3)(y1−y5)(y1−y6)(y1−y4) −
ey2 (2y2−y6−y5)(2y2−y4−y3)
(y1−y2)(y2−y3)(y2−y5)(y2−y6)(y2−y4) +
ey3 (2y3−y6−y5)
(y1−y3)(y2−y3)(y3−y5)(y3−y6)
+ e
y4 (2y4−y6−y5)
(y1−y4)(y2−y4)(y4−y5)(y4−y6) −
ey5 (y4−2y5+y3)
(y1−y5)(y2−y5)(y3−y5)(y4−y5) −
ey6 (y4−2y6+y3)
(y1−y6)(y2−y6)(y3−y6)(y4−y6) ≤ 1
ey1 (2y1−y6−y5)
(y1−y3)(y1−y4)(y1−y5)(y1−y6) +
ey2 (2y2−y6−y5)
(y2−y3)(y2−y4)(y2−y5)(y2−y6) −
ey3 (2y3−y6−y5)(y2−2y3+y1)
(y1−y3)(y3−y4)(y3−y5)(y3−y6)(y2−y3)
+ e
y4 (2y4−y6−y5)(−2y4+y1+y2)
(y1−y4)(y3−y4)(y4−y5)(y4−y6)(y2−y4) −
ey5 (y2−2y5+y1)
(y1−y5)(y2−y5)(y3−y5)(y4−y5) −
ey6 (y2−2y6+y1)
(y1−y6)(y2−y6)(y3−y6)(y4−y6) ≤ 1
ey1 (2y1−y4−y3)
(y1−y3)(y1−y4)(y1−y5)(y1−y6) +
ey2 (2y2−y4−y3)
(y2−y3)(y2−y4)(y2−y5)(y2−y6) −
ey3 (y2−2y3+y1)
(y1−y3)(y2−y3)(y3−y5)(y3−y6)−
ey4 (−2y4+y1+y2)
(y1−y4)(y2−y4)(y4−y5)(y4−y6)+
ey5 (y4−2y5+y3)(y2−2y5+y1)
(y1−y5)(y3−y5)(y5−y6)(y4−y5)(y2−y5)−
ey6 (y4−2y6+y3)(y2−2y6+y1)
(y1−y6)(y3−y6)(y5−y6)(y4−y6)(y2−y6) ≤ 1
The dual convex body S(X)∗ has seven strata of faces in its boundary: a 3-dimensional
manifold of 2-dimensional faces, corresponding to the trivial subdivision, three 4-dimensional
manifolds of edges corresponding to ∆1234,∆1256,∆3456, and three 5-dimensional manifolds
of extreme points, corresponding to ∆12,∆34,∆56. Each 2-dimensional face of S(X)∗ is a
triangle, like the secondary polytope Σ(X). The dual to this convex set is the Samworth
body S(X), which is strictly convex. Its boundary is singular along three 4-dimensional
strata are formed when two of the three inequalities above are active. These meet in a
highly singular 3-dimensional stratum which is formed when all three inequalities are active.
These singularities of ∂S(X) exhibit the secondary fan of X. It is instructive to draw a
cartoon, in dimension two or three, to visualize the boundary features of S(X) and S(X)∗.
Up until this point, the premise of this paper has been that the configuration X is fixed
but the weights w vary. Example 4.3 was meant to give an impression of the corresponding
geometry, by describing in an intuitive language how a Samworth body S(X) can look like.
However, our premise is at odds with the perspective of statistics. For a statistician, the
natural setting is to fix unit weights, w = 1
n
(1, 1, . . . , 1), and to assume that X consists of
15
n points that have been sampled from some underlying distribution. Here, one cares about
one distinguished point in ∂S(X) and less about the global geometry of the Samworth body.
Specifically, we wish to know which face of S(X)∗ is pierced by the ray {(λ, . . . , λ) : λ ≥ 0}.
Example 4.4. Let d = 2 and n = 6 as in Example 4.2, but now with unit weights w =
1
6
(1, 1, 1, 1, 1, 1). We sample i.i.d. points x1, . . . , x6 from various distributions f on R2, some
log-concave and others not, and we compare the resulting maximum likelihood densities fˆ .
In what follows, we analyze the case where f is a standard Gaussian distribution or
a uniform distribution on the unit disc, and we contrast this to distributions of the form
X = (Ua1 cos(2piU2), U
a
1 sin(2piU2)), where U1 and U2 are independent uniformly distributed
on the interval [0, 1] and a < 0.5. Such distributions have more mass towards the exterior of
the unit disc and are hence not log-concave. For a = 0.5 this is the uniform distribution on
the unit disc. We drew 20,000 samples X = (x1, . . . , x6) from each of these four distributions.
For each experiment, we recorded the number of vertices of the convex hull of the sample,
we computed the optimal subdivision using LogConcDEAD, and we recorded the shapes of its
cells. Our results are reported in Table 1. Each of the four right-most columns shows the
number of experiments out of 20,000 that resulted in a subdivision as described in the five left-
most columns. These columns do not add up to 20,000, because we discarded all experiments
Subdivision: number of Convex Gaussian Uniform Circular Circular
3-gons 4-gons 5-gons 6-gons hull N (0, 1) a = 0.5 a = 0.3 a = 0.1
1 0 0 0 3 948 533 257 34
0 1 0 0 4 8781 6719 4596 1507
0 0 1 0 5 8209 9743 10554 8504
0 0 0 1 6 1475 2805 4495 9887
2 0 0 0 4 8 3 6 7
1 1 0 0 5 1 2 1 2
3 0 0 0 3 6 2 2 1
2 1 0 0 4 39 16 4 7
2 0 1 0 5 1 1 0 1
1 2 0 0 5 1 0 1 6
4 0 0 0 4 1 0 0 0
3 1 0 0 3 114 38 10 1
3 0 1 0 4 39 20 9 2
2 2 0 0 4 59 19 16 9
5 0 0 0 3 3 0 0 0
4 1 0 0 4 1 0 0 0
4 0 1 0 3 90 27 8 1
3 2 0 0 3 120 32 11 0
5 1 0 0 3 50 11 3 0
7 0 0 0 3 2 1 0 0
Table 1: The optimal subdivisions for six random points in the plane
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for which the optimization procedure did not converge due to numerical instabilities.
In the vast majority of cases, reported in the first four rows, the optimal solution fˆ is
log-linear. Here the subdivision is trivial, with only one cell. For instance, the fourth row is
the 30.5% case in Example 4.2. In the last row, conv(X) is a triangle and the subdivision is a
triangulation that uses all three interior points. We saw such a triangulation in Example 1.1.
In fact, we constructed the data (4) by modifying one of the examples with seven cells found
by sampling from a Gaussian N (0, 1) distribution. Note that the subdivisions resulting from
Gaussian samples tend to have more cells than those from other distributions.
The examples in this section illustrate two different interpretations of the data set (X,w):
either the configuration X is fixed and the weight vector w varies, or w is fixed and X varies.
These are two different parametric versions of our optimization problem (3), (9), (11), (13).
This generalizes the interpretation of the secondary polytope Σ(X) seen in [8, Section 1.2],
namely as a geometric model for parametric linear programming. The vertices of Σ(X)
represent the various collections of optimal bases when the matrix X is fixed and the cost
function w varies. See [8, Exercise 1.17] for the case d = 2, n = 6, as in Examples 2.7, 4.2
and 4.4. Of course, it is very interesting to examine what happens when both X and w vary,
and to study Σ(X) as a function on the space of configurations X. This was done in [7].
The same problem is even more intriguing in the statistical setting introduced in this paper.
Problem 4.5. Study the Samworth body as a function X 7→ S(X) on the space of configu-
rations. Understand log-concave density estimation as a parametric optimization problem.
This problem has many angles, aspects and subproblems. Here is one of them:
Problem 4.6. For fixed w and a fixed combinatorial type of subdivision ∆, study the semi-
analytic set of all configurations X such that ∆ is the optimal subdivision for the data (X,w).
For instance, suppose we fix the triangulation ∆ seen on the right of Figure 1. How much
can we perturb the configuration in (4) and retain that ∆ is optimal for unit weights? For
n=6, d=2, give inequalities that characterize the space of all datasets (X,w) that select ∆.
An ultimate goal of our geometric approach is the design of new tools for nonparametric
statistics. One aim is the development of test statistics for assessing whether a given sample
comes from a log-concave distribution. Such tests are important, e.g. in economics [2, 3].
Problem 4.7. Design a test statistic for log-concavity based on the optimal subdivision ∆.
The idea is that ∆ is likely to have more cells when X is sampled from a log-concave
distribution. Hence we might use the f-vector of ∆ as a test statistic for log-concavity. The
study of such tests seems related to the approximation theory of convex bodies developed by
Adiprasito, Nevo and Samper [1]. What does their “higher chordality” mean for statistics?
5 Unit Weights
In this section we offer a further analysis of the uniform weights case. Example 4.4 suggests
that the flat subdivision occurs with overwhelming probability when the sample size is small.
Our main result in this section establishes this flatness for the small non-trivial case n = d+2:
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Theorem 5.1. Let X be a configuration of n = d + 2 points that affinely span Rd. For
w = 1
n
(1, . . . , 1), the optimal density fˆ is log-linear, so the optimal subdivision of X is trivial.
We shall use the following lemma, which can be derived by a direct computation.
Lemma 5.2. The symmetric function H in Section 4 satisfies the differential equation
∂H
∂x1
(x1, . . . , xd) =
ex1H(−x1, x2 − x1, . . . , xd − x1)−H(x1, . . . , xd)
x1
.
Proof of Theorem 5.1. Our d+ 2 points in Rd can be partitioned uniquely into two affinely
independent subsets whose convex hulls intersect. This gives rise to a unique identity
k∑
i=1
αixi =
d+2∑
j=k+1
βjxj,
where 1 ≤ k ≤ d + 1, α1, . . . , αk, βk+1, . . . , βd+2 ≥ 0, and
∑
αi =
∑
βj = 1. We abbreviate
D = {1, 2, . . . , d+ 2}. There are precisely three regular subdivisions of the configuration X:
(i) the triangulation
{D\{1},D\{2}, . . . ,D\{k}},
(ii) the triangulation
{D\{k+1},D\{k+2}, . . . ,D\{d+2}},
(iii) the flat subdivision
{D}.
The simplex volumes σD\i = vol
(
conv(x` : ` ∈ D\{i})
)
satisfy the identity
k∑
i=1
σD\i =
d+2∑
j=k+1
σD\j = vol(conv(X)). (24)
Now let w ∈ Rd+2 be a positive weight vector, and suppose that the optimal heights
y1, . . . , yd+2 do not induce the flat subdivision (iii). This means that the optimal subdivision
is one of the triangulations (i) and (ii). We will show that in that case w 6= (λ, λ, . . . , λ).
After relabeling we may assume that (ii) is the optimal triangulation for the given
weights w. This is equivalent to the inequality
k∑
i=1
yiσD\i >
d+2∑
j=k+1
yjσD\j.
In light of (24), at least one of y1, . . . , yk has to be larger than at least one of yk+1, . . . , yd+2.
After relabeling once more, we may assume that y1 > yk+1.
Theorem 3.7 states that the weight vector w is uniquely determined (up to scaling) by
the optimal height vector y. Namely, the coordinates of w are given by the formula (19) for
the optimal triangulation (ii). That formula gives
w1 =
d+2∑
j=k+1
σD\jey1H
(
y` − y1 : ` ∈ D\{1, j}
)
, (25)
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and
wk+1 =
d+2∑
j=k+2
σD\jeyk+1H
(
y` − yk+1 : ` ∈ D\{k+1, j}
)
. (26)
For any index j ∈ {k+2, . . . , d+2} we consider the expression
ey1H(y` − y1 : ` ∈ D\j) − eyk+1H(y` − yk+1 : ` ∈ D\j) (27)
=
(
ey1−yk+1H(y` − yk+1 − (y1 − yk+1) : ` ∈ D\j) − H(y` − yk+1 : ` ∈ D\j)
)
.
If we divide the parenthesized difference by x1 = y1 − yk+1, then we obtain an expression as
in the right hand side of Lemma 5.2. Then, by Lemma 5.2, the expression in (27) becomes
eyk+1 · (y1 − yk+1) · ∂H
∂x1
(
y` − yk+1 : ` ∈ D\j
)
.
By Corollary 3.3, all partial derivatives of H are positive. Also, recall that y1 > yk+1.
Therefore, the expression in (27) is positive. Hence, for any j ∈ {k+2, . . . , d+2}, we have
ey1H(y` − y1 : ` ∈ D\j) > eyk+1H(y` − yk+1 : ` ∈ D\j).
In the left expression it suffices to take ` ∈ D\{1, j}, and in the right expression it suffices
to take ` ∈ D\{k+1, j}. Summing over all j, the identities (24), (25) and (26) now imply
w1 > wk+1.
This means that w 6= (λ, λ, . . . , λ) for all λ > 0. We conclude that it is impossible to get a
nontrivial subdivision of X as the optimal solution when all the weights are equal.
We now show that the result of Theorem 5.1 is the best possible in the following sense.
Theorem 5.3. For any integer d ≥ 2, there exists a configuration of n = d+ 3 points in Rd
for which the optimal subdivision with respect to unit weights is non-trivial.
The hypothesis d ≥ 2 is essential in this theorem. Indeed, for d = 1 it can be shown,
using the formulas in Example 3.5, that the flat subdivision is optimal for any configuration
of d+ 3 = 4 points on the line R with unit weights. Here is an illustration of Theorem 5.3.
Example 5.4. Fix unit weights on the following five points in the plane:
X =
(
(0, 0), (40, 0), (20, 40), (17, 10), (21, 15)
)
. (28)
Using LogConcDEAD [5], we find that the optimal subdivision equals {124, 245, 235, 1345}.
To derive Theorem 5.3, we first study the following configuration of d+ 2 points in Rd:
X =
(
e1 , e2 , . . . , ed , 0 ,
1
d+ 1
d∑
i=1
ei
)
. (29)
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Figure 3: The optimal log-concave density for the five data points in (28) with unit weights.
Lemma 5.5. Let α > 0 and assign weights as follows to the configuration X in (29):
w1 = w2 = · · · = wd+1 > 0, and wd+2 = w1 (d+ 1)e
αH(−α,−α, . . . ,−α)
dH(α, 0, . . . , 0)
. (30)
Then the optimal heights satisfy y1 = y2 = · · · = yd+1 and yd+2 = y1 + α.
Proof. Let D = {1, . . . , d + 2} and fix w as in (30). The volumes vol(D\{i}) are equal for
i ∈ {1, . . . , d + 1}. Set σ = vol(D\{i}). We will show that the heights y1 = · · · = yd+1 = y
and yd+2 = y+α solve the Lagrange multiplier equations (19) for our optimization problem,
assuming that ∆ is the triangulation {D\{1}, . . . ,D\{d+1}}. Indeed, from (19) we derive
wi = d · σ · ey ·H(α, 0, . . . , 0) for i ≤ d+ 1
and wd+2 = (d+1) · σ · ey+α ·H(−α, . . . ,−α).
By taking ratios, we now obtain (30). Of course, the weights must be scaled so that they
sum to one. Since α > 0, the subdivision induced by y is indeed {D\1, . . . ,D\{d+1}}.
We now note that, by Lemma 5.2,
eα ·H(−α, . . . ,−α)−H(α, 0, . . . , 0) = α∂H
∂α
(α, 0, . . . , 0).
This is positive for α > 0, zero for α = 0, and negative for α < 0. The first case implies:
Corollary 5.6. Fix the configuration X in (29) and suppose that w1 = · · · = wd+1. Then
wd+2
w1
> d+1
d
if and only if the optimal subdivision is the triangulation {D\{1}, . . . ,D\{d+1}}.
We are now prepared to pass from d+ 2 to d+ 3 points, and to offer the missing proof.
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Proof of Theorem 5.3. We use Corollary 5.6 with wd+2
w1
= 2. This is strictly bigger than d+1
d
whenever d ≥ 2. We redefine (X,w) by splitting the last point xd+2 into two nearby points
with equal weights. Then n = d + 3 and the optimal subdivision is non-trivial. This holds
because, for any fixed w ∈ Rn, the set of X whose optimal subdivision is trivial is described
by the vanishing of continuous functions. It is hence closed in the space of configurations.
We conclude this paper with a pair of challenges for Nonparametric Algebraic Statistics.
Problem 5.7. What is the smallest size n of a configuration X in Rd such that the optimal
subdivision of X with unit weights has at least c cells? This n is a function of c and d.
We just saw that n(2, d) = d+ 3 for d ≥ 2. Determine upper and lower bounds for n(c, d).
We can also ask for a characterization of combinatorial types of triangulations that are
realizable as in Figures 1 and 3. Such a triangulation in Rd is obtained by removing a facet
from a (d+1)-dimensional simplicial polytope with ≤ n vertices. If we are allowed to vary
w ∈ Rn, then Theorem 1.2 tells us that all simplicial polytopes have such a realization.
Hence, in the following question, we seek configurations X in Rd with w = 1
n
(1, . . . , 1).
Problem 5.8. Which simplicial polytopes can be realized by points in Rd with unit weights?
For example, the octahedron can be realized with unit weights, as was seen in Figure 1.
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