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ABSTRACT
In this paper we focus on the characterization of singing styles
in world music. We develop a set of contour features captur-
ing pitch structure and melodic embellishments. Using these
features we train a binary classifier to distinguish vocal from
non-vocal contours and learn a dictionary of singing style el-
ements. Each contour is mapped to the dictionary elements
and each recording is summarized as the histogram of its con-
tour mappings. We use K-means clustering on the recording
representations as a proxy for singing style similarity. We ob-
serve clusters distinguished by characteristic uses of singing
techniques such as vibrato and melisma. Recordings that are
clustered together are often from neighbouring countries or
exhibit aspects of language and cultural proximity. Studying
singing particularities in this comparative manner can con-
tribute to understanding the interaction and exchange between
world music styles.
Index Terms— singing, world music, pitch, features, un-
supervised learning
1. INTRODUCTION
Singing is one of the primitive forms of musical expression.
In comparative musicology the use of pitch by the singing
voice or other instruments is recognized as a ‘music univer-
sal’, i.e., its concept is shared amongst all music of the world
[1]. Singing has also played an important role in the transmis-
sion of oral music traditions, especially in folk and traditional
music styles. We are interested in an across-culture compar-
ison of singing styles using signal processing tools to extract
pitch information from sound recordings.
In order to compare singing styles across several music
cultures we require sound recordings to be systematically
annotated. In the field of comparative musicology, annota-
tion systems such as ‘Cantometrics’ [2] and ‘Cantocore’ [3]
have been introduced. Pitch descriptors are well represented
in such annotation systems. The most popular descriptors
include the use of scales and intonation, the shape of the
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melodic contour, and the presence of melodic embellish-
ments. For example, a study of 6251 European folk songs
supports the hypothesis that musical phrases and melodies
tend to exhibit an arch-shaped pitch contour [4].
In the field of Music Information Retrieval (MIR), re-
search has focused on the extraction of audio features for the
characterization of singing styles [5, 6, 7, 8]. For example,
vibrato features extracted from the audio signal were able to
distinguish between singing styles of, amongst others, opera
and jazz [5]. Pitch class profiles together with timbre and dy-
namics were amongst the descriptors capturing particularities
of a capella flamenco singing [6]. Pitch contours have also
been used to model intonation and intonation drift in unac-
companied singing [7] and melodic motif discovery for the
purpose of Indian raga identification in Carnatic music [8].
Singing style descriptors in the aforementioned MIR ap-
proaches are largely based on pre-computed pitch contours.
Pitch contour extraction from polyphonic signals has been the
topic of several studies [9, 10, 11, 12]. The most common ap-
proaches are based on melodic source separation [9, 10] or
salience function computation [11, 12], combined with pitch
tracking and voicing decisions. The latter two steps are usu-
ally based on heuristics often limited to Western music at-
tributes, but data-driven approaches [13] were also proposed.
In this paper we focus on the characterization of singing
styles in folk and traditional music from around the world. We
develop a set of contour features capturing pitch structure and
melodic embellishments. We train a classifier to identify pitch
contours of the singing voice and separate these from non-
vocal contours. Using features describing the vocal contours
only we create a dictionary of singing style descriptors. The
distribution of dictionary elements present in each recording
is used for inter and intra singing style comparisons. We use
unsupervised clustering to estimate singing style similarity
between recordings and refer to culture-specific metadata and
listening examples to verify our findings.
The contributions of this paper include a set of features
for pitch contour description, a binary classifier for vocal con-
tour detection, and a dictionary of singing style elements for
world music. Our findings explore similarity within and be-
tween singing styles. Studying singing particularities in this
comparative manner can contribute to understanding the in-
teraction and exchange between world music styles.
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Fig. 1. Overview of the methodology (Section 3): Contours detected in a polyphonic signal, pitch feature extraction, classifica-
tion of vocal/non-vocal contours and learning a dictionary of vocal features. Vocal contours are mapped to dictionary elements
and the recording is summarized by the histogram of activations.
2. DATASET
Our dataset consists of 2808 recordings from the Smithso-
nian Folkways Recordings1. We use the publicly available 30-
second audio previews and metadata and we choose informa-
tion on the country, language, and culture of the recording as
a proxy for similarity. In order to study singing style charac-
teristics we select recordings that, according to the metadata,
contain vocals as part of their instrumentation. We sample
recordings from 50 different countries for geographical diver-
sity and balance the dataset by selecting a minimum of 40 and
maximum of 60 recordings per country (mean=56, standard
deviation=6). Recordings span a minimum of 28 different
languages and 60 cultures, but a large number of recordings
lacks language or culture information. Additionally, a set of
62 tracks from the MedleyDB dataset [14] containing leading
vocals was used as a train set for the vocal contour classifier
(Section 3.3) and a set of 30 world music tracks containing
vocal contours annotated using the Tony software [15] was
used as a test set.
3. METHODOLOGY
We aim to compare pitch and singing style between record-
ings in a world music dataset. The methodology is summa-
rized in Figure 1. We detect pitch contours for all sources
of a polyphonic signal and characterize each contour by a set
of pitch descriptors (Section 3.2). We use these features to
train a binary classifier to distinguish between vocal and non-
vocal contours (Section 3.3). Vocal contours as predicted by
the classifier are further processed to create a dictionary of
singing style elements. Each contour is mapped to the dic-
tionary matrix and each recording is summarized by the his-
togram of its contour mappings (Section 3.4). Similarity be-
tween recordings is modeled via unsupervised clustering and
intra- and inter-singing style connections are explained via
references to the metadata and audio examples.
1http://www.folkways.si.edu
3.1. Contour extraction
We use the contour extraction method of Salamon et al. [12],
which uses a “salience function”, i.e. a time-frequency repre-
sentation that emphasizes frequencies with harmonic support,
and performs a greedy spectral magnitude tracking to form
contours. Pitch contours detected in this way correspond to
single notes rather than longer melodic phrases. The extracted
contours covered an average of 71.3% (standard deviation of
24.4) of the annotated vocal contours across the test set (using
a frequency tolerance of ±50 cents). The coverage was com-
puted using the multi-f0 recall metric [16] as implemented in
mir eval [17]. Out of the 2808 recordings, the maximum
number of extracted contours for a single track was 458, and
the maximum number of extracted vocal contours was 85. On
average, each track had 26 vocal contours (±14), with an av-
erage duration of 0.6 seconds. The longest and shortest ex-
tracted vocal contours were 11.8 and 0.1 seconds respectively.
3.2. Contour features
Each contour is represented as a set of time, pitch and salience
estimates. Using this information we extract pitch features
inspired by related MIR, musicology, and time series analysis
research. We make our implementations publicly available2.
Let c = (t, p, s) denote a pitch contour for time t =
(t1, ..., tN ), pitch p = (p1, ..., pN ), salience s = (s1, ..., sN ),
andN the length of the contour in samples. We compute a set
of basic descriptors such as the standard deviation, range, and
normalized total variation for pitch and salience estimates.
Total variation TV summarizes the rate of change defined as
TV (x) =
N−1∑
i=1
|xi+1 − xi|. (1)
We compute TV (p) and TV (s) normalized by 1N . We also
extract temporal information such as the time onset, offset
and duration of the contour. These descriptors capture the
structure of the contour at the global level but have little in-
formation at the local level such as the turning points of the
contour or the use of pitch ornamentation.
2https://github.com/rabitt/icassp-2017-world-music
The second set of features focuses on local pitch structure
modeled via curve fitting. We fit a polynomial y of degree d
to pitch and salience estimates,
y[n] =
d∑
i=0
αit
i
n (2)
for polynomial coefficients αi and sample n = 1, ..., N . We
denote yp[n] and ys[n] as the polynomials fit to the pitch and
salience features respectively. We store the coefficients αi
and the L2-norm of the residuals rp[n] = yp[n] − pn and
rs[n] = ys[n]− sn. The degree of polynomial is set to d = 5.
These descriptors summarize the local direction of the pitch
and salience sequences.
The third set of features models vibrato characteristics.
Vibrato is an important feature of the singing voice and the
characteristic use of vibrato can distinguish between differ-
ent singing styles [5]. We model vibrato from the residual
signal between the pitch contour and the fitted polynomial.
The residual signal defines fluctuations of the pitch contour
not captured via the smoothed fitted polynomial and is thus
assumed to carry content of vibrato and other pitch embel-
lishments. From the residual signal we extract descriptors of
vibrato rate, extent, and coverage.
We approximate the residual rp[n] by a sinusoid v[n] and
amplitude envelope A[n],
rp[n] ≈ A[n] ∗ v[n] = A[n]cos(ω¯tn + φ¯) (3)
where ω¯ and φ¯ denote the frequency and phase of the best
sinusoidal fit. The residual rp[n] is correlated against ideal
complex sinusoidal templates along a fixed grid of frequen-
cies, and ω¯ and φ¯ are the frequency and phase of the template
with highest correlation. The amplitude envelope A[n] is de-
rived from the analytic signal of the Hilbert transform of the
residual. The frequency ω¯ denotes the rate of vibrato and is
constrained by the vibrato range of the singing voice as well
as assumptions of fluctuation continuity in time. The latter is
modeled via the vibrato coverage descriptor C which evalu-
ates the goodness of sinusoidal fit in short consecutive time
frames. This is modeled as
C =
1
N
N∑
i=1
ui (4)
where
ui =
{
1, if 1w
∑i+w2 −1
k=i−w2 |rp[k]− v[k]| < τ
0, otherwise
(5)
for some threshold τ , time frame of length w centered at sam-
ple i, and rp[k], v[k] the value of the residual and sinusoid,
respectively, at sample k. The frame size w is set to the length
of half a cycle of the estimated vibrato frequency ω¯.
Vibrato extent E is derived from the average amplitude
of the residual signal, E = 1
Nˆ
∑N
i=1 uiAi for Nˆ the total
number of samples where vibrato was active. The pitch con-
tour p is reconstructed by the sum of the fitted polynomial,
the fitted sinusoidal (vibrato) signal, and some error, p[n] =
yp[n] +E ∗ u[n] ∗ v[n] + . The reconstruction error  is also
included in our set of pitch contour features.
We extract in total 30 descriptors summarizing pitch con-
tent for each contour. These features are used as input to
the vocal contour classifier (Section 3.3) and subsequently to
learning a dictionary of singing elements (Section 3.4).
3.3. Vocal contour classifier
We trained a Random Forest Classifier to distinguish vo-
cal contours from non-vocal contours using the features
described in Section 3.2. Training labels were created by
computing the percentage a given contour overlapped with
the annotated vocal pitch, and labeling contours with more
than 50% overlap as “vocal” (for more details, see [13]).
The classifier was trained on 62 tracks from the MedleyDB
dataset [14] containing leading vocals. The resulting training
set contained a total of ≈ 60, 000 extracted contours, ≈ 7400
of which were labeled “vocal”. Hyperparameters of the clas-
sifier were set using a randomized search [18], and training
weights were adjusted to be inversely proportional to the class
frequency to account for the unbalanced training set.
3.4. Dictionary learning
Given a selection of vocal contours and their associated fea-
tures we learn a dictionary of the most representative pitch
characteristics. Dictionary learning denotes an unsupervised
feature learning process which iteratively estimates a set of
basis functions (the dictionary elements) and defines a map-
ping between the input vector and the learned features. In
particular, K-means is a common learning approach in image
and music feature extraction [19, 20].
We learn a dictionary of contour features using spherical
K-means, a variant of K-means found to perform better in
prior work [21]. As a preprocessing step, we standardize the
data and whiten via Principal Component Analysis (PCA).
We use a linear encoding scheme to map contour features to
cluster centroids, obtained by the dot product of the point with
the dictionary matrix. We set K = 100 considering the diver-
sity of countries, languages, and cultures in our dataset.
3.5. Singing style similarity
To characterize the singing style of a recording we sum the
dictionary activations of its contours and standardize the re-
sult. We apply this to all recordings in our dataset which re-
sults in a total of 2808 histograms with 100 bins each. Using
these histograms we apply K-means clustering to model sim-
ilarity. The silhouette score is used to decide the number K
of clusters that gives the best partition. Each cluster is con-
sidered a proxy of a singing style in our music collection.
4. RESULTS
4.1. Vocal Contour Classification
We tested the performance of the classifier on the 30 world
music tracks (Section 2). The (class-weighted) accuracy on
this set was 0.74 (compared with 0.95 on the training set),
with a vocal contour recall of 0.64. This difference in per-
formance can be attributed to differing musical styles in the
training and test set - the training set contained primarily pop
and Western classical vocals, while the test set contained vo-
cal styles from across the world.
On the full dataset of 2808 recordings, extracted contours
for which the probability of belonging to the vocal class was
above 0.5 were considered vocal contours. False negatives
(i.e., vocal contours undetected by the classifier) are of lit-
tle consequence for subsequent analysis, as long as there are
a sufficient number of vocal contours to describe the track.
False positives, on the other hand, do affect our analysis, and
we discuss an example of this in Section 4.2
4.2. Intra- and inter-style similarity
Using vocal contour features we learned a dictionary of
singing elements (Section 3.4) and computed a histogram of
activations for each recording. Similarity was estimated via
K-means with K = 9 according to the silhouette score (Sec-
tion 4.2). Figure 2 shows a visualization of the feature space
of the recordings using a 2D TSNE embedding [22] and
coloured by the cluster predictions3. Referring to the meta-
data we note that the majority of clusters represent recordings
from neighbouring countries or similar culture or language.
For example, cluster 6 groups mostly Eastern Mediterranean
cultures, cluster 7 groups northern European cultures, clusters
3 and 5 group African and Caribbean cultures, and clusters
1, 8 group mostly Latin American cultures.
Listening to some examples we observe that clusters can
be distinguished by characteristic uses of vibrato, melisma,
and slow versus fast syllabic singing. We note that vibrato
denotes small fluctuations in pitch and melisma is the method
of singing multiple notes to a single syllable. We observe
that cluster 7 consists of slow syllabic singing examples with
limited melisma but extensive use of vibrato. In this clus-
ter we find examples of opera and throat singing techniques.
Clusters 6, 8, 9 consist of medium-slow syllabic singing with
some use of vibrato but more prominent melisma. These
clusters capture also instrumental examples of string instru-
ments and aerophones. Clusters 3, 5 consist of rather fast syl-
labic singing whereas cluster 1 consists of medium-fast syl-
labic singing with some use of melisma. Cluster 4 consists
of medium-slow syllabic singing and some choir singing ex-
amples with voices overlapping in frequency range creating
sometimes roughness or vibrato effects. Cluster 2, the points
3An interactive demo of Figure 2 can be found at
eecs.qmul.ac.uk/˜mp305/TSNE.html
Fig. 2. A 2D TSNE embedding of the histogram activations
of the recordings coloured by the cluster predictions.
of which seem to be slightly disconnected from the other clus-
ters, denotes spoken language examples such as recitation of
poems or sacred text.
5. DISCUSSION
Results showed that some recordings contained instrumental
(non-vocal) or speech contours. The vocal contour classifica-
tion task can be improved with more training examples from
world music, and enhanced classes to cover cases of speech.
We also observed sub-groups within clusters, for example
clusters 6, 8, 9, which indicates that clustering partitions can
be further investigated. We based our observations on qualita-
tive measures via listening to some examples and visualizing
the clustered data. Future work aims to evaluate further the
singing style clusters via a quantitative comparison with the
metadata and using feedback from musicology experts.
6. CONCLUSION
In this paper we focused on the extraction of pitch contour
features for the characterization of singing styles in world mu-
sic. We developed a set of pitch features and used this to train
a vocal classifier as well as to learn a dictionary of singing
style elements. We investigated similarity in singing styles
as predicted by an unsupervised K-means clustering method.
Preliminary results indicate that singing style clusters often
group recordings from neighbouring countries or with similar
languages and cultures. Clusters are distinguished by singing
attributes such as slow/fast syllabic singing and the character-
istic use of vibrato and melisma. The investigation of singing
styles as proposed in this study can provide evidence of inter-
action and exchange between world music styles.
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