A function f : {−1, 1} n → {−1, 1} is a k-junta if it depends on at most k of its variables. We consider the problem of tolerant testing of k-juntas, where the testing algorithm must accept any function that is ϵ-close to some k-junta and reject any function that is ϵ -far from every k -junta for some ϵ = O (ϵ ) and k = O (k ).
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We now discuss some of the implications of this result. Setting ρ = Ω(1), we obtain a tolerant tester that distinguishes between functions O (ϵ )-close to J k and functions ϵ-far from J k , with query complexity 2 O (k ) /ϵ-thus matching (and even improving) the simple tester described in Section 3. At the other end of the spectrum, setting ρ = O (1/k ) yields a weakly tolerant tester that distinguishes O (ϵ/k )-close to J k from ϵ-far from J k but with query complexityÕ (k 2 /ϵ )qualitatively matching the guarantees provided by the junta tester of Reference [21] . Moreover, in view of the connection between tolerant testing and distance approximation (see [34] ), by adapting the proof of Reference [34, Claim 2] we see that Theorem 1.2 readily implies the following: Corollary 1.3. Fix any constant B > 16. There exists an algorithm that, given query access to a function f : {−1, 1} n → {−1, 1} and parameters k ≥ 1, ϵ ∈ (0, 1), outputs a valueε that satisfies the following. With probability at least 2/3, we have dist( f , J k ) ≤ε ≤ B · dist( f , J k ) + ϵ; moreover, the query complexity of the algorithm is 2 O (k ) /ϵ · O (log(1/ϵ ) log log(1/ϵ )).
Finally, we show how the above result can be applied to the problem of isomorphism testing, which we recall next. Given query access to two unknown Boolean functions f , д : {−1, 1} n → {−1, 1} and a parameter ϵ ∈ (0, 1), one has to distinguish between (i) f is equal to д up to some relabeling of the input variables and (ii) dist( f , д • π ) > ϵ for every such relabeling π (where д • π denote the natural function composition). The worst-case complexity of this task is known, with Θ(2 n 2 / √ ϵ ) queries being necessary (up to the exact dependence on ϵ) and sufficient [2, 3] . However, is the exponential dependence on n always necessary or can we obtain better results for "simple" functions? Ideally, we would like our testers to improve on this worst-case behavior and instead have an instance-adaptive query complexity, depending only on some intrinsic parameter of the functions f , д to be tested. This is the direction we pursue here. Let k * = k * ( f , д, γ ) be the smallest k such that either f or д is γ -close to being a k-junta. We show that it is possible to achieve a query complexity only depending on this (unknown) parameter, namely of the form O (2 k * (f ,д,O (ϵ ))/2 /ϵ ). 3 Moreover, our algorithm offers a much stronger guarantee: It allows tolerant isomorphism testing. Theorem 1.4 (Tolerant Isomorphism Testing). There exists an algorithm that, given query access to two functions f , д : {−1, 1} n → {−1, 1} and parameter ϵ ∈ (0, 1), satisfies the following for some absolute constant C ≥ 1.
• If f and д are ϵ C -close to isomorphic, then the algorithm accepts with high constant probability. • If f and д are ϵ-far from isomorphic, then the algorithm rejects with high constant probability.
The query complexity of the algorithm isÕ (2 k * 2 /ϵ ) with high-probability (andÕ (2 n 2 /ϵ ) in the worst case), where k * = k * ( f , д, ϵ C ). The above statement is rather technical and requires careful parsing. In particular, the parameter k * is crucially not provided as input to the algorithm: Instead, it is discovered adaptively by invoking the tolerant tester of Theorem 1.2. This explains the high-probability bound on the query complexity: With some small probability, the algorithm may fail to retrieve the right value of k * -in which case it may use instead a larger value, possibly up to n. Remark 1.5 (On the Running Time of Our Algorithms). We note that, as in previous work on testing juntas, the query complexity depends only on k and 1/ϵ but the running time depends on n (since even querying a single point in {−1, 1} n requires specifying n bits).
Overview and Techniques
The proofs of Theorems 1.1 and 1.2 both rely on the notion of the influence of a set of variables. Given a Boolean function f : {−1, 1} n → {−1, 1} and a set S ⊆ [n], the influence of the set S (denoted Inf f (S )) is the probability that f (x ) f (y) when x and y are selected uniformly subject to the constraint that for any i ∈S, x i = y i . The relation between the number of relevant variables and the influence of a set was utilized in previous works. In what follows, we let J k denote the set of all k-juntas.
Our starting point is similar to the one in References [9, 21] . We partition the n variables into = O (k 2 ) parts, which removes the dependence on n. It is not hard to verify that if f is close to J k , then there exist k parts for which the following holds. If we denote by T ⊆ [n] the union of variables in these k parts, then the complement setT has small influence. However, Blais [9] showed that if a function is far from J k , then a random partition into a sufficiently large number of parts ensures the following with high constant probability. For every union T of k parts, the complement setT will have large influence. The above gives rise to a (2 (1+(o (1))k log k /ϵ )-query complexity algorithm that distinguishes functions that are 1 3 ϵ-close to J k from functions that are ϵ-far from J k . The algorithm considers all unions T ⊆ [n] of k parts, estimates the influence ofT , and accepts if there exists a set with sufficiently small estimated influence. To obtain an algorithm with better query complexity, we consider two relaxations.
In both relaxations we consider a fixed partition I = {I 1 , . . . , I } of [n] into = O (k 2 ) parts and for S ⊆ [ ] we let ϕ I (S )
Parameterized Tolerant Testing through Submodular Minimization. To describe the algorithm referred to in Theorem 1.1, it will be useful to introduce the following function. For a Boolean function f and a partition I= {I 1 , . . . , I }, we let h : 2 [ ] → [0, 1] be defined as h(J ) def = Inf f (ϕ I (J )). The starting point of our approach is the observation that the exhaustive search algorithm described previously can be seen as performing a brute-force minimization of h, under a cardinality constraint. Indeed, it effectively goes over all sets J ⊆ [ ] of size − k, estimates h(J ), and accepts if there exists a set J for which the estimated value is sufficiently small. With this view, it is natural to ask whether this minimization can be performed more efficiently by exploiting the fact that by the diminishing marginal property of the influence, h is submodular. That is, for every two sets J 1 ⊆ J 2 and variable i J 2 , it holds that h(
. While it is possible to find the minimum value of a submodular function in polynomial time given query access to the function, if a cardinality constraint is introduced, then even finding an approximate minimum is hard [37] . In light of the hardness of the problem, we design an algorithm for the following bicriteria relaxation. Given oracle access to a non-negative submodular function h : 2 [ ] → R and input parameters ϵ ∈ (0, 1) and k ∈ N, the algorithm distinguishes between the following two cases:
• There exists a set J such that |J | ≥ − k and h(J ) ≤ ϵ;
Moreover, the algorithm can be adapted to the case where it is only granted access to an approximate oracle for h (for a precise statement, see Theorem 4.3). This is critical in our setting, since h(J ) = Inf f (ϕ I (J )), and we can only estimate the influence of sets of variables.
Subset Influence and Recycling Queries.
The key idea behind our second approach is the following. The exhaustive search algorithm estimates the influence of the set of variables ϕ I (J ) for every set of indices J ⊂ [ ] such that |J | = − k by performing pairs of queries specifically designed for J . Namely, it queries the value of the function on pairs of points in {−1, 1} n that agree on the setJ . If it were possible to use the same queries for estimating the influence of ϕ I (J ) for different choices of J , then we could reduce the query complexity. We show that this can be done if we consider the ρ-biased subset influence of a set J ⊂ [ ], defined next.
Given a partition I = {I 1 , . . . , I }, a parameter ρ ∈ (0, 1), and a set J ⊂ [ ], a random ρ-biased subset S ∼ ρ J is a subset of J resulting from taking every index in J to S with probability ρ. The expected influence of a random ρ-biased subset of J , referred to as the ρ-subset influ-
A crucial element in our proof is a combinatorial result due to Baranyai [5] on factorization of regular hypergraphs. With this fact in hand, we then present an algorithm that allows to simultaneously estimate the ρ-subset influence of all sets J ⊂ [ ] of size − k. The query complexity of the algorithm is O (
. Application to Isomorphism Testing: Tolerant Testing and Noisy Samplers. The structure of our tolerant isomorphism testing algorithm is quite intuitive, and consists of two phases. In the first phase, we run a linear search on k, repeatedly invoking our tolerant junta tester to discover the smallest value k satisfying min(dist( f , J k ), dist(д, J k )) ≤ ϵ/C. We note that a similar approach using a tester whose tolerance is only poly(ϵ/k ) might return a much larger value of k, since as k increases, the allowed tolerance decreases. In the second phase, we use this value of k to tolerantly test isomorphism between f and д. This phase, however, is not as straightforward as it seems: Indeed, to achieve the desired query complexity, we would like to test isomorphism-for which we have known algorithms-between f k and д k , that is, the k-juntas closest to f and д respectively.
Yet here we face two issues: (i) We do not have query access to f k and д k , and (ii) even in the completeness case f k and д k need not actually be isomorphic. Indeed, f and д are only promised to be close to k-juntas and close to isomorphic. Hence, the corresponding juntas are only guaranteed to be close to isomorphic.
Addressing item (ii) relies on adapting the algorithm of [3] , along with a careful and technical analysis of the distribution of the points it queries. (This analysis is also the key to providing the tolerance guarantees of our isomorphism tester.) We address item (i) as follows. Our algorithm builds on the ideas of Chakraborty et al. [16] , namely on their notion of a "noisy sampler." A noisy sampler is given query access to a function that is promised to be close to some k-junta and provides (almost) uniformly distributed samples labeled (approximately) according to this kjunta. While thenoisy sampler in Reference [16] works for functions that are poly(ϵ/k )-close to J k , we need a noisy sampler that works for functions that are only ϵ C -close to J k . To this end, we replace the weakly tolerant testing algorithm in Reference [9] used in the noisy sampler of Reference [16] with our tolerant testing algorithm. The query complexity of the resulting noisy sampler is indeed much higher than that in Reference [16] . However, this does not increase the overall query complexity of our tolerant isomorphism testing algorithm, as stated in Theorem 1.4.
Future Directions and Open Questions
Our work leaves open several interesting questions, which we discuss below. The first relates to the factor-2 relaxation of Theorem 1.1: can one obtain a bona fide poly(k )-query tolerant tester for k-junta, accepting functions ϵ/10-close to some k-junta while rejection functions ϵ-far from every k-junta? However, Theorem 1.1 only provides a constant-factor distance approximation, even with this relaxation. What is the best possible distance approximation achievable in poly(k ) queries? Switching gears, one may also ask whether tolerant testing (as considered in this work) is any harder than testing, which is known to be possible with a near-linear (in k) number of queries. We strongly suspect it to be the case: Specifically, we conjecture that tolerant testing requires Ω(k c ) queries for some c > 1. 4 Finally, and more open-ended, is the question of whether the connection between tolerant junta testing (or, more generally, the influence of Boolean functions) and submodular minimization that underlies our main result can lead to further applications and insights.
Organization of the Paper
After introducing the necessary notations and definitions in Section 2, we describe in Section 3 the common starting point of our algorithms-the reduction from n variables to O (k 2 ) parts. Section 4 then contains the details of the submodular minimization under cardinality constraint underlying Theorem 1.1, which is then implemented in Section 5 with an approximate submodular minimization primitive. We then turn in Section 6 to the proof of Theorem 1.2, before describing in Section 7 how to leverage it to obtain our instance-adaptive tolerant isomorphism testing result.
PRELIMINARIES
A property P of Boolean functions is a subset of all these functions, and we say that a function f has the property P if f ∈ P. The distance between two functions f , д :
, where x is drawn uniformly at random. Accordingly, for a function f and a property P, we define the distance from f to P as dist( f , P) def = min д ∈P dist( f , д). Given ϵ ≥ 0 and a property P, we will say that a function f is
We consider the following definition of tolerant testing of parameterized properties, restated below.
Definition 2.1 (Tolerant Testing of Parameterized Properties).
Let P = (P s ) s ∈N be a nondecreasing family of properties parameterized by s ∈ N, i.e. such that P s ⊆ P t whenever s ≤ t; and σ : N → N be a non-decreasing mapping satisfying σ (s) ≥ s for all s. A σ -tolerant testing algorithm for P is a probabilistic algorithm that gets three input parameters s ∈ N and ϵ 1 , ϵ 2 ∈ [0, 1] such that ϵ 1 < ϵ 2 , as well as oracle access to a function f : {−1, 1} n → {−1, 1}. The algorithm should output a binary verdict that satisfies the following two conditions:
• If dist( f , P s ) ≤ ϵ 1 , then the algorithm accepts f with probability at least 2/3.
• If dist( f , P σ (s ) ) > ϵ 2 , then the algorithm rejects f with probability at least 2/3.
In some cases, the algorithm is only given one parameter, ϵ 2 , setting ϵ 1 = r (ϵ 2 ) for some prespecified function r : (0, 1) → (0, 1).
The main focus of this work will be the property of being a junta, that is, a Boolean function that only depends on a (small) subset of its variables:
of size at most k, such that f (x ) = f (y) for every two assignments x, y ∈ {−1, 1} n that satisfy x i = y i for every i ∈ T . We let J k denote the set of all k-juntas (over n variables).
Notations. Hereafter, we denote by log the binary logarithm, by [n] the set of integers {1, . . . , n}, and by S n for the set of permutations of [n]. Given two disjoint sets S,T ⊆ [n] and two partial assignments x ∈ {−1, 1} S and y ∈ {−1, 1} T , we let x y ∈ {−1, 1} S ∪T be the partial assignment whose ith coordinate is 
FROM n VARIABLES TO O (k 2 ) PARTS
In this section, we build on techniques from References [9, 21] and describe how to reduce the problem of testing closeness to a k-junta to testing closeness to a k-part junta (defined below). The advantage of doing so is that while the former question concerns functions on n variables, the latter no longer involves n as a parameter: Only k and ϵ now have a role to play. We start with a useful definition of k-part juntas and two lemmas regarding their properties with respect to random partitions of the domain. = dist( f , J k ) and let I be any partition of [n] into ≥ k parts. Then f 2α-approximates being a k-part junta with respect to I.
. . , I i r be the r ≤ k parts of I containing the relevant variables of д. Then, for any set J ⊂ [ ] of size −k such that {i 1 , . . . , i r } ⊆ J , we have that when drawing x ∼ {−1, 1} ϕ I (J ) , and u, v ∼ {−1, 1} ϕ I ( J ) the following holds:
where the first inequality follows from observing that (as д does not depend on variables in ϕ I (J )) one can only have f (x u) f (x v) if f disagrees with д on at least one of the two points; and the third inequality holds, since both x u and x v are uniformly distributed.
The above two lemmas suggest the following approach for distinguishing between functions that are ϵ -close to some k-junta and functions that are ϵ-far from every k -junta. Suppose we select a random partition of [n] into O (k 2 ) parts. Then, with high probability over the choice of the partition, it is sufficient to distinguish between functions that 2ϵ -approximate being a k-junta and functions that ϵ/2-violate being a k -part junta. Specifically, we get the proposition below, which we apply throughout this work: Proposition 3.4 (Reduction to Part Juntas). Let T be an algorithm that is given query access to a function f : {−1, 1} n → {−1, 1}, a partition I = {I 1 , . . . , I } of [n] into parts, and parameters k ∈ N and ϵ ∈ (0, 1). Suppose that T performs q(k, ϵ, ) queries to f and satisfies the following guarantees, for a pair of functions r : (0, 1) × N → (0, 1) and r : N → N.
• If f ϵ -approximates being a k-part junta with respect to I and ϵ ≤ r (ϵ, k ), then T returns accept with probability at least 5/6; • If f ϵ-violates being a k -part junta with respect to I and k ≥ r (k ), then T returns reject with probability at least 5/6.
Then there exists an algorithm T , that given query access to f and parameters k ∈ N and ϵ ∈ (0, 1), satisfies the following:
, then T outputs reject with probability at least 2/3.
Moreover, the algorithm T has query complexity q(k, ϵ, ).
Proof of Proposition 3.4. The algorithm T first obtains a random partition I of [n] into def = 24(k ) 2 parts by uniformly and independently assigning each coordinate to a part. T then invokes T with parameters ϵ, k, and the partition I. By Lemma 3.2 and the choice of , with probability at least 5/6 the partition I is good in the following sense. For α = dist( f , J k ), it holds that f α 2 -violates being a k -part junta with respect to I. Conditioned on I being good, and by Lemma 3.3, we are guaranteed that the following holds.
2 , then f ϵ -approximates being a k-part junta with respect to I; (ii) If dist( f , J k ) > 2ϵ, then f ϵ-violates being a k -part junta with respect to I.
Therefore, T will answer as specified by the proposition with probability at least 5/6, making q(ϵ, k, ) queries. Overall, by a union bound, T is successful with probability at least 2/3.
As an illustration of the above technique, and a warmup toward the (more involved) algorithms of the next sections, we show how to obtain an algorithm T as specified in Proposition 3.4 with query complexity 2 (1+o (1))k log k /ϵ. Given a partition I of [n] into parts, T considers all ( −k ) sets of variables that result from taking the union of k parts. For each such set T , it obtains an
queries to the oracle for each set, ensures that the following holds with high constant probability. For every set T such that
Hence, the algorithm T fulfills the requirements stated in Proposition 3.4 (for r (ϵ, k ) = 2 3 ϵ and r (k ) = k), and it follows that:
• If f is 1 3 ϵ-close to some k-junta, then T accepts with probability at least 2/3. • If f is ϵ-far from every k-junta, then T rejects with probability at least 2/3. Since = 24k 2 , the query complexity of the algorithm is
APPROXIMATE SUBMODULAR MINIMIZATION UNDER A CARDINALITY
CONSTRAINT In this section, we show how a certain bi-criteria approximate version of submodular minimization with a cardinality constraint can be reduced to approximate submodular minimization with no cardinality constraint. This reduction holds even when given approximate oracle access to the submodular function and is meaningful when the cardinality constraint is sufficiently large. Precise details follow. In Corollary 5.6 in Section 5 we establish the existence of such an ASFM algorithm. The running time of the algorithm is polynomial in , logarithmic in the maximal value of the function and linear in the running time of the approximate oracle. We next present an algorithm for approximate submodular minimization under a cardinality constraint. (1) If there exists a set J ⊆ [ ] such that |J | ≥ − k and h(J ) ≤ ϵ, then the algorithm accepts with probability at least 1 − δ .
ALGORITHM 1: Approximate Submodular Minimization under a Cardinality Constraint (O
Moreover, the second item can be strengthened so that it holds for functions h that satisfy the following:
Proof. First, note that the function h defined in Step 1 is indeed submodular, as the sum of the submodular function h and a modular function (scalar multiple of the cardinality function). By Definition 4.2, with probability at least 1 − δ the value ν defined in Step 2 of the algorithm thus satisfies
We start with proving the first item in Theorem 4.3. If there exists a set J * ⊆ [ ] such that |J * | ≥ − k and h(J * ) ≤ ϵ, then
and, therefore, by Equation (1), with probability at least 1 − δ ,
and the algorithm accepts.
We divide the analysis of the second item in the theorem into two cases depending on |J |:
where in the first inequality we used the fact that for all sets J , |J | ≤ .
where in the first inequality we used the fact that for all sets J , h(J ) ≥ 0.
Hence,
and by Equation (1), with probability at least 1 − δ , it holds that
and the algorithm rejects.
APPROXIMATE SUBMODULAR FUNCTION MINIMIZATION
In this section, we use results from Reference [29] to obtain an approximate submodular minimization algorithm, as defined in Definition 4.2. 6 This is done in three steps: (1) We use the known fact that the problem of finding the minimum of a submodular function д can be reduced to finding the minimum of the Lovász extension for that function, denoted L д .
(2) We then extend the results of Reference [29] (and specifically of Theorem 61) and provide a noisy separation oracle for L д when only given approximate oracle access to the function д.
(3) Finally, we apply Theorem 42 from Reference [29] , which provides an algorithm that, when given access to a separation oracle for a function, returns an approximation to that function's minimum value. Note that in this section, we analyze the time complexity of our algorithms for submodular function minimization; we will later, in the following sections, switch back to query complexity when applying them to our testing problem, using running time as an upper bound for query complexity.
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We start with the following definition of the Lovász extension of a submodular function.
Definition 5.1 (Lovász Extension). Given a submodular function д :
where t ∼ [0, 1] denotes that t is drawn uniformly at random from [0, 1].
The following theorem is standard in combinatorial optimization (see, e.g., References [4, 23, 35] ) and provides useful properties of the Lovász extension:
Theorem 5.2. The Lovász extension L д of a submodular function д : 2 [ ] → R satisfies the following properties:
By the first item of Theorem 5.2, to approximate the minimum value of a submodular function д, it suffices to approximate the minimum of its Lovász extension. As discussed at the start of the section, this is done by providing a separation oracle for L д . [29, Definition 2] ). Let h be a convex function over R and let Ω be a convex set in R . A separation oracle for h with respect to Ω is an algorithm that for an input x ∈ Ω and parameters η, γ ≥ 0 satisfies the follows. It either asserts that
Definition 5.3 ((Noisy) Separation Oracle
where a ∈ [0, 1] , a 0, and c ≤ γ a 2 .
In Theorem 61 in Reference [29] it is shown how to define a separation oracle for a function д when given exact query access to д; we adapt the proof to the case where one is only granted access to an approximate oracle for д, and the resulting procedure has small failure probability. 7: returnx (which satisfies "L д (x ) ≤ min y ∈[0,1] {L д (y)} + η"). 8: else 9: return the halfspace H = {z :ã T z ≤L д (x ) + 2τ ã 2 } . 10: end if Lemma 5.1. Let д : 2 [ ] → R be a convex function, and let Φ д (·, ·) denote the running time of the approximate oracle O ± д for д. For every x ∈ [0, 1] , η, γ , δ ∈ (0, 1), with probability at least 1 − δ , Algorithm 2 satisfies the guarantees of a separation oracle for L д (with respect to [0, 1] ). The algorithm makes queries to O ± д with parameters τ 2 /2 and δ/ , where τ = min{η/4 ,γ /2 }, and its running time is · (Φ д ( τ 2 2 , δ/ ) + log ). To prove the above lemma we will use the following theorem from Reference [29] .
We henceforth condition on this, and observe that this implies that, for any y ∈ [0, 1] ,
We next consider two cases. Assume first that there exists an index i ∈ [ ] such that |ã i | ≥ τ . That is, assume that the condition in Step 6 of the algorithm does not hold. Then we prove that for every
(3) By Theorem 5.2, together with the assumption that the coordinates ofx are sorted,
Combining Equation (3) and Equation (4), and since there exists an i such that |ã i | ≥ τ ,
This implies that y is in H and that for c = 2τ ā 2 and γ ≤ 2τ , H fulfills the requirements stated in Definition 5.3. Now consider the case that
Therefore, for every y ∈ [0, 1] we get
where the second inequality follows from Equation (2), and the last inequality follows from Theorem 5.4. Hence, if we let x * = arg min x {L д (x )}, then we have that Therefore, with probability at least 1 − δ the algorithm satisfies the conditions of a separation oracle with parameters η and γ .
The algorithm performs queries to the approximate oracle for д with parameters τ 2 /2 and δ/ , where τ = min{η/4 ,γ /2 }. Hence, the running time of the algorithm is · Φ д ( τ 2 2 , δ ) + log , as it also sorts the coordinates ofx (to re-index the coordinates).
We can now use the separation oracle for L д and apply the following theorem to get an approximate minimum of L д , which is also an approximate minimum of д. 
Then there is an algorithm, which for any 0 < α < 1 and η> 0 outputs x ∈ R such that
In expectation, the algorithm performs O ( · log( α )) calls to Algorithm 2 and has expected running time of
where γ = Θ( α 3/2 ) and SO(η, γ ) denotes the running time of the separation oracle when invoked with parameters η and γ . 
where Φ д is the running time of O ± д . Proof. We refer to the algorithm from Theorem 5.5 as the minimization algorithm and apply it to L д , with Algorithm 2 as a separation oracle. Once the minimization algorithm returns a point
The minimization algorithm invokes the separation oracle C 1 · log( /α ) = C 1 · log( M/ξ ) times in expectation, for some constant C 1 . We convert this to a worst-case bound as follows. If at some point the number of calls to the separation oracle exceeds 20C 1 · log( M/ξ ), then we halt and return fail. Similarly, the algorithm runs in expected time
for some absolute constants C 2 , C 3 > 0. If at some point the running time exceeds 20T , then we also halt and return fail. By Markov's inequality, both events each happen with probability at most 1/20, and therefore by a union bound our algorithm halts and outputs fail with probability at most 1/10. Hence, every time the minimization algorithm calls the separation oracle with parameters η and γ , we invoke Algorithm 2 with parameters η, γ , and δ = δ 10C 1 log M ξ . Therefore, by Lemma 5.1, with probability at least 1 − 1/10 − δ all the calls to Algorithm 2 satisfy the guarantee of a separation oracle for L д with parameters η and γ . By Theorem 5.5 and Equation (5), with probability at least 9/10 − δ , the minimization algorithm returns a point x such that
and with probability at least 9/10 − 2δ the value ν satisfies
as desired. By the above settings and by Lemma 5.1 we get that τ = ξ 8 5/2 M , so the running time of each invocation of the separation oracle (recall that each such invocation involves calls to O ± д ) is
Since the evaluation of ν in the final step is negligible in the running time of the minimization algorithm, we get that the overall time complexity is
which gives the stated bound, recalling that 2 To do so, we need to simulate an approximate oracle for h (as defined in Definition 4.1). Since h(S ) = Inf f (ϕ I (S )), to estimate h (S ) within an additive approximation of τ with probability at least 1 − δ , it is sufficient to estimate Inf f (ϕ I (S )) ∈ [0, 2] within an additive approximation of τ with probability at least 1 − δ (indeed, the additional term ϵ k |S | can be computed exactly). By Chernoff bounds, this can be done with Φ h (τ , δ ) = O ( 1 τ 2 log 1 δ ) queries to f . This yields an approximate oracle O ± h , and therefore O ± h , which can be provided to the algorithm of Theorem 4.3 (resulting in a success probability at least 9/10 − 2δ = 5/6). The resulting query complexity is
which, given the above expression for Φ h , can be bounded as follows:
• If ϵ < 2k , so that M = 4, then this simplifies as O 12 ξ 4 log 2 ξ .
• If ϵ ≥ 2k , which implies that M = 2ϵ k , then this becomes
Observing that the function h is indeed a non-negative submodular function (and that h is also submodular, since it is the sum of a submodular function and a modular function) allows us to conclude by Theorem 4.3.
In particular, setting ξ = ϵ/(4k ) we get the following:
Corollary 5.8. There exists an algorithm that, given query access to a function f : {−1, 1} n → {−1, 1}, a fixed partition I of [n] into = O (k 2 ) parts, and parameters k ≥ 1 and ϵ ∈ (0, 1), satisfies the following. The query complexity of the algorithm isÕ ( k 28 ϵ 4 + k 32 ) = poly(k, 1/ϵ ), and: (1) if f ϵ 2 -approximates being a k-part junta with respect to I, then the algorithm accepts with probability at least 5 6 ;
(2) if f 5 4 ϵ-violates being a 2k-part junta with respect to I, then the algorithm rejects with probability at least 5 6 . Moreover, the second item can be strengthened to "simultaneously (1 + 1 4k )ϵ-violates being a k-part junta and (1 + 1 2k ) ϵ 2 -violates being a 2k-part junta." Proof. By applying Corollary 5.7 with ξ = ϵ/(4k ), we get an algorithm that distinguishes between (1) there exists a set S ⊆ [ ] such that |S | ≥ − k and h(S ) ≤ ϵ; and (2) either (i) for every set S such that |S | ≥ − k, h(S ) > 2(1 + 1 4k )ϵ or (ii) for every set S such that |S | ≥ − (2k + 1 2 ), h(S ) > ϵ (1 + 1 2k ). Since |S | is always an integer, the condition |S | ≥ − (2k + 1 2 ) is equivalent to |S | ≥ − 2k in (2)(ii). This implies the guarantees of the corollary, by the correspondence with partition juntas (Definition 3.1) and using for simplicity that 1 + 1 4k Tolerant Junta Testing and the Connection to Submodular Optimization
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The tolerant junta testing theorem (Theorem 1.1) follows immediately from the above, together with Proposition 3.4. With probability at least 5/6, a random partition of the variables into def = 192k 2 parts will have the right guarantees, reducing the problem to distinguishing between ϵ 2approximating being a k-part junta vs. 5 4 ϵ-violating being a 2k-part junta (with regard to this random partition). Overall, by a union bound, the result is therefore correct with probability at least 2/3.
A TRADEOFF BETWEEN TOLERANCE AND QUERY COMPLEXITY
In this section, we show how to obtain a smooth tradeoff between the amount of tolerance and the query complexity. Formally, we prove Theorem 1.2, restated below. Theorem 1.2. There exists an algorithm that, given query access to a function f : {−1, 1} n → {−1, 1} and parameters k ≥ 1, ϵ ∈ (0, 1) and ρ ∈ (0, 1), satisfies the following.
• If f is ρϵ/16-close to some k-junta, then the algorithm accepts with high constant probability.
• If f is ϵ-far from every k-junta, then the algorithm rejects with high constant probability.
The query complexity of the algorithm is
As discussed in the Introduction, this in particular implies the two following results. Setting ρ = Ω(1), we obtain a tolerant tester that distinguishes between functions O (ϵ )-close to J k and functions ϵ-far from J k , with query complexity 2 O (k ) /ϵ, an improvement over the naive tester from Section 3. However, choosing ρ = O (1/k ) yields a weakly tolerant tester that distinguishes functions O (ϵ/k )-close to J k from those ϵ-far from J k , with query complexityÕ (k 2 /ϵ )-thus matching the guarantees provided in Reference [21] .
Useful Bounds on the Expected Influence of a Random ρ-Subset of a Set
In this subsection, we formally define the ρ-subset influence of a set and prove that for every set J ⊆ [ ], its ρ-subset influence is at least ρ 3 · Inf f (ϕ I (J )) and at most Inf f (ϕ I (J )). Then, in the next subsection, we provide an algorithm that simultaneously estimates the ρ-subset influence of all subsets J of [ ] of size − k. The query complexity of the algorithm is O ( k log k ϵ ρ (1−ρ ) k ). We start with a few definitions and notations. Definition 6.1. For any ρ ∈ (0, 1) and any set R, we denote by S ∼ ρ R the random ρ-biased subset of R, resulting from including independently each i ∈ R in S with probability ρ. We refer to such a set S as a random ρ-subset of R. The next lemma describes the connection between the influence of a set J and its ρ-subset influence. Proof. The upper bound is immediate by monotonicity of the influence, as Inf f (ϕ I (S )) ≤ Inf f (ϕ I (J )) for all S ⊆ J . As for the lower bound, let j = |J | and observe that
We will lower bound the sum S ⊆ J : |S |=s Inf f (ϕ I (S )) for each s separately. To do so, we define a legal collection of s-covers for a set J : Definition 6.3. Let J be a set of j elements, and for any s ∈ [j] consider the family J s of all j s subsets of J of size s. We shall say that C ⊆ J s is a s-cover of J if Y ∈C Y = J . We shall say that a collection of s-covers C J = {C 1 , . . . , C r } is a legal collection of s-covers for J if each C t ∈ C J is a cover of J and these s-covers are disjoint.
Thus, we are interested in showing that there exists a legal collection of s-covers for J whose size m is "as big as possible." This is what the next claim guarantees, establishing that there exists such a cover achieving the optimal size: Claim 6.2. For any set J of j elements, there exists a legal collection of s-covers C J for J of size at least
(Moreover, this bound is tight.) Claim 6.2 follows from a result due to Baranyai [5] on factorization of regular hypergraphs: For completeness, we state this result, and describe how to derive the claim from it, in Appendix B.
Observe that if s divides j, then
Therefore,
Plugging the above into Equation (6), we obtain that
which concludes the proof.
Approximation of the ρ-Subset Influences
We now describe and analyze an algorithm that, given a partition 
C ≥ 256 ln 2 is sufficient.
2: for i = 1 to m do 3: Let S i ∼ ρ [ ]. 4: Pick x i ∈ {−1, 1} n uniformly at random, and let z i be obtained by flipping independently each coordinate of x i ϕ I (S i ) with probability 1/2 5: . For every ϵ ∈ (0, 1) and ρ ∈ (0, 1), Algorithm 3 satisfies that, with probability at least 1 − o(1), the following holds simultaneously for all sets 
for a suitable choice of C ≥ 1. Therefore, by a union bound over all −k = k = 2 (1+o (1))k log sets J ∈ [ ] −k , it holds that with probability 1 − o(1), for every such J , S J ≥ m . We hereafter condition on this.
We now turn to prove the two items of the lemma. Let X = {x 1 , . . . , x m } and Z = {z 1 , . . . , z m }. 
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again for a suitable choice of the constant C ≥ 1. By taking a union bound over all subsets J ∈ ( [ ] −k ), we get that, with probability at least 1 − o(1), for every J such that 
The claim follows by taking a union bound over all subsets
Overall, the conclusions above hold with probability at least 1 − o(1), as stated.
Tradeoff between Tolerance and Query Complexity
We now describe how the algorithm from the previous section lets us easily derive the tolerant tester of Theorem 1.2. Proof of Theorem 1.2. Given Proposition 3.4 it is sufficient to consider a partition I of size = 24k 2 and show that Algorithm 4 distinguishes with probability at least 5/6 between the following two cases:
(1) f ρϵ 8 -approximates being a k-part junta with respect to I;
(2) f ϵ 2 -violates being a k-part junta with respect to I. Suppose first that f 
. Therefore, by Lemma 6.3, with probability at
Thus, with probability at least 1 − o(1), Algorithm 4 will reject f .
"INSTANCE-ADAPTIVE" TOLERANT ISOMORPHISM TESTING
In this section, we show how the machinery developed in Section 6, and, more precisely, the algorithm from Theorem 1.2, can be leveraged to obtain instance-adaptive tolerant isomorphism testing between two unknown Boolean functions f and д, as defined below. We begin with some notation: For f , д : {−1, 1} n → {−1, 1}, we denote by distiso( f , д) the distance between f and the closest isomorphism of д, that is, distiso( f , д) def = min π ∈S n dist( f , д • π ). Given query access to two unknown Boolean functions f , д : {−1, 1} n → {−1, 1} and a parameter ϵ ∈ (0, 1), isomorphism testing then amounts to distinguishing between (i) distiso( f , д) = 0 and (ii) distiso( f , д) > ϵ. 8 Our result will be parameterized in terms of the junta degree of the unknown functions f and д, formally defined below:
1} be a Boolean function and γ ∈ [0, 1] a parameter. We define the γ -junta degree of f as the smallest integer k such that f is γ -close to being a k-junta, that is,
Finally, we extend this definition to two functions f , д by setting k * ( f , д, γ ) = min(k * ( f , γ ), k * (д, γ )).
With this terminology in hand, we can restate Theorem 1.4: Theorem 7.2 (Theorem 1.4, Rephrased). There exist absolute constants c ∈ (0, 1), ϵ 0 ∈ (0, 1) and a tolerant testing algorithm for isomorphism of two unknown functions f and д with the following guarantees. On inputs ϵ ∈ (0, ϵ 0 ], δ ∈ (0, 1], and query access to functions f , д : {−1, 1} n → {−1, 1}:
• if distiso( f , д) ≤ cϵ, then it outputs accept with probability at least 1 − δ ;
• if distiso( f , д) > ϵ, then it outputs reject with probability at least 1 − δ .
The query complexity of the algorithm satisfies the following, where k * = k * ( f , д, ρcϵ 16 ) is the ρcϵ 16 junta degree of f and д:
Moreover, one can take c = 1 1750 and ϵ 0 def = 16 15 (5 − 2 √ 6) 0.108.
Proof of Theorem 7.2
As described in Section 1.2, our algorithm first performs a linear search on k, invoking at each step the tolerant tester of Section 6 with parameter ϵ , to obtain (with high probability) a value k * such that k * ( f , д, ϵ ) ≤ k * ≤ k * ( f , д, ρϵ 16 ). In the second stage, it calls a "noisy sampler" to obtain uniformly random labeled samples from the "cores" of the k * -juntas closest to f and д 24:22 E. Blais et al.
(both notions are defined formally in Section 7.1.2) and robustly tests isomorphism between them. We accordingly divide this section into two, proving respectively these two statements: Lemma 7.3. There exists an algorithm (Algorithm 5) with the following guarantees. On inputs ϵ , δ ∈ (0, 1) and query access to f , д : {−1, 1} n → {−1, 1}, it returns a value 0 ≤ k ≤ n, such that:
• with probability at least 1 − δ , we have that: In particular, conditioning on this we are guaranteed that either f or д is ϵ -close to some k * -junta (i.e., by our choice of c, one of the functions is cϵ-close to J k * ). It then calls Algorithm 6 with inputs f , д, k * , ϵ independently O (log 1 δ ) times (for probability amplification from 8/15 to 1 − δ 2 ), and accepts if and only if the majority of these executions returned accept. The correctness of the algorithm follows from Proposition 7.4, and the bound on the query complexity follows from the bounds in Lemma 7.3 and Proposition 7.4.
Linear Search:
Finding k * . Let T denote the algorithm of Theorem 1.2, with probability of success amplified by standard techniques to 1 − δ for any δ ∈ (0, 1] (at the price of a factor O (log 1 δ ) in its query complexity), and write q T (k, ϵ, ρ, δ ) = O ( k log k ϵ ρ (1−ρ ) k log 1 δ ) for its query complexity. Algorithm 5, given next, performs the linear search for k * : We then analyze its correctness and query complexity.
Proof of Lemma 7.3. By a union bound, all executions of T will be correct with probability at least 1 − 2 ∞ j=1 3δ 2π 2 j 2 = 1 − δ 2 . Conditioning on this, the tester will accept for some k between k * ( f , д, ϵ ) and k * ( f , д, ρϵ /16). This is true since as long as we invoke T with values k such that f and д are ϵ -far from J k , both invocations of T will reject. Therefore, once we accept, we have that either f or д is at least ϵ -close to J k . Hence, k ≥ k * ( f , д, ϵ ) . Also, T is guaranteed to accept on some k whenever invoked on a function that is ρϵ /16-close to J k . By definition, k * ( f , д, ρϵ /16) is such a k for either f or д; hence, k ≤ k * ( f , д, ρϵ /16). 2: for k = 0 to n do 3: Call T on f with parameters k, ϵ , ρ, and 3δ/(2π 2 (k + 1) 2 ).
4:
Call T on д with parameters k, ϵ , ρ, and 3δ/(2π 2 (k + 1) 2 ).
5:
if either call to T returned accept then return k. 6: end if 7: end for 8: return n
In the case that all the executions of T returned correctly, the query complexity is
By the expression of q T , we get that q(ϵ, f , д) is upper bounded by = dist( f , J k ) (if this function is not unique, then we define f k to be the first according to lexicographic order). Moreover, following Chakraborty et al. [16] , for a k-junta h ∈ J k (where we assume without loss of generality that h depends on exactly k variables) we define the core of h, as follows. The core of h, denoted core h : {−1, 1} k → {−1, 1}, is the restriction of h to its relevant variables (where these variables are numbered according to the natural order); so that for some
for every x ∈ {−1, 1} n . An η-noisy sampler is an (η, 0)-noisy sampler, i.e., one that on each execution selects a uniformly random x ∈ {−1, 1} k .
Chakraborty et al. [16] show how to build an efficient O (ϵ )-noisy sampler for core f k , which is guaranteed to apply as long as dist( f , J k ) = O (ϵ 6 /k 10 ). In more detail, they first run a modified version of the junta tester from Reference [9] , which, whenever it accepts, also returns some preprocessing information that enables one to build such a noisy sampler. Moreover, they show that this tester will indeed accept any function that is O (ϵ 6 /k 10 )-close to J k (in addition to rejecting those ϵ-far from it), giving the above guarantee. Using instead (a small modification of) our tolerant tester from Section 6, we are able to extend their techniques to obtain the following-less efficient, but more robust-noisy sampler. Proposition 7.6 (Noisy Sampler for Close-to-junta Functions). There are algorithms A P , A S (respectively, preprocessor and sampler), which both require oracle access to a function f : {−1, 1} n → {−1, 1} and satisfy the following properties:
• The preprocessor A P takes ϵ ∈ (0, 1], ρ ∈ (0, 1), k ∈ N as inputs, makes O ( We say that a state σ is γ -good if for some permutation π ∈ S k , A S (σ ) is a γ -noisy sampler for core f k •π . • A P (ϵ , ρ, k ) fulfills the following conditions:
then with probability at least 4/5, A p either returns fail or returns a state σ that is 3ϵ -good.
The proof of Proposition 7.6 is deferred to Appendix A; indeed, it is almost identical to the proof of Proposition 4.16 in Reference [16] , with small adaptations required to comply with the use of the tolerant tester from Section 6 instead of the tester from Reference [9] .
We note that the main difference between the guarantees of our noisy sampler and those of the noisy sampler in Reference [16, Lemma 2] lies in the set of functions for which the noisy sampler is required to return a good state. In our case, this set consists of functions that are somewhat close to k-juntas. In comparison, the construction from Reference [16] is more query-efficient (onlỹ O (k/ϵ ) queries to f in the preprocessing stage) but only guarantees the output of a noisy sampler for functions f that are O (ϵ 6 /k 10 )-close to J k .
With these primitives in hand, we are almost ready to prove the main proposition of this subsection, Proposition 7.4. To state the algorithm (Algorithm 6) and proceed with its analysis, we will require the following definition: Definition 7.7 (Number of Violating Pairs V π ). Given two sets Q 1 , Q 2 ⊆ {−1, 1} k × {−1, 1} and a permutation π ∈ S k , we say that pairs (x, a 1 ) ∈ Q 1 and (y, a 2 ) ∈ Q 2 are violating with respect to π if y = π (x ) and a 1 a 2 . We denote the number of violating pairs with respect to π by V π .
Proof of Proposition 7.4. The query complexity is the sum of the query complexities from Steps 3 and 7, i.e.,
Completeness. Assume that д is cϵ-close to isomorphic to f , which itself is cϵ-close to being a kjunta. Therefore, by the triangle inequality and by our choice of c ≤ 
k ln k and for some constant τ ∈ (0, 1). Hence, setting C to a sufficiently large constant, the foregoing analysis implies that Pr
15 as claimed.
APPENDICES A DEFERRED PROOF: CONSTRUCTION OF A NOISY SAMPLER
We provide in this appendix the proof of Proposition 7.6, restated below: Proposition 7.6 (Noisy Sampler for Close-to-junta Functions). There are algorithms A P , A S (respectively, preprocessor and sampler), which both require oracle access to a function f : {−1, 1} n → {−1, 1} and satisfy the following properties:
• The preprocessor A P takes ϵ ∈ (0, 1], ρ ∈ (0, 1), k ∈ N as inputs, makes O ( k log k ϵ ϵ ρ (1−ρ ) k ) queries to f , and either returns fail or a state σ ∈ {0, 1} poly(n) . The sampler A S takes as input such a state σ ∈ {0, 1} poly(n) , makes a single query to f , and outputs a pair (x, a) ∈ {−1, 1} k × {−1, 1}. We say that a state σ is γ -good if for some permutation π ∈ S k , A S (σ ) is a γ -noisy sampler for core f k •π . • A P (ϵ , ρ, k ) fulfills the following conditions:
ϵ , then with probability at least 4/5, A P returns a state σ that is 3ϵ -good. (ii) If dist( f , J k ) > ϵ , then with probability at least 4/5, A P returns fail. (iii) If dist( f , J k ) ≤ ϵ , then with probability at least 4/5, A p either returns fail or returns a state σ that is 3ϵ -good.
We will very closely follow the argument from the full version of Reference [16] (Proposition 4.16), 9 adapting the corresponding parts to obtain our result. For completeness, we tried to make this appendix below self-contained, reproducing almost verbatim several parts of the proof from Reference [16] . 10 Proof of Proposition 7.6. To use our result from Section 6 in lieu of the junta tester from Reference [9] , we first need to make a small modification to our algorithm. Specifically, in its first step our tester will now pick a random partition I of [n] in def = Ck 2 ϵ parts instead of 24k 2 (for some (small) absolute constant C > 1). It is easy to check that both Lemma 3.2 and Lemma 3.3 still hold (e.g., from the proof of Reference [10, Lemma 5.4]), now with probability at least 19/20. Moreover, our modified tolerant tester offers the same soundness and completeness guarantees as Theorem 1.2, at the price of a query complexity O (
Step 4 of Algorithm 4, i.e., when the algorithm found a suitable set J ⊆ [ ] (of size − k) as a witness for accepting, we make the algorithm return I and the set J def = {I j } j ∈J along with the verdict accept.
We will also require the definitions of the distribution induced by a partition I and a subset J ⊆ I, and of such a couple (I, J ) being good for a function: The last piece we shall need is the ability to convert an (η, μ)-noisy sampler to a (η , 0)-noisy sampler; that is, one whose samples are exactly uniformly distributed. With this in hand, we are ready to prove the main lemma: Lemma A.7 (Analogue of [16, Proposition 4.16] ). The tester from Theorem 1.2, modified as above, has the following guarantees. It has query complexity O ( k log(k /ϵ ) ϵ ρ (1−ρ ) k ) and outputs, in case of acceptance, a partition I of [n] in def = O (k 2 /ϵ ) parts along with a subset J ⊆ I of k parts such that for any f the following conditions hold:
• if dist( f , J k ) ≤ ρ 16 ϵ, then the algorithm accepts with probability at least 9/10;
• if dist( f , J k ) > ϵ, then the algorithm rejects with probability at least 9/10;
• for any f , with probability at least 4/5 either the algorithm rejects, or it outputs J such that the pair (I, J ) is 1 2 (1 + 3 8 ρ)ϵ-good (as per Definition A.4). In particular, if dist( f , J k ) ≤ ρ 16 ϵ, then with probability at least 4/5 the algorithm outputs a set J such that (I, J ) is 1 2 (1 + 3 8 ρ)ϵ-good. Proof of Lemma A.7. The first two items follow from the analysis of the tester (Theorem 1.2) and the foregoing discussion; we thus turn to establishing the third item.
Called with parameters k, ρ, ϵ, our algorithm, with probability at least 19/20, either rejects or outputs a partition I of [n] into = O (k 2 ) parts and set J ⊆ I satisfying Inf f (ϕ (J )) ≤ ϵ. Let R ⊆ [n] (with |R| ≤ k) denote the set of relevant variables of f k , and V ⊇ R (with |V | = k) the set of relevant variables of core f k . Assume that dist( f , J k ) ≤ ρϵ 16 . 11 We then have the following: • by the above, with probability at least 19/20 the algorithm outputs a set J ⊆ I that satisfies Inf f (ϕ (J )) ≤ ϵ;
• since k 2 , with probability at least 19/20 all elements of V fall in different parts of the partition I; • by Lemma A.2 and by Markov's inequality, with probability at least 9/10 the partition I satisfies Pr y∼D I [ f (y) f k (y) ] ≤ 10 · dist( f , f k ).
So by a union bound, with probability at least 4/5 all three of these events occur. Now we show that conditioned on them, the pair (I, J ) is (1 + 3 2 ρ)ϵ-good. Let U def = R ∩ I ∈ J I (informally, U is the subset of the relevant variables of f k that were successfully "discovered" by the tester). Since dist( f , J k ) ≤ ρϵ 16 , we have Inf f (V ) ≤ 4 dist( f , J k ) ≤ ρϵ 4 . By the subadditivity and monotonicity of influence, we get
where the second inequality follows from V \ U ⊆ ϕ (J [16] and start by describing how A P and A S operate. The preprocessor A P starts by calling the tester T of Lemma A.7. Then, in case T accepted, A P encodes in the state σ the partition I and the subset J ⊆ I output by T (see Lemma A.7), along with the values of k and ϵ. The sampler A S , given σ , obtains a pair x, a ∈ {−1, 1} k × {−1, 1} by executing sampler (I, J ) ( f ) (from Definition A.3) once. Now we show how Proposition 7.6 follows from Lemma A.7. The first two items are immediate. As for the third item, notice that we only have to analyze the case where dist( f , f k ) ≤ ρϵ 16 and T accepted; all other cases are taken care of by the first two items. By the third item in Lemma A.7, with probability at least 4/5 the pair (I, J ) is 1 2 (1 + 3 8 ρ)ϵ-good. If so, then by Lemma A.5, sampler (I, J ) ( f ) is an (η, μ)-noisy sampler for some permutation of core f k , where 
as claimed. (Where we used that 8k 2 ≤ ϵ by our choice of .)
B DEFERRED PROOF: LEGAL COLLECTION OF COVERS
We provide in this appendix the proof of Claim 6.2, restated below:
Definition B.1. Let X be a set of j elements, and for any s ∈ [j] consider the family ( X s ) of all subsets of X that have size s. We shall say that C ⊆ ( X s ) is a s-cover of X , if Y ∈C Y = X . We shall say that C 1 , . . . , C m is a legal collection of s-covers for X , if each C t is a cover of X , and these covers are disjoint. Proof. This claim follows from a result due to Baranyai [5] on factorization of regular hypergraphs. We state this result and describe how to derive the claim from it below (recall that K h n denotes the h-regular hypergraph K h n on n vertices): 12 Theorem B.3 (Baranyai's Theorem [5, Theorem 1]). Let n, h be integers satisfying 1 ≤ h ≤ n, and a 1 , . . . , a integers such that i=1 a i = ( n h ). Then the edges of K h n can be partitioned into hypergraphs H 1 . . . , H such that (i) |H i | = a i for all i ∈ [ ]; (ii) each H i is almost regular: the number of hyperedges any two vertices u, v ∈ H i participate in differs by at most one (and here, specifically, is either a i h n or a i h n ).
We apply Theorem B. (and we cannot say much about the "remainder" hypergraph H ). Condition (ii) ensures that each of the first m hypergraphs obtained indeed defines a cover of the set of j elements by s-element subsets, while by definition of the partition of the hypergraph we are promised that these m s-covers are disjoint. This proves the lemma, as H 1 . . . , H m then induce a legal cover of X .
As for the optimality of the bound, it follows readily from observing that one must have m ≤ ( j s ) j /s , since for every cover C we must have |C| ≥ j/s and | X s | = j s .
