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Abstract
We investigate an old suggestion of A.E. Brouwer we call decomposition, for constructing
a class of permanental upper bounds for nonnegative matrices A from a single permanental
upper bound u(B) for (0, 1)-matrices B. For certain feasible u, which include the Minc–
Brègman bound u(B) = M(B) and the Jurkat–Ryser bound u(B) = J (B), we can identify
the best and worst of these decomposition bounds. The best decomposition bound, the star
bound U∗(A), is the only decomposition bound which agrees with u on the (0, 1)-matrices.
If u = J , then U∗(A) turns out to be the very bound U J(A) used by Jurkat and Ryser to
obtain J as a special case. If u = M , then U∗(A) is a new upper bound UM(A). We believe
its sharpened version UM
G
(A) to be the best extant permanental upper bound for nonnegative
matrices as well as for (0, 1)-matrices.
© 2004 Elsevier Inc. All rights reserved.
Keywords: Nonnegative matrix; Permanent; Upper bound; Decomposition; Scale symmetries; Sharpening
1. Introduction
We continue our study of the relationship between permanental bounds on B,
the (0, 1)-matrices, and permanental bounds on A, the nonnegative matrices. We
focus on upper bounds, yet with minor modifications these methods extend to lower
bounds as well as to functions other than the permanent.
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1.1. Motivation and summary of results
The permanent of an n by nmatrixA = [ai,j ] is per(A) =∑σ ∏ni=1 ai,σ (i) where
the sum is over all permutations σ of the full symmetric group. For A ∈A let Ai =
(ai,1, ai,2, . . . , ai,n) be the ith row of A and |Ai | be the ith row sum ai,1 + · · · +
ai,n; we sometimes let (Ai) denote A. For k = 1, 2, . . . we set γ (k) := (k!)1/k with
γ (0) = 0. The Minc–Brègman [1,8] bound
M(B) :=
n∏
i=1
γ (|Bi |)  per(B), B ∈ B (1)
has proven to be a tractable, accurate1 permanental upper bound on B, but no com-
parable bound on A had appeared until recently [14,15]. There, using induction,
concavity, extrapolation and interpolation, we obtained new upper bounds U1, U2,
U3, U4 which were the first to pass the “litmus test” of being tractable and agreeing
with M on B.
Here we investigate a wholly different approach we call decomposition, which has
already been described briefly in [13] and attributed to A.E. Brouwer. This simple
(and, in retrospect, effective) technique produces a class {Uθ(A)} of permanental
bounds on A from a single, prescribed bound u(B) on B, as follows. Write each
row of a given matrix A ∈A as a nonnegative linear combination of (0, 1)-vectors
(which decomposition ofAwe denote by θ). Then apply the row-multilinearity of the
permanent to θ to express per(A) as a nonnegative linear combination of permanents
{per(B)} of matrices B ∈ B. Finally, replace each per(B) with its upper bound u(B),
which results in an expression Uθ(A), see (26), which perforce bounds per(A). We
call Uθ(A) the decomposition bound based on u and θ . The precise details of this
process appear in the proofs.
When the given bound u(B) is feasible (Section 2), we can identify the star
decomposition θ = ∗, see (5), and the trivial decomposition θ = 0, see (4), as yield-
ing the best and worst decomposition bounds U∗(A) and U0(A) in (27) and (25)
respectively, called the star bound and the trivial bound. The other major results are
as follows.
• Under nominal conditions, the star bound U∗(A) is the only decomposition bound
agreeing with u on B. Then there is a 1 to 1 correspondence, u ↔ U∗, between a
feasible bound u on B and its star bound U∗ on A; U∗ is obtained from u via the
star decomposition, and u is obtained from U∗ by restricting the domain from A
to B. A corollary is that on B, no decomposition bound based on u is better than
u.
• The Minc–Brègman upper bound M(B) in (1) is feasible, and if u = M we find
that U∗(A) is a new permanental upper bound UM(A), see (6), which is uniformly
1 Relative to other upper bounds.
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better than our previously best (unsharpened) bound U4(A) given in (19). Our
newest, and to date very best permanental upper bound on A is UMG (A), obtained
by sharpening UM(A) (see Section 1.4.1, and the examples in Section 3).
• The Jurkat–Ryser upper bound J (B) in (13) is feasible, and if u = J we find that
U∗(A) is in fact the Jurkat–Ryser upper bound U J(A) in (12), from which J was
originally derived by restricting the domain of U J from A to B. In the sense of
the 1 to 1 correspondence J ↔ U J, the Jurkat–Ryser bounds on A and on B are
equivalent. (The same is true for their lower bounds in (12) and (13).)
• The trivial bound U0(A) turns out to be a familiar and very weak bound, the prod-
uct of the row sums of A (the same for each u). It happens that U0(B) is itself
feasible, and for u = U0 we find that every decomposition bound Uθ(A) based on
U0(B) is the trivial bound U0(A).
1.2. Generic decompositions
A decomposition of a nonnegative row vector r = (rj ) is any way of expressing
r as a nonnegative linear combination of (0, 1)-vectors b = (bj )
r =
∑
b
θbb, (2)
from which it follows that rj =∑b θbbj holds for j = 1, . . . , n. A few remarks
on this notation are in order. First, the vectors b ∈ {b} are unindexed, as we feel
indexed notation would be overly cumbersome. And we may assume (by gathering
coefficients if need be) that the collection {b} has distinct elements, and (by elimi-
nating zero summands if need be) that no b ∈ {b} is zero and that each θb is positive.
Consequently, the number of summands in (2) will be 0 if r = 0, else be between
1 and 2n − 1 if r /= 0. Two such decompositions θ, θ ′ are equal, θ = θ ′, if θb = θ ′b
holds for every b.
A generic row decomposition θ of a matrix A ∈A consists of one such decom-
position for each row Ai of A
Ai =
∑
bi
θi,bi b
i, i = 1, 2, . . . (3)
Note that i indexes the rows, not the summands; the coefficient θ , of a (0, 1)-vector
b = bi used in the decomposition of row i, is doubly indexed to indicate it depends
on both i and b. Unless otherwise specified, the row index i and column indices
j, k,  will range from 1 to n throughout.
1.3. The decompositions θ = 0 and θ = ∗
Before stating our most general results for bounds based on feasible u and
generic decompositions, to fix ideas we compute two bounds on A based on the
76 G.W. Soules / Linear Algebra and its Applications 394 (2005) 73–89
Minc–Brègman bound u(B) = M(B) for the specific decompositions θ = 0 and
θ = ∗, which definitions follow.
The decomposition θ = 0 consists of writing each row Ai of A as the obvious
combination of unit (row) vectors {e(k) ∈ B : |e(k)| = 1}
Ai =
n∑
k=1
ai,ke(k), i = 1, 2, . . . (4)
We call θ = 0 the trivial decomposition.
For A ∈A let A∗ = [a∗i,j ] denote the matrix A with each row rearranged into
nonincreasing order, a∗i,1  a∗i,2  · · ·  a∗i,n  0; and for each i let π = πi be any
permutation of 1, . . . , n which so reorders row i, namely ai,π(j) = a∗i,j holds for
1  j  n. From (4) we continue, with ai,π(n+1) := 0,
Ai =
n∑
k=1
ai,π(k)e(π(k)) =
n∑
k=1
(ai,π(k) − ai,π(k+1))
k∑
j=1
e(π(j)).
As ai,π(k)  ai,π(k+1) holds for each k, this gives another decomposition, θ = ∗,
which we write in terms of A∗ as
Ai =
n∑
k=1
(a∗i,k − a∗i,k+1)ei(k), i = 1, 2, . . . (5)
where ei(k) :=∑kj=1 e(π(j)). We call θ = ∗ the star decomposition.
We remark that either of these two decompositions may be constructed induc-
tively by subtracting maximal multiples of (0, 1)-vectors; the (0, 1)-vector is of min-
imal support in (4), and of maximal support in (5).
We now see how simply the bound M(B) onB applied to decompositions (4) and
(5) yields one old2 and one new permanental upper bound on A,
U0(A) :=
n∏
i=1
n∑
k=1
a∗i,k, UM(A) :=
n∏
i=1
n∑
k=1
a∗i,kδ(k), (6)
where for k = 1, 2, . . . we set δ(k) := γ (k)− γ (k − 1).
Theorem 1. Let U0(A) and UM(A) be defined by (6). The decomposition bound
based on the Minc–Brègman bound M in (1) and the decomposition θ = 0 is U0(A),
and that based on M and θ = ∗ is UM(A). We also have
U0(A)  UM(A)  per(A), A ∈A, (7)
UM(B) = M(B), B ∈ B. (8)
Proofs are in Section 4. The proof of Theorem 1 illustrates the basic elements used
in deriving decomposition bounds on A from a bound on B:
2 It is a bit easier to compare
∏
i
∑
k ai,k with other bounds when written
∏
i
∑
k a
∗
i,k
.
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• rows of A are spanned by nonnegative combinations of (0, 1)-vectors,
• per(A) is a multilinear function of the rows of A, and
• the bound on B is a product of functions on the rows of B.
It did not matter that the function to be bounded was the permanent, nor for that
matter that it assumes only nonnegative values. However, we shall see in Theorem 2
that in order to compare a decomposition bound with other bounds, we shall require
the row functions comprising M to have quite specific properties. It seems almost
accidental that the Minc–Brègman bound has the properties we need.
A corollary of Theorem 1 is that the star decomposition (5) provides a 1 to 1
correspondence between the two permanental upper bounds M(B) onB and UM(A)
onA, M ↔ UM; M is obtained directly from UM by restricting its domain fromA
to B, and UM is obtained from M through the decomposition (5).
We remark that the old and weak bound U0, the trivial bound, is easily seen to
be a permanental upper bound because the monomial expansion of U0(A) has nn
nonnegative terms, n! of which constitute the permanent.
1.4. Some history
The material in the next two sections will help place what follows into context.
Readers familiar with this problem may wish to skip ahead.
1.4.1. Sharpening
This is our name for a general technique, for which there seems to be minimal
documentation, for improving an upper bound U(A) for a real-valued function p(A),
A ∈A, when p has invariant properties. One form of the basic idea is that we
have a set G of bijections on A, and a positive-valued function ψ on G, such that
p(g(A)) = ψ(g)p(A) holds for all A ∈A and all g ∈ G. We called (G, ψ) a scale-
symmetry of p on A [15], and showed that if G is a group, then either U has the
scale-symmetries of (G, ψ) as well, or
UG(A) := inf
g∈GU(g(A))/ψ(g)
is a better upper bound for p than U , with strict improvement guaranteed at certain
A. (A similar argument applies to lower bounds. See [15].)
For a class of generalized matrix functions p(A) which includes the permanent,
examples of g ∈ G include taking the transpose, permuting rows and/or columns,
and multiplying each row and/or column by a positive scalar. When we sharpen a
permanental bound U(A) to obtain UG(A), we generally mean that G is the maximal
group for which the permanent has scale-symmetries and U does not. If we let H be
that subgroup of G consisting of the n! row rearrangements of A ∈A, and ψ be the
constant-1 function, then sharpening the bounds U J(A), LJ(A) in (12) using (H, ψ)
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gives the bounds U JH(A) in (14) and LJH(A) in (15). If we replace A with B, then
similarly sharpening the bounds in (13) gives the bounds in (16) and (17)3.
It was also shown in [15] that ifU(A)  V (A)  p(A) holds onA, thenUG(A) 
VG(A)  p(A) holds after sharpening.
Let x denote a positive n-vector and σ denote a permutation of 1, . . . , n. Sharp-
ening upper bounds U(A) occurs in only three ways in Section 3:
UG([ai,j ]) = inf
x
x1 · · · xnU([ai,j /xj ]), (9)
which applies to bounds such as U = U0 and U = UM that are invariant under reor-
dering rows;
UH([ai,j ]) = min
σ
U([aσ(i),j ]), (10)
which is a partial sharpening of bounds U that are sensitive to reordering rows (see
(14) and (16)); and
UK([ai,j ]) = min
σ
inf
x
x1 · · · xnU([aσ(i),j /xj ]), (11)
which is a full sharpening of bounds U that are sensitive to reordering rows.
If our example matrices were not symmetric, then a small additional improvement
could be obtained by minimizing any of the above over A and its transpose.
1.4.2. Earlier relevant permanental bounds
In 1968 [9], Minc stated that the upper and lower bounds [5]
U J(A) :=
∏
i
∑
ki
a∗i,k  per(A) 
∏
i
∑
kn−i+1
a∗i,k =: LJ(A) (12)
were “rather surprisingly the only known nontrivial bounds for a general nonnegative
matrix”. Among the trivial upper bounds, he no doubt included what we call the
trivial (or naïve [15]) bound U0(A), the product of the row sums of A. In [5] there
also appeared, as special cases of (12) applied to B, the (0, 1)-matrix bounds
J (B) :=
∏
i
min(|Bi |, i)  per(B) 
∏
i
max(|Bi | − n+ i, 0). (13)
The four Jurkat–Ryser bounds (12) and (13) were improved by Minc [9] through
minimizing the upper bounds, and maximizing the lower bounds, over permutations
of the rows of the matrix in question:
U JH(A) := minσ
∏
i
∑
ki
a∗σ(i),k  per(A), (14)
per(A)  max
σ
∏
i
∑
kn−i+1
a∗σ(i),k =: LJH(A) (15)
3 If p has the scale-symmetries of (G, ψ) on A, then we can always sharpen a bound U ′  p which
holds on a subset S of A, by using those scale-symmetries for which g ∈ G is a bijection on S as well as
on A.
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for nonnegative matrices A, and their special cases
JH(B) := min
σ
∏
i
min(|Bσ(i)|, i)  per(B), (16)
per(B)  max
σ
∏
i
max(|Bσ(i)| − n+ i, 0) (17)
for (0, 1)-matrices B. (The improvements (14)–(17) are special cases of sharpening;
unlike the permanent, their unsharpened versions are not invariant under reordering
rows.) Then Minc [10] showed that the same permutation optimizes both (16) and
(17); namely, choose σ so |Bσ(i)| = |B∗i | is nonincreasing in i.
The Minc–Brègman upper bound M(B) in (1), proposed in [8], remained an open
question for ten years until it was resolved in [1], and is generally, but not uniformly,
stronger than J (B) in (13).
A succinct proof of (1) appeared later in a paper by Schrijver [13], in which he
sketched a parallel proof for matrices A ∈A, and so obtained what is surely the first
upper bound on A which agrees with M on B. Schrijver’s bound is however rela-
tively intractable in that it appears to be more difficult to compute than the permanent
itself. In the same paper he also sketched Brouwer’s decomposition idea, and gave
as a consequence a second, “better”, bound, the Brouwer–Schrijver bound4 [13]∏
i
∑
k
(a∗i,1 − a∗i,k+1)γ (k)  per(A). (18)
In the same year, Minc proved5 that the lower bound (17) is best possible.6
There followed a 20-odd year period of inactivity on upper bounds, until the
first four tractable permanental upper bounds appeared [14,15] which agree with
the Minc–Brègman bound M on B; they also satisfy
U1(A)  U2(A) ≥ U3(A)  U4(A)  per(A), A ∈A.
It was argued that these four bounds were the strongest permanental upper bounds
(without sharpening) to date. The best of these, U4(A), obtained by Lagrange inter-
polation on the nonnegative unit cube then extension to A, is given by
4 In examples this bound is quite poor. Because it is, in fact, sometimes worse than the trivial bound,
by (22) in Theorem 2 it cannot be a consequence of decomposition as claimed. A (25 year old!) misprint is
inferred; once detected the misprint is easily identified (compare (18) with (30)), and the corrected bound
is UM(A), which we call the “lost” bound because it was clearly intended to appear in [13], but seems to
not yet have appeared correctly in print. It is perhaps due to this unfortunate misprint that so little notice
seems to have been taken of decomposition and the bounds so obtained.
5 Without quite saying so [11].
6 We note that the Jurkat–Ryser lower bound (13), being frequently 0, is often less useful than the
corresponding upper bound, and the same can be said of the improved Jurkat–Ryser–Minc bounds (16)
and (17). Yet (17) is the best possible among all lower bounds which are functions of the row sums {|Bi |}
of the matrix B ∈ B. By easy examples for n = 3, neither (16) nor (1) is best possible.
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U4(A) =
∏
i
t (Ai)
n∑
=1
cE(t (Ai)
−1Ai), A ∈A, (19)
where E is the th elementary symmetric function, t (Ai) is the largest entry in the
vector Ai , and
c :=
∑
1k
(−1)−k
(

k
)
γ (k). (20)
1.5. Comparing UM with other upper bounds
We identify the best (and worst) of all decomposition bounds Uθ(A) based on
the Minc–Brègman bound u(B) = M(B), and show that the best is also better than
our previously best unsharpened permanental upper bound U4(A) of the previous
section. Let U0(A) and UM(A) be defined by (6), and θ be a generic decomposition
given by (3).
Theorem 2. The decomposition bound Uθ(A) based on M and θ is
Uθ(A) =
n∏
i=1
∑
bi
θi,bi γ (|bi |), A ∈A. (21)
Every such bound Uθ(A) satisfies
U0(A)  Uθ(A)  UM(A), A ∈A. (22)
Also, UM(A) is uniformly better than U4(A) as given by (19),
U4(A)  UM(A)  per(A), A ∈A. (23)
So the best decomposition bound based on M(B) is UM(A), given by the star
decomposition θ = ∗, and the worst such bound is given by the trivial decomposition
θ = 0.
We note that the only properties of the Minc–Brègman boundM(B) =∏i γ (|Bi |)
needed to obtain the comparisons of Theorem 2 were γ (0) = 0, γ (1) = 1, and the
fact that γ (k)− γ (k − 1) is nonincreasing for k  1.
2. Decomposition bounds in general
Thus far our decomposition bounds have all been based on the Minc–Brègman
bound M(B), and the best of these bounds, UM(A), after sharpening will remain our
strongest bound when all is said and done. However, the following generalization of
Theorems 1 and 2 should be of more than passing theoretical interest.
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In this section only, row indices i range from 1 to m. We wish to bound a real-
valued row-multilinear function p(A) defined on the (entrywise) nonnegative m by
n matrices A, but are only provided with an upper bound u(B) for p(B) on the
(0, 1)-matrices B ⊂A, of the form
u((Bi)) =
∏
i
ui(|Bi |) ≥ p((Bi)), (Bi) ∈ B. (24)
Let a generic row decomposition θ of A ∈A be given by (3), the trivial decompo-
sition θ = 0 be given by (4), and the star decomposition θ = ∗ be given by (5). For
each i set δi(k) := ui(k)− ui(k − 1) for k = 1, 2, . . . The bound u in (24) is said
to be feasible if for each i we have ui(0) = 0, ui(1) = 1, and δi(k)  δi(k + 1) for
k = 1, 2, . . .
With a few minor changes of notation, we have already proved parts (1◦)–(5◦) of
the following, a restatement of Theorems 1 and 2 in the general setting.
Theorem 3. Statements (1◦)–(6◦) hold for bounds u given by (24).
(1◦) The trivial decomposition bound based on u and θ = 0 (4) is
U0(A) =
∏
i
n∑
k=1
a∗i,k  p(A), A ∈A. (25)
(2◦) The generic decomposition bound based on u and θ (3) is
Uθ(A) =
∏
i
∑
bi
θi,bi ui(|bi |)  p(A), A ∈A. (26)
(3◦) The star-decomposition bound based on u and θ = ∗ (5) is
U∗(A) =
∏
i
n∑
k=1
a∗i,kδi(k)  p(A), A ∈A. (27)
(4◦) For B ∈ B we have U∗(B) = u(B).
(5◦) If u is feasible, then for A ∈A we have
U0(A)  Uθ(A)  U∗(A), (28)
U4(A)  U∗(A)  p(A). (29)
(6◦) If u is feasible and no ui(k) is constant in k, then the only decomposition bound
Uθ which agrees with u on B is the star bound Uθ = U∗.
The required changes in notation include p for per; u for M and ui(k) for γ (k)
(such as in (20)); and U∗ for UM when the star bound is based on a generic u, reserv-
ing UM for the case u = M . Finally, δi(k) = ui(k)− ui(k − 1) replaces δ(k) =
γ (k)− γ (k − 1).
A corollary of Theorem 3 is that the star decomposition provides a 1 to 1 corre-
spondence between the two permanental upper bounds u(B) onB and U∗(A) onA,
u ↔ U∗; u is obtained directly from U∗ by restricting its domain from A to B, and
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U∗ is obtained from u through the star decomposition (5). Indeed the two bounds u
and U∗ are the same in the sense that
u(B)  p(B) ∀B ∈ B iff U∗(A)  p(A) ∀A ∈A.
2.1. Three applications of Theorem 3
We show that the Minc–Brègman bound M , the Jurkat–Ryser bound J , and the
trivial bound U0 itself are feasible bounds on B. For these specific u’s we write the
resulting star bound U∗(A) as UM(A), U J(A), and U0(A) respectively.
If ui(k) = γ (k), then from (1) and (24) we see that u(B) is the Minc–Brègman
bound M(B). The feasibility of M is a consequence of the concavity of (x + 1)1/x ,
a result of Sandor [12].
If ui(k) = min(k, i), then from (13) and (24) we see that u(B) is the Jurkat–Ryser
bound J (B). The feasibility of J is immediate since ui(k)− ui(k − 1) equals 1 if
k  i and 0 if k > i, so is nonincreasing. For the special case u = J we recognize
U J(A) in (12) as the star bound (27).
If ui(k) = k, then directly from (24) we see that u(B) is the trivial bound U0(B).
The feasibility of U0 is trivially verified. For the special case u = U0, U∗(A) is the
trivial bound U0(A), so each bound Uθ(A) is the trivial bound.
The three star-decomposition bounds for u = M , u = J , and u = U0 may be
written, recalling δ(k) = γ (k)− γ (k − 1),
u = M : U∗(A) = UM(A) :=
∏
i
n∑
k=1
a∗i,kδ(k),
u = J : U∗(A) = U J(A) :=
∏
i
i∑
k=1
a∗i,k,
u = U0 : U∗(A) = U0(A) :=
∏
i
n∑
k=1
a∗i,k.
It seems a bit odd that a bound so weak as the trivial bound U0 would occur
naturally in our development, yet it does so in three ways: as a feasible bound on
B, as a decomposition bound based on any bound of the form (24) paired with the
trivial decomposition θ = 0, and as a decomposition bound based on u(B) = U0(B)
paired with any decomposition θ .
3. Examples
To illustrate the effectiveness of the bounds in question, we give two examples
where a formula for the permanent is known: one matrix B ∈ B, and one matrix
A ∈A not in B.
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For integers n  k  1 consider the matrix B(k) ∈ B having i, j entry 1 if and
only if i + j  n+ k. An easy induction shows that per(B(k)) = k!kn−k . As k in-
creases to n, B(k) approaches the constant-1 matrix, so from the case of equality
M(B) = per(B), one might expect the “fit ratio” forM atB(k),M(B(k))/per(B(k)),
to grow as k decreases from n to 1. In [15] we found that the fit ratio grows from 1
to
∏n
j=1 j !1/j as k decreases from n to 1. We give the ‘hard’ case k = 2, n = 36 and
set B := B(2).
Another matrix with known permanent is obtained from B(1) above by replacing
every 0 with z, z  0. That is, ai,j (z) = z for i + j > n+ 1, and 1 otherwise. Let
E = E(z) be the matrix obtained from A(z) by reversing the order of its rows. So E
has 1’s on and below the main diagonal, and z’s above, and has the same permanent
as A(z).
A formula for per(A(z)) = per(E) is
per(E) =
n−1∑
k=0
〈
n
k
〉
zk,
which follows from the definition (see [6]) of the kth Eulerian number
〈
n
k
〉
, being
equivalent to [6, p. 46] the number of permutations σ on 1, . . . , n having exactly k
values i for which i < σ(i) (1  i < n), 0  k < n. Notice that per(A(z)) ranges
from 1 at z = 0 to n! at z = 1. We give the case z = 1/6, n = 36, and set A :=
A(1/6).
For each upper bound in Table 1 we give a reference “Ref ” for its definition.
Recall for a bound U that the subscript G means U is sharpened by optimizing
over column rescalings (see (9)); the subscript H means U is sharpened by optimiz-
ing over row reorderings (see (10)); and the subscript K means U is sharpened by
optimizing over both (see (11)). For these bounds and matrices, none of the other
scale-symmetries in [15] apply.
For lower bounds g in Table 2 we have included the (usually) strong permanental
lower bound L(A), which we write as L(A) := n!n−nU0G(A)  per(A); the inequal-
ity per(A)  L(A) is equivalent to the Egoritsjev–Falikman theorem [2,3] (formerly
the van der Waerden conjecture) and has been used in applications since the 1980s
(e.g., [4]), yet may not have appeared formally until [7]. We note that L has all
the scale-symmetries of the permanent, so is not a candidate for improvement by
sharpening.
Four things to notice in the B example are that M is not listed as it agrees with
U1, U4 and UM (just as J agrees with U J); that B is in the “best possible” realm
of LJ; that B already has the optimal row ordering for sharpening by H [10], so that
U JH(B) = U J(B); and that sharpening performs very well here, especially U0G and
U JK, which are far better than M itself. One consequence of this last observation is
that since U0G/L = nn/n! depends on n only, the bound L, which is not amenable to
sharpening, performs much better on the A example than on the B example.
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Table 1
Comparing upper bounds with per(B), per(A)
Ref f f (B) f (B)/per(B) f (A) f (A)/per(A)
(25) U0 1.3392 × 1043 3.8975 × 1032 2.3981 × 1046 2.15 × 1016
(25), (9) U0
G
1.1806 × 1021 3.4359 × 1010 2.7910 × 1044 2.50 × 1014
(12) U J 7.7882 × 1032 2.2666 × 1022 1.6918 × 1035 151607
(12), (10) U J
H
7.7882 × 1032 2.2666 × 1022 4.7176 × 1034 42276
(12), (11) U J
K
1.3054 × 1020 3.7994 × 109 8.6298 × 1033 7733
[14] U1 1.5973 × 1030 4.6487 × 1019 1.2331 × 1033 1105
(19) U4 1.5973 × 1030 4.6487 × 1019 6.4951 × 1032 582
(6) UM 1.5973 × 1030 4.6487 × 1019 5.7669 × 1032 517
[15], (9) U1
G
3.0126 × 1015 87677 1.9316 × 1031 17.3
(19), (9) U4
G
6.6543 × 1014 19366 8.7954 × 1030 7.88
(6), (9) UM
G
5.6289 × 1014 16382 7.2793 × 1030 6.52
Per 3.4359 × 1010 1.0 1.1159 × 1030 1.0
Table 2
Comparing lower bounds
Ref g per(B)/g(B) per(A)/g(A)
Above L 8323 1.1434
(12) LJ
G
1.0 182
(15) LJ
H
1.0 182
(12) LJ 1.0 4.1288 × 1010
Bounds have been ranked according to their value on A, which example seems
overall to be the more typical of the two.
4. Proofs
Proof of Theorem 1. In (5), set i,k := a∗i,k − a∗i,k+1 and replace k with ki . Noting
|ei(k)| = k, the row-multilinearity of the permanent of A = (Ai) as expressed by
decomposition θ = ∗, given by (5), yields by definition
per(A) =
∑
k1
· · ·
∑
kn
i,k1 · · ·n,knper((ei(ki)),
where each index ki runs from 1 to n for every i. As each  product is nonnega-
tive, replacing each term per((ei(ki))) with its upper bound M((ei(ki))) =∏i γ (ki)
yields an expression which bounds per(A)
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per(A)
∑
k1
· · ·
∑
kn
i,k1 · · ·n,knM((ei(ki))
=
∑
k1
· · ·
∑
kn
∏
i
i,ki γ (ki),
which, by a standard formula for factoring such sums, becomes
=
∏
i
∑
ki
i,ki γ (ki), (30)
and by reversing the collapsing sums we get
=
∏
i
∑
k
a∗i,kδ(k) =: UM(A). (31)
This proves the right-hand inequality in (7).
Starting instead with θ = 0, given by (4), and noting |e(k)| = 1, we get
per(A)=
∑
k1
· · ·
∑
kn
ai,k1 · · · an,knper((e(ki))

∑
k1
· · ·
∑
kn
ai,k1 · · · an,knM((e(ki))
=
∑
k1
· · ·
∑
kn
∏
i
ai,ki γ (1),
=
∏
i
∑
ki
ai,ki
=
∏
i
∑
k
a∗i,k =: U0(A). (32)
Comparing (31) with (32) we see that U0(A)  UM(A) is a consequence of δ(k) 
1, which in turn is a consequence of the concavity [12] of (x + 1)1/x . This proves
the left-hand inequality in (7).
The fact that UM and M agree onB is a direct consequence of every row b of B∗,
B ∈ B, having |b| ones followed by n− |b| zeros; for such a row, from (31) we get∑
k bkδ(k) =
∑|b|
k=1 δ(k) = γ (|b|). This proves (8). 
Proof of Theorem 2. Given the bound M for per on B satisfying M((bi)) =∏
i γ (|bi |), the derivation of (21) from (3) parallels the derivations of UM and U0 in
Theorem 1. The row-multilinearity of the permanent applied to the row decomposi-
tion θ in (3) gives, by definition,
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per(A)=
∑
b1,...,bn
per((bi))
n∏
i=1
θi,bi

∑
b1,...,bn
M((bi))
n∏
i=1
θi,bi
=
∑
b1,...,bn
n∏
i=1
θi,bi γ (|bi |)
=
n∏
i=1
∑
bi
θi,bi γ (|bi |)
=:
n∏
i=1
T θi (b
i) =: Uθ((bi)).
This proves (21); an interpretation is that every decomposition bound Uθ(A) may be
written as a product of row-i factors T θi (Ai). We abbreviate this notation by saying
if r is the ith row of A having decomposition r =∑b θbb, then
T θi (r) =
∑
b
θbγ (|b|) =
∑
b
θb
|b|∑
k=1
δ(k). (33)
Our only method for comparing bounds is through comparing their corresponding
row factors. And to compare, for example, the ith row factors T Mi (r) and T
θ
i (r) of
UM and Uθ respectively, we use (2) to express T Mi (r) in terms of θ , as follows.
Again let π be a permutation for which (rπ(j)) = r∗ has nonincreasing entries.
It follows from (2) that rj =∑b θbbj and so r∗j = rπ(j) =∑b θbbπ(j) hold, so that
from (6) we get
T Mi (r)=
∑
k
r∗k δ(k)
=
∑
k
δ(k)
∑
b
θbbπ(k)
=
∑
b
θb
∑
k
δ(k)bπ(k) =
∑
b
θb
∑
k:bπ(k)=1
δ(k). (34)
From (6) and (34) we also infer that
T 0i (r) =
∑
b
θb
∑
k
bπ(k) =
∑
b
θb|b| (35)
are the corresponding expressions for T 0i (r) in terms of θ .
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From (35), (33) and (34) we obtain T 0i (r)− T θi (r) =
∑
b θbC(b) and T θi (r)−
T Mi (r) =
∑
b θbD(b) where
C(b) = |b| −
|b|∑
k=1
δ(k) and D(b) =
|b|∑
k=1
δ(k)−
∑
k:bπ(k)=1
δ(k).
We have already noted that the δ’s are nonincreasing, and as δ(1) = 1 the nonneg-
ativity of both C(b) and D(b) follow, proving (22).
The permanental upper bound U4 on A was obtained in [15] by showing that
f 4((Ai)) :=
n∏
i=1
n∑
=1
cE(Ai)  per((Ai))
holds on the unit cube C := {A : 0  aij  1}, then mapping A ∈A into C in an
optimal way, and using (row) scale-symmetries of the permanent. Since UM has
the same row-scaling property as the permanent, it suffices to prove that f 4(A) 
UM(A) holds for every A in C. Again it suffices to show this inequality holds
between each row-i factor; namely that, as before, T 4i (r) :=
∑n
=1 cE(r)  T Mi (r)
holds for r ∈ C. That is, we wish to show that the difference
c :=
n∑
=1
cE(r)−
n∑
k=1
r∗k δi(k)
is nonnegative on C.
If c were an affine function of each variable r1, r2, . . . , rn, then by Lagrange inter-
polation it would suffice to show c  0 holds if r = b is any (0, 1)-vector. The prob-
lem is that T ∗i is a convex function of each rj , since the coefficient of rj depends
on its rank order of among all the row entries. However, we notice that T 4i (r) is
independent of the order of the row entries, so that
c =
n∑
=1
cE(r
∗)−
n∑
k=1
r∗k δ(k)
holds, and to prove c  0 holds for all r it suffices in this last equation to replace r∗j
with rj . As the form of c becomes affine in each variable, it suffices to prove that
n∑
=1
cE(b) 
n∑
k=1
bkδ(k)
holds for every (0, 1)-vector b. The right-hand side is
∑
k:bk=1 δ(k).
If |b| = d , the left-hand side is
d∑
=1
c
(
d

)
=
d∑
=1
∑
1k
(−1)−k
(

k
)
γ (k)
(
d

)
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=
d∑
k=1
γ (k)
d∑
=k
(−1)−k
(

k
)(
d

)
= γ (d) =
d∑
k=1
δ(k)
since
∑d
=k(−1)−k
(

k
)(
d

)
= δk,d . Thus the left-hand side is the sum of the d larg-
est δ’s, while the right-hand side is the sum of d distinct δ’s, and c  0 follows,
proving (23). 
Proof of Theorem 3. After the indicated changes of notation, the proofs of (25),
(27), (26), part (4◦), (28), and (29), appear respectively as (6) in Theorem 1, (21) in
Theorem 2, (8) in Theorem 1, (22) in Theorem 2, and (23) in Theorem 2.
To prove part (6◦) it suffices to consider matrices B ∈ B without zero rows, for
which perforce every row factor Ti(Bi), and so every bound, is positive. The proof
requires careful study of the case of equality in T θi (r)− T ∗i (r)  0 (r a (0, 1)-vec-
tor).
We first note that the star decomposition of a (0, 1)-vector Bi always takes the
form Bi = Bi . Thus we are to show that if T θi agrees with ui , and so with T ∗i , on the
set of (0, 1)-vectors, and the decomposition θ on row i is not Bi = Bi , then δi(k) is
constant in k.
For the decomposition θ set
sk :=
∑
b:|b|k
θb.
The sequence sk is nonincreasing, with s1 > 0 and the largest k for which sk > 0
being k∗ = maxb |b|. If |Bi | = d , it follows from bij =∑b θbbj that ∑dk=1 sk = d .
Reversing the order of summation, we find T θi =
∑k∗
k=1 skδi(k) while T ∗i =∑d
k=1 δi(k). We have d  k∗ and
T θi − T ∗i =
d∑
k=1
(sk − 1)δi(k)  0. (36)
Notice that k∗ = d and s1 = · · · = sd is not possible, otherwise each b would have
|b| = d , then the “distinct b’s” property would require θ have a single summand
Bi = Bi , so that θ = ∗. It follows that s1 > 1 and sd < 1.
Suppose sk = 1 + αk with αk > 0 for k  , sk = 1 − βk with βk > 0 for k  m,
and sk = 1 in between. Equality in (36) is the same as∑
k
αkδi(k) =
∑
km
βkδi(k),
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where
∑
k αk =
∑
km βk also hold. Thus a positive, convex combination of
δi(1), . . . , δi() equals a positive, convex combination of δi(m), . . . , δi(d), which
can only happen if each such δi(·) takes the same value, so δi(1) = · · · = δi(d). As
Bi is arbitrary, this must hold for d = n, and part (6◦) is proved. 
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