Abstract. Let {P.}n=o be a system of polynomials orthogonal with respect to a measure/x on the real line. Then Pn satisfy the three-term recurrence formula xP. YnPn+l + flnPn + anPn-. Conditions are given on the sequence an, fin, and Yn under which any product PnP. is a linear combination of Pk with positive coefficients. The result is applied to the measures dtx(x)-(1-xE)a[x[ 2/3+1 dx and dpt(x)--[x[E+le-X2dx, a, /3>-1. As a corollary, a Gasper result is derived on the Jacobi polynomials P.') with a->_/3 and a+fl+l-->O.
by the GramSchmidt procedure. We do not impose any special normalization upon P, except that its leading coefficient be positive. The product PP,, is a polynomial of degree n + m and it can be expressed as It is well known that P, that P, obey a three-term recurrence formula of the form (2) xe t-nPn 3 t-olnPn_l, where a,, Y, are positive, except ao =0, and ft, are real. In [9, Thm. 1], we proved that if {a,}, {ft,}, {a, + T,} are increasing sequences and T, ->-a,, for n 0, 1, 2, , then the linearization coefficients of {P,} are nonnegative.
Our aim now is to get rid in some way of the condition of the monotonicity of the sequence {ft,}. Roughly the idea consists in reducing the problem to the case ft, 0. This can be done in the following way. Consider first polynomials P, satisfying (3) xp. y.p. +, + a.P._,,
Po .
Then, of course, P2, are even functions while P2,,+1 are odd ones. Equivalently, this means that the corresponding measure, which orthogonalizes {P,} (and which exists by the Favard theorem [5] ) is symmetric with respect to zero. An easy calculation gives the following:
x2p2,(x) T2n+l TznP2n+2(X) A-(o2n+l T2n + az,,Tz,,-1)P,,(
+ az,,az,,-iP2,,-z(X). Of course, it does not affect the conclusion of the theorem, so we introduce no new symbols for the renormalized polynomials. Let be a symmetric probability measure that orthogonalizes the polynomials P,. Then by (1) c(2n+ 1, 2m, 2k+ 1)P2k+. Let L be the linear operator acting on the sequences {a.}.=0 by (12) La. Ogn+lan+ qt. )tn_lan_l. Let L, and L denote the linear operators acting on the matrices {u(n, m)}n,m=O as the operator L does but according to the n or m variable (cf. [9] ). Fix k 6N and consider the matrix u(n, m) c(n, m, k). By (8) and (9) For the proof of Lemma 1 we refer the reader to [9] (the proof of Theorem 3). It suffices to observe that (10) and (11) imply u(n, m)=0 whenever n+ m is an odd number. Hence, scanning the proof of Theorem 3 from [9] , we can observe that the coefficients cs,,, which are computed there, have the property that s+ r is an even number.
Combining Theorem 1, (4), (5) Proof of Lemma 2. Let R't)(y) denote the Jacobi polynomials normalized by R, ') (1)= 1. Let (17) ,(y)=R')(2y-1).
Then Q, are orthogonal with respect to the measure dr(y)=(1-y)y dy. By the recurrence formula for R 't) (see [6, (4) Proof. Let P, be the orthogonal polynomials corresponding to the measure dlz (x) (1-x-)lxl=+l dx. Then, as we have seen in the proof of Lemma 2, P2,(x/-f) R'')(2y 1). Let the polynomials Sn(y) be defined as S(y)=(1/v) P2+l(v/-f). By the considerations following Corollary 1 we know that S(y) are orthogonal with respect to the measure 2y dtx(x/-f)=(1-y)y +1 dy and Sn(1)= 1. This yields S,(y)= R')(2y-1). Now both required formulas coincide with (10) and (11 Hence, putting Q,(y)= P2y(V/) gives yQ,, (n + ce + 1)Q,+I +(2n + a + 1)Q, + nQ,_l. Therefore, the polynomials Q, coincide with the Laguerre polynomials (-1)nL,'), so they are orthogonal with respect to the measure dr(y)= y' e -y dy. This implies that P, are orthogonal with respect to the measure dlz(x)= 1/2dv(x) Ixl '+ e -' dx. Combining (18), (19) and Theorem 2 yields the conclusion.
