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Resumen
El presente trabajo esboza el desarrollo de un sistema de deteccio´n de fatiga mediante el
uso de tecnicas de visio´n por computador a fin de detectar de una secuencia de video, de un
conductor frente al volante, las caracteristicas de amplitud de apertura del ojo, amplitud de
apertura de boca y movimiento de cabeza. Estos para´metros que se pueden asociar al estado
de fatiga son ingresados a un clasiificador a fin de establecer una salida del tipo No fatiga,
Alerta y Fatiga, que asocie el estado del conductor a estos para´metros. Logrando obtener
un sistema en tiempo real que identifica por medio de una ca´mara de video en el veh´ıculo el
estado del conductor con una precisio´n del 91 %.
Palabras clave: Visio´n de ma´quina, red neuronal, deteccio´n de fatiga, procesamiento
de ima´gen, inteligenc´ıa artificial.
Abstract
This paper outlines the development of a fatigue detection system using computer vision
techniques to detect from a sequence of video, a driver behind the wheel, the characteristics
of eye opening amplitude, breadth of open mouth and nod. These parameters can be associ-
ated to the fatigue are entered into a clasiificador to establish an output of type No fatigue
and Fatigue Warning that the driver status associated with these parameters. Managed to
get a real time system identified through a video camera in the vehicle driver status with an
accuracy of 91 %.
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1. Introduccio´n
Tanto en Colombia como en el resto del mundo se presentan problemas de accidentalidad
vial, los cuales se deben a fallas vehiculares en un 9 % [8], a estados de la v´ıa en un 8 % y a
razones humanas en un 83 %. Un diario local [54] destaca los resultados de varios estudios
en que se concluye que casi la mitad de las causas comunes de accidentalidad vehicular se
presentan debido al ejercicio de la labor de conduccio´n en condiciones no aptas. Una de
estas condiciones se deriva de la realizacio´n de esta tarea por tiempos prolongados [24], lo
cual genera estre´s y fatiga en el conductor. Este factor de riesgo que ha costado demasiadas
vidas y elevadas pe´rdidas materiales, ha originado varios estudios por medio de la aplicacio´n
de diferentes te´cnicas invasivas y no invasivas, a fin de detectar el nivel de cansancio del
conductor en este tipo de casos. Entre las te´cnicas no invasivas se destacan las referentes al
procesamiento de ima´genes.
Es tan incidente este causal de accidentalidad que la marca Mercedez Benz [50] desarrollo´ un
modelo comercial que permite medir estados de cansancio en funcio´n a tendencias inusuales
de operabilidad del veh´ıculo y posicionamiento del conductor en el asiento, modelo sacado
al mercado en Agosto de 2009. La empresa Seeing Machines Inc. cuenta con un producto
(Driver State Sensor o DSS) para detectar ciertos estados f´ısicos del conductor, el DSS [52]
se basa en la apertura del ojo y orientacio´n de la cabeza; el primer factor para deteccio´n de
un estado de somnolencia y el segundo para deteccio´n de la pe´rdida de concentracio´n en el
camino. De igual forma la empresa Optalert [51] ofrece un producto similar.
Cada uno estos productos propietarios, como era de esperarse, no entrega informacio´n sobre
su disen˜o o la tecnolog´ıa detra´s de su funcionamiento y su precio se encuentra por encima de
los USD3000 en el caso ma´s econo´mico, lo cual no presenta una opcio´n viable de importacio´n
para su utilizacio´n en el pa´ıs.
Por otro lado, la accio´n de estos dispositivos y la mayor parte de los estudios sobre el tema
se centran en accidentes causados por trastornos de suen˜o [53] [45] [22]; si se consideran
factores previos a un estado de somnolencia, se puede obtener un me´todo o sistema ma´s efi-
ciente, que permita disminuir los ı´ndices de accidentalidad debidos al estado f´ısico y mental
del conductor, sin necesidad de llegar a un punto cr´ıtico.
Entre los estudios realizados mediante te´cnicas de ingenier´ıa se han contemplado varios sis-
3temas para la deteccio´n de fatiga en conductores [15] [16], entre ellos sistemas intrusivos
[18] y sistemas no intrusivos [35]; etc. Los estudios referentes a los estados de fatiga real-
izados por profesionales del a´rea de la salud [25] permite identificar los diferentes me´todos
y para´metros que enmarcan este estado en la labor de conduccio´n. Algunos de estos son
medibles por te´cnicas de procesamiento de ima´genes, realizando seguimiento continuo por
medio de un sistema de video.
En el presente trabajo se desarrolla un sistema de deteccio´n de fatiga en conductores medi-
ante te´cnicas de procesamiento de imagen e inteligencia artificial. En el cual se busca asociar
las caracter´ısticas visuales ma´s relevantes que reflejan el estado del conductor, por medio
de un sistema automa´tico, que le genere una realimentacio´n al detectar el estado de fatiga.
Se busca reducir el tiempo de procesamiento a fin de lograr generar un salida de alarma no
necesariamente cr´ıtica.
El resto del documento esta´ estructurado de la siguiente manera: en el cap´ıtulo uno se
presenta un el enfoque psicolo´gico referente a la fatiga, un resumen de los trabajos realizados
a nivel acade´mico referentes al tema y respecto a esto el aporte claro del desarrollo alcanzado.
En el cap´ıtulo dos se presentan las te´cnicas de procesamiento de imagen que dan lugar a
extraer las caracter´ısticas visuales que reflejan el estado de fatiga. En el cap´ıtulo tres se
evalu´an estas te´cnicas mediante un clasificador binario a fin de tener una aproximacio´n
y valoracio´n del sistema final obtenido. En el cap´ıtulo cuarto se presenta una mejora al
algoritmo mediante el entrenamiento de una red neuronal que determine el estado de fatiga
y finalmente las conclusiones generales y condiciones particulares del sistema final.
2. ANALISIS DE LA FATIGA
Segu´n la Real Academia Espan˜ola [58], la fatiga es cansancio o trabajo intenso y prolongado;
la somnolencia es la sensacio´n de pesadez y torpeza de los sentidos motivadas por el suen˜o.
Estas definiciones son claramente contrarias a las recomendaciones que se deben cumplir para
conducir, es decir, estar descansado y completamente alerta ante cualquier acontecimiento.
Desde un punto de vista ma´s general, se puede definir la fatiga como un mecanismo regulador
d¨e alarma¨, del organismo que indica la pe´rdida de recursos por debajo de un umbral y la
necesidad de recuperarlos mediante el descanso. Lo cual podr´ıa manifestarse con la alteracio´n
en los niveles de conciencia y de percepcio´n del conductor segu´n indican en [46].
2.1. ANALISIS PSICOLO´GICO DE LA FATIGA
Desde el punto de vista psicolo´gico como resalta [10], se define la fatiga como el per´ıodo
de transicio´n entre el despertar y el dormir, la duracio´n de dicho periodo es relativo a cada
persona y si es interrumpido, puede llevar al adormecimiento. La literatura en general da
definiciones de la fatiga como el deterioro del valor de eficiencia humana cuando realiza un
trabajo continuo´ y despue´s de que la persona ha tomado conciencia de su estado de fatiga.
Definiciones ma´s profundas del te´rmino fatiga implicar´ıan la clasificacio´n de esta en dos cat-
egor´ıas, fatiga f´ısica y mental. Donde la fatiga mental es de naturaleza psicolo´gica mientras
la fatiga f´ısica se considera sino´nima de fatiga muscular.
La fatiga mental es un proceso gradual y acumulativo, asociado con el desgano para realizar
cualquier esfuerzo, reduce la eficiencia y el estado de alerta y afecta el rendimiento mental.
La fatiga mental esta´ asociada a muchos factores [57] como nutricio´n, salud f´ısica, medio
ambiente, la actividad f´ısica entre otros. El s´ıntoma principal de la fatiga mental es una
sensacio´n general de cansancio, sentimientos de inhibicio´n y reduccio´n de la actividad. Por
lo general, no hay ningu´n deseo de esfuerzo f´ısico o mental y hay un sentimiento asociado de
pesadez y somnolencia.
La fatiga f´ısica es definida como el feno´meno de reducir el desempen˜o de un mu´sculo despue´s
de estre´s, se denomina tambie´n como fatiga muscular y se caracteriza por la reduccio´n de la
capacidad muscular y del movimiento. En [29] se determina que la fatiga muscular deriva
en problemas de coordinacio´n y mayores posibilidades de errores y accidentes. Durante la
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contraccio´n muscular, se producen cambios qu´ımicos que proporcionan energ´ıa, teniendo que
en un mu´sculo estresado las reservas de energ´ıa (azu´car y fo´sforo) esta´n agotadas, mientras
que el a´cido la´ctico y el dio´xido de carbono aumentan. La fatiga f´ısica es un feno´meno
complejo que tambie´n se deriva de algunos factores psicofisiolo´gicos vinculados con:
1. Una disminucio´n en el estado de alerta, de la concentracio´n mental y de la motivacio´n.
2. Reduccio´n de la capacidad laboral.
3. Contracciones musculares ma´s de´biles y lentas.
4. Temblor muscular y dolor localizado.
5. Sobrecarga de las funciones respiratorias, circulatorias y neuromusculares.
6. Disminucio´n en la frecuencia de la sen˜al de electromiograma (EMG).
7. Incremento en la acumulacio´n de lactosa.
8. Aumento de temperatura
A la hora de conducir es de reconocer que un estado de suen˜o o fatiga contribuye al dete-
rioro de las capacidades del conductor, lo que puede inducir a errores y aumentar el riesgo
de accidentes. En [34] se destaca que la fatiga es un factor importante que contribuye a
los errores cometidos por los conductores. De forma tal, que el desempen˜o de la labor de
conduccio´n frente al tiempo requiere mayor esfuerzo cognitivo que f´ısico. El esfuerzo cog-
nitivo al conducir implica un estado de vigilancia permanente, atencio´n selectiva, toma de
decisiones complejas y en ocasiones habilidades perceptivo-motoras de control. Son factores
que influyen en la fatiga del conductor el realizar dicha labor por prolongado espacio de
tiempo, rutas o trayectos mono´tonos, conducir despue´s de jornadas extensas de trabajo o
ejercicio arduo.
Es notorio que a mayor nivel de fatiga, disminuye la activacio´n fisiolo´gica, se desacelera la
funcio´n sensomotora y se ve afectado el procesamiento de informacio´n; lo que disminuye la
capacidad del conductor para responder a situaciones inusuales y/o de emergencia. Por lo
tanto, segu´n [56], para medir el impacto de la fatiga sobre el rendimiento del conductor, los
investigadores deben utilizar no so´lo los ı´ndices directos de la conduccio´n (como el control de
la direccio´n y el mantenimiento de la velocidad), sino tambie´n test de valoracio´n del estado
del conductor, percepcio´n y habilidades cognitivas asociadas a la actividad de conduccio´n,
caracter´ısticas visuales de estado de fatiga, entre otras.
La fatiga, en forma particular aquella que puede presentar un conductor, se presenta por
muchos factores entre los cuales se encuentran: mucho tiempo al volante, aburrimiento,
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consumo de alcohol y/o drogas, enfermedades y desordenes del suen˜o (narcolepsia, etc.),
consumo de medicamentos que producen suen˜o, etc. De forma tal que entre las principales
consecuencias de su presencia esta´n el que aumenta el tiempo de reaccio´n, disminuye la
capacidad de accio´n, de concentracio´n y de vigilancia, se incrementa el comportamiento
agresivo y el malhumor, etc.
En [4] se establecen como causas de la fatiga en conductores los siguientes factores:
Nu´mero excesivo de horas de trabajo
Nu´mero inadecuado de horas de suen˜o
Conduccio´n nocturna
Horarios irregulares de trabajo-descanso
En otras palabras, los factores condicionantes son los siguientes:
Cantidad de trabajo: Sobrecarga de tareas, de funciones o deficiente organizacio´n en
los tiempos de ejecucio´n de estas. Del mismo modo, el trabajo mono´tono o repetitivo
o bien de bajo contenido, podr´ıan condicionar la fatiga.
Descansos: La ausencia de descanso, tanto en la jornada laboral como en la jornada
anual de trabajo (vacaciones, d´ıas, libres, etc.).
Organizacio´n: Deficiente disen˜o de turnos y horarios de trabajo, en particular de trabajo
nocturno.
Ambiente del veh´ıculo: Ruido, vibraciones, temperaturas extremas (fr´ıo o calor), etc.
De forma general debido a la naturaleza multicausal de la fatiga, su influencia en una persona
se ve reflejada por el estado f´ısico, psicolo´gico, social, familiar y personal del conductor. La
fatiga puede generar efectos a corto plazo en la persona los cuales son fa´cilmente detecta-
bles, pero que a largo plazo podr´ıan generar complicaciones mayores como dolencias cro´nicas
musculoesquele´ticas, trastornos del suen˜o, cefaleas, etc.
En relacio´n a la fatiga en conductores se debe tener en cuenta que los efectos de la fatiga
son acrecentados durante las u´ltimas horas de conduccio´n de la jornada laboral o al conducir
despue´s de una jornada laboral extensa. Al conducir en horas nocturnas se debe prestar es-
pecial atencio´n en la franja horaria de 3 a 6 de la man˜ana, debido a que en este per´ıodo suele
aparecer la combinacio´n fatiga-suen˜o. Durante las horas diurnas, la aparicio´n de la fatiga se
produce con mayor frecuencia entre las 2 y las 4 de la tarde.
Una persona puede notar, por sus caracter´ısticas individuales, el cansancio en un tiempo
determinado y sufrira´ sus primeras consecuencias de una manera particular (ma´s muscular,
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ma´s psicolo´gica, ma´s emocional). De igual modo, las circunstancias concretas de la persona
en ese momento pueden influir y modular la fatiga percibida. Por ejemplo, un conductor de
autobu´s puede notar cansancio a las tres horas, pero un d´ıa en que este´ especialmente moti-
vado o alegre por una noticia personal, sus cuotas pueden aumentar cierto tiempo adicional.
Obviamente, nunca por encima de las cuotas habituales de los recursos cognitivos humanos.
Del mismo modo, este mismo conductor, un d´ıa en que este´ desmotivado o en que haya
sufrido, por ejemplo, un problema familiar, notara´ antes el cansancio, puesto que cuenta con
parte de sus recursos cognitivos reducidos y la distribucio´n de los restantes no sera´ tan eficaz.
Debido a que los s´ıntomas de fatiga suelen ser menospreciados por el conductor, es decir al
presentarse el s´ıntoma la tendencia es a recuperarse, por lo que se tiene que segu´n [4] la
fatiga presenta una fase inicial de ” alarma” que avisa de la necesidad de recuperacio´n, tras la
que viene una fase de ”resistencia”. Esta fase se caracteriza por una aparente recuperacio´n,
una mayor actividad y una mejora del rendimiento del individuo. Quien lo experimenta
habitualmente no es consciente de esta situacio´n, pues se siente activo nuevamente o lleno
de energ´ıa. En este estado, es frecuente pensar ”prefiero seguir manejando, porque si paro,
no podre´ continuar”. Se trata de una ”sensacio´n de confianza y valent´ıa”. Sin embargo, el
organismo puede fallar en cualquier momento, porque ya aviso´ que hab´ıa fatiga.
Al respecto, es recomendable que los conductores conozcan los elementos necesarios sobre
la deteccio´n de la fatiga y los pasos adecuados a seguir en caso de que se sientan cansados
mientras conducen. Sin embargo, en relacio´n con este punto, generalmente se presentan dos
dificultades concretas:
Muchos conductores no reconocen ni admiten sus sensaciones de fatiga y
Algunos conductores reconocen la fatiga, pero no admiten que esta´n en peligro, piensan
que p¨ueden controlarla¨. Esta creencia se ve reforzada por las ocasiones en las que han
estado somnolientos pero han llegado a salvo a su destino.
Estos hallazgos sugieren que se deben realizar esfuerzos por educar a los conductores acerca
de los peligros de conducir en estado de fatiga, as´ı como tambie´n debe orientarse en el re-
conocimiento de los s´ıntomas, ya sea de forma auto diagno´stica y/o automa´tica.
Como medida inicial se han establecido algunos lineamientos claves para la deteccio´n del
estado de fatiga por parte del conductor como son:
Movimientos lentos o torpes.
Aparicio´n de visio´n borrosa o doble.
Dificultad para concentrarse o permanecer alerta.
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Sorpresa ante los acontecimientos habituales del tra´nsito (p.ej. frenar ante una sen˜al
de Pare o sema´foro al reconocerlo en el u´ltimo momento).
Dificultad para recordar co´mo se ha alcanzado la localizacio´n actual.
Dificultad para mantener una trayectoria recta
Frecuentes invasiones de la calzada contraria o conducir por el centro de la carretera.
Las personas en estado de somnolencia exhiben ciertas caracter´ısticas faciales que se pueden
reconocer sobre el rostro, la cabeza, los ojos y la boca brindan suficiente informacio´n visual
para conocer cuando un conductor presenta somnolencia. Entre las principales caracter´ısticas
que determinan la presencia de somnolencia se encuentran: dificultad para enfocar la vista
(mirada) y/o mantener los ojos abiertos, bostezar repetidamente, fruncir la ceja, dificultad
para mantener la cabeza erguida y dificultad para enfocar y mantener la mirada estable.
En general, es dif´ıcil cuantificar la fatiga como causa de los accidentes. Para contextualizar
el problema, algunos antecedentes indican las siguientes causas principales de accidentes de
tra´nsito, a saber:
a) Condiciones f´ısicas deficientes (cansancio, suen˜o)
b) Insuficiente atencio´n a las condiciones del tra´nsito y
c) Pe´rdida de control del veh´ıculo
El trabajo de conduccio´n tiene caracter´ısticas de seguridad diferentes al resto de las activi-
dades laborales, pues las medidas de prevencio´n no so´lo se deber´ıan tomar sobre el trabajo
(ma´quinas, herramientas, entorno, organizacio´n del trabajo), sino tambie´n sobre el conduc-
tor y desde la perspectiva del conductor, teniendo en cuenta que conducir es percibir, tomar
decisiones y ejecutar las acciones adecuadas durante el ejercicio de dicha labor.
Durante la conduccio´n se presentan varios riesgos de factores que interactu´an, entre los que
se cuentan el estado de la v´ıa, del clima, del tra´nsito del momento, de las decisiones de otros
conductores, del estado f´ısico y psicolo´gico del propio conductor, de los pasajeros (trans-
porte pu´blico), del estado del veh´ıculo, etc. Todos estos factores podr´ıan influir en la fatiga
del conductor, que implica disminuyendo los niveles de alerta y conciencia de parte del que
maneja.
2.2. Te´cnicas de ana´lisis de la fatiga
El establecimiento del nivel de fatiga esta´ determinado por las diferentes mediciones que se
pueden realizar sobre el estado del conductor, sea por me´todos invasivo o no invasivos, entre
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estos para´metros de medicio´n tenemos [41]:
a. Medidas fisiolo´gicas evaluando el tiempo necesario para que un sujeto evidencie signos
de fatiga basado en la expresio´n facial y/o la duracio´n de parpadeo. Entre los aspectos que
de forma visual permiten identificar la fatiga esta´ el asentir con la cabeza y el bostezar,
para´metros que se pueden validar por ana´lisis mediante ima´genes de video. De igual forma,
la presencia de fatiga se puede validar por medio de la medicio´n de la duracio´n de cierre de
los ojos durante el parpadeo, segu´n lo determinado por la sen˜al de electro oculograf´ıa (EOG).
b. Medidas psicolo´gicas que implican una percepcio´n de los niveles de fatiga. Este tipo de
medicio´n se pueden realizar mediante un cuestionario llamado Escala de Fatiga Chalder
(CFS), cuyos resultados se derivan de la evaluacio´n antes y despue´s de la tarea mono´tona,
de forma tal que las puntuaciones ma´s altas indican mayores niveles de fatiga. De igual forma
existen otros tipos de cuestionarios aplicables a este tipo de medicio´n [59].
c. Mediciones respecto a la propensio´n a la somnolencia medida por medio de la Escala de
Somnolencia Epworth o la escala de somnolencia de Stanford (SSS). Otra medida de este
estilo es la evaluacio´n de la salud general mediante el Cuestionario de Evaluacio´n estilo de
vida (LAQ), la cual implica una evaluacio´n multifactorial del estado de salud, incluidos el
peso mediante el ı´ndice de masa corporal (IMC), el consumo de alcohol, de medicamentos
prescritos, el consumo de cigarrillo, el ejercicio o actividad f´ısica adicional realizada, el apoyo
social entre otras.
d. Mediciones por electroencefalograma (EEG) y frecuencia card´ıaca (FC), que incluyen
para´metros como la variabilidad del ritmo card´ıaco (HRV), la respiracio´n, la temperatura de
la piel perife´rica y la presio´n arterial. Por este me´todo se pueden obtener valores de actividad
de las ondas alfa (8-13 Hz), beta (14-30 Hz), delta (0.5-3.5 Hz) y tetha (4-7.5 Hz).
e. Mediciones por medio del tiempo de apertura y cierre de ojos (PERCLOS) que es la
abreviatura de porcentaje de cierre del ojo [39], es decir es la media por unidad de tiempo
en que el ojo esta´ cerrado. La fatiga esta´ relacionada con la falta de suen˜o, el dia´metro de
la pupila, la rotacio´n ra´pida de globo ocular, as´ı como otros factores. Al definir la distancia
promedio y la cantidad de tiempo necesario para cerrar o para abrir completamente los ojos,
se puede establecer la velocidad de apertura y cierre, dicha velocidad de cierre de ojo en una
persona somnolienta es claramente diferente a la de una persona alerta. El grado de apertura
de ojo se caracteriza por la forma del mismo. Se observa que al cerrar de ojos, estos comienzan
siendo tapados por los pa´rpados y su forma se torna ma´s el´ıptica. La duracio´n del cierre de
ojo acumulativa excluyendo el tiempo dedicado al parpadeo normal del ojo se utiliza para
calcular el PERCLOS. Para obtener una medicio´n ma´s robusta de estos dos para´metros, se
calcula su promedio de ejecucio´n (seguimiento en el tiempo). En la Ecuacio´n 2-1 se establece
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el principio de medicio´n del PERCLOS donde los tiempos t1 a t4 se utilizan para medir el
valor de apertura cierre, f es el valor final del PERCLOS, t1 y t2 corresponden a los tiempos
en que los ojos son cerrados desde un 80 % de apertura a un 20 % de esta, t2 y t4 a los
tiempo de cierre a apertura entre el 20 % de apertura al 80 % de esta´.
Figura 2-1.: Porcentaje de cierre del ojo.
La Figura 1.a establece la relacio´n gra´fica de los tiempos y porcentajes de PERCLOS, la
figura 1.b muestra una secuencia t´ıpica de apertura a cierre del ojo.
f =
t3 − t2
t4 − t1 × 100 % (2-1)
f. Mediciones por medio de la velocidad media de cierre los ojos AECS [47]. En este tipo
de medicio´n la velocidad de cierre / apertura de ojo permite identificar la fatiga en torno a
diferencia demarcada entre el parpadeo normal y el cierre de ojo por somnolencia. AECS se
define como la cantidad de tiempo necesario para cerrar completamente los ojos o abrirlos
completamente.
El grado de apertura de los ojos se caracteriza por la forma de la pupila. Se observa que a
medida que se cierran los ojos, la pupila es oculta por los pa´rpados y a medida que se abre
su forma es ma´s el´ıptica. Por lo tanto, es posible utilizar la relacio´n de los ejes de la elipse
en la pupila para caracterizar el grado de apertura de los ojos.
g. Otros para´metros de medicio´n, mediante informacio´n visual, esta´n constituidos por el ros-
tro y la cabeza, mediante los cuales se indica el nivel de atencio´n, en funcio´n a movimientos
de cabeza y la direccio´n de la mirada, los cuales tambien se asocian al estado de fatiga. La
orientacio´n ideal del rostro es frontal cuando el conductor presta la suficiente atencio´n a
la conduccio´n, cualquier otra orientacio´n por per´ıodos extendidos de tiempo o por cambios
frecuentes indican fatiga o falta de atencio´n [1].
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2.3. FACTORES VISUALES QUE REFLEJAN ESTADO
DE FATIGA
Como se establecio´ en la seccio´n anterior una de las formas de medicio´n del estado de fati-
ga esta´ dada por inspeccio´n visual, la cual se puede automatizar por medio de te´cnicas de
procesamiento de imagen.
Las caracter´ısticas visuales que permiten un ana´lisis asociativo al estado de fatiga segu´n [31]
son:
a. El tono facial. b. Ana´lisis ocular como el estado de apertura y cierre de ojos, velocidad de
apertura y cierre, direccio´n de la mirada, coloracio´n entre otros. c. Identificacio´n de bostezos
y expresiones faciales. d. Movimientos de cabeza lentos y repetitivos, asentar con la cabeza
(cabeceo).
Estas caracter´ısticas visuales son aprovechadas por distintos investigadores para desarrollar
sistemas de vigilancia del conductor utilizando ana´lisis de ima´genes y te´cnicas de Inteligencia
Artificial.
2.4. ESTADO DEL ARTE EN LA DETECCION DE
FATIGA EN CONDUCTORES POR
PROCESAMIENTO DE IMAGEN
En el marco investigativo del reconocimiento visual de la fatiga en conductores, se han de-
sarrollado un nu´mero significativo de trabajos orientados a establecer, mediante diferentes
te´cnicas de procesamiento de imagen, dicho estado. A continuacio´n se presenta una relacio´n
de algunos de los trabajos realizados durante los u´ltimos an˜os, destacando las te´cnicas de
procesamiento usadas y caracter´ısticas del marco experimental en que fueron desarrollados.
En [12] se utiliza el algoritmo de Viola-jones el cual usa descriptores rectangulares (Haar)
a fin de formar una imagen de comparacio´n con la imagen objetivo, en este caso aplicada a
la deteccio´n del rostro a fin de ubicar los ojos y la boca, basados en una imagen de video
de 640X480 p´ıxeles se busca establecer una relacio´n del movimiento de los ojos y de la boca
que indique distraccio´n del conductor. Si el conductor mantiene la boca abierta por ma´s de
tres segundos se considera un estado de distraccio´n y se env´ıa un mensaje de alarma. Este
algoritmo se utiliza transformaciones en el espacio de color RGB centrados en la componente
G, el establecimiento de somnolencia se realiza por el histograma del ojo en escala de grises,
a fin de binarizar y medir la apertura de este. El algoritmo trabaja con tiempos de proce-
samiento cercanos a los 100 mseg, no presenta resultados frente su efectividad. El resultado
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es binario, reportando un estado de fatiga o de no fatiga y de distraccio´n o no distraccio´n.
Este trabajo esta´ enfocado a la deteccio´n de fatiga en horas diurnas.
En [36] Se realiza el entrenamiento de un clasificador Haar (en funcio´n de descriptores rect-
angulares) para reconocimiento del estado de apertura y cierre de ojo, se utiliza una te´cnica
de extraccio´n de color del ojo por correlograma, para independizar el algoritmo de las varia-
ciones de iluminacio´n. Realiza mediciones de deteccio´n por matriz de confusio´n y evaluacio´n
del estado de fatiga por PERCLOS (porcentaje de cierre de ojos), no valida la eficacia en
torno a si el video identifica fatiga o no, se establece un mensaje de alarma en torno a un
umbral derivado del PERCLOS, presenta tiempos de procesamiento de 40 mseg. Este trabajo
esta´ enfocado a la deteccio´n de fatiga en horas diurnas.
En [37] se utiliza el espacio de color YCbCr para identificacio´n sobre la regio´n del rostro, de
los ojos y la boca, generando un tria´ngulo iso´sceles entre los puntos centrales de los ojos y
la boca, a fin de identificar los movimientos de la cabeza. No establece umbral o resultados
en la deteccio´n de fatiga. Se realiza con un video de 640X480 p´ıxeles, presenta tiempos de
procesamiento de 67 mseg. Este trabajo esta´ enfocado a la deteccio´n de fatiga en horas di-
urnas.
En [40] se hace uso de un clasificador Haar para deteccio´n del rostro y los ojos, y se establece
el estado de apertura por comparacio´n con una imagen del ojo abierto y uno cerrado, el
esquema de deteccio´n de fatiga se normaliza en el rango de 0 a 100 % dependiendo del resul-
tado de PERCLOS como para´metro de medicio´n, generando alarma de fatiga si este arroja
un valor superior a 40 % durante ma´s de 3 segundos, no identifica resolucio´n del video y
tampoco es claro el tiempo total de procesamiento. Este trabajo esta´ enfocado a la deteccio´n
de fatiga en horas diurnas.
En [23] se hace uso de un clasificador Haar para la deteccio´n de la regio´n de los ojos, realizan-
do una clasificacio´n del estado de apertura y cierre en el dominio de la frecuencia, operando
inicialmente el contraste de la regio´n en escala de grises, extrae contorno por operador So-
bel, despue´s aplica un descriptor de Fourier a fin de establecer cercan´ıa de contornos para
apertura del ojo, utiliza PERCLOS como para´metro de validacio´n de fatiga, con un umbral
de 20 %. Se utiliza una imagen de video de 320X240 p´ıxeles con tiempo de procesamiento de
40 mseg. Este trabajo esta´ enfocado a la deteccio´n de fatiga en horas diurnas.
En [17] se realiza la caracterizacio´n del estado de apertura y cierre del ojo por comparacio´n de
la segmentacio´n de este con una imagen objetivo de un ojo abierto y cerrado, la localizacio´n
del rostro se da por diferenciacio´n de la escena con una imagen previa sin conductor y la
imagen con conductor, seleccionada la diferencia de las dos ima´genes se toma los contornos
mediante un operador Sobel, de igual forma se calcula el a´rea de los ojos por cambio en el
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movimiento de los mismo, no se establece un me´todo de identificacio´n de fatiga. Se utiliza
una imagen de video de 144X76 p´ıxeles con tiempo de procesamiento de 0.5 seg. Este trabajo
esta´ enfocado a la deteccio´n de fatiga en horas diurnas.
En [19] lo ma´s destacado es el uso de un iluminador de IR, que esta´ activo permanentemente,
minimizando los efectos de cambio de iluminacio´n y dando robustez al trabajo nocturno, se
detecta el rostro por espacios de color YCbCr, la deteccio´n del estado del ojo se da por
la diferenciacio´n del efecto rojizo del ojo debido al iluminador IR, denotando apertura al
detectarlo y cierre al no detectarlo, el porcentaje de deteccio´n se asocia a la medida de fatiga
dada por PERCLOS, la deteccio´n de la boca se realiza por el me´todo Gabor - wavelet basada
en deteccio´n de texturas, donde se determina bostezo si la relacio´n geome´trica de apertura
entre largo y ancho de la boca es de 0.5. No se da relacio´n de tiempos de procesamiento,
resolucio´n de la ca´mara o determinacio´n de estado de fatiga.
En [20] la localizacio´n del rostro se da por espacios de color utilizando el YCbCr, utilizando
las caracter´ısticas faciales para extraer la regio´n de los ojos, se realiza una umbralizacio´n
adaptativa de umbral obtenido por histograma a fin de obtener la redondez del ojo y taman˜o
de la regio´n del ojo, se establece el estado de fatiga mediante PERCLOS con umbral a 40 %
durante ma´s de 3 segundos. Este trabajo esta´ enfocado a la deteccio´n de fatiga en horas
diurnas. La relacio´n de procesamiento se da a razo´n de 30 mseg sin determinar la resolucio´n
de la ca´mara.
En [21] utilizan el algoritmo de Viola Jones para deteccio´n del rostro y diferencia entre dos
ima´genes cercanas para establecer el estado del ojo, con un cambio de p´ıxeles determinado
por un umbral se estable el estado del ojo, la fatiga se determina por el tiempo de duracio´n
del ojo cerrado, por un nu´mero de pestan˜eos continuos, ma´ximo pueden ser dos. Los videos
tienen una resolucio´n de 320X240, no se indica el tiempo de procesamiento. Este trabajo
esta´ enfocado a la deteccio´n de fatiga en horas diurnas.
En [27] se realiza identificacio´n del rostro por espacio de color RGB normalizado, validando
p´ıxel a p´ıxel si corresponde a piel o no, y luego integrando los p´ıxeles positivos para estable-
cer la regio´n del rostro, dividie´ndolo en dos la regio´n de los ojos y la de la boca, binarizando
y determinando niveles de amplitud, establece un sistema de inferencia difusa para determi-
nar segu´n la base de reglas un estado normal, de peligro y de fatiga. Los videos tienen una
resolucio´n de 320X240, no se indica el tiempo de procesamiento. Este trabajo esta´ enfocado
a la deteccio´n de fatiga en horas diurnas.
En [49] hacen uso de un clasificados Haar a fin de realizar la deteccio´n del rostro y realizan
identificacio´n del estado del ojo por medio de la ubicacio´n espacial de este en el rostro y la
comparacio´n con una imagen previa de este en los dos estados deseados, abierto y cerrado.
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El trabajo solo esta´ enfocado a fatiga en horas diurnas. Los videos tienen una resolucio´n de
320X240, con 36,8 mseg de deteccio´n de rostro. No hay tiempos de deteccio´n de estado del
ojo ni determinacio´n de estado de fatiga.
En [11] hacen uso del espacio de color YCbCr a fin de segmentar el rostro y morfolog´ıa
matema´tica y una ma´scara de segmentacio´n para la regio´n de los ojos, evaluando la fatiga
por medio de PERCLOS con umbral al 40 %, trabajan con 5 videos de conductores de 60
minutos cada uno, en horas diurnas, no se especifica resolucio´n ni tiempo de procesamiento.
En [55] usan el algoritmo de Viola-Jones para deteccio´n del rostro y filtro Kalman para detec-
cio´n de la ubicacio´n del ojo, el centro de este y su apertura es hallado mediante proyecciones
integrales y modelado Gaussiano. La medicio´n de la fatiga es realizada mediante PERCLOS
mediante un sistema de dos ca´maras este´reo, no se da tiempo de procesamiento, resolucio´n
de las ca´maras y posee sistema IR para validacio´n nocturna.
En [6] el algoritmo propuesto esta´ basado en el efecto del brillo de la pupila debido al reflejo
de la luz infrarroja emitida del tipo de ca´mara usada. La discriminacio´n del ojo se da por
la distancia y eje en que estos se encuentran. La validacio´n del nivel de fatiga se da estable-
ciendo un umbral mediante la te´cnica de PERCLOS. Los videos tienen una resolucio´n de
720X576, con 16,7 mseg de deteccio´n de rostro. No hay tiempos de deteccio´n de estado del
ojo ni determinacio´n de estado de fatiga, posee sistema IR para validacio´n nocturna.
En [48] realizan una transformacio´n de color al espacio HSL a fin de realizar identificacio´n
del rostro y por distribucio´n espacial del rostro ubica la regio´n de los ojos, haciendo identi-
ficacio´n de la pupila por medio del grado de redondez y un radio determinado, u´nicamente
identifica el estado de apertura y cierre de ojo, no establece medicio´n del estado de fatiga,
opera u´nicamente de d´ıa, el tiempo de procesamiento es de aproximadamente 65 mseg.
En [14] se emplean te´cnicas como segmentacio´n por Otsu y proyeccio´n horizontal y vertical a
fin de determinar el rostro del conductor y un operador laplaciano a fin de utilizar una aprox-
imacio´n de la segunda derivada de la imagen para segmentacio´n de los ojos. La segmentacio´n
fina se realiza por aproximacio´n a elipses; no establece relacio´n con el reconocimiento de la
fatiga. No se establece tiempos de procesamiento y el algoritmo esta´ orientado a validacio´n
nocturna.
En [44] se presentan tres me´todos diferentes para evaluacio´n de fatiga, inicialmente se re-
conoce el rostro mediante la bu´squeda la tonalidad caracter´ıstica de la piel, en cada p´ıxel
de la imagen. Una vez el a´rea de la regio´n del rostro, se establece mediante los cambios
de iluminacio´n, el estado de apertura cierre del ojo. Generando una alarma si esta´ cerrado
por ma´s de cuatro frames. El segundo me´todo clasifica mediante una ma´quina de soporte
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de vectores, cuando hay o no presencia de un bostezo. La tercera realiza un sistema difuso
que establece fatiga segu´n el estado del ojo. El cuarto entrena una red neuronal en funcio´n
al nu´mero de parpadeos y bostezos para establecer el nivel de fatiga. Las conclusiones no
indican el establecimiento de los estados de fatiga discriminados, ni de los tiempos de proce-
samiento. El trabajo considera solo ambiente diurno, sin especificar resolucio´n de la ca´mara
utilizada.
2.4.1. Caracter´ısticas visuales usadas para la deteccio´n de fatiga.
De los diferentes trabajos reportados en la literatura podemos validar que las caracter´ısticas
ma´s usuales para ana´lisis del estado de fatiga se centran en los ojos, movimientos de la boca
entre los que se incluye el bostezo y movimientos de cabeza orientados en la deteccio´n del
cabeceo.
Es de resaltar que en estos la deteccio´n esta´ centrada en caracter´ısticas puntuales, rara vez
combinando ma´s de una caracter´ıstica. El enfoque se centra principalmente en el ana´lisis
del ojo o la boca, pero si el desarrollo esta´ pensado al uso de ca´maras de visio´n nocturna la
caracter´ıstica por defecto es el ojo.
A fin de buscar un sistema ma´s robusto en cuanto a la integracio´n de factores que reflejan
la fatiga de forma visual, para el desarrollo de este trabajo se emplean:
El grado de apertura del ojo.
El grado de apertura de la boca
El movimiento de cabeza que indique cabeceo.
2.4.2. Esquema comparativo
En Tabla 2-1 se encuentra un resumen de las caracter´ısticas de los diferentes trabajos real-
izados en los dos u´ltimos an˜os en el a´rea de identificacio´n de fatiga por te´cnicas de proce-
samiento de imagen y que se trataron en la seccio´n 1.4.2. en la u´ltima fila se encuentran las
caracter´ısticas que se presentan en el desarrollo de esta tesis. Se evidencia que se utiliza un
taman˜o de video esta´ndar que esta´ directamente ligado a los tiempos de procesamiento. El
tiempo promedio de procesamiento esta´ alrededor de los 90 mseg, el 66 % solo trabaja la
regio´n de los ojos y solo nuestro me´todo cubre tres para´metros de validacio´n, la mayor´ıa de
los trabajos que asocian una salida del sistema implicado para establecer una alerta lo hacen
de forma binaria salvo el presente trabajo y en [27]. Los parametros que no se mencionan en
los papers evaluados se reemplazan por la abreviatura Nr de no registra.
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Tabla 2-1.: Estudios de los estados finales del sistema
Ref. Resolucio´n Ambiente T. de Proceso Para´m. de med. Salida
[12] 640X480 Diurna 100 mseg ojos,boca fatiga, no fatiga
[36] Nr Diurna 40 mseg ojos PERCLOS
[37] 640X480 Diurna 67 mseg ojos,boca PERCLOS
[40] 320X240 Diurna 40 mseg ojos PERCLOS
[23] 144X76 Diurna 0.5 seg ojos Nr
[17] Nr Nocturno nr ojos, boca Nr
[19] Nr Diurna 30 mseg ojos PERCLOS
[20] 320X240 Diurna Nr ojos, boca Peligro-fatiga
[21] 320X240 Diurna 36.8 mseg ojos Nr
[27] Nr Diurna Nr ojos PERCLOS
[49] Nr Nocturno Nr ojos PERCLOS
[11] 750X576 Nocturno 20 mseg ojos PERCLOS
[55] Nr Diurna 65 mseg ojos Nr
Prop. 320X240 Diurna 50 mseg ojos,boca,cabeza Alerta,cr´ıtico
2.4.3. Aporte del desarrollo
De acuerdo con la revisio´n realizada en la literatura se encuentra, que segu´n el esquema com-
parativo realizado, la deteccio´n del estado de fatiga esta´ orientada a la deteccio´n del estado
de somnolencia y/o estados de distraccio´n sea por movimientos de la boca, de la cabeza o
de los ojos. Como aporte en este tema el presente trabajo involucra la integracio´n de los tres
estados caracter´ısticos para la validacio´n de la fatiga, deteccio´n del estado apertura/cierre
del ojo, deteccio´n de bostezos y deteccio´n de cabeceos.
De igual forma es de resaltar que en el establecimiento del estado de fatiga los trabajos
reportados no especifican un estado como tal y en su mayor´ıa no arrojan resultados sobre
los algoritmos implementados y su desempen˜o en un ambiente real, es decir un conductor
dentro del veh´ıculo. Puntualmente se puede encontrar que se referencia a estados de fatiga
o no fatiga, por medio de un umbral que genera una alarma si es sobrepasado, sin relacionar
el como varia el estado de fatiga respecto al tiempo.
El aspecto ma´s significativo del aporte de este trabajo a los sistemas de deteccio´n de fatiga
en conductores mediante te´cnicas de procesamiento de imagen, esta´ en la validacio´n del as-
pecto dina´mico, es decir co´mo se esta´ reflejando el estado de fatiga respecto al tiempo a fin
de generar una salida del estado actual ma´s coherente, en otras palabras el comportamien-
to temporal del estado de fatiga del conductor, clasificado en tres niveles, normal, alerta y
cr´ıtico, es sometido a un sistema de retencio´n del estado (o factor de olvido), a fin de que la
clasificacio´n final este determinada por como se ha venido detectando el estado del conductor.
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3. EXTRACCION DE
CARACTERISTICAS RELEVANTES
POR MEDIO DE TECNICAS DE
PROCESAMIENTO DE IMAGEN
Una vez establecidos en el cap´ıtulo uno los factores que pueden ayudar a discriminar el es-
tado de fatiga en un conductor, se tiene claridad que mediante un ana´lisis visual del rostro,
en funcio´n de estados como, apertura y cierre de los ojos, presencia repetitiva de bostezos
y deteccio´n de cabeceos, es posible arrojar un juicio sobre el estado de alarma o fatiga del
conductor.
Si se utiliza una ca´mara de video como sensor para obtener los datos de la escena en la que el
conductor esta´ realizando dicha labor, se puede extraer de cada secuencia (frame) de video,
por medio de te´cnicas de procesamiento de imagen, los para´metros de apertura y cierre de
ojo, cabeceo y bostezos, a fin de automatizar el proceso de discriminacio´n del estado de fatiga
del conductor. Para lograr este proceso automa´tico, se debe identificar de la escena o imagen
cada uno de estos para´metros en un tiempo o´ptimo, para ello juega un papel importante la
resolucio´n de la ca´mara a utilizar. A fin de reducir la cantidad de informacio´n necesaria y
orientar el desarrollo a dispositivos de bajo costo y fa´cil acceso se opta por una resolucio´n
de 320X240 p´ıxeles, que a su vez es comu´n en el desarrollo de este tipo de sistemas segu´n se
observo´ en el estado del arte del cap´ıtulo anterior.
Debido a que la reduccio´n del nu´mero de p´ıxeles genera un factor directamente proporcional
en la reduccio´n del tiempo de ana´lisis (o tiempo de procesamiento) y de la discriminacio´n de
los para´metros de intere´s en la imagen, se debe buscar que sea lo menor posible, de forma
tal que mantenga o conserve las caracter´ısticas suficientes para realizar dicha discriminacio´n.
Se busca que con una resolucio´n de 320X240 p´ıxeles se obtenga un tiempo de procesamiento
congruente con los tiempos referentes a los representativos en el estado de fatiga, por ejemplo
la diferenciacio´n entre estado de alerta y microsuen˜o la cual esta´ alrededor de 200 mseg para
la primera y 400mseg para la segunda [7].
As´ı mismo, parte influyente de tiempo de procesamiento esta´ asociado al tipo de herramien-
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tas de software que se utilice; en el campo de procesamiento de ima´genes se cuenta con
varias plataformas que soportan librer´ıas para este tipo de funcio´n, entre ellas MATLAB,
LABVIEW y compiladores de C con la librer´ıa OPENCV. De estas la u´nica que es de fuente
abierta (OpenSource) es la herramienta de visio´n computacional (CV por sus siglas en ingle´s)
OPENCV desarrollada por INTEL, la que a su vez demostro´ ser ma´s eficiente en la carga
computacional generada al trabajar con secuencias de video frente a MATLAB; estas dos
caracter´ısticas orientan el desarrollo del sistema de deteccio´n de fatiga bajo esta herramienta
de software. En esencia el compilador de C no aporta mayor diferencia, siendo factible utilizar
Microsoft Visual C, Qt Creator o Eclipse, el co´digo se desarrolla en este u´ltimo compilador
de C con la versio´n 2.1 de OpenCV.
De cada frame perteneciente a la secuencia de video se debe obtener los para´metros de in-
tere´s descritos, para ello se definen unas regiones de intere´s o ROI por sus siglas en ingle´s
(Region of Interest), que permiten delimitar las a´reas a las que se aplicara´ alguna te´cnica de
procesamiento de imagen para inferir el estado de fatiga. De los tres para´metros establecidos
se caracterizan entonces tres ROI´s significativas, la primera es la deteccio´n del rostro en la
escena, la segunda es la deteccio´n de los ojos y la tercera la deteccio´n de la boca.
Una vez identificadas estas ROI´s se debe aplicar algu´n algoritmo de procesamiento para
asociar a cada una la caracter´ıstica de cansancio pertinente as´ı:
La ROI del rostro asociada a cabeceos.
La ROI de los ojos asociada a estados de apertura/cierre (somnolencia).
La ROI de la boca asociada a bostezos.
Para la validacio´n de los algoritmos empleados en la deteccio´n de cada ROI se conformo´ una
base de datos de 25 videos, de duracio´n promedio un minuto, capturados a 30 frames/segundo
y a una resolucio´n de 320X240 p´ıxeles. En las siguientes secciones se establece la forma de
identificacio´n de cada ROI.
3.1. METODO DE VALIDACION
En el desarrollo de diferentes sistemas de procesamiento de imagen, as´ı como de te´cnicas
de inteligencia artificial, se utiliza comu´nmente como me´todo de evaluacio´n del desempen˜o
del sistema las matrices de confusio´n. En el marco del presente trabajo, se tiene que el re-
conocimiento de la fatiga esta´ determinado por la deteccio´n asertiva de las diferentes carac-
ter´ısticas extra´ıdas de la imagen, razo´n por la cual se evalu´a el desempen˜o de cada algoritmo
por medio de esta te´cnica a medida que se implementa.
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Una matriz de confusio´n o matriz de contingencia [43] es la representacio´n y ana´lisis del
resultado de una clasificacio´n, mediante una matriz cuadrada de orden LxL que contiene en
sus filas la clasificacio´n real y en las columnas la clasificacio´n asignada por el sistema utilizado.
Las entradas de la matriz de confusio´n contabilizan el nu´mero de casos presentados en cada
clase bajo la Tabla 3-1.
Tabla 3-1.: Matriz de Confusio´n
CLASE PREDECIDA
NEGATIVO POSITIVO
CLASE REAL NEGATIVO A B
POSITIVO C D
A- Nu´mero de predicciones correctas para una clasificacio´n negativa. B- Nu´mero de predic-
ciones incorrectas para una clasificacio´n positiva. C- Nu´mero de predicciones incorrectas
para una clasificacio´n negativa. D- Nu´mero de predicciones correctas para una clasificacio´n
positiva.
Estos para´metros dan lugar a las siguientes me´tricas:
1- Exactitud: proporcio´n del nu´mero total de predicciones que son correctas. Se determina
mediante la Ecuacio´n 3-1.
Exactitud =
A+D
(A+B + C +D)
(3-1)
2- Verdaderos Positivos: proporcio´n del nu´mero total de casos que son correctamente iden-
tificados ver Ecuacio´n 3-2.
V P =
D
(C +D)
(3-2)
3- Falsos Positivos: proporcio´n del nu´mero total de casos negativos que se clasificaron incor-
rectamente como positivos ver Ecuacio´n 3-3.
FP =
B
(A+B)
(3-3)
4- Verdaderos Negativos: proporcio´n del nu´mero total de casos negativos que se clasificaron
correctamente como negativos ver Ecuacio´n 3-4.
V N =
A
(A+B)
(3-4)
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5- Falsos Negativos: proporcio´n del nu´mero total de casos positivos que se clasificaron incor-
rectamente como negativos ver Ecuacio´n 3-5.
V N =
C
(C +D)
(3-5)
6- Precisio´n: proporcio´n del nu´mero total de casos positivos que se clasificaron correctamente
ver Ecuacio´n 3-6.
P =
D
(D +B)
(3-6)
3.2. Deteccio´n de rostro
En la literatura se encuentran diversos me´todos para identificacio´n de rostros mediante
te´cnicas de procesamiento de imagen, entre ellos podemos mencionar la deteccio´n por ana´lisis
de componentes principales (PCA) [26], el algoritmo de Viola-Jones [42], te´cnicas de color
como LUX [32], entre otras. De estas, el algoritmo de Viola y Jones el cual esta´ basado en el
me´todo de clasificacio´n de Adaboost, es uno de los ma´s eficientes actualmente desarrollados,
tanto en eficiencia en la deteccio´n como en la velocidad de procesamiento.
3.2.1. Algoritmo de Viola-Jones
P. Viola y M. Jones [42] implementaron un me´todo ra´pido de deteccio´n de objetos en funcio´n
de un algoritmo en cascada usando los descriptores de ”Haar”, que pueden ser calculados por
una representacio´n intermediaria denominada imagen integral. El me´todo inicial considera
un procedimiento de clasificacio´n por etapas, inicialmente explora una sub-ventana capaz
de detectar rostros de una imagen de entrada, por medio del escalamiento de la imagen en
diversos taman˜os y convertir la sub-ventana del detector a dichos taman˜os para validacio´n,
la seleccio´n inicial de esta ventana dara´ el taman˜o mı´nimo de bu´squeda, el cual es importante
definir para una convergencia ra´pida del algoritmo.
La refinacio´n del algoritmo transforma el detector a diferentes escalas en lugar de hacerlo
con la imagen, aplica´ndolo consecutivamente a esta cada vez con un taman˜o diferente. De
esta forma, logra hacer invariante al detector o clasificador, a la escala del objeto dentro de
la imagen que se esta´ buscando. En funcio´n a estos descriptores se construye una imagen,
denominada imagen integral, semejante al objeto (rostro), por medio de la determinacio´n
de las caracter´ısticas rectangulares, derivadas de las formas wavelet del algoritmo de Haar,
que permiten asociar la imagen integral al rostro. Los descriptores del algoritmo de Haar
son funciones que permiten acentuar la diferencia de contraste entre regiones rectangulares
diferentes adyacentes en una misma imagen, como me´todo de codificacio´n de los contrastes
existentes, por ejemplo entre el rostro y sus relaciones espaciales. Un descriptor de Haar se
22
3 EXTRACCION DE CARACTERISTICAS RELEVANTES POR MEDIO DE
TECNICAS DE PROCESAMIENTO DE IMAGEN
representa por un recta´ngulo definido por su ve´rtice, altura, longitud y pesos que puede ser
positivo o negativo segu´n el caso y como se ilustra en la Figura 3-1.
Figura 3-1.: Ejemplo descriptor Haar.
El algoritmo de Viola y Jones establece ciertos tipos de descriptores Haar que se observan
en la Figura 3-2, y de los cuales los tres principales tipos de descriptores son:
a. Descriptor a dos recta´ngulos: Diferencia entre las suma de los p´ıxeles de ambas regiones
rectangulares, del mismo taman˜o y forma que son adyacentes horizontal o verticalmente.
b. Descriptor a tres recta´ngulos: Suma de los p´ıxeles entre dos recta´ngulos exteriores y
restados de la suma de los p´ıxeles en un recta´ngulo central a estos.
c. Descriptor a cuatro recta´ngulos: Diferencia entre los pares diagonales de los recta´ngulos
implicados.
Figura 3-2.: Descriptores de Algoritmos Haar ba´sicos.
Se pueden encontrar variaciones de estos descriptores con una rotacio´n a 45 grados, segu´n
se ilustra en la Figura 3-3.
La imagen integral es obtenida mediante un algoritmo que permite generar ra´pida y eficien-
temente la suma de los valores de un recta´ngulo en la imagen original. Esta es una matriz
del mismo taman˜o que la matriz de la imagen original, donde cada elemento de la imagen
integral a la posicio´n (x,y) contiene la suma de todos los p´ıxeles localizados en la regio´n
superior izquierda de la imagen original. Se busca que la imagen integral sea calculada en
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Figura 3-3.: Variaciones de los descriptores Haar.
un solo barrido sobre la imagen original.
H(x, y) =
∑
x≤x,y≤y
I(x, y) (3-7)
Bajo esta representacio´n cualquier suma de p´ıxeles en un recta´ngulo corre-
sponde a un descriptor y puede ser calculado a partir de cuatro referencias de
la imagen integral. Los descriptores rectangulares son atributos simples, los
cuales son sensibles a la presencia de contornos, barras y estructuras base en
la imagen. A partir de un conjunto de descriptores y un conjunto de ima´genes
correspondientes a rostros y a no rostros, denominadas ima´genes positivas y
negativas respectivamente, se debe emplear una funcio´n de clasificacio´n como
me´todo de aprendizaje (ecuacio´n 3-7), de forma tal que el nu´mero de descrip-
tores sea mayor que el nu´mero de p´ıxeles en la imagen. La seleccio´n de estos
descriptores es realizada mediante un algoritmo de aprendizaje denominado
adaptative boosting conocido comu´nmente como AdaBoost y combina un
conjunto de funciones sencillas o de´biles de clasificacio´n para formar una so-
la de estructura ma´s fuerte. La estructura de clasificacio´n de´bil base es solo
capaz de identificar por lo menos dos clases.
El aprendizaje en escalera implica fases en las que las clasificaciones iniciales
por funciones de´biles que han sido mal clasificadas tendra´n ma´s peso en
la funcio´n de clasificacio´n siguiente de forma tal que la estructura final del
clasificador fuerte toma la forma de una red neuronal tipo perceptron. De
forma tal que es posible asociar su operacio´n a la limitacio´n de la funcio´n
de´bil de clasificacio´n en el conjunto de funciones de clasificacio´n que dependen
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de un u´nico descriptor donde el algoritmo de aprendizaje concibe elegir al
descriptor que separa mejor las ima´genes positivas de las negativas, como se
ilustra en la Figura 3-4.
Figura 3-4.: Variacio´n de descriptor Haar para variacio´n de la imagen integral.
3.2.2. Clasificador Haar para deteccio´n del rostro.
Los esquemas de reconocimiento mediante la codificacio´n de la informacio´n
correspondiente a las caracter´ısticas de una clase particular, permite opti-
mizar los procesos de identificacio´n, tal es el caso de los clasificadores Haar,
los cuales codifican la existencia de contrastes orientados entre las regiones
en una imagen. Un conjunto de estas caracter´ısticas puede ser utilizado para
codificar los contrastes exhibidos por un rostro humano y sus relaciones es-
paciales.
OpenCV permite implementar clasificadores Haar, en funcio´n a una serie de
ima´genes de entrenamiento, discriminadas en ima´genes negativas e ima´genes
positivas, es decir referentes aquellas que pueden presentarse en la imagen,
pero no son de intere´s, para el caso de las negativas y las de intere´s bajo
diferentes perspectivas e iluminaciones, para el caso de las positivas, todas
ellas del mismo taman˜o. Un clasificador completo aumentara´ la base de datos
con ima´genes de ambos tipos pero diferentes escalas.
Una vez entrenado el clasificador puede ser aplicado a cualquier imagen en la
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cual se encuentre una regio´n u objeto de intere´s, para el cual fue entrenado;
de forma tal que el clasificador generara´ un 1¨s¨i la regio´n evaluada es prob-
able o cercana a la deseada y 0¨e¨n caso contrario. Para buscar el objeto en
una imagen completa se debe mover la ventana de bu´squeda a trave´s de la
imagen y evaluarla usando el clasificador. Este aspecto es fundamental en los
tiempos de procesamiento, debido a que la bu´squeda del objeto en la imagen
debera´ hacer un recorrido de toda ella y si el taman˜o inicial del clasificador es
relativamente pequen˜o frente a la imagen, incrementara´ los tiempos a medida
que se evalu´a este a una escala determinada y dicha escala se va incremen-
tando hasta finalizar la bu´squeda.
Los para´metros del clasificador para deteccio´n de objetos en Opencv, ya en-
trenado, se enmarcan en la siguiente estructura:
cv.HaarDetecto´bjects (imagen, clasificador, objetos, Factor de escala, Mı´ni-
mos vecinos, banderas, taman˜o mı´nimo, taman˜o ma´ximo);
Dichos para´metros esta´n dados por:
Imagen - Imagen que servira´ como a´rea de bu´squeda.
Clasificador - clasificador Haar entrenado para el objeto a identificar.
Objetos - Vector de recta´ngulos donde cada recta´ngulo contiene el objeto
detectado.
Factor de escala - para´metro que especifica hasta que´ punto el taman˜o
de la imagen se reduce en cada escala de la imagen, valor por defec-
to establecido en el mı´nimo= 1.1, al aumentar su valor el tiempo de
procesamiento disminuye.
Mı´nimos vecinos - para´metro que especifica cua´ntos vecinos debe tener
cada recta´ngulo descriptor Haar candidato a fin de retener la carac-
ter´ıstica, valor por defecto 3.
Banderas - El para´metro para establecer la operacio´n de un clasificador
ya usado. No se utiliza para clasificadores nuevos.
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Taman˜o mı´nimo - El taman˜o mı´nimo posible del objeto. Objetos ma´s
pequen˜os se pasan por alto.
Taman˜o ma´ximo - El taman˜o ma´ximo posible del objeto. Los objetos
ma´s grandes no se tienen en cuenta.
3.2.3. Algoritmo de deteccio´n
Inicialmente se establecen las condiciones necesarias para el procesamiento
de imagen general, lo cual implica la definicio´n de variables globales, cap-
tura de la imagen de video y visualizacio´n de las caracter´ısticas deseadas, de
forma tal que el algoritmo se ejecutara´ en un ciclo infinito mientras existan
frames en el video elegido, llamando a la funcio´n que ejecuta el clasificador
Haar entrenado para deteccio´n de rostros y entregando las coordenadas para
establecimiento de la regio´n del mismo.
Algoritmo de la funcio´n principal:
Paso 1: Adquirir la imagen de video (frame)
Paso 2: Mientras existan frames en el video, realizar:
Ejecutar clasificador Haar sobre frame actual para deteccio´n de rostro
Paso 3: Almacenar con las coordenadas del a´rea rectangular, los pixeles de la
ubicacio´n del rostro dada por el clasificador (punto inicial Pir(rx,ry) al punto
final Pfr(rx+r width,ry+r height)
El co´digo asociado se relaciona en el anexo A.1.
La funcio´n cara esta´ determinada por el algoritmo de Viola - Jones en fun-
cio´n al clasificador AdaBoost entrenado, este se utilizara´ de igual forma para
separacio´n del ojo izquierdo del derecho, dicho algoritmo es:
Paso 1:
Cargar parametros optimos del clasificador.
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Paso 2:
Si hay rsotro detectado, almacenar coordenadas, punto inicial en x, y, ancho
y largo.
Paso 3:
Retornar a la funcio´n principal.
El co´digo asociado se relaciona en el anexo A.2.
3.2.4. Resultados del Algoritmo.
Al ejecutar el algoritmo de deteccio´n del rostro en los videos de la base de
datos de prueba, se logro la deteccio´n efectiva en casi la totalidad de los
frames de cada uno, el desempen˜o del algoritmo se puede validar mediante
la matriz de confusio´n de la Tabla 3-2.
Tabla 3-2.: Matriz de Confusio´n de Deteccio´n de Rostro
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 1210 1435 1534 1387 1265 1303 1432 1567 1453 1347 13973
N. Frames 1199 1439 1540 1434 1268 1310 1442 1601 1461 1357 14062
Precisio´n 99 99.7 99.6 99.5 99.7 99.4 99.3 97.8 99.4 99.2 99.28
Se observa que el porcentaje de deteccio´n es elevado, esto es debido al esquema
de los videos de la base de datos ver Figura 3-5, por estar en un ambiente
controlado t´ıpicamente el rostro siempre esta de frente facilitando la labor
del algoritmo, la no deteccio´n del rostro esta´ dada por los casos en los que se
presentan movimientos extremos de la cabeza sean giros a izquierda, derecha
o arriba, y en menor grado hacia abajo, en donde el clasificador no logra
encontrar correspondencia ya que si se pierde en promedio ma´s de un cuarenta
por ciento de la regio´n frontal del rostro este no se identifica.
La base de datos de prueba fue conformada de muestra representativa t´ıpi-
ca de estudiantes de pregrado colombianos entre los 18 y 22 an˜os de edad
habilitados para conducir y quienes voluntariamente decidieron participar en
esta.
28
3 EXTRACCION DE CARACTERISTICAS RELEVANTES POR MEDIO DE
TECNICAS DE PROCESAMIENTO DE IMAGEN
Figura 3-5.: Resultados de algoritmo de deteccio´n de rostro.
3.3. DETECCION DE OJOS
3.3.1. Geometr´ıa de rostro y procesamiento de imagen
Una vez lograda la identificacio´n de la regio´n de rostro en la imagen es viable
realizar una segmentacio´n previa de las regiones del mismo si nos basamos
en los estudios de antropometr´ıa facial reportados en la literatura [2] [28],
las cuales en funcio´n al estudio de una base de datos significativa respecto
a rostros de diferentes razas y genero para edades de un adulto promedio,
presenta las medidas esta´ndares de la Figura 3-6.
De estas medidas para la identificacio´n del ojo se obtiene una regio´n de intere´s
denominada ROI en funcio´n a la regio´n del rostro que determina esta´ a´rea.
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Figura 3-6.: Regio´n de intere´s del rostro, ojo y boca.
La ROI que abarca el a´rea t´ıpica de ubicacio´n de los ojos, segu´n la figura 3-6
esta´ determinada bajo la siguiente proporcio´n: 1,1 ∗ Pix < X < PFx ∗ 0,9 y
1,2∗Piy < Y < PFy ∗0,4. Donde PFx y PFy corresponden al ancho y al alto
del a´rea en que se localiza el rostro, y Pix, Piy, son las coordenadas del p´ıxel
de inicio de dicha a´rea. Finalmente, la regio´n X · Y , corresponde al a´rea de
los ojos.
3.3.2. Algoritmo de deteccio´n
Partiendo de la imagen del a´rea del rostro almacenada se establece la regio´n
de intere´s correspondiente y se almacena para procesamiento posterior, bajo
la estructura del siguiente algoritmo.
Partiendo de la imagen del a´rea del rostro almacenada se establece la regio´n
de intere´s correspondiente y se almacena para procesamiento posterior, bajo
la estructura del siguiente algoritmo.
Paso 1: En funcio´n al a´rea del rostro encontrada segmentar la regio´n del ojo
as´ı:
Coordenadas en x, 10 % del punto inicial (1.1*rx) hasta el 90 % del punto
final (rx+ 0.9*r width)
Coordenadas en y, 20 % del punto inicial (1.2*ry) hasta el 40 % del punto
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final (ry+ 0.4*r height)
Paso 2: Almacenar el a´rea rectangular encontrada desde el punto inicial
Pio(1,1 ∗ rx, 1,2ry) hasta el punto final Pfo(rx + 0,9 ∗ r width, ry + 0,4 ∗
r height).
El co´digo asociado se relaciona en el anexo A.3.
La regio´n resultante se resalta en la Figura 3-7 mediante el cuadro verde.
Figura 3-7.: ROI para los ojos.
Determinada la regio´n de los ojos se realiza una segmentacio´n de cada uno
de estos por separado a fin de poder establecer posteriormente la amplitud
de apertura y/o estado de cierre de cada uno. Esta deteccio´n se realiza por
3.3 DETECCION DE OJOS 31
medio del clasificador Haar entrenado para la deteccio´n de los ojos (Anexo
A.4). La reduccio´n del a´rea de bu´squeda mediante la ROI de los ojos reduce
el tiempo de deteccio´n del clasificador. La Figura 3-8 muestra un ejemplo de
la separacio´n de cada ojo.
Figura 3-8.: ROI para los ojos.
De igual, forma sobre la ROI de los ojos la cual se encuentra en escala de color
con canales R, G y B se hace una trasformacio´n de color a escala de grises [13],
sobre la que se aplica una umbralizacio´n que var´ıa segu´n el ojo izquierdo (Oi)
o el ojo derecho (Od), debido a la incidencia de luz no uniforme en el rostro,
lo que afecta de manera diferente la umbralizacio´n de cada uno. Finalmente
se detectan los contornos resultantes. Como se ilustra en la Figura 3-9.
Figura 3-9.: Umbralizacio´n de los ojos.
El algortimo utilizado es:
Paso 1:
Aplicar el clasificador Haar para separacio´n de los ojos.
separar de la regio´n de los ojos las componenetes de color R,G y B.
convertir la regio´n a escala de grises mediante la ecuacio´n: 0.2989 * R +
0.5870 * G + 0.1140 * B
Paso 2:
Si es ojo izquierdo
Binarizar la imagen en funcio´n a un umbral determinado por histograma
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Detectar contornos
Paso 3:
Si es ojo Derecho
Binarizar la imagen en funcio´n a un umbral determinado por histograma
Detectar contornos
El co´digo asociado se relaciona en el anexo A.5.
En cada uno de los dos contornos, se extrae el recta´ngulo correspondiente
al ojo segu´n las coordenadas obtenidas por medio del clasificador Haar, de
forma tal que ya se obtiene por separado cada ojo y su contorno. Una clasifi-
cacio´n inicial del estado de apertura/cierre del ojo se puede realizar por medio
del establecimiento de los puntos significantes del contorno, los cuales son:
extremo izquierdo (yi), extremo derecho (yd), punto central superior (xs) y
punto central inferior (xi). Estos puntos generan una geometr´ıa determinada
segu´n el estado del ojo, como se ilustra en la Figura 3-10, donde la distancia
|xs − xi| permite discriminar la relacio´n apertura cierre de cada ojo.
Figura 3-10.: Determinacio´n del estado del ojo.
3.3.3. Resultados del algor´ıtmo
La matriz de confusio´n asociada a la base de datos de videos de validacio´n,
para la evaluacio´n del algoritmo de segmentacio´n de la regio´n de los ojos es
ide´ntica a la de deteccio´n de rostro, como se observa en la Tabla 3-3, esto se
debe a la dependencia de la regio´n de intere´s en la identificacio´n asertiva del
rostro y la determinacio´n de sus coordenadas.
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Tabla 3-3.: Matriz de Confusio´n para ROI de los ojos
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 1210 1435 1534 1387 1265 1303 1432 1567 1453 1347 13973
N. Frames 1199 1439 1540 1434 1268 1310 1442 1601 1461 1357 14062
Precisio´n 99 99.7 99.6 99.5 99.7 99.4 99.3 97.8 99.4 99.2 99.28
La segmentacio´n de cada ojo partiendo de la ROI mediante el clasificador
Haar, permite a trave´s de la umbralizacio´n generar la estructura geome´trica
de cada ojo. En la Figura 3-11 se puede observar el resultado de la ejecucio´n
del algoritmo mostrando la ROI, seguida de e´l ojo derecho segmentado con
la geometr´ıa obtenida y el mismo ojo umbralizado.
Figura 3-11.: Algoritmo final de deteccio´n de ojos.
En la Figura 3-11 se observan algunas distorsiones debidas a la generacio´n
del contorno, principalmente con falencias cuando se tiene gafas o cejas muy
pobladas. La determinacio´n del estado de cierre de los ojos, se toma en funcio´n
al nivel de apertura de estos segu´n indica la Ecuacio´n 3-8, como un promedio
del valor de apertura de cada ojo en relacio´n a la apertura ma´xima calculada.
1, Si
|xs− xi|Od+ |xs− xi|Oi
2
< 0, 4 ∗ |xs− xi|max (3-8)
0, Sino.
Respecto a este para´metro se tiene la matriz de confusio´n de la Tabla 3-4, la
cual indica la relacio´n de deteccio´n de cierre de ojos.
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Tabla 3-4.: Matriz de Confusio´n para deteccio´n de cierre de ojos
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 183 67 78 45 54 67 81 65 76 69 685
FP 10 8 11 8 12 25 11 9 6 4 104
N. Frames 1210 1439 1540 1434 1268 1310 1442 1601 1461 1357 14062
Precisio´n 89.2 89.3 87.6 84.9 81.8 72.8 88 87.8 92.68 94.5 86.81
Se evidencia que el desempen˜o se degrada en el video 6, la causa principal
es que es dicho video involucra una persona con gafas, lo cual logra alter-
ar bastante la identificacio´n del contorno del ojo, en el video 5 la persona
posee cejas bastante pobladas que se confunden con el contorno del ojo en el
momento de la umbralizacio´n alterando la medida.
3.4. DETECCION DE BOSTEZOS
3.4.1. Geometr´ıa del rostro y procesamiento de imagen
Esta etapa busca medir niveles de apertura de la boca inusuales, que in-
diquen s´ıntomas de hambre o fatiga, estados relacionados a factores de can-
sancio. Partiendo de la segmentacio´n del rostro se delimita la regio´n de intere´s
donde se localiza la boca, segu´n la distribucio´n antropome´trica de la figura
X se establece la ROI pertinente a la boca, bajo la siguiente proporcio´n:
Pix+ PFx ∗ 0,2 < X < PFx ∗ 0,9 y 4Piy + PFy ∗ 0,5 < Y < PFy ∗ 0,9.
Este esquema permite obtener la ubicacio´n relativa de la boca dentro del
rostro, pero se requiere una segmentacio´n fina que permita establecer la am-
plitud de la misma, lo cual se puede conseguir mediante una trasformacio´n
de espacio de color que resalte las caracter´ısticas de la boca.
3.4.2. Algoritmo de deteccio´n
Paso 1: En funcio´n al a´rea del rostro encontrada segmentar la regio´n del ojo
as´ı:
Coordenadas en x, desde el punto inicial en xma´s el 20 % del ancho (rx+0.2*r width)
hasta el 90 % del punto final (rx+ 0.9*r width)
3.4 DETECCION DE BOSTEZOS 35
Coordenadas en y, desde el punto inicial en y ma´s el 50 % del largo(ry+0.5*
r height) hasta el 90 % del punto final en y (ry+ 0.9*r height)
Paso 2: Almacenar el a´rea rectangular encontrada desde el punto inicial
Pib(rx + 0,2 ∗ r width, ry + 0,5 ∗ r height) hasta el punto final Pfb(rx +
0,9 ∗ r width, ry + 0,9 ∗ r height).
El co´digo asociado se relaciona en el anexo A.6.
Donde se observa que en la variable boca se aloja la imagen correspondiente
a la ROI de la boca, la cual sera´ la base del procesamiento de segmentacio´n
fina. A esta ROI se le aplica una trasformacio´n de espacio de color de RGB
al YCbCr a fin de destacar en la componente Cr las caracter´ısticas de color
rojizo pronunciado de la boca respecto al rostro, sobre esta componente se
realiza una umbralizacio´n adaptativa debido a los cambios de nivel de inten-
sidad presentado por las diferentes pigmentaciones en la piel de cada persona.
El umbral se calcula mediante ana´lisis por histograma, buscando siempre ten-
er el nivel de ma´xima concentracio´n de p´ıxeles.
Paso 1:
Aplicar el clasificador Haar para separacio´n de los ojos.
separar de la regio´n de los ojos las componenetes de color R,G y B.
generar los canales del nuevos espacio de color, YCbCr.
Paso 2:
Calcular el histograma de la componenete Cr
Umbralizar en funcio´n al histograma
Detectar contornos
El co´digo asociado se relaciona en el anexo A.7.
Para la determinacio´n del bostezo se establece la amplitud de la boca como la
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diferencia entre la distancia del contorno superior y el inferior, las diferentes
amplitudes obtenidas en los videos utilizados, se promediaron a fin de obtener
un umbral fijo para discriminacio´n del bostezo. Para el caso este umbral
resulto en 14 p´ıxeles.
3.4.3. Resultados del algoritmo
En la Figura 3-12 se observa el resultado de aplicar el algoritmo de la ROI
a la base de datos de videos de prueba, en la cual ya se tiene segmentado
en la imagen cada uno de los para´metros de intere´s deseados, en el recuadro
naranja el rostro, en el recuadro verde la ROI de los ojos y en el amarillo la
ROI de la boca.
Figura 3-12.: Aplicacio´n del algoritmo ROI de la boca.
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En la Figura 3-13 se observa el resultado del algoritmo de forma tal que en
la parte superior aparece la escena completa, en la parte inferior izquierda la
regio´n de intere´s de la boca, en la parte inferior central la segmentacio´n fina
y la parte inferior derecha el contorno de final de la boca.
Figura 3-13.: Aplicacio´n del algoritmo ROI de la boca.
En la Figura 3-14 se relaciona el resultado del algoritmo de segmentacio´n
fina de la boca, bajo la misma estructura presentada en la Figura 3-13.
La matriz de confusio´n que relaciona el desempen˜o del algoritmo para la
deteccio´n de bostezos en la base de datos de pruebas se presenta en la Tabla
3-5.
Tabla 3-5.: Matriz de confusio´n para deteccio´n de bostezos.
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 10 8 12 8 8 10 8 12 10 10 96
FP 2 0 2 0 0 0 0 2 0 0 6
N. Frames 1210 1439 1540 1434 1268 1310 1442 1601 1461 1357 14062
Precisio´n 83.3 100 85.7 100 100 100 100 85.7 100 100 94.11
Se evidencia que en general la deteccio´n de bostezos tiene un buen desempen˜o
con un porcentaje de precisio´n general del 94 %, los casos presentados de
falsos positivos se dan en relacio´n a los movimientos de cabeza hacia abajo
que pierden de la imagen la claridad del contorno de la boca, no generando
una diferencia marcada con el resto del a´rea antropome´trica establecida en
la ROI.
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Figura 3-14.: Aplicacio´n segmentacio´n fina de la boca en la base de datos.
3.5. DETECCION DE CABECEO
La deteccio´n del cabeceo que asociamos al estado de fatiga, esta´ relacionada
con movimientos de asentamiento de cabeza, en los cuales la posicio´n relativa
de la misma cambia abruptamente hacia abajo. Por la razo´n anterior no es
viable validar este cambio frame a frame, ya que la variacio´n de dicha posicio´n
no sera´ significativa y es susceptible de confundirse con otro movimiento.
Sea el p´ıxel Pi una posicio´n relativa e inicial de la cabeza, conformada por
las coordenadas Pix y Piy, dadas por el valor medio de la distancia entre
los centros del ojo izquierdo (coi) y el derecho (cod), como se muestra en la
Figura 3-15. A partir del frame de un t = 0, se realiza un conteo de frames
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de duracio´n de 1 segundo, de forma tal que la nueva posicio´n de la cabeza
sera´ Pf . Si la diferencia Pf − Pi supera un umbral determinado, el cual
depende de la resolucio´n de la ca´mara y de la distancia de esta´ al conductor,
se considera la presencia de un cabeceo.
Figura 3-15.: Aplicacio´n segmentacio´n fina de la boca en la base de datos.
Un cabeceo se determina como se especifica en la Ecuacio´n 3-9, donde t = 0
para Pi en el frame x, y t = 1 para Pf en el frame x+ y.
1, If ∆(Pf − Pi) > Umbr ent = 1seg (3-9)
0, Else ∆(Pf − Pi) < Umbr ent = 1seg
En este trabajo Umbr se establecio´ en 8 p´ıxeles, en relacio´n al valor promedio
de la cantidad de cabeceos detectados en la base de datos de video, la canti-
dad de frames de diferencia se establecio´ en 20 frames, debido al tiempo de
procesamiento por frame y la cantidad de frames necesarias para relacionar
1 segundo. Es claro que se requiere una inicializacio´n de este algoritmo para
ocupar las posiciones que dara´n lugar a la diferencia entre los frames con-
siderados, una vez esto se genera una ventana dina´mica en la que el nuevo
frame ocupa la u´ltima posicio´n mientras el primer frame es reemplazado por
el siguiente, el segundo por el siguiente y as´ı sucesivamente.
3.5.1. Algoritmo de deteccio´n
Paso 1:
Tomar como punto de referencia la posicio´n inicial de la cabeza, en terminos
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de la distancia media entre los centros de los ojos ((|coi− cod|)/2).
Inicializar los primeros 20 frames
Paso 2:
Calcular la distancia de cabeceo como la diferencia entre el punto de referen-
cia del frame actual (Pi[0]) menos el frame de 20 frames atras (Pf [−20]).
Paso 3:
Si la diferencia (|Pi[0]− Pf [−20]|) es mayor al umbral establecer cabeceo.
Paso 4:
Actualizar el valor de los frames almacenados, reemplazando el frame ma´s
antiguo´ por el siguiente hasta llegar al frame actual.
El co´digo asociado se relaciona en el anexo A.8.
Donde el centro de cada ojo es calculado como el punto central de las coor-
denadas determinadas mediante el clasificador Haar, Pi corresponde a cab[0]
y Pf a cab[20].
3.5.2. Resultados del algoritmo
En la Figura 3-16 se puede observar el algoritmo final de segmentacio´n
antropome´trica y fina, con los puntos significativos para la determinacio´n
del cada una de las caracter´ısticas que reflejan fatiga de forma visual. La
Tabla 3-6 refleja el comportamiento mediante matriz de confusio´n, del algo-
ritmo de deteccio´n de cabeceos, en el cual no se presentaron falsos negativos,
la presencia de falsos positivos esta´ dada por movimientos de cabeza brusco
laterales, lo cual se puede mejorar incluyendo un a´ngulo de giro, respecto al
movimiento de la cabeza.
En funcio´n a los algoritmos hasta aqu´ı obtenidos, se concluye que es posible
mediante te´cnicas de procesamiento de imagen, aplicadas a una secuencia de
video, extraer las caracter´ısticas asociadas a los s´ıntomas visuales de fatiga,
con un desempen˜o suficiente a fin de lograr buscar parametrizar una respuesta
automa´tica que indique dicho estado. En el cap´ıtulo siguiente se abordara´ la
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Tabla 3-6.: Determinacio´n de cabeceos.
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 6 5 7 6 4 6 5 5 4 3 51
FP 2 1 1 0 0 1 0 2 0 1 8
N. Frames 1210 1439 1540 1434 1268 1310 1442 1601 1461 1357 14062
Precisio´n 75 83 87.5 100 100 87.5 100 71.4 100 75 86.4
Figura 3-16.: Resultados del Algoritmo general.
forma de generar dicha respuesta, aplicando los algoritmos a secuencias de
video en ambiente real (dentro de un veh´ıculo).
4. DETERMINACION DEL ESTADO
DE FATIGA POR ANALISIS SIN
MEMORIA
Una vez establecidos los algoritmos que permiten identificar los para´metros
que asociamos a la fatiga del conductor, mediante te´cnicas de visio´n por
computador en ambiente controlado, el paso siguiente es realizar pruebas de
los mismos en videos en ambiente real, a fin de validar que la deteccio´n de
ojos, boca y orientacio´n de cabeza y sus amplitudes relacionadas, permiten
establecer condiciones de alarma pertinentes, a los estado de fatiga identifi-
cados. Para ello se obtuvieron 10 videos de duracio´n promedio tres minutos,
capturados a 30 frames/segundo con resolucio´n 320X240 p´ıxeles. Las condi-
ciones de luz fueron, en general, uniformes. 5 videos se grabaron en horas de
la man˜ana y 5 en horas de la tarde.
Validados los algoritmos se debe realizar un ana´lisis por medio de un sistema
de decisio´n o clasificacio´n, para poder establecer el nivel de cansancio y cotejar
el resultado del co´digo frente al ana´lisis manual del video estableciendo y
as´ı por medio de una matriz de confusio´n identificar la precisio´n del mismo.
4.1. ALGORITMOS DE DETECCION SOBRE VIDEOS
EN AMBIENTE REAL
Al ejecutar de forma inicial el algoritmo se evidencia que el tiempo de re-
spuesta es alto debido a la bu´squeda del rostro en la escena, el cual esta´ en
el orden de los 120 a 130 milisegundos, dado que los tiempos de nivel de
alerta con los ojos cerrados que se establecio´ en el Cap´ıtulo 1 esta´ en 200
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milisegundos es necesario reducir este tiempo. Dado que la convergencia del
clasificador utilizado esta´ determinada por el a´rea de bu´squeda, delimitar es-
ta al a´rea del conductor dentro del veh´ıculo, debe reducir considerablemente
dicho tiempo. Para lograr esto se utiliza el clasificador Haar en dos etapas, la
primera explora toda la escena, con los para´metros del clasificador utilizando
valores o´ptimos, lo cual requiere un tiempo promedio de 180 ms, etapa inicial
que genera una ROI base para el resto del video. La segunda basada en el
uso del clasificador ya sobre la reduccio´n del a´rea respecto a la ubicacio´n ini-
cial del rostro (nueva ROI), definida como el recta´ngulo externo que contiene
al resultado del clasificador inicial, en una proporcio´n del 10 % mayor, da-
da la posibilidad de movimientos del conductor frente al volante, obteniendo
as´ı tiempos promedios de respuesta de 15 milisegundos.
4.1.1. Deteccio´n del rostro
La modificacio´n del co´digo implica reestructurar el algoritmo de ubicacio´n
del rostro de la siguiente forma:
Algoritmo de la funcio´n principal:
Paso 1
frame= video entrada //frame es cargado con la imagen del video deseado
Paso 2
while frames 6=0 //mientras existan frames en el video
if(rostro==0) then rostroi(frame) //enviar el frame a la funcio´n de clasifi-
cacio´n inicial else rostro(frame)
//enviar frame a la funcio´n de clasificacio´n general
Paso 3
for i=rx to rx+r width //almacenar el a´rea del rostro mediante las coorde-
nadas
for j=ry to ry+r height // encontradas en el clasificador, en la variable cara
cara(i,j)=frame(i,j) //delimitada por el a´rea rectangular de alto y ancho
//r height y r width hallados, punto inicial rx,ry.
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El co´digo asociado se relaciona en el anexo A.9.
En el algoritmo, se establece si se ha encontrado el rostro inicial de lo con-
trario retorna a la funcio´n principal, de encontrarse se establece un a´rea de
localizacio´n del conductor (ROI) en la que se centrara´ las bu´squedas futuras
del rostro, es de anotar que esta funcio´n de calibracio´n inicial establece los
para´metros extremos del clasificador para asegurar la deteccio´n del rostro en
el campo de visio´n de la ca´mara dentro del veh´ıculo, en una ventana mı´nima
de 60 X 60 p´ıxeles, lo cual descartara´ rostros ma´s pequen˜os que puedan ser
detectables en asientos traseros al conductor, el resultado final se observa en
la Figura 4-1.
Figura 4-1.: Resultado del algoritmo de ubicacio´n del rostro.
4.1.2. Deteccio´n de la regio´n de los ojos
En la deteccio´n de la regio´n de los ojos el algoritmo´ funciono satisfactoria-
mente, es decir se logra extraer la regio´n de intere´s, para los cuales el rostro
es detectado. En la Figura 4-2 se puede observar la segmentacio´n realizada
y en la Figura 4-3 el resultado del procesamiento de la imagen por cambio
de espacio de color y su respectiva umbralizacio´n.
Figura 4-2.: Segmentacio´n de los ojos.
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(a) Original. (b) Umbral-
izacio´n.
(c) Contorno.
Figura 4-3.: Operaciones sobre la ROI de los ojos.
4.1.3. Deteccio´n de la regio´n de la boca
En la Figura 4-4 se puede observar la segmentacio´n realizada de la regio´n de
la boca, en la Figura 4-5 se da una muestra del resultado del procesamien-
to de imagen a esta regio´n por cambio al espacio de color YCbCr y su la
umbralizacio´n respecto a la componente Cr.
Figura 4-4.: Segmentacio´n gruesa de la regio´n de la boca.
El resultado de el procesamiento de imagen para la regio´n de la boca, permite
observar las diferentes formas que adopta el contorno de la misma despue´s
de umbralizar y binarizar, sobre el a´rea de interes que demarca la regio´n. La
Figura 4-6 da una relacio´n de las diferentes formas obtenidas del movimiento
de la boca para un mismo conductor sobre los cuales es posible validar las
variaciones de amplitud.
4.1.4. Validacio´n de la Segmentacio´n fina
Al correr el co´digo de forma general sobre la base de videos de prueba se va´li-
do su funcionamiento, y las condiciones bajo las que opera satisfactoriamente
segu´n la me´trica de evaluacio´n realizada en el Cap´ıtulo 2. El resultado de la
ejecucio´n del algoritmo se presenta en diferentes condiciones de luminosidad,
cambio de veh´ıculo y conductor. En la Figura 4-7 se observa la imagen com-
pleta capturada, segmentacio´n de la regio´n del rostro (cuadro naranja), con
identificacio´n de ojos (cuadro rojo), identificacio´n de la boca (cuadro verde)
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(a) Original. (b) Con-
torno.
(c) Umbral-
izacio´n.
Figura 4-5.: Determinacio´n del estado de la boca.
Figura 4-6.: Segmentacio´n gruesa de la regio´n de la boca.
y orientacio´n de la cabeza mediante el triangulo azul. De igual forma se ob-
serva la segmentacio´n de la regio´n de los ojos y regio´n de la boca, de estas
el resultado del procesamiento de la imagen para establecer la amplitud de
apertura de cada ojo y amplitud de la apertura de la boca.
En la Figura 4-8 se presenta el resultado del algoritmo en la base de datos
de videos en ambiente real.
Es posible observar de las ima´genes anteriores, respecto a la ejecucio´n del
algoritmo en cada uno de los videos, que es funcional y permite realizar las
mediciones para las que fue disen˜ado y probado en ambiente controlado. Las
tablas 4-1, 4-2 y 4-3 muestran las matrices de confusio´n para la me´trica y
evaluacio´n respectiva del algoritmo frente a la deteccio´n del cierre de ojos,
deteccio´n de bostezos y de cabeceos, en te´rminos de los verdaderos positivos,
es decir los casos en que se detecto´ acertadamente y falsos positivos o casos
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Figura 4-7.: Resultado del algoritmo de segmentacio´n en ambiente real.
en los que se detecto´ sin presentarse el evento.
Tabla 4-1.: Matriz de confusio´n para cierre de ojos.
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 45 36 32 42 48 39 50 39 43 35 409
FP 6 5 6 5 8 3 4 2 2 2 43
T. Cierre ojos 47 39 35 44 51 41 52 42 44 37 432
Precisio´n 88.2 87.8 84.2 89.3 85.7 92.8 92.6 95.1 95.5 94.6 90.4
Tabla 4-2.: Matriz de confusio´n para bostezos.
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 4 7 7 8 6 4 6 10 8 12 72
FP 2 3 1 3 2 1 1 3 3 2 22
T. Bostezos 4 8 7 10 8 5 6 10 10 13 81
Precisio´n 66.6 70 87.5 72.2 75 80 85.7 76.9 72.2 85.7 76.6
Se observa en los resultados generales que el desempen˜o del algoritmo dismin-
uye en ambiente real, esto debido a que hay mayores cambios de iluminacio´n,
as´ı como movimientos permanentes y ma´s bruscos del conductor, as´ı como es-
tados de habla cuya amplitud de la boca se clasifica como bostezo dando por
resultado un falso positivo, como se presenta en la Tabla 4-2 para el video 1.
En la Tabla 4-3, para el video 3, la precisio´n baja considerablemente debido
a que se presentan movimientos de cabeza hacia abajo, no relacionados con
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Figura 4-8.: Respuesta de la base de datos para el algoritmo de segmentacio´n.
fatiga, que al ser pronunciados son clasificados como cabeceos.
Como se observa en la Figura 4-9, la deteccio´n cuando el conductor esta frente
a la ca´mara es acertada (figura 4.9(a)), pero se distorsiona en los contornos de
los ojos y la boca al realizar movimientos pronunciados a izquierda o derecha
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Tabla 4-3.: Matriz de confusio´n para cabeceos.
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 10 11 7 8 5 7 6 8 8 6 75
FP 2 4 5 3 2 1 1 2 2 1 23
T. Cabeceos 10 12 8 10 6 8 7 8 10 10 89
Precisio´n 83.3 73.3 58.3 72.2 71.4 87.5 85.7 80 80 85.7 80
(figura 4.9(b)), lo cual no indica que el algoritmo para deteccio´n de fatiga se
vea comprometido, esto debido a que esta condicio´n es contraria a la descrita,
es decir los movimientos de cabeza en estado de fatiga implican lentitud en
los mismos, salvo el cabeceo. Por otro lado los movimientos laterales indican
actividad del conductor no convencional en estados de fatiga.
(a) Rostro de frente. (b) Rostro de lado.
Figura 4-9.: Resultados del Algoritmo.
A continuacio´n se presentan las secuencias ma´s representativas de los videos
uno y dos, en las Figura 4-10 y Figura 4-11 con la segmentacio´n general de
las ROI de intere´s.
4.2. ESTABLECIMIENTO DE NIVELES DE ALERTA
En funcio´n a las medidas extra´ıdas y validadas en los videos de prueba en am-
biente real, respecto a las caracter´ısticas que nos permiten arrojar un juicio
sobre el estado del conductor, se obtiene finalmente una categorizacio´n bina-
ria de cada una de ellas, en relacio´n al umbral establecido. A fin de identificar
un estado de fatiga, se opto´ por una clasificacio´n tipo tabla (ver Tabla 4-4),
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Figura 4-10.: Secuencia Video 1.
cuyas entradas son: Apertura/cierre del ojo, presencia del bostezo y presencia
de cabeceo, con estados de salida diferenciados en tres clases, as´ı:
Clase 1: No fatiga.
Clase 2: alerta.
Clase 3: Cr´ıtico.
El establecimiento de tres clases para el sistema esta´ orientado a permitir al
mismo, generar una alarma temprana en funcio´n a las caracter´ısticas detec-
tadas, de forma tal que no se necesite un estado cr´ıtico para realimentar al
conductor, y se de´ mayor tiempo de reaccio´n, incluso reflexio´n sobre su es-
tado actual. La mayor´ıa de trabajos del estado del arte solamente establecen
un umbral para discriminacio´n de estado de fatiga o no fatiga. Este esque-
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Figura 4-11.: Secuencia Video 2.
ma no ofrece carga computacional al algoritmo, parte importante en perfilar
un sistema en tiempo real, y es suficiente para establecer la relacio´n entrada
salida, inicial. Esta clasificacio´n permite establecer condiciones preliminares
a un estado cr´ıtico en la que se pueda generar una accio´n determinada por
parte del conductor, en mayor medida se considera el estado de cierre de los
ojos como para´metro ma´s incidente relacionado de forma visual con la fatiga,
segu´n se puede extraer del estudio desde el punto de vista sicolo´gico descrito
en el cap´ıtulo 1, y por igual medida al cabeceo y al bostezo. En la clasifi-
cacio´n se presenta una condicio´n particular de alerta, en la que se contempla
la presencia de cabeceo y bostezo (caso 2.1), en donde es inusual un cabeceo
sin cierre de ojos, pero se tiene que, en estado de fatiga el conductor pueda
o trate de tender a mantener los ojos abiertos.
52 4 DETERMINACION DEL ESTADO DE FATIGA POR ANALISIS SIN MEMORIA
Tabla 4-4.: Clasificacio´n del estado de fatiga
Caso Ojos Cerrados Bostezo Cabeceo Fatiga
1.1 No No No No
1.2 No No Si No
1.3 No Si No No
2.1 No Si Si Alerta
2.2 Si No No Alerta
3.1 Si No Si Cr´ıtico
3.2 Si Si No Cr´ıtico
3.3 Si Si Si Cr´ıtico
4.3. RESPUESTA Y ANALISIS DEL SISTEMA
Una vez desarrolladas las pruebas iniciales para determinacio´n de la presencia
de los estados de intere´s, ojo cerrado, bostezo y cabeceo, se procedio´ a la
realizacio´n de pruebas en ambiente real de conduccio´n, respecto al sistema
de decisio´n. Se obtiene que el tiempo total de procesamiento de cada frame
es en promedio de 30 ms.
En la Tabla 4-5, se presenta el ana´lisis por matriz de confusio´n de los videos
para todos los frames que reportaron estados del caso 2.1, en la Tabla 4-6
los del caso 2.2, en tabla 4-7 los del caso 3.1, en Tabla 4-8 los del caso 3.2
y , en tabla 4-9 los del caso 3.3, evaluando el desempen˜o del sistema por
medio de medidas de estad´ısticas falso positivo (FP), falso negativo (FN),
verdadero positivo (VP) y verdadero negativo (VN). Donde VP corresponde
al acierto en la deteccio´n del estado de fatiga para el caso correspondiente,
VN corresponde al acierto en la no deteccio´n de dicho estado, FP corresponde
al desacierto al detectar el caso respectivo sin haberse presentado y FN al
desacierto al decir que no correspond´ıa a un caso de no alerta de este tipo.
Se evaluo´ la calidad de acierto en la deteccio´n del nivel de cansancio mediante
la precisio´n de la matriz de confusio´n. De forma general se obtuvo respecto a
los 10 videos los siguientes valores promedios de precisio´n para los casos que
reflejan fatiga: caso 2.1 el 92 %, caso 2.2 el 91 %, caso 3.1 el 88 %, caso 3.2
el 90 % y caso 3.3 el 83 %. Se observa que la precisio´n promedio para todos
los casos que reportan fatiga es del 88,8 %, denotando una buena respuesta
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Tabla 4-5.: Estado de fatiga reportados para el caso 2.1.
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 2 3 3 2 0 1 2 3 1 1 18
FP 0 1 0 0 0 0 1 1 0 0 3
VN 1208 1435 1535 1432 1268 1309 1438 1595 1460 1356 14041
FN 0 0 2 0 0 0 1 2 0 0 5
Precisio´n 100 75 100 100 100 100 66.67 75 100 100 91.67
Tabla 4-6.: Estado de fatiga reportados para el caso 2.2.
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 28 36 32 42 48 39 50 39 43 35 392
FP 5 4 1 2 1 6 8 4 6 3 40
VN 1165 1393 1503 1388 1216 1264 1381 1552 1410 1318 13590
FN 12 6 4 2 3 1 3 6 2 1 40
Precisio´n 84.8 90 96.9 95.4 97.9 86.6 86.2 90.7 87.7 92.1 90.87
Tabla 4-7.: Estado de fatiga reportados para el caso 3.1.
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 6 7 5 5 3 6 5 7 6 6 56
FP 1 0 1 1 0 2 1 2 1 1 10
VN 1200 1431 1534 1428 1264 1302 1435 1589 1454 1349 13986
FN 3 1 0 0 1 0 1 3 0 1 10
Precisio´n 85.7 100 83.3 100 100 75 83.3 77.78 85.7 85.7 87.6
Tabla 4-8.: Estado de fatiga reportados para el caso 3.2.
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 3 4 5 5 4 6 6 7 5 5 50
FP 0 1 1 0 0 1 1 3 0 0 7
VN 1206 1434 1533 1429 1264 1302 1435 1589 1456 1351 13999
FN 1 0 1 0 0 1 0 2 0 1 6
Precisio´n 100 80 83.3 100 100 85.7 85.7 70 100 100 90.48
Tabla 4-9.: Estado de fatiga reportados para el caso 3.3.
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 3 2 2 1 2 3 1 4 4 1 23
FP 1 0 1 0 0 1 0 1 1 1 6
VN 1205 1437 1537 1433 1265 1306 1440 1595 1456 1355 14029
FN 1 0 0 0 1 0 1 1 0 0 4
Precisio´n 75 100 66.67 100 100 75 100 80 80 50 82.67
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del sistema. El alto valor de VN es lo esperado, ya que esta´ discriminando
eficientemente los casos que no corresponden al estado de salida del sistema
analizado. De los resultados de la precisio´n se tiene que la presencia de fal-
sos positivos tanto en cabeceo como en ojos cerrados, conllevan a estados
de alarma falsos. Esto, aunque no es ideal, no va en contra del resultado de
identificacio´n del estado de cansancio, ya que se discrimina la totalidad de
los estados cr´ıticos, denotando una buena relacio´n de desempen˜o del algorit-
mo. Los falsos positivos se derivan de problemas de deteccio´n dados por la
orientacio´n de los ojos y la cabeza. La identificacio´n de los ojos en ima´genes
de vista frontal es casi del 100 %, con una extraccio´n clara de contornos.
Para vistas laterales la eficiencia disminuye, debido a que se presentan cam-
bios en el contorno del ojo y la iluminacio´n, alterando la discriminacio´n de
apertura/cierre. Este factor no es necesariamente relevante, ya que de todas
formas reporta una actividad at´ıpica del conductor. Este inconveniente tam-
bie´n aparece en la medicio´n del bostezo.
En las Figuras de la 4-12 a la 4-21 se observan los resultados de ejecutar el
algoritmo en los diez videos, mostrando casos de deteccio´n de estado normal,
alarma y cr´ıtico.
Figura 4-12.: Estados de alarma reportados como Alerta por el caso 2.2 y Cr´ıtico por el
caso 3.1.
Uno de los principales inconvenientes presentados es que por el modelo em-
pleado, casos de estados en frames consecutivos pueden presentar compor-
tamientos como alerta, despue´s normal y posteriormente detectar cr´ıtico lo
cual no ser´ıa coherente y en parte se debe a que no se esta´ presentando re-
alimentacio´n del estado anterior en el sistema de clasificacio´n. Por otro lado
si un estado de fatiga persiste el tipo de alarma generada permanecera´, esto
puede ser mejorado dado el caso reiterativo del estado alertado que puede
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Figura 4-13.: Estados de alarma reportados como Alerta por el caso 2.2 y Cr´ıtico por el
caso 3.1.
Figura 4-14.: Estados de alarma reportados como Alerta por el caso 2.2 y Cr´ıtico por el
caso 3.1.
Figura 4-15.: Estados de alarma reportados como Alerta por el caso 2.1 y Cr´ıtico por el
caso 3.1.
Figura 4-16.: Estados de alarma reportados como Alerta por el caso 2.2 y Cr´ıtico por el
caso 3.1.
pasar a ser cr´ıtico de persistir.
De igual forma un caso aislado de alarma sea de alerta o cr´ıtica es posible
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Figura 4-17.: Estados de alarma reportados como Alerta por el caso 2.2 y Cr´ıtico por el
caso 3.1.
Figura 4-18.: Estados de alarma reportados como Alerta por el caso 2.1 y Cr´ıtico por el
caso 3.1.
Figura 4-19.: Estados de alarma reportados como Alerta por el caso 2.2 y Cr´ıtico por el
caso 3.1.
Figura 4-20.: Estados de alarma reportados como Alerta por el caso 2.1 y Cr´ıtico por el
caso 3.2.
que no sea detectado o visto por el conductor ya que la respuesta inmediata
del sistema, cambia en el orden de las decenas de milisegundos lo cual para
un sistema de audio o visual es poco tiempo a fin de ofrecer un estado de
realimentacio´n. Estos inconvenientes buscan ser solucionados mediante las
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Figura 4-21.: Estados de alarma reportados como Alerta por el caso 2.2 y Cr´ıtico por el
caso 3.2.
te´cnicas de clasificacio´n expuestas en el cap´ıtulo 4.
5. DETERMINACION DEL ESTADO
DE FATIGA POR ANALISIS CON
MEMORIA
Hasta el momento se presento´ la forma de extraer los para´metros de cansancio
por te´cnicas de procesamiento de imagen y un sistema de inferencia ba´sico
para determinacio´n de dicho estado, el cual es calculado frame a frame en
la escena, este a su vez no presenta realimentacio´n de una imagen a la sigu-
iente. Este hecho limita la respuesta del sistema y aunque permite generar
una alarma referente al estado de fatiga la forma de ca´lculo no da la duracio´n
suficiente que de´ lugar al conductor a reaccionar, o a ser consciente de su
estado de fatiga si las primeras alarmas generadas son aisladas. Para ello se
busca mejorar el sistema de clasificacio´n del estado de fatiga de forma tal
que considere el aspecto dina´mico o cambiante del mismo, mediante la reali-
mentacio´n del sistema y la utilizacio´n de te´cnicas de aprendizaje supervisado
(ensen˜ando la respuesta a una entrada determinada) que le permitan inferir
el estado del conductor de forma ma´s objetiva.
Una forma de mejorar el sistema es complementar el algoritmo de forma
tal que identifique mejor cabeceos no solo en direccio´n vertical (ca´ıda de la
cabeza), sino con ciertos a´ngulos de movilidad, integra´ndolo con la apertu-
ra/cierre de ojos y magnitud de apertura de boca establecidos, de manera
que sea posible entrenar una red neuronal que arroje los mismos estados de
alarma respecto a la fatiga (normal, alerta y cr´ıtico) y que utilizando el con-
cepto de factor de olvido, el cual lo que hace es ponderar el peso que ejerce
en el ca´lculo cada muestra [9], permita realimentar frame a frame el estado
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de fatiga presentado.
5.1. TECNICAS DE APRENDIZAJE
En el campo de la inteligencia artificial una de las te´cnicas de aprendizaje de
ma´quina o aprendizaje automa´tico esta´ orientada a la clasificacio´n de estas
mediante las caracter´ısticas de ensen˜anza que involucra, entre ellas tenemos:
Aprendizaje Supervisado
Aprendizaje no supervisado
Aprendizaje semisupervisado
5.1.1. Aprendizaje supervisado
Este tipo de aprendizaje se caracteriza por requerir al menos dos vectores de
datos a fin de formar la estructura de aprendizaje, uno de ellos es el vector
de entrada, el cual contendra´ la informacio´n que se desea sea aprendida por
el agente, el otro vector debera´ contener la salida correspondiente, este tipo
de aprendizaje se enmarca en el entorno de clasificacio´n, en la cual se entre-
na al agente mediante el aparejamiento de entrada salida, es decir se indica
cierta clase de datos a que salida corresponden. Es decir requiere ensen˜anza
del sistema mediante un esquema de aprendizaje convencional con profesor
que le indica para ciertas entradas cual debe ser la salidas [3].
Entre las te´cnicas de aprendizaje supervisado se enmarca las redes neuronales
las cuales para su aprendizaje o entrenamiento requieren un vector de datos
de entrada y su correspondiente salida, la cual es la opcio´n escogida para
generar una nueva clasificacio´n en el algoritmo de deteccio´n de fatiga.
5.1.2. Aprendizaje no supervisado
En este tipo de aprendizaje no se maneja conocimiento previo o apriori, es
denominado tambie´n de aprendizaje automa´tico y busca inferir en funcio´n
de los datos y diferentes te´cnicas de aprendizaje y/o clasificacio´n, la sali-
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da o respuesta del sistema. En comparacio´n con el esquema de aprendizaje
convencional, suprime al profesor y establece que el aprendizaje evalu´e los
conceptos por s´ı mismo.
En este campo se tienen te´cnicas de aprendizaje como el clustering, reduccio´n
de dimensionalidad y mapas auto-organizados.
5.1.3. Aprendizaje semisupervisado
Es el te´rmino medio entre las dos te´cnicas expuestas en las que el apren-
dizaje de datos no conocidos es mejorado o reforzado por un grupo de datos
previamente presentados, entrenados o ensen˜ados.
5.2. REDES NEURONALES ARTIFICIALES
Las redes neuronales artificiales [33] esta´n inspiradas en la neurona biolo´gica,
la cual es un tipo de ce´lula especializada que recibe informacio´n de otras neu-
ronas o de diversos o´rganos a fin de procesarla y enviar el resultado de dicho
proceso a otras neuronas. De igual forma, la neurona artificial recibe informa-
cio´n de diversas fuentes, caracterizadas por un vector de datos S; compuesto
del te´rmino S1 hasta el SN . De forma tal que la informacio´n no le llega a la
neurona en estado puro, sino ponderada por un peso determinado, a fin de
poder reajustarlo, esto debido a que un tipo de informacio´n tendra´ diferente
importancia respecto a otro. Para lo cual a cada dato o informacio´n se le
multiplica por un peso designado por Wij, al tener N datos de entrada o
informacio´n, habra´ N pesos. En la Figura 5-1 se tiene el esquema de una red
neuronal artificial.
La activacio´n o funcio´n de la neurona se da al llegar a esta todos los datos
de entrada, ponderados por sus pesos, los cuales son sumados. A esta se
le denomina regla de propagacio´n. Aunque es posible adoptar otras fo´rmulas
ma´s complejas lo habitual es la suma simple de todas las entradas ponderadas,
a lo cual se da el nombre de potencial sina´ptico, el cual podemos describir
con la Ecuacio´n 5-1.
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Figura 5-1.: Red Neuronal Artificial
Fi(Xj) = Sj ∗Wj (5-1)
Donde:
Fi(t) potencial sina´ptico de la neurona i en el momento t.
Sj entrada de datos procedentes de la fuente de informacio´n j.
Wj peso sina´ptico asociado a la entrada Xj.
Cuando el resultado de la regla de propagacio´n supera un cierto nu´mero o
umbral de activacio´n, entonces la neurona opera o se activa y el nu´mero
resultante de la regla de propagacio´n se ı¨ntroducee¨n una funcio´n denominada
funcio´n de transferencia. De forma tal que se puede representar como:
Fi(Xj) > θ , entonces f [Fi(Xj)]
Entre las diferentes funciones por las que se puede optar para la funcio´n de
transferencia se tiene cinco funciones de transferencia t´ıpicas que determinan
los distintos tipos de neuronas, son:
1. Funcio´n lineal
2. Funcio´n escalo´n
3. Funcio´n Sigmoidea
4. Funcio´n Tangente Sigmoidea
5. Funcio´n Gaussiana
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5.2.1. Red Neuronal Artificial MLP
En el a´mbito de las redes neuronales artificiales una sola neurona no tiene
la capacidad para realizar un proceso lo´gico, por lo cual se trabajan en con-
junto o red. Dichas redes esta´n compuestas de capas. Generalmente, una red
neuronal t´ıpica tendra´ tres capas: una de entrada de datos, otra oculta donde
se procesan los datos y una tercera de salida para los resultados. Cada una
de las capas contendra´ un nu´mero determinado de neuronas en funcio´n del
disen˜o que haya decidido el experto y del tipo de trabajo que vaya a realizar
la red. Todas las neuronas que contiene una capa se conectan con todas las
neuronas de la siguiente capa. De esta manera, cuando una neurona obtiene
un resultado, lo env´ıa a todas las neuronas de la capa siguiente. Evidente-
mente ese resultado sera´ ponderado en cada neurona por el peso sina´ptico,
como se muestra en la Figura 5-2.
Figura 5-2.: Red Neuronal Artificial MLP
Para que una red neuronal descubra las conexiones no lineales entre dos con-
juntos de datos hay que entrenarla. Para esto se le presentan a la red los
datos de entrada y los respectivos resultados o salidas que generan. La red,
utilizando de manera reiterada un algoritmo, denominado de aprendizaje,
modificara´ los pesos, (que en el inicio de la red tienen un valor aleatorio) una
y otra vez hasta encontrar el conjunto de ellos que consiguen, con los datos
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suministrados, obtener los resultados establecidos.
Una vez entrenada, se le presentan nuevos datos y se hace un test para com-
probar la eficiencia del conjunto de pesos. Si no es satisfactorio se vuelve a
ajustar los pesos. Cuando la red es evaluada y ofrece un rendimiento o´ptimo,
ya esta´ lista para trabajar. Se le puede introducir datos nuevos y la red ofre-
cera´ los resultados del problema en el que se esta´ trabajando. Este tipo de
redes neuronales se les denomina de aprendizaje supervisado, debido a que
al introducir los datos queridos, la red, en la fase de entrenamiento, puede
calcular el error que comete y modificar los pesos sina´pticos con el objetivo
de disminuir este error.
La red neuronal supervisada ma´s utilizada es la denominada Perceptro´n Mul-
ticapa o MLP (Multi - Layer Perceptron). Esta es una red de varias capas,
usualmente tres (entrada, oculta y salida), que utiliza como funcio´n de trans-
ferencia en la capa oculta los diferentes tipos de funciones mencionados en la
seccio´n anterior, entre ellas las funciones sigmoideas. Las funciones de la capa
de salida pueden ser lineales o sigmoideas, dependiendo del tipo de salida que
se quiera. La red MLP es un aproximador universal de funciones. Si existe
una funcio´n que relaciona dos conjuntos de datos, la red MLP la descubrira´.
Pero la caracter´ıstica ma´s importante de las MLP es que utiliza como funcio´n
de aprendizaje la retropropagacio´n hac´ıa atra´s o Regla BP por las siglas en
ingle´s.
5.3. ARQUITECTURA DEL SISTEMA DE
CLASIFICACION
Los para´metros de la red neuronal artificial (RNA) a utilizar, la cual sera´ una
perceptro´n multicapa, esta´n determinados por el esquema de procesamiento
presentado de forma tal que el co´digo base no cambiara´ para mediciones en
ojos y boca, mientras que para cabeceo se presenta una modificacio´n leve
en el ca´lculo de la magnitud y se adiciona el ca´lculo del a´ngulo de giro. Ya
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que la red aprende sobre las diferentes condiciones presentadas en el vec-
tor de entrenamiento, se le puede ensen˜ar que es un ojo abierto, un bostezo
o un cabeceo en diferentes direcciones, en torno a sus amplitudes, por lo
cual se eliminan los umbrales que binarizaban dichos estados. A razo´n de es-
to los para´metros de entrada para entrenamiento sera´n por tanto: amplitud
promedio de ambos ojos, amplitud de la boca, amplitud del movimiento de la
cabeza y a´ngulo de giro de dicho movimiento, que se encuentran en funcio´n a
las caracter´ısticas visuales relacionadas a la fatiga y descritas en el cap´ıtulo 1.
En funcio´n al entrenamiento por red neuronal artificial, se presentan dos
diferentes estructuras para el sistema de clasificacio´n, la primera basada en
el sistema por tabla (cap´ıtulo 3) a fin de poder comparar la diferencia entre
e´ste sistema y el neuronal, y la segunda realimentando el resultado del sistema
de los dos u´ltimos frames para afinar el resultado del frame actual. Debido a
la inclusio´n de estados anteriores se discrimina a las dos arquitecturas como
RNA sin realimentacio´n y con realimentacio´n. La red MLP a utilizar en
ambos casos estara´ entonces determinada por la capa de entrada, compuesta
de las mediciones del rostro extra´ıdas en ambos casos y para el segundo caso
dos entradas adicionales de realimentacio´n, la salida estara´ determinada por
los estados de fatiga escogidos en este trabajo, normal, alerta y cr´ıtico. A fin
de reducir el tiempo de procesamiento en la prediccio´n del estado mediante
la red neuronal entrenada solo se utilizara´ una capa oculta, con un nu´mero
de neuronas a determinar, con el objetivo de reducir su complejidad.
5.4. CLASIFICACION MEDIANTE RED NEURONAL
ARTIFICIAL SIN REALIMENTACION
En el me´todo de clasificacio´n establecido por tabla referido en el cap´ıtulo
3, se logro inferir un sistema base para determinacio´n del estado de fatiga
en el conductor, donde se ten´ıa un umbral fijo para establecer el estado de
apertura o cierre del ojo, presencia de bostezo o no bostezo, y cabeceo o
no cabeceo, esta parametrizacio´n puede estar sesgando algunos estados de
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fatiga que no esta´n precisamente en el borde de la clasificacio´n es decir ojo
totalmente cerrado y cabeceo pronunciado por ejemplo, razo´n por la cual se
evaluara´ una clasificacio´n que se espera sea ma´s robusta mediante el cambio
en la forma de evaluar las medidas obtenidas por el procesamiento de imagen,
y que sera´n entrada en la red neuronal.
5.4.1. Estructura de la red neuronal
Como se menciono´ el tipo de red neuronal a implementar es una perceptron
multicapa o MLP de tres capas, entrada, salida y una capa oculta; la capa L1
esta´ compuesta por cuatro neuronas, esto dado el nu´mero de caracter´ısticas
que se tiene para el establecimiento del estado de fatiga, apertura del ojo,
apertura de la boca, magnitud del movimiento de cabeza y a´ngulo de dicho
movimiento, las cuales determinara´n el vector de entrada de entrenamiento,
validacio´n y prediccio´n; la capa L3 o capa de salida permitira´ determinar
cada uno de los estados establecidos, es decir normal, alerta y cr´ıtico, razo´n
por la cual tendra´ 3 neuronas. Para determinacio´n del nu´mero de neuronas
de la capa oculta se encontro´ en [30] y [38] un me´todo mediante el cual
se establece el nu´mero de neuronas o´ptimas de acuerdo al desempen˜o que
presenta al someter la red neuronal artificial de forma iterativa a la base
de datos de entrenamiento y validacio´n, que para la determinacio´n de la
arquitectura y entrenamiento se establecio´ en 60 %, 20 % y 20 %, distribuidos
en entrenamiento, validacio´n y prueba respectivamente.
En la Figura 41 se muestra el resultado de la variacio´n del nu´mero de neuronas
de la capa oculta, para un nu´mero elevado de iteraciones (10000), en esta se
observa que se tiene un punto cr´ıtico con 35 neuronas y no se presenta un
resultado levemente mejor sino hasta un nu´mero de 98 neuronas. Teniendo
as´ı casi el triple del nu´mero de neuronas a razo´n de solo un 2 % de mejora en
el error, mejora que no justifica incrementar innecesariamente el nu´mero de
neuronas, haciendo ma´s compleja la red y que a su vez tambie´n aumentara´ el
tiempo de prediccio´n en la red final, por lo que se opta por 35 neuronas en la
capa oculta. El eje X de la Figura 5-3 representa la variacio´n del nu´mero de
neuronas y el eje Y representa el porcentaje de error promedio de la prediccio´n
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para cada grupo de datos.
Figura 5-3.: Establecimiento de neuronas para la RNA no realimentada
Establecido un nu´mero de neuronas o´ptimo a fin de reducir el tiempo de
procesamiento se busca un nu´mero de iteraciones en el que se pueda establecer
el punto de aprendizaje de la red neuronal, para ello se modifica inicialmente
el nu´mero de iteraciones o e´pocas requerido para alcanzar un entrenamiento
adecuado segu´n el error promedio de los dos tipos de datos presentados,
con incrementos de 10 iteraciones por vez hasta 500, como se observa en la
Figura 5-4.
Figura 5-4.: Calculo de numero de iteraciones optima para la RNA no realimentada
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Se puede observar de la gra´fica que despue´s de las 100 iteraciones el error de
validacio´n no cambia significativamente, punto en el cual podemos concluir
se ha alcanzado el nu´mero de iteraciones suficientes para entrenamiento de
la red. El co´digo para la implementacio´n de la red neuronal se relaciona en
el anexo A.10.
5.4.2. Estimacio´n del estado de fatiga
De forma general frame a frame se esta´ calculando el estado de fatiga bajo
la determinacio´n de los estados normal, alerta y cr´ıtico establecidos en el
cap´ıtulo 3, pero a fin de mejorar el desempen˜o del sistema y considerar los
estados anteriores para obtener mayor objetividad en la determinacio´n del
estado de fatiga, se genera un factor de retencio´n final dependiente de los
u´ltimos 4 frames, el actual y los 3 precedentes; esto debido a que como se
referencio´ en el Cap´ıtulo 1 el nivel de alarma ma´s pro´ximo se da en relacio´n
al cierre de ojos en un tiempo de 200 mseg. Debido a que el tiempo de
procesamiento por frame es de 50 mseg, tenemos los cuatro frames escogidos.
De esta forma podemos relacionar la respuesta establecida entre un grupo de
frames y retener as´ı la respuesta del sistema. Esto lo conseguimos mediante
la suma ponderada de los frames de intere´s a trave´s de la Ecuacio´n 5-3, que
fue desarrollada como aporte de este trabajo a fin de retener temporalmente
el estado de fatiga.
fatiga =
n∑
i=0
(α + β/2i) ∗ F (t− i)
n+ 1
(5-2)
En la ecuacio´n n denota el nu´mero de frames con los que se ha de ponderar el
estado de fatiga, F (t− i) denota el frame actual que esta´ aportando el estado
de fatiga en ese instante y el factor multiplicativo es un ajuste a fin de que se
genere un decaimiento (olvido) del estado si este no se detecta nuevamente.
Dicho factor debe ajustar los valores de las constantes α y β a relacio´n del
aporte que se desea entregue cada frame, dependiendo del nu´mero de frames
escogidos.
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Para nuestro caso con n = 3, para validacio´n de cuatro frames tenemos
α = 0, 2 y β = 0, 8, lo cual permite que el frame de validacio´n actual tenga
el mayor aporte. La ecuacio´n desarrollada finalmente queda como:
fatiga =
(0,3 ∗ F (t− 3) + 0,4 ∗ F (t− 2) + 0,6 ∗ F (t− 1) + F (t))
4
(5-3)
Se destaca en el factor multiplicativo que el aporte fundamental lo esta´ real-
izando el frame actual, seguido por el inmediatamente anterior y en menor
proporcio´n con casi una misma relacio´n los dos u´ltimos, es decir si el estado
no se mantiene por ma´s de dos frames se empieza a olvidar, si por el contrario
se mantiene, este se refuerza y puede pasar de nivel de alerta a cr´ıtico.
5.4.3. Respuesta del sistema
A fin de poder validar el desempen˜o de la estructura escogida del clasifi-
cador se realizan las respectivas matrices de confusio´n que permiten evaluar
el desempen˜o del sistema.
Tabla 5-1.: Estado de fatiga reportados para el caso 2.1
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 2 4 1 3 1 2 3 5 2 3 26
FP 0 1 0 1 0 0 1 2 0 1 6
VN 1208 1433 1538 1430 1267 1308 1437 1593 1459 1353 14026
FN 0 1 1 0 0 0 1 1 0 0 4
Precisio´n 100 80 100 75 100 100 75 71.4 100 75 81.25
Tabla 5-2.: Estado de fatiga reportados para el caso 2.2
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 35 40 35 44 49 39 49 41 43 35 410
FP 4 4 2 4 3 8 10 6 7 5 53
VN 1163 1393 1502 1386 1214 1262 1379 1550 1409 1316 13577
FN 5 2 1 0 2 1 4 4 2 1 22
Precisio´n 89.7 90.9 94.6 91.6 94.2 82.9 83 87.2 86 87.5 88.55
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Tabla 5-3.: Estado de fatiga reportados para el caso 3.1
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 9 10 6 8 6 10 7 11 8 10 85
FP 1 1 0 2 1 2 0 2 1 1 11
VN 1198 1427 1534 1423 1260 1298 1434 1587 1451 1346 13958
FN 2 1 0 1 1 0 1 1 1 0 8
Precisio´n 90 90.9 100 80 85.7 83.3 100 84.6 88.8 90.9 88.54
Tabla 5-4.: Estado de fatiga reportados para el caso 3.2
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 5 6 6 5 6 8 7 7 6 8 64
FP 1 0 1 0 1 1 1 2 0 1 8
VN 1204 1432 1532 1429 1261 1300 1434 1591 1455 1347 13985
FN 0 1 1 0 0 1 0 1 0 1 5
Precisio´n 83.3 100 85.7 100 85.7 88.8 85.7 77.7 100 88.8 88.8
Tabla 5-5.: Estado de fatiga reportados para el caso 3.3
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 5 2 4 2 2 3 2 5 4 1 30
FP 1 0 1 0 0 2 0 1 1 0 5
VN 1203 1437 1534 1433 1265 1305 1439 1595 1456 1355 14022
FN 1 0 1 0 1 0 1 0 0 1 5
Precisio´n 83.3 100 80 100 100 75 100 83.3 80 100 85.7
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Se observa que el promedio general de precisio´n es de 86.56 %, el cual dis-
minuyo´ respecto a la clasificacio´n por tabla binaria debido a que se esta´n
generando mayor nu´mero de casos de alarma, esto se debe a que la red neu-
ronal esta´ prediciendo estados de alerta para condiciones en que los ojos no
esta´n totalmente cerrados, bostezos con nivel de apertura intermedio entre
los valores l´ımite que se clasifican mal, y de igual forma el cambio de te´cni-
ca empleada para el movimiento de cabeza permite la deteccio´n de mayor
nu´mero de cabeceos, pero a su vez cubre tambie´n falsos positivos, todo ello
hace que se presenten estados no considerados ya que por ejemplo al generar
pestan˜eo la medicio´n del ojo entre cerrado se esta´ denotando como alerta.
Sigue destacando el hecho de que se esta´n encontrando los casos de criticidad
en su totalidad. Bajo esta consideracio´n el entrenamiento por red neuronal,
no parece mejor que la clasificacio´n por tabla, pero si se considera la inclusio´n
del a´ngulo de giro, la tabla duplicar´ıa su taman˜o y considerar´ıa igualmente
ma´s estados de alerta y esto en esencia le genera mayor nu´mero de falsos
positivos.
En la Figura 5-5 se puede observar el resultado del algoritmo para la red
entrenada, en la cual se evidencia el nu´mero de estados de alerta; la imagen
superior izquierda muestra el resultado al presentarse una escena de bostezo,
la cual comienza cerrando los ojos, lo que genera los estados de alerta inicial
(amarillo) y al detectar una apertura deboca considerada bostezo genera el
estado de alarma cr´ıtico (rojo), el cual se sostiene hasta que este termina.
La imagen superior derecha muestra el comportamiento ante un episodio de
adormecimiento el cual comienza con cierres repetidos de ojos que al ser
encontrados en varios frames generan el estado de cr´ıtico, hasta llegar al
cabeceo el cual se evidencia por la franja roja de mayor grosor al final de
la imagen, al recuperarse el conductor el estado decae. La imagen inferior
izquierda es la continuidad de la anterior donde se recae en un cabeceo ma´s
prolongado, al final de la imagen se genera una alerta debido a la deteccio´n
de solo un ojo el cual se reconoce como cerrado. La imagen final viene de
una secuencia de estado normal en la que se generan episodios de alarma por
deteccio´n de cierre de ojos sin presentar signos de fatiga.
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Figura 5-5.: Ejemplo 1 resultado del algoritmo para la red entrenada.
En la misma forma en la Figura 5-6 se observa una secuencia de ima´genes de
estado de fatiga en la cual se destaca el gran nu´mero de alertas presentadas
por cierre de ojos.
Figura 5-6.: Ejemplo 2 resultado del algoritmo para la red entrenada.
5.5. CLASIFICACION MEDIANTE RED NEURONAL
ARTIFICIAL CON REALIMENTACION
En el caso del sistema utilizando red neuronal sin realimentacio´n, se concluyo
que se generaban estados de alarma del tipo falso positivo dadas las condi-
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ciones de la tabla inicial de clasificacio´n (Tabla 4-4). A fin de optimizar la
respuesta del sistema se tiene que validar condiciones precedentes para afi-
namiento del algoritmo especialmente en el caso del estado de alarma 2.2, el
cual es el ma´s incidente, debido a estados de cierre de ojos naturales como el
pestan˜eo y cuya duracio´n normal es de 100 a 130 mseg, de forma tal que de
lo referido en el Cap´ıtulo 1 se tiene que un estado de cierre de ojos de 200
mseg es considerado un estado de alerta, y a fin de que el sistema siga siendo
de respuesta temprana pero ma´s asertivo, se debe tener conocimiento de los
estados previos tanto como sea posible, lo cual reducira´ el nu´mero de falsos
positivos. Para determinar la cantidad de estados a considerar se tiene que,
operando a una velocidad de procesamiento de 50 mseg, podr´ıamos validar
hasta 3 estados sin llegar al punto l´ımite de los 200 mseg, esto estar´ıa refle-
jado por el frame actual y la respuesta de dos frames anteriores. De aqu´ı que
habr´ıa que generar la nueva base de entrenamiento en la que se adicionen el
resultado del sistema en los 2 frames anteriores y una mejor discriminacio´n
de los estados alerta y cr´ıtico.
5.5.1. Adicio´n de caracter´ısticas
A fin de establecer las caracter´ısticas que hara´n parte de las entradas de la
red neuronal con realimentacio´n, se tiene como primera instancia que el frame
actual seguira´ la misma caracterizacio´n de la red sin realimentacio´n pero en
funcio´n a la Tabla 5-6, aumentando los casos de alerta y disminuyendo los
de criticidad, lo cual esta´ orientado a reducir los falsos positivos presentados
en los me´todos anteriores, entre estos a estados de habla, ya que el boste-
zo derivado del cansancio y como respuesta al estre´s [5], esta´ t´ıpicamente
acompan˜ado del cierre de ojos, por ende un estado de habla que se clasifique
erro´neamente como bostezo puede coincidir con un pestan˜eo, generando un
falso positivo cr´ıtico, por lo que se decide reducir su nivel de alarma, estable-
ciendo u´nicamente a los casos 3.1 y 3.2 como cr´ıticos (Tabla 5-6) y generando
el caso 2.3, como alerta. Una mejora adicional viene dada por los estados de
realimentacio´n de forma tal que la acumulacio´n de uno o dos estados de alar-
ma pueden derivar en un estado de alerta o cr´ıtico, que en funcio´n a un solo
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frame generan las condiciones de falso positivo o no generan la condicio´n
de alarma ma´s adecuada. De igual forma la acumulacio´n de un estado de
alerta como la condicio´n 2.2 mantendra´ una condicio´n de alerta hasta dos
frames pero generara´ una condicio´n cr´ıtica con una acumulacio´n mayor de
esta condicio´n.
Tabla 5-6.: Estados de Alarma RNA realimentada
Caso Ojo Cerrado Bostezo Cabeceo Fatiga
1.1 NO NO NO NO
1.2 NO NO YES NO
1.3 NO YES NO NO
2.1 NO YES YES Alerta
2.2 YES NO NO Alerta
3.1 YES NO YES Cr´ıtico
2.3 YES YES NO Alerta
3.2 YES YES YES Cr´ıtico
En la Tabla 5-7 se presentan algunos de estos estados caracter´ısticos en
funcio´n a la realimentacio´n segu´n la relevancia que presentan.
Tabla 5-7.: Muestra representativa del vector de entrenamiento RNA realimentada
Ejemplo Estado -2 Estado -1 Ojo Cerrado Bostezo Cabeceo Respuesta
1 No fatiga Alerta NO NO NO NO
2 No fatiga Alerta NO NO YES NO
3 No fatiga Alerta NO YES NO NO
4 No fatiga Alerta NO YES YES Alerta
5 No fatiga Alerta YES NO NO Alerta
6 No fatiga Alerta YES NO YES Cr´ıtico
7 No fatiga Alerta YES YES NO Alerta
8 No fatiga Alerta YES YES YES Cr´ıtico
9 No fatiga Alerta YES YES YES Cr´ıtico
En el ejemplo 1 la clasificacio´n por medio de la Tabla 5-7 establece un estado
de alerta en el frame actual y la cual es reforzada por el estado previo de alerta
del estado uno, el estado dos no influencia en la respuesta de salida. En el
ejemplo 2 tenemos el mismo resultado por tabla pero debido a los dos estados
745 DETERMINACION DEL ESTADO DE FATIGA POR ANALISIS CON MEMORIA
alertados anteriores, se genera un estado cr´ıtico a la salida por acumulacio´n
de alertas, este caso puede ser generado por un cierre de ojos pronunciado
tendiente a microsuen˜o o un bostezo con ojos cerrados continuo, este caso
representa un refinamiento en el vector de entrenamiento respecto al estado
de fatiga no posible sin realimentacio´n. El ejemplo 3 representa un estado en
el que despue´s de un episodio de fatiga cr´ıtico como puede ser un cabeceo
pronunciado, sea factible la pe´rdida de ubicacio´n del rostro y por tanto de la
medida del ojo y el cabeceo, donde se da lugar a retener un estado de alarma
y evitar una respuesta falsa por ausencia de datos. El ejemplo 4 establece
un efecto de recuperacio´n de fatiga o ma´s simple au´n un cierre de ojos algo
pronunciado y no incidente en relacio´n a la fatiga. En el ejemplo 5 se presenta
una situacio´n no coherente en que se detecta un estado cr´ıtico seguido de un
estado de no fatiga y nuevamente uno cr´ıtico en el frame actual, esto indicar´ıa
ma´s una pe´rdida de la medicio´n o error de la clasificacio´n por lo cual se entrena
la red para sostener el estado cr´ıtico. El ejemplo 6 nuevamente genera una
alarma cr´ıtica en funcio´n a la acumulacio´n de estados previos de alerta. En el
ejemplo 7 se replica la condicio´n del ejemplo 5, bajo el mismo tipo de alarma
en el frame actual pero respecto a una condicio´n diferente. En los ejemplo
8 y 9 se presenta la transicio´n de estados previos de alarma con un estado
actual de no fatiga, a razo´n del estado previo (estado -1) que reporta una
alarma cr´ıtica se suaviza el resultado del frame actual, generando el estado
intermedio de alerta.
5.5.2. Estructura de la red neuronal
La estructura de la red neuronal con realimentacio´n de estado a implementar
sigue siendo del tipo perceptron multicapa de tres capas, entrada, salida y una
capa oculta; la capa L1 esta´ compuesta por seis neuronas, esto dado el nu´mero
de caracter´ısticas que se tiene para el establecimiento del estado de fatiga,
apertura del ojo, apertura de la boca, magnitud del movimiento de cabeza y
a´ngulo de dicho movimiento, ma´s la realimentacio´n de los dos estados previos,
estos seis para´metros determinara´n el vector de entrada de entrenamiento,
validacio´n y prediccio´n; la capa L3 o capa de salida que permitira´ determinar
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cada uno de los estados establecidos, es decir normal, alerta y cr´ıtico, a fin
de simplificar la estructura de la red codificaremos en este caso segu´n la
Tabla 5-8 debido a esto se tendra´ 2 neuronas en la capa de salida.
Tabla 5-8.: Estados de Salida RNA realimentada
CODIFICACION ESTADO
0 0 NO REGISTRA
0 1 NORMAL
1 0 ALERTA
1 1 CRITICO
Nuevamente para la capa oculta se establece el nu´mero de neuronas o´ptimas
de acuerdo al desempen˜o que presenta al someterla de forma iterativa a la base
de datos de entrenamiento y validacio´n, la cual tuvo la misma distribucio´n
(60 %, 20 % y 20 %) pero con un nu´mero de datos igual al triple del caso
previo, dicha base de datos es presentada de forma aleatoria a la red.
En la Figura 5-7 se muestra el resultado de la variacio´n del nu´mero de neu-
ronas de la capa oculta, nuevamente con un nu´mero de iteraciones elevado,
en esta se observa que se tiene un punto cr´ıtico con 60 neuronas y no se pre-
senta un resultado levemente mejor sino hasta un nu´mero de 140 neuronas.
Teniendo entre los dos puntos de consideracio´n ma´s del doble del nu´mero de
neuronas de diferencia a razo´n de un 7 % de mejora en el error, razo´n por la
que no se justifica incrementar el nu´mero de neuronas, lo que tambie´n au-
mentar´ıa el tiempo de prediccio´n en la red final. Se opta finalmente por 60
neuronas en la capa oculta.
El nu´mero de iteraciones o e´pocas requerido para alcanzar un entrenamiento
adecuado segu´n el error promedio de los dos tipos de datos presentados se
muestra en la Figura 5-8. Como se observa despue´s de las 200 iteraciones
el error de validacio´n no cambia significativamente, punto en el cual pode-
mos concluir se ha alcanzado el nu´mero de iteraciones suficientes para entre-
namiento de la red.
El co´digo para la implementacio´n de la red neuronal se relaciona en el anexo
A.11.
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Figura 5-7.: Establecimiento neuronas capa oculta.
Figura 5-8.: Establecimiento numero de iteracio´n RNA realimentada.
5.5.3. Respuesta del sistema
A fin de poder validar el desempen˜o de la estructura escogida del clasifi-
cador se realizan las respectivas matrices de confusio´n que permiten evaluar
el desempen˜o del sistema.
Se observa que el promedio general de precisio´n es de 90 % el cual aumento
respecto a la clasificacio´n por tabla binaria y red neuronal sin realimentacio´n,
debido a que se esta´n suprimiendo mayor nu´mero de casos de alarma, esto da-
do a que la red neuronal esta´ mejorando la prediccio´n de los estados de alerta
y criticidad para condiciones en que los ojos esta´n o no totalmente cerrados
principalmente, y se observa en la reduccio´n del nu´mero de falsos positivos
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Tabla 5-9.: Estado de fatiga reportados para el caso 2.1
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 2 3 1 2 1 2 3 4 2 3 23
FP 0 1 0 0 0 0 1 1 0 0 3
VN 1208 1434 1539 1432 1267 1308 1437 1595 1459 1354 14033
FN 0 1 0 0 0 0 1 1 0 0 3
Precisio´n 100 75 100 66.6 100 100 75 80 100 100 88.4
Tabla 5-10.: Estado de fatiga reportados para el caso 2.2
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 20 26 21 24 25 21 19 21 26 22 225
FP 2 1 2 1 1 3 2 2 3 2 19
VN 1185 1409 1516 1408 1240 1285 1419 1574 1430 1331 13797
FN 3 3 1 1 2 1 2 4 2 2 21
Precisio´n 90.9 96.3 91.3 96 96.1 87.5 90.4 91.3 89.6 91.6 92.2
Tabla 5-11.: Estado de fatiga reportados para el caso 2.3
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 8 11 7 9 7 10 8 10 9 11 90
FP 1 1 0 2 1 1 0 2 1 1 10
VN 1200 1426 1533 1422 1259 1299 1434 1588 1450 1345 13956
FN 1 1 0 1 1 0 0 1 1 0 6
Precisio´n 88.8 91.6 100 81.8 87.5 90.9 100 83.3 90 91.6 90
Tabla 5-12.: Estado de fatiga reportados para el caso 3.1
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 6 6 5 5 6 6 5 5 7 6 57
FP 1 0 0 0 1 1 1 2 0 1 7
VN 1203 1433 1534 1428 1261 1302 1436 1593 1454 1349 13994
FN 0 0 1 1 0 1 0 1 0 1 5
Precisio´n 85.7 100 100 100 85.7 85.7 83.3 71.42 100 85.7 89
Tabla 5-13.: Estado de fatiga reportados para el caso 3.2
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 3 2 4 2 2 4 2 5 4 1 29
FP 0 0 0 0 0 1 0 1 1 0 3
VN 1206 1436 1535 1432 1265 1305 1440 1595 1456 1355 14027
FN 1 1 1 0 1 0 0 0 0 1 5
Precisio´n 100 100 100 100 100 80 100 83 80 100 90.6
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presentados. Se sigue destacando el hecho de que se esta´n encontrando los
casos de criticidad en su totalidad y la respuesta del sistema a dichos casos
cr´ıticos mejora y es ma´s coherente con el estado presentado por el conductor.
En la Figura 5-9 se puede observar el resultado de la red realimentada en el
algoritmo. En la primera imagen se tiene una secuencia de cabeceo que inicia
con cierres espora´dicos de los ojos hasta llegar al cabeceo, donde se denota no
se generan alarmas excesivas. En la segunda se presentan cierres prolongados
de ojos que derivan en estado cr´ıtico, la tercera imagen muestra un estado de
no fatiga prolongado con una deteccio´n inicial de pestan˜eo durante al menos
dos frames consecutivos, la imagen final denota varios episodio de cabeceo
seguidos.
Figura 5-9.: Respuesta RNA realimentada ejemplo 1.
En la Figura 5-10 de igual forma se pueden observar diferentes episodios de
fatiga que no demuestran sobre alarmas en la respuesta del sistema.
5.6. DESEMPEN˜O ANALISIS CON MEMORIA VERSUS
SIN MEMORIA
Obtenidos los resultados pertinentes al desempen˜o del algoritmo desarrollado
en los tres esquemas de clasificacio´n, es decir mediante tabla, entrenamiento
de la red neuronal sin y con realimentacio´n, se presenta a continuacio´n un
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Figura 5-10.: Respuesta RNA realimentada ejemplo 2.
resumen de las matrices de confusio´n de todos los estados de alarma para
cada caso a fin de poder comparar y concluir respecto al desempen˜o de cada
uno, como se observa en la Tabla 5-14.
Tabla 5-14.: Matrices de confusio´n para los algoritmos desarrollados
CLASIFICACION POR TABLA
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 42 52 47 55 57 55 64 60 59 48 539
FP 7 6 4 3 1 10 11 11 8 5 66
Precisio´n 85.7 89.6 92.1 94.8 98.2 84.6 85.3 84.5 88 90.5 89
RED NEURONAL SIN REALIMENTAR
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 56 62 52 62 64 62 68 69 63 57 615
FP 7 6 4 7 5 12 12 13 9 8 83
Precisio´n 88.8 91.1 92.8 89.8 92.7 83.7 85 84.1 87.5 87.6 88.11
RED NEURONAL CON REALIMENTACION
Video 1 2 3 4 5 6 7 8 9 10 Total
VP 39 48 38 42 41 43 37 45 48 43 424
FP 4 3 2 3 3 6 4 8 5 4 42
Precisio´n 90.7 94.1 95 93.3 93.1 87.7 90.2 84.9 90.57 91.5 91
Se puede concluir del resultado general de las matrices de confusio´n, que como
era de esperarse la red neuronal realimentada genera el mejor desempen˜o en
el sistema, presenta menor nu´mero de falsos positivos y por consiguiente re-
spondera´ con un mejor diagno´stico del estado del conductor. La clasificacio´n
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por tabla muestra de igual forma un desempen˜o alto pero se destaca de forma
clara que no todos los estados determinados son casos de fatiga, visto esto
frame a frame, un resultado parcial de alarma mediante esta clasificacio´n no
es de por si objetivo (en caso de pestan˜eo), razo´n por la cual aparecen ma´s
estados de alarma del tipo verdadero positivo (VP). Para el caso de la red no
realimentada el nu´mero de casos de alarma reportados aumenta a razo´n de
los estados intermedios que se pueden derivar de los valores l´ımites entre los
que la red deba clasificar un estado de apertura del ojo, de boca o cabeceo
realizando mal la clasificacio´n aumentando as´ı no solo el nu´mero de casos del
tipo falso positivo sino dando lugar a ma´s estados de alarma, como ojo medio
cerrado y boca semi abierta que pueden ser confundidos como estados de ojo
cerrado y bostezo.
En las Figuras 5-11, 5-12 y 5-13 se puede observar el resultado del algo-
ritmo para los dos tipos de redes neuronales entrenadas, donde claramente se
evidencia la diferencia en el nu´mero de estados de alerta.
Figura 5-11.: Respuesta RNA realimentada vs no realimentada secuencia 1.
En la Figura 5-11 se evidencia el resultado despue´s de una secuencia pro-
longada de no fatiga que finaliza con un cierre de ojos alargado, la diferencia
entre las dos es notoria en cuanto el nu´mero de alerta reportados por la red
no realimentada que toma los cierres de ojo por pestan˜eo normal como aler-
ta, esta accio´n es reforzada por el me´todo de ponderacio´n utilizado y referido
en la ecuacio´n 13 y que busca retener el estado a fin de excitar un sistema
de alarma, y aqu´ı derivan en estados cr´ıticos, efecto difuminado por la red
realimentada.
En la Figura 5-12 se evidencia un cabeceo espora´dico se denota la forma
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Figura 5-12.: Respuesta RNA realimentada vs no realimentada secuencia 2.
en que ambas redes representan el estado, sin realimentacio´n frame a frame
tarda entre la deteccio´n del ojo cerrado y el cabeceo para pasar a cr´ıtico,
mientras la realimentada converge ma´s ra´pido a este estado, de igual forma
se presentan episodios de sobre alarma en la no realimentada.
Figura 5-13.: Respuesta RNA realimentada vs no realimentada secuencia 3.
En la Figura 5-13 se tiene nuevamente episodios de una secuencia de cabeceo
con cierres preliminares de ojo solo unos prolongados y finalmente el cabeceo,
se observa la sobre alarma de la red no realimentada y como el estado de crit-
icidad se da ma´s ra´pido en la realimentada. En este u´ltimo caso se evidencia
una mejora de la respuesta frente a una falla del algoritmo en relacio´n a que
como se observa en la escena en el cabeceo pronunciado se pierde la referencia
de los ojos razo´n por la cual la red no realimentada detecta el cierre y decae
despue´s un poco (u´ltima franja morada) mientras que la red realimentada en
relacio´n a los estados anteriores retiene el estado en funcio´n a para´metros de
entrenamiento como cr´ıtico, no fatiga, cr´ıtico, para los estados actual y los
dos anteriores (Tabla 5-6), generando como respuesta estado cr´ıtico.
Hace parte de la diferencia en los resultados el hecho de que el sistema de
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deteccio´n de cabeceos se modifico´, debido a que en el entrenamiento de la
red neuronal es posible encontrar estados de cabeceo no considerados en la
clasificacio´n por tabla, lo cual reduce el nu´mero de alarmas debidas al cierre
de los ojos y aumenta las de deteccio´n por cabeceo.
Respecto al tipo de te´cnica de clasificacio´n empleada, aunque inicialmente
se opto´ por un esquema por tabla, que se ajustaba a las condiciones de ex-
traccio´n de caracter´ısticas, se encontro´ que las variables utilizadas no eran
suficientes para la discriminacio´n objetiva del estado de fatiga, ya que con
respecto al cabeceo, en ambiente real se presenta perdida de esta caracter´ısti-
ca debido a la discrepancia entre la magnitud medida como desplazamiento
vertical (clasificacio´n por tabla) a la medida como vector (clasificacio´n por
red neuronal).
De igual forma dicha discriminacio´n demostro´ requerir de estados anteriores
que permitiesen a la clasificacio´n actual, no confundir el conjunto de carac-
ter´ısticas detectadas, con un estado de fatiga, ya que au´n cuando han sido
tomadas como determinantes de e´ste estado, se puedan presentar debido a
causas diferentes, como una sonrisa con ojos cerrados o una medicio´n erro´nea
por perdida de cierta medicio´n, como puede ser el uso de gafas oscuras. Esto
har´ıa que la clasificacio´n por tabla se incrementase en tres variables ma´s, sien-
do necesario definir en el co´digo cada una de las 64 posibilidades, pero, cada
uno de los estados anteriores ya no operan de forma binaria, sino respecto a
los tres tipos de salida del sistema (no fatiga, alerta y cr´ıtico) aumentando
au´n ma´s su complejidad. Derivando esto en la conveniencia del cambio del
tipo de clasificador.
El escoger una red neuronal como clasificador, no esta´ determinado solo por
la capacidad de entrenamiento frente a entradas no binarias, sino debido a
que se puede realizar fa´cilmente una reconfiguracio´n de esta. Lo cual a fin de
mejorar el desempen˜o del sistema, permitio´ el uso de esta reconfiguracio´n al
incluir los estados anteriores (memoria) y compensar el aumento de comple-
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jidad en la arquitectura, con la reduccio´n del nu´mero de salidas (codificacio´n
mediante (Tabla 5-8).
Como se menciono´, au´n cuando la precisio´n resultante del sistema de clasifi-
cacio´n por tabla es elevada y comparable frente al uso de la red neuronal, su
respuesta solo esta´ dada respecto al ana´lisis del frame actual frente a la tabla
de clasificacio´n (Tabla 4-4). En donde no se evaluo´ inicialmente la objetivi-
dad de dicha respuesta frente a la tendencia de la fatiga en el conductor. Lo
cual demarca de forma significativa el resultado de esta clasificacio´n frente al
de la red neuronal, ya que de los ana´lisis posteriores que se realizaron para
optimizar el sistema, esta´ termino siendo una evaluacio´n puntual de cada
frame, frente a la combinacio´n de las caracter´ısticas extra´ıdas versus la salida
de clasificacio´n correspondiente y no en te´rminos a la fatiga como tal.
En relacio´n a la clasificacio´n por red neuronal, la reconfiguracio´n de esta
respecto a la precisio´n, ofrecio´ una mejora del 3 % sin costo significativo
de tiempo de procesamiento, el cual se logro´ establecer en promedio de 3
milisegundos mayor en la red realimentada, respecto a la prediccio´n del estado
de salida versus las entradas.
6. CONDICIONES ESPEC´IFICAS Y
RESULTADOS COMPARATIVOS
La base de datos de video de pruebas en ambiente real esta´ sujeta a condi-
ciones como un conductor centrado en su labor, bajo condiciones consideradas
normales, excluyendo as´ı de esta clasificacio´n a alguien que este acompan˜ado
y sosteniendo una conversacio´n, un conductor hablando por celular mediante
manos libres o un conductor en un d´ıa soleado usando gafas oscuras, ante ello
se presentan algunos resultados bajo estas consideraciones a fin de evaluar el
algoritmo final con estos esquemas.
6.0.1. Estados de habla y riendo.
Una condicio´n del sistema de clasificacio´n esta´ asociada a la deteccio´n del
bostezo, con la cual es factible se presenten falsos positivos en torno a un
estado del habla, de acuerdo a la parametrizacio´n realizada para la clasifi-
cacio´n por tabla y red neuronal sin realimentacio´n solo la posible confusio´n
del sistema ante un bostezo y un estado propio del movimiento de la boca
del conductor al conversar, no da lugar a falsas alarmas, pero la combinacio´n
de este estado y tener los ojos cerrados y/o bostezar si, por lo cual se realiza
una validacio´n adicional de un estado de habla y de risa para establecer la
inferencia de estos estados frente a la clasificacio´n de la fatiga, en la Tabla 6-
1 se presenta, la relacio´n de bostezos obtenida para una base de videos que
incluye estados de habla y risa.
En las tablas 6-2 a 6-4 se presentan los estados de alarma reportados para
los casos de clasificacio´n 2 y 3 que involucran bostezo.
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Tabla 6-1.: Deteccio´n de bostezos con estados de habla y risa
Bostezo Video 1 Video 2 Video 3 Video 4
VP 16 14 17 21
FP 3 3 4 3
Precisio´n 84.2 82.3 80.9 87.5
Tabla 6-2.: Alarmas relacionadas a bostezos con clasificacio´n por tabla.
CLASIFICACION POR TABLA
Alarmas Video 1 Video 2 Video 3 Video 4
VP 16 14 17 21
FP 3 2 1 3
Precisio´n 84.2 87.5 94.4 87.5
Tabla 6-3.: Alarmas relacionadas a bostezos con clasificacio´n por RNA no realimentada..
CLASIFICACION POR RNA NO REALIMENTADA
Alarmas Video 1 Video 2 Video 3 Video 4
VP 16 14 17 21
FP 3 3 2 3
Precisio´n 84.2 82.35 89.4 87.5
Tabla 6-4.: Alarmas relacionadas a bostezos con clasificacio´n por RNA realimentada.
CLASIFICACION POR RNA REALIMENTADA
Alarmas Video 1 Video 2 Video 3 Video 4
VP 16 14 17 21
FP 1 1 1 2
Precisio´n 94.11 93.3 94.4 91.3
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Se puede observar que para la clasificacio´n por tabla el porcentaje prome-
dio de deteccio´n es de 88.72, para RNA no realimentada es de 85.8 y RNA
realimentada es 92.6, este comportamiento se da por las ya mencionadas car-
acter´ısticas de clasificacio´n La tabla, por tener umbrales fijos de clasificacio´n
respecto a la magnitud del movimiento de cabeza, cierre de ojos y amplitud de
la boca, genera falsos positivos en los casos que superado el umbral, coincidan
particularmente con un estado de cierre de ojos. Este mismo factor se presen-
ta en la RNA no realimentada, pero a razo´n de no tener un umbral del nivel
de bostezo fijo sino una referencia de entrenamiento, permite mayor nu´mero
de falsos positivos en detrimento de la precisio´n. Para el caso de la RNA reali-
mentada el nu´mero de casos de falsos negativos disminuye considerablemente
debido a que el nivel de criticidad a este respecto se redujo a razo´n de la
clasificacio´n de la Tabla 5-6 y por los estados de realimentacio´n, la variacio´n
ra´pida del movimiento de la boca al hablar reduce el nivel de falsos positivos
de alarma relacionadas a bostezo, al no mantenerse en los frames cercanos,
este factor no es igualmente discriminado para casos de risas pronunciadas o
carcajadas en las que se sostiene el nivel de apertura y se confunde por este
me´todo con el bostezo, dando por resultado un estado de alerta falso positivo.
6.0.2. Variaciones de iluminacio´m.
La respuesta del sistema frente a variaciones de iluminacio´n de forma general
no tiene la robustez deseada, esto debido a que au´n cuando se tiene umbrales
adaptativos en el co´digo que realizan ajustes del nivel de umbralizacio´n, te-
niendo en cuenta las diferencias de iluminacio´n internas del veh´ıculo, rasgos
pronunciados de la iluminacio´n exterior afectan significativamente para la
medicio´n de la amplitud de la boca y los ojos, esto denotado en casos como
pasar cerca a un veh´ıculo grande, o tenerlo en frente de forma tal que genere
bastante sombra, caso replicado frente a zonas de edificaciones altas.
Para situaciones de condiciones externas de iluminacio´n como avenidas, zonas
abiertas, o carretera, se tiene una respuesta del algoritmo constante en la
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franja horaria de 6 am a 6 pm. De forma general la robustez frente a la
iluminacio´n no ha sido un para´metro claro en la literatura reportada, [31]
es el u´nico trabajo que busca contrarrestar por medio de una luz infrarroja
activa permanentemente los efectos de la iluminacio´n. En la ejecucio´n del
algoritmo desarrollado la incidencia de variaciones fuertes de luz incide sobre
los niveles de umbralizacio´n para la segmentacio´n fina de los ojos y la boca
alterando la medida de la amplitud determinada.
6.0.3. Uso de gafas.
A la hora de conducir se pueden establecer dos condiciones para uso de gafas,
una a razo´n de formulacio´n por algu´n tipo de afeccio´n ocular, en este marco
tenemos gafas de aumento y la otra por proteccio´n solar, a fin de validar
estos estados se realizan pruebas en 3 videos con gafas oscuras y un cuarto
con gafas formuladas por patolog´ıa ocular. Dado que en general uno de los
para´metros claves del algoritmo es que la medida de los ojos establece las
principales condiciones de alarma cr´ıtica en el resultado del mismo, se espera
un nu´mero de alarmas reducido considerablemente y que la cantidad de falsos
negativos aumente. La validacio´n de estos resultados se realizan por medio
de la matriz de confusio´n de la Tabla 6-5.
Los bajos valores de precisio´n se esperaban, debido a que el sistema no tiene
caracterizados estados de alarma sin los ojos, salvo la deteccio´n de cabeceo y
bostezo simultanea, que de por si no es usual. Cobra aqu´ı gran importancia
el nu´mero de falsos negativos que hacen referencia a la cantidad de estados
que al ser de fatiga, son reportados como no fatiga, como consecuencia ev-
idente de la falta de la medicio´n ocular. En el caso del video 4 se presenta
dificultad para determinar el estado de cierre o de apertura del ojo, debido
a que la incidencia de luz en algunos a´ngulos genera ma´s contornos cerca al
ojo alterando la medicio´n de apertura, lo cual degrada el desempen˜o pero no
en exceso.
A continuacio´n se presentan algunos videos representativos de la respuesta
del sistema con gafas.
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Tabla 6-5.: Desempen˜o del sistema frente al uso de gafas.
CLASIFICACION POR TABLA
Alarmas Video 1 Video 2 Video 3 Video 4
VP 2 3 4 36
FP 12 8 9 7
Precisio´n 14.3 27.2 36 83.72
CLASIFICACION POR RNA NO REALIMENTADA
Alarmas Video 1 Video 2 Video 3 Video 4
VP 2 3 3 36
FP 15 17 9 12
FN 20 13 24 3
Precisio´n 11.7 15 27.2 75
CLASIFICACION POR RNA REALIMENTADA
Alarmas Video 1 Video 2 Video 3 Video 4
VP 2 3 4 34
FP 3 2 3 8
FN 20 18 24 1
Precisio´n 40 60 57.1 80.9
Figura 6-1.: Respuesta con gafas video 1.
En la Figura 6-1 se observa que a pesar de las gafas hay ocasiones en que se lo-
gra ubicar la regio´n de los ojos por medio del clasificador Haar, pero el proce-
samiento por umbralizacio´n no es efectivo generando mediciones erro´neas que
se presentan al sistema como falsas alarmas. La imagen presenta una secuen-
cia de cabeceo, que de no ser por las falsas mediciones dadas por el ojo no
generan excitacio´n del sistema.
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Figura 6-2.: Respuesta con gafas video 2.
En la Figura 6-2 debido al tipo de gafas en este caso ma´s oscuras, la deteccio´n
del ojo por el clasificador disminuye, por lo que las falsas alarmas tambie´n
y en general no se da excitacio´n en el sistema a pesar de que la imagen
representa una secuencia de cabeceo con un leve bostezo.
Figura 6-3.: Respuesta con gafas video 3.
En la Figura 6-3 se presenta la u´nica condicio´n en que el sistema logra gener-
ar un nivel de alarma que no llega a ser cr´ıtica y una secuencia en la que se
presenta bostezo y cabeceo, que dada la tabla 22 debe generar una alerta.
En la Figura 6-4 se presenta el resultado general del algoritmo frente con-
ductores que usan diferentes tipos de gafas, en la parte izquierda superior se
presenta la segmentacio´n gruesa y fina para el video 1, en la parte superior
derecha para el video 2, en la parte inferior izquierda el video 3 y en la inferior
derecha el video 4. Se puede observar que la segmentacio´n de la regio´n de los
ojos para los tres primeros casos no permite relacionar el ojo a diferencia del
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video 4.
Figura 6-4.: Resultado de la deteccio´n con diferente tipo de gafas.
6.0.4. Resultados frente al estado del arte.
Como se presento´ en la seccio´n 1.4.1 al referir el estado del arte a nivel
acade´mico, se ha trabajado bastante en este tipo de desarrollo; de forma
comparativa podemos establecer algunos de los resultados obtenidos, respec-
to a los reportados en algunos de ellos, en particular los ma´s similares al
algoritmo desarrollado.
Con respecto al trabajo presentado en [12] que presenta las caracter´ısticas
ma´s similares en cuanto al me´todo de deteccio´n de rostro y establecimien-
to de las ROI del mismo en torno a ojos y boca, los autores presentan un
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me´todo para discriminar estados de riesgo al conducir entre ellos la deteccio´n
de estados de habla por la diferencia entre el borde superior del labio y el
inferior, para´metro que de igual forma se logra con el algoritmo que se ha
desarrollado, de igual manera en dicho trabajo se detecta movimientos de
ojos a fin de discriminar estados de distraccio´n por parte del conductor, lo
cual aunque directamente sobre la medida del ojo, no se puede validar en
el algoritmo desarrollado, si se puede replicar mediante el vector de giro de
cabeza, en el cual se pueden establecer umbrales de magnitud y a´ngulo para
movimientos de cabeza en cualquier direccio´n y el tiempo de duracio´n de la
cabeza en determinada orientacio´n. El trabajo reportado no relaciona ma´s
de un video de prueba ni medidas de desempen˜o que puedan ser utilizadas
a manera de referencia, ambos trabajos esta´n relacionados a deteccio´n en
horas diurnas pero el autor no reporta la robustez frente a la iluminacio´n,
se toma un espacio de color que permita contrarrestar efectos de esta pero
no cuantifica en que condiciones este espacio de color con un umbral fijo que
determinaron, es efectivo. Para el presente trabajo este umbral es calculado
de forma dina´mica por medio del histograma de la boca, lo cual lo hace ma´s
robusto a diferentes conductores debio´ a las variaciones propias del tono de
labios de cada uno.
El trabajo presentado en [23] consta de un sistema de deteccio´n del esta-
do de fatiga mediante identificacio´n del estado de apertura o cierre del ojo.
Este trabajo es similar al presentado aqu´ı en la te´cnica de identificacio´n del
rostro, cuantificacio´n por matriz de confusio´n de la precisio´n de deteccio´n
y generacio´n de una alarma del estado de fatiga en el rango 0 a 100 %. El
sistema de deteccio´n del estado de apertura cierre de ojo difiere entre los dos
me´todos pero los autores denotan el porcentaje de precisio´n respecto a una
base de datos de 3 videos de prueba. No se aclaran las condiciones en las
que dichos videos se realizaron (ambiente con condiciones controladas o no);
el porcentaje promedio de deteccio´n del algoritmo del trabajo es de 93.15 %,
para el algoritmo desarrollado es del 86.8 %, aclarando que la medida que se
reporta es sobre la base de datos de 10 videos en un ambiente controlado que
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se genero. Esta mejora en la deteccio´n del estado del ojo se puede atribuir
a que los autores reportan un trabajo ma´s exhaustivo en la deteccio´n del
estado del ojo, ya que operan a razo´n de 40mseg por frame con solo este
para´metro, mientras el algoritmo desarrollado opera a 50mseg con tres y con
videos de la misma resolucio´n. Los autores reportan 96.28 % de precisio´n en
la deteccio´n del estado de fatiga mientras se tiene 91 % para el mejor caso
(RNA realimentada).
Con respecto al trabajo presentado en [17] se realiza una deteccio´n del ros-
tro de forma diferente, los autores utilizan una trasformacio´n por espacio de
color sobre la cual no se reporta tiempos de procesamiento o precisio´n re-
specto a un grupo de frames, realizan una segmentacio´n gruesa del a´rea de
los ojos por ubicacio´n en la regio´n superior del ojo, realizando una umbral-
izacio´n en escala de grises con umbral fijo y el primer pico detectado por
histograma. Al usar un umbral fijo queda en incertidumbre la generalizacio´n
del algoritmo para diferentes conductores. El establecimiento de la amplitud
de apertura del ojo es similar al realizado por el algoritmo desarrollado, una
vez umbralizado se halla el contorno y frente a este la distancia entre el con-
torno superior y el inferior. No se dan relaciones de precisio´n a fin de poder
comparar, no se establece si las pruebas finales son realizadas en ambiente
real o controlado como lo realizan en las pruebas de deteccio´n de rostro y ojos.
Con respecto al trabajo presentado en [49] se presenta una deteccio´n del
rostro por medio de un clasificador Haar basado en el me´todo de Viola-Jones,
en el cual se realizan pruebas de deteccio´n del rostro en diferentes posiciones
y condiciones de luz.Para ima´genes de 320X240 p´ıxeles, se establece una
velocidad promedio de deteccio´n de 36.8 mseg con una eficiencia de 91.46 %.
En el algoritmo utilizado, la parametrizacio´n del clasificador Haar permitio´,
sobre la base de datos de 320X240 operar la deteccio´n en aproximadamente
16mseg con una eficiencia de 99.2 %. En cuanto a la deteccio´n de ojos, los
autores reportan una eficiencia promedio del 94.4 % en tiempos promedio
de 6.1 mseg, mientras que la deteccio´n lograda en este trabajo por el a´rea
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de cobertura esta en 99.2 % en tiempos de 3mseg. Ambos me´todos operan
en funcio´n a proporciones del rostro. No se logra establecer si las mejoras
alcanzadas con respecto a la referencia esta´n dadas por mejor desempen˜o del
equipo de procesamiento, debido a la similitud de las te´cnicas. Los autores
no avanzan ma´s con respecto a la deteccio´n o parametrizacio´n del estado de
fatiga.
7. CONCLUSIONES Y TRABAJO
FUTURO
7.1. CONCLUSIONES
Por medio de te´cnicas de procesamiento de imagen, se logro´ extraer las car-
acter´ısticas principales, que derivadas del rostro, en este caso apertura/cierre
de los ojos, deteccio´n de bostezos y cabeceos, permiten establecer el nivel de
fatiga en un conductor, al conducir en horas diurnas. Con base en esta extrac-
cio´n de caracter´ısticas se logro´ comparar tres me´todos de clasificacio´n, uno
mediante una tabla binaria, otro mediante entrenamiento de una red neu-
ronal en funcio´n las caracter´ısticas extra´ıdas y finalmente una red neuronal
que adicional a las caracter´ısticas incluye la realimentacio´n de la respuesta
del sistema en los dos instantes precedentes, para su entrenamiento. Para
cada uno de estos me´todos de clasificacio´n el sistema genera tres estados, de
no fatiga, alerta y cr´ıtico.
Del resultado de los tres tipos de clasificacio´n utilizados, se obtuvo una pre-
cisio´n general del 89.4 %, frente a la identificacio´n del estado de fatiga presen-
tado en la validacio´n de 10 videos en ambiente real. De estos clasificadores,
el porcentaje ma´s alto de precisio´n lo presento el tercer clasificador (red
neuronal realimentada) con un 91 %, lo cual permite concluir que la determi-
nacio´n objetiva del estado de fatiga debe incluir estados precedentes.
La combinacio´n de varios factores que caracterizan la fatiga muestra que no
se tiene dependencia total del tiempo para establecer un juicio sobre e´sta,
es decir, no es necesario operar sobre los tiempos l´ımites de identificacio´n de
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fatiga lo que da a lugar a generar alertas tempranas. Esto depende en gran
medida de que el algoritmo procese.
Al analizar las causas de presencia de falsos positivos en la respuesta del
sistema, se concluye que son derivados de problemas de iluminacio´n princi-
palmente, lo que permite concluir que el utilizar ana´lisis por histograma para
generar umbralizacio´n adaptativa a fin de independizar el algoritmo de ex-
traccio´n de ciertas condiciones de luz, no resolvio´ completamente el problema.
Otros casos de falsos positivos hacen referencia a la perdida de la medicio´n
o deteccio´n de los para´metros escogidos, debido a movimientos pronunciados
del conductor (principalmente movimientos de cabeza laterales) que no per-
miten la identificacio´n de dichos para´metros, al excluir de la l´ınea de vista de
la ca´mara alguno de los ojos o la boca.
Al evaluar el algoritmo frente a condiciones relativamente inusuales como el
uso de gafas oscuras, se degrada el desempen˜o significativamente, debido a la
incidencia de la medida de apertura del ojo y su implicacio´n en la tabla de
clasificacio´n, as´ı como en la generacio´n de la base de datos de entrenamien-
to de la red neuronal. Dicho nivel de incidencia va en concordancia con los
estudios psicolo´gicos establecidos para la determinacio´n visual del estado de
fatiga. Una posible solucio´n estar´ıa encaminada a ponderar de forma diferente
la tabla o generar vectores de entrenamiento, ante la ausencia de la medida
del ojo, que para e´ste caso realce las caracter´ısticas de bostezo y cabeceo, en
el establecimiento del nivel de alarma.
Frente a trabajos acade´micos reportados en la literatura se logro´ establecer un
sistema por lo menos igual de robusto que los que cuantifican sus resultados
y bajo tiempos de procesamiento similares. Frente a la mayor´ıa, si se logra
establecer mediciones respecto al desempen˜o en ambiente real, se usa una base
de prueba ma´s amplia y se logra concluir en relacio´n a su funcionamiento en
condiciones espec´ıficas no consideradas previamente, como el uso de gafas
oscuras.
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7.2. TRABAJO FUTURO
La optimizacio´n del algoritmo y adecuacio´n a trabajo con resoluciones ba-
jas, da lugar a considerar una aplicacio´n de deteccio´n de cansancio mediante
hardware auto´nomo capaz de operar en tiempo real, evaluando el resultado
por medio de un sistema probablemente de audio que discrimine los estados
aqu´ı implementados por medio de frecuencias diferentes o amplitudes difer-
ente.
Como trabajo futuro se puede establecer la inclusio´n de algoritmos que den
robustez frente a la iluminacio´n, validando los efectos que esto tenga frente
al tiempo de procesamiento.
Una mejora al algoritmo puede establecer condiciones adicionales en el entre-
namiento para la no deteccio´n de los ojos y dar as´ı una ponderacio´n diferente
al cabeceo y bostezo, dando robustez a situaciones de uso de gafas por ejem-
plo.
Una alternativa para el desarrollo del sistema estar´ıa en el reemplazo de la
cama CCD por un sistema de visio´n 3D, como puede ser un Kinect, a fin
de extraer de los mapas de profundidad las caracter´ısticas que visualmente
indican cansancio, incluyendo estados de distraccio´n.
A. Anexo: CODIGO FUENTE
1. Co´digo para la funcio´n principal del programa, captura de los frames en
cada video
#include < cv.h >
#include < highgui.h >
CvCapture *capture=NULL;
IplImage *ojo;IplImage *boca;IplImage *frame= 0;
int frames;
CvHaarClassifierCascade *cascade f;
CvMemStorage *storage;
void rostroi(IplImage *img);
static CvScalar colors[]={{{0,0,255}},{{0,128,255}},{{0,255,255}},{{0,255,0}},
{{255,128,0}}
, {{255,255,0}},{{255,0,0}},{{255,0,255}}};
int dl,i,rw,rh, ry,rx,t,qpt,qVP1,ral,a,ran=0;
CvRect *r,*re,*ri;
int main(){
dl=1;
char *file1=”Haarcascade frontalface alt.xml”;4
cascade f=(CvHaarClassifierCascade*)cvLoad(file1,0,0,0);
storage=cvCreateMemStorage(0);
capture=cvCreateFileCapture(”vt1.MOV”);
cvNamedWindow(”Seg-rostro”,1);
for(;;){if(!cvGrabFrame(capture)) break;
frame = cvRetrieveFrame(capture);
rostroi(frame);
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cvRectangle(frame,cvPoint(r-¿x,r-¿y),cvPoint(r-¿x + r-¿width,r-¿y
+ r-¿height),colors[i],1, 8, 0);
cvShowImage(”Seg-rostro”,frame);
if(cvWaitKey(dl)≥0)break;
}
cvReleaseImage(&frame);
cvReleaseCapture(&capture);
cvDestroyWindow(”Seg-rostro”);
return 0;
}
2. Co´digo para la deteccio´n del rostro en funcio´n del clasificador Haar.
void rostroi(IplImage *copyi){
CvSeq ∗ faces = cvHaarDetectobjects(copyi, cascade f, storage, 1,1, 3,
CV HAAR DO CANNY PRUNING, cvSize(60, 60));
if(faces− > total == 0)return;
r = (CvRect∗)cvGetSeqElem(faces, 0);
ry = r− > y;
rx = r− > x;
rw = r− > width;
rh = r− > height;
cvClearMemStorage(storage);
}
3. Co´digo para el establecimiento de la regio´n de los ojos.
void rostroi(IplImage *copyi){
CvSeq ∗ faces = cvHaarDetecto´bjects(copyi, cascade f, storage, 2, 3,
CV HAAR DO CANNY PRUNING, cvSize(60, 60));
if(faces− > total == 0)return;
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r = (CvRect∗)cvGetSeqElem(faces, 0);
ry = r− > y; rx = r− > x; rw = r− > width; rh = r− > height;
cvClearMemStorage(storage);
ran = r− > width ∗ 0,9; ral = r− > height ∗ 0,4;
cvRectangle(frame, cvPoint(rx∗1,08, ry∗1,2), cvPoint(r− > x+ran, r− >
y + ral), colors[3], 1, 8, 0);
cvSetImageROI(frame, cvRect(rx ∗ 1,08, ry ∗ 1,2, ran, ral));
ojo = cvCreateImage(cvSize(ran, ral), frame− > depth, frame− > nChannels);
cvCopy(frame, ojo,NULL);
cvResetImageROI(frame);
}
4. Clasificador Haar para identificacio´n de cada ojo.
CvSeq ∗ eyes = cvHaarDetecto´bjects(ojo, cascade e2, storage, 1,1, 3, 0,
cvSize(10, 10));
if(eyes− > total > 0){
for(i = 0;i¡2; i+ +){
re = (CvRect∗)cvGetSeqElem(eyes, i); cvSetImageROI(V P l, ∗re);
xo = re− > x; yo = re− > y;wo = re− > width;ho = re− > height;
if(xo < (ran/2)&&ojod == 0){ojod = 1; dif = 2; }
if(xo > (ran/2)&&ojoi == 0){ojoi = 1; dif = 3; }
cvRectangle(copyi, cvPoint(re− > x, re− > y), cvPoint(re− > x + re− >
width, re− > y + re− > height), colors[i], 1, 8, 0); }}
5. Co´digo utilizado para la umbralizacio´n en la regio´n de los ojos es.
cvCvtColor(ojo, g ojo, CV RGB2GRAY );
if(dif == 2)ut = 80; elseif(dif == 3)ut = 110;
cvThreshold(g ojo, g gray, ut, 255, CV THRESH BINARY );
if(gstorage == NULL){g storage = cvCreateMemStorage(0); }
else{cvClearMemStorage(gstorage); }
z = cvF indContours(g gray, g storage,&contours, sizeof(CvContour),
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CV RETR LIST );
cvZero(g gray);
if(contours){
cvDrawContours(g gray, contours, cvScalarAll(255), cvScalarAll(255), 100);
cvShowImage(”Contorno”, g gray);
}
6. Co´digo para establecer la ROI de la boca.
void rostroi(IplImage ∗ copyi){
CvSeq ∗ faces = cvHaarDetecto´bjects(copyi, cascade f, storage, 2, 3,
CV HAAR DO CANNY PRUNING, cvSize(60, 60));
if(faces− > total == 0)return;
r = (CvRect∗)cvGetSeqElem(faces, 0);
ry = r− > y; rx = r− > x; rw = r− > width; rh = r− > height;
cvClearMemStorage(storage);
ran = r− > width ∗ 0,9; ral = r− > height/2;
cvRectangle(frame, cvPoint(rx∗1,08, ry∗1,2), cvPoint(r− > x+ran, r− >
y + ral), colors[3], 1, 8, 0);
cvSetImageROI(frame, cvRect(rx ∗ 1,08, ry ∗ 1,2, ran, ral));
ojo = cvCreateImage(cvSize(ran, ral), frame− > depth, frame− > nChannels);
cvCopy(frame, ojo,NULL); cvResetImageROI(frame);
ran = r− > width ∗ 0,8; ral = r− > height ∗ 0,6;
cvRectangle(frame, cvPoint(rx∗ 1,15, ry+ ral), cvPoint(rx+ ran, ry+ rh∗
0,95), colors[5], 1, 8, 0);
cvSetImageROI(frame, cvRect(rx ∗ 1,15, ry + ral, ran, rh ∗ 0,95));
boca = cvCreateImage(cvSize(ran, rh ∗ 0,95), frame− > depth, frame− >
nChannels);
cvCopy(frame, boca,NULL);
cvResetImageROI(frame);
}
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7. Co´digo asociado es asociado segmentacio´n fina boca.
void con boca(IplImage ∗ g image){
IplImage ∗ g yawn = NULL; intnc1, x, y, bo[4];
int i, h; intubmaxa = 0; doubleut = 0; inthist size = 256;
float range 0[ ] = {0, 256};
float ∗ ranges[] = {range 0};
CvHistogram ∗ hist;
hist = cvCreateHist(1,&histsize, CV HIST ARRAY, ranges, 1);
IplImage ∗ Imag Y =
cvCreateImage(cvGetSize(g image), IPL DEPTH 8U, 1);
IplImage ∗ Imag Cr =
cvCreateImage(cvGetSize(g image), IPL DEPTH 8U, 1);
IplImage ∗ Imag Cb =
cvCreateImage(cvGetSize(g image), IPL DEPTH 8U, 1);
g yawn = cvCreateImage(cvGetSize(g image), 8, 3);
g gray = cvCreateImage(cvGetSize(g image), 8, 1);
if(g storage == NULL){g storage = cvCreateMemStorage(0); }
else{cvClearMemStorage(g storage); }
cvCvtColor(g image, g yawn,CV RGB2Y CrCb);
cvCvV PixToP lane(g yawn, Imag Y, Imag Cr, Imag Cb,NULL);
cvClearMemStorage(g storage);
cvCalcHist(Imag Cr, hist, 0, 0);
for(i = 0; i < histsize; i+ +){
h = cvRound(cvGetReal1D(hist− > bins, i));
if(ubmaxa < h){ubmaxa = h;ut = i; }
}
cvClearHist(hist);
cvReleaseHist(&hist);
cvThreshold(Imag Cr, Imag Cr, ut+ 2, 255, CV THRESHBINARY );
nc1 = cvF indContours(Imag Cr, g storage,&contours);
if(contours){
cvDrawContours(Imag Cr, contours, cvScalarAll(255), cvScalarAll(255), 100);
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cvReleaseImage(&g yawn);
}
8. Co´digo asociado a la deteccio´n del cabeceo.
cab[20] = (cod− coi)/2;
for(i = 0; i < 20; i+ +){cab[i] = cab[i+ 1]; }
cabz = cab[20]− cab[0];
if(cont frames > 20){
if(cabz > 8)cbz = 1;
elsecbz = 0; }
9. Co´digo para ubicacio´n inicial y final del rostro.
void rostroi(IplImage *copyi){
if(rst == 0){
CvSeq ∗ faces = cvHaarDetectObjects(copyi, cascade f, storage, 1,1, 3,
CV HAAR DO CANNY PRUNING, cvSize(60, 60));
if(faces− > total == 0)return;
r = (CvRect∗)cvGetSeqElem(faces, 0);
ry = r− > y; rx = r− > x; rw = r− > width; rh = r− > height;
cvClearMemStorage(storage);
cvSetImageROI(copyi, cvRect(rx− 25, ry − 25, rw + 50, rh+ 50));
V P l = cvCreateImage(cvSize(rw + 50, rh+ 50), copyi− > depth, copyi− >
nChannels);
cvCopy(copyi, V P l,NULL);
rst = 1; }
else
{cvSetImageROI(copyi, cvRect(rx− 25, ry − 25, rw + 50, rh+ 50));
V P l = cvCreateImage(cvSize(rw + 50, rh+ 50), copyi− > depth, copyi− >
nChannels);
cvCopy(copyi, V P l,NULL); }
103
rostro(V P l);
cvResetImageROI(copyi);
}
10. Co´digo para implemetacio´n de la red neuronal sin realimentacio´n.
datos = cvCreateMat(var count, 4, CV 32F );
clases = cvCreateMat(var count, 3, CV 32F );
CvMat ∗ pesos = cvCreateMat(var count, 1, CV32FC1);
CvMat ∗ numcapasneurona = cvCreateMat(3, 1, CV 32SC1);
CvMattrainData1, trainClasses1, neuralLayers1, sampleWts1;
cvGetRows(datos, &trainData1, 0, var count);
cvGetRows(clases, &trainClasses1, 0, var count);
cvGetRows(pesos, &sampleWts1, 0, var count);
cvGetRows(numcapasneurona, &neuralLayers1, 0, 3);
cvSet1D(&neuralLayers1,0,cvScalar(4));
cvSet1D(&neuralLayers1,1,cvScalar(35));
cvSet1D(&neuralLayers1,2,cvScalar(3));
for (i=0;i¡var count;i++)
fscanf(f,” %f %f %f %f %f %f %f”, &td[i][0],&td[i][1],&td[i][2],&td[i][3],&td[i][4],
&td[i][5],&td[i][6]);
fclose(f);
for (i=0; i¡var count; i++){
cvmSet(datos,i,0,td[i][0]);
cvmSet(datos,i,1,td[i][1]);
cvmSet(datos,i,2,td[i][2]);
cvmSet(datos,i,3,td[i][3]);
cvmSet(clases,i,0,td[i][4]);
cvmSet(clases,i,1,td[i][5]);
cvmSet(clases,i,2,td[i][6]);
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cvSet1D(&sampleWts1,i,cvScalar(1));}
RedNeuronal.create(numcapasneurona);
RedNeuronal.train(datos,clases,pesos,0,
CvANN MLP TrainParams(
cvTermCriteria(CV TERMCRIT ITER+CV TERMCRIT EPS,
100,0.0001),
CvANN MLP TrainParams::BACKPROP,
0.01,0.05
)
);
11.Co´digoparalaredneuronalrealimentada.
datos = cvCreateMat(var count, 6, CV32F );
clases = cvCreateMat(var count, 2, CV32F );
CvMat ∗ pesos = cvCreateMat(var count, 1, CV 32FC1);
CvMat ∗ numcapasneurona = cvCreateMat(3, 1, CV 32SC1);
CvMattrainData1, trainClasses1, neuralLayers1, sampleWts1;
cvGetRows(datos,&trainData1, 0, var count);
cvGetRows(clases,&trainClasses1, 0, var count);
cvGetRows(pesos,&sampleWts1, 0, var count);
cvGetRows(numcapasneurona,&neuralLayers1, 0, 3);
cvSet1D(&neuralLayers1, 0, cvScalar(6));
cvSet1D(&neuralLayers1, 1, cvScalar(60));
cvSet1D(&neuralLayers1, 2, cvScalar(2));
for (i=0;i < var count;i++)
fscanf(f,” %f %f %f %f %f %f %f %f¨, &td[i][0],&td[i][1],&td[i][2],&td[i][3],&td[i][4],
&td[i][5],&td[i][6],&td[i][7]);
fclose(f);
for (i=0; i¡var count; i++){
cvmSet(datos,i,0,td[i][0]);
cvmSet(datos,i,1,td[i][1]);
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cvmSet(datos,i,2,td[i][2]);
cvmSet(datos,i,3,td[i][3]);
cvmSet(datos,i,4,td[i][4]);
cvmSet(datos,i,5,td[i][5]);
cvmSet(clases,i,0,td[i][6]);
cvmSet(clases,i,1 ,td[i][7]);
cvSet1D(&sampleWts1,i,cvScalar(1));}
RedNeuronal.create(numcapasneurona);
RedNeuronal.train(datos,clases,pesos,0,
CvANN MLP TrainParams(
cvTermCriteria(CV TERMCRIT ITER+CV TERMCRIT EPS,
200,0.0001),
CvANN MLP TrainParams::BACKPROP,
0.01,0.05)
);
RedNeuronal.save(RedNeuronalrealim”);
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