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Abstract
It has been experimentally observed that distributed implementations of mini-batch stochas-
tic gradient descent (SGD) algorithms exhibit speedup saturation and decaying generalization
ability beyond a particular batch-size. In this work, we present an analysis hinting that high
similarity between concurrently processed gradients may be a cause of this performance degra-
dation. We introduce the notion of gradient diversity that measures the dissimilarity between
concurrent gradient updates, and show its key role in the performance of mini-batch SGD. We
prove that on problems with high gradient diversity, mini-batch SGD is amenable to better
speedups, while maintaining the generalization performance of serial (one sample) SGD. We
further establish lower bounds on convergence where mini-batch SGD slows down beyond a par-
ticular batch-size, solely due to the lack of gradient diversity. We provide experimental evidence
indicating the key role of gradient diversity in distributed learning, and discuss how heuristics
like dropout, Langevin dynamics, and quantization can improve it.
1 Introduction
In recent years, deploying algorithms on distributed computing units has become the de facto
architectural choice for large-scale machine learning. Parallel and distributed optimization has
gained significant traction with a large body of recent work establishing near-optimal speedup gains
on both convex and nonconvex objectives [35, 15, 9, 47, 29, 20, 12, 4], and several state-of-the-art
publicly available (distributed) machine learning frameworks, such as Tensorflow [1], MXNet [5],
and Caffe2 [6], offer distributed implementations of popular learning algorithms.
Mini-batch SGD is the algorithmic cornerstone for several of these distributed frameworks.
During a distributed iteration of mini-batch SGD, a master node stores a global model, and P
worker nodes compute gradients for B data points, which are randomly sampled from a total of n
training data (i.e., B/P samples per worker per iteration), with respect to the same global model;
the parameter B is commonly referred to as the batch-size. The master, after receiving these B
gradients, applies them to the global model and sends the updated model back to the workers;
this is the equivalent of one round of communication. The algorithm then continues to its next
distributed iteration.
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Unfortunately, near-optimal scaling for distributed variants of mini-batch SGD is only possible
for up to tens of compute nodes. Several studies [9, 36] indicate that there is a significant gap
between ideal and realizable speedups when scaling out to hundreds of compute nodes. This
commonly observed phenomenon is referred to as speedup saturation. A key cause of speedup
saturation is the communication overheads of mini-batch SGD.
Ultimately, the batch-size B controls a crucial performance trade-off between communication
costs and convergence speed. When we use large batch sizes, we observe large speedup gains per
pass (i.e., per n gradient computations), as shown in Figure 1, due to fewer communication rounds.
However, as shown in Figure 2, to achieve a desired level of accuracy for larger batches, we may
need a larger number of passes over the dataset, resulting in overall slower computation that leads
to speedup saturation. Furthermore, recent work shows that large batch sizes lead to models that
generalize worse [24].
The key question that motivates our work is the following: How does the batch-size control the
convergence and generalization performance of mini-batch SGD?
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Figure 1: Speedup gains for
a single data pass and various
batch-sizes, for a cuda-convnet
variant model on CIFAR-10.
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Figure 2: Number of data
passes to reach 95% accuracy for
a cuda-convnet variant model on
CIFAR-10, vs batch-size. Step-
sizes are tuned for each batch
size to maximize convergence
speed.
Our Contributions: We define the notion of gradient diver-
sity that measures the dissimilarity between concurrent gradient
updates. We show that the convergence of mini-batch SGD, on
both convex and nonconvex objectives, is identical—up to constant
factors—to that of serial SGD (e.g., B = 1), if the batch-size is
proportional to a bound implied by gradient diversity. We estab-
lish that these results are worst-case optimal, i.e., there exist convex
problems where for larger batches than our prescribed bound, the
convergence performance of mini-batch SGD decays. To the best
of our knowledge this is the first work that presents tight bounds
on the batch-size. Our convergence results are stated for convex,
strongly convex, smooth nonconvex, and Polyak- Lojasiewicz func-
tions [23]. Surprisingly, the bound on the optimal batch-size is
identical across all cases.
We note that there has been significant work on the theory of
mini-batch algorithms, which we review below. The novelty of our
bound on the optimal batch-size is that it is data-dependent, tight,
and essentially identical across convex and nonconvex functions,
and in some cases leads to guaranteed uniformly larger batch-sizes
compared to prior work. More importantly, the bound has an op-
erational meaning and provides insights into algorithmic heuristics
like dropout, quantization, and Langevin dynamics, which we show
improve gradient diversity.
Following our convergence analysis, we provide generalization
bounds for mini-batch SGD through the notion of algorithmic sta-
bility [3, 18, 30]. To the best of our knowledge this is the first work
that explores the stability of mini-batch SGD. Through a similar
measure of gradient diversity, we establish that as long as the batch-
size is below a certain threshold, then mini-batch SGD is as stable
as one sample SGD that is analyzed by Hardt et al. [18].
2
2 Related work
Mini-batch SGD Dekel et al. [10] analyze mini-batch SGD on non-strongly convex functions
and propose B = O(√T ) as an optimal choice for batch-size. Their result is valid under a particular
definition of gap to optimality, and does not yield meaningful convergence rates for strongly convex
functions, nor does it seem to hold for non-convex setups. In contrast, our work provides a general
and data-dependent principle for choosing the batch-size via gradient diversity, and it holds without
the requirement of convexity. Even in the regime where the result in [10] is valid, depending on
the problem, our result may still provide better bounds on the batch-size than O(√T ) (e.g., in the
sparse conflict setting shown in Section 4.1). Friedlander and Schmidt [13] propose an adaptive
batch-size scheme that chooses geometrically increasing batch-sizes, and show that this scheme
provides weak linear convergence rate for strongly convex functions. With the concept of gradient
diversity, our work also implies the similar fact that using a varying batch-size schedule provides
a better convergence rate. Data-dependent thresholds for batch-size have been developed for some
specific problems such as least squares [21] and SVM [41]. These results usually convey a similar
message to ours, i.e., more diversity among the gradients allows larger batch-size; however, our
result holds for a much wider range of problems. In addition to providing theoretical guarantees for
the choice of batch-size, De et al. propose an optimization algorithm for choosing the batch-size [8].
Besides batch-size selection, weighted sampling techniques have also been developed for mini-batch
SGD [32, 48]. In particular, Zhang et al. [48] propose a non-uniform sampling scheme that can
increase the chance of getting more diverse data in a batch.
Other mini-batching and distributed optimization algorithms Beyond mini-batch SGD,
several other mini-batching algorithms have been proposed; we survey a non-exhaustive list. In
[28, 45], mini-batch proximal algorithms are presented that require solving a regularized optimiza-
tion algorithm on a sampled batch as a subroutine. Although this algorithm allows for choosing
a larger batch-size, it also has additional computation and communication cost in distributed set-
tings due to subroutines, and it cannot be trivially applied to the non-convex setting. Accelerated
methods in conjunction with mini-batching have been studied in [7]. Mini-batch SDCA [38, 42]
has been proposed for regularized convex problems. The combination of mini-batching and vari-
ance reduction has also been studied in [34] and mS2GD [25]. Here, we emphasize that although
different mini-batching algorithms can be designed for particular problems and may work better
in particular regimes, especially in the convex setting, these algorithms are usually more difficult
to implement in distributed learning frameworks like Tensorflow or MXNet, and can introduce ad-
ditional communication cost. Other distributed optimization algorithms have also been proposed
under different distributed computation frameworks: some algorithms use a one-shot model aver-
aging [31, 51, 50], and a few other algorithms consider the cases where the workers locally store
fractions of the dataset that they do not share it with other workers [27, 39, 49, 20].
Generalization and stability In their landmark paper [3], Bousquet and Elisseeff show that
algorithmic stability implies good generalization. This approach was recently used to establish gen-
eralization bounds for SGD by Hardt et al. [18]. Another approach to analyzing the generalization
properties of an algorithm is to use the operator view of averaged SGD [11]. This method was
recently extended by Jain et al. [21] to the case of random least-squares regression to prove bounds
on generalization of mini-batch SGD. In this paper, we extend the analysis of the first method
to the mini-batch setting, and show that the generalization is governed by a gradient diversity
parameter.
3
3 Problem Setup
We consider the following general supervised learning setup. Suppose that D is an unknown distri-
bution over a sample space Z, and we have access to a sample S = {z1, . . . , zn} of n data points,
that are drawn i.i.d. from D. Our goal is to find a model w from a model space W ⊆ Rd with
small population risk with respect to a loss function, i.e., R(w) = Ez∼D[f(w; z)]. Since we do not
have access to the population risk, we instead train a model that aims to minimizes the empirical
risk
RS(w) :=
1
n
n∑
i=1
f(w; zi). (1)
For any training algorithm that operates on the empirical risk, there are two important aspects to
analyze: the convergence speed to a good model with small empirical risk, and the generalization
gap |RS(w)−R(w)| that quantifies the performance discrepancy of the model between the empirical
and population risks. For simplicity, we use the notation fi(w) := f(w; zi), F (w) := RS(w), and
define w∗ ∈ arg minw∈W F (w). In this work, we focus on families of differentiable loss functions
that satisfy a subset of the following conditions for all parameters w,w′ ∈ W:
Definition 1 (β-smooth). F (w) ≤ F (w′) + 〈∇F (w′),w −w′〉+ β2 ‖w −w′‖22,
Definition 2 (λ-strongly convex). F (w) ≥ F (w′) + 〈∇F (w′),w −w′〉+ λ2‖w −w′‖22,
Definition 3 (µ-Polyak- Lojasiewicz (PL)). 12‖∇F (w)‖22 ≥ µ(F (w)− F (w∗)),
Mini-batch SGD At each iteration, mini-batch SGD computes B gradients on randomly sam-
pled data points at the most current global model. At the (k + 1)-th distributed iteration, the
mini-batch SGD algorithm is described by
w(k+1)B = wkB − γ
(k+1)B−1∑
`=kB
∇fs`(wkB), (2)
where each index si is drawn uniformly at random from [n] with replacement. Here, we use w with
subscript kB to denote the model we obtain after k distributed iterations, i.e., a total number of kB
gradient updates. In addition, mini-batch SGD also generally allows varying batch-size B1, B2, . . .,
and in this case, we will use wNk to denote the model after k iterations, with Nk =
∑k
i=1Bi. Our
results also apply to varying step-size, but for simplicity we only state our bounds with constant
step-size. In related studies there is a normalization factor of 1/B included in the gradient step,
but here we subsume that in the step-size γ.
We note that some of our analyses require W to be a bounded convex subset of Rd, where the
projected version of SGD can be used, by making Euclidean projections back to W, i.e.,
w(k+1)B = ΠW
wkB − γ (k+1)B−1∑
`=kB
∇fs`(wkB)
 . (3)
For simplicity, in our main text, we refer to both with/without projection algorithms as “mini-batch
SGD”, but in our Appendix we make the distinction clear, when needed.
4
4 Gradient Diversity and Convergence
4.1 Gradient Diversity
We introduce the notion of gradient diversity that quantifies the degree to which individual gradients
of the loss functions are different from each other.
Definition 4 (Gradient Diversity). We refer to the following ratio as gradient diversity
∆S(w) :=
∑n
i=1 ‖∇fi(w)‖22
‖∑ni=1∇fi(w)‖22 =
∑n
i=1 ‖∇fi(w)‖22∑n
i=1 ‖∇fi(w)‖22 +
∑
i 6=j〈∇fi(w),∇fj(w)〉
. (4)
We say that ∆S(w) is a measure of gradient diversity, since it is large when the inner products
between the gradients taken with respect to different data points are small. In particular, gradient
diversity is large when the gradients are almost orthogonal, or even on opposite directions. Using
this measure of gradient diversity, we define a batch-size bound BS(w) for each data set S and
each w ∈ W, as follows.
Definition 5 (Batch-size Bound). BS(w) := n ·∆S(w).
As we see in later parts, the batch-size bound BS(w) implied by gradient diversity plays a
fundamental role in the batch-size selection during mini-batch SGD.
Examples of gradient diversity We provide two examples in which we can compute a uniform
lower bound for all BS(w), w ∈ W. Notice that these bounds depend on the data set S, and are
thus data dependent.
Example 1. (Generalized linear function) Suppose that any data point z consists of feature vector
x ∈ Rd and some label y ∈ R, and for sample S = {z1, . . . , zn}, the loss function f(w; zi) can be
written as a generalized linear function f(w; zi) = `i(x
T
i w), where `i : R→ R is a differentiable one-
dimensional function, and we do not require the convexity of `i(·). Let X = [x1 x2 · · · xn]T ∈ Rn×d
be the feature matrix. We have the following results for BS(w) for generalized linear functions.
Theorem 1. For generalized linear functions, ∀ w ∈ W, we have
BS(w) ≥ nmini=1,...,n ‖xi‖
2
2
σ2max(X)
.
We prove Theorem 1 in Appendix A.1. We further instantiate this result in the random feature
settings, and provide the following result for features with sub-Gaussian entries.
Corollary 1. Suppose that n ≥ d, and xi has i.i.d. σ-sub-Gaussian entries with zero mean. Then,
there exist universal constants c1, c2, c3 > 0, such that, with probability at least 1 − c2ne−c3d, we
have BS(w) ≥ c1d ∀ w ∈ W.
As we can see, as long as we are in the relatively high dimensional regime with d = Ω(log(n)),
with high probability, BS(w) ≥ O(d) for all w ∈ W. We can further improve the probability
argument when the magnitude of each entry of the feature matrix is uniformly lower bounded by
a positive constant. For example, for Rademacher entries, we have the following result.
Corollary 2. Suppose that n ≥ d, and the entries of xi are i.i.d. uniformly distributed in {−1, 1}.
Then, there exist universal constants c4, c5, c6 > 0, such that, with probability at least 1− c5e−c6n,
we have BS(w) ≥ c4d ∀ w ∈ W.
5
We prove Corollary 1 and Corollary 2 in Appendix A.2.
Example 2. (Loss functions with sparse conflicts) In some applications [22], the gradient of an
individual loss function ∇fi(w) depends only on a small subset of all the coordinates of w (called
the support), and the supports of the gradients have sparse conflicts. More specifically, define a
graph G = (V,E) with the vertices V representing the n data points, and for i 6= j, (i, j) ∈ E when
the supports of ∇fi(w) and ∇fj(w) have non-empty overlap. We then have the following result
for BS(w).
Theorem 2. Let ρ be the maximum degree of all the vertices in G. Then, we have ∀ w ∈ W,
BS(w) ≥ n/(ρ+ 1).
We prove this result in Appendix A.3. As we can see, this lower bound can be large when G is
sparse, i.e., when ρ is small.
4.2 Convergence Rates
Our convergence results are consequences of the following lemma, which does not require convexity
of the losses and is simple to prove (see Section B.2 of the Appendix), and yet captures the effect
of mini-batching on an iterate-by-iterate basis. Here, we define M2(w) := 1n
∑n
i=1 ‖∇fi(w)‖22 for
any w ∈ W.
Lemma 1. Let wkB be a fixed model, and let w(k+1)B denote the model after a mini-batch iteration
with batch-size B = δ ·BS(wkB) + 1. Then we have:
E[‖w(k+1)B −w∗‖22 | wkB]
≤ ‖wkB −w∗‖22 −B ·
(
2γ 〈∇F (wkB),wkB −w∗〉 − (1 + δ)γ2M2(wkB)
)
.
(5)
The inequality changes to equality in the case of minibatch SGD without projections.
Remark. For a single iteration, the model trained by serial SGD (i.e., B = 1), in expectation,
closes the distance to the optimal by exactly 2γ 〈∇F (wkB),wkB −w∗〉 − γ2M2(wkB). Our bound
says that, using the same step-size1 as SGD (without normalizing with a factor of B), mini-batch
will close that distance to the optimal (or any critical point w∗) by approximately B times more,
if B = O(BS(wkB)). This matches the best that we could have hoped for: mini-batch SGD with
batch-size B should be B times faster per iteration than a single iteration of serial SGD.
We now provide convergence rates for strongly convex, convex, smooth nonconvex, and PL
functions with constant batch-size. For a mini-batch SGD algorithm, define the set WT ⊂ W as
the collection of all possible model parameters that the algorithm can reach during T/B parallel
iterations, i.e.,
WT := {w ∈ W : w = wkB for some instance of mini-batch SGD, k = 0, 1, . . . , T/B}.
Our main message can be summarized as follows:
Theorem 3 (informal convergence result). Let B ≤ δ · BS(w) + 1, ∀ w ∈ WT . If serial SGD
achieves an -suboptimal2 solution after T gradient updates, then using the same step-size as serial
SGD, mini-batch SGD with batch-size B can achieve a (1 + δ2)-suboptimal solution after the same
number of gradient updates ( i.e., T/B iterations).
1In fact, our choice of step-size is consistent with many state-of-the-art distributed learning frameworks [17], and
we would like to point out that our paper provides theoretical explanation of this choice of step-size.
2Suboptimality is defined differently for different classes of functions.
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We can also show that by tuning the step-size by a factor of 1/(1 + δ), mini-batch SGD can
achieve an -suboptimal solution using (1 + δ)T gradient updates. Therefore, mini-batch SGD
does not suffer from convergence speed saturation as long as the batch-size does not exceed the
fundamental bound implied by gradient diversity.
Now we provide our convergence results in detail. Define F ∗ = minw∈W F (w), D0 = ‖w0−w∗‖22.
In all the following results, we assume that B ≤ δBS(w)+1, ∀ w ∈ WT , and M2(w) ≤M2, ∀ w ∈
WT . The step-sizes in the following results are known to be the order-optimal choices for serial
SGD with constant step-size [2, 16, 23].
Theorem 4 (strongly convex functions). Suppose that F (w) is λ-strongly convex, and use step-size
γ = λ
M2
and batch-size B ≤ 12λγ . Then, after T ≥ M
2
2λ2
log(2D0 ) gradient updates, we have
E[‖wT −w∗‖22] ≤ (1 +
δ
2
).
Theorem 5 (convex functions). Suppose that F (w) is convex, and use step-size γ = 
M2
. Then,
after T ≥ M2D0
2
gradient updates, we have
E
F (B
T
T
B
−1∑
k=0
wkB)− F ∗
 ≤ (1 + δ
2
).
Theorem 6 (smooth functions). Suppose that F (w) is β-smooth, W = Rd, and use step-size
γ = 
βM2
. Then, after T ≥ 2
2
M2β(F (w0)− F ∗) gradient updates, we have
min
k=0,...,T/B−1
E[‖∇F (wkB)‖22] ≤ (1 +
δ
2
).
Theorem 7 (PL functions). Suppose that F (w) is β-smooth, µ-PL, W = Rd, and use step-size
γ = 2µ
M2β
, and batch-size B ≤ 12γµ . Then, after T ≥ M
2β
4µ2
log(2(F (w0)−F
∗)
 ) gradient updates, we
have
E[F (wT )− F ∗] ≤ (1 + δ
2
).
We prove Theorems 4, 5, 6, and 7 in Appendix B.3, B.4, B.5, and B.6, respectively. As men-
tioned, we can also tune the step-size so that mini-batch SGD can reach -suboptimality, with a
(1 + δ) multiplicative factor on the total number of gradient updates. We present this version of
results in Table 1.
4.3 Worst-case Optimality of Fundamental Batch-size
Interestingly, we can provide a worst-case optimal characterization of convergence rate using BS(w).
The following theorem establishes this for a convex problem with varying agnostic batch-sizes3 Bk.
Essentially, if we violate the batch bound prescribed above by a factor of δ, then the quality of our
model will be penalized by a factor of δ, in terms of accuracy.
Theorem 8. Consider a mini-batch SGD algorithm with K iterations and varying batch-sizes
B1, B2, . . . , BK , and let Nk =
∑k
i=1Bi. Then, there exists a λ-strongly convex function F (w) =
3Here, by saying that the batch-sizes are agnostic, we emphasize the fact that the batch-sizes are constants that
are picked up without looking at the progress of the algorithm.
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Function class
serial SGD
step-size γ()
mini-batch SGD
step-size γ()/(1 + δ)
λ-strongly
convex
M2 log(2D0/)
2λ2
(1 + δ)M
2 log(2D0/)
2λ2
convex M
2D0
2
(1 + δ)M
2D0
2
β-smooth 2M
2β(F (w0)−F ∗)
2
(1 + δ)2M
2β(F (w0)−F ∗)
2
β-smooth
µ-PL
M2β log(2(F (w0)−F ∗)/)
4µ2
(1 + δ)M
2β log(2(F (w0)−F ∗)/)
4µ2
Table 1: Convergence rates of serial SGD and mini-batch SGD with batch-size B for various function
classes. For serial SGD, we present the convergence rates that appear in the literature [2, 16, 23] and we use
common choice of step-sizes γ(), which are also applied in Theorems 4-7. For mini-batch SGD, we assume
that B ≤ δ ·BS(w) + 1, ∀ w ∈ WT . The contents of the table show the upper bounds on the total number
of gradient updates for each algorithm and each function class to reach -suboptimality.
1
n
∑n
i=1 fi(w) with bounded parameter space W, such that, if Bk ≤ 12λγ and Bk ≥ δE[BS(wNk−1)] +
1 ∀ k = 1, . . . ,K (where the expectation is taken over the randomness of the mini-batch SGD
algorithm), and the total number of gradient updates T = NK ≥ cλγ for some universal constant
c > 0, we have:
E[‖wT −w∗‖22] ≥ c′(1 + δ)
γM2
λ
,
where c′ > 0 is a universal constant. More concretely, when running mini-batch SGD with step-size
γ = λ
M2
and at least O(M2
λ2
) gradient updates, we have
E[‖wT −w∗‖22] ≥ c′(1 + δ).
We prove Theorem 8 in Appendix C.1. Although the above bound is only for strongly convex
functions, it reveals that there exist regimes beyond which scaling the batch-size beyond our funda-
mental bound can lead to only worse performance in terms of the accuracy for a given iteration, or
the number of iterations needed for a specific accuracy. We would like to note that this result can
conceivably be tightened for nonconvex problems, which we suggest as an interesting open problem.
We can also show that, up to a constant factor, the condition B ≤ 12γλ in Theorem 4 and 8, is
actually necessary for mini-batch SGD to converge when F (w) is strongly convex. We provide the
details in Appendix C.2.
4.4 Diversity-inducing Mechanisms
In large scale optimization, a few algorithmic heuristics, such as dropout [40], stochastic gradient
Langevin dynamics (SGLD) [46], and quantization [43], have been shown to be useful for improving
convergence and/or generalization. In this section, we show that these techniques can also increase
gradient diversity – and thus can allow us to use a larger batch-size – rendering mini-batch SGD
more amenable to distributed speedup gains. We note that using these heuristics may also slow
down the convergence of mini-batch SGD, since they usually introduce additional noise to the
gradients; and there is a trade-off between the speedup gain in distributed system via using large
batch-size and the slowdown in convergence rates.
For simplicity, we call any diversity-inducing mechanism a DIM. In each iteration, when data
point i is sampled, instead of making gradient update with ∇fi(w), the algorithm updates with a
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random surrogate vector gDIMi (w) by introducing some additional randomness, which is acquired
i.i.d. across data points and iterations.
We can thus define the corresponding gradient diversity and batch-size bounds
∆DIMS (w) :=
∑n
i=1 E‖gDIMi (w)‖22
E‖∑ni=1 gDIMi (w)‖22 , BDIMS (w) := n ·∆DIMS (w), (6)
where the expectation is taken over the additional randomness of the mechanism. In the following
parts, we first demonstrate various diversity-inducing mechanisms, and then compare BDIMS (w)
with BS(w).
Dropout We interpret dropout as updating a randomly chosen subset of all the coordinates of
the model parameter vector4. Let D1, . . . ,Dn be i.i.d. diagonal matrices with diagonal entries
being i.i.d. Bernoulli random variables, and each diagonal entry is 0 with dropout probability
p ∈ (0, 1). When data point zi is chosen, instead of making gradient update ∇fi(w), we make
update gdropi (w) = Di∇fi(w).
Stochastic Gradient Langevin Dynamics Adding noise to the gradients, also known as the
stochastic gradient Langevin dynamics (SGLD) [46] has been shown to improve deep neural network
learning [33] and help escape strict saddle points [14]. SGLD takes the gradient updates: gsgldi (w) =
∇fi(w) + ξi where ξi, i = 1, . . . , n, are independent isotropic Gaussian noise N (0, σI).
Quantized gradients Quantization [43] is a recently proposed technique in deep learning. The
quantized version of a vector v, denoted by Q(v), is given by [Q(v)]` = ‖v‖2 sign(v`)η`(v), where
sign(x) is the sign of a value x, and η`(v)s are independent Bernoulli random variables with P{η` =
1} = |v`|/‖v‖2. For quantization, we define gquanti (w) = Q(∇fi(w)).
We can show that these mechanisms increases gradient diversity, as long as BS(w) is not already
large enough. Formally, we have
Theorem 9. For any w ∈ W such that BS(w) ≤ n, we have BDIMS (w) ≥ BS(w), where DIM ∈
{drop, sgld, quant}.
We prove Theorem 9 in Appendix D. We can also show that if BS(w) is already large enough,
i.e., BS(w) > n, the three mechanisms can still keep the gradient diversity large, i.e., BDIMS (w) > n.
5 Differential Gradient Diversity and Stability
5.1 Stability and Generalization
Recall that in supervised learning problems, our goal is to learn a parametric model with small
population risk R(w) := Ez∼D[f(w; z)]. In order to do so, we use empirical risk minimization,
and hope to obtain a model that has both small empirical risk and small population risk to avoid
overfitting. Formally, let A be a possibly randomized algorithm which maps the training data to
the parameter space as w = A(S). We define the expected generalization error of the algorithm as
gen(A) := |ES,A[RS(A(S))−R(A(S))]| .
4We use the interpretation of dropout in [18], and we note although defined differently, our notion of dropout is
of similar spirit to the original dropout [40] and dropconnect [44] schemes.
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In [3], Bousquet and Ellisseef show that there is a fundamental connection between the generaliza-
tion error and algorithmic stability. An algorithm is said to be stable if it produces similar models
given similar training data. We summarize their result as follows5.
Theorem 10. Let S = (z1, . . . , zn) and S ′ = (z′1, . . . , z′n) be two independent random samples from
D, and let S(i) = (z1, . . . , zi−1, z′i, zi+1, . . . , zn) be the sample that is identical to S except in the
i-th data point where we replace zi with z
′
i. Then, we have
ES,A[RS(A(S))−R(A(S))] = ES,S′,A
[
1
n
n∑
i=1
f(A(S(i)); z′i)−
1
n
n∑
i=1
f(A(S); z′i)
]
.
Such a framework was used by Hardt et al.[18] to show stability guarantees for serial SGD
(B = 1), and for Lipschitz and smooth loss functions. Roughly speaking, they show upper bounds
γ on the step-size below which serial SGD is stable. For mini-batch SGD, as our convergence results
suggest, in order to gain speed-ups in distributed systems, we would ideally like to operate the mini-
batch algorithm using a similar step-size as in serial SGD. We show that the mini-batch algorithm
with a similar step-size to SGD is indeed stable, provided that a related notion to gradient diversity
is large enough.
5.2 Differential Gradient Diversity
The stability of mini-batch SGD is governed by the differential gradient diversity, defined as follows.
Definition 6 (Differential Gradient Diversity and Batch-size Bound). For any w,w′ ∈ W, w 6= w′,
the differential gradient diversity and batch-size bound is given by
∆S(w,w′) :=
∑n
i=1 ‖∇fi(w)−∇fi(w′)‖22
‖∑ni=1∇fi(w)−∇fi(w′)‖22 , BS(w,w′) := n ·∆S(w,w′).
Although it is a distinct measure, differential gradient diversity shares similar properties with
gradient diversity. For example, the lower bounds for BS(w) in examples 1 and 2 in Section 4.1 also
hold for BS(w,w′), and two mechanisms, dropout and stochastic gradient Langevin dynamics that
induce gradient diversity also induce differential gradient diversity, as we note in the Appendix E.5.
5.3 Stability of mini-batch SGD
We provide the details of our stability result in this section. We make the assumptions that, for
each z ∈ Z, the loss function f(w; z) is convex, L-Lipschitz and β-smooth in W. We choose not
to discuss the generalization error for non-convex functions because this, as in [18], requires an
significantly small step-size.
Our result is stated informally below, and upper bounds for the generalization error for both
convex and strongly convex functions. Here, γ is the step-size upper bound required to show sta-
bility of the serial SGD algorithm, and differently from the convergence results, we treat BS(w,w′)
as a random variable defined by the sample S.
Theorem 11 (informal stability result). Suppose that, with high probability, the batch-size B .
BS(w,w′) for all w,w′ ∈ W, w 6= w′. Then, after the same number of gradient updates, the gener-
alization errors of mini-batch SGD and serial SGD satisfy gen(minibatch SGD) . gen(serial SGD),
and such a guarantee holds for any step-size γ . γ.
5This concept of stability is called the average-RO (replacing one) stability in [37].
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As one can see, our main message for stability is that, if with high probability, batch-size B is
smaller than BS(w,w′) for all w,w′, mini-batch SGD and serial SGD can be both stable in roughly
the same range of step-sizes, and the expected generalization error of mini-batch SGD and serial
SGD are roughly the same.
We now provide our precise theorems bounding the generalization error attained by mini-batch
SGD. We use the model parameter obtained in the final iteration as the output of the mini-batch
SGD algorithm, i.e., A(S) = wT . With the notation in Theorem 10, we define the following quantity
that characterizes the algorithmic stability of the learning algorithm given the data points:
stab(S,S ′) = EA
[
1
n
n∑
i=1
f(A(S(i)); z′i)−
1
n
n∑
i=1
f(A(S); z′i)
]
, (7)
where we condition on the data sets S and S ′ and take expectation over the randomness of the
learning algorithm (mini-batch SGD). Recall from Theorem 10 that
gen(A) =
∣∣ES,S′ [stab(S,S ′)]∣∣ ≤ ES,S′ [∣∣stab(S,S ′)∣∣] . (8)
We bound gen(A) by first showing a bound on stab(S,S ′) that depends on the sample (S,S ′), then
using equation (8) to obtain, as a corollary, results for generalization error.
Convex Functions Our results for convex functions are as follows.
Theorem 12 (stability of convex functions). Fix sample (S,S ′). Suppose that for any z ∈ Z,
f(w; z) is convex, L-Lipschitz and β-smooth in W. Provided the step-size and batch-size satisfy
γ ≤ 2
β
(
1 + 1n−11B>1 +
B−1
BS(w,w′)
) , (9)
for all w 6= w′, we have |stab(S,S ′)| ≤ 2γL2 Tn .
Here, 1 denotes the indicator function. Notice that setting B = 1 recovers the stability result
for serial SGD in [18] under the same conditions on the step-size, i.e., γ ≤ 2/β, while ensuring
a result that holds uniformly for all samples (S,S ′). As before, equation (8) may be used to
directly obtain an upper bound on the generalization error of serial SGD, i.e., gen ≤ 2γL2 Tn . For
mini-batch SGD, we see that since the sample (S,S ′) is random, so is the quantity BS(w,w′).
As a consequence, deriving bounds on the generalization error of the entire algorithm requires
understanding the tail behavior of the random variable BS(w,w′). We provide the following
corollary for the generalization error of mini-batch SGD using a tail probability argument.
Corollary 3 (generalization error of convex functions). Suppose that for any z ∈ Z, f(w; z) is
convex, L-Lipschitz and β-smooth in W. For a fixed step size γ > 0, let
η = P
{
∃ w,w′, BS(w,w′) < B − 12
γβ − 1− 1n−11B>1
}
, (10)
where the probability is over the randomness of S. Then the generalization error of mini-batch SGD
satisfies
gen ≤ 2γL2T
n
(1− η) + 2γL2Tη.
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We prove Theorem 12 and Corollary 3 in Appendix E.2. Notice that when B = 1, the parameter
η = 0, and thus we recover the generalization bound for serial SGD. As we can see, suppose one
can find B such that infw 6=w′ BS(w,w′) ≥ B with high probability, by choosing B ≤ 1 + δB,
and γ ≤ 2
β(1+δ+ 1
n−1 )
, we can obtain similar generalization error as the serial algorithm without
significant change in the step-size range. Equivalently, as long as the batch-size is below the bound
implied by differential gradient diversity, we can achieve speedup while keeping the generalization
error not significantly affected by mini-batching.
Strongly Convex Functions For strongly convex loss functions, we only consider compact and
convex parameter space W, and projected mini-batch SGD. Our results take the following form.
Theorem 13 (stability of strongly convex functions). Fix the sample (S,S ′). Suppose that for any
z ∈ Z, f(w; z) is L-Lipschitz, β-smooth, and λ-strongly convex in W, and that B ≤ 12γλ . Provided
the step-size and batch-size satisfy
γ ≤ 2
(β + λ)
(
1 + 1n−11B>1 +
B−1
BS(w,w′)
) , (11)
for all w 6= w′, we have |stab(S,S ′)| ≤ 4L2λn .
Corollary 4 (generalization error of strongly convex functions). Suppose that for any z ∈ Z,
f(w; z) is L-Lipschitz, β-smooth, and λ-strongly convex in W, and that B ≤ 12γλ . For a fixed step
size γ > 0, let
η = P
{
∃ w,w′, BS(w,w′) < B − 12
γ(β+λ) − 1− 1n−11B>1
}
, (12)
where the probability is over the randomness of BS . Then the generalization error of mini-batch
SGD satisfies
gen ≤ 4L
2
λn
(1− η) + 2γL2Tη.
We prove Theorem 13 and Corollary 4 in Appendix E.3. We can make similar remarks as the
convex case. First, setting B = 1 recovers the stability result for serial SGD in [18] i.e., when
γ ≤ 2β+λ , gen ≤ 4L
2
λn . Second, if we can find B such that infw 6=w′ BS(w,w
′) ≥ B with high
probability, then we know that as long as we choose B ≤ 1 + δB and γ ≤ 2
(β+λ)(1+δ+ 1n−1)
, we can
achieve a similar generalization error bound as the serial algorithm using the same step size.
5.4 Examples
While in general, the probability parameter η may appear to weaken the bound, we can show that
there are practical functions of interest for which η parameter has fast decay rate in the sample
size n. For example, we have the following results on the generalization error of mini-batch SGD
with generalized linear loss functions and random feature. These results are direct corollaries of
the differential gradient diversity bound that we provide in Appendix E.5.
Corollary 5. Suppose that f(w; zi) = `i(z
Txi) is L-Lipschitz, β-smooth, and convex in W. In
addition, suppose that feature vector xi has i.i.d. σ-sub-Gaussian entries. Then there exist universal
constants c1, c2, c3, such that when
γ ≤ 2
β(1 + 1n−11B>1 + c1
B−1
d )
,
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we have gen ≤ 2γL2 Tn + c2γL2Tne−c3d. In addition, if the feature vector xi has i.i.d. Rademacher
entries, the generalization error bound can be improved as gen ≤ 2γL2 Tn + c2γL2Te−c3n.
Corollary 6. Suppose that f(w; zi) = `i(w
Txi) is L-Lipschitz, β-smooth, and λ-strongly convex
in W. In addition, suppose that feature vector xi has i.i.d. σ-sub-Gaussian entries. Then there
exist universal constants c1, c2, c3, such that when
γ ≤ 2
(β + λ)(1 + 1n−11B>1 + c1
B−1
d )
,
we havegen ≤ 4L2λn + c2γL2Tne−c3d. In addition, if the feature vector xi has i.i.d. Rademacher
entries, the generalization error bound can be improved as gen ≤ 4L2λn + c2γL2Te−c3n.
As we can see, for generalized linear functions with sub-Gaussian entries, as long as we can
in the relatively high dimensional regime (d = Ω(log(n)) for non-strongly convex functions and
d = Ω(log(n) + log(T )) for strongly convex functions), mini-batch SGD can achieve generalization
error that is of the same order as its serial counterpart without significant change in the range of
step-size.
6 Experiments
We conduct experiments to justify our theoretical results. Our neural network experiments are all
implemented in Tensorflow and run on Amazon EC2 instances g2.2xlarge.
6.1 Convergence
We provide experimental results to justify our theory that higher gradient diversity allows larger
batch-size in mini-batch SGD. We conduct the experiments on a logistic regression model and two
deep neural networks (a cuda convolutional neural network [26] and a deep residual network [19])
with cross-entropy loss running on CIFAR-10 dataset. These results are presented in Figure 3. We
use data replication to implicitly construct datasets with different gradient diversity. By replication
with a factor r (or r-replication), we mean picking a random 1/r fraction of the data and replicating
it r times. Across all configurations of batch-sizes, we tune the stepsize to maximize convergence.
The sample size does not change by data replication, but gradient diversity conceivably gets smaller
while we increase r. We use the ratio of the loss function for an algorithm instance with large batch-
size (e.g., B = 512) to the loss for an algorithm instance with small batch-size (e.g., B = 16) as
a metric to measure the negative effect on the convergence rate of using a large batch-size. When
this ratio gets larger, the algorithm with the large batch-size is converging slower. We can see from
the figures that while we increase r, the large batch size instances indeed perform worse, and the
large batch instance performs the best when we have dropout, due to its diversity-inducing effect,
as discussed in the previous sections. This experiment thus validates our theoretical findings.
6.2 Stability
We also conduct experiments to study the effect of large batch-size on the stability of mini-batch
SGD. Our experiments essentially use the same technique as in the study for serial SGD in [18].
Based on the CIFAR-10 dataset, we construct two training datasets which only differ in one
data point, and train a cuda convolutional neural network using the same mini-batch SGD al-
gorithm on these two datasets. For different batch-sizes, we test the normalized Euclidean distance
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Figure 3: Data replication. (a) Logistic regression with two classes of CIFAR-10 (b) Cuda convolutional
neural network (c) Residual network. For (a), we plot the average loss ratio during all the iterations of
the algorithm, and average over 10 experiments; for (b), (c), we plot the loss ratio as a function of the
number of passes over the entire dataset, and average over 3 experiments. Step-sizes are tuned to get fastest
convergence for each batch-size.
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Figure 4: Stability. (a) Normalized Euclidean distance vs number of data passes. (b) Generalization
behavior of batch-size 512. (c) Generalization behavior of batch-size 1024. Results are averaged over 3
experiments
√
‖w −w′‖22/(‖w‖22 + ‖w′‖22) between the obtained model on the two datasets. As shown in Fig-
ure 4a, the normalized distance between the two models becomes larger when we increase the
batch-size, which implies that we lose stability by having a large batch-size. We also compare the
generalization behavior of mini-batch SGD with B = 512 and B = 1024, as shown in Figures 4b and
4c. As we can see, for large batch sizes, the models exhibit higher variance in their generalization
behavior, and our observation is in agreement with [24].
7 Conclusion and Open Problems
We propose the notion of gradient diversity to measure the dissimilarity between concurrent gradi-
ent updates in mini-batch SGD. We show that, for both convex and non-convex loss functions, the
convergence rate of mini-batch SGD is identical—up to constant factors—to that of serial SGD,
provided that the batch-size is at most proportional to a bound implied by gradient diversity. We
also develop a corresponding lower bound for the convergence rate of strongly convex objectives.
Our results show that on problems with high gradient diversity, the distributed implementation of
mini-batch SGD is amenable to better speedups. We also establish similar results for generalization
using the notion of differential gradient diversity. Some open problems include finding more mech-
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anisms that improve gradient diversity, and in neural network learning, studying how the network
structure, such as width, depth, and activation functions, impacts gradient diversity.
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Appendix
A Examples of Gradient Diversity
A.1 Proof of Theorem 1
Let `′(·) be the derivative of `(·). Since we have
∇fi(w) = `′i(xTi w)xi,
by letting ai := `
′
i(x
T
i w) and a = [a1 · · · an]T, we obtain
BS(w) =
n
∑n
i=1 a
2
i ‖xi‖22
‖∑ni=1 aixi‖22 = n
∑n
i=1 a
2
i ‖xi‖22
‖XTa‖22
≥ nmini=1,...,n ‖xi‖
2
2
∑n
i=1 a
2
i
σ2max(X)‖a‖22
≥ nmini=1,...,n ‖xi‖
2
2
σ2max(X)
,
which completes the proof.
A.2 Proof of Corollary 1 and Corollary 2
By the concentration results of the maximum singular value of random matrices, we know that
when n ≥ d, there exist universal constants C1, C2, C3 > 0, such that
P{σ2max(X) ≤ C1σ2n} ≥ 1− C2e−C3n. (13)
By the concentration results of sub-Gaussian random variables, we know that there exist universal
constants C4, C5 > 0 such that
P{‖xi‖22 ≥ C4σ2d} ≥ 1− e−C5d,
and then by union bound, we have
P
{
min
i=1,...,n
‖xi‖22 ≥ C4σ2d
}
≥ 1− ne−C5d. (14)
Then, by combining (13) and (14) and using union bound, we obtain
P
{
nmini=1,...,n ‖xi‖22
σ2max(X)
≥ C4
C1
d
}
≥ 1− C2e−C3n − ne−C5d,
which yields the desired result.
Corollary 2 can be proved using the fact that for Rademacher entries, we have ‖xi‖22 = d with
probability one.
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A.3 Proof of Theorem 2
We adopt the convention that when (i, j) ∈ E, we also have (j, i) ∈ E. By definition, we have
BS(w) =
n
∑n
i=1 ‖∇fi(w)‖22∑n
i=1 ‖∇fi(w)‖22 +
∑
i 6=j〈∇fi(w),∇fj(w)〉
=
n
∑n
i=1 ‖∇fi(w)‖22∑n
i=1 ‖∇fi(w)‖22 +
∑
(i,j)∈E〈∇fi(w),∇fj(w)〉
≥ n
∑n
i=1 ‖∇fi(w)‖22∑n
i=1 ‖∇fi(w)‖22 +
∑
(i,j)∈E
1
2‖∇fi(w)‖22 + 12‖∇fj(w)‖22
.
Since ρ is the maximum degree of the vertexes in G, we know that for each i ∈ [n], the
term 12‖∇fi(w)‖22 appears at most 2ρ times in the summation
∑
(i,j)∈E
1
2‖∇fi(w)‖22 + 12‖∇fj(w)‖22.
Therefore, we obtain
∑
(i,j)∈E
1
2
‖∇fi(w)‖22 +
1
2
‖∇fj(w)‖22 ≤ ρ
n∑
i=1
‖∇fi(w)‖22,
which completes the proof.
B Convergence Rates
B.1 Notation
To assist the demonstration of the proofs of convergence rates, for any w ∈ W, we define the
following two quantities:
M2(w) :=
1
n
n∑
i=1
‖∇fi(w)‖22 and G(w) := ‖∇F (w)‖22 = ‖
1
n
n∑
i=1
∇fi(w)‖22
One can check that the batch-size bound obeys BS(w) =
M2(w)
G(w) .
B.2 Proof of Lemma 1
We have
E[‖w(k+1)B −w∗‖22 | wkB] =E
‖wkB −w∗ − γ (k+1)B−1∑
`=kB
∇fs`(wkB)‖22 | wkB

=‖wkB −w∗‖22 − 2γ
(k+1)B−1∑
`=kB
E[〈wkB −w∗,∇fs`(wkB)〉 | wkB]
+ γ2E
‖ (k+1)B−1∑
`=kB
∇fs`(wkB)‖22 | wkB
 .
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Since s`’s are sampled i.i.d. uniformly from [n], we know that
E[‖w(k+1)B −w∗‖22 | wkB] =‖wkB −w∗‖22 − 2γB〈wkB −w∗,∇F (wkB)〉
+ γ2(BM2(wkB) +B(B − 1)G(wkB))
=‖wkB −w∗‖22 − 2γB〈wkB −w∗,∇F (wkB)〉
+ γ2B
(
1 +
B − 1
BS(wkB)
)
M2(wkB)
=‖wkB −w∗‖22 − 2γB〈wkB −w∗,∇F (wkB)〉+ γ2B(1 + δ)M2(wkB).
(15)
We also mention here that this result becomes inequality for the projected mini-batch SGD algo-
rithm, since Euclidean projection onto a convex set is non-expansive.
B.3 Proof of Theorem 4
According to Lemma 1, we have
E[‖w(k+1)B −w∗‖22 | wkB] ≤ ‖wkB −w∗‖22 − 2γB 〈∇F (wkB),wkB −w∗〉+ (1 + δ)γ2BM2(wkB).
By strong convexity of F (w), we have
〈∇F (wkB),wkB −w∗〉 ≥ λ‖wkB −w∗‖22,
which yields
E[‖w(k+1)B −w∗‖22 | wkB] ≤ (1− 2γλB)‖wkB −w∗‖22 + (1 + δ)γ2BM2(wkB). (16)
Then, by taking expectations over the randomness of the whole algorithm on both sizes of (16),
we obtain
E[‖w(k+1)B −w∗‖22] ≤ (1− 2γλB)E[‖wkB −w∗‖22] + (1 + δ)γ2BM2.
Then if B ≤ 12γλ , we obtain
E[‖wT −w∗‖22] ≤ (1− 2γλB)T/B‖w0 −w∗‖22 + (1 + δ)
γM2
2λ
.
Using the fact that 1− x ≤ e−x for any x ≥ 0, we get
E[‖wT −w∗‖22] ≤ e−2γλTD0 + (1 + δ)
γM2
2λ
.
We complete the proof by taking γ = λ
M2
.
B.4 Proof of Theorem 5
According to Lemma 1, for every k = 0, 1, . . . , TB − 1, we have
E[‖w(k+1)B −w∗‖22 | wkB] ≤ ‖wkB −w∗‖22 − 2γB 〈∇F (wkB),wkB −w∗〉+ (1 + δ)γ2BM2.
Then, we take expectation over all the randomness of the algorithm. Let DkB = E[‖wkB −w∗‖22].
We have
E[〈∇F (wkB),wkB −w∗〉] ≤ 1
2γB
(DkB −D(k+1)B) + (1 + δ)
γ
2
M2. (17)
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We use (17) to prove the convergence rate. We have by convexity
E
F
B
T
T
B
−1∑
k=0
wkB
− F (w∗)
 ≤ E
B
T
T
B
−1∑
k=0
F (wkB)− F (w∗)

=
B
T
T
B
−1∑
t=0
E[F (wkB)− F (w∗)]
≤ B
T
T
B
−1∑
t=0
E[〈∇F (wkB),wkB −w∗〉]
≤ D0
2γT
+ (1 + δ)
γM2
2
,
where the last inequality is obtained by taking a summation of (17) over k = 0, 1, . . . , TB −1. Then,
we can derive the results by replacing γ and T with the particular choices.
B.5 Proof of Theorem 6
Recall that we have the iteration w(k+1)B = wkB − γ
∑(k+1)B−1
t=kB ∇fst(wkB). Since F (w) has β-
Lipschitz gradients, we have
F (w(k+1)B) ≤ F (wkB) + 〈∇F (wkB),w(k+1)B −wkB〉+
β
2
‖w(k+1)B −wkB‖22.
Then, we obtain〈
∇F (wkB), γ
(k+1)B−1∑
t=kB
∇fst(wkB)
〉
≤ F (wkB)− F (w(k+1)B) +
β
2
∥∥∥∥∥∥γ
(k+1)B−1∑
t=kB
∇fst(wkB)
∥∥∥∥∥∥
2
2
.
Now we take expectation on both sides. By iterative expectation, we know that for any t ≥ kB,
E[〈∇F (wkB),∇fst(wkB)〉] = E[‖∇F (wkB)‖22].
We also have
E
∥∥∥∥∥∥
(k+1)B−1∑
t=kB
∇fst(wkB)
∥∥∥∥∥∥
2
2
 = E[BM2(wkB) +B(B − 1)G(wkB)] ≤ B(1 + δ)M2.
Consequently,
γBE[‖∇F (wkB)‖22] ≤ E[F (wkB)]− E[F (w(k+1)B)] +
β
2
γ2B(1 + δ)M2. (18)
Summing up equation (18) for k = 0, . . . , T/B − 1 yields
γB
T/B−1∑
k=0
E[‖∇F (wkB)‖22] ≤ F (w0)− F ∗ +
β
2
γ2T (1 + δ)M2,
which simplifies to
min
k=0,...,T/B−1
E[‖∇F (wkB)‖22] ≤
F (w0)− F ∗
γT
+
β
2
γ(1 + δ)M2.
We can then derive the results by replacing γ and T with the particular choices.
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B.6 Proof of Theorem 7
Substituting w = w(k+1)B and w
′ = wkB in the condition for β-smoothness in Definition 1, we
obtain
F (w(k+1)B) ≤ F (wkB)− γ
〈
∇F (wkB),
(k+1)B−1∑
t=kB
∇fst(wkB)
〉
+
βγ2
2
∥∥∥∥∥∥
(k+1)B−1∑
t=kB
∇fst(wkB)
∥∥∥∥∥∥
2
2
.
(19)
Condition on wkB and take expectations over the choice of st, t = kB, . . . , (k+ 1)B−1. We obtain
E[F (w(k+1)B) | wkB] ≤ F (wkB)− γB‖∇F (wkB)‖22 +
βγ2
2
(
BM2(wkB) +B(B − 1)G(wkB)
)
.
(20)
Then, we take expectation over all the randomness of the algorithm. Using the PL condition in
Definition 3 and the fact that B ≤ 1 + δBS(w) for all w ∈ WT , we write
E
[
F (w(k+1)B)− F ∗
] ≤ (1− 2γµB)E [F (wkB)− F ∗] + (1 + δ)βBγ2M2
2
. (21)
Then, if B ≤ 12γµ , we have
E [F (wT )− F ∗] ≤ (1− 2γµB)T/B(F (w0)− F ∗) + (1 + δ)βγM
2
4µ
.
Using the fact that 1− x ≤ e−x for any x ≥ 0, and choosing γ = 2µ
M2β
, we get the desired result.
C Lower Bound
C.1 Proof of Theorem 8
We set fi(w) =
λ
2‖w−xi‖22, and thus F (w) = 1n
∑n
i=1
λ
2‖w−xi‖22. We chooseW = {w : ‖w‖2 ≤ 1},
and xi’s such that ‖xi‖2 = 1 for all i = 1, . . . , n, and
∑n
i=1 xi = 0.
One can check that ∇fi(w) = λ(w − xi), ∇F (w) = λw, and
M2(w) =
1
n
n∑
i=1
‖∇fi(w)‖22 =
1
n
n∑
i=1
λ2‖w − xi‖22 =
1
n
n∑
i=1
λ2(‖w‖22 + ‖xi‖22).
Since M2(w) = 1n
∑n
i=1 λ
2(‖w‖22 + ‖xi‖22) ∈ [λ2, 2λ2] for all w ∈ W, we know that we have
M2(w) ≥ 12M2 for all w ∈ W.
Since W is a bounded set, the projection step has to be taken in order to guarantee that
wNk ∈ W. However, one can show that, if the initial guess w0 is in the convex hull of x1, . . . ,xn
(denoted by C ⊂ W), then, without using projection, the obtained model parameter wNk always
stays inside C. More specifically, we have the following result.
Lemma 2. Suppose that Bk ≤ 1λγ for all k = 1, . . . ,K, and w0 ∈ C. Then, without using projection,
wNk ∈ C for all k.
22
Proof. We prove this result using induction. Suppose that wNk−1 ∈ C. Then, we have
wNk =wNk−1 − γ
Nk−1∑
`=Nk−1
∇fs`(wNk−1) = wNk−1 − γ
Nk−1∑
`=Nk−1
λ(wNk−1 − xs`)
=(1− γλBk)wNk−1 + γλBk
 1
Bk
Nk−1∑
`=Nk−1
xs`
 .
Since wNk−1 ,
1
Bk
∑Nk−1
`=Nk−1 xs` ∈ C, we prove Lemma 2.
From now on we assume w0 ∈ C and do not consider projection. According to (15) in the proof
of Lemma 1, we have6
E[‖wNk −w∗‖22 | wNk−1 ] =‖wNk−1 −w∗‖22 − 2γBk〈wNk−1 −w∗,∇F (wNk−1)〉
+ γ2Bk
(
1 +
Bk − 1
BS(wNk−1)
)
M2(wNk−1)
≥(1− 2γλBk)‖wNk−1 −w∗‖22 +
1
2
γ2M2Bk
(
1 +
Bk − 1
BS(wNk−1)
)
.
Then, we take expectation over the randomness of the whole algorithm and obtain
E[‖wNk −w∗‖22] ≥(1− 2γλBk)E[‖wNk−1 −w∗‖22] +
1
2
γ2M2Bk
(
1 + (Bk − 1)E
[
1
BS(wNk−1)
])
≥(1− 2γλBk)E[‖wNk−1 −w∗‖22] +
1
2
γ2M2Bk
(
1 + (Bk − 1) 1E[BS(wNk−1)]
)
≥(1− 2γλBk)E[‖wNk−1 −w∗‖22] +
1
2
(1 + δ)γ2M2Bk,
where the second inequality is due to Jensen’s inequality, and the third inequality is due to the fact
that Bk ≥ 1 + δE[BS(wNk−1)].
Rolling out the above recursion, and denoting αk = 2γλBk ∈ [0, 1], we have
E
[‖wNK −w∗‖22] ≥ ‖w0 −w∗‖22
(
K∏
k=1
(1− αk)
)
+
1
2
(1 + δ)γ2M2
[
BK +
K−1∑
k=1
K∏
i=k+1
(1− αi)Bk
]
= ‖w0 −w∗‖22
(
K∏
i=1
(1− αi)
)
+
1
4
(1 + δ)
γM2
λ
[
αK +
K−1∑
k=1
K∏
i=k+1
(1− αi)αk
]
.
Now the number of gradient updates is given by
∑K
k=1Bk = T , and consequently,
∑K
k=1 αk = 2γλT .
Since we consider the case when T ≥ cγλ for some universal constant c > 0 (and SGD only converges
in this regime), so we have
∑K
k=1 αk ≥ 2c.
Substituting the value of step-size γ, we see that in order to complete the proof, it suffices to
show that the quantity
J(α) = αK +
K−1∑
k=1
K∏
i=k+1
(1− αi)αk
6We still keep w∗ although w∗ = 0.
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is lower bounded as Ω(1). In order to show this, note that J(α) can be equivalently expressed as
the CDF of a geometric distribution with non-uniform probabilities of success αk. We could further
see that
J(α) = 1−
K∏
k=1
(1− αk) ≥ 1−
[
1
K
K∑
k=1
(1− αk)
]K
≥ 1− (1− 2c/K)K ,
and the last term is lower bounded by a constant for all K ≥ 1.
C.2 Necessity of B ≤ O( 1
λγ
)
In this section, we show that, up to a constant factor, the condition B ≤ 12γλ in Theorem 4 and 8, is
actually necessary for mini-batch SGD to converge when F (w) is strongly convex. More precisely,
we can show that, when B > 2γλ , mini-batch SGD diverges.
Theorem 14. Suppose that F (w) is λ-strongly convex. Condition on the model parameter wkB
obtained after k iterations. Suppose that wkB − γ
∑
i∈I ∇fi(wkB) ∈ W for all I ∈ [n]B. Then, if
B > 2γλ , we have
E
[‖w(k+1)B −w∗‖2 | wkB] > ‖wkB −w∗‖2.
Proof. We have
E
[‖w(k+1)B −wkB‖2 | wkB] ≥ ∥∥E[w(k+1)B −wkB | wkB]∥∥2
= γ
∥∥∥∥∥∥
(k+1)B−1∑
t=kB
E[∇fst(wkB) | wkB]
∥∥∥∥∥∥
2
= γB‖∇F (wkB)‖2
≥ γBλ‖wkB −w∗‖2,
where the first step follows by Jensen’s inequality, and the last by strong convexity.
This allows us to conclude that if B > 2γλ , E
[‖w(k+1)B −wkB‖2 | wkB] > 2‖wkB−w∗‖2. Then,
by triangle inequality,
E
[‖w(k+1)B −w∗‖2 | wkB] ≥ E [‖w(k+1)B −wkB‖2 | wkB]− ‖wkB −w∗‖2 > ‖wkB −w∗‖2,
and thus mini-batch SGD diverges.
D Proof of Theorem 9
For dropout, we have
BdropS (w) = n
∑n
i=1 E[‖Di∇fi(w)‖22]
E[‖∑ni=1 Di∇fi(w)‖22]
=
n
∑n
i=1(1− p)‖∇fi(w)‖22∑n
i=1(1− p)‖∇fi(w)‖22 + (1− p)2
∑
j 6=k〈∇fj(w),∇fk(w)〉
.
(22)
Recall that
BS(w) =
n
∑n
i=1 ‖∇fi(w)‖22∑n
i=1 ‖∇fi(w)‖22 +
∑
j 6=k〈∇fj(w),∇fk(w)〉
,
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and we can see that for any w such that
∑
j 6=k〈∇fj(w),∇fk(w)〉 ≥ 0, we must have BS(w) ≤ n.
In this case, we have
BdropS (w) ≥
n
∑n
i=1(1− p)‖∇fi(w)‖22∑n
i=1(1− p)‖∇fi(w)‖22 + (1− p)
∑
j 6=k〈∇fj(w),∇fk(w)〉
= BS(w).
On the other hand, if
∑
j 6=k〈∇fj(w),∇fk(w)〉 < 0, we must have BS(w) > n, and one can simply
check that we also have BdropS (w) > n.
For stochastic gradient Langevin dynamics, we have
BsgldS (w) =
n
∑n
i=1 E[‖∇fi(w) + ξi‖22]
E[‖∑ni=1(∇fi(w) + ξi)‖22] = n
∑n
i=1 ‖∇fi(w)‖22 + n2dσ2
‖∑ni=1∇fi(w)‖22 + ndσ2 . (23)
Therefore, as long as BS(w) =
n
∑n
i=1 ‖∇fi(w)‖22
‖∑ni=1∇fi(w)‖22 ≤ n, we have BsgldS (w) ≥ BS(w). In addition, if
BS(w) > n, then B
sgld
S (w) > n.
For quantization, one can simply check that for any i ∈ [n], we have E[‖Q(∇fi(w))‖22] =
‖∇fi(w)‖2‖∇fi(w)‖1, and for any j 6= k, we have E[〈Q(∇fj(w)), Q(∇fk(w))〉] = 〈∇fj(w),∇fk(w)〉.
Consequently,
BquantS (w) =
n
∑n
i=1 E[‖Q(∇fi(w))‖22]
E[‖∑ni=1Q(∇fi(w))‖22]
=
n
∑n
i=1 ‖∇fi(w)‖2‖∇fi(w)‖1∑n
i=1 ‖∇fi(w)‖2‖∇fi(w)‖1 +
∑
j 6=k〈∇fj(w),∇fk(w)〉
.
(24)
We define
∆quantS (w) :=
∑n
i=1 ‖∇fi(w)‖2‖∇fi(w)‖1∑n
i=1 ‖∇fi(w)‖2‖∇fi(w)‖1 +
∑
j 6=k〈∇fj(w),∇fk(w)〉
,
and
∆S(w) :=
∑n
i=1 ‖∇fi(w)‖22∑n
i=1 ‖∇fi(w)‖22 +
∑
j 6=k〈∇fj(w),∇fk(w)〉
,
and we have BquantS (w) = n∆
quant
S (w) and BS = n∆S(w). One can now check that due to the fact
that ‖v‖2‖v‖1 ≥ ‖v‖22 for any vector v, when ∆S(w) ∈ (0, 1), we have ∆quantS (w) > ∆S(w), and
when ∆S(w) > 1, we have ∆
quant
S (w) > 1.
E Stability
E.1 Notation
To assist the demonstration of the proof of our stability results, we define the following quantities.
Let
M
2
(w,w′) :=
1
n
n∑
i=1
‖∇fi(w)−∇fi(w′)‖22 and G(w,w′) := ‖∇F (w)−∇F (w′)‖22.
One can see that BS(w,w′) =
M
2
(w,w′)
G(w,w′) . We also define
BS = inf
w 6=w′
BS(w,w′).
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E.2 Proof of Theorem 12 and Corollary 3
We first recall the problem setting. Suppose that there are two sample sets S and S(I) which
differs at one data point located at a random position I, which is uniformly distributed in [n]. We
run the same (projected) parallel mini-batch SGD on both data sets, and after the k-th parallel
iteration, we obtain wkB and w˜kB, respectively. After a total number of T gradient updates, i.e.,
T/B parallel iterations, we obtain wT and w˜T . Let st, t = 0, 1, . . . , T −1 be the sequence of indices
of samples used by the algorithm. In our setting, st are i.i.d. uniformly distributed in {1, 2, . . . , n}.
Let zst ∈ S and z˜st ∈ S(I), t = 0, . . . , T − 1 be the data point used in the algorithms running on
the two data sets, respectively. Then, we know that with probability 1 − 1n , zst = z˜st , and with
probability 1n , zst 6= z˜st . We simplify the notations of the risk function associated with zst and z˜st
by fst(w) := f(w; zst), and f˜st(w) := f(w; z˜st), respectively.
We now prove Theorem 12. Throughout this proof, we only consider the case where B > 1 and
omit the indicator function 1B>1. We condition on the data sets and the event that the choice of
γ is “good”, as shown in (9). Specifically, we condition on the samples S and S ′, and the event Γ:
Γ =
{
γ ≤ 2
β(1 + 1n−1 +
B−1
BS
)
}
=
{
BS ≥ B − 12
γβ − 1− 1n−1
}
. (25)
Our goal is to bound |stab(S,S ′)|. Since we assume that f(w; z) is L-Lipschitz on W, we have∣∣stab(S,S ′)∣∣ ≤ LEI,A|Γ [‖A(S(I))−A(S)‖2] = LEI,A|Γ [‖wT − w˜T ‖2] , (26)
and thus it suffices to bound EI,A|Γ [‖wT − w˜T ‖2].
Consider the samples used in the (k + 1)-th parallel iteration in the two algorithm instances,
i.e., {zst}(k+1)B−1t=kB , and {z˜st}(k+1)B−1t=kB . Let Hk+1 be the number of instances that the two data
points with the same index being different in these two sample sets (i.e., st = I). According to
our sampling scheme, Hk+1 ∼ bin(B, 1n). We condition on the event that Hk+1 = h. Without
loss of generality, we assume that zst = z˜st for all t = kB, . . . , (k + 1)B − h − 1, and zst 6= z˜st
for all t = (k + 1)B − h, . . . , (k + 1)B − 1. Consider the first B − h terms. For the unconstrained
optimization, we have
‖w(k+1)B−h−w˜(k+1)B−h‖22 = ‖(wkB−γ
(k+1)B−h−1∑
t=kB
∇fst(wkB))−(w˜kB−γ
(k+1)B−h−1∑
t=kB
∇f˜st(w˜kB))‖22.
(27)
For the algorithm with projection, the B gradient update steps are the same as the unconstrained
algorithm, and projection step is conducted once all the gradient updates are finished. There-
fore, (27) also holds for projected algorithm.
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Since fst(w) = f˜st(w) for all t = kB, . . . , (k + 1)B − h− 1, we further have
‖w(k+1)B−h − w˜(k+1)B−h‖22
=‖wkB − w˜kB‖22 − 2〈wkB − w˜kB, γ
(k+1)B−h−1∑
t=kB
∇fst(wkB)−∇fst(w˜kB)〉
+ γ2‖
(k+1)B−h−1∑
t=kB
∇fst(wkB)−∇fst(w˜kB)‖22
=‖wkB − w˜kB‖22 − 2〈wkB − w˜kB, γ
(k+1)B−h−1∑
t=kB
∇fst(wkB)−∇fst(w˜kB)〉
+ γ2
(k+1)B−h−1∑
t=kB
‖∇fst(wkB)−∇fst(w˜kB)‖22
+ 2γ2
(k+1)B−h−1∑
i=kB
(k+1)B−h−1∑
j=i+1
〈∇fsi(wkB)−∇fsi(w˜kB),∇fsj (wkB)−∇fsj (w˜kB)〉.
(28)
We denote the sequence of indices selected by the mini-batch SGD algorithm up to the t-th sampled
data point as At, i.e., At = {s0, . . . , st−1}. In the following steps, we condition on AkB and the
event that Hk+1 = h, and take expectation over the randomness of the SGD algorithm in the
(k + 1)-th parallel iteration and the random choice of I.
We consider each term in (28). For the term ‖∇fst(wkB) − ∇fst(w˜kB)‖22, conditioned on the
event that zst = z˜st , we know that st is uniformly distributed in [n] \ {I}. Since I is uniformly
distributed in [n], we know that the marginal distribution of st is uniform in [n]. We have
EI,A|Hk+1,AkB ,Γ[‖∇fst(wkB)−∇fst(w˜kB)‖22] = M
2
(wkB, w˜kB).
Then we find the conditional expectation of 〈∇fsi(wkB)−∇fsi(w˜kB),∇fsj (wkB)−∇fsj (w˜kB)〉.
We have the following lemma.
Lemma 3. For any i, j such that kB ≤ i, j ≤ (k + 1)B − h− 1 and i 6= j, we have
EI,A|Hk+1,AkB ,Γ[〈∇fsi(wkB)−∇fsi(w˜kB),∇fsj (wkB)−∇fsj (w˜kB)〉]
=
1
(n− 1)2M
2
(wkB, w˜kB) +
n(n− 2)
(n− 1)2 G(wkB, w˜kB).
(29)
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We prove Lemma 3 in Appendix E.4. According to this lemma, we have
EI,A|Hk+1,AkB ,Γ[‖w(k+1)B−h − w˜(k+1)B−h‖22]
=‖wkB − w˜kB‖22 − 2EI,A|Hk+1,AkB ,Γ[〈wkB − w˜kB, γ
(k+1)B−h−1∑
t=kB
∇fst(wkB)−∇fst(w˜kB)〉]
+ γ2(B − h)M2(wkB, w˜kB)
+ γ2(B − h)(B − h− 1)
[
1
(n− 1)2M
2
(wkB, w˜kB) +
n(n− 2)
(n− 1)2 G(wkB, w˜kB)
]
≤‖wkB − w˜kB‖22 − 2EI,A|Hk+1,AkB ,Γ[〈wkB − w˜kB, γ
(k+1)B−h−1∑
t=kB
∇fst(wkB)−∇fst(w˜kB)〉]
+ γ2(B − h)M2(wkB, w˜kB) + γ2(B − h)
[
1
n− 1M
2
(wkB, w˜kB) + (B − 1)M
2
(wkB, w˜kB)
BS(wkB, w˜kB)
]
≤‖wkB − w˜kB‖22 − 2γ
(k+1)B−h−1∑
t=kB
EI,A|Hk+1,AkB ,Γ[〈wkB − w˜kB,∇fst(wkB)−∇fst(w˜kB)〉]
+ γ2(B − h)(1 + 1
n− 1 +
B − 1
BS
)M
2
(wkB, w˜kB).
(30)
By the co-coercive property of convex and smooth functions, we know that
〈wkB − w˜kB,∇fst(wkB)−∇fst(w˜kB)〉 ≥
1
β
‖∇fst(wkB)−∇fst(w˜kB)‖22.
Then, we obtain
EI,A|Hk+1,AkB ,Γ[‖w(k+1)B−h − w˜(k+1)B−h‖22] ≤ ‖wkB − w˜kB‖22
− (2γ
β
− γ2(1 + 1
n− 1 +
B − 1
BS
))(B − h)M2(wkB, w˜kB).
(31)
Since we condition on good choice of γ in (25), we have
EI,A|Hk+1,AkB ,Γ[‖w(k+1)B−h − w˜(k+1)B−h‖22] ≤ ‖wkB − w˜kB‖22.
Then by Jensen’s inequality, we have
EI,A|Hk+1,AkB ,Γ[‖w(k+1)B−h − w˜(k+1)B−h‖2] ≤ ‖wkB − w˜kB‖2. (32)
For the last h terms, since the loss functions are all L-Lipschitz, we obtain
‖w(k+1)B − w˜(k+1)B‖2 ≤ ‖w(k+1)B−h − w˜(k+1)B−h‖2 + 2γLh. (33)
Then, combining with equation (32), we have
EI,A|Hk+1,AkB ,Γ[‖w(k+1)B − w˜(k+1)B‖2] ≤ ‖wkB − w˜kB‖2 + 2γLh. (34)
Taking expectation over Hk+1 yields
EI,A|AkB ,Γ[‖w(k+1)B − w˜(k+1)B‖2] ≤ ‖wkB − w˜kB‖2 + 2γL
B
n
.
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Then we take expectation over the randomness of the first k parallel iterations and obtain
EI,A|Γ[‖w(k+1)B − w˜(k+1)B‖2] ≤ EI,A|Γ[‖wkB − w˜kB‖2] + 2γL
B
n
. (35)
Summing up (35) for k = 0, 1, . . . , TB − 1 and taking expectation over the data sets, we have
EI,A|Γ[‖wT − w˜T ‖2] ≤ 2γL
T
n
. (36)
Combining equations (26) and (36), we complete the proof of Theorem 12, i.e., when Γ happens,∣∣stab(S,S ′)∣∣ ≤ LEI,A|Γ [‖wT − w˜T ‖2] ≤ 2γL2Tn . (37)
To prove Corollary 3, we notice the fact that when Γ does not happen, we simply have∣∣stab(S,S ′)∣∣ ≤ LEI,A|Γ¯[‖wT − w˜T ‖2] ≤ 2γL2T. (38)
According to (10), η = P{Γ¯}. Then, according to (37) and (38), we get
gen ≤ ES,S′|Γ
[∣∣stab(S,S ′)∣∣]P{Γ}+ ES,S′|Γ¯ [∣∣stab(S,S ′)∣∣]P{Γ¯}
≤ 2γL2T
n
(1− η) + 2γL2Tη,
which completes the proof.
E.3 Proof of Theorem 13 and Corollary 4
The proof of Theorem 13 follows an argument similar to the proof of Theorem 12. We define the
event Γ that the step size is “good” in the following way, as shown in (11) (slightly different from
the convex risk functions):
Γ =
{
γ ≤ 2
(β + λ)(1 + 1n−1 +
B−1
BS
)
}
=
{
BS ≥ B − 12
γ(β+λ) − 1− 1n−1
}
. (39)
To prove Theorem 13, our goal is still to bound EI,A|Γ [‖wT − w˜T ‖2]. Since the result in (30) still
holds for strongly convex functions, we can obtain
EI,A|Hk+1,AkB ,Γ[‖w(k+1)B−h − w˜(k+1)B−h‖22]
≤‖wkB − w˜kB‖22 − 2γ
(k+1)B−h−1∑
t=kB
EI,A|Hk+1,AkB ,Γ[〈wkB − w˜kB,∇fst(wkB)−∇fst(w˜kB)〉]
+ γ2(B − h)(1 + 1
n− 1 +
B − 1
BS
)M
2
(wkB, w˜kB),
(40)
where Hk+1 is defined in the same way as in the proof of Theorem 12. For strongly convex functions,
we have the following co-coercive property:
〈wkB− w˜kB,∇fst(wkB)−∇fst(w˜kB)〉 ≥
βλ
β + λ
‖wkB− w˜kB‖22 +
1
β + λ
‖∇fst(wkB)−∇fst(w˜kB)‖22,
29
which gives us
EI,A|Hk+1,AkB ,Γ[‖w(k+1)B−h − w˜(k+1)B−h‖22] ≤
(
1− 2γ(B − h) βλ
β + λ
)
‖wkB − w˜kB‖22
− γ(B − h)
[
2
β + λ
− γ(1 + 1
n− 1 +
B − 1
BS
)
]
M
2
(wkB, w˜kB).
(41)
Since we only consider the regime where B ≤ 12γλ , one can check that 1 − 2γ(B − h) βλβ+λ > 0 for
any h = 0, . . . , B. Conditioned on the data sets and the good choice of γ, we have
EI,A|Hk+1,AkB ,Γ[‖w(k+1)B−h − w˜(k+1)B−h‖22] ≤
(
1− 2γB βλ
β + λ
)
‖wkB − w˜kB‖22. (42)
With Jensen’s inequality and the fact that
√
1− x ≤ 1− x2 for any x ∈ [0, 1], we have
EI,A|Hk+1,AkB ,Γ[‖w(k+1)B−h − w˜(k+1)B−h‖2] ≤
(
1− γB βλ
β + λ
)
‖wkB − w˜kB‖2. (43)
For the last h terms, we have
EI,A|Hk+1,AkB ,Γ[‖w(k+1)B − w˜(k+1)B‖2] ≤ ‖w(k+1)B−h − w˜(k+1)B−h‖2 + 2γLh. (44)
Combined with equation (43), we obtain
EI,A|Hk+1,AkB ,Γ[‖w(k+1)B − w˜(k+1)B‖2] ≤
(
1− γB βλ
β + λ
)
‖wkB − w˜kB‖2 + 2γLh,
and by taking expectation over h we have
EI,A|AkB ,Γ[‖w(k+1)B − w˜(k+1)B‖2] ≤
(
1− γB βλ
β + λ
)
‖wkB − w˜kB‖2 + 2γLB
n
.
Taking expectation over AkB yields
EI,A|Γ[‖w(k+1)B − w˜(k+1)B‖2] ≤
(
1− γB βλ
β + λ
)
EI,A|Γ[‖wkB − w˜kB‖2] + 2γL
B
n
. (45)
Iterating equation (45) yields
EI,A|Γ[‖wT − w˜T ‖2] ≤
4L
λn
. (46)
Combining equations (26) and (46), we prove Theorem 13, i.e., when Γ happens,∣∣stab(S,S ′)∣∣ ≤ LEI,A|Γ [‖wT − w˜T ‖2] ≤ 4L2λn . (47)
To prove Corollary 4, we notice the fact that, when Γ does not occur, we simply have∣∣stab(S,S ′)∣∣ ≤ LEI,A|Γ¯[‖wT − w˜T ‖2] ≤ 2γL2T. (48)
According to (12), η = P{Γ¯}. Then, according to (47) and (48), we get
gen ≤ ES,S′|Γ
[∣∣stab(S,S ′)∣∣]P{Γ}+ ES,S′|Γ¯ [∣∣stab(S,S ′)∣∣]P{Γ¯}
≤ 4L
2
λn
(1− η) + 2γL2Tη,
which completes the proof.
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E.4 Proof of Lemma 3
One can interpret M
2
(w,w′) and G(w,w′) as follows. Let P1 be a distribution on [n] × [n] with
PMF
p1(u, v) =
1
n
1u=v, (49)
and P2 be the uniform distribution on [n]× [n], i.e.,
p2(u, v) =
1
n2
(50)
for all (u, v) ∈ [n]× [n]. Then, we know that
M
2
(w,w′) = E(i,j)∼P1 [〈∇fi(w)−∇fi(w′),∇fj(w)−∇fj(w′)〉],
and
G(w,w′) = E(i,j)∼P2 [〈∇fi(w)−∇fi(w′),∇fj(w)−∇fj(w′)〉].
Then we find the joint distribution P3 of (si, sj) where kB ≤ i, j ≤ (k + 1)B − h − 1 and i 6= j.
Since zst = z˜st , we know that st 6= I for all t = kB, . . . , (k + 1)B − h− 1. Then conditioned on I,
(si, sj) is uniformly distributed in ([n] \ {I})× ([n] \ {I}). For any u ∈ [n], we have
p3(u, u) = P{si = u, sj = u} = 1
n
n∑
`=1
P{si = u, sj = u | I = `}
=
1
n
∑
`=u
P{si = u, sj = u | I = `} = 1
n(n− 1) .
For any (u, v) ∈ [n]× [n] such that u 6= v, we have
p3(u, v) = P{si = u, sj = v} = 1
n
n∑
`=1
P{si = u, sj = v | I = `}
=
1
n
∑
` 6=u,v
P{si = u, sj = v | I = `}
=
n− 2
n(n− 1)2 .
Then, we know that
p3(u, v) =
1
(n− 1)2 p1(u, v) +
n(n− 2)
(n− 1)2 p2(u, v).
Therefore, for any i, j such that kB ≤ i, j ≤ (k + 1)B − h− 1 and i 6= j, we have
EI,A|Hk+1,AkB ,Γ[〈∇fsi(wkB)−∇fsi(w˜kB),∇fsj (wkB)−∇fsj (w˜kB)〉]
=E(si,sj)∼P3 [〈∇fsi(wkB)−∇fsi(w˜kB),∇fsj (wkB)−∇fsj (w˜kB)〉]
=
1
(n− 1)2M
2
(wkB, w˜kB) +
n(n− 2)
(n− 1)2 G(wkB, w˜kB).
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E.5 Examples of Differential Gradient Diversity and Diversity-inducing Mech-
anisms
Generalized Linear Functions We can show that for generalized linear functions, the lower
bound in Theorem 1 still holds, i.e., , for any w,w′ ∈ W, w 6= w′, we have
BS(w,w′) ≥ mini=1,...,n ‖xi‖
2
2
σ2max(X)
.
To see this, one can simply replace ∇fi(w) with ∇fi(w) − ∇fi(w′) in Appendix A.1, and define
ai = `
′
i(x
T
i w) − `′i(xTi w′). The same arguments in Appendix A.1 still go through. Consequently,
for i.i.d. σ-sub-Gaussian features, we have BS(w,w′) ≥ c1d ∀ w,w′ ∈ W with probability at least
1− c2ne−c3d; and for Rademacher entries, we have BS(w,w′) ≥ c4d ∀ w,w′ ∈ W with probability
greater than 1− c5e−c6n.
Sparse Conflicts The result in Theorem 2 still holds for BS(w,w′), i.e., for all w,w′ ∈ W,
BS(w,w′) ≥ n/(ρ + 1), where ρ is the maximum degree of all the vertices in the conflict graph
G. To see this, one should notice that the support of ∇fi(w) only depends on the data point,
instead of the model parameter, and thus, in general, ∇fi(w) and ∇fi(w)−∇fi(w′) have the same
support. Then, one can simply replace ∇fi(w) with ∇fi(w) − ∇fi(w′) in Appendix A.3 and the
same arguments still go through.
Dropout When we analyze the stability of mini-batch SGD, we apply the same algorithm to two
different samples S and S(I) that only differ at one data point. Since the algorithm is the same,
the random dropout matrices D1, . . . ,Dn are also the same in the two instances. Therefore, one
can replace ∇fi(w) with ∇fi(w) − ∇fi(w′), and the same arguments still work. Then, we know
that when BS(w,w′) ≤ n, we have BdropS (w,w′) ≥ BS(w,w′), and when BS(w,w′) > n, we have
B
drop
S (w,w′) > n.
Stochastic Gradient Langevin Dynamics For SGLD, we can make similar arguments as in
dropout, since the additive noise vectors ξ1, . . . , ξn are the same for the two instances. One can
then show that when BS(w,w′) ≤ n, we have BsgldS (w,w′) ≥ BS(w,w′), and when BS(w,w′) > n,
we have B
sgld
S (w,w′) > n.
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