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a b s t r a c t
This paper proposes an object placement planner for a grasped object during pick-and-place tasks. The
proposed planner automatically determines the pose of an object that is stably placed near a user-
assigned point on the environment surface. In our proposed method, first the polygon models of both
the object and the environment are clustered, with each cluster being approximated by a planar region.
The position/orientation of an object placed on the environment surface can be determined by selecting a
pair of clusters: one from the object and the other from the environment.We furthermore conduct several
tests to determine the position/orientation of the object, namely the Convexity Test, the Contact Test and
the Stability Test. We demonstrate that, by using the polygon model of the environment that is obtained
by means of conversion of the point cloud, we can determine the position/orientation of an object and
can thereby realize a pick-and-place task.
© 2014 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/3.0/).1. Introduction
Picking and placing is one of the most common tasks that a
robot is required to achieve. However, it is often difficult for a robot
to automatically plan its pick-and-place motion. One reason for
this difficulty is the geometrical complexity of both the environ-
ment and the grasped object. Fig. 1 shows an example of a robot’s
working environment for achieving a pick-and-place task. When a
robot performs a pick-and-place task in an environment in which
many everyday objects are randomly placed, the robot may place
the object in a narrow area surrounded by other objects, or on top
of other objects. In addition, the robot may sometimes hang an ob-
ject on a bar. However, there is no clear solution for determining
the position/orientation of an object that is stably placed on the
environment surface during a pick-and-place task.
To dealwith this issue, this paper proposes a general framework
for determining the position/orientation of an object that is stably
placed near a user-assigned point on the environment surface, un-
der the assumption that a planar part of the object surface makes
contact with a planar part of the environment surface. Our pro-
posed planner assumes polygonmodels for both the object and the
environment. Our proposed planner consists of offline and online
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0/).phases. In the offline phase, we apply clustering of the polygon
models of both the object and the environment, with each cluster
being approximated by a planar region. In the online phase, the po-
sition/orientation of an object is planned by selecting a pair of clus-
ters: one from the object and the other from the environment. For a
pair of clusters to be in contactwith each other, we consider check-
ing convexity of the shapes, since the concave part of an object sur-
face cannot be in contact with the concave part of the environment
surface. Following this, we obtain candidates for the posture of an
object placed on the environment surface by determining whether
or not an object can make contact with the environment. Finally,
we establishwhether or not an object canmaintain its contactwith
the environment by checking the gravitational equilibrium.
The remainder of the paper is organized as follows. After the
related works are discussed in Section 2, Section 3 shows defini-
tions and assumptions used in this research. Section 4 details the
offline surface clustering method. Section 5 describes the search-
ing method for the object pose. In Section 6 we demonstrate the
efficiency of our method by means of several numerical examples
and experimental results.
2. Related works
This paper proposes an object placement planner for use in
robotic pick-and-place planning. Lozano-Perez et al. [1] first pro-
posed the grasp and motion planning problem, and in the decade
le under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.
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However, there has not been a great deal of research in object
placement planning. Katz et al. [9] pointed out the key technolo-
gies for robots working in an unstructured environment, andmen-
tioned the object placement planner. Berenson et al. [4] planned
the grasping posture for a multi-fingered hand by taking the plac-
ing pose of an object into consideration. In this case, the placing
pose of an object is determined in advance of planning the pick-
and-place motion. Schuster et al. [10] and Jiang et al. [11] used
the point cloud during pick-and-place tasks in order to identify a
planar area of the environment. In comparison to these methods,
our object placement planner ismore general, and also takes shape
convexity and gravitational equilibrium into account. The software
package OpenRAVE [12] is equipped with a function for determin-
ing the position/orientation of an object placed on the environment
surface based on physical simulation. On the other hand, this pa-
per proposes a static geometrical approach on the object place-
ment planner. Our planner generates multiple candidates of the
object postures placed on the environment based on the geomet-
rical analysis between an object and environment. Then, we check
whether or not the static equilibrium under gravity can be main-
tained. Since our planner does not rely on physical simulators, we
can explicitly specify the target area on both the object and the
environment that make contact with each other. We already pro-
posed the object placement planner in our previous research [13].
In the previous paper, we provided only two example of the mo-
tion of the robot to verify the effectiveness of the object place-
ment planner. However, in our new study,we have newly provided
various numerical examples and experimental results. We have
furthermore expanded on and improved the description of the
theoretical aspects of the proposed algorithm.
Several studies have focused on identifying a planar area from
point cloud data, such as [14–16]. Furthermore, the clustering
method of polygon models has been extensively researched in thefield of computer graphics; for example, in [17,18]. Our research
proposes an object placement planner for realizing robotic pick-
and-place tasks based on the clusteringmethod of polygonmodels.
3. Definitions
This section introduces some definitions used in this paper. As
wewill state in the following assumption section, the proposed ob-
ject placement planner assumes that a planar area of the object sur-
face makes contact with a planar area of the environment surface.
We first motivate the definition of planar areas on the object and
the environment surfaces. Then, we will introduce some assump-
tions used in this paper. Furthermore, we show the solvability of
our object placement planner.
3.1. Planar area
We assume that the object and the environment surfaces are
modeled by polygons. To realize our object placement planner, we
consider defining planar areas on arbitrarily shaped polygon mod-
els. Fig. 2 illustrates two methods for defining planar areas on a
polygon model, where the original polygon model, its convex hull,
and its clusteredmodel are shown at the top, on the left, and on the
right, respectively. In the figure on the left, planar areas are defined
as a set of faces of the convex polyhedron. In contrast, in the figure
on the right, planar areas are defined as a set of clusters, whereby
each cluster can be approximated by a planar area (abbreviated as
planar cluster). If we define planar areas by using the convex hull,
it is impossible for the surface of the object that is hidden by the
surface of the convex hull to make contact with the environment.
For example, it is impossible to hang the handle of a cup on a bar.
However, if we define planar areas by using a set of clusters, it is
difficult for multiple points on the surface of the object to simul-
taneously contact the environment. It is therefore clear that these
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the original polygon model, its convex hull, and its clustered model are shown at
the top, on the left, and on the right, respectively.
two methods are complementary. In our study, we focus on the
latter approach, whereby planar areas are defined by a set of clus-
ters of the polygon model. As a partial solution to the problem of
multiple contact points, we define the Pillar Cluster in the follow-
ing section. The limitation of our proposed method is explained in
the discussion section.
3.2. Assumptions
We now establish the following assumptions:
Assumptions. 1. One of the planar clusters of the object makes
contact with one of the planar clusters of the environment.
2. The static friction coefficient for the contact between the object
and the environment is large enough.
3. The object and the environment are both rigid bodies.
4. The geometrical properties of the object and the environment
are known.
5. The position of the object’s center of gravity (CoG) is known.
Under Assumption 1, the contact between the object and the en-
vironment is realized by the sharing of the plane (abbreviated as
the fit plane) obtained by fitting the triangles that make up each
cluster. In addition, Assumption 1 means that the object is not in
contactwithmultiple clusters of the environment at the same time.
Assumption 2 is applied when determining the gravitational equi-
librium of the object. Regarding Assumption 4, if the entire CAD
model of the environment is not provided, the point cloud must
be captured and then converted to a polygon model, as shown in
Fig. 1. In this case, it becomes difficult to obtain the complete ge-
ometrical model of the environment, since it is necessary to scan
the environment of a large area with a complex shape. We provide
further comments on this in the discussion section.
In our object placement planner, we first generate a set of the
object poses by discretizing the object’s position/orientation under
the condition of a pair of clusters between the object and the en-
vironment sharing a common fit plane. Then, for each object pose,
we determine whether or not an object is able to maintain contact
with the environment. We provide the following theorem regard-
ing the solvability of the proposed object placement planner.
Theorem 1 (Solvability). Given a pair of clusters where one is from
object polygon model and the other is from environment polygon
model, if the discretization of the position/orientation of the object is
fine enough, the object placement planner can always find the pose of
an object stably placed in the environment, if such a solution exists,
under Assumptions 1–5.Fig. 3. Clusters of the object models.
Proof. If Algorithm 1 (the Contact Test) in Section 5.1 is satisfied,
we can determine the object pose where a pair of clusters make
contact. Furthermore, if Algorithm 2 (the Stability Test) in Sec-
tion 5.3 is satisfied, we can confirm that the contact can be main-
tained, since the gravitational equilibrium is maintained.
4. Offline surface clustering
Our proposed object placement planner is composed of an of-
fline and an online phases. Before the online phase searches for the
object pose stably placed on the environment surface, we find pla-
nar clusters on both the object and the environment surfaces by
clustering the polygon model. We then consider assigning some
properties such as ContactingCluster and Convexity to each clus-
ter. Here, ContactingCluster is used to select candidates of pla-
nar areas of both the object and the environment surfaces possibly
making contact with each other. Also, Convexity is used for run-
time efficiency of the online phase.
In our study, wemake use of the clustering algorithm proposed
by Garland et al. [17]. In the clustering algorithm, we first calculate
the initial set of clusters, with each cluster being composed of a
few triangles. Thereafter, we proceed with iteratively merging a
neighboring cluster as far as the cluster can be approximated by
a planar region. Fig. 3 shows the clustered models of the grasped
objects: pet-bottle, dog figure, mug, and duck figure. In addition,
the clusteredmodel of the environment is shown in Fig. 1.We note
that, according to the clustering algorithm, the result of clustering
will be a different one. We calculate the inner/outer boundaries of
each cluster, as shown in Fig. 4.
In order to cluster the polygon model, we define the following
variables:
Cj: jth cluster of the polygon model as a set of triangles (j =
1, . . . , n).
Pj: Fit plane of Cj.
nj: 3D unit outer normal vector of Pj.
pj: 3D position vector of a point on Pj.
pgj: 3D position vector of the center of gravity (CoG) of the point
set included in Cj.
For each cluster, we consider assigning two properties,
i.e., ContactingCluster and Convexity. From the next subsection,
we will explain these parameters.
4.1. Contacting clusters
This subsection explains the parameter ContactingCluster that
is used in this research. Polygonmodels of complex shapes usually
consist of a large number of clusters. For the clusters that may
make contact, the boolean parameter ContactingCluster is set to
TRUE. Using this parameter, we are therefore able to specify the
clusters of an object that maymake contact with the environment.
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In addition, we can specify the cluster of the environment surface
where the object is placed.
We introduced this parameter since, formany everyday objects,
the regions on the object surface that makes contact with the envi-
ronment are limited in accordance with the semantics of the task
and the object. For example, the bottom of amugmay be in contact
with a table to prevent the contents to spill over. In this case, we
set the parameter ContactingCluster of a cluster at the bottom of
a mug to TRUE. Also, so as to dry the washedmug, the mugmay be
placed upside down in a dish washer. In this case, we set the pa-
rameter ContactingCluster of a cluster at the rim of amug to TRUE.
By using this parameter, we can reduce the number of clusters
used in the object placement planner, which contributes to reduc-
ing calculation time. However, this parameter does not prevent au-
tonomous behavior of the system. This is due to the fact that, if the
pose of an object placed in the environment is arbitrary, we can set
the parameter ContactingCluster of all clusters belonging to the
object to TRUE.
Here, the parameter ContactingCluster can be set to TRUE by
specifying the clusters on the graphics window.
4.2. Convexity
This subsection explains the convexity of the clusters. Each
cluster is assigned a parameter representing its convexity: CON-
VEX(CV), CONCAVE(CC) or NOT CLASSIFIED(NC). The convexity of
a cluster is calculated by comparing the direction of the normal
vectors with the neighboring clusters. For the cluster Ci, let Cij (j =
1, . . . ,mi) be the neighboring clusters. We set the position vector
pi and pij so that the lines Li: pi + tini and Lij: pij + tijnij intersect.
At the point of intersection, we check the sign of the scalar values
ti and tij. This leads to the following definition:
Definition 1 (Convexity).
CONVEX (CV): If ti < 0 and tij < 0 are satisfied for all the neigh-
boring clusters, the cluster Ci is defined as CONVEX.
CONCAVE (CC): If ti > 0 and tij > 0 are satisfied for all the
neighboring clusters, the cluster Ci is defined as CONCAVE.
NOT-CLASSIFIED (NC): If the signs of ti and tij change depend-
ing on the neighboring clusters, the cluster Ci is defined as NOT
CLASSIFIED.
4.3. Pillar clusters
When calculating the convexity of clusters, special attention
should be paid to the objects with multiple legs, such as tables,
chairs, human figures, and animal figures (Fig. 5). These objects
usually stand on the groundwithmultiple feet. However, by simply
clustering the polygon model, the underside of each foot belongs
to a different cluster.We can now provide the following definition:Fig. 5. Clusters of the undersides of the feet merged into a single cluster.
Definition 2 (Pillar Cluster). A pillar cluster is a cluster composed
of multiple separated areas.
To obtain the pillar cluster,we calculate the following equations
for all the combinations of two clusters of the polygon model. For
the clusters Ci and Cj, we calculate
lij = (pi − pj) · ni,
mij = 1− ni · nj, (i, j = 1, . . . , n).
If the following three conditions are satisfied simultaneously,
when merging Cj with Ci:
1. lij andmij are smaller than the predefined threshold,
2. The parameterConvexity is CONVEX for both the clusters Ci and
Cj, and
3. Cj is not the neighboring cluster of Ci.
The convexity parameter of a pillar cluster is set as CV.
5. Object placement search
This section explains an online searching method of the object
pose. First, to check whether or not a planar cluster of an object
can enter in contact with a planar cluster of an environment, we
introduce two testing methods (Convexity Test and Contact Test).
Convexity Test is introduced for run-time efficiency of the online
searching method. By checking the convexity/concavity relation
between the object and the environment, Convexity Test considers
reducing the number of candidate clusters where the collision is
checked between the object and the environment. Then, Contact
Test checks collision between the object and the environment for
givenposition/orientation of the object placed on the environment.
After both testing methods are passed, we furthermore check
whether or not the object can keep the gravitational equilibrium
placed on the environment surface (Stability Test).
5.1. Convexity test
When an object surface contacts an environment surface, we
can classify the states of contact based on the combinations of the
convexity parameters of the object and the environment, as shown
in Fig. 6. We can assume nine possible states: CV–CC, CV–CV,
CC–CV, CC–CC, NC–CV, CV–NC, NC–CC, CC–NC, andNC–NC. Accord-
ing to this classification, we can obtain a necessary condition for a
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pair of matching clusters.
(b) Convex–Concave
(CV–CC).
(c) Convex–Convex
(CV–CV).
(d) Concave–Convex
(CC–CV).
(e) Concave–Concave
(CC–CC).
(f) Notclassified–Convex
(NC–CV).
(g) Convex–Notclassified
(CV–NC.
(h) Notclassified–Concave
(NC–CC).
(i) Concave–Notclassified
(CC–NC).
(j) Notclassi-
fied–Notclassified
(NC–NC).
Fig. 6. Classification of contact states between the object and the environment based on the convexity parameter.Fit Plane
Outer Boundary
Fig. 7. Explanation of cluster inclusion.pair of clusters to maintain contact. For example, contact cannot
bemaintained if the contact state is CC–CC, because a concave part
of an object surface cannot maintain contact with a concave part
of an environment surface. Taking this into consideration, we can
furthermore categorize the various contact states as Applicable or
Not-Applicable. We provide the following theorem:
Theorem 2 (Convexity Test). For a pair of clusters to make con-
tact with each other, the convexity parameters must be classified
as Applicable, as per the classifications of the following cases:
Applicable: CV–CC , CV–CV, CC–CV, NC–CV, CV–NC, and NC–NC
Not-Applicable: CC–CC, NC–CC, and CC–NC.
The proof of this theorem is obvious, since contact cannot be
maintained between a pair of clusters in theNot-Applicable cases,
due to the collision of the neighboring clusters.
By using the above classification, we can exclude unfeasible
contact states from the study.
5.2. Contact test
By using pairs of clusters that are determined to be Applica-
ble from Theorem 2, we will obtain candidates for the pose of theobject where the object cluster is in contact with the environment
cluster. For each candidate, we will perform the Contact Test intro-
duced in this subsection to confirm that contact can in fact be es-
tablished. Furthermore, the established contact can be maintained
if gravitational equilibrium is satisfied. The next subsection de-
scribes the Stability Test for determining the gravitational equilib-
rium.
For a pair of clusters found to be Applicable from Theorem 2,
we consider the situation where the clusters share the common fit
plane. In addition, we consider the situation where the clusters are
projected onto the fit plane.
We first focus on the CV–CC case, as shown in Fig. 7. For a
given object pose, the outer boundary of the object cluster must be
within the outer boundary of the environment cluster. If this is not
the case, contact between the clusters is not possible. We express
this condition as CV⊂ CC and provide the following theorem:
Theorem 3 (Cluster Inclusion). Given an object pose where an object
cluster shares the common fit planewith an environment cluster under
the CV–CC and CC–CV contact states, CV ⊂ CC and CC ⊃ CV are
the necessary conditions for establishing CV–CC and CC–CV contact
states, respectively.
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Fig. 9. Search for the object position/orientation where CV⊂ CC is satisfied for the case shown by a bold dotted line.The proof of this theorem is also obvious, since contact cannot
be established between a pair of clusters if this theorem is not
satisfied, due to the collision of the neighboring clusters.
Theorem 3 shows a necessary condition that is applicable to the
CV–CC and CC–CV cases. For contact states other than CV–CC and
CC–CV cases, Cluster Inclusion condition is not imposed.
Now, we apply the following algorithm to determine whether
or not contact can in fact be established (Fig. 8).
Algorithm 1 (Contact Test).
Step 1. The position/orientation of an object where an object clus-
ter shares a common fit planewith an environment cluster
is given.
Step 2. Move the object δ towards the direction of the outer con-
tact normal of the environment.
Step 3. Check collision between the object and the environment.
Step 4. If there is no collision between the object and the environ-
ment, we deduce that contact can be established.
By using this algorithm, we can check whether or not a contact can
be establishedwith δ accuracy, where δ is the thickness of the clus-
ter that is defined when clustering the polygon model. We check
whether Theorem 3 is satisfied for the CV–CC and CC–CV casesbefore executing Algorithm 1. If Theorem 3 is not satisfied, we can
save calculation time since we do not need to execute Algorithm 1.
We now explain how to search for the pose of an object. Under
the condition of the object cluster sharing the common fit plane
with the environment cluster, we proceed to discretize the object’s
position/orientation. If the discretization becomes finer, the proba-
bility of the object’s position/orientation being found increases, as
described in Theorem 1.
We will next explain how we implement the discretization of
the object’s pose in this paper. An overview of this method is pro-
vided in Fig. 9. We obtain the bounding box of a cluster projected
onto the fit plane (abbreviated as 2D bbox).We consider two cases:
one case is that both the clusters share the geometrical center of
a 2D bbox and the other case is that the geometrical center of an
object’s 2D bbox coincides with the user-assigned point on the en-
vironment projected onto the fit plane. In both the cases, we rotate
the object for every q [rad] where Fig. 9 shows the case q = π/4.
For each object pose, we will apply Theorem 3 and Algorithm 1.
5.3. Stability test
For the object poses that are found to have established the con-
tact in Algorithm 1, next we determine whether or not the object
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maintains gravitational equilibrium by means of Algorithm 2. As
in the previous subsection, we investigate the case where a pair of
clusters shares a common fit plane and the clusters are projected
onto the fit plane.
Under Assumption 3, an object can keep the static equilibrium
under gravity if the vertical line including the CoG of an object
passes through the support polygon. Hence, the following Algo-
rithm 2 determines whether or not the vertical line passes throughthe support polygon. An overview of this algorithm is provided in
Fig. 10. Algorithm 2 can be summarized as follows:
Algorithm 2 (Stability Test).
Step 1: Set a pair of clusters sharing a common fit plane and
project the inner/outer boundaries onto the fit plane.
Step 2: Determine the common area of the outer boundaries.
Step 3: Based on the area obtained in step 2, exclude the area
included in the inner boundaries.
Step 4: Calculate the 2D convex hull for the area obtained in
step 3.
Step 5: If the vertical line including the object’s CoG passes
through the 2D convex hull [25], it is concluded that the
object maintains gravitational equilibrium.
Prior to executing this algorithm, we verify the inner product
between the gravity vector and the outer normal of the environ-
ment. If this inner product is positive, we do not execute the al-
gorithm, since in this case it is impossible for the gravitational
equilibrium to be maintained. For the object poses that satisfy the
gravitational equilibrium condition, they are used to plan the pick-
and-place motion.
5.4. Integration with the pick-and-place planner
In order to realize one of the various object poses obtained, as
described in the previous subsection, we plan the pick-and-place
motion [19,8]. A diagram of this planner is provided in Fig. 11. First,
one of the object placements with the highest priority is assumed.
Then, one of the grasping poses of the robot with the highest
priority is assumed [19,8]. If it is not possible for the robot to take
one of these grasping or placing postures, we assume the grasping
pose or object placement with the next priority. If we find a pair
of grasping and placing poses, we then proceed to plan the motion
path of the robot by means of the probabilistic roadmap method.
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example.
(b) Clustered model of the object (left) and the environment (right).
(c) Result of case 1.
(d) Result of case 2.
(e) Environment with a larger
hole.
(f) Result of case 3.
Fig. 12. Examples of contact between a duck figure and the environment. (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)6. Results
This section confirms the effectiveness of the proposed ap-
proach by providing numerical examples and experimental results.
Table 1 displays the number of triangles, calculation times required
for clustering, and average number of triangles included in each
cluster. Here, the polygon model of the dog figure was obtained
from the Princeton Shape Benchmark [20]. We used a PC with
3.2 [GHz] CPU.
For a given object pose, we applied Theorems 2 and 3 and Al-
gorithms 1 and 2. Fig. 12(a) shows the case where a duck figure is
placed in a concave part of the environment, and there is a hole at
themiddle of the concave part. Fig. 12(b) shows the results of clus-
tering the polygon models of the object and the environment. We
set the parameters ContactingCluster of the clusters pointed to byTable 1
Information on cluster of the objects.
Model Triangles Clustering time
[sec]
Triangles/clusters
Mug (Fig. 2) 3 450 0.2 26.7
Mug (Fig. 13) 28882 3.1 431.2
Duck figure (Fig. 3) 13550 1.14 155.7
Dog figure (Fig. 5) 3 220 0.18 26.8
Remote controller
(Fig. 13)
1 000 0.05 83.3
an arrow to TRUE. In the Cluster Inclusion Test in this example, we
evaluated only one object pose, where the CoG of the object cluster
projected onto the fit plane coincides with the user-assigned point
in the environment.
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In Fig. 12(c), (d), and (f), the green, red, blue and purple lines
represent the outer boundary of the environment cluster, the in-
ner boundary of the environment cluster, the outer boundary of
the object cluster, and the 2D convex hull obtained in step 4 of Al-
gorithm 2, respectively, projected onto the fit plane. Furthermore,
the red dot represents the CoG of the object projected onto the fit
plane.
Fig. 12(c) illustrates an Applicable case of Theorem 2, since
CV–CC is satisfied; however, Theorem 3 is not satisfied. In contrast,
in the case shown in Fig. 12(d), Theorem 3 is satisfied, since CV
⊂ CC. By using the collision checker OPCODE, we confirmed that
the Contact Test (Algorithm 1) was passed. Furthermore, it wasfound that the gravitational equilibrium can be maintained, since
the CoG of the object projected onto the fit plane is included in the
2D convex hull obtained in Algorithm 2.
In the case illustrated in Fig. 12(e), the size of the hole is bigger
than in the previous cases. The calculation result of this example
is shown in Fig. 12(f). Although Theorems 2 and 3 are satisfied, the
CoG of the object projected onto the fit plane is not included in the
2D convex hull. Therefore, in this case, the object will fall into the
hole.
Next, we confirmed that the proposed planner can find an
object posture placed on the environment. Fig. 13 shows the result
where a handle of a cup is hung on a bar, a cup is placed on a saucer,
a remote controller is placed in a box, a remote controller is placed
on a block, and a dog figure is placed in a box.
We now provide an experimental result of the proposed object
placement planner. In order to exhibit the pick-and-place motion,
we used the dual-arm manipulator HiroNX, which has two two-
fingered hands, two 6DOF arms, and a 1DOF waist.
In this experiment, before placing the object at the initial
position, we capture the point cloud of the environment by using
the Kinect sensor, and converted it to a polygonmodel by using the
PCL (Point Cloud Library) [16]. Fig. 14 shows the captured point
cloud and its polygon model. As shown in the figure, if we use
the greedy projection triangulation [16], polygon is not generated
at occluded parts of the environment. Hence, a robot may collide
the occluded parts of the environment. Here, it takes about 6 [sec]
for triangulation by using the greedy projection triangulation. On
the other hand, if we use the Poisson reconstruction method [16],
polygon is generated at occluded parts. Hence, occluded parts can
be treated as obstacles when planning the robot motion. It takes
about 15 [sec] for triangulation by using the Poisson reconstruction
method. Then, the polygon model is clustered.
After the object is placed at the initial position, we captured the
point cloud again. By using the point cloud, we consider detecting
the position/orientation of the target object. We use the sample
consensus initial alignment [16] to roughly estimate the position/(a) Colored point cloud of the environment model. (b) Polygon model by using greedy projection
triangulation.
(c) Polygon model by using Poisson reconstruction. (d) Clustered polygon model.
Fig. 14. Captured image of the environment and its polygon model.
1472 K. Harada et al. / Robotics and Autonomous Systems 62 (2014) 1463–1477(a) Polygon model of the object. (b) Detection of the object pose from point cloud.
Fig. 15. Detection of the position/orientation of the remote controller.Fig. 16. Planned pick-and-place motion of the remote controller.orientation of the object. Then, we further use the ICP (Iterative
Closest Point) method [16] to detect the position/orientation of the
object. The result of object detection is shown in Fig. 15.
The planned pick-and-place motion of the robot is shown in
Fig. 16. To generate the polygonmodel, we used the Poisson recon-
struction method. Also, the discretization angle of the object pose
introduced in Section 5.2 is set as q = π/4. It took about 0.5 [sec]
to plan this pick-and-placemotion.We can see that the robot picks
up a remote controller and place it in the box. The experimental re-
sult is shown in Fig. 17. This example shows that, despite severalobstacles being placed on a table, the robot successfully performs
the pick-and-place motion, and places the object at the assigned
point on the environment surface.
Then, we show the pick-and-place motion of an object includ-
ing the pillar cluster. Fig. 18 shows the pick-and-place motion of
a dog figure. In this example, we assume that the polygon model
of the rack is given. Also, we captured the point cloud of the envi-
ronment and constructed the polygon model by using the greedy
projection triangulation. As shown in the figure, we can see that
the undersides of the feet of the dog figure are placed in a box.
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hangs the handle of a mug on a bar. In this experiment, we assume
that the geometry of the environment is fully known. Also, we set
the discretization angle of the object pose as q = π/2. The results
of the experiment are shown in Figs. 19 and 20, from which we
can see that the mug was hung on the bar. In this example, we did
not check the Stability Test since the vertical position of the con-
tact point is larger than the vertical position of the object’s CoG and
since the gravitational equilibrium can automatically be satisfied.
Here, if the geometrical model of the environment includes error,
it was difficult to successfully conduct this experiment.
7. Discussions
In this section, we discuss some issues relating to our proposed
object placement planner.
7.1. Environment model
Our algorithm is effective when applied to complete geometri-
calmodels; however, it is often difficult to obtain a completemodel
of the environment. This is because, when capturing the geometri-
cal model, occlusion cannot be avoided.
Let us consider the case where the geometrical model of the
environment is captured after the object is initially placed in the
environment. In this case, the polygon model of the environment
includes the shape information of the object. However, once the
position/orientation of the object has been detected, we are able to
distinguish the clustered polygon of the object from the clustered
polygon of the environment.
The calculation of the environment cluster should be separated
from the online pick-and-place planning in order to reduce calcula-
tion time. However, the shape of the environment directly prior to
the online pick-and-place planning being executed may be differ-
ent from the model of the environment. In this case, it is necessary
to update the model of the environment by incrementally cluster-
ing the polygon model of the environment in the online phase. Weexpect that the time required to incrementally cluster the polygon
model is shorter than the time required to cluster the entire poly-
gonmodel of the environment; however, incremental clustering of
the polygonmodel of the environment will be focused on in future
research.
7.2. Object model
In this study, it is assumed that the physical model of an object
is given.We can find plenty of objects to studywithin our everyday
environment. In order to apply ourmethod to actual cases,we need
to prepare polygonmodels for any chosen objects and then cluster
these polygon models. We believe that we are able to prepare
the polygon models by using the CAD models or sensed data, for
example. Then, a polygon model can be shared by storing it in the
cloud, and it can thereafter be used by downloading it from the
cloud. This topic will be explored further in future studies.
As for the polygon model of the objects, Tsuda et al. [21]
proposed a method for obtaining the polygon model of a grasped
object that is based on using the re-grasping motion.
In determining the position of the CoG, if we assume uniform
mass distribution, we can calculate the CoG position for a given
polygon model by using the method described in [22].
Our proposed method clusters the polygonmodel of the object.
Here, if we consider placing a small area on an object surface onto
an environment, the number of triangles included in the polygon
model should be large enough.
7.3. Stability issue
In this research, it is assumed that there is no error in the ge-
ometry of an object/environment; however, in actual cases, error
cannot be avoided in sensed data. Hence, the object will be placed
on the planned supporting cluster with a certain degree of error. In
terms of robustness of the proposedmethod, it can be seen that the
contact between an object and an environment with a large area
is considered to be more stable than the contact when the area is
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bust than other types of contact [23]. The robustness analysis of the
proposed method will be conducted in future research.
Also, this research introduces Assumption 2 where the friction
coefficient is large enough. However, in actual cases, an object
may slip on an environment. Taking the effect of slip in our object
placement planner is considered to be our future research topic.
7.4. Extension
We consider extending our method to cases where Assumption
1 is not satisfied. Fig. 21 shows the result of calculation where an
edge of the object contacts a surface of the environment. To re-
alize this object placement posture, we first calculate the convex
hull of the object cluster. Then, we make one of the edges of the
convex hull come into contact with the environment surface. We
furthermore consider rotating the object about the edge until an-
other contact between the object and the environment is estab-
lished. Here, Cluster Inclusion is tested between a lined segment of
the convex hull of the object cluster and the environment cluster.
However, since the Stability Test cannot be applied, the gravita-
tional equilibrium cannot be judged. This is because, if an object
contacts an environment at multiple points with different direc-
tion of normal vector, the effect of wedging force cannot be disre-
garded. Due to the effect of the wedging force, it is impossible toFig. 21. The robot places the object leaning on the environment.
determine whether or not the object keeps the gravitational equi-
librium. To extend our proposed object placement planner to edge
contact or point contact cases, we have to develop a new Stability
Test algorithm. This is considered to be our future research topic.
7.5. Robustness
Robustness of our proposed planner is analyzed by consider-
ing the possibility of finding an object posture. As we stated in
Theorem 1, the possibility of finding an object posture depends
1476 K. Harada et al. / Robotics and Autonomous Systems 62 (2014) 1463–1477dr
(a) Number of object posture passing Cluster Inclusion Test as a function of grain size of discretization
(translation).
q
(b) Number of object posture passing Cluster Inclusion Test as a function of grain size of discretization
(rotation).
Fig. 22. Plot of the number of candidate object posture.on the grain size of the discretization of the object’s posi-
tion/orientation. Fig. 22 shows a case where a rectangle shaped
object cluster contacts a triangle shaped environment cluster. We
consider CV–CC or CC–CV contact cases. In Fig. 22(a), we plot the
number of object posture passing the Cluster Inclusion test as a
function of the grain size of the object translation. In this figure,
the grain size of the object rotation is fixed to be q = π/4. On the
other hand, Fig. 22(b) shows the case where we plot the number of
object posture as a function of the grain size of the object rotation.
In this figure, we fixed the geometrical center of the object cluster
at the geometrical center of 2D bbox of the environment cluster. In
both the cases, as the grain size becomes large, the number of ob-
ject posture passing the Cluster Inclusion test becomes small. Es-
pecially when the grain size of translation is larger than 0.6, there
is no object posture passing the Cluster Inclusion. When we con-
sider placing an object at a narrow area of environment, the grain
size of discretization has to be small enough. However, as the grain
size becomes small, the calculation time of our proposed planner
will become large.
8. Conclusions
This paper proposed a method for the object placement plan-
ning for pick-and-place tasks of robot manipulators. In this
method, we first cluster the polygon models of the object and the
environment. Then, candidates for the pose of an object placed at a
user-assigned point on the environment surface are obtained by
means of several tests, namely the Convexity Test, the Contact
Test, and the Stability Test. Through numerical examples, we con-firmed that the object can be stably placed on the surface of the
environment model that is captured by using the Kinect sensor.
In this study, we captured the point cloud of the environment
and converted it to a polygonmodel. In order to reduce calculation
time, we propose the direct use of the point cloud for the object
placement planner as a future research topic. In our research, we
planned the object pose satisfying gravitational equilibrium. An al-
ternative approach would be to kinematically constrain the object
motion. The object placement planning for realizing the constraint
object pose will also be researched in future work. Finally, the
source code for our pick-and-place planner is available from [24].
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