Abstract-We study the scaling properties of a georouting scheme in a wireless multi-hop network of n mobile nodes. Our aim is to increase the network capacity quasi-linearly with n, while keeping the average delay bounded. In our model, we consider mobile nodes moving according to an independent identically distributed random walk with velocity v and transmitting packets to randomly chosen fixed and known destinations. The average packet delivery delay of our scheme is of order 1/v, and it achieves network capacity of order (n/log n log log n). This shows a practical throughput-delay tradeoff, in particular when compared with the seminal result of Gupta and Kumar, which shows network capacity of order (n/ log n) 1/2 and negligible delay and the groundbreaking result of Grossglauser and Tse, which achieves network capacity of order n but with an average delay of order √ n/v. The foundation of our improved capacity and delay tradeoff relies on the fact that we use a mobility model that contains straight-line segments, a model that we consider more realistic than classic Brownian motions. We confirm the generality of our analytical results using simulations under various interference models.
I. INTRODUCTION

W
IRELESS ad-hoc and sensor networks have gained much interest as inexpensive, energy-efficient, and miniaturized wireless devices are beginning to mature and take hold commercially. Wireless ad-hoc and sensor networks can be rapidly deployed as they do not require much existing infrastructure. Because of that, they are expected to find applications in many different settings, such as home appliances, disaster recovery, inventory tracking, battlefield surveillance, etc. Gupta and Kumar [1] studied the capacity of wireless networks consisting of randomly located nodes which are static and packets are relayed immediately like hot potatoes. They showed that if each source node has a randomly chosen destination node, the useful network capacity is of order P. Jacquet and A. Silva are with Bell Laboratories, AlcatelLucent 91620, France (e-mail: philippe.jacquet@alcatel-lucent.com; alonso.silva@alcatellucent.com).
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Digital Object Identifier 10.1109/TIT.2016.2519419 C √ n/ log n where n is the number of nodes and C is the nominal capacity of each node (i.e., the tightest upper bound on the rate of information that can be reliably transmitted between two nodes).
However, if the nodes are mobile and follow i.i.d. ergodic motions in a square area, Grossglauser and Tse [2] showed that the network capacity can rise to O(nC) 1 by using the mobility of the nodes. Under their proposed postman routing scheme, a source node relays its packet to a random mobile relay node which transmits this packet to its destination node only when they come close together, i.e., at a distance of order 1/ √ n. Therefore, the time it takes to deliver a packet to its destination would be of order √ n L/v where v is the average speed of the nodes and L is the side length of the fixed square area where nodes are deployed. In contrast, in the analysis of Gupta and Kumar [1] where the nodes are considered to be static, the packet delivery delay tends to be negligible but the network capacity drops by a factor of √ n log n. In this article, we aim to maximize the capacity of mobile networks while keeping the mean packet delivery delay bounded with increasing number of nodes. For relaying packets towards their fixed and known destinations, mobile nodes use our proposed georouting strategy, called the Constrained Relative Bearing (CRB) scheme, to exploit the existence of straight-line segments towards the destination to carry the packets. We show that, in a random walk mobility model, this strategy achieves a network capacity of order n log n log log n C with a time to delivery of order L/v. Our main contribution is summarized in Table I (with L = 1). Note that in random walk mobility models, nodes trajectories have straight-line segments with constant speed. This mobility model is a subclass of the straight-line segment mobility model. Therefore, we can also extend our result to mobility models where the average straight-line segment distance is nonzero.
We will show that the improvement of delay due to the exploitation of constrained bearing is considerable. Consider an example of an urban area network in a fixed unit square map with n = 10 6 and the relay speed v is one unit per hour. With our scheme (see Theorem 1 with θ c = π/6, and our Simulation section) the delivery delay will be below two hours, while with Grossglauser and Tse scheme the average delivery delay is √ n/v which is 1,000 hours, i.e. 40 days. This article is organized as follows. We first summarize some important related works and results in Section II. We discuss the models of our network and CRB scheme in Section III. The analysis of capacity and delay can be found in Section IV and we confirm this analysis using simulations in Section V. We also discuss a few extensions of our work in Section VI and concluding remarks can be found in Section VII.
II. RELATED WORKS
In this section, we recall some important related works. While summarizing each important related work, we present some intuitive arguments to show the challenges attached to the problem.
The main difference between the proposed models in the works of Gupta and Kumar [1] and Grossglauser and Tse [2] is that in the former case, nodes are static and packets are transmitted between nodes like "hot potatoes", while in the latter case, nodes are mobile and relays are allowed to carry buffered packets while they move. Both strategies are based on the following model: if p n is the activity rate of each node, i.e., the proportion of time each node is active and transmitting, the radius of efficient transmission is given by r n ∼ L κ np n when n approaches infinity for some constant κ > 0 which depends on the protocol, interference model, etc.
In the context of Gupta and Kumar [1] , the number of relays a packet has to traverse to reach its destination is F n = O(1/r n ). Consequently, np n C must be divided by F n to get the useful capacity: np n C/F n = O(C √ np n ). In order to ensure connectivity in the network, so that every source is able to communicate with its randomly chosen destination, p n must satisfy the limit p n ≤ O(1/ log n). This leads to Gupta and Kumar's maximum capacity of O(C √ n/ log n) with "hot potatoes" routing.
In contrast, in the context of Grossglauser and Tse [2] , the network does not need to be connected since the packets are mostly carried in the buffer of a mobile relay. Therefore there is no limit on p n other than the requirement that it must be smaller than some ε < 1 that depends on the protocol and some other physical parameters. Thus r n is O(1/ √ n).
In Grossglauser and Tse's model, the source transmits the packet to the closest mobile relay or keeps it until it finds one. This mobile relay delivers the packet to the destination when it comes within range of the destination node. Such a packet delivery requires a transmission phase which also includes retries and acknowledgements so that the packet delivery can be eventually guaranteed. The proposed model of [2] requires a GPS-like positioning system and the knowledge of the effective range r n . The estimate of r n could be achieved via a periodic beaconing from every node, where each beacon contains the position coordinates of the node, so that a node knows the typical distance for a successful reception. However, the relay cannot rely on beaconing in order to detect when it is in the reception range of the destination. The reason is that a node stays in the reception range of another node for a short time period of order r n /v = O(1/ √ n) and this cannot be detected via a periodic beaconing with bounded frequency since p n = O(1) (the frequency of periodic beaconing should be of O( √ n)). We may also assume that the destination node is fixed and its cartesian coordinates are known by the mobile relay. Otherwise, if the destination node is mobile, there would be a requirement for this node to track its new coordinates and disseminate this information in the wireless network as in [4] and [5] .
It is also interesting to note that Diggavi et al. [6] showed that a constant throughput per source-destination pair is feasible even with a more restricted mobility model. Franceschetti et al. [7] proved that there is no gap between the capacity of randomly located and arbitrarily located nodes. Throughput and delay trade-offs have appeared in [3] and [8] - [10] where delay of multi-hop routing is reduced by increasing the coverage radius of each transmission, at the expense of reducing the number of simultaneous transmissions the network can support. We will show that, in our work, we have a delay of O(1/v) and throughput per source-destination pair of O( 1 log n log log n ). More precisely, we will show that our algorithm performs packet delivery in O(log n) retransmissions. Intuitively, one may argue that it is impossible to have a O(1) delivery time with log n retransmissions without assuming that the store and forward retransmission takes zero time. But we will prove in Theorem 1 that the delivery delay stays finite and bounded even when we consider that each store and forward retransmission takes an non-zero amount of time.
For comparison, if we use the notation of [3] where the region is divided into square cells of area a(n), and thus use √ a(n) to measure the average distance traveled toward the destination between two consecutive emissions of the same packet, then we will show that our scheme yields √ a(n) = (1/ log n). If we compare with the result of [3] and [10] , we should have a throughput of ( 1 log n √ n log n ) but our scheme delivers a higher throughput by a factor greater than √ n. In fact, if is the average straight-line segment distance of the random walk, then our scheme yields √ a(n) = 1 1 +log n . The apparent contradiction comes from the fact that the authors in [3] and [10] consider a mobility model based on brownian motion. This corresponds to having = 0 and, in this case, our scheme would be equivalent to the "hot potatoes" routing of [1] with √ a(n) = (r n ). Let us point out that the brownian motion mobility model is an important yet worst case model and it is not realistic for real world situations such as urban area mobile networks. Other mobility models [11] - [14] confirm the fact that brownian motion is not realistic for real world situations. In this work, we consider a more realistic while simple model based on collections of straight-line segments. In the section devoted to generalizations, we extend our result to fit a more general mobility model where mobile nodes follow self-similar trajectories that we coin as "fractal" (as an analogy with a pattern where the whole has the same shape as one or more of the parts) with = n = (1/ log n) and the throughput of our scheme remains of ( 1 log n log log n ). On the theoretical side one must mention the paper [15] about hierarchical routing using MIMO. It leads to an achievable throughput of n b log n with an average number of hops of n b log n for any arbitrary tuning parameter b < 1. But even if we consider that any store and forward operation has negligible delay t f , e.g. 1 ms, multiplying it by n b log n may no longer be negligible. Furthermore the scheme cannot work in a mobile network since it requires strict spatial cooperations between nodes, the topology updates too frequent and too heavy will lead to an overhead control in (vn 2 ) [16] . Our scheme, which can only work with mobile nodes, does not need a global topology control and updates, since the later would damage the global throughput.
Throughput and delay trade-offs have appeared in other articles as well. However, to improve delay at the expense of capacity, most of these works propose schemes that use redundancy where a packet is relayed to more than one node before a copy arrives at the destination. The article [17] assumes that nodes move according to an i.i.d. ergodic mobility model and proposed two schemes that also use redundancy. In the first scheme, the authors showed that, for a bounded delay, capacity of O(n
2 ) per source-destination pair is achievable and, in the second scheme, for delay bounded by
2 ) where 0 < < 1. The article [8] also proposed redundancy schemes in cell partitioned network setting with nodes moving according to i.i.d. mobility model and showed a throughput and delay tradeoff of: delay/throughput ≥ O(n). The authors of this article proposed three schemes that can achieve throughput per source-
and O(log n) respectively. Under a less restrictive network setting and similar mobility model, the article [18] achieved better tradeoff and showed that for bounded delay, throughput per source-destination pair can be
On the practical side, many protocols have been proposed for wireless multi-hop networks. These protocols may be classified in topology-based and position-based protocols. Topology-based protocols [19] - [21] need to maintain information on routes potentially or currently in use, so they do not work effectively in environments with high frequency of topology changes. For this reason, there has been an increasing interest in position-based routing protocols. In these protocols, a node needs to know its own position, the one-hop neighbors' positions, and the destination node's position. These protocols do not need control packets to maintain link states or to update routing tables. Examples of such protocols can be found in [22] - [29] . In contrast to our work, they do not analyze the trade-off between the capacity and the delay of the network under these protocols and their scaling properties.
III. CRB SCHEME
A. Notation and Terminology
B. Network and Mobility Settings
We consider a network of n mobile nodes with their initial positions uniformly distributed over the network area. We consider the network area to be a convex set. Each mobile node transmits packets to a randomly chosen fixed and static node, called its destination node, which is also randomly located in the network area. We assume that mobile nodes are aware of their own cartesian coordinates, e.g., by using GPS or from the initial position, a mobile node could use the knowledge of its motion vector to compute its cartesian coordinates at any given time. Initially we consider that only mobile nodes participate in the relay process to deliver packets to their destination nodes. The case where fixed nodes may also participate in the relay process is discussed in Section VI. We do not analyze the management of the queues since it is outside the scope of this work. A mobile node should be aware of the cartesian coordinates of the destination nodes of the packets it carries. Indeed it can be assumed that this information is included in all packets or is relayed with the packets. Hence our model only requires that a source or relay node is aware of the cartesian coordinates of the destination node which is assumed fixed. Note that if the destination node is mobile, a mechanism to disseminate its updated cartesian coordinates in the network could be used, e.g., [4] , [5] . However, this is outside the scope of this work as we particularly focus on the throughput-delay tradeoff.
With the available information, a mobile relay can determine:
• its heading vector, which is the motion vector when its speed is non zero, • its bearing vector, which is the vector between its position and the position of a packet's destination; and, • the relative bearing angle, i.e., the absolute angle between its heading and bearing vectors. In the example of Fig. 1 , node A is carrying a packet for node D. This figure also shows the heading vector of mobile node A and its bearing vector and relative bearing angle for destination node D. Note that a mobile relay may carry packets for multiple destinations but can easily determine the bearing vector and relative bearing angle for each destination node.
C. Parameters and Settings of CRB
We define the parameters θ c , called the carry angle, and θ e , called the emission angle. Each mobile node carries a packet to its destination node as long as its relative bearing angle, θ , is smaller than θ c which is strictly smaller than π/2. When this condition is not satisfied, the packet is transmitted to the next relay.
D. Basic Model Specification (With Radio Range Awareness)
In the following description, we initially assume that each node is aware of the effective range of transmission r n .
This means that there is a periodic beaconing that allows this estimate to be made. In Section III-E, we will investigate how to specify our model without an estimate of the effective range r n .
Assume that node A is carrying a packet for node D and the velocity of node A is denoted by v(A). If node A is within range of node D, it transmits the packet to node D; if not, there are two possibilities: either the relative bearing angle is smaller than θ c , in which case node A continues to carry the packet; otherwise, node A transmits the packet to a random neighbor mobile node inside the cone of angle θ e , with bearing vector as the axis, and then forgets the packet.
In pseudocode (z(A) are the current coordinates of node A, v(A) is the current motion vector of node A):
In order to better understand the model of our georouting scheme, consider the example in Fig. 1 . Assume that node A is out of range of node D and, because of that, it cannot deliver the packet directly. Now, if θ < θ c , node A will continue to carry the packet for node D. Otherwise, it transmits the packet to one of the random mobile relays, represented by unfilled circles in the figure.
To transmit the packet towards another mobile node, node A shall proceed as follows: it first transmits a Call-to-Receive packet containing the positions of nodes A and D; as a consequence a random mobile node B which receives this Call-to-Receive packet can compute the angle (AB, AD). If this angle is smaller than θ e , it replies with an Acceptto-Receive packet containing an identifier of node B; node A then sends the packet to the first mobile node which replied with an Accept-to-Receive packet. The first node which sends its Accept-to-Receive packet notifies the other receivers of the Call-to-Receive packet, to cancel their transmissions of Accept-to-Receive packets. There may be more than one (but finite) transmissions of Accept-to-Receive packets in case two or more receivers are at distance greater than r n from each other.
In pseudocode:
then TRANSMITATR(B) Note that this procedure does not need any beaconing or periodic transmission of hello packets. The back-off time of nodes, transmitting their Accept-to-Receive packet, can also be tuned in order to favor the distance or displacement towards D, depending on any additional optional specifications.
E. Advanced Model Specification (Without Radio Range Awareness)
The estimation of r n would require that the nodes employ a periodic beaconing mechanism. If such a mechanism is not available or desirable, the CRB scheme relies on the signal to interference plus noise ratio (SINR) for transmitting packets to their destinations or random mobile relays. In other words, a mobile node can relay a packet to its destination node or another mobile node only if the SINR at the receiver is above a given threshold.
Note that in this case, the specification of the transmission procedure is also modified so that it terminates when the final destination receives the packet. To transmit the packet towards its destination node or another mobile node, node A shall proceed as follows:
-it first transmits a Call-to-Receive packet containing the positions of nodes A and D; -if node D receives this packet, it responds immediately with an Accept-to-Receive packet with highest priority. Node A, on receiving this packet, relays the packet to node D; otherwise, -the procedure of selecting a random mobile node, as the next relay, is similar to the procedure described in Section III-D. A random mobile node B, which receives the Call-to-Receive packet, computes the angle (AB, AD). If this angle is smaller than θ e , it responds with an Accept-to-Receive packet; -node A relays the packet to the first mobile node which sent its Accept-to-Receive packet successfully. The first node which transmits its Accept-to-Receive packet also makes the other receivers to cancel their transmissions of Accept-to-Receive packets. In pseudocode:
The management of the queues for each node is not specified. For example it can be FIFO (First-In, First-Out) method or LIFO (Last-In, First-Out).
IV. PERFORMANCE ANALYSIS
A. Network and Traffic Model
We assume that the network is made of n mobile nodes moving in a square area of constant size and without loss of generality we assume that it is a square unit area. The mobile nodes move according to an i.i.d. random walk: from a uniformly distributed initial position, the nodes move in a straight line with a certain speed and randomly change direction.
The speed is randomly distributed in an interval [v min , v max ] with v min > 0. To simplify the analysis, we assume that v min = v max = v. We also assume that each node changes its direction with a Poisson point process of rate τ . When a mobile node hits the border of the network, it simply bounces like a billiard ball. This leads to the isotropic property (Jacquet et al. [30] ): at any given time the mobile nodes are uniformly distributed in the square and move in uniformly selected direction independently of their position.
We assume that there are also n fixed nodes which are distributed uniformly on the square area. We consider that traffic exist only between mobile nodes and fixed nodes, whereas mobile nodes play the role of source and the fixed nodes play the role of destination. Furthermore only the mobile nodes will relay the traffics to the fixed nodes. We consider that every mobile node has one favourite destination which is uniformly distributed over the fixed nodes. The mobile nodes could have more than one favourite destination or none at all, but it is important in our model that the traffic to the destination is uniformly distributed over the fixed nodes.
The packet generation rate ρ n is the average number of packets generated per node per time unit, when the total number of mobile nodes is n. We assume that the packet generation process is Poisson with the same parameter ρ n . For convenience we assume that all packets have the same duration and are transmitted with same coding rate C, thus ρ n is expressed in packet per time unit and only depends on n. We also denote λ n the average node delivery rate, i.e. the average number of packets per time unit actually delivered to destinations. If the network is stable, we have λ n = ρ n . The throughput is the average number of packets delivered to destinations per time unit and is equal to nλ n .
We also denote p n the average activity rate of each mobile rate, which is the average number of packets generated or relayed by the mobile node by time unit. In our georouting scheme, we will assume p n = O(1/ log log n). We will also show that the number of transmissions per packet is of O(log n) and this would lead to a useful network capacity of O(C n log n log log n ). Note that our scheme could lead to packet loss because of transmission failures but we show that the probability of this packet loss is inverse to the power of log n and it tends to zero as n approaches infinity.
We make the assumption that the radius of efficient transmission r n is derived from the value of p n and is given by r n = β log log n πn , for some β > 0. This assumption is the classic scaling property used in network models in dimension two as explained in [1] and [2] which basically states that, when n → ∞, the quantity np n (r n ) 2 tends to a constant which depends on the signal propagation, the processing properties and the MAC layer tuning parameters. Therefore r n = O(1/ √ np n ) which, with p n = O(1/ log log n), leads to the claimed assumption. We notice that the average number of neighbours of an arbitrary node at an arbitrary time is πn(r n ) 2 , equal to β log log n. Contrary to [1], we do not obtain an average number of relays per packet of order 1/r n because in [1] , it is assumed that the relays are fixed nodes which retransmit their packets from the same location where they received them. In our protocol the relays move and retransmit their packets when they are closer to the destinations, and we will show that this leads to a smaller relay number of order − log r n .
B. Methodology
The parameters of interest are the following: -The delivery delay of a packet defined as the time between the first transmission of the packet by the source and the time of arrival of the packet to its destination. The delay includes the queueing time in the buffer of each relay and the store-and-forward time during each transmission. -The number of relay changes of the packet defined as the number of relays required by the packet to reach the destination. To express these parameters in our setting, we use the following parameters:
-The delay D n (r ) of delivering a packet to the destination when the packet is generated in a mobile node at distance r from its destination node. -The average number of times F n (r ) the packet changes relay before reaching its destination when it has been generated in a mobile node at distance r from its destination node. In order to exhibit the actual performance of our proposed CRB scheme, we aim to derive an upper-bound on the parameters D n (r ) and F n (r ). In the next two sub-sections, we assume w.l.o.g. that there is always a relay node, to receive the packet, in the emission cone (as the node density and angle, θ e , are sufficiently large) when a relay change must occur.
C. Delivery Delay
We ignore the queueing delays which would become apparent when several packets should be in competition in the same relay to be transmitted at the same time. We assume that the packet is always alone in its buffer. We will show in a separate section that this hypothesis is valid with probability tending to 1 when n → ∞ as long as the throughput is below the maximum achievable capacity.
Theorem 1: The average delivery delay when the number of mobile relays is n satisfies
where t f is the store and forward delay quantity. Remark: As we mentioned in the Introduction, when r n is larger than t f v, i.e., the transmission radius is greater than the displacement of a relay during t f , the second factor in (1) becomes negative which gives the upper bound of (1) . However, if r n is less than t f v, D n (r ) will also include an O(log n) factor because of F n (r ). It should be noted that the later case does not correspond to a realistic situation, e.g. for t f = 1 ms and v = 1 m/s we should have r n < 1 mm.
Proof: The average delivery delay of a packet is made of two components: the average time spent in store and forward, i.e. F n (r )t f , and the average time spent in the buffer of a mobile relay. Since the transmission can only reduce the distance to the destination, thanks to the inequality θ e < π 2 , and since this distance decreases with speed greater than v cos(θ c ), the average time spent in mobile buffer is smaller than r v cos(θ c ) . This would lead to the inequality
However this can be further improved. In fact at each transmission the distance to the destination is reduced by a quantity at least greater than r n cos(θ e ). Therefore the average time in mobile buffer is smaller than 1 v cos(θ c ) (r − F n (r )r n cos(θ e )). This expression leads to the expression given in the theorem.
D. Number of Relay Changes
There are two events that trigger relay changes. 1) Relay change due to turn, i.e., the mobile node, carrying the packet, changes its heading vector such that the relative bearing angle becomes greater than θ c . 2) Relay change due to pass over, i.e., the mobile node keeps its trajectory and the relative bearing angle becomes greater than θ c . Consider a packet generated at distance r from its destination. Let F t n (r ) be the average number of relay changes due to turn. Equivalently, let F p n (r ) be the average number of relay changes due to pass over. Therefore, we have F n (r ) = F t n (r ) + F p n (r ) and we expect that the main contribution of O(log n) in F n (r ) will come from F p n (r ).
1) Number of Relay Changes Due to Turn: We prove the following theorem:
Theorem 2: We have the bound
Proof: We consider the case in Fig. 3 and assume that a mobile node is carrying a packet to its destination located at distance r . The node changes its direction with Poisson rate τ . When the node changes its direction, it may keep a direction that stays within angle θ c with the bearing vector and this will not trigger a relay change. This occurs with probability θ c π . Otherwise, the packet must change relay. But the new relay may have relative bearing angle greater than θ c which would result in an immediate new relay change. The probability that the current relay's new bearing angle to destination d is such that a new relay is required to carry traffic to d, is 1 − θ c π . For the same reason, after it is decided to change to a new relay, the probability that the newly chosen relay has a "good" bearing angle is θ c π . Hence, the expected number of immediate relay changes that will occur until a relay with a good bearing angle is found is 1/
. Therefore, at each direction change, there is an average of
relays. Multiplied by D n (r ) this gives our upper-bound of F t n (r ). Note that we have not considered the turn due to bounces on the borders of square map. But it is easy to see via straightforward geometric considerations that they cannot actually generate a relay change.
2) Number of Relay Changes Due to Pass Over: We prove the following theorem:
Theorem 3: We have the bound
Proof: Here we consider the case of Fig. 4 . We assume that a mobile node at distance r , from its destination, has a relative bearing angle equal to θ . If it keeps its trajectory (i.e., does not turn), it will need to transmit to a new relay when it passes over the destination, i.e., when it arrives at a distance of ρ r (θ ) = Assume that r is the distance to the destination when the relay receives the packet or just after a turn. Thus the angle θ is uniformly distributed on [0, θ c ], i.e., with a constant probability density 1 θ c . The probability density of the pass over event at x < r (assuming no direction change) is therefore
Since ρ −1 r (x) ≤ θ c , the point process where the packet would need a relay change due to pass over is upper bounded by a Poisson point process on the interval [r n , r ] and of intensity equal to
x for x ∈ [r n , r ]. A relay change due to pass over is followed by the packet visiting on average of π θ c relays which is higher than the average number of relays in case of relay change due to turn. The reason of this higher number is the fact that in case of relay change due to turn, a mobile relay may still move in a direction that stays within the carry angle θ c and continue to carry the packet. Neglecting the decrement of distance during each transmission phase
Thus, we have
Remark: Figure 2 illustrates the logarithmic law in the case where the mobile motion vectors are restricted to be either toward East or toward North. The packet switches relays and motion vector from speed toward North and speed toward East when the bearing angle exceeds θ c giving a logarithmic staircase to the trajectory.
Therefore we have a main contribution of O(log n) relay changes that comes from log(1/r n ). The result holds because we assume that there is always a receiver in each relay change. In the next subsection, we show that this condition holds with high probability.
E. High Probability Results
In this section we prove that the following assumptions are true with high probability for any arbitrary packet:
• all the relay changes are successful;
• there is no queueing on relays. These assumptions were made in order to get the respective estimates of D n and F n in the previous section. If they are valid with high probability then they are nevertheless valid for the throughput estimate. Indeed we can assume that packets that fail one relay change or experience a queueing are simply discarded. We could imagine more complicated treatment of those packets but this is beyond our present contribution.
Theorem 4: With high probability on any arbitrary packet, all relay changes succeed for this packet and are in average number F n (r ) and the delay is D n (r ).
Proof: We use a modified stochastic system to cope with failed relay changes. The modification is the following: when there is no relay in the emission cone during a relay change a decoy mobile relay is created in the emission cone that will receive the packet. Each decoy relay is used only for one packet and disappear after use. Notice that the modified system is not a practical scheme in a practical network. The analysis in the previous section still holds and in particular F n (r ) is now the average unconditional number of relay changes (including those via decoy relays) for any packet starting at distance r from destination.
Let P n (r ) be the probability that a packet starting at distance r has a failed relay change. The probability that a relay change fails is equal to (1 − θ e r 2 n ) n−1 ∼ e −nθ 2 e r 2 n = (log n) −β θe π . Therefore the average number of failed relay changes E n (r ) ≤ F n (r )(log n) −β θe π which tends to zero when β θ e π > 1, since F n (r ) = O(log n). The final result comes since P n (r ) ≤ E n (r ).
Theorem 5: With high probability a packet has no queueing delay when n → ∞.
Proof: Let us remember that λ n is the per source packet generation rate. We assume a modified stochastic scheme where we assume that relays can transmit simultaneously all concerned packets when they change direction or when bearing angle is lost. In the real system this may not be possible since the transmission resource may be not enough at the time of transmission. In this scheme D n is still the average delay experienced by packets, since the packets have independent life.
Let Q corresponds to the cumulated queue length that an arbitrary packet would meet during its journey to its destination in this stochastic model. We have P(Q ≥ 1) as a upper bound that a packet meet another packet in its journey in the real system. According to Little's law we should have E(Q) = λ n D n . Since λ n = O( 1 log n log log n ) and D n = O(1) (even O(log n) in the extreme density) we have E(Q) → 0 when n → ∞. Therefore the probability that Q ≥ 1 tends to 0.
V. SIMULATIONS
We performed simulations with CRB georouting scheme under two contexts: 1) a simplified context where the network is modeled under the unit disk model; 2) a realistic context where the network operates under slotted ALOHA and a realistic SINR interference model is considered. The simulations of CRB scheme are stressed to the point that the motion timings are not so large compared to slot times.
A. Under Disk Graph Model
In this section, we consider a network of n mobile nodes. We assume that all nodes have the same radio range given by r n = β log log n πn .
Each mobile node moves according to an i.i.d. random walk mobility model, i.e., it starts from a uniformly distributed initial position, moves in straight line with constant speed and uniformly selected direction and reflects on the borders of the square area (like billiard balls). In the next section (Section V-B), we will further explore the effect of interference on the simulations, but for the moment we only consider a source mobile node and its randomly located destination node which is fixed. We adopt the disk graph model of interference, i.e., two nodes are connected or they can exchange information if the distance between them is smaller than a certain threshold (called radio range), otherwise, they are disconnected. A mobile node relays the packet only if the relative bearing angle, i.e., the absolute angle made by the heading vector and the bearing vector, becomes greater than θ c . Otherwise, it continues to carry the packet.
1) Simulation Parameters and Assumptions:
The purpose of our simulations is to verify the scaling behavior of average delay and number of hops per packet with increasing number of nodes in the network. Therefore, the number of mobile nodes, n, in the network is varied from 10,000 to two million nodes. The values of other parameters, which remain constant and do not impact the scaling behavior, are listed as follows. (ii) Average number of hops per packet. We considered the Monte Carlo Method with 100 simulations. The delay of a packet is computed from the time when its processing started at its source mobile node until it reaches its destination node. Figure 5 shows the average delay per packet with an increasing number of nodes. We notice that as n increases, the average delay per packet appears to approach a constant upper bound which can be computed from (1). Figure 6 shows the average number of hops per packet with increasing values of n.
B. With Slotted ALOHA Under SINR Interference Model
In this section, we will present the simulations of CRB georouting scheme with a transmission model which does not rely on the estimate of r n and is based on the required minimal SINR threshold. 
1) Transmission Model:
Our transmission model is as follows. Let P i be the transmit power of node i and γ i j be the channel gain from node i to node j such that the received power at node j is P i γ i j . The transmission from node i to node j is successful only if the following condition is satisfied
where K is the desired minimum SINR threshold for successfully receiving the packet at the destination and N 0 is the background noise power. For now, we ignore multi-path fading or shadowing effects and assume that the channel gain from node i to node j is given by γ i j = |z i − z j | −α , where α > 2 is the attenuation coefficient and z i is the location of node i .
2) Simulations Under SINR Interference Model:
For the theoretical analysis in Section IV, we have assumed that the effective range of successful transmission is r n = β log log n πn , which requires that the mobile nodes have an average activity rate of p n = β/ log log n. In other words, if the mobile nodes emit packets at the given average rate, the average distance of successful transmission under SINR interference model is of O(r n ) and the results from theoretical analysis are applicable as well. We assume that time is slotted and mobile nodes determine their relative bearing angles at the beginning of a slot. We also assume that all nodes are synchronized and simultaneous transmitters in each slot emit a Call-to-Receive packet at the beginning of the slot. Moreover, we also assume that fixed nodes do not emit any packet except, maybe, an Accept-toReceive packet in response to a transmission by a mobile node.
In our simulation environment, n mobile nodes start from a uniformly distributed initial position and move independently in straight lines and in randomly selected directions. They also change their directions randomly at a rate which is a Poisson point process. Each mobile node sends packets towards a unique destination (fixed) node, and all destinations nodes are also uniformly distributed in the network area.
In order to keep load in the network finite, the packet generation rate at a node, ρ n , should be of O( p n / X n ) where X n is the expected number of transmissions per packet. From the theoretical analysis, we know that X n = O(log(
where c is a constant if θ c is non-varying. In our simulations under SINR interference model, we assume that the knowledge of r n is not available and mobile nodes use minimal SINR threshold for successfully receiving a packet. We also assume that each mobile node generate packets, destined for its unique fixed destination node, at a uniform rate given by
for some β 1 > 0 and β 2 > 0. We ignored the value of constant c and have observed that the simulation results are asymptotically correct because, with n increasing, value of c should be insignificant as compared to the O(log(n/β 2 )) factor.
3) Simulation Parameters and Assumptions:
The purpose of our simulations is to verify the scaling properties of network capacity, delay and number of transmissions per packet with increasing number of nodes in the network. The number of mobile nodes, n, in the network is varied from 250 nodes to 100,000 nodes. All nodes use uniform unit nominal transmit power and the background noise power N 0 is assumed to be negligible. The values of other parameters are listed as follows. In our simulations, we make the following assumptions.
(i) Each mobile node generates an infinite number of packets, at rate ρ n , for its respective destination node. (ii) A mobile node may carry, in its buffer, its own packets as well as the packets relayed from other mobile nodes. Therefore, it may have more than one packet in its buffer which it must transmit because their respective relative bearing angles are greater than θ c . In such a case, it first transmits the packet which is furthest from its destination.
4) Results:
We have examined the following parameters. (i) Throughput capacity per node, λ n .
(ii) Average number of hops, h n , and transmission attempts, t n , per packet. (iii) Average delay per packet.
The throughput capacity per node, λ n , is the average number of packets arriving at their destinations per slot per mobile node. With n increasing, throughput capacity per node should follow the following relation
for some 0 < η < 1 which depends on K , α and protocol parameters. Note that the values of these constants do not affect the asymptotic behavior of λ n which is also observed in our simulation results. In order to verify the asymptotic character of simulated packet generation rate and throughput capacity, we have analyzed the parameters m ρ and m λ which are given by
From the definition of ρ n in (2), the value of m ρ should be constant at 1 whereas, with n increasing, value of m λ should converge to the constant η. From Fig. 7 , value of η is found to be approximately equal to 0.45. Figure 8 shows the simulated and theoretical packet generation rate, nρ n , and throughput capacity, nλ n , in the network. The theoretical values of nρ n and nλ n are computed from (2) and (3). Figure 9 shows the average number of hops, F n , and transmission attempts, T n , per packet. The value of T n is slightly higher than the value of F n because of the possibility that a successful receiver may not be found in each transmission phase, i.e., in the cone of transmission formed with θ e . With n increasing, F n and t n are expected to grow in O(log(n/β 2 )). To verify this character in simulation results, we examine the parameters m h and m t given by
,
.
If the values of h n and t n are in O(log(n/β 2 )), the values of m h and m t should approach a constant value which is the case in Fig. 10 . The delay of a packet is computed from the time when its processing started at its source mobile node until the time it arrives at its destination node. Figure 11 shows the average delay per packet. As the number of mobile nodes increase, the average delay appears to approach a constant value.
It can be observed that when n is small, the average number of hops per packet is almost of O(1) which also means that the average delay per packet is of O(1) and the network throughput capacity is of O(ηn): although, in simulation results, it is bounded by the network packet generation rate which is of O( n log n log log n ). This can be observed in Fig. 8, 9 and 11. The reason is that when n is small, the number of simultaneous transmissions in the network is also small and packets can be delivered by the mobile nodes, directly to their destination nodes, in O(1) hops. As n increases, number of simultaneous transmitters increase and consequently the effective transmission range of each transmitter shrinks. Therefore, the dominant factor in the number of transmissions per packet comes from the fact that a mobile relay has to be close to the destination, to deliver a packet. According to theoretical analysis, F n and T n grow in O(log n) which is also observed in the simulation results. Simulations also show that, asymptotically, network throughput capacity is of O( n log n log log n ) and average delay per packet is of O(1/v) which complies with our theoretical analysis.
VI. EXTENSIONS AND GENERAL MOBILITY MODELS
A. Use of Periodic Beaconing
In the previous description we assume that the relays transmit their packets at bearing loss event, or when the relays are in the vicinity of the destination. Anyhow one can increase the performance via the use of a periodic beacon by each mobile node. That way it is acceptable that the transmitter relay misses a receiver at bearing loss event. Thanks to the periodic beaconing the relay will wait only a finite time before detecting the presence of a suitable receiver. This allow to get read of the factor log log n in the denominator and get a global capacity estimate of O( n log n ). More precisely if each node has an activity rate of 1 leading to an effective range r n = 1 √ n , if each node has a beacon transmission rate h, then the total global capacity for Grossglauser & Tse will be (1 − h) n 2 , while for our scheme the capacity is larger than (1) . This compares favorably with the delay figures:
√ n v for Grossglauser & Tse scheme while our scheme will perform the delivery in less than
. This leads to the following modification of the change relay procedure, with following pseudocode:
B. Implication of Fixed Relays
In our discussion, we primarily focused on the capacitydelay tradeoff and thus for the initial sake of clarity assumed that the fixed nodes can only receive packets destined for them. We could also consider a slight variation in the specification of the model of CRB scheme such that the fixed nodes also participate in the routing of packets to their destination nodes. For example, during a transmission phase, if a packet cannot be transmitted to its destination node or relayed to a random mobile neighbor in the cone of transmission, it can be relayed to a fixed node. This fixed node must emit this packet immediately to its destination node or to any mobile relay in the neighborhood. Note that this will also help increase the connectivity of the network.
C. Random Walks With Angle Dependencies
The condition about random walks with angle independence can be relaxed and the result about the expected number of relay changes will still be valid. In other words, the angle independent random walk model can be seen as a worst case compared to realistic mobility models. If the mobile relays move like cars in an urban area, then we can expect that their mobility model will significantly depart from the random walk. Indeed cars move toward physical destinations and in their journey on the streets toward their destination, their heading after each turn is positively correlated with the heading before the turn. This implies that the probability that a relay change is needed after a turn is smaller than it would be under a random walk model, where headings before and after turn are not correlated. Furthermore on a street, the headings are positively correlated (consider Manhattan one-way streets) and in this case a relay change due to pass over will have more chances to arrive on a relay with good heading (one half instead of θ c /π). Again this would lead to less relay changes due to pass over.
D. Random Walks With Non Isotropic Angle
Instead of selecting turning angle uniformly in the interval [0, 2π], the motion vector angle can be non uniformly distributed in the interval [0, 2π], or even been constrained to a discrete set of values as for example the Manhattan street configuration illustrated in Figure 2 . The scheme is expected to work, although θ c should be larger than the largest gap in the angle spectrum.
E. Non Flat, Non Simply Connected Network Map
The result still holds when the region is a connected but non-convex space (i.e. the region may have holes like lakes and parks), but in this case each node needs to have knowledge about the cartography of the region. Under this scenario, the bearing angle will be replaced by the angle between the current motion vector of the mobile relay and the tangent of the geodesic of the shortest path from the relay to the destination. This would need a deeper knowledge of the cartography of the area. Each node can compute its geodesic by computing its relative bearing angle and emission cone accordingly.
F. Turn Rates Dependent on Density n
The result still holds if we assume that the turn rate τ depends on n and τ = τ n = O(log n). In this case, the mobility model would fit even better for the realistic mobility of an urban area. Indeed the trajectories of cars should be "fractal" or self-similar, showing more frequent turns when cars are close to their physical destination (different than packet destination) or when leaving their parking lot. In this case, the overall turn rate tends to be in O(log n) with a coefficient depending on the Hurst parameter of the trajectory. This would lead to the same estimate of O(log n) relay changes per packet. Figure 12 illustrates a self-similar trajectory in an urban area. It shows a two-dimensional trajectory (upper half) and its traveled distance (lower half). The successive turns are indicated by T 1 , . . . , T 7 . The trajectory after any turn T i looks like a reduced copy of the original trajectory. The CRB scheme may need some adaptation to cope with some unusual street configurations, e.g., to replace the cartesian distance with the Manhattan distance in the street map.
VII. CONCLUSIONS
We have examined asymptotic capacity and delay in mobile networks with a georouting scheme, called CRB, for communication between source and destination nodes. Our results show that CRB allows to achieve the network capacity of O( n log n log log n ) with packet delivery delay of O(1) and transmissions per packet of O(log n). It is noticeable that this scheme does not need any sophisticated overhead for implementation. However, in this case, the mobile nodes must be aware of their position via a GPS system, for example.
We have shown the asymptotic performance via analytical analysis under a unit disk graph model with random i.i.d. walks. The analytical results have been confirmed by simulations and in particular under ALOHA with SINR interference model. We have seen that the performance of CRB can be maintained even with non i.i.d. random walks, the latter being a worst case scenario. However, this latter result would require that the mobile nodes stay within same heading for O(1/ log n) time. A next step would be to analyze the performance of this scheme on real traffic traces in urban areas.
