Ostrowski type inequalities on H-type groups  by Lian, Bao-Sheng & Yang, Qiao-Hua
J. Math. Anal. Appl. 365 (2010) 158–166Contents lists available at ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
Ostrowski type inequalities on H-type groups✩
Bao-Sheng Lian a,∗, Qiao-Hua Yang b
a College of Science, Wuhan University of Science and Technology, Wuhan 430065, People’s Republic of China
b School of Mathematics and Statistics, Wuhan University, Wuhan 430072, People’s Republic of China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 25 May 2009
Available online 14 October 2009
Submitted by U. Stadtmueller
Keywords:
Heisenberg type groups
Ostrowski inequality
Carnot–Carathéodory distance
The main aim of this paper is to establish an Ostrowski type inequality on H-type groups
using the L∞ norm of the horizontal gradient. The work has been motivated by the work
of Anastassiou and Goldstein in [G.A. Anastassiou, J.A. Goldstein, Higher order Ostrowski
type inequalities over Euclidean domains, J. Math. Anal. Appl. 337 (2008) 962–968].
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The classical Ostrowski inequality [11] reads as
∣∣∣∣∣ 1b − a
b∫
a
f (y)dy − f (x)
∣∣∣∣∣
(
1
4
+ (x−
a+b
2 )
2
(b − a)2
)
(b − a)∥∥ f ′∥∥∞ (1.1)
for f ∈ C1([a,b]) and x ∈ [a,b].
Recently, inequality (1.1) was extended from intervals to rectangles and general domains in Rn (see [1–4]). The right-hand
side included the factor ‖∇ f ‖∞ .
Our main concern in this note is to extend inequality (1.1) to the context of H-type groups, a remarkable class of stratiﬁed
groups of step two introduced by Kaplan [9], where ‖∇ f ‖∞ is replaced by ‖∇N f ‖∞ , the horizontal gradient on N .
To state our main result, we ﬁrst need some notation. Let BR be the Heisenberg ball centered at the origin and of radius
R > 0 (see Section 2 for deﬁnitions and properties). Let Σ be the Heisenberg unit sphere. Let dσ be the element of surface
measure on Σ . Given any u = (x, t) ∈ N , set |u| = (|x|4 + 16|t|2) 14 , x∗ = x|u| , t∗ = t|u|2 and u∗ = (x∗, t∗). For any u ∈ N and
u = 0, we have u∗ ∈ Σ = {u ∈ N, |u| = 1}. For f ∈ C(BR), let
f˜ (r) = 1|Σ |
∫
Σ
f
(
ru∗
)
dσ , 0< r  R,
be the averages of f over the Heisenberg sphere, where |Σ | denote the volume of the Σ . Then, we can state our result as
follows:
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B.-S. Lian, Q.-H. Yang / J. Math. Anal. Appl. 365 (2010) 158–166 159Theorem 1.1. Let f ∈ C1(BR). Then for u = (x, t) = ru∗ , there holds∣∣∣∣ f (u) − 1|BR |
∫
BR
f (ξ)dξ
∣∣∣∣N ( f ) + Γ (
m−1
4 )Γ (
Q
4 )
Γ ( Q −14 )Γ (
m
4 )
·
(
Q
Q + 1 R − r +
2rQ +1
(Q + 1)RQ
)
‖∇N f ‖∞, (1.2)
where
N ( f ) := sup
u∈BR
∣∣ f (u)− f˜ (r)∣∣= ‖ f − f˜ ‖∞,
|BR | denote the volume of the BR and Q =m + 2n is the homogeneous dimension of N.
It seems that the estimate (1.2) is not sharp. In fact, estimate (1.2) can be improved for radial functions (see Re-
mark 3.3). In order to obtain the optimal Ostrowski type inequalities on H-type groups, we consider another distance,
called Carnot–Carathéodory distance (cf. [5,10]), on H-type groups. For simplicity, we only consider the 3-dimension Heisen-
berg group H1. We denote by | · |c the Carnot–Carathéodory distance on H1 and ∇H the horizontal gradient on H1.
Given any u = (x, y, t) ∈ H1, set x∗∗ = x|u|c , y∗∗ =
y
|u|c , t
∗∗ = t|u|2c and u
∗∗ = (x∗∗, y∗∗, t∗∗). Set Σ ′ = {u ∈ H1 | |u|c = 1} and
B ′R = {u ∈ H1 | |u|c < R}. For f ∈ C(B ′R), let
f˜ c(r) = 1|Σ ′|
∫
Σ ′
f
(
ru∗
)
dσ , 0< r  R.
Then we have the following theorem.
Theorem 1.2. Let f ∈ C1(B ′R). Then for u = (x, y, t) = ru∗∗ , there holds∣∣∣∣ f (u) − 1|B ′R |
∫
B ′R
f (ξ)dξ
∣∣∣∣Nc( f ) +
(
4
5
R − r + 2r
5
5R4
)
‖∇H f ‖∞, (1.3)
where
Nc( f ) := sup
u∈B ′R
∣∣ f (u)− f˜ c(r)∣∣= ‖ f − f˜ c‖∞,
|B ′R | denote the volume of the B ′R . The constants in (1.3) are best possible, equality can be attained for nontrivial radial functions at
any r ∈ [0, R].
2. Notation and preliminaries
We begin by describing the Lie groups and Lie algebras under consideration. For more information about H-type groups,
we refer to [6,9] and references therein. An H-type group N is a Carnot group of step two with the following properties: the
Lie algebra n of N is endowed with an inner product 〈 , 〉 such that, if z is the center of n, then [z⊥, z⊥] = z and moreover,
for every ﬁxed z ∈ z, the map J z : z⊥ → z⊥ deﬁned by〈
J z(v),ω
〉= 〈z, [v,ω]〉, ∀ω ∈ z⊥,
is an orthogonal map whenever 〈z, z〉 = 1.
We set m = dim z⊥ and n = dim z. Since N has step two and since the stratiﬁcation of the Lie algebra n is evidently
z⊥ ⊕ z, in the sequel we shall ﬁx on N a system of coordinates (x, t) and that the group law has the form
(x, t) ◦ (x′, t′)= ( xi + x′i, i = 1,2, . . . ,m
t j + t′j + 12 〈x,U ( j)x′〉, j = 1,2, . . . ,n
)
(2.1)
for suitable skew-symmetric matrices U ( j) ’s.
The following theorem can be found in [6]:
Theorem 2.1. N is an H-type group if and only if N is (isomorphic to) Rm+n with the group law in (2.1) and the matrices
U (1),U (2), . . . ,U (n) having the following properties:
(1) U ( j) is an m ×m skew-symmetric and orthogonal matrix, for every j = 1,2, . . . ,n;
(2) U (i)U ( j) + U ( j)U (i) = 0 for every i, j ∈ {1,2, . . . ,n} with i = j.
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∂x j
( j = 1, . . . ,m) is given by
X j = ∂
∂x j
+ 1
2
n∑
k=1
(
m∑
i=1
U (k)i, j xi
)
∂
∂tk
,
and that n is spanned by the left-invariant vector ﬁelds X1, . . . , Xm, ∂∂t1 , . . . ,
∂
∂tn
. We use the notation ∇N = (X1, . . . , Xm)
and call it the horizontal gradient. The horizontal gradient can be written in the form
∇N = ∇x − 1
2
U (1)x
∂
∂t1
− · · · − 1
2
U (n)x
∂
∂tn
(2.2)
with
x = (x1, . . . , xm) and ∇x =
(
∂
∂x1
, . . . ,
∂
∂xm
)
.
The Kohn’s sublaplacian on the H-type group N is given by
N =
m∑
j=1
X2j =
m∑
j=1
(
∂
∂x j
+ 1
2
n∑
k=1
(
m∑
i=1
U (k)i, j xi
)
∂
∂tk
)2
= x + 1
4
|x|2t +
n∑
k=1
〈
x,U (k)∇x
〉 ∂
∂tk
,
where
x =
m∑
j=1
(
∂
∂x j
)2
, t =
n∑
k=1
(
∂
∂tk
)2
.
Moreover, on functions f (x, t) = f˜ (|x|, t), we have〈
x,U (k)∇x
〉
f˜
(|x|, t)= 0, k = 1,2, . . . ,n, (2.3)
hence
N f˜
(|x|, t)= x f˜ (|x|, t)+ 1
4
|x|2t f˜
(|x|, t).
For each real number λ > 0, there is dilation naturally associated with the group structure which is usually denoted as
δλ(u) = δλ(x, t) = (λx, λ2t), u = (x, t) ∈ N . However, for simplicity we will write λu to denote δλ(u). The Jacobian determi-
nant of δλ is λQ , where Q =m+2n is the homogeneous dimension of N . The anisotropic dilation structure on N introduces
homogeneous norm
|u| = ∣∣(x, t)∣∣= (|x|4 + 16|t|2) 14 .
With this norm, we can deﬁne the Heisenberg ball centered at u = (x, t) with radius R
B(u, R) = {v ∈ N: ∣∣u−1 ◦ v∣∣< R}.
The volume of such ball is CQ RQ for some constant CQ depending on Q . For simplicity, we set
BR = B(0, R) =
{
v ∈ N: |v| < R}. (2.4)
Given any u = (x, t), set x∗ = x|u| , t∗ = t|u|2 and u∗ = (x∗, t∗). For any u ∈ N and u = 0, we have u∗ ∈ Σ = {u ∈ N, |u| = 1}, the
Heisenberg unit sphere. Furthermore, we have the following polar coordinates on N (cf. [8]):
∫
N
f (u)dxdt =
∞∫
0
∫
Σ
f
(
ru∗
)
rQ −1 dσ dr
for all f ∈ L1(N) and for β > −m (see [7]),
Cβ :=
∫ ∣∣u∗∣∣β dσ = 1
4n− 12
π
n+m
2 Γ (
m+β
4 )
Γ (m2 )Γ (
Q +β
4 )
. (2.5)Σ
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|Σ | :=
∫
Σ
dσ = C0 = 1
4n− 12
π
n+m
2 Γ (m4 )
Γ (m2 )Γ (
Q
4 )
. (2.6)
3. Proof of Theorem 1
To prove the main results, we ﬁrst need the following representation formula on N , which is of its independent interest.
Lemma 3.1. Let R2 > R1 > 0 and f ∈ C1(BR2 \ BR1). Then∫
Σ
f
(
R2u
∗)dσ − ∫
Σ
f
(
R1u
∗)dσ = ∫
BR2\BR1
1
|x|2|u|Q
〈
∇N f (u),∇N
( |u|4
4
)〉
du.
Proof. Let u∗ be a point on the sphere, that is u∗ = (x∗, t∗), where |x∗|4 + 16|t∗|2 = 1. We consider for 0 < R1 < R2 the
following difference using the fundamental theorem of calculus:
∫
Σ
f
(
R2u
∗)dσ − ∫
Σ
f
(
R1u
∗)dσ = ∫
Σ
R2∫
R1
d
dr
f
(
ru∗
)
dr dσ
=
∫
Σ
R2∫
R1
(
m∑
j=1
x j
r
∂ f (u)
∂x j
+
n∑
i=1
2ti
r
∂ f (u)
∂ti
)
dr dσ ,
where u = (x, t) = ru∗ .
Rewriting the last expression into a solid integral using the polar coordinates over N , we get
∫
Σ
f
(
R2u
∗)dσ − ∫
Σ
f
(
R1u
∗)dσ = ∫
BR2\BR1
1
|u|Q
(
m∑
j=1
x j
∂ f (u)
∂x j
+
n∑
i=1
2ti
∂ f (u)
∂ti
)
du. (3.1)
It is easy to see that the following equations hold
∇N
(|u|4)= ∇N(|x|4 + 16|t|2)= 4
(
|x|2x− 4
n∑
k=1
tkU
(k)x
)
.
Therefore, we obtain, by Theorem 2.1,
〈∇N(|u|4),∇N(|u|4)〉= 16
〈
|x|2x− 4
n∑
k=1
tkU
(k)x, |x|2x− 4
n∑
i=1
tiU
(i)x
〉
= 16
(
|x|6 − 8
n∑
k=1
|x|2tk
〈
x,U (k)x
〉+ 16 n∑
k=1
n∑
i=1
〈
tkU
(k)x, tiU
(i)x
〉)
= 16(|x|6 + 16|x|2|t|2)= 16|x|2|u|4 (3.2)
and
〈
∇N f ,∇N
( |u|4
4
)〉
=
〈
∇x f − 1
2
n∑
k=1
U (k)x
∂ f
∂tk
, |x|2x− 4
n∑
i=1
U (i)xti
〉
= 〈∇x f , |x|2x〉− 1
2
n∑
k=1
〈
U (k)x, |x|2x〉 ∂ f
∂tk
− 4
n∑
i=1
〈∇x f ,U (i)x〉ti + 2 n∑
k=1
n∑
i=1
〈
U (k)x,U (i)x
〉
ti
∂ f
∂tk
= |x|2〈∇x f , x〉 + 2|x|2
n∑
ti
∂ f
∂ti
+ 4
n∑〈
x,U (i)∇x f
〉
ti . (3.3)i=1 i=1
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from the fact that U (k) is a skew-symmetric matrix. The second relation is proved as follows: from Theorem 2.1 we have〈
U (k)x,U (i)x
〉= 〈−U (k)U (i)x, x〉= 〈U (i)U (k)x, x〉.
Again from Theorem 2.1 it follows that U (i)U (k) is skew-symmetric for every i = k, for(
U (i)U (k)
)T = (−U (k))(−U (i))= U (k)U (i) = −U (i)U (k),
whence 〈U (i)U (k)x, x〉 = 0 for every i = k.
Thus, we obtain, by (3.1) and (3.3)∫
Σ
f
(
R2u
∗)dσ − ∫
Σ
f
(
R1u
∗)dσ = ∫
BR2\BR1
1
|x|2|u|Q
〈
∇N f ,∇N
( |u|4
4
)〉
du
− 4
∫
BR2\BR1
1
|x|2|u|Q
n∑
i=1
ti
〈
x,U (i)∇x f
〉
du.
Let
Ti f =
〈
x,U (i)∇x f
〉
, Ti =
〈
x,U (i)∇x
〉= −〈U (i)x,∇x〉, (3.4)
for i = 1,2, . . . ,n. Using the Gauss–Green formula we get∫
BR2\BR1
1
|x|2|u|Q
n∑
i=1
ti
〈
x,U (i)∇x f
〉
du =
∫
BR2\BR1
1
|x|2|u|Q
n∑
i=1
ti T i f du
= −
∫
BR2\BR1
n∑
i=1
ti T i
(
1
|x|2|u|Q
)
f du +
∫
∂(BR2\BR1 )
n∑
i=1
1
|x|2|u|Q 〈Ti, ν〉 f dσ
=
∫
∂(BR2\BR1 )
n∑
i=1
1
|x|2|u|Q 〈Ti, ν〉 f dσ
where ν is the outer unit normal vector to the boundary. In getting the last equality, we used (2.3).
Recall that Σ = {u ∈ N: |u|4 = |x|4 + 16|t|2 = 1}. The outer normal vector is given by
ν˜ = (4|x|2x,32t). (3.5)
We have, by (3.4) and (3.5),
〈Ti, ν˜〉 f = −
〈
U (i)x,4|x|2x〉 f = 0, i = 1,2, . . . ,n.
Hence the desired result follows. 
In [12], Yu XinDong et al. prove the analogous representation formula on the Heisenberg group.
Using the pointwise Schwartz inequality and (3.2) we get
Lemma 3.2.∣∣∣∣
∫
Σ
f
(
R2u
∗)dσ − ∫
Σ
f
(
R1u
∗)dσ ∣∣∣∣=
∣∣∣∣
∫
BR2\BR1
1
|x2||u|Q
〈
∇N f (u),∇N
( |u|4
4
)〉
du
∣∣∣∣

∫
BR2\BR1
1
|x||u|Q −2
∣∣∇N f (u)∣∣du.
Using Lemma 3.2 and polar coordinates, we have that∣∣∣∣
∫
Σ
f
(
R2u
∗)dσ − ∫
Σ
f
(
R1u
∗)dσ ∣∣∣∣
∣∣∣∣
∫
BR2\BR1
1
|x||u|Q −2 du
∣∣∣∣ · ‖∇N f ‖∞
= C−1|R2 − R1| · ‖∇N f ‖∞, (3.6)
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C−1 = 1
4n− 12
π
n+m
2 Γ (m−14 )
Γ (m2 )Γ (
Q −1
4 )
.
Proof of Theorem 1.1. Let f ∈ C1(BR). Note that
|BR | =
∫
BR
dxdt = |Σ | · R
Q
Q
.
Using polar coordinates, we have that
∣∣∣∣ f (u) − 1|BR |
∫
BR
f (ξ)dξ
∣∣∣∣ ∣∣ f (u) − f˜ (r)∣∣+
∣∣∣∣∣ 1|Σ |
∫
Σ
f
(
ru∗
)
dσ − Q|Σ |RQ
R∫
0
∫
Σ
f
(
sξ∗
)
sQ −1 dσ ds
∣∣∣∣∣
=N ( f ) + (∗), (3.7)
where
(∗) =
∣∣∣∣∣ 1|Σ |
∫
Σ
f
(
ru∗
)
dσ − Q|Σ |RQ
R∫
0
∫
Σ
f
(
sξ∗
)
sQ −1 dσ ds
∣∣∣∣∣
= Q|Σ |RQ
∣∣∣∣∣
R∫
0
∫
Σ
f
(
ru∗
)
sQ −1 dσ ds −
R∫
0
∫
Σ
f
(
sξ∗
)
sQ −1 dσ ds
∣∣∣∣∣
= Q|Σ |RQ
∣∣∣∣∣
R∫
0
(∫
Σ
f
(
ru∗
)
dσ −
∫
Σ
f
(
sξ∗
)
dσ
)
sQ −1 ds
∣∣∣∣∣
 Q|Σ |RQ
R∫
0
∣∣∣∣
∫
Σ
f
(
ru∗
)
dσ −
∫
Σ
f
(
sξ∗
)
dσ
∣∣∣∣sQ −1 ds.
We obtain, by (3.6),
(∗) Q|Σ |RQ · C−1
R∫
0
|r − s|sQ −1 ds · ‖∇N f ‖∞.
Note that
R∫
0
|r − s|sQ −1 ds =
r∫
0
(r − s)sQ −1 ds +
R∫
r
(s − r)sQ −1 ds
= R
Q +1
Q + 1 −
rRQ
Q
+ 2r
Q +1
Q (Q + 1) .
We get, by (2.6),
(∗) Q C−1|Σ |RQ ·
(
RQ +1
Q + 1 −
rRQ
Q
+ 2r
Q +1
Q (Q + 1)
)
· ‖∇N f ‖∞
= C−1|Σ |
(
Q
Q + 1 R − r +
2rQ +1
(Q + 1)RQ
)
· ‖∇N f ‖∞
= Γ (
m−1
4 )Γ (
Q
4 )
Γ ( Q −14 )Γ (
m
4 )
(
Q
Q + 1 R − r +
2rQ +1
(Q + 1)RQ
)
· ‖∇N f ‖∞.
The theorem now follows. 
164 B.-S. Lian, Q.-H. Yang / J. Math. Anal. Appl. 365 (2010) 158–166Remark 3.3. If f is radial, i.e., f = f (|u|), then the representation formula in Lemma 3.1 can be rewritten as∫
Σ
f
(
R2u
∗)dσ − ∫
Σ
f
(
R1u
∗)dσ = ∫
BR2\BR1
f ′
|u|Q −1 du 
∥∥ f ′∥∥∞
∫
BR2\BR1
1
|u|Q −1 du.
Following the proof of Theorem 1, we have that∣∣∣∣ f (u) − 1|BR |
∫
BR
f (ξ)dξ
∣∣∣∣N ( f ) +
(
Q
Q + 1 R − r +
2rQ +1
(Q + 1)RQ
)∥∥ f ′∥∥∞. (3.8)
Note that if f is radial, then (cf. [7])
|∇N f | =
∣∣ f ′∣∣ · |x||u| =
∣∣ f ′∣∣ · |x||(x, t)| , u = (x, t) ∈ N,
and therefore ‖∇N f ‖∞ = ‖ f ′‖∞ . We have, by (3.8),∣∣∣∣ f (u) − 1|BR |
∫
BR
f (ξ)dξ
∣∣∣∣N ( f ) +
(
Q
Q + 1 R − r +
2rQ +1
(Q + 1)RQ
)
‖∇N f ‖∞. (3.9)
This improved (1.2) since Q =m + 2n >m.
4. Proof of Theorem 2
Let Hn = (Cn ×R,◦) be the (2n+1)-dimensional Heisenberg group. We shall write an element of the group indifferently
(x, y, t) = (x+ iy, t) = (z, t) ∈ Hn with z ∈ Cn , x, y ∈ Rn and t ∈ R . The group product in Hn is
(z, t) ◦ (z′, t′)= (z + z′, t + t′ + 2 Im(zz′)),
and the Lie algebra of the group is generated by the vector ﬁelds
X j = ∂x j + 2y j∂t, Y j = ∂y j − 2x j∂t, j = 1, . . . ,n.
The horizontal gradient is the (2n)-dimensional vector given by ∇H = (X1, . . . , Xn, Y1, . . . , Yn). The Carnot–Carathéodory
distance | · |c between two points is deﬁned as the minimum time necessary to connect them by curves with derivative in
the sub-bundle spanned pointwise by the X ′js and Y
′
js, and with somehow bounded coeﬃcients (cf. [5,10]). Furthermore, it
satisﬁes (cf. [10])∣∣∇H ∣∣(z, t)∣∣c∣∣= 1, (z, t) ∈ Hn \ Z , (4.1)
where Z = {(z, t) ∈ Hn | z = 0} is the center of the group.
The homogeneous dimension of Hn is 2n + 2 and we have the following polar coordinates on Hn:∫
Hn
f (x, t)dxdt =
∞∫
0
∫
Σ ′
f
(
λ
(
x∗∗, t∗∗
))
λ2n+1 dσ dλ
for all f ∈ L1(Hn), where dσ is the perimeter-measure on Σ ′ (cf. [10]).
For simplicity, we now ﬁx n = 1. Set A = {(θ,φ,ρ) ∈ R3: −2π  φρ  2π, ρ  0} and deﬁne Φ : A → H1 by
Φ(θ,φ,ρ) = (x(θ,φ,ρ), y(θ,φ,ρ), t(θ,φ,ρ)), where⎧⎪⎪⎨
⎪⎪⎩
x(θ,φ,ρ) = cos θ(1−cosφρ)+sin θ sinφρ
φ
= cos θ−cos(θ+φρ)
φ
,
y(θ,φ,ρ) = − sin θ(1−cosφρ)+cos θ sinφρ
φ
= − sin θ+sin(θ+φρ)
φ
,
t(θ,φ,ρ) = 2 (φρ−sinφρ)
φ2
.
(4.2)
If ρ > 0 is ﬁxed, then Eqs. (4.2) with θ ∈ [0,2π) and −2π  φρ  2π parameterize {(z, t) ∈ H1 | |(z, t)|c = ρ} (cf. [10]).
Lemma 4.1. Let R2 > R1 > 0 and f ∈ C1(B ′R2 \ B ′R1 ). Then∣∣∣∣
∫
Σ ′
f
(
R2u
∗∗)dσ − ∫
Σ ′
f
(
R1u
∗∗)dσ ∣∣∣∣
∫
B ′R2\B
′
R1
|∇H f |
|u|3c
du.
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∫
Σ ′
f
(
R2u
∗∗)dσ − ∫
Σ ′
f
(
R1u
∗∗)dσ = ∫
Σ ′
R2∫
R1
d
dr
f
(
ru∗∗
)
dr dσ ,
where u = (x, t) = ru∗∗ . We have, by (4.2),
d
dr
f
(
ru∗∗
)= ∂x f · sin(θ + φr) + ∂y f · cos(θ + φr) + ∂t f · 2 (1− cosφr)
φ
= (∂x + 2y∂t) f · sin(θ + φr) + (∂y − 2x∂t) f · cos(θ + φr)
+ ∂t f · 2
{
(1− cosφr)
φ
− 2y · sin(θ + φr) + 2x · cos(θ + φr)
}
= X f · sin(θ + φr) + Y f · cos(θ + φr)
 |∇H f |. (4.3)
Here we used the following relations:
(1− cosφr)
φ
− 2y · sin(θ + φr) + 2x · cos(θ + φr)
= (1− cosφr)
φ
− − sin θ + sin(θ + φr)
φ
· sin(θ + φr) + cos θ − cos(θ + φr)
φ
· cos(θ + φr)
= (1− cosφr)
φ
− − sin θ sin(θ + φr) − cos θ cos(θ + φr) + 1
φ
= 0.
In getting the last inequality in (4.3), we used pointwise Schwartz inequality. Using the polar coordinates over H1, we get∣∣∣∣
∫
Σ ′
f
(
R2u
∗∗)dσ − ∫
Σ ′
f
(
R1u
∗∗)dσ ∣∣∣∣
∫
B ′R2\B
′
R1
|∇H f |
|u|3c
du.
The proof of Lemma 4.1 is now complete. 
Proof of Theorem 1.2. Following the proof in Theorem 1.1, we have, by Lemma 4.1,
∣∣∣∣ f (u) − 1|B ′R |
∫
B ′R
f (ξ)dξ
∣∣∣∣ ∣∣ f (u) − f˜ c(r)∣∣+
∣∣∣∣∣ 1|Σ ′|
∫
Σ ′
f
(
ru∗
)
dσ − 4|Σ ′|R4
R∫
0
∫
Σ ′
f
(
sξ∗
)
s3 dσ ds
∣∣∣∣∣
=Nc( f ) + (∗), (4.4)
where
(∗) =
∣∣∣∣∣ 1|Σ ′|
∫
Σ ′
f
(
ru∗∗
)
dσ − 4|Σ ′|R4
R∫
0
∫
Σ
f
(
sξ∗∗
)
s3 dσ ds
∣∣∣∣∣
= 4|Σ |R4
∣∣∣∣∣
R∫
0
(∫
Σ
f
(
ru∗∗
)
dσ −
∫
Σ
f
(
sξ∗
)
dσ
)
s3 ds
∣∣∣∣∣
 4|Σ ′|R4
R∫
0
∣∣∣∣
∫
Σ ′
f
(
ru∗
)
dσ −
∫
Σ ′
f
(
sξ∗
)
dσ
∣∣∣∣s3 ds
 4
R4
·
R∫
0
|r − s|s3 ds · ‖∇N f ‖∞
=
(
4
R − r + 2r
5
4
)
‖∇H f ‖∞.5 5R
166 B.-S. Lian, Q.-H. Yang / J. Math. Anal. Appl. 365 (2010) 158–166To see the estimate in (1.3) is sharp, we consider the function f ∗(u) = f ∗(|u|c) = |r0 − |u|c| and r0 is ﬁxed in [0, R]. We
have, by (4.1), |∇H f ∗(u)| = 1 a.e. for u ∈ H1 \ Z . Thus |∇H f ∗(u)|∞ = 1. We look at inequality (1.3) evaluating the function
at r0. Notice that f ∗(r0) = 0. Therefore, for f ∗ , the left-hand side of (1.3) is
L.H.S. (1.3) = 4
R4
·
R∫
0
|r0 − s|s3 ds = 4
5
R − r0 + 2r
5
0
5R4
.
Since Nc( f ∗) = 0, the right-hand side of (1.3) is
R.H.S. (1.3) = 4
5
R − r0 + 2r
5
0
5R4
.
Thus equality holds in (1.3). This completes the proof of the sharpness of inequality (1.3). The proof of the theorem is now
complete. 
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