We investigate the approximate controllability property for a class of linear stochastic equations driven by independent Brownian motion and Poisson random measure. 
Preliminaries
We consider a complete probability space (Ω, (F t ) t 0 , P) satisfying the usual conditions. The filtration (F t ) t 0 is assumed to be generated by two mutually independent stochastic processes: a standard 1D Brownian motion W and a Poisson random measure μ on R + × (E = R {0}, B(E)). Here, B(E) stands for the Borel σ -algebra on E. For some σ -finite Lévy measure on (E, B(E)) denoted by λ such that E (1 ∧ |e| 2 )λ(de) < ∞, the compensator of μ is assumed to be μ(dt de) = dtλ(de).
As usual, we let μ = μ − μ be the compensated random measure associated to μ.
We will be dealing with a linear stochastic differential equation of the form (1)
Here, A, C ∈ R n×n , D: E −→ R n×n is B(E)-measurable and B ∈ R n×d . Under the assumption that E |D(e)| 2 λ(de) < ∞,
for every admissible control process u ∈ U i.e. (F t )-progressively measurable, R d -valued process such that E
The system is said to be approximately controllable if, for every initial data x and every finite time horizon T > 0, an admissible control process can be found such that the associated solution is arbitrarily close to a given square integrable final condition. For deterministic systems, controllability is completely characterized by the well-known Kalman condition. Duality techniques can be used and the dual notion of observability is then characterized by the Hautus test (cf. Hautus, 1980) . Both characterizations are closely related to invariance properties and they extend to infinite-dimensional settings (cf. Curtain, 1986; Schmidt & Stern, 1980; Jacob & Zwart, 2001; Jacob & Partington, 2006; Russell & Weiss, 1994) .
For Brownian diffusions, exact controllability has been characterized in Peng (1994) (see also Liu & Peng, 2002 , 2010 . Exact (terminal-) controllability requires a full rank operator acting on the control in the noise term (cf. Peng, 1994) . The method relies on the theory of backward stochastic differential equations. Approximate controllability for the Brownian setting has been studied in Buckdahn et al. (2006) (with no control on the noise) and Goreac (2008) (general setting). The authors generalize the Kalman condition to some equivalent criterion for approximate controllability using duality techniques. In infinite dimension, a similar approach leads to partial results (cf. Goreac, 2009 ). Various other methods can be employed in Hilbert spaces (cf. Fernandez-Cara et al., 1999; Sirbu & Tessitore, 2001) .
The aim of this paper is to extend the approach in Buckdahn et al. (2006) and Goreac (2008 Goreac ( , 2009 to (finite-dimensional) linear equations driven by Brownian motion and Poisson random measures. We emphasize that exact controllability cannot be obtained with finite-dimensional controls. This is a simple consequence of the incompleteness of the jump-diffusion market (cf. Merton, 1976) . The main result of the paper characterizes approximate controllability through an invariance-type criterion (see Criterion 2.1). In general, the criterion involves an infinite-dimensional L 2 -space. In particular cases (see Example 2.1), a computable iterative procedure can be applied. This paper is organized as follows. In Section 2.1, we introduce the dual backward stochastic differential equation associated to (1) and use it to derive a controllability condition (Theorem 2.1 and Corollary 2.1). In Section 2.2, we introduce a (generalized) Riccati equation and characterize the notion of viability kernel (Proposition 2.2). Although Riccati techniques are widely used for linear-quadratic control problems, to our best knowledge, the characterization of viability kernels using Riccati equations is a new result. The main results are stated and proven in Section 2.3. Although well known for deterministic systems, the relations between controllability and null controllability are far from obvious in the stochastic framework. We prove that approximate and approximate null controllability are equivalent and give a viability criterion (Theorem 2.2). The necessary and sufficient condition is equivalent to an (A * , C)-invariance criterion, for a suitable linear operator C defined on an L 2 -space (see proof of Proposition 2.3 and Criterion 2.1). The results are also valid for multidimensional (jump) diffusions. To our best knowledge, this is the first result generalizing Kalman's criterion to linear jump diffusions. The last subsection (2.4) explains why full controllability cannot be expected (Example 2.1).
Approximate controllability

A duality criterion
We begin by recalling the notions of approximate and null controllability. (1) is called approximately controllable if, for every T > 0, any ξ ∈ L 2 (Ω, F T , P; R n ) and every ε > 0, there exists some admissible control process u and some x ∈ R n such that E[|X
ε. The stochastic linear system (1) is called approximately null controllable if the previous condition holds true for ξ = 0.
NOTE ON THE CONTROLLABILITY OF JUMP DIFFUSIONS
We consider the dual backward stochastic differential equation
Under the assumption (2), (3) is known to admit a unique solution
Here, P indicates the predictable field. For proof of this result and further comments, the reader is referred to Tang & Li (1994) and Barles et al. (1997) .
The following theorem states the duality between the two stochastic differential equations.
THEOREM 2.1 The system (1) is approximately null controllable if and only if, for every
is approximately controllable if and only if the unique solution of (3) 
Proof. Itô's formula yields
for every T > 0, ξ ∈ L 2 (Ω, F T , P; R n ), x ∈ R n and u ∈ U. We introduce two continuous linear operators
Linearity is obvious from the definition, while the continuity is given by standard estimates for the solution of (1). Approximate null controllability is equivalent to the fact that
Here, cl denotes the closure operator with respect to the topology of L 2 (Ω, F T , P; R n ). To this purpose, it suffices to note that
for every (x, u) ∈ R n × U and recall Definition 2.1. Approximate controllability is equivalent to
. The assertions follow.
We consider the control system
Here, z is progressively measurable and v is P ⊗ B(E)-measurable such that, for each T > 0,
Such a couple (z, v) is called admissible control couple. We reformulate Theorem 2.1. 
Riccati approach
At this point, we consider the Riccati-type equation
Here, Ker(B * ) ⊥ denotes the orthogonal of Ker(B * ) and Π Ker(B * ) ⊥ is the usual orthogonal projection. Note that we can write this as
The following result is similar to the Brownian diffusion setting. We only give the main ingredients for the proof, pointing to the classical approach in Yong & Zhou (1999) . PROPOSITION 2.1 Equation (6) admits a unique solution.
Proof. To prove the existence of a solution, we construct an iterative scheme by setting
For every k, the problem is standard (non-stochastic equation) and it admits a unique solution (see Yong & Zhou, 1999 , Chapter 6, Corollary 2.10). One easily proves that the sequence (P k N ) k is increasing and bounded from above (the interested reader is invited to take a look at Yong & Zhou, 1999 , Chapter 6, Proposition 2.12). Thus, it admits a limit P N which satisfies (6). Uniqueness follows from the bounds on the solution and Gronwall's inequality.
NOTE ON THE CONTROLLABILITY OF JUMP DIFFUSIONS REMARK 2.1 Itô's formula applied to
The following notions of viability and viability kernel play an important part in deriving explicit algebraic criteria for approximate controllability. DEFINITION 2.2 The viability kernel of a linear subspace S ⊂ R n with respect to (w.r.t.) (5) is the family of all initial data y ∈ S for which one is able to find T > 0 and an admissible control couple (z, v) such that Y y,z,v s ∈ S, ds-a.s. on 0, T ). If the viability kernel coincides with S, then S is said to be viable w.r.t. (5). REMARK 2.2 The notions of viability and viability kernel should read 'locally in time', but, for simplicity, we drop this terminology.
We have the following characterization of the viability kernel. 
which is obviously bounded. To prove the converse, we let y ∈ Viab(Ker(B * )) and suppose that P N (T )y, y c, for all N 1. With the feedback control couple
for all N 1. Then we are able to find some subsequence 
for all 0 < t < T . Thus, Viab(Ker(B * )) is itself viable since the right-hand quantity is independent of N .
Main results
We now have all the ingredients to state and prove the main result of our paper.
THEOREM 2.2 The system (1) is approximately controllable if and only if it is approximately null controllable. Moreover, the necessary and sufficient condition for approximate controllability is that Viab(Ker(B * )) = {0}.
Proof. Approximate controllability implies approximate null controllability by definition. The second assertion of Corollary 2.1 yields that null controllability is equivalent to (7). Finally, let us assume that (7) holds true. Then, for every control couple (z, v), if B * Y y,z,v = 0 (on some interval [0, T )), it follows that y = 0. Also, due to Remark 2.3, Y y,z,v s ∈ Viab(Ker(B * )) = {0}, for all s < T . The proof is completed by using the first assertion of Corollary 2.1.
To characterize viable sets with respect to (5), we introduce the linear bounded operator D * :
PROPOSITION 2.3 A set V ⊂ R n is viable with respect to (5) if and only if
Proof. We begin by assuming that
We define a continuous linear operator
we have (A * , C)-invariance) and, due to Schmidt & Stern (1980) , Theorem 3.2 432 NOTE ON THE CONTROLLABILITY OF JUMP DIFFUSIONS (see also Curtain, 1986, Lemma 4.6) , one also has 'feedback' (A * , C)-invariance. In other words, there exists
Here, L(R n ; L 2 (E, B(E), λ; R n )) stands for the space of continuous linear operators. Taking feedback controls of the form
the solution Y y,z,v ∈ V and viability is proven. For the converse, let us assume that {Y
for all t < T . Thus, v(e) ∈ V, λ-a.s. and, similarly, z ∈ V . It follows that
is, obviously, a linear subspace of V ⊂ R n . Also, Y y,z,v t ∈ V , P-a.s., for (almost) all t ∈ (0, T ), and, due to the right continuity, it follows that y ∈ V . The proof is now complete.
As a consequence of the previous proposition, we get the following. CRITERION 2.1 A necessary and sufficient condition for approximate (and null) controllability of (1) is that V = {0} be the largest linear subspace of Ker(B * ) satisfying
REMARK 2.4 We have considered the case where both the Brownian motion and the Poisson random measure are 1D. The extension to the multidimensional case is straightforward. We have adopted this assumption to simplify the arguments. In general, the criterion would take the form
where d 1 (respectively d 2 ) is the dimension of the Brownian motion (respectively Poisson random measure). In specific cases, the algebraic condition (8) 
Here, D i = D(e i ). V is computed via the usual iterative scheme: 
Why approximate controllability?
In this paper, we have investigated the property of approximate controllability. One might ask why not the 'full' (exact) controllability. This is a simple consequence of the incompleteness of the jumpdiffusion market (cf. Merton, 1976) . We consider a simple system The Lévy measure λ is assumed to have finite support E = {e i : i = 1, m} (for some m 2). We set n = 1, A = a ∈ R, B = 1, C = 0, b: E −→ R.
We recall the notion of exact terminal controllability. DEFINITION 2.3 The stochastic linear system (9) is called exactly terminal controllable (at time T ) if, for any ξ ∈ L 2 (Ω, F T , P; R n ), there exists some admissible control process u and some x ∈ R N such that X x,u T = ξ. In the Brownian setting, exact controllability requires the operator acting on the control in the noise term to be of full rank (see Theorem 3.1 in Peng, 1994) . This condition is also sufficient. In the jump setting, although the system (9) is never exactly controllable, it is approximately controllable (at least for b = 0 since Ker(B * ) = {0}). The results on approximate controllability can be extended to the case when the control acts on the noise using the notions of conditional viability and conditional invariance. The approach is similar to Goreac (2008) .
