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ABSTRACT
Both mapping quantitative trait loci (QTL) and genomic selection (GS) contribute to the
genetic improvement of livestock by combining molecular and phenotypic information. This
thesis includes a study on a method to combine linkage disequilibrium (LD) and cosegregation
(CS) information to fine-map QTL, a multi-locus measure of LD and its relationship with
long-term accuracy of genomic estimated breeding value (GEBV), and an approach to simulate
validation data by sampling according to mendelian inheritance to predict long-term accuracy
of GEBV.
A gene-frequency model is proposed to fine-map QTL that combines LD and CS informa-
tion, where LD information is incorporated into the conditional means and variances given
marker information, and CS information is incorporated into covariances of gametic deviations
of the model. Algorithms are developed to draw Bayesian inferences on this gene-frequency
model (BGF). The performance of the BGF method was compared to a regression method
using least squares (LSR) or the identity-by-descent (IBD) method of Meuwissen and Goddard
in power to detect and precision to map a QTL. Simulations were conducted under a range of
marker densities, sample sizes and sizes of QTL. When there was only LD information in the
data, the BGF method had power close or equal to that of LSR, and precision higher than that
of LSR. The IBD method is another method that combines LD and CS information. When
there was LD and CS information in the data, the BGF method had higher power and precision
than the IBD method.
A multi-locus measure of LD, R2w, is proposed to quantify the long-term accuracy of genomic
estimated breeding value (GEBV). Scanning through a genome with every SNP chosen to be a
surrogate QTL, its genotypes are regressed on all the remaining SNPs, but are predicted using
only the surrounding SNPs within a certain length of chromosomal segment. The value of R2w
is obtained by averaging the squared correlation between the true and predicted genotypes over
xv
all surrogate QTL. The values of Rw were higher than the long-term accuracies of GEBV based
on the simulation, which suggests that distant loci from the QTL have a negative impact on
predicting GEBV.
Since the measure R2w is too optimistic to predict the long-term accuracy of GS, a new
approach is proposed such that effects of the distant SNPs are not disregarded. Validation
data was simulated through sampling mendelian inheritance based on the ordered genotypes
of a target population. To validate this approach, a simulation study based on real 30k SNP
genotypes of a layer chicken population was compared to the results based on the same popu-
lation with real data. Combinations of a broad spectrum of genetic architectures with different
heritabilities were included in the simulation. Accuracies from real data were within the range
of accuracies from simulation for the most polygenic scenario among the eight scenarios studied.
Results from real GS practice in dairy cattle and layer chicken industry substantiated that the
polygenic scenario well approximated the genetic architectures of many complex traits.
1CHAPTER 1. General introduction
1.1 Introduction
Farm animals were domesticated about 10,000 years ago, and since then selection on traits,
many of which are quantitative traits such as body weight and milk yield, has never stopped
(Georges, 2007). Fisher (1918)’s infinitesimal model states that quantitative traits, which have
continuous instead of discrete values of phenotypes, are affected by a large number of loci.
This became the basis for animal breeding theory (Lush, 1945), and artificial selection based
on animal breeding and quantitative genetics theory has led to tremendous improvements in
livestock. For example, milk yield in dairy cattle in the US has doubled in the past 40 years
(Dekkers and Hospital, 2002). However, traditional selection strategy is less successful for traits
that are difficult or expensive to measure, such as longevity, meat quality, and disease resistance
(Goddard and Hayes, 2009).
Developments in molecular genetics since the 1980’s have brought new possibilities to study
the sources of variation of phenotypes at the molecular genetic level. It enables the study of
causative mutations that directly affect the trait phenotypes or non-functional markers that
do not directly affect the phenotypes but are linked to the causative loci (Dekkers and Hospi-
tal, 2002). The candidate-gene approach and linkage disequilibrium (LD) based genome-wide
searches can both be used to identify markers linked to a quantitative trait locus (QTL).
Many statistical methods have been used to map QTL, from simple single marker regression
(Soller et al., 1976), simple interval mapping (SIM) (Lander and Botstein, 1989), multiple
interval mapping (MIM) (Jansen, 1993; Jansen and Stam, 1994), composite interval mapping
(CIM) (Zeng, 1993, 1994), and variance component approach for linkage analysis (Amos, 1994;
Almasy and Blangero, 1998a), to the more complex combined linkage disequilibrium (LD) and
2linkage (LA) approaches (Zhao et al., 1998; Xiong and Jin, 2000; Cantor et al., 2005; Lou
et al., 2006; Wang et al., 1998; Fulker et al., 1999; Meuwissen et al., 2002; Farnir et al., 2002;
Fan and Xiong, 2002; Fernando, 2003; Fernando and Totir, 2003a; Fan and Jung, 2003; Pe´rez-
Enciso, 2003; Legarra and Fernando, 2009; He et al., 2010). Results from the QTL mapping
can be used in marker assisted selection (MAS), where a molecular score is calculated from
the estimated marker or QTL effects to assess the genetic value of an individual and used for
making selection strategies (Dekkers, 2004). MAS has been applied to improve various traits,
such as feed intake, growth rate or reproductive rate in many livestock species (Dekkers, 2004).
However, QTL mapping and MAS had limited success because QTL with small to moderate
effects may go undetected by QTL mapping experiments (Lander and Kruglyak, 1995), and
effects of the significant QTL may be overestimated (Beavis, 1994; Melchinger et al., 1998; Bost
et al., 2001; Xu, 2003b).
The availability of large SNP panels as well as lower cost of genotyping SNP chips in
livestock species have given new momentum to use markers for genomic selection (GS), which
was first proposed by Meuwissen et al. (2001). In contract to MAS, GS tries to explain the
genetic variation using all markers on the panel instead of focusing on a small number of QTL
tracked by the linked makers. Thus, setting of thresholds for testing the significance of a QTL
and biased estimates for the effects of the significant QTL are both avoided. Selection decisions
are made on the genomic estimated breeding value (GEBV), which is the sum of the estimated
effects for all markers (Meuwissen et al., 2001). One of the main statistical challenges for GS
is that in most cases the number of parameters to be estimated, i.e., marker effects, is more
than the number of records. Many innovative statistical methods have been proposed to solve
this problem, including ridge regression (Whittaker et al., 2000; Xu, 2003a), Bayesian methods
such as BayesA and BayesB (Meuwissen et al., 2001), BayesC and BayesCpi (Dekkers et al.,
2009; Kizilkaya et al., 2010; Habier et al., 2011), Bayesian LASSO (Park and Casella, 2008;
de los Campos et al., 2009), partial least squares regression (Lindgren et al., 1993; Garthwaite,
1994; Raadsma et al., 2008; Solberg et al., 2009), principal component analysis (Pearson, 1901;
Pinto et al., 2006; Solberg et al., 2009), and nonparametric kernel methods (Gianola et al.,
2006; Gianola and van Kaam, 2008; Bennewitz et al., 2009).
31.2 Research Objective
The work presented in this thesis is to investigate a model for combined LD and cosegre-
gation (LDCS) mapping and Markov chain Monte Carlo (MCMC) based algorithms to draw
Bayesian inferences from this model, a multi-locus measure of LD and its relationship with
the long-term accuracy of GEBV, and an approach to validate GS and predict the long-term
accuracy of GEBV without dividing the data into training and validation. Chapter 2 provides
a description of the LDCS model, the gene-frequency (GF) model, and an MCMC approach
to draw Bayesian inference (BGF) from this model when data consists of unrelated individ-
uals and thus only LD information is present. Performance of this method is compared to a
regression model. Chapter 3 provides a detailed MCMC based algorithm to draw Bayesian
inference when the data consists of related individuals and thus both LD and CS information is
available. Performance of this method is compared to another well-known LDCS method, the
identity-by-descent (IBD) method by Meuwissen et al. (2002). Chapter 4 provides a multi-locus
measure of LD and studies its relationship with the long-term accuracy of GEBV. Chapter 5
provides the description of a novel approach to validate GS and predict the long-term accuracy
of GEBV without dividing the data into training and validation. To validate this approach,
a simulation study based on a real 30k SNP chip genotypes of a layer chicken population was
compared to the results based on the same population with real data. The overall goal of these
projects is to make better use of molecular genetic information through statistical modeling
to improve the performance of livestock species through fine-mapping of QTL and genomic
selection.
1.3 Thesis Organization
The rest of this chapter is a literature review for the background relevant to the research in
this thesis. The remainder of this thesis comprises papers published or ready for submission.
The author of this thesis serves as first author of those papers.
Chapter 2 consists of the paper “A gene frequency model for QTL mapping using Bayesian
inference”. This paper was published in Genetics Selection Evolution 42:2010.
4Chapter 3 consists of the paper “A Bayesian method to combine linkage disequilibrium and
cosegregation information for mapping of QTL”. This paper is to be submitted to Genetical
Research.
Chapter 4 consists of “Multi-locus linkage disequilibrium and application in genomic selec-
tion”.
Chapter 5 consists of the paper “A novel simulation approach to predict accuracy of genomic
selection”.
Chapter 6 provides general conclusions based on the research work from chapters 2 to 5.
1.4 Literature Review
Progress in molecular genetics has enabled the study of phenotypic variation and genetic
improvement at the gene level. There are two major approaches to map quantitative traits:
association testing of candidate genes or genome scans (Dekkers, 2004).
A candidate gene is a gene whose function is thought to be directly or indirectly related
to a certain trait. A gene can be selected as a candidate if it either has a physiological effect
on the trait, has been studied by mutations in other species, or is expressed preferentially in
specific organs or certain stages of development that is related to the trait (Ron and Weller,
2007). The candidate gene approach has led to a large number of association tests between
polymorphisms in a gene and the phenotypes (Rothschild and Soller, 1997; Dekkers, 2004).
DGAT1 was discovered as a candidate gene for milk yield in dairy cattle (Cases et al., 1998;
Smith et al., 2000), and ESR was a candidate gene for litter size and production traits in pigs
(Rothschild et al., 1996; Short et al., 1997; Linville et al., 2001). However, disadvantages of
this approach are: 1) it only focuses on a small segment of the genome (Dekkers et al., 2006);
and 2) results have to be interpreted with caution as many of the tests are not replicable due
to spurious associations (Andersson, 2001).
In genome scans, anonymous markers, such as the microsatellite markers or single nu-
cleotide polymorphisms (SNP), are used to test chromosomal regions for the presence of QTL.
Information for mapping comes from the LD and CS information (He et al., 2010). LD is the
non-random association of allele states, which arises when multiple descendants inherit the
5same chromosomal segments from a distant common ancestor that is not in the available pedi-
gree. CS is the non-random association of allele origins, which arises when certain alleles are
inherited together due to their physical proximity on the chromosome. The simplest method for
the LD mapping of QTL is the single marker regression, which is used to detect the association
between a marker and phenotype with a simple linear regression model
y = 1nµ+Xg + e,
where y is the vector of phenotypes, 1n is a vector of 1’s, X is the vector of marker genotypes,
and e is the random error term. The null hypothesis is that there is no association between
a maker and the phenotype, i.e., the marker is not in LD with the unobservable QTL. In a
genome wide association analysis using the single marker regression, it is important to control
the false positives, which can be achieved by various ways, such as Bonferroni correction,
permutations testing to get an empirical threshold value (Churchill and Doerge, 1994), or
monitoring the false discovery rate (FDR) (Benjamini and Hochberg, 1995). In this model,
observations are assumed to be identically independently distributed, which is often not true
in livestock populations. Genetic relationships in the sample can lead to spurious associations
if not properly accounted for (Pritchard et al., 2000), which could be solved by fitting a mixed
linear model with a random polygenic effect to account for the population structure (Hayes,
2007). The advantages of single marker regression is that it is simple, is easily extendable to
multiple loci, and it is easy to include other fixed effects as covariates. The disadvantage is
that the location and effect of a QTL are confounded. Interval mapping (IM) was proposed by
Lander and Botstein (1989) to test for a putative QTL through a likelihood ratio test (LRT)
at every interval, and a regression version of IM was proposed by Haley and Knott (1992)
which is computationally easier. However, IM only tests for one QTL at a time, and thus
the results could be biased when there are multiple QTL. Multiple interval mapping (MIM)
(Jansen, 1993; Jansen and Stam, 1994) and composite interval mapping (CIM) (Zeng, 1993,
1994) were originally developed for line crosses, both of which use multiple regression in IM,
but CIM can also be used in outbred populations on a within family basis (Hoeschele, 2007b).
Bayesian analysis could be applied to QTL mapping, where inferences are drawn based on the
6joint posterior distributions of the unknowns, for example, marker-QTL genotypes, substitution
effect, location and allele frequency of the QTL, non-genetic fixed effects, polygenic variance
and residual variance (Hoeschele and VanRaden, 1993; Hoeschele and VanRaden, 1993). The
advantage of Bayesian methods is their flexibility. For instance, the number of QTL could
be included as an unknown parameter, and it could be extended to complex pedigrees and
accommodate missing marker genotypes (Hoeschele, 2007b).
The above methods are all genotype-based methods, meaning that the analyses do not
require marker haplotypes and are easier to implement (Dekkers et al., 2006). Haplotype-
based methods require the knowledge of marker haplotypes, for example, the regression method
based on haplotypes instead of genotypes. The IBD LD mapping is another haplotype-based
LD mapping method, which differs from the regression on haplotypes in that the putative QTL
is fitted into the model:




i + ui + ei, (1.1)




i are the effects of the putative
QTL alleles on the paternal and maternal gametes (Meuwissen and Goddard, 2000), ui is the
polygenic effect, and ei is a random error. The distribution of the vector v, consisting of v
p
i ’s
and vmi ’s, is modeled as
v ∼ N(0,Gσ2v),
where σ2v is a scalar variable, and G is the IBD matrix, the elements of which are the probabil-
ities that two gametes are IBD. When two segments of the chromosome are IBD, they could be
traced back to the same common ancestor, which means that the allele at every locus within
these two segments originates from the same ancestral allele. Therefore, if there is a QTL
locus within each segment, the two QTL alleles carried by these two segments will be the same
allele. The IBD probabilities in the founders are calculated based on the number of consecutive
loci that are identical-by-state (IBS) between the two gametes by making some assumptions
about the effective population size and the number of generations since the mutation occurred
(Meuwissen and Goddard, 2001). QTL locations are estimated by the position with the highest
log-likelihood based on equation (1.1). Simulation studies have compared the power to detect
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and the IBD LD mapping (Grapes et al., 2004, 2006) and (Zhao et al., 2007) based on data
with founder individuals. Results show that single marker regression has power and precision
comparable to the IBD method, and both methods are superior to the regression on marker
haplotypes. At first these conclusions may seem different from the study of Hayes et al. (2007)
with real data and Calus et al. (2008) in the context of genomic selection, the reason for which
could be that in the study of Grapes et al. (2004, 2006) and Zhao et al. (2007), LD is much
higher than that of Hayes et al. (2007) and Calus et al. (2008).
LD mapping methods depend on the LD information, and the pattern of LD is affected
by the population history. If the population has a small effective population size (Ne), alleles
could be traced back to the same ancestral allele in a small number of generations. Since the
breakup of a chromosomal segment by recombinations is related to the number of meiosis,
i.e., the number of generations before two alleles coalesce, in a population with a small Ne,
the chromosomal segment that are IBD could be large, resulting in LD extending for a long
distance (Goddard and Hayes, 2009). Livestock populations have small effective population
sizes, and as a result the amount of LD generated by drift will be higher than in humans where
the effective populations size is much larger (Terwilliger and Weiss, 1998). However, the erratic
nature of LD makes LD mapping sensitive to spurious associations due to population structures
including admixture, population stratification or family structures. Linkage mapping utilizes
the recombination events, or cosegregation of alleles within the pedigree, and it is a powerful
approach for livestock populations due to the identification of a large number of microsatellite
or SNP markers and the availability of large half-sib families (Goddard and Hayes, 2009). The
accuracy of linkage mapping depends on the size and depth of the pedigree. The combined LD
and linkage (LDLA) or combined LD and cosegregation (LDCS) methods have the advantages
of both the high resolution of LD mapping and the robustness to spurious associations of
linkage mapping. In the LDLA/LDCS methods, phenotypes are either modeled as a mixture
of distributions due to segregation of the QTL linked to the markers (Zhao et al., 1998; Xiong
and Jin, 2000; Pe´rez-Enciso, 2003; Cantor et al., 2005; Lou et al., 2006; Habier et al., 2010c),
or by a single normal distribution where means and covariance matrices are modeled in terms
8of marker information (Wang et al., 1998; Fulker et al., 1999; Meuwissen et al., 2002; Farnir
et al., 2002; Fan and Xiong, 2002; Fernando, 2003; Fernando and Totir, 2003a; Fan and Jung,
2003; Legarra and Fernando, 2009). A more detailed review of all the LDLA/LDCS methods
is given in Chapter 3.
The availability of genome-wide SNP panels provides another powerful tool to study the
genes underlying various traits. Whole-genome association analysis (GWAS) has been suc-
cessful in identifying genes for monogenic traits (Goddard and Hayes, 2009). For example,
an animal with a fatal recessive disorder will have a large homozygous chromosome segment
where the causative gene is located, and three recessive genes causing abnormalities have been
discovered this way (Charlier et al., 2008). For many complex traits, numerous significant as-
sociations of SNPs with phenotypes have been found (Kolbehdari et al., 2008; Daetwyler et al.,
2008; Barendse et al., 2007; Lillehammer et al., 2009; Long et al., 2008; Hasenstein et al., 2008).
However, none of these has been confirmed by independent studies, which might be due to the
small effect size of each QTL, different patterns of LD between breeds or families, and the high
false discovery rate (Goddard and Hayes, 2009). Multi-breed populations have been suggested
for mapping QTL, which requires denser SNP panels, because SNPs that are in high LD with
the QTL across breeds will be more closely linked to the QTL (Goddard and Hayes, 2009).
In the study of complex traits in animal breeding, predicting genetic merit is more important
than mapping disease genes or discovering pathways. Many novel statistical methods have been
applied to predict the GEBV to conduct GS in livestock. The statistical model used in GS is




Xiαi + e, (1.2)
where y is the vector of phenotypic values, µ is a non-genetic fixed effect, Xi is the the vector
of the number of copies of an allele corresponding to the ith marker locus, αi is the substitution
effect of locus i, and e is the random error. One of the main statistical challenges that GS
has to deal with is that most often there are more unknown variables than the number of
observations. Another challenge is that there are many loci in the genome with small effects
and only a few loci with moderate to large effects. Thus, the model has to filter out the
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straightforward approach for variable selection is forward stepwise regression, where SNPs that
explain a significant proportion of the phenotypic variance are selected conditional on the ones
already selected (Habier et al., 2007). A second approach is to select tag-SNPs representing
the SNPs in a region of high LD such that the selected subset could explain a large proportion
of the phenotypic variance (Ke and Cardon, 2003; Ma¨gi et al., 2006; Peiffer and Gunderson,
2009). A third approach is to select a subset of SNPs associated with the phenotypes using some
classification procedure of machine learning (Long et al., 2008). Bayesian methods are probably
conceptually more appealing than the previous approaches because all SNPs are fitted into the
model simultaneously and model selection procedures are built in. The Bayesian methods that
are currently being used in genomic selection will be reviewed below.
The method BayesA was proposed by Meuwissen et al. (2001) in their first paper about
GS, and the priors used for BayesA are (Meuwissen et al., 2001) :
αj |σ2j ∼ N(0, σ2j ),
σ2j ∼ ναS2ναχ−2να ,
where αj is the substitution effect of locus j, σ2j is the variance for the prior distribution of αj ,
and να and S2να are the degree of freedom and scale parameters for the prior distribution of σ
2
j .
Thus, the marginal distribution of αj is (Sorensen and Gianola, 2002)
αj ∼ (iid)t(0, S2να , να).
The method BayesB was also proposed by Meuwissen et al. (2001), and the priors used for
BayesB are (Meuwissen et al., 2001):
αj |pi, σ2j

∼ N(0, σ2j ) probability (1− pi)
= 0 probability 0,
σ2j |να, S2α ∼ ναS2αχ−2να
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where pi is the proportion of the loci associated with a zero effect in a given iteration, and the
other parameters follow the same definition as BayesA. Thus, the marginal distribution of αj
is (Sorensen and Gianola, 2002)
αj |pi

∼ iid univariate-t(0, S2α, να) probability (1− pi)
= 0 probability pi.
The greatest difference between BayesA and BayesB is that for BayesA all loci are fitted into the
model in a given iteration, whereas for BayesB only a 1− pi proportion of the loci is fitted into
the model in a given iteration of the MCMC sampler. A slightly modified version of BayesB is
to assign a mixture of a normal distribution with some variance for the loci with non-zero effects
and a normal distribution with a very small variance for the loci with zero effects (Meuwissen
and Goddard, 2004). The purpose of the modification is to implement Gibbs sampling instead
of Metropolis-Hastings algorithm in BayesB.
The methods BayesC and BayesCpi were used by Kizilkaya et al. (2010) and studied by
Habier et al. (2011). The priors for BayesC are:
αj |pi, σ2α

∼ N(0, σ2α) probability (1− pi)
= 0 probability pi
σ2α|να, S2α ∼ ναS2αχ−2να ,
where αj follows the same definition as BayesA and BayesB, σ2α is the variance of all αj , and να
and S2να are the degree of freedom and scale parameter for the prior distribution of σ
2
α. Thus,
the marginal distribution of an αj associated with a non-zero effect is (Sorensen and Gianola,
2002)
α|pi ∼ multivariate-t(0, IS2να , να)
The greatest difference between BayesB and BayesC is that for BayesB the effect of each locus
is shrunk to a different extent whereas for BayesC it is shrunk to the same extent. For BayesB
and BayesC, pi is assumed known and given at the beginning of the analysis, whereas in BayesCpi
pi is treated as an unknown assuming a prior of
pi ∼ uniform(0, 1),
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and can be estimated together the other unknowns.
The method Bayesian LASSO was first proposed by Park and Casella (2008) and introduced
to GS by de los Campos et al. (2009). The priors for Bayesian LASSO (BL) are (de los Campos
et al., 2009):
αj |σ2α, τ2 ∼ N(0, τ2j σ2α)
σ2α|ν, S ∼ νS2χ−2ν
τ2j |λ ∼ exp(λ)
λ|α1, α2 ∼ gamma(α1, α2),
where αj follows the same definition as BayesA, BayesB and BayesC, ν and S are the degree of
freedom and scale parameter for the prior distribution of σ2α, λ controls the model complexity
and goodness of fit for a standard LASSO and is treated as unknown, and α1 and α2 are the
shape and scale parameters for the prior distribution of λ. The effect of each locus is also
shrunk to a different extent in Bayesian LASSO.
Besides Bayesian methods, a genomic best linear unbiased prediction (GBLUP) method
could also be used in GS. For the model
y = 1nµ+Zg + e, (1.3)
y is the vector of phenotypes, µ is the non-genetic fixed effect, 1n is a vector of 1’s, Z is an
incidence matrix, g is the vector of breeding values, and e is a vector of random noise. Since
g is the sum of the effects for all SNPs, i.e.
g = Xα,
where X and α follow the same definition as equation (1.2). The variance of g is







If the allele frequency of jth SNP is pj , the element xij of the matrix X is
xij =

0− 2pj jth SNP is homozygote 11
1− 2pj jth SNP is heterozygote 12
2− 2pj jth SNP is homozygote 22
(Nejati-Javaremi et al., 1997; Habier et al., 2007; VanRaden, 2008; Goddard, 2009; Hayes et al.,
2010). Model (1.2) with QTL effects being normally distributed should give equal estimates of
g as model (1.3) with relationship matrix estimated based on markers.
Accuracy of GEBV can be affected by many factors, including marker density (Solberg
et al., 2008), level of LD between markers and the QTL, the number of records in the training
population with both phenotypes and genotypes, the heritability of a trait (Meuwissen et al.,
2001; Hayes et al., 2009; VanRaden et al., 2009), the genetic architecture of a trait, such as the
number of QTL, the distribution of QTL effects (Daetwyler et al., 2010; Coster et al., 2010),
the relationship between reference and test population (Daetwyler et al., 2010), consistency
of LD between markers and the QTL in the reference and test population (Goddard, 2009),
and the number of generations in the reference population (Muir, 2007). A high accuracy of
0.85 has been achieved in simulation study of GS (Meuwissen et al., 2001), whereas for real
data an accuracy of 0.71 was achieved in Holstein-Friesian dairy cattle and for a larger data
set (VanRaden et al., 2009). The gap between the results from simulated vs real data may be
due to the difference in the above factors between simulation and real situations.
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CHAPTER 2. A gene frequency model for QTL mapping using Bayesian
inference
A paper published in Genetics Selection Evolution
Wei He, Rohan L.Fernando, Jack C.M.Dekkers, Helen Gilbert
Department of Animal Science and Center for Integrated Animal Genomics,
Iowa State University
2.1 Abstract
Information for mapping of quantitative trait loci (QTL) comes from two sources: linkage
disequilibrium (non-random association of allele states) and cosegregation (non-random asso-
ciation of allele origin). Information from LD can be captured by modeling conditional means
and variances at the QTL given marker information. Similarly, information from cosegregation
can be captured by modeling conditional covariances. Here, we consider a Bayesian model
based on gene frequency (BGF) where both conditional means and variances are modeled as
a function of the conditional gene frequencies at the QTL. The parameters in this model in-
clude these gene frequencies, additive effect of the QTL, its location, and the residual variance.
Bayesian methodology was used to estimate these parameters. The priors used were: logit-
normal for gene frequencies, normal for the additive effect, uniform for location, and inverse
chi-square for the residual variance. Computer simulation was used to compare the power to
detect and accuracy to map QTL by this method with those from least squares analysis us-
ing a regression model (LSR). To simplify the analysis, data from unrelated individuals in a
purebred population were simulated, where only LD information contributes to map the QTL.
LD was simulated in a chromosomal segment of 1cM with one QTL by random mating in a
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population of size 500 for 1000 generations and in a population of size 100 for 50 generations.
The comparison was studied under a range of conditions, which included SNP density of 0.1,
0.05 or 0.02 cM, sample size of 500 or 1000, and phenotypic variance explained by QTL of 2 or
5%. Both 1 and 2-SNP models were considered. Power to detect the QTL for the BGF, ranged
from 0.4 to 0.99, and close or equal to the power of the regression using least squares (LSR).
Precision to map QTL position of BGF, quantified by the mean absolute error, ranged from
0.11 to 0.21 cM for BGF, and was better than the precision of LSR, which ranged from 0.12
to 0.25 cM. In conclusion given a high SNP density, the gene frequency model can be used to
map QTL with considerable accuracy even within a 1 cM region.
2.2 Introduction
Molecular information is currently being used for mapping quantitative trait loci (QTL) and
for genetic evaluation. This information usually consists of molecular genotypes at polymorphic
loci. These loci can be broadly classified into two types: I) those that have a direct effect on
the trait, and II) those that do not have a direct effect on the trait but are linked to a trait
locus (markers). Loci of type II can be further classified into two types: IIa) loci that are in
linkage disequilibrium with the trait locus across the population (LD markers), and IIb) loci
that are in linkage equilibrium with the trait locus (LE markers) (Dekkers, 2004). In outbred
populations, until recently, marker analyses were primarily based on LE markers (Fernando
and Grossman, 1989; Goddard, 1992; Xu and Atchley, 1995; Gringola et al., 1996; Weller and
Fernando, 1991). LE markers do not provide information to model the mean at linked QTL,
but they do provide information to model covariances at the linked QTL. These covariances
can be written in terms of the conditional IBD probabilities at a linked QTL (Fernando and
Grossman, 1989; Weller and Fernando, 1991; Gringola et al., 1996) and provide information
to map QTL and for genetic evaluation using markers. This cosegregation (CS) information
comes from the non-random association of grand-parental origin of alleles at markers and QTL.
This kind of analysis is called pedigree-based linkage or cosegregation analysis. The accuracy of
mapping a QTL by these methods depends on the number of recombinations or meioses within
the pedigree. On the other hand, LD markers provide information to model both the mean and
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covariances at the linked QTL (Lander and Botstein, 1989; Haley and Knott, 1992; Zeng, 1994;
Knott et al., 1996; de Koning et al., 2001). This LD information comes from the non-random
association of allele states at markers and QTL. Before high density genotypes were available,
LD between markers and QTL was created by crossing of two divergent lines. Given the high
density genotypes that are currently available, markers that are in close proximity to QTL are
expected to be in LD with the QTL. Thus LD or association mapping can now be undertaken in
outbred populations without the need to create specialized crosses. These analyses that capture
the information from LD markers for mapping and genetic evaluation are called population-
based association or linkage disequilibrium (LD) analyses. Association analysis is expected to
have higher accuracy than linkage analysis, but it is less robust to spurious association (Xiong
and Jin, 2000).
An analysis that combines the LD and CS information (LDCS analysis) has higher accuracy
than LA analysis alone as well as greater robustness to spurious association than LD analysis
alone (Xiong and Jin, 2000; Meuwissen et al., 2002). Many methods have been proposed for the
LDCS analysis. In some of these methods, phenotypes are modeled as a mixture distribution
due to the segregation of the QTL. Analyses involving mixture distributions are computation-
ally demanding (Zhao et al., 1998; Xiong and Jin, 2000; Pe´rez-Enciso, 2003; Cantor et al., 2005;
Lou et al., 2006). Thus, other methods often model phenotypes as a normal distribution, where
the mean and covariance matrix are computed conditional on marker information (Goddard,
1992; Wang et al., 1998; Fulker et al., 1999; Meuwissen et al., 2002; Farnir et al., 2002; Fan
and Xiong, 2002; Fernando, 2003; Fernando and Totir, 2003b; Fan and Jung, 2003; Legarra and
Fernando, 2009). The method proposed in this paper belongs to the latter group.
An analysis that models the mean and covariances using LD markers was first proposed
by Goddard (Goddard, 1992) and was further developed by Wang et al. (Wang et al., 1998),
when disequilibrium was entirely due to crossbreeding and the marker locus was assumed to be
in equilibrium with the QTL in the parental breeds. Methodology to accommodate purebred
populations with disequilibrium was considered by Fernando and Totir (Fernando and Totir,
2003b). The parameters in their model included the mean and variance at the linked QTL for
each marker haplotype in the founders (Fernando and Totir, 2003b), but did not specify the
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number of alleles at the QTL. Here, we consider a similar approach but following Fernando
(Fernando, 2003) and Johnson and Harris (Johnson and Harris, 2006), we assume only two
alleles at the linked QTL, which is also a common assumption in models where segregation of
the QTL is explicitly modeled resulting in a mixture distribution for the phenotypes (Elston and
Stewart, 1971; Lander and Botstein, 1989; Heath, 1997; Heath et al., 1997; Zhao et al., 1998;
Xiong and Jin, 2000; Pe´rez-Enciso, 2003; Cantor et al., 2005; Lou et al., 2006). The parameters
in this two-allele model include the gene frequency at the linked QTL for each marker haplotype
in the founders and the additive effect of the QTL (Fernando, 2003; Johnson and Harris, 2006).
Harris (Johnson and Harris, 2006) estimated these model parameters by restricted maximum
likelihood (Gilmour et al., 2002). One of the problems with this approach is that the number
of gene frequencies to be estimated increases exponentially with the number of marker loci that
are used to form haplotypes. The number of parameters to be estimated can be reduced by
making assumptions about how LD is generated, which then provides a model for QTL gene
frequencies for the different haplotypes (Pe´rez-Enciso, 2003). In this paper a logit-normal prior
probability density is considered for the QTL gene frequencies to accommodate relationships
between QTL frequencies for different marker haplotypes.
In this paper we will first present the gene frequency model that combines linkage disequi-
librium (LD) and cosegregation information, as first introduced by Fernando (Fernando, 2003).
Then we will evaluate the performance of the model by determining the power of detecting a
QTL within a given chromosomal region and precision for fine mapping of a QTL that has been
detected to the given region, using high-density SNP genotypes by Bayesian analysis. To sim-
plify the analysis we only consider data from unrelated individuals in a purebred population.
Analysis of data from related individuals will be discussed in a subsequent paper. Results from
the gene frequency models will be compared with those from QTL mapping by least squares
regression analysis (Grapes et al., 2004). A method based on computing identical by descent
(IBD) probabilities for the unobservable QTL given observable marker has also been used for
LD mapping in livestock (Meuwissen and Goddard, 2000). Previous studies, however, have




2.3.1 Gene frequency model
In the following we assume the QTL has been localized to a 1 cM segment of the genome,
and it will be fine mapped within this region using biallelic single nucleotide polymorphism
(SNP) markers. A single QTL with two alleles, Q1 and Q2, is assumed to be present on this
segment of the genome, and this QTL will be referred to as the marked QTL (MQTL). All
other QTL are assumed to be unlinked to the markers and are referred to as residual QTL
(RQTL). All QTL are assumed to be additive.
Suppose genotypes at the MQTL were observed. Then, trait phenotypic values of individ-
uals in a purebred population can be modeled as
y = Xβ +ZQµ+Zu+ e, (2.2)
where y is the vector of trait phenotypic values, β is a vector of non-genetic fixed effects, µ is
the QTL substitution effect, u is the vector of the sum of additive effects of all RQTL, e is a
vector of residuals, and X, Q and Z are known incidence matrices. Given data from p animals,
the incidence matrix Q will have p rows and a single column, with row i of Q containing the
number of Q2 alleles carried by animal i.
Now, for the situation considered here, the genotypes at the MQTL are not observed, and
genotypes are available only at linked markers. Thus, Q is an unobservable random matrix.
The usual mixed model methodology cannot accommodate models with unobservable incidence
matrices. Thus we define
a = Qµ− E(Qµ|M)
= Qµ− E(Q|M)µ,
(2.3)
where M denotes the observed genotypic information on markers, and E(Q|M) is the condi-
tional expectation of Q given M . Using the double-expectation theorem,
EM [E(Qµ|M)] = E(Qµ), (2.4)
so a in (2.3) is a random vector with null mean. Now, Qµ in (2.2) can be written as
Qµ = E(Q|M)µ+ a. (2.5)
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The level of LD between the marker and the QTL, which is usually quantified by the squared
correlation (r2) between them, determines the ability to predict the allele at the QTL from the
allele at the marker locus. Consider the following situations with different levels of LD. When
the marker locus and the QTL are in LE (r2=0), they are independent, thus the conditional
mean E(Q|M) = E(Q) doesn’t depend on marker information M . When the marker locus and
the QTL are in LD (r2 >0), they are dependent, thus the conditional mean E(Q|M) depends
on marker information M . When the marker locus and the QTL are in complete LD (r2=1),
they are perfectly correlated, thus the allele at the QTL can be predicted exactly from allele
at the marker locus. These situations show that E(Q|M) depends on the LD between the
markers and QTL. Thus by modeling the conditional mean of Qµ given marker information,
E(Q|M)µ, captures the LD information for mapping the QTL. Although a has null mean, its
covariance matrix depends on the marker information because of the cosegregation of the QTL
and linked markers (Fernando and Grossman, 1989). Thus modeling the covariance matrix of
a given marker information, Cov(a|M), captures the cosegregation information for mapping
QTL. In the following, we will denote the conditional expectation E(Q|M) by Qˆ. Now the
model for the trait phenotypic values can be written as
y = Xβ +ZQˆµ+Za+Zu+ e. (2.6)
Provided we can compute Qˆ, all the incidence matrices in this model are known, and the
mixed model equations for this model can be setup provided we can compute the inverse of
the covariance matrix for each of the random vectors a and u. The covariance matrix for u
is proportional to the additive relationship matrix A. The inverse of the additive relationship
matrix is sparse, and thus it can be computed efficiently (Henderson, 1976). On the other
hand, the inverse of the covariance matrix for a is not sparse, and thus its computation is not
efficient. However, Za can be written as Wv, where





i are the additive effects of the maternal and paternal MQTL alleles of individual
i, and W is a known incidence matrix relating v to y. It can be shown that the covariance
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matrix, Σv, for v can be calculated using a simple recursive formula that also leads to an
efficient algorithm to invert Σv (Fernando and Totir, 2003b). The model for trait phenotypic
values now becomes
y = Xβ +ZQˆµ+Wv +Zu+ e. (2.7)
When the marker locus is in equilibrium with the MQTL, the QTL and marker are indepen-
dent. And as we will see in detail in the following section, each row of Qˆ will be a constant that
is equal to twice the frequency of the QTL. Thus, ZQˆµ can be dropped from the model. In
this situation, only cosegregation information will contribute to the analysis through the mod-
eling of covariances among MQTL effects. When disequilibrium is complete and all marker
genotypes are observed, E(Q|M) = Q. Thus, in this situation, v is null, and after utilizing
the disequilibrium information, cosegregation information does not contribute to the analysis.
When disequilibrium is partial, E(Q|M) 6= Q, and v is not null. In this situation, disequi-
librium information will contribute to the analysis through the model for the mean of MQTL
effects, and cosegregation information will contribute to the analysis through the model for
covariances between MQTL effects. These points are further clarified in the following sections,
in which we will show how to compute Qˆ and the covariance matrix for v.
2.3.2 Mean of MQTL additive genetic values
Recall that the mean of MQTL effects is Qˆµ, where row i of Q has the number of Q2
alleles carried by animal i. Thus, the ith element of Q is the sum of two Bernoulli variables,
I(SQ(m, i) = Q2|M), which is a variable indicating whether the maternal allele of i is a Q2,
and I(SQ(p, i) = Q2|M), which is a variable indicating whether the paternal allele of i is a Q2.
Now, Qi has expected value:
Qˆi = E[I(SQ(m, i) = Q2|M) + I(SQ(p, i) = Q2|M)]
= Pr(SQ(m, i) = Q2|M) + Pr(SQ(p, i) = Q2|M)





pmi = Pr(SQ(m, i) = Q2|M), ppi = Pr(SQ(p, i) = Q2|M),
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and SQ(m, i) is the maternal MQTL allele state and SQ(p, i) the paternal MQTL allele state of
individual i. These probabilities depend on the location l of the QTL relative to the markers.
Let FQ(m, i) = Hj denote the event that the maternal MQTL allele of individual i originated
in a founder with marker haplotype Hj . Then, for a founder i, pmi can be written as
pmi = Pr(SQ(m, i) = Q2|M)
= Σj Pr(SQ(m, i) = Q2, FQ(m, i) = Hj |M)
= Σj Pr(FQ(m, i) = Hj |M) Pr(SQ(m, i) = Q2|FQ(m, i) = Hj ,M)
= Σj Pr(FQ(m, i) = Hj |M) Pr(SQ(m, i) = Q2|FQ(m, i) = Hj)
= Σj Pr(FQ(m, i)=Hj |M)pij ,
(2.9)
where pij is the conditional probability that a founder with marker haplotype Hj has MQTL
allele Q2. Similarly, p
p




Pr(FQ(p, i) = Hj |M)pij . (2.10)
The pij in (2.9) and (2.10) are the disequilibrium parameters. Thus, under equilibrium, when
marker and QTL allele states are independent, the conditional probability of a Q2 allele on a
founder haplotype does not depend on the marker alleles on that haplotype, i.e.,





Pr(FQ(m, i) = Hj |M) =
∑
j
Pr(FQ(p, i) = Hj |M) = 1, (2.12)
for all i,




ppi = Pr(Q2). (2.14)
Thus, from (2.8), (2.13) and (2.14), each row of Qˆ is a constant that is equal to twice the
frequency of the QTL. However, under disequilibrium, when marker allele states SA and QTL
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allele states SQ are not independent, the pij are not all equal and it follows that pmi and p
p
i
depend on the marker haplotypes and thus would be different for animals with different marker
haplotypes. Thus vector Qˆ is not a vector of constants. This demonstrates that disequilibrium
information contributes to modeling the mean of MQTL effects.
2.3.3 Covariance of MQTL additive genetic values
Cosegregation information contributes to modeling the covariances of MQTL effects. The
gametic value vmi is the product of a Bernoulli variable with probability parameter p
m
i and µ,
thus the variance of vmi is
Var(vmi ) = µ
2pmi (1− pmi ), (2.15)
and similarly, the variance of vpi is
Var(vpi ) = µ
2ppi (1− ppi ). (2.16)
As it is shown by (2.13) and (2.14) that under equilibrium pmi = p
p
i = Pr(Q2), thus the
variance of MQTL gametic values does not depend on the marker genotypes. However, under
disequilibrium, pmi and p
p
i thus the variance of MQTL gametic values depend on the marker
genotypes. These variances contribute to the diagonal elements of the covariance matrix Σv of
the vector of gametic values. In this paper, we mainly focus on unrelated individuals, whose
gametic values are uncorrelated, thus the off-diagonal elements of the covariance matrix are
zero.
2.3.4 Bayesian inference
Bayesian methods will be used to make inferences on QTL effects and position under the
statistical model described in the previous section. Given the high marker density being used
in this paper, the QTL position is restricted to the midpoint between adjacent markers. In the
Bayesian approach, prior knowledge about parameter values in a statistical model are quantified
in terms of prior probabilities. Then, inferences about parameter values are based on posterior
probabilities, which are obtained using Bayes theorem as
f(θ|y) ∝ f(y|θ)f(θ), (2.17)
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where f(y|θ) is the conditional density of the data vector y given the vector of parameter
values θ, and f(θ) is the prior probability density of θ.
In this paper we only consider a case with unrelated individuals, which allows RQTL effects
to be merged with the residual effects of model (1). Cases with pedigree data will be covered in a
subsequent paper. When individuals are unrelated, the gametic deviations of those individuals





i + ei. (2.18)
This, however, results in the residual variances to be heterogeneous,
var(e∗i ) = var(v
p
i ) + var(v
m
i ) + var(ei)
= µ2pPi (1− pPi ) + µ2pmi (1− pmi ) + σ2e .
(2.19)
Residual covariance matrix R∗ is diagonal with element r∗i,i equal to var(e
∗
i ) when individuals
are unrelated. Now, the model simplifies to
y = Xβ +ZQˆµ+ e∗. (2.20)
The parameters in model (2.20) are: β, σ2e , pi, µ, and l because all other variables, such as
ppi and p
m
i , are functions of these parameters, as specified through equations (2.9) and (2.10).
The size of the vector of conditional QTL probabilities of marker haplotypes, pi, is 2k when
using haplotypes of k markers. In this study we only consider models where k is 1 or 2. When
k is 1, the estimated QTL location was limited to the marker positions, and pi is a vector of
size 2 with elements corresponding to haplotypes 0 and 1 of the marker at the putative QTL
location. When k is 2, the estimated QTL location was limited to the mid-points of adjacent
markers, and pi is a vector of size 4, with elements corresponding to haplotypes 00, 01, 10 and
11 of the two SNPs flanking the putative QTL location, with alleles denoted by 0 and 1.
The prior densities that were used for these parameters are described next. Following
common practice, the priors given below were used for β and σ2e , which are parameters in the
usual mixed linear model (Sorensen and Gianola, 2002). A flat prior was used for the fixed
effects β:
f(β) ∝ constant. (2.21)
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The prior for σ2e was taken to be scaled inverted chi-square distribution with degree of freedom
υe and scale parameter S2e ,








The prior for pi was taken to be logit-normal because this distribution can account for any








was taken to be multivariate normal with null mean and covariance matrix Σx. So the prior






























[log pii1−pii ] is the Jacobian of the transformation. The covariance matrix Σx
accommodates covariances between elements of pi, which arises from the LD generating mech-
anism. In the following we, however, only consider the case where pi’s are uncorrelated, which
means Σx is diagonal.










The prior for location of the QTL, l, was taken to be a discrete uniform distribution. If




l = 1, 2, . . . L (2.26)
It was further assumed that trait phenotypic values had a multivariate normal distribution
given all location and dispersion parameters:
y|β, σ2e ,pi, µ, l ∼ N(Xβ +ZQˆµ,R∗). (2.27)
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Then the joint posterior density of parameters is
f(β, σ2e ,pi, µ, l|y) ∝ f(y|β, σ2e ,pi, µ, l)f(β)f(σ2e)f(pi)f(µ)f(l) (2.28)
Drawing inference directly from this posterior is impractical, so a Markov-chain was con-
structed for which (2.28) is the stationary distribution. Under certain conditions, samples
drawn from such a chain can be used to make inferences on the parameters in (2.28) (Sorensen
and Gianola, 2002). The most important conditions here are the existence of a unique station-
ary distribution and irreducibility of the chain (Terney, 1994). As described below, a blocked
Gibbs sampling strategy was used to construct a Markov Chain with stationary distribution
(2.28). The sampler consisted of three blocks: fixed effect β was in the first block, pi, µ and l
were in the second, and σ2e was in the third. Parameters in each block were sampled from their
full condition distributions, which are the conditional distributions of these parameters given
parameters in other blocks and the phenotypic and marker data.
The conditional posterior distribution of fixed effect parameter β is
β|pi, µ, σ2u, σ2e ,y ∼ N(βˆ,C−1σ2e), (2.29)
where βˆ is the solution to the mixed model equations, and C is the left hand side of mixed
model equations. For each of the remaining parameter blocks, the full conditional posterior
distribution does not have a standard form. Thus, Metropolis-Hasting algorithm was used.
This requires a proposal distribution to draw the candidate samples from. The joint conditional
posterior distribution of pi, µ and l is






















Rather than drawing samples from a proposal for pi, we draw samples from a proposal distri-
bution of x and the sampled x is transformed to pi. The proposal for x was taken to be a
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multivariate normal distribution with mean equal to the value from the previous sample and







(xk − xk−1)′Σ−1x−prop(xk − xk−1)}. (2.31)













where n is the size of vectors x and pi. The covariance matrix Σx was set to Iσ2x, with σ
2
x
sufficiently small such that x will be sampled in the neighborhood of the previous sample. The
proposal distribution of µ was taken to be normal with mean equal to the value from previous













where L is the number of chromosome segments flanked by adjacent markers.
In the Metropolis-Hasting algorithm the candidate samples are accepted with probabil-
ity(Metropolis et al., 1953):
α = min(α′1, 1), (2.35)
where
α′1 =
f(pik, µk, lk|y, βk, σ2e,k−1)
f(pik−1, µk−1, lk−1|y, βk, σ2e,k−1)
q(pik−1, µk−1, lk−1|pik, µk, lk)
q(pik, µk, lk|pik−1, µk−1, lk−1)
=
f(pik, µk, lk|y, βk, σ2e,k−1)




The full conditional posterior of σ2e is















Since R∗ is not equal to Iσ2e , the full conditional posterior of σ2e does not have the form of











to obtain candidate samples. The mean of this proposal distribution of σ2e was set to the
previously accepted value of σ2e and variance σ
2
σ2e−prop was set to a sufficiently small value to
ensure sampling in the neighborhood of the previous sample. The candidate samples were also
accepted with probability:
α = min(α′2, 1), (2.39)
where
α′2 =
f(σ2e,k|y, βk,pik, µk, lk)




2.3.5 Least squares analysis of regression method
Least squares regression to map a QTL using high-density SNP genotypes, as described
by Grapes et al. (Grapes et al., 2004), was used for comparison. The regression method on
haplotypes is
yi = β + Σnj=1bjgij + ei, (2.41)
where gij is the copy number of haploype j for individual i, and bj is the effect of haplotype j on
phenotype. In this study we only consider models with 1 or 2 SNPs. For the 1-SNP regression
method, there are two possible haplotypes 0 and 1, and the hypothesis H0: b0 = b1 vs Ha:
b0 6= b1 was tested. For the 2-SNP regression method, there are four possible haplotypes 00,
01, 10 and 11, and the hypothesis H0: b00 = b01 = b10 = b11 vs Ha: b00 6= b01 or b00 6= b11 or
b01 6= b11 was tested. This analysis was repeated for each SNP or SNP bracket. The estimated
QTL location was at the SNP yielding the smallest p-value for the 1-SNP model, and at the
midpoint of the SNP bracket yielding the smallest p-value for the 2-SNP model. When several
locations had p-values numerically equal to zero, the middle location among those with zero
p-values was chosen to be the QTL location.
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2.3.6 Simulation
Computer simulation was used to compare the power to detect and the precision to map
QTL by Bayesian analysis using the gene frequency model (BGF) with least squares using the
regression method (LSR). We simulated 2000 biallelic loci spaced either 0.01, 0.005 or 0.002
cM apart. Among these, every tenth locus was a QTL, and the remaining loci were markers.
In the first generation, alleles were sampled independently from a Bernoulli distribution with
probability 0.5. This generates a genome in Hardy-Weinberg and linkage equilibrium. LD was
generated in this chromosomal segment by random mating with a mutation rate of 2.5∗10−5 and
an effective population size of 500 for 1000 generations, followed by 50 generations of random
mating with the population size reduced to 100. It has been estimated that the effective
population size of livestock has decreased due to breed formation and artificial breeding (Hayes
et al., 2003). The effective population sizes used in this simulation attempt to mimic this
phenomenon. The initial allele frequencies of 0.5 and mutation rate of 2.5 ∗ 10−5 allow the
population to approach mutation-drift equilibrium after the 1050 generations of random mating
(Habier et al., 2009).
In the following, each set of 10 consecutive loci is referred to as a locus bin. Thus, there were
200 bins on the chromosomal segment that was simulated. In the final generation, out of each
bin, the marker that had allele frequencies closest to 0.5 was selected. This generated markers
spaced either 0.1, 0.05 or 0.02 cM apart. For the two-marker BGF and LSR analyses, marker
haplotypes are assumed to be known. Out of the 200 QTLs, the QTL that had allele frequencies
closest to 0.5 was identified. Markers for the analysis were chosen out of the selected markers
from a chromosomal segment of 1 cM consisting of k consecutive locus bins. Thus, k was 10,
20, or 50 when marker spacing was 0.1, 0.05, or 0.02 cM. It is known that some methods of
fine mapping are favored when the QTL is simulated at the center of the chromomsal segment
(Grapes et al., 2004). Thus the identified QTL was simulated at a distance of 0.3 cM from
the first marker locus in the segment. In addition to SNP density, the impact of sample size
(500 or 1000) and of variance explained by the QTL (2% or 5% of the phenotypic variance) on
power and precision were studied. Mean absolute error of estimates of QTL location was used
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as the statistic to quantify precision of QTL mapping. Power to detect the QTL was quantified
as follows. For the regression method, the critical value for detecting a QTL was estimated by
simulating data sets with no QTL and computing the upper 10% quantile F-value from 1500
replications of F-tests. Power was estimated by simulating data sets, each with one QTL, and
calculating the percentage of F-values that were larger than the estimated critical value. For
the gene frequency model, the estimate of QTL variance was used as the statistic to calculate
power. The critical value for this test was estimated by simulating data sets with no QTL
and computing the upper 10% quantile for the QTL variance from 1500 replications. Power
was estimated by simulating data sets, each with one QTL, and calculating the percentage of
estimates of QTL variance that are bigger than the estimated critical value. In this study the
simulated true haplotypes were used for 2-SNP BGF and LSR.
2.4 Results
2.4.1 Power
For both 1 and 2-SNP BGF analyses, power to detect the QTL increased with sample size,
QTL variance, and marker density (table 2.1). The 2-SNP BGF model seemed to have slightly
higher power than the 1-SNP model.
For both 1 and 2-SNP LSR analyses, power increased with sample size and QTL variance
(table 2.1). Power also increased when marker spacing decreased from 0.1 to 0.05 cM but, in
most cases, power decreased when marker spacing was further reduced to 0.02 cM. As described
earlier, when markers were spaced 0.1, 0.05, or 0.02 cM apart, the number of markers or marker
pairs in the chromosomal segment was 10, 20 or 50. The decrease of power when marker spacing
dropped from 0.05 to 0.02 cM may be due to the increase in number of tests that were done
to detect a significant QTL within the chromosomal segment. In all scenarios studied 1-SNP
LSR had slightly greater power than 2-SNP LSR.
In most scenarios studied, both 1 and 2-SNP BGF had power close to those of LSR.
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2.4.2 Precision
The standard error of the mean absolute error of estimates of QTL location was about 0.003
for the 1 and 2-SNP BGF analyses. For almost all scenarios the 2-SNP BGF had almost the
same precision as the 1-SNP BGF. For both analyses precision of estimates of QTL location
increased with sample size and QTL variance (table 2.2). However, similar to the LSR, precision
decreased when marker spacing decreased from 0.1 to 0.05 and 0.02 cM, except when sample
size was 500 or the QTL explained 5% of phenotypic variance. The standard error of the mean
absolute error for estimated QTL location of the 1 and 2-SNP LSR method was about 0.004
cM. For almost all scenarios the 2-SNP LSR had higher or same precision as 1-SNP LSR. In
all scenarios, the 1 and 2-SNP BGF were consistently better in precision than the LSR, except
for just one scenario when QTL explained 5% of phenotypic variance, marker spacing was 0.05
cM and sample size was 500, 1-SNP BGF and LSR had about the same precision. For both
analyses, precision of mapping QTL increased with sample size and QTL variance (table 2.2).
In most cases precision increased when marker spacing was reduced from 0.1 to 0.05 cM but
remained unchanged when marker spacing was further reduced to 0.02 cM, except when sample
size was 500 and the QTL explained 5% of phenotypic variance.
The fact that precision doesn’t increase with the decrease of marker spacing for both BGF
and LSR analysis shows that without enough information, higher marker density does not nec-
essarily result in higher precision for mapping. If sample size or QTL variance was sufficiently
high, precision increased with the increase of marker spacing. The reason for this is that,
when there is not sufficient information, the likelihood will not peak at the location of the
QTL, but may have a plateau centered at the QTL location, as shown in Figure 2.1. With
the higher marker spacing, four markers are on the plateau of the likelihood, of which two
are inside bracket B. Thus the QTL has probability 0.5 to be mapped inside bracket B. With
lower marker spacing, ten markers are on the plateau, of which six are outside and four are
inside bracket B. Thus the QTL has a higher probability to be mapped outside than inside
bracket B, which results in lower precision. However, when there is sufficient information due
to a larger number of observations or higher QTL variance, the likelihood will be more peaked.
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Thus there is less probability that the QTL will be mapped outside of bracket B, resulting in a
higher precision with a decrease in marker spacing. In all scenarios studied, both 1 and 2-SNP
BGF had precision higher than LSR.
2.5 Discussions
In this study, we have presented a gene frequency model that combines LD and cosegrega-
tion information for use in fine mapping of QTL. In this method LD information is captured by
modeling the conditional mean of the QTL given marker information, and cosegregation infor-
mation is captured by modeling the covariance matrix of the QTL given marker information.
This model can accomodate situations when there is no LD and only cosegregation information
as well as only LD and no cosegregation information. It should be noted that using (2.14)
leads to an approximation of the covariance matrix and its inverse when marker data are not
complete. Complete marker data in this situation are the ordered genotypes at the marker
locus. Wang et al. (Wang et al., 1995) gave a recursive formula that gives exact results with
unordered genotypes at a single locus. The advantage of using (2.14) to compute Σv, however,
is that this leads to an efficient algorithm to invert this covariance matrix (Fernando and Totir,
2003b), and without such an algorithm, genetic evaluation with large pedigrees may not be
possible. Recently, however, Thallman et al. (Thallman et al., 2004) developed a recursive for-
mula that gives exact results with missing genotypes for a pedigree with loops. Implementation
of this algorithm is, however, beyond the scope of this paper.
Least squares regression, which is easy to implement and computationally efficient, was
used to compare to the gene frequency model in power and precision of QTL mapping. Besides
the regression method, an identity by descent (IBD) method has been proposed for QTL
mapping by Meuwissen and Goddard (Meuwissen and Goddard, 2000). This method is based on
computing IBD probabilities between QTL alleles on haplotypes of relatives given the similarity
between marker alleles on these haplotypes. An algorithm was developed to approximate the
probability that the alleles at the QTL are IBD given the number of marker alleles that are
consecutively identical in state to the left and right of the QTL(Meuwissen and Goddard, 2001).
Grapes et al. (Grapes et al., 2004) studied the precision of QTL mapping using the IBD and
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regression methods. When markers were spaced 1, 0.5, or 0.25 cM apart, the IBD method with
10 markers had higher precision in mapping than regression with 10 markers. In a subsequent
study, Grapes et al. (Grapes et al., 2006) showed that the IBD method with 4-6 markers led
to higher precision than with 10 markers. In both these studies, markers were used in the
analysis even if they were fixed after 100 generations of random mating. Using only markers
that are segregating after 100 generations of random mating, Zhao et al. (Zhao et al., 2007)
studied power and precision of the regression and IBD methods under scenarios with different
marker spacing and percentage of phenotypic variance explained by QTL. Using four or six
markers gave best result for the IBD method for both power to detect and precision to map
a QTL, but regression with 1 SNP had even higher precision, except in one scenario where
the IBD method was better. The IBD method had higher power than regression, except for
two scenarios with higher marker density, where regression had the same or higher power than
the IBD method. Because results from regression were close to or better than those from the
IBD method, regression was used in this study to compare with the gene frequency model in
power and precision of QTL mapping. Calus et al. (Calus et al., 2008) compared the accuracy
of predicting breeding values in genomic selection for regression with 1 marker haplotypes, 2
markers haplotypes, IBD with 2 markers haplotypes and IBD with 10 markers haplotypes.
The marker density simulated in their study was 2343, 1166.4, 463.9 232.1 or 119 polymorphic
markers across 3 M genome, and heritability of the trait was 10 or 50%. Thus marker densities
in their study were much lower than in this paper. At lower marker densities, IBD with 10
markers always had the highest accuracy of estimated breeding values, and regression with
one marker had the lowest accuracy. As marker density increased, the difference in accuracies
decreased. However, at the highest marker density, when heritability was 10%, regression with
1 marker had the highest accuracy. Thus, since in this paper, marker densitites were much
higher, it is expected that the difference between the performance of regression and IBD method
would be negligible.
The least squares regression method with one SNP had slightly higher power than with two
SNPs for most of the scenarios studied. These results on LSR are consistent with those from
Zhao et al. (Zhao et al., 2007), who found that LSR with one SNP gave similar or higher power
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than with two SNPs, especially with high marker density. Unlike LSR, the gene frequency
model with two SNPs had similar or slightly higher power than the BGF with one SNP. Both
1- and 2-SNP BGF Models had power close to the 1- or 2-SNP regression methods.
LSR with two SNPs had similar or slightly higher precision of mapping QTL than with
one SNP. Grapes et al. (Grapes et al., 2004) found that regression with one SNP had better
precision than two SNPs, except for one scenario where they had the same precision. In their
study, 10 or 20 evenly spaced biallelic markers were simulated within a 2.25-9cM region in
the base population, and all markers were used for mapping after 100 generations of random
mating. This would result in some markers that are fixed, which wouldn’t contribute to the
analysis. However, in practice, uninformative SNPs will not be used in the analysis. In the
present study and in that by Zhao et al. (Zhao et al., 2007), only markers that were segregating
were chosen for analysis. Zhao et al. (Zhao et al., 2007) found that LSR with one SNP had
higher precision than LSR with two SNPs. This result is not in agreement with our results,
and may be due to the higher marker densities in our study, with 11, 21, 51 markers in a 1
cM region compared to 6, 10, 20 markers in an 11 cM region in the study by Zhao et al(Zhao
et al., 2007). With the higher marker density, LD would be stronger, thus regression on one
or two SNPs would not be much different, compared to lower marker density. BGF with two
SNPs gave similar or higher precision than with one SNP. Both 1- or 2-SNP BGF models had
higher precision than the 1- or 2-SNP LSR models. When marker density is high, sample size
and QTL variance are large, BGF and LSR models converge in both power and precision. In
the study by Calus et al. (Calus et al., 2008), difference in the accuracy of estimated breeding
values between IBD and regression method was lowest at the highest marker density.
The essential difference between the BGF and regression model is the heterogeneous variance
of the BGF residuals, which can be seen from (2.19). However, when pi is 0 or 1, as can be
seen from (2.9) and (2.10) ppi and p
m
i will also be 0 or 1 when haplotypes are known, which is
always true for one-marker haplotypes and was also assumed for two-marker haplotypes in this
paper. In this case, there is no heterogeneity of BGF residuals and the two methods will have
the same performance. When all elements in pi are 0 or 1, it implies complete LD between
marker and the QTL. However, analyses of high-density SNP data in livestock have shown that
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LD between adjacent marker loci is not complete (Andreescu et al., 2007; de Roos et al., 2008;
Hayes et al., 2009; Habier et al., 2010b).
One of the advantages of the gene frequency model is that it can be used to combine
linkage disequilibrium and cosegregation information for QTL mapping. However, here its
performance was studied only for the simple case with unrelated founder individuals, where
only LD contributes to the analysis. Thus in this case, the primary difference between the two
models is that in the gene frequency model residual variances are heterogeneous (see equation
(2.19)), whereas in the regression model residual variances are assumed homogeneous.
Another difference between these two models is the assumption of biallelic QTL in the
gene frequency model. This assumption is often made in Maximum Likelihood and Bayesian
QTL mapping methods for mixture models because it is a good approximation, although the
number of QTL alleles is unknown and difficult to infer in outbred populations (Hoeschele,
2007a). Biallelic QTL methods have been shown to successfully detect linkage for multiallelic
QTLs (Daw et al., 1999; Devlin et al., 1998; Gagnon et al., 2003; Wijsman et al., 2004). A
comparison between the performance of mutiallelic and biallelic analyses under multiallelic
modes of inheritance using the package Loki and the multiallelic version of Loki (maLoki) was
done by Rosenthal et al. (Rosenthal and Wijsman, 2010) using both simulated and real data.
For simulated data a four-generation pedigree with 98 individuals was simulated to detect the
linkage of a six-allele trait gene. Although the multiallelic analysis had better mixing and
convergence than the biallelic analysis, the biallelic analysis was better at detecting linkage,
and it had a lower bias in estimating the QTL position and the number of QTL. For real
data 8 pedigrees with 216 individuals were used to detect linkage of APOC3 gene with QTL
for high-density lipoprotein (HDL). Both biallelic and multiallelelic analysis had good mixing.
Both the biallelic and multiallelic analyses fitted one or more QTL with probability almost
one, while the probability of fitting two or more QTL was .27 for multiallelic analysis and .61
for biallelic analysis. However, the parameter estimates for the larger QTL were very similar.
And their estimates are close or the same in posterior mean, standard deviation and range of
total number of QTLs, and in posterior mean of QTL. Due to the good performance of biallelic
analysis and increased computational cost of multiallelic analysis, biallelic analysis can be a
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good approximation that computationally easier and more feasible. The BGF model, however,
can be extended to accommodate QTL with any specified or even unspecified number of alleles.
If the number of alleles is not specified, it can be made to be an unknown parameter in the
model with some prior distribution. But this will lead to more parameters that need to be
estimated, thus will affect the power and precision of the analysis.
The 2-SNP BGF performed slightly better with regard to power and precision of QTL
mapping than the 1-SNP BGF. It should be noted that the BGF method requires knowing
the haplotypes for founder individuals. Haplotypes at a single locus can be determined from
the genotype of the individual at this locus, the haplotypes for 2 or more loci cannot be
inferred from the genotypes of the individual at these loci. Thus for 2-SNP BGF in practice
haplotypes probabilities have to be calculated using genotypes of the individual, its ancestors
and descendents. In this study the simulated true haplotypes were used for 2-SNP BGF. Thus,
in practice, when haplotype probabilities are used, the slight advantage of 2-SNP BGF may
not persist.
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Table 2.1 Power to detect a QTL using the gene frequency model (BGF) and the least squares
regression model (LSR) with one marker (BGF1, LSR1) or two flanking markers
(BGF2, LSR2) for different variances explained by the QTL (% of phenotypic vari-
ance), marker spacing, and sample size. For the regression method, the critical
value for detecting a QTL was estimated by simulating data sets with no QTL and
computing the upper 10% quantile F-value from 1500 replications of F-tests. Power
was estimated by simulating 1500 data sets, each with one QTL, and calculating
the percentage of F-values that were larger than the estimated critical value. For
the gene frequency model, the estimate of QTL variance was used as the statistic to
calculate power. The critical value for this test was estimated by simulating data
sets with no QTL and computing the upper 10% quantile for the QTL variance
from 1500 replications. Power was estimated by simulating 1500 data sets, each
with one QTL, and calculating the percentage of estimates of QTL variance that
are bigger than the estimated critical value.
QTL Var marker spacing sample size BGF1 BGF2 LSR1 LSR2
% (cM)
2 0.1 200 0.40 0.40 0.40 0.39
2 0.05 200 0.42 0.42 0.42 0.41
2 0.02 200 0.43 0.43 0.41 0.40
2 0.1 500 0.67 0.72 0.78 0.76
2 0.05 500 0.74 0.76 0.79 0.77
2 0.02 500 0.77 0.77 0.77 0.74
5 0.1 200 0.71 0.74 0.77 0.74
5 0.05 200 0.75 0.76 0.79 0.78
5 0.02 200 0.75 0.77 0.78 0.78
5 0.1 500 0.95 0.97 0.98 0.98
5 0.05 500 0.97 0.98 0.99 0.99
5 0.02 500 0.99 0.99 0.99 0.99
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Table 2.2 Precision to map a QTL using the gene frequency model (BGF) and the least
squares regression model (LSR) with one marker (BGF1, LSR1) or two flanking
markers (BGF2, LSR2) for different variances explained by the QTL (% of pheno-
typic variance), marker spacing, and sample size. Mean absolute error of estimates
of QTL location was used as the statistic to quantify precision of QTL mapping.
Paired t-tests were done to test whether the pairwise differences between the BGF1,
BGF2, LSR1 and LSR2 are significant or not for all twelve different scenarios. The
results are based on 1500 simulating data sets. a,b,c,dWithin a row, means without
a common superscript differ (P < 0.05).
QTL Var marker spacing sample size BGF1 BGF2 LSR1 LSR2
% (cM) (cM) (cM) (cM) (cM)
2 0.1 200 0.18a 0.17b 0.23c 0.21d
2 0.05 200 0.19a 0.19b 0.23c 0.23c
2 0.02 200 0.21a 0.21b 0.25c 0.23d
2 0.1 500 0.15a 0.14a 0.19b 0.18b
2 0.05 500 0.15a 0.15b 0.17c 0.17c
2 0.02 500 0.16a 0.16b 0.18c 0.18c
5 0.1 200 0.15a 0.14b 0.19c 0.18c
5 0.05 200 0.16ab 0.15b 0.17ab 0.17ac
5 0.02 200 0.17a 0.16b 0.18c 0.17c
5 0.1 500 0.14a 0.14bc 0.16a 0.15ac
5 0.05 500 0.12a 0.11a 0.12bd 0.12cd




Figure 2.1 Likelihood plateau under high and low marker spacing. When there is not sufficient
information, the likelihood will not peak at the location of the QTL, but may have
a plateau centered at the QTL location. With the higher marker spacing, four
markers are on the plateau of the likelihood, of which two are inside bracket B.
Thus the QTL has probability 0.5 to be mapped inside bracket B. With lower
marker spacing, ten markers are on the plateau, of which six are outside and
four are inside bracket B. Thus the QTL has a higher probability to be mapped
outside than inside bracket B, which results in lower precision. However, when
there is sufficient information due to a larger number of observations or higher
QTL variance, the likelihood will be more peaked. Thus there is less probability
that the QTL will be mapped outside of bracket B, resulting in a higher precision
with a decrease in marker spacing.
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CHAPTER 3. A Bayesian gene-frequency method to combine linkage
disequilibrium and cosegregation information for mapping of QTL
A paper to be submitted to Genetical Research
Wei He, Rohan L.Fernando, Mehmet Z.Firat, Jack C.M.Dekkers
Department of Animal Science and Center for Integrated Animal Genomics
Iowa State University
3.1 Abstract
A Gene-Frequency (GF) model was proposed by Fernando to map quantitative trait loci
(QTL) by combining Linkage Disequilibrium (LD) and cosegregation (CS) information. A
Bayesian method (BGF) was developed to make inferences from this GF model. The Identity
by Descent (IBD) method of Meuwissen and Goddard is another method that combines LD
and CS information. But there are differences in how these two sources of information are
incorporated between the two methods. Computer simulation was used to compare the power
to detect and precision to map QTL by the BGF method using 1-SNP (BGF1) or 2-SNP
(BGF2) haplotypes and the IBD method using 6-SNP (IBD6) or 10-SNP (IBD10) haplotypes.
With markers and the QTL in LD or LE in the founders, the performance of the methods
was studied for scenarios with all combinations of QTL explaining 2 or 5% of the phenotypic
variance, sample size of 500 or 1000, and SNP spacing of 0.2, 0.1 or 0.05 cM. Performance of
the regression method using 1-SNP (LSR1) or 2-SNP (LSR2) haplotypes were also studied for
scenarios with phenotypic variance explained by QTL of 2%, sample size of 1000, and SNP
density of 0.2, 0.1 or 0.05 cM. BGF methods were shown to have higher power and precision
than IBD methods. Our results indicate that the BGF method is better than the IBD method
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at combining LD and CS information to map QTL. Further, results also indicate that regression
can capture CS information in addition to LD information.
3.2 Introduction
Two sources of information contribute to analyses of phenotypic and genetic marker data
on a quantitative trait to detect quantitative trait loci (QTL). They are 1) information from
the non-random association between allele states at markers and QTL, and 2) information from
the non-random association between allele origin or segregation indicators at markers and QTL
(Fernando, 2003). Analyses based on the first source are referred to as Linkage Disequilibrium
(LD) or association analyses and analyses based on the second as linkage or cosegregation (CS)
analyses. In this paper, analyses that combine information from both these sources will be
referred to as combined LDCS analyses. These methods can be classified into two groups.
Group I consists of methods where the distribution of the trait phenotypes is modeled as a
mixture of distributions due to segregation of the QTL linked to the markers (Zhao et al.,
1998; Xiong and Jin, 2000; Pe´rez-Enciso, 2003; Cantor et al., 2005; Lou et al., 2006). Group II
consists of methods where the distribution of the trait phenotypes is approximated by a single
normal distribution where the mean and covariance matrix are modeled in terms of the marker
information (Wang et al., 1998; Fulker et al., 1999; Meuwissen et al., 2002; Farnir et al., 2002;
Fan and Xiong, 2002; Fernando, 2003; Fernando and Totir, 2003a; Fan and Jung, 2003; Legarra
and Fernando, 2009).
Most of the methods that belong to group I rely on the Elston-Stewart algorithm (Elston
and Stewart, 1971) to compute the likelihood (Xiong and Jin, 2000; Cantor et al., 2005; Lou
et al., 2006). When the model contains other random effects such as a polygenic component, the
Elston-Stewart algorithm cannot be used to compute the likelihood efficiently without further
approximations (Bonney, 1992; Fernando et al., 1994; Stricker et al., 1996). Further, when the
pedigree is large and contains many complex loops, computing the likelihood by the Elston-
Stewart algorithm may become computationally infeasible(Lauritzen and Spiegelhalter, 1988).
Markov chain Monte-Carlo methods can accommodate models with a polygenic component
and pedigrees with complex loops (Pe´rez-Enciso, 2003). However, these methods also can be
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computationally very intensive. On the other hand, methods that belong to group II rely on
likelihood methods assuming a multivariate normal distribution (Fulker et al., 1999; Fan and
Xiong, 2002; Fan and Jung, 2003) for the trait phenotypes or equivalent mixed linear model
techniques (Wang et al., 1998; Meuwissen et al., 2002; Farnir et al., 2002; Fernando, 2003;
Fernando and Totir, 2003a; Legarra and Fernando, 2009), and thus, can accommodate models
with other random effects such as a polygenic component and general pedigrees with complex
loops (Wang et al., 1998; Meuwissen et al., 2002; Farnir et al., 2002; Fernando, 2003; Fernando
and Totir, 2003a; Legarra and Fernando, 2009).
In some of the methods that belong to group II, LD information contributes to the analysis
only through the modeling of the mean of the QTL effect (Fulker et al., 1999; Fan and Xiong,
2002; Fan and Jung, 2003). Since the genetic variance at the QTL is a function of the con-
ditional QTL gene frequency, LD information should also contribute to the analysis through
the modeling of the QTL variances (Wang et al., 1998; Fernando, 2003; Fernando and Totir,
2003a; Legarra and Fernando, 2009). Fernando and Totir (2003a) and Legarra and Fernando
(2009) fitted a different mean and variance for the QTL depending on each marker haplotype.
However, the mean and variance at the QTL are determined by the gene frequency and the sub-
stitution effect at the QTL. Thus, Fernando (2003) proposed fitting a different gene frequency
for each marker haplotype and computing the mean and variance at the QTL as a function
of the gene frequency and the substitution effect at the QTL. This models the dependence
between the QTL means and variances conditional on the observed marker data. One of the
problems with these models is that the number of LD parameters increases exponentially with
the number of markers in a haplotype. To overcome this problem, coalescent theory has been
used to model the association between the QTL and the marker haplotypes as a function of a
few population genetic parameters such as the age of the mutation, the mutation rate and the
effective population size. (McPeek and Strahs, 1999; Meuwissen and Goddard, 2000; Morris
et al., 2000; Pe´rez-Enciso, 2003; Zo¨llner and Pritchard, 2005).
In methods that belong to group I, CS information contributes to the analysis through the
modeling of the transmission of the QTL and marker alleles from parents to offspring, which
is a function of the recombination rate between these loci. In methods that belong to group
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II, CS information contributes to the analysis through the modeling of covariances between
individuals at the QTL, conditional on the observed marker information. Chevalet et al. (1984)
were the first to propose this idea to map QTL using pedigree data. Deterministic and Monte-
Carlo algorithms were given to compute the probability that QTL alleles are identical by
descent (IBD) conditional on marker genotypes. In animal breeding, more efficient recursive
algorithms have been developed for codominant markers and additive gene action (Fernando
and Grossman, 1989; Goddard, 1992; Wang et al., 1995). These methods have been extensively
reviewed by Hoeschele (2007b). In human genetics, other approaches are used to compute
the conditional covariances at the QTL given marker genotypes under additive and dominant
gene action (Lander and Kruglyak, 1995; Davis et al., 1996; Almasy and Blangero, 1998b;
Fulker et al., 1999). These IBD methods have been used for genetic evaluation (Fernando and
Grossman, 1989; Wang et al., 1995) and QTL mapping (Hoeschele et al., 1997).
In animal breeding a widely-used method for combining LD and CS (LDCS) captures both
LD and CS information by modeling covariances (Meuwissen et al., 2002; Lee and Van der Werf,
2006; Sahana et al., 2008; Druet et al., 2008; Yu et al., 2008; Heuven et al., 2009). The LD
information contributes to the analysis through the covariances between founder alleles, and CS
information contributes to the analysis through the covariances between non-founder alleles.
These covariances were modeled using identical-by-descent (IBD) probabilities at the QTL
conditional on the marker and pedigree information. Henceforth this method will be referred
to as the IBD method. This is the only method that belongs to group II where LD information
contributes to the analysis through modeling covariances. In all of the other methods that
belong to group II, LD information contributes to the analysis through modeling either means
or means and variances.
In this paper, we will study how Bayesian LDCS analysis can be used to fine map a QTL
under the model proposed by Fernando (2003), where the means and variances at the QTL
are modeled as a function of the QTL allele frequency conditional on the marker information
and the QTL substitution effect. Henceforth, this Bayesian analysis will be referred to as the
Bayesian, gene-frequency (BGF) method.
In this study, power to detect a QTL within a chromosome segment and precision to map
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that QTL are compared for BGF and IBD methods, using computer simulation. When LD
between markers and the QTL is incomplete, both LD and CS information contribute to the
analysis (He et al., 2010). Thus, the two methods are first compared under incomplete LD. In
the discussion section we will show that in the IBD method, partitioning of LD and CS infor-
mation depends entirely on the marker information. On the other hand in BGF, partitioning
of LD and CS information depends on the marker and phenotypic information. To examine
this potential advantage of BGF over the IBD method, the two methods are also compared
when markers and the QTL are in LE.
The simplest methods for capturing LD information are based on regression of phenotypes
on marker haplotypes (Long and Langley, 1999; Meuwissen et al., 2001; Grapes et al., 2004).
However, it has been recently shown that these simple regression methods also capture pedigree
(Habier et al., 2007) and CS (Luan et al., 2010) information. Thus, a regression method is also
considered.
3.3 Materials and Methods
3.3.1 Gene-frequemcy (GF) model
In a previous paper by He et al. (2010), we have presented a Bayesian analysis under the
gene-frequency model and a simulation study on unrelated founder individuals. Therefore
only a brief description of the gene-frequency model will be given here. Suppose a QTL is to
be mapped using biallelic single nucleotide polymorphism (SNP) markers, this QTL will be
referred to as the marked QTL (MQTL). Other QTLs that are assumed to be unlinked to the
markers will be referred to as residual QTL (RQTL). Assuming that QTLs are additive, trait
phenotypic values of individuals can be modeled as
y = Xβ +ZQµ+Zu+ e, (3.2)
where y is the vector of trait phenotypic values, β is a vector of non-genetic fixed effects, µ is
the QTL substitution effect, which is half the difference between genotypes Q2Q2 and Q1Q1,
u is the vector of the sum of additive effects of all RQTL, e is a vector of residuals, and X
and Z are known incidence matrices. Given data from p animals, the incidence matrix Q will
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have p rows and a single column, with row i of Q containing the number of Q2 alleles carried
by animal i. However, genotypes at the QTL are not observed, thus Q is an unknown matrix.
Since the incidence matrix of a mixed linear model has to be known, we can use Qˆ to denote
E(Q|M), which is known given marker information, and the model can be rewritten as
y = Xβ +ZQˆµ+Za+Zu+ e. (3.3)
This way all the incidence matrices in this model are known. Due to the fact that the inverse
of the covariance matrix for a is not sparse, its computation is not efficient. If Za is written
as Wv, where
ai = vmi + v
p
i ,
then covariance matrix, Σv, for v becomes sparse and its inverse can be calculated efficiently
using a simple recursive formula (Fernando and Totir, 2003b). Gametic effects vmi and v
p
i are
the deviation of additive effects of the maternal and paternal QTL alleles of individual i from
the mean Qˆµ given marker data, and W is a known incidence matrix relating v to y. The
calculation of Qˆ will be shown below. The mean of QTL effects is Qˆµ, where row i of Q has
the number of Q2 alleles carried by animal i. Thus, the ith element of Q is the sum of two
Bernoulli variables and has expected value:




pmi = Pr(SQ(m, i) = Q2|M), ppi = Pr(SQ(p, i) = Q2|M),
and SQ(m, i) is the maternal QTL allele state and SQ(p, i) the paternal QTL allele state of
individual i. These probabilities depend on the location l of the QTL relative to the markers.
Let FQ(m, i) = Hj denote the event that the maternal QTL allele of individual i originated in





Pr(FQ(m, i) = Hj |M)pij , (3.5)
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where pij is the conditional probability that a founder with marker haplotype Hj has QTL allele
Q2. Similarly, p
p




Pr(FQ(p, i) = Hj |M)pij . (3.6)
For a nonfounder individual i, pmi can be calculated as
pmi = Pr(Q
m
i ← Qmd |M)pmd + Pr(Qmi ← Qpd|M)ppd, (3.7)
where Pr(Qmi ← Qmd |M), denoted as mPDQ, is the conditional probability that the maternal
QTL allele of animal i is its dam’s maternal allele, and Pr(Qmi ← Qpd|M), which is equal to




i ← Qms |M)pms + Pr(Qpi ← Qps|M)pps, (3.8)
where Pr(Qpi ← Qms |M), denoted as pPDQ, is the conditional probability that the paternal
QTL allele of animal i is its sire’s maternal allele and Pr(Qpi ← Qps|M), which is equal to
1-pPDQ, is the conditional probability that it is the sire’s paternal allele.
In this GF model, disequilibrium information contributes to modeling the mean of QTL
effects. When markers and the QTL are in disequilibrium, marker and QTL allele states are
not independent, thus elements in vector pij are not all equal, which means that the condi-
tional probability of a Q2 allele on a founder haplotype does depend on the marker haplotypes.
However, when markers and the QTL are in equilibrium, marker and QTL allele states are
independent, thus elements in vector pij are all equal, which means that the conditional proba-
bility of a Q2 allele on a founder haplotype does not depend on the marker haplotypes and pij
= Pr(Q2) for all j. Because
∑
j
Pr(FQ(m, i) = Hj |M) =
∑
j
Pr(FQ(p, i) = Hj |M) = 1, (3.9)
from equations (3.4), (3.5) and (3.6), it can be shown that





Thus, based on equations (3.4) and (3.10) each row of Qˆ is a constant that is equal to twice
the frequency of the QTL.
Cosegregation information contributes to modeling the covariances of QTL effects. Since
the gametic value vmi is the product of a Bernoulli variable with probability parameter p
m
i and
µ, the variance of vmi is
Var(vmi ) = µ
2pmi (1− pmi ), (3.11)
and similarly, the variance of vpi is
Var(vpi ) = µ
2ppi (1− ppi ). (3.12)
When markers and the QTL are in equilibrium, pmi = p
p
i = Pr(Q2) and thus the variance
of QTL gametic values does not depend on the marker genotypes. However, when markers
and the QTL are in disequilibrium, pmi and p
p
i and thus the variance of QTL gametic values
do depend on the marker genotypes. These variances constitute the diagonal elements of the
covariance matrix Σv of the vector of gametic values.
To compute the off-diagonal elements of Σv, we use the following recursive formula given
by Fernando and Totir (2003b):
Cov(vmi , v
p
k|M) = Pr(OQ(m, i) = m|M)Cov(vmd , vpk|M)
+ Pr(OQ(m, i) = p|M)Cov(vpd, vpk|M),
(3.13)
where OQ(m, i) = m denotes the event that the maternal QTL allele of individual i originates
from its dam’s maternal allele, and OQ(m, i) = p denotes the event that the maternal QTL
allele of individual i originates from its dam’s paternal allele. The conditional allele origin
probabilities, Pr(OQ(m, i) = m|M) and Pr(OQ(m, i) = p|M), depend on marker genotypes
regardless of the level of disequilibrium between the marker loci and the QTL due to cosegre-
gation of marker and QTL alleles. Thus, equation (3.13) shows that cosegregation information
contributes to modeling covariances between QTL gametic values.
3.3.2 Bayesian inference
In this paper we extend the Bayesian analysis of the gene-frequency model described in He
et al. (2010) to accommodate related individuals from an outbred population. The parameters
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in the gene-frequency model are: β, v, u, pi, µ, σ2e and QTL location l. Except for u and v,
priors for these parameters from He et al. (2010) are also used here, and therefore only a brief
description of these priors is given here.
Following common practice, a flat prior is used for the fixed effects β, and a scaled inverted
chi-square distribution with degree of freedom υe and scale parameter S2e is used for the residual
variance σ2e . A normal distribution with null mean and variance σµ is used for the effect of the
biallelic QTL µ. Recall that pi is the vector of conditional probabilities for the Q2 allele at the
QTL given marker haplotypes. The prior for logit transformed pi, x, is a multivariate normal






























[log pii1−pii ] is the Jacobian of the transformation. A discrete uniform prior was
used for location of the QTL l. The prior for random gametic deviations is a normal distribution







Σv is calculated as equations (3.11), (3.12) and (3.13),. The prior for the polygenic effect is a








Σu = Aσ2u, (3.17)
and A is the pedigree relationship matrix (Sorensen and Gianola, 2002) .
The joint posterior density of all parameters can be written as the product of the conditional
probability density of the phenotypes given all the parameters and the prior probability density
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functions of the parameters:
f(β,v,u,pi, µ, σ2e , l|y) ∝f(y|β,v,u,pi, µ, σ2e , l)f(β)f(v|pi, µ)f(u)
f(pi)f(µ)f(σ2e)f(l)
(3.18)
The objective of this analysis is to infer the location of the QTL in a chromosomal segment.
This requires constructing the posterior distribution for the location parameter, which involves




f(β, v, u,pi, µ, σ2e , l|y)d(β, v, u,pi, µ, σ2e). (3.19)
Trait phenotypic values are assumed to be normally distributed given all other parameters:
y|β,v,u,pi, µ, σ2e , l ∼ N(Xβ +ZQˆµ+Wv +Zu,R), (3.20)
and thus equation (3.19) can be written as





































By collecting terms with θ = [β,u,v], equation (3.21) can be rearranged as








[(y −ZQˆµ)′R−1(y −ZQˆµ)− θˆCθˆ]} exp{−1
2



























θˆ = C−1U ′R−1(y −ZQˆµ), (3.23)
U = [X,W ,Z],
C =

X ′R−1X X ′R−1W X ′R−1Z
W ′R−1X W ′R−1W + Σ−1v W
′R−1Z
Z ′R−1X Z ′R−1W Z ′R−1Z + Σ−1u
 ,
and R is the residual variance matrix, which is equal to Innσ2e , with n being the number of
observations in the data set (Sorensen and Gianola, 2002). Thus,
f(pi, µ, σ2e , l|y) =
∫
θ








































































Other parameters, pi, µ and σ2e , were integrated out numerically using MCMC. Since equation
(3.24) is not a standard density, the Metropolis-Hasting algorithm will be used to sample them.
The proposal distribution for the logit transformed pi, x, is a multivariate normal distri-








(xk − xk−1)′Σxprop−1(xk − xk−1)}. (3.25)
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where m is the size of vectors x and pi. The variance covariance matrix Σxprop was set to
Iσ2x, with σ
2
x sufficiently small such that x will be sampled in the neighborhood of the previous
sample. The proposal distributions of µ and σ2e were taken to be normal with mean equal
to the value from previous sample and variance sufficiently small to ensure sampling in the






}, η = µ, σ2e . (3.26)
Then, QTL location, l, is estimated by the posterior mean of f(l|y),
ΣLl=1lf(l|y), (3.27)
with L denoting the total number of marker brackets on the chromosome.
3.3.3 Identity-by-descent (IBD) method
In the IBD method to combine LD and CS information proposed by Meuwissen et al. (2002)
phenotypic values are modeled as
y = Xβ +Zh+ e, (3.28)
where y is the vector of phenotypic values, h is the vector of QTL gametic effects associated
with different marker haplotypes, Z is the incidence matrix relating the gametic effects to each
record, e is the vector of residuals. The variance of residuals is Var(e) = Iσ2e , where I is
an identity matrix. The variance covariance matrix of h is Hpσ2h, where σ
2
h is the variance
contributed by QTL, Hp is the matrix of IBD probabilities of the QTL alleles at position
p given marker haplotypes. By making assumptions about the effective population size and
number of generations since mutation at the QTL, Meuwissen and Goddard (2001) derived a
method to predict the IBD probabilities of base haplotypes from marker genotypes, which is
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based on a simplification of the coalescence process (Hudson, 1991). In their method, the IBD
probability between two founder haplotypes only depends on the number of consecutive loci
surrounding the putative QTL location that are identical in state. For example, if Q stands
for an allele at the QTL locus, haplotypes (01001100Q11110010) and (11100100Q11111010)
have three and four identical markers to the left and right side of the QTL respectively. This
way haplotype pairs can be classified into groups according to the number of identical markers
to the left and right of the QTL, and haplotype pairs in the same group yield the same IBD
probabilities. With an increase in the number of identical marker alleles, the IBD probability
of two gametes increases and vice versa. The IBD probabilities between the marker haploytpes
of later generations are calculated using the Fernando and Grossman approach (Fernando and
Grossman, 1989), which accounts for the cosegregation information from the pedigree.
The residual log likelihood of data assuming multivariate normality is
L(Hp, σ2h, σ
2




(MEYER and SMITH, 1996), where βˆ and hˆ are solution to Henderson’s mixed model equations
(Henderson, 1984) corresponding to the mixed linear model given by equation (3.28), and C
is the coefficient matrix of mixed model equations. Since Hp varies for different locations of
QTL, QTL position is estimated to be the position where L(Hp, σˆ2h, σˆ
2
e) reaches its maximum.
Grapes et al. (2006) have studied the effect of predicting IBD based on haplotypes consisting
of 1, 2, 4, 6 and 10 markers for the IBD method for fine mapping QTL, assuming there was
one QTL in the middle of a segment of 2.25-9 cM on which 10 biallelelic markers were evenly
spaced. It was shown that haplotypes of of 4 or 6 markers resulted in the highest precision for
mapping, although IBD probabilities were most accurate when all 10 markers were considered.
Zhao et al. (2007) has compared the performance of the IBD and regression method on both
power and precision of QTL mapping. One QTL was assumed to be in the middle of a 11-cM
region with 638 segregating SNPs and haplotypes consisting of 1, 2, 4, 6, 8 markers were used
for the IBD method. It was shown that use of haplotypes of 4 or 6 markers in the IBD method
resulted in the highest power and precision for mapping QTL. Based on those previous studies
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IBD method with haplotypes consisting of 6 or 10 markers were studied in this paper.
3.3.4 Regression method
The regression on SNP genotypes method to map QTL has been described by Long and
Langley (1999); Meuwissen et al. (2001); Grapes et al. (2004). Regression based on 1, 2 and 4
markers has been compared to the IBD method in power and precision for QTL mapping using
data with unrelated individuals by Zhao et al. (2007). Regression based on one marker or two
flanking markers has been compared to GF method in power and precision for QTL mapping
by He et al. (2010). The regression model is
yi = β + Σnj=1bjgij + ei, (3.29)
where bj is the effect of genotype j on phenotype, and gij is the copy number of haplotype j of
individual i. In mapping based on one marker, the hypothesis H0: b0 = b1 vs Ha: b0 6= b1 is
tested because there are only two possible haplotypes, and in mapping based on two flanking
markers tests, the hypothesis H0: b00 = b01 = b10 = b11 vs Ha: b00 6= b01 or b00 6= b11 or
b01 6= b11 is tested because there are four possible haplotypes. The QTL was estimated to be
at the marker with the smallest p-value for regression on one marker or in the middle of the
marker bracket with the smallest p-value for regression on two flanking markers.
3.3.5 Simulation
Computer simulation was used to compare the BGF and IBD methods for the power to
detect and the precision to map QTL. Two thousand biallelic loci, spaced either 0.02, 0.01 or
0.005 cM apart, were simulated. There was a QTL at every tenth locus, resulting in a total
number of 200 QTLs, and all remaining loci were markers. In the first generation, all alleles
were sampled independently from a Bernoulli distribution with probability 0.5, which generates
a population that is in Hardy Weinberg and linkage equilibrium. Given the parents, alleles of
offspring were sampled according to Mendelian inheritance, where, as in Habier et al. (2007),
recombination was modeled using the binomial map function (Karlin, 1984) and the mutation
rate was set to be 2.5 ∗ 10−5.
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Data with two LD scenarios were simulated. In the first scenario, a population with size 500
was random mated to produce 500 offspring for each of 1000 generations. Then the population
was reduced to size 100 and random mated for 50 generations. This strategy attempts to mimic
the decrease of effective populations sizes in livestock populations due to breed formation and
artificial breeding (Hayes et al., 2003). Following this, a five generation pedigree was generated
by mating each of 10 randomly chosen males with 3 randomly chosen females to generate 4 male
and 4 female offspring from each mating. This generates a pedigree where LD is created by drift
between loci in the founders. In the second scenario, a five generation pedigree was generated
as described above, except that alleles in the the founders were independently sampled from
a Bernoulli distribution rather than sampled from parents, with LD created by drift between
loci.
The following strategy was used to select loci that were segregating in the founder generation
of the pedigree. Starting from the first locus, each set of 10 consecutive loci was grouped into
a locus bin. Thus, there were altogether 200 bins on the simulated chromosomal segment. A
marker with allele frequencies closest to 0.5 was selected out of the 10 loci in each bin in the
final generation. Thus segregating markers with approximate spacing of either 0.2, 0.1 or 0.05
cM were generated. The QTL that had allele frequencies closest to 0.5 was identified out of the
200 QTLs. The 2 cM segment, where the identified QTL was located at 0.5 cM from the left
first marker, was identified. The QTL was not simulated at the center of the segment because
it is known that some methods are favored when the QTL is at the center of the chromosomal
segment (Grapes et al., 2004). In the identified segment, only the selected segregating markers
were used in our mapping study. The number of markers, k, in this segment was 11, 21, or 41
when marker spacing was 0.2, 0.1, or 0.05 cM. All combinations of sample size (500 or 1000),
percentage of phenotypic variance explained by the QTL (2% or 5%) and SNP spacings (0.2, 0.1
or 0.05 cM) were simulated for the scenario when markers and QTL are in LD in the founders.
Sample size (1000), percentage of phenotypic variance explained by the QTL (2%) and SNP
densities (0.2, 0.1 or 0.05 cM) were simulated for the scenario when markers and QTL are in
LE in the founders.
Precision of QTL mapping was quantified by mean absolute error of estimates of QTL
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location. Power to detect the QTL was quantified as follows. For the BGF method, the
estimates of QTL variance were used as the test statistic for QTL detection. Data sets were
simulated under H0: no QTL in the segment, QTL variances were estimated from those data
sets, and the critical value for this test was estimated by computing the upper 10% quantile
for the estimates of QTL variance from 200 replications. Then, data sets were simulated under
Ha: there is one QTL on the segment and QTL variances were estimated from those data
sets. Power was calculated by computing the percentage of the estimates of QTL variance
that are larger than the estimated critical value. For the IBD method, maxp L(Hp, σ2h, σ
2
e) was
used as the test statistic for QTL detection. For the regression method, p-value was used as
the test statistic. Similar to BGF, the critical value for this test was estimated by simulating
data sets under H0 and computing the upper 10% quantile for the maxp L(Hp, σ2h, σ
2
e) from
200 replications. Power was estimated by simulating data sets under Ha, and calculating the
percentage of test statistics larger than the estimated critical value. In this study the simulated
true haplotypes were used for 2-SNP BGF and IBD methods.
3.4 Results
When markers and the QTL are in LD, power to detect QTL and precision to estimate
QTL location for the BGF method using one SNP haplotypes (BGF1) and two SNP haplotypes
(BGF2), IBD method using six SNP haplotypes (IBD6) and ten SNP haplotypes (IBD10) are
given in tables 3.1 and 3.3; results for the regression method using one SNP haplotypes (LSR1)
and two SNP haplotypes (LSR2) are given in table 3.2 and 3.4. When markers and the QTL
were sampled independently in the founders, power to detect QTL and precision to estimate
QTL location for BGF1, BGF2, IBD6, IBD10, LSR1, and LSR2 methods are given in tables
3.5 and 3.6. These results are described below.
When markers were in LD with the QTL, under all scenarios studied, BGF methods had
higher power than IBD methods. From table 3.2, , power of methods LSR1 and LSR2 hardly
changed across the three different marker spacings. Power generally increased for BGF1, BGF2,
IBD6 and IBD10 analyses with an increase in the number of observations in the data set or
with an increase in the percentage of phenotypic variance explained by the QTL when the
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other factors were held constant. When the number of observations in the data set was 500 or
the QTL explained 2% of phenotypic variance, power didn’t always increase with a decrease
in marker spacing for all the analyses. Since we are trying to detect the QTL within a 2 cM
chromosome region, when marker spacing decreased from 0.2 to 0.1 and 0.05 cM, the number
of tests undertaken increased from 10, 20 to 40. Thus the decrease of power with a decrease
in marker spacing may be due to an increase in the number of tests that have been done
to detect a signicant QTL within the chromosomal segment. However, when the number of
observations in the data set was 1000 and the QTL explained 5% of phenotypic variance, power
increased with a decrease in marker spacing. Method BGF1 had greater or similar power than
BGF2, and method IBD6 had almost the same power as the IBD10. Method LSR1 had slightly
higher power than LSR2 and it also had the highest power among all methods under the three
scenarios studied.
When markers were in LD with the QTL, under all scenarios studied, method IBD6 had
higher precision than IBD10, whereas BGF1 and BGF2 had almost the same precision. Methods
BGF1 and BGF2 had higher precision than IBD6 and IBD10 under all scenarios simulated.
From table 3.3 it can be seen that for methods BGF1, BGF2, IBD6 and IBD10, precision of
mapping QTL generally increased with an increase in the percentage of phenotypic variance
explained by the QTL or the number of observations in the data set when holding other factors
constant. For the three scenarios when QTL explained 2% of phenotypic variance and the
number of observations in the data set was 500, precision of QTL mapping of BGF1, BGF2,
IBD6 didn’t always increase a the decrease in marker spacing, ie, denser marker maps. A
similar result was seen in an earlier study with founder individuals only (He et al., 2010) and a
detailed explanation has been given there. Briefly, when there is less information in the data,
for example, the sample size is smaller or the QTL only explains a smaller proportion of the
genetic variance, the likelihood will be less peaked, i.e., the likelihood in the marker bracket
that contains the QTL is not much different from the likelihood in the neighboring bracket, thus
decreasing marker spacing does not necessarily improve the precision for mapping the QTL.
However, when there is more information in the data, for example, the sample size is larger or
the QTL explains a larger proportion of the genetic variance, the likelihood will be more peaked,
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i.e., likelihood in the marker bracket that contains the QTL is higher than the likelihood in the
neighboring bracket, thus decreasing marker spacing will provide more information in mapping
the QTL. From table 3.4, the precision of methods LSR1 and LSR2 hardly changed across the
three different marker spacings. They also had about the same precision as BGF1 and BGF2
methods when marker spacing was 0.2 and 0.1 cM, and had lower precision than BGF1 and
BGF2 methods when marker spacing was 0.05 cM. However, methods LSR1 and LSR2 had
higher precision than methods IBD6 and IBD10 under the three scenarios studied.
Power and precision of BGF1, BGF2, IBD6, IBD10, LSR1, LSR2 methods when
markers and the QTL are in LE in the founders:
Power and precision of all methods are given in tables 3.5 and 3.6.
Under all scenarios studied, BGF methods had higher power than IBD methods. When
marker spacing was 0.2 or 0.1 cM, method BGF1 had highest power among all methods, whereas
when marker spacing was 0.05 cM, method LS2 had the highest power. Similar to cases with
high LD, power didn’t increase with a decrease in marker spacing, which was explained in detail
earlier. Method BGF1 had a greater or similar power as BGF2, methods IBD6 and IBD10 had
same or close power, and method LS2 had higher power than LS1.
Under all scenarios studied, BGF method had higher precision than IBD and LSR method.
Under marker spacing 0.2 and 0.1 cM, LSR had precision close to IBD method, whereas under
marker spacing 0.05 cM, LS had lower precision. Similar to cases with high LD, precision
also didn’t increase with the decrease of marker spacing, which was explained in detail earlier.
When marker spacing was 0.2 cM, IBD6 had higher precision than IBD10 method. When
marker spacing was 0.1 cM or 0.05 cM, IBD10 had higher precision than IBD6 method. When
marker spacing was 0.2 or 0.1 cM, LSR1 had higher precision than LSR2 method. When marker
spacing was 0.05 cM, LSR1 had higher precision than LSR2 method.
3.5 Discussions
The GF and IBD methods discussed in this paper are both methods that combine LD and
cosegregation information for fine-scale mapping of QTL. But there are differences in how these
two methods partition LD and CS information. These differences are discussed in detail below.
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One difference between these two methods is that in the GF method, the LD information
is incorporated into the model through the modeling of the QTL gene frequency conditional
on marker information. The different gene frequencies at the QTL associated with the differ-
ent haplotypes can lead to different means and variances for the gametic value of the QTL.
Cosegregation information is incorporated into the model through the covariance matrix of the
gametic values of the QTL. The gametic values among founder individuals are assumed to be
uncorrelated, and the different means and variances of the gametic values come from the LD in-
formation that contribute to the analysis. Non-zero covariances only exist among the gametic
values of nonfounder individuals or between the gametic values of nonfounder and founder
individuals, and the different covariances of the gametic values come from the cosegregation
information that contribute to the analysis. In the IBD method, all information for mapping,
including both LD and cosegregation, are incorporated into the model through a matrix Hp,
which is the covariance matrix of the gametic values conditional on the surrounding markers at
a putative QTL position p when multiplied by a scalar variable σ2h. The gametic values among
founder individuals are correlated, and the non-zero covariances among the gametic values of
founder individuals come from the LD information that contribute to the analysis. The covari-
ances of the gametic values among nonfounder individuals or between founder and nonfounder
individuals come from the cosegregation information that contribute to the analysis.
Another difference between the two methods is that for the GF method, in addition to the
marker data, phenotypic data also contribute to modeling of the covariance matrix of gametic
values. This can be seen by noting that both phenotypic and marker information are used to
estimate the conditional QTL allele frequencies, pi, given marker haplotypes. As can be seen
from equations (3.5) through (3.13) variances and covariances of gametic values are functions
of pi. Briefly, the variances on the diagonal of the covariance matrix depend on the conditional
QTL allele frequencies and the QTL substitution effect µ. The off-diagonal elements of the
covariance matrix, which are covariances, are computed by the tabular method (Fernando and
Grossman, 1989). Thus any non-zero off-diagonal element originates from a diagonal element
which is variance, and so the covariances also depend on pi. However, for the IBD method,
only the marker data contribute to the modeling of the IBD matrix and thus the covariance
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matrix between gametic values (Meuwissen and Goddard, 2000). Phenotypic information only
determines the scalar variable σ2h, but not the structure of the covariance matrix Hp. The
different QTL gene frequencies associated with different haplotypes are not reflected in the
structure of the covariance matrix.
A third difference is that for the GF method phenotypic and marker information determines
the partitioning of LD and CS information for mapping. As stated above, the conditional QTL
allele frequencies, pi, are estimated from the marker and the phenotypic data. The level of
LD between markers and the QTL is reflected through the values of pi, which determines
the contribution of information from LD and cosegregation. However, for IBD method, as
stated above, LD information is incorporated through the covariance between gametic values of
founder individuals, the calculation of which depends on assumptions about effective population
size and the number of generations since the base population. Thus, the partition of information
for mapping into LD and cosegregation also depends on those assumptions. The pedigree in
figure 3.1 will be used to better illustrate these differences below.
Let’s assume the haplotypes of the two markers that flank the QTL are known, the two
markers are 1 cM apart, and a QTL is placed at the midpoint between the markers. For
individual 3, the pPDQ = 0, which means the paternal allele of individual 3 can be traced to
its father’s paternal allele with probability 1, and the mPDQ = 0.5, which means the maternal
allele of individual 3 can be traced to its mother’s paternal allele with probability 0.5. For
individual 4, the pPDQ = mPDQ = 0.5.







are calculated based on the number of marker alleles that are consecutively identical by state
(IBS) to the left and to the right of the QTL (Meuwissen and Goddard, 2000). The IBD




4 , are calculated
using the tabular method by Fernando and Grossman (1989). For ease of comparison to the
GF method, σ2h is chosen to be 0.21. The covariance matrix is the IBD matrix multiplied by
σ2h, which is given in table 3.7.
For the GF method, the QTL effect is decomposed into the expected genotypic value at
the QTL given marker information and the deviation of the genotypic value from this expec-
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tation. As explained earlier, the covariance matrix between gametic deviations depend on the
conditional QTL allele frequencies pi and QTL substitution effect µ. When markers are in LE
with the QTL, every element in the pi vector would be the same. Let’s consider the case when
pi00 = pi01 = pi10 = pi11 = 0.3, assuming µ is equal to 1. In this case, covariance matrix Σv is
given in table 3.8.
When marker and QTL are in LD, elements in the pi vector would not be the same. Let’s
consider the case when pi00 = 0.2, pi01 = 0.6, pi10 = 0.5, pi11 = 0.9. In this case, covariance
matrix Σv is given in table 3.8.
Below, we discuss the differences between the two methods by comparing the single covari-
ance matrix for the IBD method with the two covariance matrices of the GF method. First,
as we stated, for the GF method, LD information is incorporated into the different means and
variances of the gametic values of the QTL through the conditional QTL gene frequencies given
marker data. Thus, differences in level of LD between markers and the QTL will be reflected
in the different means and variances of the gametic values of the QTL. This can ben seen from
the different variances for the two cases when markers and the QTL are in LE and LD in table
6 and 7 respectively. When markers and QTL are in LE, the diagonals of the covariance matrix
Σv are the same (table 3.8), because in this case, markers don’t provide any information about
the gene frequencies at the QTL, thus all information for mapping comes through modeling
covariances of the gametic values. However when markers and the QTL are in LD, the mean
and the variances of the gametic values of the QTL are not the same (table 3.9), and thus these
differences contribute to the analysis. Besides, all founder gametic values for the GF method
are also assumed to be uncorrelated, which is consistent with the conventional linkage analysis
mapping by the variance component method (Hoeschele et al., 1997). For IBD method, LD
information is incorporated into the variances between gametic values of founders. However,
differences in level of LD between markers and the QTL can not be reflected by different vari-
ances of the gametic values of the QTL. As can be seen from table 3.7, the covariance matrix
of the gametic values are the same for the two cases studied regardless of whether markers and
the QTL are in LE or LD. In addition, all gametic values of founders are correlated which is
different from the conventional linkage analysis.
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Secondly, for the GF method, the level of LD between markers and the QTL is captured
by the conditional QTL allele frequencies pi, which depends on the phenotypic information.
For the case when markers and the QTL are in LE, elements in pi have equal value, which
means that conditional QTL gene frequencies are the same regardless of marker haplotypes.
For the case when markers and the QTL are in LD, elements in pi do not have equal value,
which means that conditional QTL gene frequencies depend on marker haplotypes. Different
pi values can lead to different means and variances of QTL gametic values, as can be seen from
the differences between the covariance matrices in table 6 and 7. Thus phenotypic information
can exert an influence on the modeling of covariances of the gametic values. For the IBD
method, the covariance matrix of gametic values is the same for the two cases when markers
and the QTL are in LE or LD. Thus phenotypic information can only determine the value of
the covariance matrix up to a constant, σ2h, but it can not exert any influence on the modeling
the structure of the covariances of the gametic values.
Thirdly, for the GF method, phenotypic and marker information determines the partitioning
of all information for mapping to LD or cosegregation through the values of the conditional
QTL allele frequencies pi. When markers and the QTL are in complete LD, elements of pi
only take values of either 0 or 1. In this case, from equations (3.5), (3.6), (3.11) and (3.12),
it can be seen that variances of gametic values become 0, and covariances also become 0
because they are calculated by the tabular method. Thus all information for mapping comes
through modeling the means of the gametic values. Here, only LD information will contribute
to the analysis. When markers and the QTL are in incomplete LD, elements of pi take values
between 0 and 1, and variances of QTL gametic values, which are the diagonal elements of the
covariance matrix Σv, are not 0 and differ between QTL gametes, as shown in table 3.9. Thus
part of the information for mapping comes through modeling the means and variances of the
gametic values (LD information), and another part comes through modeling the covariances
of the gametic values (CS information). Here, both LD and cosegregation information will
contribute to the analysis. When markers and the QTL are in LE, elements of pi all take the
same value, and means and variances of QTL gametic values are also the same, as shown in
table 3.8. Thus, these means and variances don’t provide any information for mapping. In
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this case, only cosegregation information will contribute to the analysis. In summary, levels of
LD and partitioning of LD and CS information depend on the values of pi. Highly variability
in the values for the elements of pi correspond to high levels of LD, which results in more LD
and less cosegregation information contributing to the analysis. In contrast, low variability
in the values for elements of pi corresponds to low levels of LD, which results in less LD
and more cosegregation information contributing to the analysis. In the BGF method, pi is
treated as unknown parameter, and is estimated using phenotypic and marker information.
Thus, the partitioning of LD and CS information contributing to the analysis depends on both
phenotypic and marker information. For the IBD method, the matrix of IBD probabilities and
thus the structure of the covariance matrix of QTL gametic values only depend on the marker
data, which can then only change up to a constant. As shown in table 3.7, the covariance
matrix is the same regardless of the levels of LD between the markers and the QTL. Since
the IBD method has only one parameter to incorporate LD and cosegregation information
through modeling covariances between relatives, there is no a clear distinction between cases
when you have complete LD without cosegregation and only cosegregation without LD. Thus
the partitioning of LD and CS information contributing to the analysis does not depend on
phenotypic information.
One problem with using IBD matrix Hp is that it is sometimes not positive definite. When
marker distances are small, the matrix can be singular, thus resulting into numerical problems
when it needs to be inverted (Meuwissen and Goddard, 2000). As pointed out by Legarra and
Fernando (2009), this might be due to the pairwise approximation of IBD probabilities. This
problem does not arise in the GF method because the covariance matrix computed by a tabular
method that guarantees it to be positive definite.
Our results also show that the regression method has high power and precision in detecting
and mapping the QTL even when markers and the QTL are in LE, which indicates that
regression method can capture not only LD in the founder generation, but also LD information
generated in the pedigree by drift. Calus et al. (2008) compared the accuracy of predicting
breeding values based on the regression method using either single-locus (SNP1) or two-locus
haplotypes (SNP2), and based on the IBD method using either two-locus haplotypes (IBD2) or
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ten-locus haplotypes (IBD10). The marker densities used were 2343, 1166.4, 463.9 232.1 or 119
polymorphic markers across 3 M genome. Two traits with heritabilities of 10% and 50% were
simulated. They found that for the trait with a heritability of 50%, although IBD10 model
had some superiority at lower marker densities, the superiority vanished at the highest marker
density. For the trait with a heritability of 10%, method SNP1 yielded higher accuracies than
method IBD10 at the highest marker density. As described earlier, the IBD method captures
both the LD and CS information. The regression method has an accuracy comparable to
the IBD method, especially at higher marker densities, which indicates that it can capture
the same amount of information as the IBD method. Luan et al. (2010) tried to determine
the proportion of the accuracy of genome-wide breeding values (GW-EBV) that is due to
LD or linkage, i.e., CS. The statistical model they used was a multiple regression model that
regressed phenotypes on all SNP genotypes. They compared the accuracy of GW-EBV by best
linear unbiased prediction (G-BLUP) and two Bayesian regression methods. Daughter-yield
deviations for fat yield, milk yield and protein yield of 255 bulls, and a total number of 45,888
SNPs were used in the study. Of all these methods that capture LD information, G-BLUP
had the highest accuracy of GW-EBV. To predict EBV using only CS information, the IBD
matrix was computed for each marker by the Fernando and Grossman (1989) method. Then
an overall IBD matrix was obtained by averaging the IBD matrices over all marker loci. This
overall IBD matrix was used to compute the GW-EBV. By comparing the accuracy of this
evaluation with that of G-BLUP, they concluded that 80% of the reliability of GW-EBV was
due to linkage, i.e., CS information. This study also shows that regression method can capture
the CS information in the data.
Since the regression method fits only the allele states in the model, it might not be straight-
forward to see how it captures the CS information. We know that if two alleles are IBD, they
have to be identical-by-state (IBS), whereas if two alleles are IBS, they are not necessarily IBD.
In our study, data were from a five-generation pedigree with only 40 founders, and marker den-
sities were 0.2, 0.1 and 0.05 cM. When a pedigree is deep with few founders, two marker alleles
that are identical-by-state (IBS) have higher chance of being traced back to the same founder
allele, which means that they are IBD, and thus alleles at a closely linked QTL also have higher
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chance of being IBD. Thus in this case, fitting the allele states in the regression model is the
same as fitting allele origin, i.e., cosegregation information in the model. This is in agreement
with the increase of power of regression with the increase of marker density (table 3.5).
In this paper we have compared a new Bayesian LDCS analysis (BGF) with the IBD
method (IBD) proposed by Meuwissen et al. (2002) that also combines LD and CS information
for mapping QTL. Simulation results indicate that the BGF method is better than the IBD
method to map QTL in both power and precision. Differences between these two methods that
may account for the differences in power and precision were discussed. Results also indicate
that the BGF method is sufficiently flexible to accommodate different levels of LD, ranging from
complete LD, where all information for mapping comes from modeling conditional means at
the QTL, to complete LE, where all information for mapping comes from modeling conditional
covariances at the QTL. Even when markers and the QTL are in LE in the founders, our results
show that the regression method has high power. This and results from other studies indicate
that the regression method can capture CS information in addition to LD information.
3.6 Tables
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Table 3.1 Power to detect a QTL using BGF1, BGF2, IBD6 and IBD10 methods when mark-
ers and the QTL are in LD in the founders for scenarios with all combinations of
percentage of phenotypic variances explained by the QTL of 2 or 5%, sample size
of 500 or 1000, and marker spacing of 0.2, 0.1 or 0.05cM.
QTL Var num obs marker spacing BGF1 BGF2 IBD6 IBD10
% (cM)
2 500 0.2 0.53 0.46 0.16 0.17
2 500 0.1 0.32 0.33 0.12 0.12
2 500 0.05 0.56 0.51 0.11 0.11
2 1000 0.2 0.7 0.68 0.18 0.18
2 1000 0.1 0.81 0.79 0.16 0.16
2 1000 0.05 0.68 0.67 0.18 0.18
5 500 0.2 0.8 0.82 0.18 0.2
5 500 0.1 0.73 0.68 0.24 0.21
5 500 0.05 0.89 0.84 0.18 0.18
5 1000 0.2 0.91 0.92 0.28 0.29
5 1000 0.1 1 1 0.31 0.31
5 1000 0.05 1 1 0.4 0.4
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Table 3.2 Power to detect a QTL using regression method with one marker (LSR1) or two
flanking markers (LSR2) when markers and the QTL are in LD in the founders
for scenarios with MQTL explaining 2 % of phenotypic variance, sample size being
1000, and three different marker spacings.






Table 3.3 Precision to map a QTL using BGF1, BGF2, IBD6 and IBD10 methods when
markers and the QTL are in LD in the founders for scenarios with all combinations
of percentage of phenotypic variances explained by the QTL of 2 or 5%, sample size
of 500 or 1000, and marker spacing of 0.2, 0.1 or 0.05cM.
QTL Var num obs marker spacing BGF1 BGF2 IBD6 IBD10
(%) (cM)
2 500 0.2 0.26 0.25 0.45 0.55
2 500 0.1 0.25 0.26 0.33 0.44
2 500 0.05 0.33 0.32 0.36 0.37
2 1000 0.2 0.2 0.2 0.43 0.53
2 1000 0.1 0.2 0.21 0.29 0.37
2 1000 0.05 0.17 0.18 0.23 0.28
5 500 0.2 0.2 0.2 0.37 0.56
5 500 0.1 0.18 0.19 0.32 0.36
5 500 0.05 0.17 0.17 0.24 0.28
5 1000 0.2 0.19 0.18 0.32 0.49
5 1000 0.1 0.15 0.15 0.23 0.3
5 1000 0.05 0.12 0.12 0.16 0.2
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Table 3.4 Precision to detect a QTL using LSR1 and LSR2 when markers and the QTL are in
LD in the founders for scenarios with MQTL explaining 2 % of phenotypic variance),
sample size being 1000, and three different marker spacings.






Table 3.5 Power to detect a QTL using BGF1, BGF2, IBD6, IBD10, LSR1, and LSR2 when
markers and the QTL are in LE in the founders for scenarios with all combinations
of percentage of phenotypic variances explained by the QTL of 2%, sample size of
1000, and marker spacing of 0.2, 0.1 or 0.05cM.
marker spacing BGF1 BGF2 IBD6 IBD10 LSR1 LSR2
(cM)
0.2 0.78 0.60 0.13 0.13 0.64 0.66
0.1 0.72 0.64 0.10 0.10 0.61 0.68
0.05 0.74 0.74 0.11 0.14 0.78 0.84
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Table 3.6 Precision to map a QTL using BGF1, BGF2, IBD6, IBD10, LSR1, and LSR2 when
markers and the QTL are in LE in the founders for scenarios with all combinations
of percentage of phenotypic variances explained by the QTL of 2 or 5%, sample size
of 500 or 1000, and marker spacing of 0.2, 0.1 or 0.05cM.
marker spacing BGF1 BGF2 IBD6 IBD10 LSR1 LSR2
(cM)
0.2 0.37 0.40 0.50 0.57 0.49 0.53
0.1 0.39 0.39 0.54 0.50 0.55 0.50
0.05 0.41 0.45 0.57 0.54 0.61 0.64
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Table 3.7 Covariance matrix of gametic effect of QTL for IBD method when markers and
QTL are in LE and LD, and hpi and h
m
i are the paternal and maternal gametic
allele of individual i. pPDQ of individual 3 is 0, thus paternal gametic allele of














hp1 0.21 0.00966 0.0399 0.0399 0.0399 0.10983 0.0399
hm1 0.00966 0.21 0.0399 0.0399 0.0399 0.10542 0.0399
hp2 0.0399 0.0399 0.21 0.12978 0.16989 0.0399 0.16989
hm2 0.0399 0.0399 0.12978 0.21 0.16989 0.0399 0.16989
hm3 0.0399 0.0399 0.16989 0.16989 0.21 0.0399 0.16989
hp4 0.10983 0.10542 0.0399 0.0399 0.0399 0.21 0.0399
hm4 0.0399 0.0399 0.16989 0.16989 0.16989 0.0399 0.21
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Table 3.8 Covariance matrix of gametic effect of QTL for the GF method when markers and
QTL are in LE, and hpi and h
m
i are the paternal and maternal gametic allele of
individual i. pPDQ of individual 3 is 0, thus paternal gametic allele of individual 3














vp1 0.21 0 0 0 0 0.105 0
vm1 0 0.21 0 0 0 0.105 0
vp2 0 0 0.21 0 0.105 0 0.105
vm2 0 0 0 0.21 0.105 0 0.105
vm3 0 0 0.105 0.105 0.21 0 0.105
vp4 0.105 0.105 0 0 0 0.21 0
vm4 0 0 0.105 0.105 0.105 0 0.21
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Table 3.9 Covariance matrix of gametic effect of QTL for the GF method when markers and
QTL are in LD, and hpi and h
m
i are the paternal and maternal gametic allele of
individual i. pPDQ of individual 3 is 0, thus paternal gametic allele of individual 3














vp1 0.09 0 0 0 0 0.45 0
vm1 0 0.16 0 0 0 0.08 0
vp2 0 0 0.24 0 0.12 0 0.12
vm2 0 0 0 0.24 0.12 0 0.12
vm3 0 0 0.12 0.12 0.24 0 0.12
vp4 0.045 0.08 0 0 0 0.2475 0
vm4 0 0 0.12 0.12 0.12 0 0.24
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3.7 Figures
Figure 3.1 A pedigree with one founder and one non-founder generation given the ordered
marker haplotype of the two markers that are 1cM apart flanking a QTL assuming
QTL is in the middle.
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CHAPTER 4. Multi-locus linkage disequilibrium and application in
genomic selection
W. He, R. L. Fernando, J.C.M.Dekkers and D.Garrick
Department of Animal Science and Center for Integrated Animal Genomics, Iowa State
University
4.1 Abstract
The accuracy of genomic estimated breeding value (GEBV) depends on the linkage disequi-
librium (LD) between markers and the QTL and the accuracy of estimated marker effects. The
level of LD can be quantified between pairs of loci, or among more than two loci. A measure
of multi-locus LD across the genome, R2w, is proposed here. Scanning through a genome with
every SNP chosen to be a surrogate QTL, its genotypes are regressed on all the remaining
SNPs of the genome, but are predicted using only the surrounding markers within a certain
length of chromosomal segment. The value of R2w is obtained by averaging the squared corre-
lation between the true and predicted genotypes over all surrogate QTL. In order to study the
relationship of R2w with the long-term accuracy of GEBV, three scenarios with combinations of
different marker spacings and data set sizes were simulated: a marker spacing of 0.1 cM with
a data set size of 1000, a marker spacing of 0.02 cM with a data set size of 1000, and a marker
spacing of 0.02 cM with a data set size of 5000. The values of R2w increased with a decrease
in marker spacing or an increase in the data set size. Accuracies of GEBV were obtained
with two Bayesian methods, BayesCpi and BayesC0. The values of R2w were higher than the
long-term accuracies of GEBV of BayesC0 for the simulated scenarios, although this difference
decreased with an increase in the marker density and data set size. This suggests that distant
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loci from the QTL have a negative impact on predicting GEBVs. This negative impact can not
be removed in real GS practice as QTL positions are mostly unknown and distant SNPs are
unidentifiable. Therefore, the measure R2w is too optimistic to predict the long-term accuracy
of GS.
4.2 Introduction
The study of complex traits has changed immensely by the discovery of single-nucleotide
polymorphism (SNP) and a reduction in the cost of genotyping. Instead of focusing on just
a few QTL tagged by the markers, a whole genome association study (GWAS) or predicting
breeding values by genomic selection (GS) track all QTL in the genome simultaneously through
a genome-wide dense marker panel (Meuwissen et al., 2001). Marker effects are estimated from a
reference population, consisting of individuals that have been both phenotyped and genotyped.
These estimated marker effects are then used to predict genomic estimated breeding values
(GEBV) of candidates for selection that have been genotyped but not phenotyped. Compared
with traditional pedigree-based selection, genomic selection has the advantage of being easier
and less time-consuming, especially for some some hard-to-measure traits, such as resistance
to disease traits, sex-limited traits, or carcass traits (Goddard and Hayes, 2009). Genomic
selection is also able to track Mendelian sampling deviations thereby reducing co-selection of
sibs and rate of inbreeding (Daetwyler et al., 2007). Compared with marker assisted selection
(MAS), genomic selection has the advantage of simultaneously capturing a large portion of the
genetic variance, avoiding testing the significance of markers by some arbitrary chosen threshold
values, and overestimation of the effects of significant markers (Beavis, 1994; Xu, 2003b).
The purpose of genomic selection is to make selection decisions based on GEBVs of animals
using dense marker panels that cover the whole genome (Goddard, 2009). The true breeding
value is the cumulative effects of all QTL, i.e., under additive gene action,
T = a′x,
where T is the true breeding value, a is the vector of the effects of the QTL, and x is the vector
of QTL genotypes. Since QTL genotypes are generally not known, the breeding value could be
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estimated based on marker genotypes,
Tm = b′m,
where b is a vector of regression coefficients of true breeding values on marker genotypes, and
m is the vector of marker genotypes. Since true breeding values are unknown, b is unknown
as well, but can be estimated by
bˆ = E(b|y,m),
where bˆ is the estimate of b, and y is the vector of phenotypes (Fernando and Gianola, 1986).
Thus, the estimated breeding value can be obtained based on the marker and phenotypic
information:
I = bˆ′m.
Assume that there is always one marker that is in high linkage disequilibrium (LD) with a QTL
and the marker-QTL pairs are independent from each other,
r(T, I) = r(T, Tm)× r(Tm, I),
where r(T, I) is the correlation between T and I that measures the accuracy of I as an estimate
of the true breeding value T , r(T, Tm) is the correlation between T and Tm that measures the
LD between markers and the QTL, and r(Tm, I) is the correlation between Tm and I that
measures the accuracy of estimated marker effects (Goddard, 2009). However, the assumption
of independent marker-QTL pairs and at least one marker in high LD with a QTL may not
hold due to the erratic nature of LD and the high level of colinearity between loci, especially at
high marker densities. When Goddard (2009) derived the formula for the long-term response
to genomic selection, or Daetwyler et al. (2010) derived the formula for long-term accuracy
of GEBV, a further assumption was made that the marker is in perfect LD with the QTL
in each marker-QTL pair, which is even farther away from the true situation. In fact, the
squared correlation between adjacent marker genotypes of the 50k SNP chip on chromosome 1
of Holstein cattle varies from almost 0 to 0.9, and only a very small portion of all the squared
correlations were above 0.8 (VanRaden et al., 2011). However, although the assumption that a
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single marker is in perfect LD with a QTL is not valid in reality, QTL could be in perfect LD
with marker haplotypes.
There are different ways to quantify the level of LD between loci. The most commonly
used measures are based on the LD between two loci, the simplest of which is the covariance
between allele states:
D = p12 − p1p2,
where 1 and 2 stands for two loci, p1 and p2 are the allele frequencies at locus 1 and 2 and p12 is
the haplotype frequency. Although D is a straightforward way to measure LD, the drawback of
it is that it depends on allele frequencies. The measure D′ is D standardized by its maximum
value:
D′ = D/Dmax.
The value of D′ could reflect the level of LD between loci, for example, D′ = 1 indicates
complete LD, but it is likely to be inflated by the low-frequency haplotype (Falconer, 1996).
The measure r2 is the squared correlation between loci:
r2 =
D2
p1(1− p1)p2(1− p2) ,
which is a better measure of LD and overcomes the disadvantages of both D and D′.
LD among multiple loci is another way to quantify LD. Numerous measures have been
proposed to quantify the multi-locus LD. Homozygosity of haplotypes can be used to measure
LD between two or more markers, especially for highly polymorphic loci (Sabatti and Risch,
2002). A haplotype block, which is the region with limited haplotype diversity, can be used to
measure multi-locus LD indirectly (Johnson et al., 2001; Rinaldo et al., 2005). The normalized
entropy difference, proposed by Nothnagel et al. (2002), is an entropy based method to measure
multi-locus LD. The chromosome segment homozygosity (CSH) is another novel multi-locus
measure of LD proposed by Hayes et al. (2003). It is the probability that two randomly sampled
chromosomal segments of the same size and location originate from a common ancestor. It was
shown that CSH was less variable than the pairwise correlation, r2, between loci. Zhao et al.






where p(Q|Ai) is the frequency of QTL allele Q given marker allele Ai. Since haplotypes of
multiple loci could be considered as a single locus with multiple alleles, Hayes et al. (2007)
derived a way to quantify the proportion of QTL variance explained by marker haplotypes
based on Zhao et al. (2005)’s formula. They studied the proportion of QTL variance explained
by haplotypes of 2, 4, or 6 markers, and showed that this proportion, i.e., the level of LD
between the QTL and marker haplotypes, increased with an increase in the number of markers
in the haplotypes. Hayes et al. (2007) also tried to regress genotypes of 2, 4, or 6 surrounding
SNPs on the genotypes of a surrogate QTL, and predict the QTL genotype using those SNPs.
The squared correlation between the true and predicted genotypes of the surrogate QTL was
used as another measure for the proportion of the QTL variance explained by the marker
genotypes, but this measure was lower than the previous one.
One drawback of the second measure by Hayes et al. (2007) is that they only regress the
QTL genotypes on the genotypes of the 2, 4, or 6 SNPs surrounding the QTL. In real genomic
selection practice, however, most QTL are unknown, and thus it is impossible to identify those
surrounding SNPs. In this chapter, a measure of multi-locus LD across the whole genome
is proposed that might be useful to predict long-term accuracy of genomic selection, and a
simulation study was conducted to examine the relationship of the proposed measure with the
accuracy of genomic selection.
4.3 Methods
4.3.1 Theory
Define X to be an n×p matrix of marker genotypes coded as 0, 1, or 2, and g to be a vector
of QTL genotypes at a particular locus coded in the same way as marker genotypes. The QTL
genotypes could be modeled as:
g = Xb+ e,
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where e is an error term that is normally distributed with a null mean. If b is randomly
distributed as
b ∼ N(0, Iσ2b ),
Best Linear Prediction (BLP) of b can be calculated as
bˆ = Cov(b, g′)Var(g)−1g.
Since
Cov(b, g′) = Cov(b, b′X′ + e′)
= Var(b)X ′
= X ′σ2b ,
where
Var(b) = Iσ2b ,
and
V = Var(g) = Var(Xb+ e)
= XX′σ2b + Iσ
2
e ,
BLP of b is
bˆ = X ′V −1gσ2b . (4.2)
Thus, BLP of g is
gˆ = Xbˆ = XX ′V −1gσ2b .
Now, to quantify multi-locus LD, a marker locus i is chosen to be the surrogate QTL, i.e.,
gi = X .,i.
It is then regressed on the the marker genotypes X ,−i, which is the submatrix of X without
column i, and thus BLP of the regression coefficient could be calculated as equation 4.2.
In a finite population, a locus could have spurious associations with another distant locus
even on a different chromosome due to random sampling. But if two loci are not linked, the
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LD between them will decay at a rate of 0.5 every generation due to meiosis. Only LD between
closely linked loci persists across generations, which is useful for predicting GEBV in the long
term for genomic selection. Therefore, it will be ideal to filter out the spurious LD and conserve
the real LD due to linkage. For that purpose, to predict genotypes of the surrogate QTL, only
the surrounding loci will be used, i.e.,
M = [0, ...,0,X .,i−w/2,X .,i−w/2+1, ...,X .,i−1,X .,i+1, ...,X .,i+w/2,0, ...,0],
where X .,j is the column vector j of matrix X, and w is the width of the marker window
corresponding to a certain chromosomal segment on the genome, quantified by the number of
surrounding markers used to predict the QTL genotypes. Thus, gi is predicted by





V −i = X.,−iX.,−i′σ2b + Iσ
2
e . (4.4)
Denote the reliability of the predicted QTL genotype (gˆi) and actual QTL genotype (gi) as
r2i , and the average value of r
2







where m is the starting marker, n is the ending marker on the chromosome, and m and n are
chosen such that 0 < i−w/2, i+w/2 < p. The inversion of V −i, which is required by equation
(4.3), can be obtained efficiently from the inverse of V as described below. Matrix V could be
written as






R = Iσ2e .
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If locus i is the surrogate QTL, column i is removed from X,









= V − gg′σ2b .
According to the matrix inversion lemma (Strande´n and Garrick, 2009),
(Q+BSC′)−1 = Q−1 −Q−1B(S−1 +C ′Q−1B)−1C ′Q−1,
let
B = C = gσb
and S = −1, then
(V + gσb · (−1) · (gσb)′)−1
= V −1 − V −1 · gσb · (−1 + (gσb)′ · V −1 · gσb)−1(gσb)′ · V −1
= V −1 − V −1gσb((V −1gσb)′ · gσb − 1)−1 · (V −1gσb)′.
(4.5)
In this way, when each locus acts as the surrogate QTL, matrix V only has to be inverted once
and equation 4.5 can be used to update the corresponding V −1i .
4.3.2 Simulation
Computer simulation was used to study the relationship between the multi-locus measure
of LD, R2w, with the long-term accuracy of GEBV. Three different scenarios were simulated:
marker spacing of 0.1 cM with data size of 1000, 0.02 cM with data size of 1000 and 0.02 cM
with data size of 5000. The genome consisted of 10 chromosomes of 1 Morgan each, and there
were 10 QTL on each chromosome. This genome size and the marker spacing of 0.1 cM is a
commonly used simulation scheme (Toosi et al., 2010; Habier et al., 2007). A lower marker
spacing of 0.02 cM, denser than the commonly used 50k bovine SNP chip that yields a marker
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spacing of 0.06 cM, was also simulated in order to study the effect of marker spacing on R2w.
Whether more data are needed for panels with more markers is a relevant question. When
marker spacing decreased from 0.1 to 0.02 cM, the total number of markers per chromosome
increased from 1000 to 5000, and therefore a data set size of 5000 that is five times greater
than 1000 was also used in the study.
To simulate LD, a population with an effective population size of 500 was randomly mated
for 100 generations. To yield marker spacing of 0.1 or 0.02 cM, two thousand or ten thousand
biallelic loci spaced 0.05 or 0.01 cM apart were simulated. Every 100th or 500th locus was
assigned as a QTL and the remaining loci were markers. In the first generation, all alleles
were sampled independently from a Bernoulli distribution with a probability of 0.5, resulting
in a population in Hardy-Weinberg and linkage equilibrium. All loci were subject to Mendelian
inheritance, and recombinations were modeled using the binomial map function (Karlin, 1984),
with a mutation rate of 2.5 ∗ 10−5.
After 100 generations of random mating to generate LD, the population was increased to a
population size of 1000 or 5000. Males and females of 500 or 2500 each from the last generation
became the base population, and were randomly mated to generate one progeny of each gender
out of each mating. The base generation was used as the training population for estimating
marker effects, and 15 more generations were simulated for validation.
In order to guarantee that markers used in the analysis were segregating, every two consec-
utive loci were grouped into one locus bin. A marker with allele frequency closest to 0.5 was
selected out of each bin in the final generation after the random mating. Thus, the resulting
marker spacings were 0.1 and 0.02 cM. The simulation started out with 20 QTL per chromo-
some, and 10 QTL with minor allele frequency (MAF) greater than 0.1 were randomly selected
out of the 20 QTL.
Effects of QTL were randomly sampled from a gamma(0.4,1.66) distribution (Hayes and
Goddard, 2001). The breeding value of an animal i was calculated by summing the allelic






where Qij was the copy number of QTL alleles for individual i and QTL locus j, uj is the
sampled allelic effect of QTL locus j, and nq is the total number of QTL. Since the accuracy of
genomic selection depends on the LD between markers and the QTL and the accuracy of the
estimated marker effects, a trait with the heritability of 1 was simulated to assess the effect of
LD on accuracy of genomic selection.
Statistical methods BayesCpi, BayesC0, and PBLUP were used assuming an additive model:
yi = µ+ ΣjXijαj + ei,
where yi is phenotype of an individual i, µ is the non-genetic fixed effect, Xij is the genotype
of an individual i at a locus j, αj is the effect associated with locus j, and ei is the random
error. The method BayesCpi is a Bayesian method with the following priors (Kizilkaya et al.,
2010; Habier et al., 2011):
αj |pi, σ2α

∼ N(0, σ2α) probability (1− pi)
= 0 probability pi
σ2α|να, S2α ∼ ναS2αχ−2να (4.6)
pi ∼ uniform(0, 1).
The parameter (1-pi) is the probability that a SNP comes into the model, i.e., there is a non-
zero effect associated with the SNP. For BayesCpi, effects of the SNPs fitted into the model in
a given iteration are shrunken to the same extent, which is different from another Bayesian
method commonly used in genomic selection, BayesB, where effects of the SNPs fitted into the
model are shrunken to a different extent (Meuwissen et al., 2001). The method BayesC0 is a
special case of BayesCpi with pi fixed at 0, and thus all SNPs are fitted into the model in a given
iteration. It is an equivalent method to genomic best linear unbiased prediction (GBLUP),
where a marker-based relationship matrix replaces the pedigree-based relationship matrix in
BLUP analysis (Hayes and Goddard, 2008).
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4.4 Results and Discussions
Multi-locus measure of LD - R2w
The multi-locus measure of LD, R2w, is estimated for the three scenarios: a marker spacing
of 0.1 cM with data size of 1000, a marker spacing of 0.02 cM with data size of 1000 and a
marker spacing of 0.02 cM with data size of 5000. Results are shown in table 4.1 and figure 4.1.
The window width w, i.e., the number of surrounding markers used to predict the genotypes of
the surrogate QTL, were chosen such that the length of the chromosomal segments bracketed
by those markers were 0.4, 1, 2, 4, 10, 20, 30, 40, 50, 60 cM. The value of R2w increased with
an increase in w. This is related with the statistical problem of overfitting: when too many
independent variables are included, the model describes random noise instead of the underlying
relationship among the data, and an overfitted model will perform poorly in prediction because
the random noise will most likely not be the same in another data set. In our case, there
are spurious associations between markers and loosely linked or even unlinked QTL, yet this
relationship won’t last long in the future generations due to recombinations during meiosis.
Therefore, although R2w increased with an increase in the window width w, it is not expected
to persist when it comes to predicting breeding values of the candidates, which are descendants
of the training individuals in our case.
The value of R2w increased with a decrease in marker spacing from 0.1 to 0.02 cM, i.e.,
with an increase in marker density. With a decreasing marker spacing, even within the same
length of segment, there are more SNPs in high LD with the surrogate QTL that explain a
larger proportion of the variance of the QTL. The value of R2w also increased with an increase
in data size when marker spacing was kept constant at 0.02 cM. The reason might be that the
number of SNPs is larger when marker spacing was 0.02 than 0.1 cM, resulting in more multi-
colinearity due to random sampling. With an increase in the data size at the same marker
spacing, multi-colinearity between SNPs decreased as spurious associations are expected to
diminish. In this case, a greater proportion of the variance of the surrogate QTL was explained
by the surrounding SNPs, which were the ones used in prediction. Thus, the value of R2w
increased with an increase in the data size.
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Accuracy of BayesCpi and BayesC0
Table 4.2 and figure 4.2 show the accuracy of GEBV for fifteen generations after training
with BayesCpi or BayesC0 for the marker spacing of 0.1 cM and data size of 1000, based on five
replicates. Table 4.3 and figure 4.3 show the accuracy for the marker spacing of 0.02 cM and
data size of 1000, and table 4.4 and figure 4.4 show the accuracy for the marker spacing of 0.02
cM and data size of 5000.
Comparing figures 4.2 and 4.3 where the data size was 1000, there was a slight increase in
the accuracies obtained with BayesCpi and BayesC0 with a decrease in marker spacing from
0.1 to 0.02 cM, and the decay in accuracy across generations was also slightly slower. LD
depends on many factors, including marker spacing, effective population size and population
history. In a random mating population with constant size Ne that has reached mutation-drift





where c is the recombination rate between loci (Sved, 2971). That is, the level of LD is expected
to increase with a decrease in the distance between loci, i.e. marker spacing. Meuwissen and
Goddard (2010) showed an approximate linear relationship between the accuracy of GEBV and
the log of the number of SNPs per morgan. Thus, when the marker spacing decreased from
0.1 to 0.02 cM, the increase in the accuracies observed for BayesCpi and BayesC0 is due to the
increase in the level of LD.
Accuracy of the estimated marker effects depends on the number of individuals in the
training population and the heritability of a trait (Hayes et al., 2009; VanRaden et al., 2009;
Calus et al., 2008; Hayes et al., 2009). Comparing figures 4.3 and 4.4, when the data size
increased for the same marker spacing, the increase in the accuracies of BayesCpi and BayesC0
is due to the increase in the accuracy of estimated marker effects, and the decrease in the
multi-colinearity among distant and loosely linked loci. In addition, the decay in accuracy for
BayesCpi in figure 4.4 was much slower than that in figures 4.2 and 4.3, suggesting that with
higher marker density and a larger amount of data, the Bayesian variable selection method
could filter out SNPs spuriously associated with the QTL and select the tightly linked SNPs
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to explain the variance at the QTL. The LD between those SNPs and the QTL persists longer,
and thus the accuracy of BayesCpi decayed extremely slowly.
R2w and the long-term accuracies of GEBV
The main objective of this study was to build a multi-locus measure of LD that is useful
to predict long-term accuracy of genomic selection. Values of R2w were calculated from the
training population, and accuracies of BayesCpi and BayesC0 were calculated as the correla-
tion of GEBVs and true breeding values in the validation population, which consisted of 15
generations of descendents from the training population. In calculating R2w, effects of SNPs
are shrunk equally when estimating SNP effects, which is essentially the same as GBLUP and
BayesC0. Thus, R2w will be mainly compared to the long-term accuracy of BayesC0. Figures
4.2, 4.3 and 4.4 show that the values of Rw with any window width were much higher than
the long-term accuracy of BayesC0 in the three scenarios studied, and the difference was even
higher for figures 4.2 and 4.3. An explanation is given below.
As we know, LD between distant and loosely linked loci due to spurious association erodes
fast. In calculating R2w, those distant SNPs are excluded from being used to predict the geno-
types of the surrogate QTL, which is not feasible in BayesC0 or BayesCpi because QTL positions
are unknown. The greater value of Rw than BayesC0 indicates that those distant loci can have
an adverse effect in predicting long-term GEBV. For markers distant from and unlinked to a
QTL, the LD between them decays to almost zero after a few generations of recombinations.
The marker effects, in this case, should go to zero, yet the SNP effects estimated from the
training continue to be used in the prediction. They actually contribute completely wrong
information, resulting in a reduction in the accuracies of accuracies of GEBV for BayesC0 or
BayesCpi compared with if they were excluded from prediction. The exclusion of those distant
SNPs contributed to the higher value of Rw than BayesCpi and BayesC0 that used all SNPs
in predicting GEBV. Figure 4.4 is the scenario with highest LD and largest amount of data
among the three scenarios studied. Higher LD results in a higher probability that there is
a SNP in high or even complete LD with the QTL. A larger amount of data could reduce
multi-colinearity, and give more accurate estimates of SNP effects. In this case, the genetic
variance of QTL may be largely explained by nearby instead of distant SNPs, i.e., distant
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SNPs may have estimates close to zero. Therefore, although distant SNPs were not excluded
from predicting the GEBV, they are not expected to reduce the accuracy of selection because
the estimated effects of these distant SNPs will approach zero as the number of observations
increases. In addition, when distant SNPs have small effects, the decay of accuracies, which
is caused by the decay of associations between QTL and loosely linked or unlinked markers,
is also expected to be slower. These explain the reduced superiority of Rw over the long-term
accuracy of BayesC0, and the slower rate of decay for both BayesCpi and BayesC0.
4.5 Conclusions
The value of R2w increases with a decrease in marker spacing and an increase in LD. It also
increases with an increase in the data set size due to the reduced multi-colinearity between
distant loci. Values of Rw were higher than the long-term accuracies of BayesC0 for every
scenario studied, indicating that distant SNPs could have a negative effect in predicting GEBV.
With an increasing level of LD and data set size, this negative effect is expected to decline due
to increased LD between neighboring loci, decreased spurious associations between distant
loci, and increased accuracy of estimated SNP effects. When SNPs distant from a QTL have
estimated effects close to zero, their negative impact on accuracy of GEBV will disappear, and
as a result, the decay of accuracies over generations will be extremely slow. This substantiates
the importance of having a higher density SNP panel and larger training data size. Therefore,
an approach will be proposed in the next chapter to generate the validation data through
simulating mendelian inheritance such that the effects of distant SNPs are not disregarded,
and a larger training data is obtainable.
4.6 Tables
89
Table 4.1 The values of R2w with different window width w, corresponding to a segment length
of 0.4, 1, 2, 4, 10, 20, 30, 40, 50, 60 cM, for scenarios with different combinations
of marker spacings and data set sized.
segment length marker spacing 0.1 cM marker spacing 0.02cM marker spacing 0.02cM
(cM) data size 1000 data size 1000 data size 5000
0.4 0.282 0.577 0.594
1 0.424 0.644 0.677
2 0.498 0.658 0.702
4 0.539 0.653 0.71
10 0.567 0.65 0.722
20 0.587 0.657 0.736
30 0.6 0.665 0.745
40 0.611 0.672 0.752
50 0.62 0.678 0.757
60 0.628 0.684 0.761
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Table 4.2 Accuracies of BayesCpi and BayesC0 for scenarios with different marker spacings
and data set sizes. Scenario 1 has a marker spacing of 0.1 cM and data size of 1000,
scenario 2 has a marker spacing of 0.02 cM and data size of 1000, and scenario 3
has a marker spacing of 0.02 cM and data size of 5000.
generation scenario 1 scenario 2 scenario 3
BayesCpi BayesC0 BayesCpi BayesC0 BayesCpi BayesC0
1 0.776 0.749 0.814 0.808 0.982 0.925
(0.008) (0.003) (0.005) (0.004) (0.001) (0.001)
2 0.639 0.599 0.696 0.681 0.973 0.879
(0.017) (0.01) (0.01) (0.009) (0.001) (0.001)
3 0.539 0.486 0.606 0.584 0.967 0.847
(0.013) (0.014) (0.01) (0.011) (0.002) (0.002)
4 0.479 0.433 0.558 0.538 0.963 0.829
(0.018) (0.017) (0.008) (0.009) (0.002) (0.003)
5 0.435 0.406 0.542 0.519 0.958 0.814
(0.014) (0.014) (0.007) (0.011) (0.002) (0.002)
6 0.407 0.374 0.515 0.491 0.955 0.797
(0.019) (0.014) (0.01) (0.01) (0.002) (0.001)
7 0.416 0.361 0.513 0.482 0.952 0.789
(0.021) (0.01) (0.015) (0.017) (0.002) (0.001)
8 0.409 0.363 0.477 0.452 0.95 0.787
(0.02) (0.009) (0.012) (0.014) (0.003) (0.003)
9 0.393 0.333 0.477 0.451 0.948 0.78
(0.021) (0.011) (0.016) (0.017) (0.003) (0.003)
10 0.409 0.36 0.48 0.455 0.945 0.773
(0.018) (0.007) (0.019) (0.02) (0.004) (0.005)
11 0.405 0.361 0.477 0.451 0.943 0.764
(0.019) (0.009) (0.02) (0.023) (0.004) (0.004)
12 0.383 0.312 0.455 0.431 0.941 0.746
(0.019) (0.022) (0.011) (0.01) (0.005) (0.01)
13 0.359 0.314 0.458 0.437 0.939 0.73
(0.021) (0.017) (0.016) (0.017) (0.005) (0.017)
14 0.359 0.306 0.471 0.446 0.937 0.709
(0.028) (0.021) (0.011) (0.011) (0.006) (0.026)
15 0.38 0.329 0.444 0.42 0.933 0.683






































marker spacing 0.1 cM, data size 1000
marker spacing 0.02 cM, data size 1000
marker spacing 0.02 cM, data size 5000
Figure 4.1 The value of R2w with different window width w, corresponding to a segment length
of 0.4, 1, 2, 4, 10, 20, 30, 40, 50, 60 cM, for scenarios with different combinations
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Figure 4.2 Accuracies for BayesCpi, BayesC0, and Rw for the scenario with a marker spacing
of 0.1 cM and data size of 1000. The x-axis on the bottom (black line) corresponds
to the number of generations between training and validation populations for the
accuracies of BayesCpi and BayesC0. The x-axis on the top (red line) corresponds
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Figure 4.3 Accuracies for BayesCpi, BayesC0, and Rw for the scenario with a marker spacing
of 0.02 cM and data size of 1000. The x-axis on the bottom (black line) corresponds
to the number of generations between training and validation populations for the
accuracies of BayesCpi and BayesC0. The x-axis on the top (red line) corresponds
to the length of a chromosomal segment for Rw.
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Figure 4.4 Accuracies for BayesCpi, BayesC0, and Rw for the scenario with a marker spacing
of 0.02 cM and data size of 5000. The x-axis on the bottom (black line) corresponds
to the number of generations between training and validation populations for the
accuracies of BayesCpi and BayesC0. The x-axis on the top (red line) corresponds
to the length of a chromosomal segment for Rw.
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CHAPTER 5. A novel simulation approach to predict accuracy of genomic
selection
W. He, A. Wolc, R. L. Fernando, and J.C.M.Dekkers
Department of Animal Science and Center for Integrated Animal Genomics, Iowa State
University
5.1 Abstract
The cost of genotyping Single Nucleotide Polymorphism (SNP) chip has dropped dramati-
cally in recent years, and is expected to drop even further, but the cost of phenotyping won’t
change much in the near future. A large training data set with both genotypes and phenotypes
is helpful for getting accurate estimates of SNP effects for prediction of genomic estimated
breeding values (GEBV), and reducing multi-colinearity between distant loci. An approach
is proposed in this paper that simulates validation data by sampling according to mendelian
inheritance based on the ordered genotypes of a target population. By this approach, the unde-
sirable dividing of the data set into training and validation data sets can be could be avoided,
and validation data of any size can be generated which helps reduce sampling error of validation
correlations.
To validate this approach, a simulation study based on a real 23k SNP genotypes of a layer
chicken population was compared to the results based on the same population with real data.
Eight scenarios of genetic architecture, with combinations of 300 or 3000 QTL, homogeneous
or heterogeneous QTL variances, and minor allele frequency (MAF) of the QTL greater or less
than 0.1, along with three different heritabilities of 0.25, 0.5 or 0.75 were simulated. Three of the
scenarios were found to yield accuracies of genomic estimated breeding value (GEBV) closest
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to accuracies obtained from real data based on four replications of training and validation. In
order to quantify the sources of variation and get a probability distribution for the accuracies
within the same scenario, 10 replications of training and 10 replications of validation within each
training were conducted for the two scenarios with the highest or lowest accuracies of GEBV
and a heritability of 0.25. Accuracies from the real data were within the range of accuracies
from simulation for the scenario where there were 3000 QTL with homogeneous variances and
MAFs less than 0.1, which is the most polygenic genetic architecture among the eight scenarios
studied.
By simulating a spectrum of genetic architectures based on the proposed approach, a range
of accuracies could be obtained for any generation of descendents of a target population. Ac-
curacy of GEBV from the most polygenic scenario can serve as a bottom line for realizable
accuracies. Results from real genomic selection practice in dairy cattle and layer chickens sub-
stantiated that the polygenic scenario well approximated the genetic architectures of many
complex traits.
5.2 Introduction
Genomic selection (GS) is a special form of marker assisted selection (MAS), where the
whole genome is covered with genetic markers such that all quantitative trait loci (QTL)
affecting a complex trait are tagged by at least one marker through linkage disequilibrium (LD)
(Meuwissen et al., 2001). A meta-analysis of QTL mapping experiments in livestock by Hayes
and Goddard (2001) showed that effects of QTL followed a gamma distribution, suggesting a
few QTL with moderate to large effects and many QTL with small effects. A genome-wide
association analysis of human adult height showed that the genetic variation was due to many
genes of small effects (Weedon et al., 2008). The modeling of all markers simultaneously enables
us to capture those small effects, which is not achievable with MAS based on a limited number
of markers. Traditional pedigree-based selection tends to select individuals that belong to the
same family, and thus increases the rate of inbreeding, whereas GS can differentiate between
full sibs by capturing the mendelian sampling effects, which reduces the coselection of sibs
and the rate of inbreeding (Daetwyler et al., 2007). For some hard-to-measure traits, such as
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carcass traits, disease resistance traits, or sex-limited traits, GS can be easier, less time and
cost-consuming than traditional pedigree-based selection.
In common GS practice, in order to verify the accuracy of genome-based prediction, the
reference population is usually divided into training and validation data sets (Meuwissen and
Goddard, 2001; Goddard and Hayes, 2009). Marker effects are estimated from the training
data, and the accuracy of genomic estimated breeding values (GEBV), which is the correlation
of GEBVs with the true breeding values, is estimated from the validation data. However, this
procedure is not desirable for the following reasons. First, QTL effects are generally small,
and thus a larger number of records in the training data will help detect the QTL better and
estimate the effects of those QTL more accurately that explain only a small proportion of
the genetic variance(Meuwissen and Goddard, 2010). Second, QTL usually have low minor
allele frequencies (MAF), and thus the number of occurrences of an allele in the population
would be too low to be estimated accurately if there aren’t enough records in the training
population. Third, the size of the validation data set is usually small, resulting in a large
standard error for the GEBV due to sampling. Goddard and Hayes (2009) declared that one
of the biggest challenges of GS is to assemble a large reference population where individuals
are both genotyped and phenotyped. Genotyping and phenotyping of animals are costly and
time consuming. Although the cost of genotyping has decreased dramatically, the cost of
phenotyping is unlikely to decrease. Therefore, several studies have considered how to predict
the acccuracies of GEBV without partitioning the data into training and validation (Goddard,
2009; Daetwyler et al., 2010).
The accuracy of GEBV depends on the LD between markers and QTL, and accuracies of
estimated marker effects (Goddard, 2009). Both Goddard (2009) and Daetwyler et al. (2010)
have tried to predict the accuracy of GEBV by deterministic formulas, but they both assumed
that there was at least one marker in complete LD with a QTL and different marker-QTL pairs
were independent from each other, which are not very realistic for the following reasons. First,
there is high multi-colinearity among the loci, especially at higher marker densities, and thus it
is not realistic for different marker-QTL pairs to be independent. Second, SNP panels usually
exclude SNPs with low MAFs (Nielsen, 2000; Kuhner et al., 2000; Eller, 2001; Wakeley et al.,
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2001; Nielsen and Signorovitch, 2003; Nielsen et al., 2004; Nielsen, 2004; Clark et al., 2005;
Foll et al., 2008; Guillot and Foll, 2009; Albrechtsen et al., 2010), whereas QTL may have a
different spectrum of allele frequencies, and thus it is less likely to have a SNP in complete
LD with a QTL since they are likely to have different MAF. However, marker haplotypes
could have a broader spectrum of frequencies than single SNP. Therefore, even if a QTL is
not in high LD with a single marker, it could still be in high LD with a marker haplotype.
In the previous chapter a measure of multi-locus LD, R2w, was proposed. Scanning through a
genome and making every SNP a surrogate QTL one at a time, genotypes of that SNP were
regressed on the remaining SNPs of the genome, but predicted using only the surrounding SNPs
within a given chromosomal segment. The value of R2w was obtained by averaging the squared
correlation between the true and predicted genotypes over all surrogate QTL. The initial goal
was to predict long-term accuracy of GEBV through R2w, but it was found that values of
Rw were always greater than the long-term accuracies of GEBV for the simulated scenarios,
although this difference decreased with an increase in the marker density and data set size.
This showed that distant SNPs from a QTL had a negative impact on predicting GEBV, which
is impossible to remove in real GS practice as QTL positions are mostly unknown and distant
SNPs are unidentifiable. Thus, the measure R2w is too optimistic to predict the long-term
accuracy of GS. Therefore, the objective of this study was to propose a strategy to study the
long-term accuracy of GS such that the effects of distant SNPs are not disregarded.
Numerous algorithms are now available for inferring haplotypes from genotypes, including
Phase (Stephens et al., 2001; Stephens and Donnelly, 2003), fastPhase (Scheet and Stephens,
2006), Beagle (Browning and Browning, 2007), and polyHap (Su et al., 2008). We propose
that a validation set of any size could be generated by simulating mendelian inheritance from
the inferred haplotypes, and the accuracies of GEBV can be obtained for those validation sets.
To verify the validity of this approach, a layer chicken population with up to six generations
was used as the training population, of which the last generation was used as the parents to
simulate the progeny. In a previous study, Wolc et al. (2011a,b) analyzed the accuracy of
GEBV with the same training population based on real data of 16 real traits associated with
egg production and egg quality. The SNP genotypes and thus LD structure of the training
100
population are the same for this study and Wolc et al. (2011b,a)’s. The differences are: 1)
in this study genotypes of the validation population, which consisted of the progeny of the
training population, were simulated by sampling mendelian inheritance from the inferred SNP
haplotypes of the individuals in the training; and 2) in this study phenotypes of the training and
validation were simulated, whereas in Wolc et al. (2011a,b), both genotypes and phenotypes of
the training and validation were real.
Daetwyler et al. (2010) showed that accuracy of GEBV could be affected by the genetic
architecture of a trait, which is still largely unknown for most traits. Thus, different scenarios
covering a range of genetic architectures were simulated to compare our simulation results with
the results based on real genotypes and phenotypes. Apart from validating the approach, this
comparison may also help reveal the underlying genetic architecture of the traits of interest.
5.3 Materials and Methods
The training population consisted of up to six generations of animals from a commercial
breeding line of layer chicken, where animals were genotyped for 23,356 segregating SNPs using
a custom high density Illumina SNP panel (MAF > 0.025, maximum mismatch between parent
and offspring < 0.05, maximum proportion of missing genotypes < 0.05). In the study of Wolc
et al. (2011a), different sizes of training populations with two up to six generations of animals
were used. The largest training population in that study is the same as what is used here.
The structure of data is illustrated below. The phenotypic records were 16 egg production and
quality traits of economic importance. To minimize the genotyping costs, only parents were
genotyped and phenotypes were available only on females. Among the genotyped animals, 1563
females had phenotypes, and the remaining 2708 males had no phenotypes. There were also
some ungenotyped female progeny of the genotyped parents. Simulations in this study were
conducted with the same pedigree and data structure as Wolc et al. (2011a)’s study to make
the results comparable. To reduce computing time, phenotypes from ungenotyped progeny
were combined into family means associated with the mean SNP genotypes of their parents.
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5.3.1 Simulating genotypes
A rule-based method was used to infer haplotypes from the SNP genotypes (Habier et al.,
2010a), and to infer the parental origin of each allele, through which the recombination rates
between neighboring loci could be calculated. Due to the high SNP density, it was unlikely
that there were double cross-overs between neighboring loci, and thus recombination rates were
assumed additive. Recombination rates were adjusted by multiplying by a factor such that the
estimated total map distance of the entire genome matched the map distance in the literature,
which is 3228 cM when excluding five microchromosomes which did not have SNPs included
on the panel that was used (Groenen et al., 2009). As described below, these recombination
rates were used to simulate SNP genotypes of the validation population.
Using the individuals from the last generation of the training population as the starting
point, random mating was simulated between the males and females to generate 10 more
generations of progeny in order to study the accuracies and decay of accuracies of GEBV. To
reduce the sampling error from validation, a validation data size of 1880 progeny per generation
was simulated. The novel aspect of this approach is that the simulation of genotypes for the
validation population was based on real SNP genotypes of the training population. At the
beginning of each chromosome, an individual could get either the paternal or maternal allele
of its parents with a probability of 0.5. The presence or absence of a recombination event in
the interval to the next SNP was assumed to be a Bernoulli distributed random variable with
a probability equal to the recombination rate for that interval, as estimated from the ordered
genotypes. When a recombination event happened, the allele origin of an allele switched from
the maternal to the paternal or from the paternal to the maternal chromosomes. In this way,
genotypes of the progeny were simulated based on the ordered genotypes of their parents.
5.3.2 Simulating phenotypes
Accuracy of GEBV can be affected by many factors, including marker density, level of
LD, size of the training population, and the heritability and genetic architecture of the trait
(Meuwissen et al., 2001; Solberg et al., 2008; Hayes et al., 2009; VanRaden et al., 2009;
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Daetwyler et al., 2010). The training population and the SNP genotypes of the training used in
this simulation were the same as those in the study of Wolc et al. (2011a). Thus, marker den-
sity, level of LD, and the size and structure of training population were the same between the
two studies, and only difference in genetic architectures and heritabilities had to be acounted
for in the simulation.
Three factors affecting the genetic architecture were considered in this simulation: the num-
ber of QTL, the distribution of QTL variances and the MAFs of the QTL. Combinations of two
levels of each factor were included in the simulation: 300 or 3000 QTL, heterogeneous (unequal)
or homogeneous (equal) QTL variances, and MAFs of the QTL being greater (high MAF) or
less (low MAF) than 0.1, resulting in 2×2×2 = 8 different scenarios. Abbreviations were used
to stand for the eight scenarios, for example, 300EH stands for 300 QTL with homogeneous
QTL variances and MAFs greater than 0.1. A complete list of all the abbreviations is given in
table 5.1. The variance of a QTL is quantified as 2p(1− p)α2 assuming it is an additive locus,
where p is the MAF and α is the substitution effect of a QTL. When QTL had heterogeneous
variances, their additive effects were sampled from a gamma(0.4,1.66) distribution, resulting in
different effects and variances (Meuwissen et al., 2001), whereas when QTL had homogeneous
variances σ2α, their effects were σ
2
α/(2 ∗ p ∗ (1− p)), where p was the MAF of a QTL.
For genotyped female bird i with own phenotype in the training population of real data or
progeny generated as validation population, the breeding value was simulated by summing the




where Xij is the copy number of the allele for a QTL locus j of an individual i, nq is the number
of QTL, and uj is the additive effect of QTL locus j. For family mean i of animals without








where gsi is the breeding value of the sire for family i, gdi is the breeding value of the dam for
family i, and RAi is the average random mendelian sampling term distributed as




where VA is the additive genetic variance, and n is the number of birds in the family. For
genotyped female bird i with own phenotype in the training population of real data or progeny
generated as validation population, a random error term is sampled from
ei ∼ N(0, σ2e),
where error variance, σ2e , is adjusted to achieve the desired heritability: 0.25, 0.5, or 0.75. For
family mean i of animals without own genotypes, a random error term is sampled form





where n is the number of birds in the family. The phenotypic value, pi, for either animal or
family mean i is then generated as
pi = gi + ei.
5.3.3 Statistical methods
Methods BayesCpi, BayesC0, and PBLUP were used for training with an additive model:
yi = µ+ ΣjXijαj + ei,
where yi is phenotype of individual or family i, µ is the non-genetic fixed effect, Xij is the
genotype of individual or family i at locus j, αj is the QTL substitution effect associated locus
j, and ei is the random error. BayesCpi is a Bayesian method with the following prior (Kizilkaya
et al., 2010; Habier et al., 2011):
αj |pi, σ2α

∼ N(0, σ2α) probability (1− pi)
= 0 probability pi
σ2α|να, S2α ∼ ναS2αχ−2να
pi ∼ uniform(0, 1).
Thus, according to Sorensen and Gianola (2002),
α|pi

∼ multivariate-t(0, IS2να , να) probability (1− pi)
= 0 probability pi,
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where 1−pi is the proportion of the SNPs with non-zero effects in a given iteration. In BayesCpi
the effects of the SNPs fitted into the model are shrunken equally, whereas in another Bayesian
method commonly used in GS, BayesB (Meuwissen et al., 2001), the effects of the SNPs are
shrunken to a different extent. BayesC0 is a special case of BayesCpi where pi is set to 0,
indicating that there is a non-zero effect associated with every SNP. It is equivalent to a best
linear unbiased prediction (BLUP) method based on genomic information (GBLUP), which
uses a genomic relationship matrix in place of the pedigree relationship matrix in the BLUP
analysis (VanRaden, 2008; Goddard, 2009). The PBLUP method is the conventional BLUP
method based on the pedigree relationship matrix (Henderson, 1984). The BayesCpi analysis
was run for 80000 rounds with 5000 for burnin, and the BayesC0 analysis for 51000 rounds with
3000 for burnin. Estimated SNP effects, αˆ, by BayesCpi or BayesC0 were used in predicting
breeding values of the animals in the validation population:
gˆi = ΣjXijαˆj ,
where gˆi is the GEBV of individual or family i, Xij is the the copy number of the allele for
individual or family i at locus j and αˆj is the estimated effect of SNP j. Accuracy of GEBV
was calculated by correlating the GEBV, gˆi, with the true breeding value gi.
To study the long-term accuracy of GEBV, genotypes and phenotypes of ten generations
of progeny were simulated from the ordered genotypes of the last generation of the training
population using the strategies described above. SNP effects were estimated once from the
training population, and GEBV and accuracies of the GEBV were calculated for each generation
of the validation data.
5.3.4 Replications
Four replications of training were simulated for the combinations of the eight scenarios
with three heritabilities, where different SNPs were randomly chosen to be the QTL with
homogeneous variances or heterogeneous variances, and a validation data set consisting of 10
generations with 1880 animals per generation were generated within each training data set. To
further quantify the amount of variation in GEBV from sources of training and validation, 10
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replications of training were simulated for scenarios 300EH and 3000UL. Within each training
data, 10 replications of validation data, consisting of 10 generations of progeny with 376 animals
per generation, were simulated. To decrease the computational burden, only the heritability of
0.25 was studied at this level of replication.
The accuracies from simulation were compared with those obtained from real on data eight
real traits from the Wolc et al. (2011a)’s study: egg production quantified as percent hen average
(ePD), average egg weight (eEW), puncture score as a shell quality trait (ePS), albumen height
(eAH), egg color (eCO), average egg weight (eYW), weight of the first three eggs of a hen
(eE3), and shell color of the first three eggs of a hen (eC3). The letter ‘e’ at the beginning of
the trait names indicates that they were early traits measured at 26-28 weeks.
5.4 Results
Table 5.2 gives the accuracies of GEBV for the eight real traits by BayesCpi, BayesC0 and
PBLUP analyses (Wolc et al., 2011a). Table 5.3 gives the accuracies of GEBV for the the com-
binations of the eight scenarios and three heritabilities in the first generation of the simulated
validation data. Tables 5.4 to 5.15 give the means and standard errors of the accuracies of
GEBV based on the four replications of training and validation. Tables 5.18 to 5.19 give the
means and standard errors of the accuracies of GEBV based on ten replications of training
and ten replications of validation within each training for scenarios 300UH and 3000EL with a
heritability of 0.25.
Unless indicated, results shown in the following were all based on a heritability of 0.5.
Accuracy from simulated vs real data
One of the main objectives of this study was to validate an approach to avoid dividing data
and predict long-term accuracy of GEBV by comparing results from simulated vs real data.
The eight real traits listed in table 5.2 have various estimated heritabilities which might not be
exactly the same as the three simulated heritabilities, but their accuracies can be compared to
the simulated traits with the closest heritabilities.
Comparing tables 5.2 and 5.3, simulation based on scenarios 3000UL, 300EL, and 3000EL
gave accuracies comparable to those of real traits with similar heritabilities, except for the trait
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ePD which had much lower accuracies than most other traits. In addition to the accuracies of
GEBV, table 5.2 also gives the estimated pi, which is the proportion of SNPs that have zero
effects in a given iteration of BayesCpi. The fourth column of table 5.2 gives the values of
the product of 1 − pi and the total number of SNPs, which are the average number of SNPs
associated with a non-zero effect in a given iteration. Figures 5.16 to 5.23 show the genetic
variance explained by each SNP when training on the real data for eight traits (Wolc et al.,
2011a). Results show that the variances associated with the SNPs were generally quite small
or almost zero, suggesting that those traits were fairly polygenic and were affected by many
QTL with small effects.
Tables 5.4 to 5.15 give the accuracies and standard errors of those accuracies of GEBV in
each generation of the simulated validation population. Since accuracies of GEBV were largely
affected by genetic architectures, efforts must be made to examine their impact in order to
make a better comparison of the results. In order to test the significance of the effects of the
three factors, two sample t-tests between scenarios that differ in only one of the factors were
conducted on the accuracies of generation one of the validation, and the p-values from those
t-tests were given in table 5.16. None of the factors studied showed a significant impact on the
accuracies of PBLUP (p¿0.05), as expected. In general, all three factors have significant impact
on the accuracies of BayesCpi (p¡0.05), except for three tests. Method BayesC0 was robust to
the effects of the number of QTL and distribution of QTL variances, but was significantly
affected by MAFs of the QTL.
Effect of the number of QTL
Figures 5.1 to 5.4 show the effect of the number of QTL by comparing the accuracies of
GEBV among scenarios that differ only in the number of QTL but not in variances and MAFs
of the QTL. As mentioned earlier, PBLUP seemed to be robust to the effect of the number
of QTL. In figures 5.1 and 5.2, QTL variances were heterogeneous. When there were 300
QTL, accuracies of BayesCpi were higher than BayesC0, whereas when there were 3000 QTL,
this superiority diminished. With an increase in the number of QTL, there was a significant
decrease in the accuracies of BayesCpi, whereas hardly any decrease for BayesC0. In figure 5.3
and 5.4, QTL variances were homogeneous. There was no superiority for accuracies of BayesCpi
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over BayesC0. When MAFs of the QTL were less than 0.1, accuracies of both methods decreased
with an increase in the number of QTL.
Effect of the distribution of QTL variances
Figures 5.5 to 5.8 show the effect of the distribution of QTL variances by comparing the
accuracies of GEBV among scenarios that differ in distribution of QTL variances but not in
the number and MAFs of the QTL. As mentioned earlier, PBLUP seemed to be robust to the
effect of the distribution of QTL variances. With 300 QTL (figures 5.5 and 5.6), accuracies of
BayesCpi were much higher than BayesC0 when QTL variances were heterogeneous, but this
superiority diminished when QTL variances were homogeneous. Accuracies of BayesCpi were
significantly higher for heterogeneous than homogeneous QTL variances, whereas accuracies of
BayesC0 were not significantly different. When there were 3000 QTL (figures 5.7 and 5.8 ),
there was no differences in accuracies between BayesCpi and BayesC0.
Effect of MAFs of the QTL
Figures 5.9 to 5.12 show the effect of MAFs of the QTL by comparing the accuracies of
GEBV among scenarios that differ in MAFs but not in the number and distribution of variances
of the QTL. As mentioned earlier, PBLUP was robust to the effect of the MAF of the QTL.
In all four figures, when MAFs of the QTL were greater than 0.1 accuracies of BayesCpi and
BayesC0 were significantly higher than when MAFs were less than 0.1.
Partitioning variability of accuracies into training and validation
Standard errors of accuracies are given in tables 5.4 to 5.15 within parenthesis. In order to
partition the variability of accuracies into training and validation, ten replications of training
and ten replications of validation data consisting of ten generations with a size of 376 animals
per generation within each training were simulated for scenarios 300UH (best case scenario)
and 3000EL (worst case scenario) for a heritability of 0.25. Variability from training came from
the randomness in which SNPs were chosen to be the QTL, the sampling of QTL effects and
the random error, and variability from validation came from the random mendelian sampling.
Estimates of the amount of variation from each source are given in table 5.17. For BayesCPi,
variation from training and validation was about the same for scenario 300UH, whereas varia-
tion from validation was much larger than from training for scenario 3000EL. This was probably
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because in scenario 3000EL, QTL effects were not randomly sampled, instead all QTL had ho-
mogeneous variances, and thus the variation in training came only from the randomness of
which SNPs were chosen to be the QTL. For PBLUP, variation from validation was larger than
from training. This was probably because PBLUP was robust to the genetic architectures, and
therefore the variation from training was less important than from validation.
Figure 5.13 shows the histogram and probability density of the accuracies for BayesCpi
from all replications for scenario 300UH, which was close to a normal probability density.
Figures 5.14 and 5.15 show the probability densities of the accuracies of BayesCpi and PBLUP
based on the replications for scenarios 300UH and 3000EL. The two vertical lines represent the
accuracies of BayesCpi and PBLUP obtained from the real trait ePS which had a heritability
of 0.29. The range and the shape of the probability densities for PBLUP were quite similar for
scenarios 300UH and 3000EL, which was consistent with our previous conclusion that PBLUP
was robust to the genetic architecture of a trait. However, the probability densities for BayesCpi
were different between the two scenarios, which was also consistent with the conclusion that
the genetic architecture of a trait had a large impact on the accuracies of BayesCpi. Accuracy
of PBLUP for the trait ePS fell in the upper 50% quantile of the probability density of the
simulated PBLUP accuracies. Accuracy of BayesCpi for ePS was below the probability density
of the simulated BayesCpi accuracies for scenario 300UH, but in the lower 50% quantile of the
probability density of the simulated BayesCpi accuracies for scenario 3000EL.
5.5 Discussions
Accuracy from simulated vs real data
Response to selection depends on the accuracy of GEBV, which has been the major focus of
most research on GS in animal breeding. In the previous chapter we considered using a measure
of multi-locus LD, R2w, to predict long-term accuracy of GS. However, the values of Rw were
higher than the long-term accuracies of GEBV, suggesting that distant loci from the QTL
have a negative impact on predicting GEBVs, which is impossible in real GS practice as QTL
positions are mostly unknown and thus distant SNPs are unidentifiable. The proposed approach
in this study allows use of all SNPs to predict the long-term accuracy of GS. The advantages
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of this approach are: 1). It avoids dividing data into training and validation sets, thus all data
could be used in training to estimate marker effects more accurately; 2). Validation sets of any
size could be simulated, which reduces sampling error due to small sample size; 3). Currently
available methods to predict the long-term accuracy are mostly for GBLUP (Goddard and
Hayes, 2009; Daetwyler et al., 2010), whereas the proposed approach can predict the accuracy
for any method. The main objective of this study was to test if the proposed approach gave
useful predictions of accuracies by comparing simulated results to realized accuracies from Wolc
et al. (2011a).
Since SNP genotypes, family structure of the training data, relationship between the train-
ing and validation data were the same between the two studies, genetic architecture was the
only factor left that could possibly lead to different results, and therefore a range of genetic
architectures were considered. Comparison of the results from simulated vs real data showed
that scenarios 3000EL, and possibly 3000UL and 300EL, gave accuracies close to those from
the real data, suggesting that for at least these eight real traits these three simulated scenarios
may approximate their underlying genetic architectures.
Taking into consideration the variability in the accuracies of BayesCpi, BayesC0 and PBLUP,
10 replications of training and 10 replications of validation within each training for scenarios
300UH and 3000EL with a heritability of 0.25 were simulated to quantify the sources of variation
and further confirm our findings. Table 5.17 showed the variation that came from training
and validation for BayesCpi and PBLUP. Probability densities for the accuracies of the two
scenarios together with two methods were also identified. Figures 5.14 and 5.15 showed that
the accuracy of GEBV for the trait ePS fell within the probability density of the simulated
accuracies for scenario 3000EL, suggesting that this scenario might match with the underlying
genetic architecture of the trait. This was further substantiated by figure 5.18, which was a
plot of the estimated variances explained by each SNP when analyzing real data. It suggests
that the QTL effects of this trait might be polygenic, as most SNP had small or close-to-zero
effects.
Below, we discuss separately the effects of each factor of the genetic architecture that
contributes to accuracy of GEBV in order to better understand our results.
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Effect of the number of QTL
Complex traits are affected by many loci. for example, it was estimated that milk production
traits were affected by 150 QTL (Hayes et al., 2006), however, the actual number is expected
to be much bigger due to the many undetected QTL with small effects (Hayes et al., 2006).
For many other traits, there is no information about how many QTL actually affect their
phenotypes. Daetwyler et al. (2010) studied the effect of the number of QTL on the accuracies
of BayesB and GBLUP, which is equivalent to the BayesC0 in this study. They showed that
the accuracy of GBLUP was robust to the number of QTL, but the accuracy of BayesB first
decreased with an increase in the number of QTL, and then plateaued. BayesB had higher
accuracy than GBLUP with a lower number of QTL, but this superiority diminished with an
increase in the number of QTL. Coster et al. (2010) studied both the effects of the number of
QTL and the distribution of QTL variances on the accuracy of GEBV. Their Bayesian method
(BM) was different from BayesB or BayesCpi in that a mixture of two normal distributions
was used as the prior: one with a null mean and a variance for non-zero SNP effects and
another with a null mean and a very small variance for very small SNP effects, . When QTL
variances were unequal, accuracy of BM decreased with the increasing number of QTL. When
QTL variances were equal, the accuracy of BM decreased when the number of QTL increased,
but plaeued.
In this study, when QTL variances were heterogeneous, accuracies of BayesCpi decreased
with an increasing number of QTL (figures 5.1 and 5.2), but accuracies of BayesC0 hardly
changed, which is consistent with Daetwyler et al. (2010). The method BayesCpi had higher
accuracy than BayesC0, and the reason is that with few QTL, the number of SNPs needed to
explain the genetic variance was also smaller, and therefore BayesCpi had an advantage over
GBLUP through selecting of SNPs in high LD with the QTL to explain the genetic variance.
On the other hand, with more QTL, the number of SNPs needed to explain the genetic variance
is also larger, and therefore the advantage of model selection by BayesCpi diminish. However,
when QTL variances were homogeneous and MAF of the QTL were greater than 0.1, increasing
number of QTL had only negligible effect on the accuracies of BayesCpi and BayesC0 (figure
5.3), which is consistent with Coster et al. (2010)’s study. When variances explained by the
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QTL were homogeneous and MAF of the QTL were less than 0.1, the accuracy of both BayesCpi
and BayesC0 decreased with an increase in the number of QTL (figure 5.4).
Table 5.2 gives the estimates of pi, accuracies for BayesCpi and GBLUP, and the number of
SNPs fitted into the model for BayesCpi in each MCMC sample, computed as the product of
(1− pi) and total number of SNPs. Although the number of SNPs needed is not equivalent to
the number of QTL, it was found that the greatest advantage of BayesCpi over BayesC0 and
PBLUP were for the traits eEW, eE3 and eC3, where the number of SNPs needed for eEW and
eE3 was the lowest among all eight traits, although a large number of SNPs was still needed
for eC3.
Effect of the distribution of QTL variances
A gamma distribution was proposed to approximate the distribution of QTL effects by Hayes
and Goddard (2001) based on published papers on detected QTLs, and has been widely used in
the simulation studies of genomic selection (Meuwissen et al., 2001; Calus and Veerkamp, 2007;
Calus et al., 2008; Solberg et al., 2009, 2008). The distribution for the QTL effects of milk
production traits was estimated to be exponential (Chamberlain et al., 2007), and a similar
conclusion was drawn by Xu and Jia (2007) for other species. However, this distribution varies
with traits. Some traits have been shown to be affected by QTL with big effects, for example,
the DGAT1 gene has a large effect on fat percentage in dairy cattle (Grisart et al., 2004),
and IGF2 gene has a large effect on the muscle mass in pigs (Jeon et al., 1999). Sampling
QTL effects from the gamma distribution, which results in many QTL with small effects and
a few QTL with moderate to large effects, may be appropriate for those traits. In contrast,
some traits have been shown to be affected by a large number of loci with no big QTL and
each locus explaining only a small proportion of the genetic variance, for instance, human
adult height (Lango Allen et al., 2010; Yang et al., 2010). Sampling QTL effects from the
gamma distribution may not be appropriate for those traits, which motivated the scenarios
with homogeneous QTL variances in this study.
With 300 QTL, accuracies of BayesCpi were significantly higher when QTL variance were
heterogenous than when they were homogeneous. In contrast, accuracies of BayesC0 were not
affected by the distribution of QTL variances (figures 5.5 and 5.6). With 3000 QTL the effect
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of the distribution of QTL variances on accuracies of BayesCpi and BayesC0 were small (figures
5.7 and 5.8). This can be explained below. The power to detect a QTL depends on its size,
quantified by the proportion of variance it explains. When QTL variances are homogeneous,
QTL variances are all small and, as a result, power to detect the QTL is smaller compared
to the case when QTL variances are heterogeneous. Thus, with homogeneous variances, more
SNPs might be needed to capture the same amount of genetic variance, and therefore the
advantage of BayesCpi over BayesC0 through model selection disappear.
Hayes et al. (2009) reviewed the results from genomic selection in dairy cattle based on
results from Australia, New Zealand, US, and the Netherlands. It was shown that accuracies of
GEBV obtained with Bayesian methods were only slightly higher than GBLUP, suggesting that
the assumption of GBLUP is closest to reality. VanRaden et al. (2009) reviewed the results on
genomic predictions for North American Holstein bulls. It was shown that reliabilities obtained
with BayesB were only slightly better than GBLUP, except for the traits of fat and protein
percentages which are affected by the gene DGAT1, and GEBVs obtained from the two methods
had a correlation of greater than 0.99 for most traits. Table 5.2 shows that for the traits eAH
and eCO, accuracies of BayesCpi were only slightly higher than with GBLUP, whereas for ePS
and eYW, accuracies of GBLUP were even higher than those from BayesCpi. The estimated
variance explained by SNPs for the eight real traits from figure 5.18 to 5.23 further showed that
there were hardly any big QTL, i.e., the traits were quite polygenic. As a summary, the above
results from real GS practice in dairy cattle and layer chickens show that the assumption that
there are many QTL with small effects is probably applicable to most traits.
Effect of MAF of the QTL
Figures 5.9 to 5.12 show that there was a reduction in the accuracies of BayesCpi and
BayesC0 when the MAF of QTL were less than 0.1 compared with greater than 0.1, suggesting
a reduction in the level of LD between loci. In this study, SNPs were chosen to be the QTL,
whereas in reality MAFs of the QTL may be different from those of SNPs. Under the model of
neutral mutation, allele frequencies follow a U-shaped distribution with allele frequencies close
to 0 or 1 (Kimura and Ohta, 1978). Due to selection, MAFs of the QTL may be even lower, but
SNPs with higher MAFs tend to be selected for inclusion on SNP chips (Nielsen, 2000; Kuhner
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et al., 2000; Eller, 2001; Wakeley et al., 2001; Nielsen and Signorovitch, 2003; Nielsen et al.,
2004; Nielsen, 2004; Clark et al., 2005; Foll et al., 2008; Guillot and Foll, 2009; Albrechtsen
et al., 2010). In addition, SNPs only have two alleles whereas QTL might have more than two
alleles, although this may also be rare because nature might select against mutations of QTL
(Goddard and Hayes, 2009). Therefore, the LD between SNPs and the QTL in reality might
be different from the simulation, which motivated the inclusion of different spectra of allele
frequencies, i.e., MAFs greater or less than 0.1, in this study.
Non-additive genetic effects
Most methods currently used in GS assumed additive effects of the QTL, except for an
empirical Bayes method that included epistatic effects in the model by Xu and Jia (2007);
Xu (2007), or a method that included dominance effects in the model by Toro and Varona
(2010); Bennewitz and Meuwissen (2010). Although some QTL might have non-additive effects,
Hill et al. (2008) showed that additive variance still contributes most of the genetic variance.
Meuwissen and Goddard (2010) also showed if there were many QTL with small dominance
or epistatic effects, accuracy was hardly reduced even with just an additive model. For these
reasons, non-additive genetic effects, such as dominance or epistasis, were not considered in
this study.
5.6 Conclusions
A novel approach was proposed in this paper to simulate a validation population through
sampling mendelian inheritance based on the ordered genotypes inferred from real SNP geno-
types of a target population. To validate this approach, combinations of eight genetic architec-
tures, consisting of 300 or 3000 QTL with heterogeneous or homogeneous variances and MAFs
greater or less than 0.1, together with three heritabilities were simulated. By comparing results
from simulation with an analysis based on the same training population using real data, accu-
racies for scenarios 3000UL, 300EL, and 3000EL were shown to be closest to results from real
data. More replications were done to quantify the sources of variation and to infer the prob-
ability densities for the simulated accuracies from scenarios 300UH and 3000EL, where QTL
effects were the least and most polygenic among all scenarios included in this study. Results
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suggest that scenario 3000EL may approximate the real genetic architecture of the traits from
layer chickens considered in this study.
This study also confirms the great impact that the number of QTL and the distribution
of QTL variances have on the accuracies of GEBV, and is probably the first study on the
effect of MAFs of the QTL on accuracies of GEBV. By simulating a broad spectrum of genetic
architectures based on the proposed approach, a range of accuracies could be obtained for the
progeny of any generation of a target population, where accuracy from the most polygenic
scenario may serve as a bottom line of the realizable accuracies. In fact, literature results from
real genomic selection practice in dairy cattle substantiate that the assumption of polygenic
QTL effects is probably applicable to most traits, and so do these bottom-line accuracies.
In addition, information about the genetic architectures of a real trait may be inferred when
analyzing real data using the Bayesian variable selection methods. Simulations can also be
conducted based on the inferred architectures and better estimates could possibly be obtained.
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5.8 Tables
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Table 5.1 The eight scenarios with combinations of 300 or 3000 QTL, homogenous or hetero-
geneous QTL variances, and MAF of the QTL greater or less than 0.1.
scenario num QTL QTL variance MAF
300UH 300 heterogeneous >0.1
300UL 300 heterogeneous <0.1
3000UH 3000 heterogeneous >0.1
3000UL 3000 heterogeneous <0.1
300EH 300 homogeneous >0.1
300EL 300 homogeneous <0.1
3000EH 3000 homogeneous >0.1
3000EL 3000 homogeneous <0.1
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Table 5.2 Accuracy of GEBV for BayesCpi, GBLUP and PBLUP based on real data with the
same training population as the simulation. Validation data was the first-generation
progeny of the training population. The value of 1 − pi is the proportion of SNPs
fitted into the model in a given iteration. The value of nSNPs is the total number
of SNPs fitted into the model in a given iteration, calculated as the product of the
total number of SNPs and 1− pi.
trait h2 pˆi n SNPs BayesCpi GBLUP PBLUP
ePD 0.39 0.92 1954 0.29 0.25 0.29
eEW 0.75 0.98 489 0.69 0.64 0.35
ePS 0.29 0.90 2443 0.47 0.49 0.39
eAH 0.55 0.94 1466 0.51 0.49 0.4
eCO 0.72 0.94 1466 0.6 0.58 0.49
eYW 0.47 0.89 2698 0.59 0.6 0.51
eE3 0.64 0.98 489 0.68 0.61 0.36
eC3 0.66 0.91 2198 0.48 0.43 0.24
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Table 5.3 Accuracy of BayesCpi, BayesC0 and PBLUP for combinations of all scenarios for
genetic architectures together with heritabilities for the first generation of validation
data based on four replications of training and validation.
scenario h2 = 0.25 h2 = 0.5 h2 = 0.75
BayesCpi BayesC0 PBLUP BayesCpi BayesC0 PBLUP BayesCpi BayesC0 PBLUP
300UH 0.805 0.714 0.39 0.852 0.783 0.424 0.891 0.826 0.514
300UL 0.69 0.566 0.357 0.759 0.628 0.386 0.834 0.708 0.456
3000UH 0.708 0.705 0.385 0.766 0.758 0.432 0.809 0.801 0.445
3000UL 0.551 0.545 0.302 0.631 0.622 0.371 0.713 0.699 0.449
300EH 0.669 0.714 0.285 0.74 0.783 0.376 0.817 0.826 0.471
300EL 0.546 0.566 0.346 0.665 0.628 0.413 0.719 0.708 0.51
3000EH 0.612 0.61 0.266 0.738 0.739 0.351 0.783 0.784 0.45
3000EL 0.512 0.511 0.326 0.621 0.618 0.382 0.688 0.685 0.468
118
Table 5.4 Mean accuracy of BayesCpi analysis based on four replications of training and vali-
dation for the scenarios of 300 QTL with heterogeneous variances (scenarios 300UH
and 300UL). The numbers within parenthesis gave the standard error of the respec-
tive accuracy.
generation MAF>0.1 MAF<0.1
h2=0.25 h2=0.5 h2=0.75 h2=0.25 h2=0.5 h2=0.75
1 0.805 0.852 0.891 0.69 0.759 0.834
(0.013) (0.015) (0.008) (0.039) (0.02) (0.019)
2 0.76 0.811 0.861 0.646 0.724 0.804
(0.016) (0.014) (0.007) (0.042) (0.022) (0.018)
3 0.731 0.798 0.839 0.622 0.709 0.789
(0.012) (0.01) (0.005) (0.048) (0.023) (0.016)
4 0.716 0.781 0.826 0.606 0.688 0.769
(0.013) (0.012) (0.005) (0.047) (0.024) (0.018)
5 0.702 0.771 0.813 0.587 0.676 0.756
(0.018) (0.016) (0.004) (0.033) (0.015) (0.014)
6 0.687 0.756 0.802 0.58 0.66 0.75
(0.016) (0.013) (0.006) (0.027) (0.017) (0.011)
7 0.668 0.74 0.788 0.572 0.653 0.747
(0.02) (0.013) (0.008) (0.029) (0.019) (0.016)
8 0.666 0.731 0.782 0.555 0.639 0.729
(0.017) (0.013) (0.008) (0.025) (0.014) (0.014)
9 0.675 0.734 0.781 0.547 0.643 0.723
(0.014) (0.012) (0.006) (0.032) (0.021) (0.019)
10 0.666 0.725 0.772 0.548 0.647 0.728
(0.015) (0.014) (0.006) (0.032) (0.017) (0.017)
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Table 5.5 Mean accuracy of BayesC0 analysis based on four replications of training and val-
idation for the scenarios of 300 QTL with random variances(scenarios 300UH and
300UL). The numbers within parenthesis gave the standard error of the respective
accuracy.
generation MAF>0.1 MAF<0.1
h2=0.25 h2=0.5 h2=0.75 h2=0.25 h2=0.5 h2=0.75
1 0.714 0.783 0.826 0.566 0.628 0.708
(0.013) (0.018) (0.012) (0.029) (0.033) (0.029)
2 0.657 0.725 0.776 0.498 0.562 0.644
(0.011) (0.015) (0.01) (0.031) (0.028) (0.023)
3 0.619 0.697 0.743 0.452 0.527 0.612
(0.011) (0.012) (0.011) (0.034) (0.025) (0.016)
4 0.601 0.671 0.724 0.429 0.513 0.578
(0.013) (0.013) (0.011) (0.029) (0.016) (0.013)
5 0.578 0.652 0.699 0.42 0.492 0.56
(0.007) (0.01) (0.007) (0.024) (0.019) (0.016)
6 0.556 0.633 0.682 0.4 0.475 0.538
(0.007) (0.009) (0.008) (0.014) (0.011) (0.019)
7 0.539 0.62 0.672 0.386 0.455 0.546
(0.006) (0.011) (0.012) (0.019) (0.016) (0.011)
8 0.518 0.594 0.647 0.383 0.441 0.524
(0.018) (0.016) (0.013) (0.015) (0.011) (0.011)
9 0.535 0.597 0.647 0.376 0.443 0.514
(0.005) (0.008) (0.006) (0.017) (0.006) (0.01)
10 0.53 0.595 0.634 0.354 0.431 0.493
(0.01) (0.012) (0.013) (0.016) (0.01) (0.008)
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Table 5.6 Mean accuracy of PBLUP analysis based on four replications of training and val-
idation for the scenarios of 300 QTL with random variances(scenarios 300UH and
300UL). The numbers within parenthesis gave the standard error of the respective
accuracy.
generation MAF>0.1 MAF<0.1
h2=0.25 h2=0.5 h2=0.75 h2=0.25 h2=0.5 h2=0.75
1 0.39 0.424 0.514 0.357 0.386 0.456
(0.016) (0.02) (0.016) (0.044) (0.066) (0.06)
2 0.288 0.313 0.381 0.234 0.262 0.298
(0.017) (0.012) (0.018) (0.031) (0.047) (0.043)
3 0.2 0.216 0.263 0.15 0.167 0.19
(0.004) (0.017) (0.005) (0.018) (0.03) (0.026)
4 0.139 0.153 0.176 0.116 0.111 0.131
(0.007) (0.012) (0.006) (0.01) (0.019) (0.018)
5 0.09 0.093 0.119 0.06 0.068 0.072
(0.006) (0.014) (0.014) (0.017) (0.021) (0.021)
6 0.053 0.065 0.071 0.038 0.055 0.057
(0.013) (0.014) (0.012) (0.013) (0.024) (0.016)
7 0.021 0.035 0.033 0.015 0.03 0.03
(0.008) (0.015) (0.011) (0.01) (0.021) (0.012)
8 0.011 0.036 0.032 0.047 0.051 0.033
(0.01) (0.017) (0.01) (0.01) (0.018) (0.016)
9 0.017 0.025 0.034 0.029 0.03 0.024
(0.01) (0.014) (0.013) (0.017) (0.011) (0.018)
10 0.01 0.016 0.027 0.025 0.022 0.037
(0.016) (0.018) (0.017) (0.011) (0.013) (0.012)
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Table 5.7 Mean accuracy of BayesCpi analysis based on four replications of training and vali-
dation for the scenarios of 3000 QTL with random variances(scenarios 3000UH and
3000UL). The numbers within parenthesis gave the standard error of the respective
accuracy.
generation MAF>0.1 MAF<0.1
h2=0.25 h2=0.5 h2=0.75 h2=0.25 h2=0.5 h2=0.75
1 0.708 0.766 0.809 0.551 0.631 0.713
(0.019) (0.013) (0.006) (0.015) (0.024) (0.005)
2 0.636 0.709 0.755 0.48 0.561 0.642
(0.011) (0.007) (0.004) (0.013) (0.016) (0.005)
3 0.617 0.689 0.737 0.43 0.502 0.586
(0.011) (0.007) (0.005) (0.007) (0.005) (0.011)
4 0.588 0.664 0.714 0.408 0.487 0.562
(0.009) (0.004) (0.006) (0.004) (0.008) (0.007)
5 0.575 0.652 0.695 0.382 0.461 0.523
(0.007) (0.003) (0.003) (0.011) (0.011) (0.011)
6 0.545 0.629 0.677 0.36 0.442 0.508
(0.01) (0.01) (0.006) (0.007) (0.008) (0.008)
7 0.533 0.619 0.669 0.334 0.424 0.489
(0.013) (0.006) (0.005) (0.01) (0.011) (0.009)
8 0.537 0.612 0.661 0.351 0.42 0.491
(0.012) (0.006) (0.007) (0.01) (0.016) (0.015)
9 0.52 0.609 0.651 0.352 0.424 0.481
(0.01) (0.013) (0.014) (0.011) (0.016) (0.011)
10 0.492 0.581 0.63 0.32 0.4 0.469
(0.006) (0.015) (0.014) (0.014) (0.015) (0.013)
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Table 5.8 Mean accuracy of BayesC0 analysis based on four replications of training and vali-
dation for the scenarios of 3000 QTL with random variances(scenarios 3000UH and
3000UL). The numbers within parenthesis gave the standard error of the respective
accuracy.
generation MAF>0.1 MAF<0.1
h2=0.25 h2=0.5 h2=0.75 h2=0.25 h2=0.5 h2=0.75
1 0.705 0.758 0.801 0.545 0.622 0.699
(0.019) (0.015) (0.007) (0.014) (0.024) (0.007)
2 0.631 0.699 0.746 0.471 0.547 0.619
(0.011) (0.009) (0.003) (0.011) (0.014) (0.004)
3 0.612 0.68 0.728 0.415 0.484 0.556
(0.011) (0.008) (0.006) (0.008) (0.008) (0.012)
4 0.582 0.655 0.705 0.392 0.466 0.532
(0.008) (0.004) (0.008) (0.006) (0.009) (0.011)
5 0.57 0.64 0.688 0.363 0.441 0.495
(0.006) (0.004) (0.004) (0.013) (0.011) (0.013)
6 0.539 0.616 0.666 0.341 0.417 0.473
(0.009) (0.011) (0.008) (0.014) (0.01) (0.013)
7 0.527 0.606 0.655 0.314 0.399 0.455
(0.013) (0.007) (0.007) (0.019) (0.009) (0.01)
8 0.531 0.6 0.652 0.331 0.392 0.45
(0.011) (0.006) (0.007) (0.016) (0.015) (0.018)
9 0.515 0.597 0.637 0.336 0.392 0.441
(0.011) (0.014) (0.016) (0.017) (0.02) (0.015)
10 0.486 0.57 0.614 0.306 0.369 0.427
(0.006) (0.014) (0.013) (0.02) (0.019) (0.018)
123
Table 5.9 Mean accuracy of PBLUP analysis based on four replications of training and vali-
dation for the scenarios of 3000 QTL with random variances(scenarios 3000UH and
3000UL). The numbers within parenthesis gave the standard error of the respective
accuracy.
generation MAF>0.1 MAF<0.1
h2=0.25 h2=0.5 h2=0.75 h2=0.25 h2=0.5 h2=0.75
1 0.385 0.432 0.445 0.302 0.371 0.449
(0.023) (0.038) (0.017) (0.029) (0.045) (0.036)
2 0.247 0.275 0.292 0.206 0.256 0.307
(0.027) (0.034) (0.011) (0.019) (0.026) (0.026)
3 0.18 0.197 0.211 0.156 0.182 0.221
(0.036) (0.027) (0.013) (0.013) (0.021) (0.022)
4 0.147 0.161 0.155 0.121 0.132 0.154
(0.035) (0.024) (0.022) (0.007) (0.006) (0.008)
5 0.094 0.12 0.12 0.083 0.087 0.103
(0.021) (0.011) (0.019) (0.01) (0.009) (0.014)
6 0.062 0.066 0.074 0.063 0.075 0.09
(0.024) (0.021) (0.019) (0.015) (0.012) (0.005)
7 0.042 0.043 0.042 0.049 0.075 0.074
(0.01) (0.004) (0.008) (0.025) (0.018) (0.017)
8 0.023 0.019 0.039 0.056 0.058 0.052
(0.014) (0.009) (0.014) (0.019) (0.015) (0.017)
9 0.014 0.013 0.03 0.048 0.038 0.045
(0.01) (0.007) (0.008) (0.011) (0.005) (0.01)
10 0.012 0.009 0.031 0.047 0.036 0.038
(0.014) (0.009) (0.009) (0.009) (0.007) (0.007)
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Table 5.10 Mean accuracy of BayesCpi analysis based on four replications of training and
validation for the scenarios of 300 QTL with equal variances(scenarios 300EH and
300EL). The numbers within parenthesis gave the standard error of the respective
accuracy.
generation MAF>0.1 MAF<0.1
h2=0.25 h2=0.5 h2=0.75 h2=0.25 h2=0.5 h2=0.75
1 0.669 0.74 0.817 0.546 0.665 0.719
(0.029) (0.021) (0.007) (0.013) (0.011) (0.009)
2 0.634 0.71 0.776 0.47 0.58 0.641
(0.022) (0.016) (0.009) (0.012) (0.005) (0.007)
3 0.602 0.677 0.744 0.425 0.54 0.605
(0.011) (0.008) (0.002) (0.01) (0.01) (0.012)
4 0.568 0.649 0.714 0.372 0.5 0.568
(0.016) (0.007) (0.005) (0.011) (0.017) (0.014)
5 0.564 0.634 0.698 0.373 0.49 0.554
(0.018) (0.009) (0.007) (0.013) (0.01) (0.018)
6 0.537 0.61 0.677 0.351 0.466 0.523
(0.011) (0.007) (0.008) (0.023) (0.01) (0.012)
7 0.539 0.611 0.677 0.331 0.437 0.511
(0.01) (0.007) (0.008) (0.015) (0.009) (0.009)
8 0.526 0.596 0.671 0.338 0.431 0.498
(0.018) (0.011) (0.009) (0.013) (0.006) (0.008)
9 0.505 0.567 0.639 0.316 0.406 0.481
(0.027) (0.01) (0.011) (0.009) (0.009) (0.007)
10 0.518 0.59 0.65 0.314 0.404 0.474
(0.018) (0.013) (0.009) (0.013) (0.003) (0.009)
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Table 5.11 Mean accuracy of BayesC0 analysis based on four replications of training and
validation for the scenarios of 300 QTL with equal variances(scenarios 300EH and
300EL). The numbers within parenthesis gave the standard error of the respective
accuracy.
generation MAF>0.1 MAF<0.1
h2=0.25 h2=0.5 h2=0.75 h2=0.25 h2=0.5 h2=0.75
1 0.714 0.783 0.826 0.566 0.628 0.708
(0.013) (0.018) (0.012) (0.029) (0.033) (0.029)
2 0.657 0.725 0.776 0.498 0.562 0.644
(0.011) (0.015) (0.01) (0.031) (0.028) (0.023)
3 0.619 0.697 0.743 0.452 0.527 0.612
(0.011) (0.012) (0.011) (0.034) (0.025) (0.016)
4 0.601 0.671 0.724 0.429 0.513 0.578
(0.013) (0.013) (0.011) (0.029) (0.016) (0.013)
5 0.578 0.652 0.699 0.42 0.492 0.56
(0.007) (0.01) (0.007) (0.024) (0.019) (0.016)
6 0.556 0.633 0.682 0.4 0.475 0.538
(0.007) (0.009) (0.008) (0.014) (0.011) (0.019)
7 0.539 0.62 0.672 0.386 0.455 0.546
(0.006) (0.011) (0.012) (0.019) (0.016) (0.011)
8 0.518 0.594 0.647 0.383 0.441 0.524
(0.018) (0.016) (0.013) (0.015) (0.011) (0.011)
9 0.535 0.597 0.647 0.376 0.443 0.514
(0.005) (0.008) (0.006) (0.017) (0.006) (0.01)
10 0.53 0.595 0.634 0.354 0.431 0.493
(0.01) (0.012) (0.013) (0.016) (0.01) (0.008)
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Table 5.12 Mean accuracy of PBLUP analysis based on four replications of training and val-
idation for the scenarios of 300 QTL with equal variances(scenarios 300EH and
300EL). The numbers within parenthesis gave the standard error of the respective
accuracy.
generation MAF>0.1 MAF<0.1
h2=0.25 h2=0.5 h2=0.75 h2=0.25 h2=0.5 h2=0.75
1 0.285 0.376 0.471 0.346 0.413 0.51
(0.095) (0.078) (0.077) (0.044) (0.049) (0.059)
2 0.226 0.266 0.358 0.25 0.3 0.379
(0.1) (0.097) (0.098) (0.051) (0.06) (0.072)
3 0.159 0.174 0.234 0.2 0.234 0.274
(0.105) (0.102) (0.107) (0.05) (0.067) (0.076)
4 0.103 0.146 0.159 0.132 0.188 0.256
(0.119) (0.115) (0.121) (0.044) (0.065) (0.077)
5 0.087 0.103 0.124 0.122 0.131 0.188
(0.121) (0.118) (0.127) (0.053) (0.069) (0.074)
6 0.071 0.082 0.09 0.117 0.129 0.158
(0.108) (0.114) (0.124) (0.052) (0.078) (0.081)
7 0.041 0.069 0.07 0.097 0.096 0.122
(0.11) (0.114) (0.128) (0.054) (0.074) (0.087)
8 0.036 0.053 0.062 0.08 0.08 0.115
(0.117) (0.121) (0.136) (0.057) (0.082) (0.096)
9 0.029 0.04 0.046 0.066 0.072 0.093
(0.113) (0.115) (0.129) (0.052) (0.081) (0.089)
10 0.016 0.022 0.029 0.059 0.064 0.075
(0.116) (0.127) (0.135) (0.049) (0.076) (0.083)
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Table 5.13 Mean accuracy of BayesCpi analysis based on four replications of training and
validation for the scenarios of 3000 QTL with equal variances(scenarios 3000EH
and 3000EL). The numbers within parenthesis gave the standard error of the
respective accuracy.
generation MAF>0.1 MAF<0.1
h2=0.25 h2=0.5 h2=0.75 h2=0.25 h2=0.5 h2=0.75
1 0.612 0.738 0.783 0.512 0.621 0.688
(0.029) (0.006) (0.006) (0.024) (0.027) (0.018)
2 0.569 0.674 0.726 0.428 0.516 0.603
(0.019) (0.006) (0.005) (0.022) (0.02) (0.012)
3 0.571 0.663 0.715 0.379 0.472 0.548
(0.013) (0.009) (0.007) (0.007) (0.012) (0.011)
4 0.55 0.638 0.695 0.351 0.444 0.52
(0.017) (0.013) (0.011) (0.012) (0.014) (0.014)
5 0.541 0.619 0.678 0.339 0.416 0.488
(0.018) (0.011) (0.014) (0.01) (0.013) (0.011)
6 0.528 0.598 0.669 0.327 0.397 0.468
(0.014) (0.008) (0.011) (0.004) (0.007) (0.008)
7 0.518 0.596 0.662 0.317 0.398 0.472
(0.011) (0.008) (0.013) (0.018) (0.011) (0.01)
8 0.517 0.595 0.657 0.283 0.368 0.432
(0.01) (0.005) (0.005) (0.01) (0.008) (0.005)
9 0.508 0.586 0.634 0.281 0.355 0.424
(0.012) (0.003) (0.003) (0.008) (0.015) (0.021)
10 0.506 0.588 0.637 0.285 0.353 0.417
(0.016) (0.012) (0.009) (0.009) (0.011) (0.018)
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Table 5.14 Mean accuracy of BayesC0 analysis based on four replications of training and
validation for the scenarios of 3000 QTL with equal variances(scenarios 3000EH
and 3000EL). The numbers within parenthesis gave the standard error of the
respective accuracy.
generation MAF>0.1 MAF<0.1
h2=0.25 h2=0.5 h2=0.75 h2=0.25 h2=0.5 h2=0.75
1 0.61 0.739 0.784 0.511 0.618 0.685
(0.03) (0.007) (0.006) (0.024) (0.027) (0.019)
2 0.567 0.674 0.726 0.427 0.512 0.599
(0.019) (0.007) (0.005) (0.023) (0.021) (0.012)
3 0.57 0.662 0.715 0.378 0.468 0.542
(0.013) (0.009) (0.007) (0.007) (0.013) (0.011)
4 0.55 0.638 0.696 0.349 0.438 0.516
(0.017) (0.013) (0.011) (0.013) (0.016) (0.014)
5 0.541 0.62 0.679 0.338 0.408 0.481
(0.018) (0.011) (0.014) (0.01) (0.014) (0.011)
6 0.528 0.601 0.67 0.326 0.393 0.462
(0.014) (0.008) (0.012) (0.004) (0.007) (0.008)
7 0.519 0.599 0.663 0.315 0.395 0.466
(0.01) (0.007) (0.013) (0.017) (0.011) (0.01)
8 0.518 0.598 0.656 0.281 0.365 0.425
(0.01) (0.004) (0.005) (0.01) (0.007) (0.004)
9 0.509 0.588 0.635 0.278 0.351 0.416
(0.012) (0.003) (0.003) (0.007) (0.016) (0.021)
10 0.506 0.59 0.637 0.282 0.347 0.409
(0.016) (0.011) (0.009) (0.008) (0.009) (0.016)
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Table 5.15 Mean accuracy of PBLUP analysis based on four replications of training and val-
idation for the scenarios of 3000 QTL with equal variances(scenarios 3000EH and
3000EL). The numbers within parenthesis gave the standard error of the respective
accuracy.
generation MAF>0.1 MAF<0.1
h2=0.25 h2=0.5 h2=0.75 h2=0.25 h2=0.5 h2=0.75
1 0.266 0.351 0.45 0.326 0.382 0.468
(0.031) (0.052) (0.029) (0.027) (0.035) (0.025)
2 0.193 0.238 0.301 0.236 0.278 0.336
(0.023) (0.039) (0.023) (0.022) (0.026) (0.014)
3 0.125 0.157 0.194 0.175 0.209 0.245
(0.019) (0.029) (0.023) (0.023) (0.021) (0.015)
4 0.093 0.105 0.127 0.117 0.143 0.16
(0.023) (0.027) (0.021) (0.021) (0.02) (0.016)
5 0.07 0.063 0.08 0.104 0.114 0.122
(0.018) (0.014) (0.012) (0.025) (0.017) (0.02)
6 0.054 0.053 0.062 0.098 0.1 0.1
(0.021) (0.011) (0.013) (0.013) (0.012) (0.017)
7 0.019 0.025 0.041 0.069 0.066 0.066
(0.022) (0.012) (0.014) (0.014) (0.009) (0.015)
8 0.018 0.031 0.043 0.046 0.047 0.044
(0.002) (0.008) (0.013) (0.018) (0.011) (0.02)
9 0.02 0.014 0.025 0.048 0.046 0.055
(0.006) (0.006) (0.015) (0.024) (0.011) (0.013)
10 -0.003 0.007 0.014 0.042 0.051 0.06
(0.003) (0.012) (0.009) (0.014) (0.005) (0.015)
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Table 5.16 P-values from the two sample t-tests for the effects of the number of QTL, distribu-
tion of the QTL variances and MAFs of the QTL on the accuracies of GEBV. The
tests are based on the accuracies for the first generation of validation population
with a heritability of 0.5.
scenario 1 scenario 2 BayesCpi BayesC0 PBLUP
300UH 3000UH 0.00257 0.786 0.57
300UL 3000UL 0.00341 0.444 0.434
300EH 3000EH 0.466 0.043 0.4
300EL 3000EL 0.103 0.368 0.313
300UH 300EH 0.003 0.936 0.294
300UL 300EL 0.059 0.156 0.13
3000UH 3000EH 0.005 0.5 0.623
3000UL 3000EL 0.395 0.458 0.563
300UH 300UL 0.005 0.017 0.307
3000UH 3000UL 0.002 0.002 0.203
300EH 300EL 0.014 0.001 0.647
3000EH 3000EL 0.01 0.008 0.679
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Table 5.17 Variability of accuracies comes from the training and the validation of BayesCpi
and PLBUP for scenarios 300UH and 3000EL.
sources BayesCpi PBLUP
scenario 1 scenario 8 scenario 1 scenario 8
training 0.00106 0.000488 0.00247 0.00298
validation 0.0009 0.0036 0.0081 0.00986
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Table 5.18 Mean accuracies of BayesCpi based on 10 replications of training and 10 replications
of validation data consisting of 10 generations of progeny with the size of 380 per
generation within each training. Two scenarios with the heritability of 0.25 were
studied: 300 QTL with MAF>0.1 and randomly sampled QTL effect (scenario
300UH), and 3000 QTL with MAF<0.1 and homogeneous QTL variances (scenario
3000EL). The numbers within parenthesis gave the standard error of the respective
accuracy.
generation 300 QTL MAF>0.1 3000 QTL MAF<0.1






















Table 5.19 Mean accuracies of PBLUP based on 10 replications of training and 10 replica-
tions of validation data consisting of 10 generations of progeny with the size of
380 per generation within each training. Two scenarios with a heritability of 0.25
were studied: 300 QTL with MAF>0.1 and randomly sample QTL effect (sce-
nario 300UH), and 3000 QTL with MAF< 0.1 and equal QTL variance (scenario
3000EL). The numbers within parenthesis gave the standard error of the respective
accuracy.
generation 300 QTL MAF>0.1 3000 QTL MAF<0.1
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Figure 5.1 Accuracies for the scenarios when MAFs of the QTL were greater than 0.1 with
effects randomly sampled from the gamma distribution thus resulting in hetero-



















































Figure 5.2 Accuracies for the scenarios when MAFs of the QTL were less than 0.1 with effects
randomly sampled from the gamma distribution thus resulting in heterogeneous





















































Figure 5.3 Accuracies for the scenarios when MAFs of the QTL were greater than 0.1 with
















































Figure 5.4 Accuracies for the scenarios when MAFs of the QTL were less than 0.1 with ho-
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Figure 5.5 Accuracies for the scenarios of 300 QTL with MAFs greater than 0.1 (scenarios


















































Figure 5.6 Accuracies for the scenarios of 300 QTL with MAFs less than 0.1 (scenarios 300UL
















































Figure 5.7 Accuracies for the scenarios of 3000 QTL with MAFs greater than 0.1 (scenarios
















































Figure 5.8 Accuracies for the scenarios of 3000 QTL with MAFs less than 0.1 (scenarios
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Figure 5.9 Accuracies for the scenarios of 300 QTL with effects randomly sampled from the
gamma distribution thus resulting in heterogeneous variances (scenarios 300UH
















































Figure 5.10 Accuracies for the scenarios of 3000 QTL with effects randomly sampled from the
gamma distribution thus resulting in heterogeneous variances (scenarios 3000UH





















































Figure 5.11 Accuracies for the scenarios of 300 QTL with homogeneous variances (scenarios
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Figure 5.12 Accuracies for the scenarios of 3000 QTL with homogeneous variances (scenarios
3000EH and 3000EL). Heritability of the trait was 0.5.
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density of the histogram
Figure 5.13 A histogram for the accuracies of BayesCpi from 10 replications of training with
10 replications of validation within each training for the scenarios of 300 QTL
with MAFs greater than 0.1 and QTL effects randomly sampled from the gamma
distribution (scenario 300UH). Heritability of the trait was 0.25.
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Figure 5.14 Distribution for the accuracies of PBLUP and BayesCpi from 10 replications of
training with 10 replications of validation within each training for the scenarios
of 300 QTL with MAFs greater than 0.1 and QTL effects randomly sampled from
the gamma distribution (scenario 300UH). Heritability of the trait was 0.25. The
two vertical lines were the accuracies of PBLUP and BayesCpi for the trait ePD
with the heritability of 0.29 from real data.
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Figure 5.15 Distribution of the accuracies of PBLUP and BayesCpi from 10 replications of
training with 10 replications of validation within each training for scenarios
of 3000 QTL with MAFs less than 0.1 and homogeneous variances (scenario
3000EL). Heritability of the trait was 0.25. The two vertical lines were the ac-







































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.16 Genetic variance explained by each SNP for the trait ePD from real data. Differ-





















































































































































































































































































































































































































































































































































































































































































































































































Figure 5.17 Genetic variance explained by each SNP for the trait eEW from real data. Dif-







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.18 Genetic variance explained by each SNP for the trait ePS from real data. Different















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.19 Genetic variance explained by each SNP for the trait eAH from real data. Dif-



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.20 Genetic variance explained by each SNP for the trait eCO from real data. Dif-

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.21 Genetic variance explained by each SNP for the trait eYW from real data. Dif-







































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.22 Genetic variance explained by each SNP for the trait eE3 from real data. Different

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.23 Genetic variance explained by each SNP for the trait eC3 from real data. Different
colors represent SNPs on different chromosomes.
158
CHAPTER 6. General conclusions and discussions
The general goal of the research in this thesis was to contribute to the development of
statistical methods and algorithms for improving fine mapping of QTL and genomic selection.
In chapter 2, a gene-frequency model that combines linkage disequilibrium (LD) (non-
random association of allele states) and cosegregation (CS) (non-random association of allele
origin) information was proposed. In this model, information from LD is captured by modeling
the conditional means and variances at the QTL given marker information, and information
from CS is captured by modeling the covariances. The parameters in this model include the
conditional gene frequencies at a QTL given marker information, the additive effect and location
of a QTL, and the residual variance. A Bayesian approach was used to make inferences from this
model. When data were from unrelated individuals and thus only contained LD information,
the power to detect and precision to map a QTL by the Bayesian gene-frequency method (BGF)
was compared to a regression method using least squares (LSR) through computer simulation.
The BGF method had power close or equal to LSR, and precision higher than LSR. With
only LD information the BGF could map QTL with considerable accuracy even within a 1 cM
region.
In chapter 3, a Markov chain Monte Carlo method is presented based on Gibbs and
Metropolis-Hastings samplers to estimate parameters for the BGF method. When data were
from related individuals with pedigree and thus contained both LD and CS information, the
power to detect and precision to map a QTL of the BGF method was compared to the identity-
by-descent (IBD) method by Meuwissen et al. (2002). The BGF method had higher power and
precision than the IBD method. The differences between these two methods are: 1) in the
BGF method, LD information is modeled through the conditional means and variances and
CS information is modeled through the covariances, whereas in the IBD method, both LD and
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CS information are modeled through the covariance matrix of gametic values; 2) in the BGF
method, not only the marker but also the phenotypic information contribute to the modeling
of the covariance matrix of gametic deviations, whereas in the IBD method, only marker infor-
mation contributes. 3) in the BGF method, marker and phenotypic information determine the
partitioning of LD and CS information, whereas in the IBD method, only marker information
determines the partitioning. One of the most surprising findings in this paper is that when QTL
and markers were in LE in the founder generation, regression method had even higher power
than the IBD method, and comparable precisions as the IBD and BGF methods. Explanations
are given below. When a QTL is in LE with a single marker, it might still be in high LD with
marker haplotypes. Besides, LD can also be created within the pedigree by drift which could
be captured by the regression method.
In chapter 4, a measure of multi-locus LD, R2w, was proposed in order quantify the long-
term accuracy of GS. By regressing the genotype of a surrogate QTL on the genotypes of all
other SNPs of the genome and predicting the QTL genotypes using surrounding SNPs, the
accuracy of prediction can be calculated as the squared correlation between the predicted and
true genotypes. The value of R2w is the average accuracy across the genome when every SNP
acts as a surrogate QTL, and it increased with a decrease in marker spacing, i.e., level of LD,
and with an increase in the size of the data set. Accuracy of GEBV were evaluated using two
Bayesian methods, BayesCpi and BayesC0, which is equivalent to a genomic best linear unbiased
prediction (GBLUP) method. The values of R2w were higher than the long-term accuracies of
BayesC0 for the simulated scenarios, although this superiority decreased with an increase in the
marker density and data set size. This suggests that distant loci from the QTL have a negative
impact on predicting GEBVs, which is impossible to be taken out in real GS practice as QTL
positions are mostly unknown and distant SNPs are unidentifiable. Therefore, the measure R2w
is too ideal to predict the long-term accuracy of GS.
In chapter 5, an approach was proposed to simulate the validation data through simulating
of mendelian inheritance such that the effects of distant SNPs are not disregarded, dividing
of data into training and validation is avoided, and a larger training data is obtainable. To
validate this approach, a simulation study based on a real 30k SNP genotypes of a layer chicken
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population was compared to the results based on the same population with real data. Eight
different scenarios for genetic architecture, with combinations of 300 or 3000 QTL, homogeneous
or heterogeneous QTL variances, and minor allele frequency (MAF) of the QTL greater or less
than 0.1, and three different heritabilities of 0.25, 0.5 or 0.75 were included in the simulation.
Accuracies from real data were within the range of accuracies from simulation for the scenario
where there were 3000 QTL with homogeneous variances and MAFs less than 0.1, which is the
most polygenic among the eight scenarios studied. This study confirms the great impact of
the number of QTL and distribution of QTL variances, and is the first study on the effect of
MAFs of the QTL on accuracies of GEBV. By simulating a spectrum of genetic architectures
based on the proposed approach, a range of accuracies could be obtained for any generation of
the progeny of a target population. Accuracy from the most polygenic scenario may serve as
a lower bound for realizable accuracies. Results from real genomic selection practice in dairy
cattle and layer chicken industry substantiated that the polygenic scenario well approximated
the genetic architectures of many complex traits. In addition, information about the genetic
architectures of a real trait may be inferred when analyzing real data using the Bayesian variable
selection methods. For example, the estimated value of pi may provide some clue about the
actual number of QTL, and the distribution of genetic variances explained by SNPs may reflect
the distribution of QTL variances. Simulations can also be conducted based on the inferred
architectures and better estimates could possibly be obtained.
Method BGF is a combined LDCS method which has the potential of being extended to GS.
The motivation of chapters 2 and 3 is to test the performance of BGF method in a QTL mapping
context by comparing the power to detect and precision to map a QTL with other methods
before it is be extended to GS which is computationally more demanding than mapping. In
chapter 5 of this thesis, it was shown that many traits are polygenic, although some traits
might be affected by big QTL, for example, milk production in dairy cattle was affected by
affected by DGAT1, and muscle mass in pig was affected by IGF1. With a decrease in the size
of QTL, the power to detect and precision to map a QTL by the BGF, IBD and LSR methods
are all expected to decrease. Simulation study might be needed to determine which method
will be affected most. Larger amount of data is needed to detect the QTL with small effects.
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Calus et al. (2008) has shown that at higher marker density, the IBD method, which is also
a combined LDCS method, did not yield higher accuracy than a regression method that used
only LD information. Therefore, with higher marker density, CS information might become
less important than with lower marker density. However, BGF method is expected to perform
better in predicting the long-term accuracy of selection than the currently used GS method
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