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RESUMEN 
Los estimadores de error residuales se basan en resolver de manera aproximada la ecuación 
que caracteriza al error. En este artículo se presenta un estimador de error basado en la 
resolución de problemas locales mediante submallas que discretizan cada uno de los elementos. 
En cada uno de estos problemas elementales se imponen condiciones de contorno de Dirichlet. 
De esta manera se obtiene una primera estima que sólo tiene en cuenta información interior 
a los elementos. En esta primera fase no se considera la contribución al error asociada a los 
saltos de flujo a través de los lados de los elementos. En una segunda fase se incluye esta 
información. Sin embargo, a diferencia de otros estimadores, esto se lleva a cabo sin calcular 
los saltos y, por consiguiente, se evita tener que equilibrar los flujos de error. Esto se hace 
conservando la filosofía de la primera fase, es decir resolviendo problemas locales discretizados 
mediante submallas. Los subdominios asociados a estos problemas se solapan con los elementos 
y recubren sus lados. Esto último hace que esta segunda fase recoja el efecto de los saltos 
de flujo. En esta segunda fase, la estima se somete a restricciones adicionales que permiten 
que se pueda sumar al resultado de la primera fase. El estimador que se calcula a partir de 
la combinación de las dos fases proporciona buenos resultados en los ejemplos de aplicación, 
comparado con otros estimadores existentes. 
A RESIDUAL TYPE-ERROR ESTIMATOR FOR THE FINITE ELEMENT METHOD 
SUMMARY 
Residual-type error estimators are based on solving the error equation. This paper presents 
an error estimator which solves local error problems using elementary submeshes. Each 
elementary problem is solved using trivial Dirichlet boundary conditions. Thus, a first estimate 
is obtained. This estimate accounts only for the error in the interior of the elements and, 
consequently, the effect of the flux jump accross the element edges is not included. In a second 
phase the flux jumps are accounted for. However, in contrast with other residual-type error 
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estimators, this is done without computing the jumps. This precludes the need of balancing the 
jurrips along the edges and obtain the error fluxes. This second phase follows the same approach 
of the first one: local problems are solved using submeshes. The subdomains associated with 
this second set of local problems overlap the elements and cover their edges. The estimate 
associated with this second phase is constrained to additional restrictions allowing to sum up 
the c:oritributions of the two phases. The complete estimate computed from the combination 
of the two phases gives excellent results in the application examples compared to existing error 
estirriators. 
El uso de los procedimientos de cálculo adaptable se ha convertido en una 
herramienta imprescindible para la aplicación práctica del método de los elenientos 
finitos. Una pieza clave del cálculo adaptable es el estimador de error que se utilice. 
El estimador de error proporciona información sobre la calidad global de la solución 
y sobre la distribución del error en el dominio. Mientras que la estima global evalúa 
la adrriisibilidad de la solución aproximada, si la solución no es admisible: se crea una 
nueva rrialla a partir de un indicador de remallado que utiliza la distribución de error. 
Los elementos se concentran allí donde la solución es menos precisa. El objetivo es 
coriseguir, con la nueva malla, una solución con error global por debajo de im valor 
prescrito y distribuido uniformemente. 
Los estimadores de error a priori son una herramienta básica para el estudio del 
método de los elementos finitos pero no permiten obtener una evaluación práctica del 
error que se ha cometido. En cambio, los estimadores a posteriori, sí proporcionan 
resultados prácticos. Estos estimadores se pueden clasificar en dos grandes familias: 
estirnadores de proyección de flujo y estimadores residuales. 
Los estimadores de proyección de flujo se conocen también como estimadores por 
posproceso o suavizado. Se basan en el estimador original de Zienkiewicz y Zhul. Este 
estirriador fue modificado en 1992 por los mismos autores2. La idea principal de este 
tipo de estimadores es hallar una aproximación del error en flujos, esto es, la diferencia 
entre el flujo exacto, que es desconocido, y el flujo aproximado, que es discontinuo. 
Los estimadores residuales aproximan el error resolviendo problemas locales, donde 
el residuo se introduce como un término de fuente. En genera13~4~5~6~7~8 se entiende 
por residuo la no verificación de la forma fuerte de la ecuación diferencial que se 
está resolviendo. La aproximación estándar por elementos finitos no tiene derivadas 
continuas en los lados interiores de los elementos y, así, aparece un residuo singular 
asociado a los saltos de flujog. 
La mayor parte de los estimadores residuales (los anteriores y algurios 
m~S10,11,12,13,14'15,16 ) se basan en aproximar las condiciones de contorno de los problemas 
locales repartiendo los saltos de flujo entre los elementos adyacentes. El criterio que se 
sigue en el reparto es conseguir un cierto equilibrado de cada problema elementa14,g. 
Eri este artículo se introduce un nuevo enfoque de la estima de error residual. 
Las estimas se interpretan como proyecciones en espacios de funciones cuyo soporte 
queda localizado en un dominio concreto. Estas proyecciones se calculan resolviendo 
problemas locales. Se evita el cálculo del salto de flujos y todos los inconvenientes 
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que esto comporta a los estimadores residuales existentes. Básicamente, esto deriva de 
considerar el residuo en la forma débil en vez del residuo en la ecuación original. 
Además, el estimador que aquí se presenta puede ser aplicado a cualquier tipo de 
malla, incluso mezclando distintos tipos de elementos. La programación del estimador 
en un programa típico no plantea mayores problemas, puesto que se pueden reutilizar 
las subrutinas existentes. Por otra parte, la estima que se obtiene es una cota inferior 
del error exacto. 
El resto del artículo se estructura de la manera siguiente: en el apartado siguiente 
se presenta el problema modelo y la notación empleada. Los apartados a continuación 
se dedican a establecer cómo calcular las proyecciones del error y a indagar en sus 
propiedades básicas, a definir un estimador elemental interior y a completarlo añadiendo 
nuevas proyecciones del error sobre otros subespacios. Al final se muestran algunos 
ejemplos que dejan patente la eficacia del estimador. 
PROBLEMA MODELO 
Se va a considerar un problema elíptico en un dominio acotado R c con frontera 
suave a trozos. La frontera r se divide en dos partes rn y rd,  donde se aplicarán 
distintos tipos de condiciones de contorno. El problema de contorno se define en su 
forma fuerte por las siguientes ecuaciones 
-V . (AVu) + bu = f en R (1 .4  
u = O en rd (14 
Y 
(AVu) . n = g, en rn (l..> 
donde u se define en R y requiere ser aproximada. La condición de contorno de 
Dirichlet (1.b) se toma homogénea. Debido a la linealidad de (l .a),  esto no supone 
una pérdida de generalidad. De hecho, en los ejemplos se tratarán condiciones de 
Dirichlet no homogéneas. En el desarrollo teórico del estimador, a efectos de simplificar 
la exposición, se va considerar u como función escalar. Sin embargo, la extensión a 
problemas con variable vectorial es directa y en los ejemplos se tratarán problemas 
mecánicos. 
Para estudiar la forma débil del problema, equivalente a la forma fuerte (l), es 
necesario introducir algunas definiciones. Sea H'(R) el espacio de Sobolev clásico de 
funciones con derivadas de cuadrado integrable y sea H&(R) tal que Hhd(R) = {w E 
H1(R) 1 w = O en rd). La solución u de (1) es también la solución del siguiente 
problema integral: encuéntrese u en H;~ (R) que verifique 
.(U, u) = 1(u) (2) 
para toda v de H&(R). Las formas a(., -) y l ( . )  vienen dadas por 
a(u, u )  := Sn (VV AVu + buv) dR y 1 (u)  := Sn v f dR + Srn vg,dT (3) 
La solución por elementos finitos de Galerkin uh pertenece a un espacio de 
dimeiisión finita Vh, contenido en Hhd(R), y verifica (2) para todas las v del propio 
Vh. El objetivo de la estima del error es aproximar una medida del error e, que se 
define por e := u - uh. 
Si A resulta ser simétrica y definida positiva y b es no negativo (véase la ecuación 
(l .a)),  la forma bilineal a(., .) es a su vez simétrica y definida positiva, esto es, un 
producto escalar. La norma 1 1  1 1  inducida por a(., S )  se denomina norma de la energía. 
Se tiene así que llvll := a(v, v)lI2 para cualquier v. Si se está modelando un problema 
físico, llvll se interpreta como la energía asociada al estado del sistema que queda 
descrito por v. La norma de la energía se va a utilizar para medir el error e. 
La solución uh que proporciona el método de los elementos finitos se puede 
interpretar como la proyección de la solución exacta, que es desconocida, sobre el espacio 
Vh. Esta proyección se ha de entender según el producto escalar a(., S )  y, en este sentido, 
el método de Galerkin se denomina óptimo. 
Para describir la distribución del error en el dominio R se usan restricciones locales 
de la norma de la energía 11.11. La norma se puede restringir a un subdominio cualquiera 
de R pero, en general, se deseará medir el error elemento a elemento. De esta manera, 
los subdominios Rk a los que se restringe la norma van a ser siempre los elementos de la 
malla de cálculo que genera el espacio de interpolación Vh. La expresión de la medida 
elemerital del error e será 
IIeIla := [at(e,e)li (4) 
donde se utiliza la restricción de a(., .) al subdominio Rk que se define por 
ak (u, v) := (Vv . AVu + buv) dR S,, ( 5 )  
PROYECCIONES DEL ERROR 
Un estimador de error debe proporcionar información local para describir la 
distibución espacial del error. Pero además, el cálculo de la estima debe ser también 
local. Esto es, para calcular la restricción del error a un elemento, sólo se debe utilizar 
información contenida en éste o, eventualmente, en su entorno. Si no, la estima se 
convierte en un proceso muy costoso y resultaría más barato usar una malla refinada 
para calcular una solución de referencia más precisa. 
En este caso, para evitar un costoso cálculo global y realizar sólo cálculos locales 
(y, por consiguiente, de coste muy inferior) se imponen condiciones de contorno lo 
más sencillas posible al problema local del error. Por lo tanto se toman condiciones 
UN ESTIMADOR DE ERROR RESIDUAL 
homogéneas para cada problema local. Esto permite resolver el problema en un 
elemento Rk de forma que es independiente a los demás. Obviamente, el error no 
es nulo sobre el contorno de los elementos y, en consecuencia, en el penúltimo apartado 
se plantea una modificación que mejora la aproximación al error. 
Dado que la forma débil (2) proporciona un problema bien planteado y que la forma 
a(., .) se toma como lineal en su primer argumento, el error e es el único elemento de 
H;~  (O) que verifica 
para toda v en Hhd(R). Así, (6) resulta ser una ecuación débil global (en todo el 
dominio) que caracteriza el error. De esta manera, aunque no se conozca el error, 
utilizando (6), se puede calcular el producto escalar del error con cualquier función 
v dada. Esto es, la ecuación (6) permite calcular la proyección de e sobre cualquier 
subespacio de Hhd (O). 
Sea Vk un subespacio de Hhd(R) que contiene funciones con soporte en Rk: estas 
funciones se anulan en el resto del dominio, y por lo tanto, dado que las funciones de 
H;d (a) son continuas, se anulan también en la parte del contorno de Rk interior a R. El 
subespacio Vk se genera por una base de funciones de interpolación B = {Ni,.  . . ,N,) 
por simplicidad, la referencia al índice k en la designación de la base y de sus elementos 
se suprime. La proyección de e sobre Vk se designa por ~ k .  El elemento ~k se representa 
por el vector columna [&k] de sus componentes en la base B mientras que el producto 
escalar a(., .) queda representado por la matriz K ,  de término genérico K,, = a(N,, N,) 
(i, j =-1,. . . , n) y la forma l(.) queda representada por el vector [1] de término genérico 
[ij, = V,) = V , )  - a(uhlN,). 
Finalmente, el resultado de la proyección &k se obtiene resolviendo el sistema de 
ecuaciones lineales 
Una vez resuelto, la norma de la energía de ~k se puede calcular de manera directa 
según la siguiente expresión 
Los subespacios Vk son ortogonales entre sí con respecto de a(., .). Esto es así ya 
que los subdominios Rk, es decir los elementos finitos de la malla de cálculo tienen 
intersecciones de medida nula: a lo sumo tienen en común parte de sus contornos. De 
esta manera se puede aplicar la desigualdad de Bessel y se deduce que que las normas 
de las proyecciones EI, verifcan 
donde M es el número de elementos de la malla. 
La cota que proporciona (9) es también válida a nivel local. En efecto, dado que 
ek es la proyección de e sobre Vk según la forma global a(., e), la diferencia e - ~k es 
ortogonal a ek, es decir a(e - ~ k ,  E ~ )  = O. Además, esta condición de ortogonalidad se 
verifica también al utilizar la forma local ak(., S ) ,  es decir ak(e - e k , ~ ~ )  = O, ya que el 
soporte de ~k está incluido en Rk. Así se tiene que 
IlellE = ak(e,e) 
= are ([e - ~ k ]  + ~ k ,  [e - ~ k ]  + ~ l c )  
= ak ( ~ k ,  ~ k )  + ak (e - ~ k ,  e - ~ k )  
2 
= l l ~ k  112 + ( l e  - &k 111, 
Esto permite acotar la medida local del error 
llEkll = Il&kllk 5 llellk (lo) 
puesto que [le - ekllk es positivo. 
De esta manera se deduce que una familia cualquiera de subespacios Vk de H:~ (O), 
que se definen sobre subdominios disjuntos o con intersección con medida nula Ok 
permite calcular proyecciones locales ~k que verifican: 
la norma de cada ~k es una cota inferior de la norma local del error exacto e (véase 
la ecuación (10)) y se puede tomar como una estima local del error, 
si se define E como la suma de las EI, 
la norma global de E se puede calcular fácilmente a partir de las proyecciones locales 
y resulta ser una cota inferior de la medida global del error llell 
M 
l l & 1 2  = E ll&kl12 5 lle1I2 
k = l  
(12) 
tanto la aproximación global como la local, e y los ~ k ,  serían mejores a medida que 
el espacio V, generado por los espacios Vk, V := Vi $ V2 $ . . . $ VM, se acerca a 
Hrd (0) (el comportamiento asintótico de la desigualdad de Bessel viene dado por 
la igualdad de Parseval). La aproximación global E es, de hecho, la proyección do 
e sobre V. 
Las funciones de cada subespacio Vk se anulan en la parte del contorno de Rk 
interior a R. Por lo tanto la aproximación global E asociada a una familia de subespacios 
Vk, definida a partir de una partición de R en subdominios Ok, se anula en todos los 
puntos de los contornos de los subdominios Rk que son interiores a R. Estos puntos 
se denominan puntos ocultos de la aproximación, puesto que la aproximación E se está 
forzando artificialmente a anularse en éstos. El espacio V no puede ser una buena 
aproximación de H:~(R) si permanecen ocultos muchos puntos del dominio R. En 
los apartados sucesivos se definirán nuevas familias de subespacios asociados a nuevas 
particiones de R. De esta manera, proyectando de nuevo, se reducirá el conjunto de 
puntos ocultos. 
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Como se ha visto en el apartado anterior, la definición de los subespacios de 
funciones locales Vk caracteriza las proyecciones ~ k .  Cada una de las EI ,  se toma como 
una aproximación local del error, esto es como una aproximación de error en el interior 
del elemento Rk sobre el que se define el subespacio Vk. 
Típicamente, los espacios de interpolación local que han usado los estimadores resi- 
duales se han definido a partir de refinamientos de tipo p 8>17j18119 O h 20. En principio, 
el estimador que aquí se presenta podría seguir los dos caminos pero sólo se aplicará 
el refinamiento tipo h: las funciones de interpolación N, que generan Vk se definen a 
partir de una discretización del elemento Rk.  
Las funciones de interpolación N, que generan Vk se definen a partir de una 
discretización del elemento Rk.  Las submallas que discretizan los elementos se 
denominan submallas elementales. Para conseguir sistematizar los cálculos, las 
submallas elementales se definen a partir de una discretización del elemento de 
referencia. Es decir, cada submalla elemental es la transformación de una malla definida 
sobre el elemento de referencia. Esta malla patrón se aplica sobre cada elemento Rk 
mediante la transformación isoparamétrica (Figura 1). De esta manera las funciones de 
interpolación N, quedan asociadas a nodos de la submalla elemental que discretiza Rk.  
Figura 1. Submalla elemental sobre el elemento de referencia (a) y submallas 
elementales inducidas en una malla regular (b) y una malla arbitraria (c) 
Al ensamblar todas las submallas elementales se construye una malla refinada que 
discretiza todo el dominio R. Esta malla refinada se podría usar para calcular una 
solución más precisa que sirviese como referencia. El tamaño característico de esta 
malla se designa por y la solución de referencia asociada se designa por uh. Sin 
embargo, el coste de calcular esta solución de referencia sería demasiado elevado ya que 
en la malla de referencia se manejan un gran número de grados de libertad. Por lo 
tanto, la determinación directa de u6 se debe evitar. 
La solución de referencia uh permite definir lo que se va a denominar er ro r  de re- 
ferencia,  e, := uh - uh. Este error e, se puede ver como la proyección del error exacto 
e sobre el espacio de interpolación que genera la malla de referencia, Vil Nótese que e, 
es el error de uh respecto de la uh y no coincide con el error de la solución de referencia, 
u - uh, que ha de ser muy pequeño respecto de e o e,. De hecho, el error total e 
es la suma del error de referencia e, y el error cometido en la solución de referencia: 
e = e ,  + (u - uL). 
Dado que la malla de referencia se construye a partir de la malla original de cálculo, 
se tiene que Vh está incluido en Vh. Además, el espacio VL incluye a todos los espacios 
Vj generados por las submallas elementales, y por lo tanto también a su suma V 
(V := C9 & $ . . . $ V j  c VL). Esta inclusión es estricta y no puede ser una igualdad 
ya que Vi contiene todas las funciones de interpolación Ni que generan los Vj, es 
decir las que están asociadas a nodos interiores, pero, además, contiene también las 
que corresponden a los puntos ocultos, esto es, a los nodos de la malla de referencia 
que están en el contorno de los elementos Rk. Se tiene, por lo tanto, que e está en 
H + ~ ( W ) ,  que e, es la proyección de e sobre Vi c Hid(R) y que E es la proyección 
de e sobre V c VA c H+d(R). Así, E es también la proyección de e, sobre V y, en 
consecuencia, su norma infravalora también la norma de e,. Retomando (12), se tiene 
que I l ~ l l  L Ilerll L Ilell. 
El objetivo del estimador que aquí se presenta es aproximar las normas global y 
locales de e, evitando resolver el problema global. De hecho, E ,  la proyección de e, 
sobre V, es ya una primera aproximación a e,. En este caso la proyección E resulta 
de ensamblar las proyecciones locales ~k sobre cada espacio Vk. Por lo tanto, cada 
proyección EI, se calcula resolviendo un problema local, con pocos grados de libertad y 
de coste reducido. 
Este problema conduce a un sistema de ecuaciones como (7). Tal como es habitual 
en el método de los elementos finitos, el sistema se construye, en una primera fase, 
sin tener en cuenta las condiciones de contorno. En este caso, esto quiere decir 
que se incluyen las incógnitas asociadas a los nodos del contorno en la submalla que 
discretiza Rk. En una segunda fase el sistema de ecuaciones se modifica para imponer 
las condiciones de contorno. Las condiciones de contorno del problema local que se 
resuelve para determinar ~j son las siguientes: 
1) Dirichlet homogéneas, es decir ~k = O en I'd, donde I': es la parte del contorno 
de Rk que es interior a R o que está en rd. Recuérdese que rd es la parte del 
contorno de R donde se han impuesto condiciones tipo Dirichlet (no importa si son 
homogéneas o no lo son). Las condiciones de Dirichlet se imponen directamente 
sobre uh, y por lo tanto el error e es nulo en V d .  
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2) Neumann homogéneas, de flujo nulo (condiciones naturales) en rn .  Se define l?: 
como la parte del contorno decRk que está en r,, que es la parte del contorno de 
R donde se ha prescrito el flujo (condiciones de contorno de tipo Neumann). Esto 
es debido a que el término independiente de la ecuación (6) incluye los residuos en 
el contorno (véase la definición de 1 (.) en (3)). 
Obsérvese que mientras rd es no vacío en todo elemento Rk, I'n puede no existir. 
Desde el punto de vista algorítmico sólo es necesario imponer las primeras condiciones 
puesto que las segundas son condiciones naturales. Además, las condiciones de Dirichlet 
homogéneas son muy sencillas, puesto que sólo requieren exigir que los valores nodales 
en algunos nodos del contorno sean nulos. 
El cálculo del término residual [1], que se define en la ecuación (6) ,  es sencillo, 
puesto que uh pertenece al espacio de referencia VL.  De esta manera, uh se puede 
representar en la base de funciones interpolación asociadas a la malla de referencia. 
Por lo tanto la restricción de uh a Qk se representará por el vector columna [uh] de sus 
valores nodales. Así, el término a(uh, N j ) ,  véase la parte derecha de la ecuación (6), se 
calcula como el producto de la matriz K y el vector [uh]. Finalmente, se obtiene 
[ l ]  = [ll - K [ ~ h l  (13) 
Mediante esta expresión se puede determinar la parte de la derecha de la ecuación 
(7) en función de los objetos que aparecen en la formulación típica del método de los 
elementos finitos. El cálculo del residuo, esto es el término de la derecha de (7), no 
requiere integrar la solución aproximada uh, puesto que las integrales necesarias ya se 
han calculado para determinar K. 
El término residual [ l ]  asociado a un subespacio Vk de funciones con soporte en 
el elemento Ok se denomina residuo interior. Así, consecuentemente, la estima que 
proporciona la ecuación (7) se denomina estima interior. La estima interior, teniendo 
en cuenta lo que se ha dicho hasta ahora, queda perfectamente caracterizada al elegir 
una determinada submalla elemental. 
Resulta muy sencillo definir submallas para elementos cuadriláteros. Basta 
(Figura 1) definir una malla estructurada regular en el elemento de referencia que, en 
este caso, es un cuadrado. Por supuesto, aunque la submalla elemental sea estructurada 
la malla de cálculo que se ha empleado no tiene por qué serlo. Este tipo de submallas 
verifica: 
a) se definen de manera sencilla en el elemento de referencia, 
b) permiten definir fácilmente la restricción de uh a flk y 
c) pueden ser refinadas uniformemente, tanto como desee el usuario. 
El cálculo de la proyección ~ k ,  tal como se describe en la ecuación (7), requiere 
resolver un problema local en Rk, con una discretización inducida por la submalla 
elemental correspondiente y donde se han impuesto condiciones de contorno de tipo 
Dirichlet homogéneas en todo el contorno de Rk. 
La norma de EI, aumenta con el "tamaño" del subespacio asociado Vj, esto es con 
el número de grados de libertad de la submalla elemental. Cuanto menor es h, el 
tamaño característico de la malla de referencia, mayor es la dimensión de los espacios 
Vk asociados a cada elemento y mayor es la norma de ~ k .  
Una secuencia de aproximaciones basadas en submallas refinadas paulatinamente 
proporciona estimas de norma creciente. Además, como ya se ha dicho, todas estas 
normas están acotadas por la norma del error de referencia. Por lo tanto, si se refina 
la submalla, la norma de las proyecciones, tanto global como local, tiende a un valor 
que infraestima el error de referencia y, con más razón, el exacto. Esta infravaloración 
puede resultar importante y así la estima ( ( ~ 1 1  puede ser muy inferior a [le11 e incluso a 
((e,lJ (recuérdese que I I E I I  5 lle,ll 5 (lell). Esto es debido a que en la estima interior se 
está forzando al aproximante E a anularse en los puntos ocultos. 
Este problema no aparece en la mayoría de los estimadores residuales. En 
algunos se resuelven problemas locales similares y se proporcionan también 
aproximaciones a las condiciones de contorno alrededor del elemento en cuestión. La 
idea principal de estos estimadores es utilizar la discontinuidad o salto de flujos de la 
solución aproximada a través de los lados del elemento para aproximar condiciones de 
contorno de tipo Neumann (sobre los flujos) en la ecuación del error local. Diferentes 
autores usan distintos criterios que permiten deducir este tipo de aproximaciones. Estas 
aproximaciones pueden resultar costosas desde un punto de vista computacional, puesto 
que requieren el cálculo de la solución y sus derivadas en puntos de la frontera de los 
elementos donde, en general, no se dispone de ellos. 
Siguiendo el enfoque que se utiliza en este trabajo, aproximando el error por sus 
proyecciones sobre diferentes subespacios, es posible tener en cuenta la información que 
contienen los saltos de fl4o sin tener que calcular directamente estos saltos. En efecto, 
bastará que se proyecte sobre subespacios cuyas funciones tengan soportes que recubran 
los lados de los elementos. En el siguiente apartado se introduce una nueva familia 
de proyecciones que conserva la filosofía que se enuncia en los apartados anteriores, 
pero que se basa en una partición del dominio R distinta de la que proporcionan los 
elementos. De esta manera se va a calcular una estima combinando las dos familias de 
proyecciones de manera adecuada. 
Por lo tanto, el proceso de estima se dividirá en dos fases: la estima interior, que 
ya se ha descrito, y un enriquecimiento posterior. 
Es deseable que la estima total resultante mantenga las propiedades de acotación 
inferior que posee la estima interior. Así será posible seguir interpretando la estima 
como una proyección. De esta manera, además, se sabrá a priori que el error 
estimado infravalora el error exacto, esto es se conocerá el signo del sesgo sistemático 
del estimador. Para ello, va a ser necesario imponer condiciones de compatibilidad 
adecuadas entre las dos fases de la estima. 
ENRIQUECIMIENTO DE LA ESTIMA. SUBMALLAS SOLAPADAS 
Hasta ahora se han calculado las proyecciones locales ~k del error e (y del error de 
referencia e,) sobre los subespacios Vk. Se ha utilizado la partición del dominio fl en los 
elementos Rk, puesto que es la partición natural en el método de los elementos finitos. 
Cada subespacio Vk se ha definido a partir de una submalla elemental que discretiza Rk. 
Las normas de las proyecciones ~ k ,  l l ~ ~ l l ,  se toman como aproximaciones de las normas 
locales del error Ilellk. Tanto el cálculo como el resultado obtenido son locales, esto 
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es, definidos elemento a elemento. Se obtiene una aproximación global sumando todas 
las estimas interiores locales (véase la ecuación (12)). Tanto la aproximación global 
como las locales resultan ser cotas inferiores del error exacto. Se ha observado que esta 
aproximación puede ser bastante pobre y que la infravaloración cometida puede ser 
importante. Por lo tanto, resultaría interesante añadir nuevos términos al estimador de 
manera que la estima obtenida se acerque lo más posible al error exacto, manteniendo 
en cualquier caso la acotación inferior, esto es acercándose por debajo. 
Dado que E es la proyección del error de referencia e, en ei espacio V (V := 
Vi $ V2 $ . . . $ VM), e, se puede expresar de manera única como suma de e y un 
elemento e$ ortogonal a E y de hecho a todo V. Esto es e, = e + e$. Por lo tanto 
utilizando el teorema de Pitágoras se puede escribir ) )e))2 = ))e, ) 1 2  - ))e$))2, es decir que 
la norma de e$ es la infravaloración del error de referencia asociada a la estima interior 
global. 
El objetivo del enriquecimiento de la estima es aproximar la parte olvidada del error 
de referencia, e$ y añadir esta aproximación a la primera estima, la interior. El elemento 
e$ pertenece a VI, el complemento ortogonal de V en el espacio de interpolación de 
referencia Vh. 
Dado que se quiere aproximar e$ parece conveniente proyectar e o e, en un espacio 
incluido en V I .  
Se va a considerar una nueva partición de R en una familia de subdominios Al 
(1 = 1, .  . . , M'). Para que quede patente la diferencia entre las dos particiones del 
dominio que se están barajando, los subdominios que se designan por Al se denominan 
patches (en inglés, parcela) mientras que los originales Rk son los elementos de la malla 
de cálculo. Cada patch Al se discretiza mediante una submalla de patch que genera 
un espacio de interpolación Ul incluido en H:(A~). Los subespacios Ul se generan 
siguiendo la misma estrategia que se ha utilizado para los subespacios Vk, asociados a 
los elementos. Para que en esta segunda fase sea posible también aproximar el error 
de referencia, las submallas que discretizan los patches se escogen como parte de la 
malla de referencia global, que genera Vi. Así, las submallas que discretizan elementos 
y patches solapados comparten nodos y elementos. Como se verá, esto condiciona la 
geometría y el mallado de los patches. 
Dado que los subdominios Al tienen intersecciones de medida nula, los subespacios 
asociados Ul son mutuamente ortogonales, al igual que los subespacios elementales Vk. 
Las proyecciones de e, (o e) sobre los subespacios de patch Ul se han de pensar como 
una nueva familia de aproximaciones a e,, partiendo de diferentes subdominios. 
Se define Ül como la parte de Ul ortogonal a la aproximación interior global e; 
:= Ul í l  span{~)I .  Dado que Ül es una resticción de & sujeta a una única condición 
lineal, la dimensión de Ú1 es igual a la de Ul menos uno (o igual a la de Ul si se verifica 
que E es ortogonal a Ul). Se va a designar por 71 a la proyección del error e, en 01. 
Dado que E y cada uno de las estimas de patch ql son ortogonales, la desigualdad 
de Bessel se puede aplicar de nuevo 
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Ciertamente, la ortogonalidad a E no fuerza a G1 a estar incluido en V I .  De hecho, 
si se tomase la parte de Ul ortogonal a todos los elementos de V, es posible que el 
subespacio resultante degenerase en el subespacio nulo. Esto es así, ya que el núrriero 
de restricciones de ortogonalidad activas podría superar el número de grados de libertad 
(esto es, la dimensión) de Ul. En efecto, por su propia construcción, las funciones de 
Ul son ortogonales a todas las funciones de V que están en subespacios interiores Vk 
cuyo elemento soporte Rk no se solapa con Al. Sin embargo, para garantizar que Ul 
sea ortogonal a V, es necesario imponer que lo sea a todos los elementos de los Vk 
cuyo soporte se solapa con Al. Y, en principio, cada una de estas condiciones elimina 
un grado de libertad en el espacio al que se está imponiendo. Si se imponen más 
condiciones que grados de libertad, el espacio resultante colapsa en el espacio nulo. 
Además, dado que se está obteniendo una cota inferior del error exacto, es preferible 
imponer el mínimo número de restricciones posible. Cuanto más se restrinja cl 
problema, menor será la estima resultante, y por lo tanto peor, puesto que es más 
lejana a Ilell. Se impone pues, como ya se ha dicho, sólo la ortogonalidad a la estima 
interior global E, que permite añadir las contribuciones de los patches a la estima interior 
según indica la ecuación (14). 
Sin embargo, como se ha observado más arriba, se desea obtener también una 
estima local que permita determinar la variación espacial del error. Esta estima local 
ha de aproximar /ler 11; (véase la ecuación (4)). Para ello se ha de tener en cuenta la 
contribución de todos los patches Al que se solapan con el elemento Rk. Cada patch 
Al contribuye a enriquecer la aproximación local a /ler 11; aportando la medida de la 
restricción a Rk de ql. Esto es, incrementando el valor de la primera aproximación 
en ak(ql, ql) = 1 I q l  11;. Así, una aproximación a la norma local del error Ilell; se puede 
evaluar mediante la siguiente expresión 
l / & k l l i  + ~~~1~~~ 
1 
(15) 
donde el índice 1 del sumatorio recorre los valores tales que Al se solapa con Rk. 
Obsérvese que la norma local de ql (restringida a Al) se calcula fácilmente utilizando 
una expresión similar a la de la ecuación (8). Sin embargo, el cálculo de su contribución 
al elemento Rk, es decir Ilql 1 1  k ,  requiere identificar qué elementos de la submalla que 
discretiza el patch pertenecen a SIk. Esto puede ser complejo, desde el punto de vista 
de organizaci0n de los cálculos. Por lo tanto, para que la programación resulte inás 
sencilla, se introduce una aproximación adicional. En vez de calcular Ilql l l k ,  se prefiere 
equidistribuir el valor de la norma (al cuadrado) de 71, l(ql 1 1 2 ,  entre todos los elementos 
que se solapan con el patch Al. Esto significa que se está aproximando las cantidades 
locales de la ecuación (15) por 
1171 1 1 2  
I ~ k l l :  + (16) 
1 
donde Ml es el número de elementos que se solapan con el patch Al y el índice 1 tiene el 
mismo recorrido que en la ecuación (15). Esta aproximación hace que se pueda perder 
la propiedad de acotación inferior, en particular cuando elementos con errores muy 
l 
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distintos son colindantes. Sin embargo, la simplificación en la algorítmia es importante 
y en los ejemplos se comprueba que la acotación inferior se pierde sólo en un pequeño 
número de elementos. 
La condición de ortogonalidad a la aproximación interior global es una restricción 
lineal que se ha de imponer como una restricción más al sistema de ecuaciones (7). Esta 
restricción se impone al mismo tiempo que se imponen las restricciones que provienen 
de las condiciones de contorno. Por supuesto, las condiciones de contorno del problema 
sobre cada patch se imponen según el mismo criterio que se ha dado para imponer las 
condiciones de contorno en los problemas elementales. 
Es importante señalar que la condición de ortogonalidad a la aproximación interior 
global se puede implementar de manera sencilla, si los nodos de las submallas que 
discretizan patches y elementos coinciden. Como ya se ha dicho, esto condiciona 
la forma y la discretización de los patches a partir de la discretización que se ha 
escogido para los elementos. Pero si se consigue respetar esta condición, imponer la 
ortogonalidad se convierte en una restricción lineal al problema local que se resuelve en 
cada patch. Esta restricción se puede imponer fácilmente utilizando la técnica de los 
multiplicadores de Lagrange. 
Figura 2. Submalla de patches nodales (sombreada) que se asocia a las submallas 
elementales regulares 
Así, para que la definición del estimador sea completa, se requiere precisar cuál es 
la partición que corresponde a los patches y cuál es la discretización correspondiente. 
Si se considera un estimador interior como el que se ha presentado en el apartado 
anterior (Figura 1) se puede definir un conjunto de patches centrados en los nodos 
de la malla original, tal como se muestra en la Figura 2. Cada nodo tiene un patch 
asociado, con vértices en los centros de los elementos adyacentes y en los puntos medios 
de los lados que concurren en él. La discretización de los patches queda inducida por 
la discretización de los elementos. Los puntos ocultos remanentes en la aproximación 
completa son únicamente los puntos medios de los lados interiores de los elementos 
de la malla original. El estimador que se define a partir de esta opción se denomina 
estimador de patches nodales. 
Es posible también definir una submalla elemental y una definición de patches aso- 
ciada que permita escoger a priori los puntos ocultos remanentes en la estima completa. 
Por ejemplo, estos puntos pueden ser los nodos de la malla de cálculo original. En la 
Figura 3 se muestra cómo se puede definir este tipo de submallas y patches. Conviene 
observar que con este tipo de definición geométrica, la proyección ql incluye el efecto 
de los saltos de flujo a través del lado que recubre el patch Al. Si se toma esta opción, 
el estimador resultante se denomina estimador de patches asociados a los lados. 
Figura 3. Submalla de patches asociados a los lados (sombreada). La submalla 
elemental asociada se define a partir del mallado en cuadriláteros de un 
triángulo 
En la definición de este estimador se ha seguido una estrategia de proyección 
peculiar. En vez de obtener e,, la proyección de e sobre VL mediante la resolución de 
un problema global, se resuelven problemas locales de coste abordable. Esto provoca 
que la aproximación propuesta se vea forzada a anularse en un conjunto de puntos que 
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se denominan ocultos. Sin embargo, añadiendo la segunda fase de la estima, los únicos 
puntos ocultos remanentes son las intersecciones de los contornos de los elementos y 
los contornos de los patches. El número de puntos ocultos se reduce así notablemente. 
De esta forma, se fuerza la estima completa e + q, que pretende aproximar el error 
de referencia e,, a anularse en los puntos ocultos remanentes. Pero no es ésta la única 
aproximación que se introduce. En efecto, e, es un elemento del espacio de referencia 
VA, mientras que e + q está en el espacio W := V + U, incluido en Vi pero más 
pequeño. Este espacio W es el de los interpolantes asociados a la malla de referencia, 
con la condición adicional de anularse en los puntos ocultos remanentes. Debido a la 
estrategia de cálculo que se ha seguido, la estima e+q no es la proyección de e, sobre W, 
que requeriría un cálculo global costoso. La diferencia entre la proyección directa sobre 
W y el resultado de la estrategia de proyección depende del vector que se proyecte, en 
este caso e,, y de la posición relativa de los subespacios. 
En el siguiente apartado se muestran algunos ejemplos y se compara el uso del 
estimador de patches nodales y el de patches asociados a los lados. 
EJEMPLOS 
El análisis práctico de un estimador del error se basa en el estudio de su índice 
de efectividad. El índice de efectividad se define como el cociente de las medidas del 
error estimado y del error exacto. El índice de efectividad puede definirse global o 
localmente. Si se dispone de la solución exacta del problema el índice de efectividad 
se puede calcular sin problemas. Si no, que es lo que ocurre en general, la solución 
de referencia ui, puede sustituir a la solución exacta, es decir, el error de referencia e, 
puede sustituir al error exacto e. En ambos casos la propiedad de acotación inferior 
hará que los índices de efectividad sean inferiores a 1. Esto sucederá indefectiblemente 
si se trata del índice de efectividad global y, casi siempre, salvo las excepciones que 
introduce la aproximación de la ecuación (16), para los índices locales. 
Se presenta en primer lugar un ejemplo unidimensional sencillo, con solución 
analítica conocida. Se trata de resolver la ecuación diferencial ordinaria 
en R =]O, 1[ con condiciones de Dirichlet homogéneas u(0) = u(1) = O. La solución 
exacta del problema es u(x) = (x3 - x4)/2. Se resuelve este problema de manera apro- 
ximada usando el método de los elementos finitos con mallas uniformes. Se obtienen 
dos soluciones aproximadas: uhi con una malla de 20 elementos lineales (de dos nodos 
cada uno, en total 21 nodos) y Uh2 con una malla de 15 elementos cuadráticos (de tres 
nodos cada uno, en total 31 nodos). Los errores el = u - uhi y e2 = u - uh2 son 
conocidos, y por lo tanto se pueden calcular las normas locales del error exacto para 
cada elemento, en cada una de las dos mallas. En el proceso de estima del error se 
calcula en primer lugar la estima interior. Para ello se utilizan submallas uniformes que 
discretizan cada elemento. Se hallan las estimas para diferentes números de elementos 
en las submallas. Los resultados globales obtenidos se muestran en las Tablas 1 y 11. 
Como se puede ver, a medida que crece el número de elementos en las submallas, la 
estima global converge rápidamente a la medida del error exacto. 
Nodos submalla Elementos submalla Estima global Índice de efectividad 
2 3 0,01488 94,3 % 
4 5 0,015463 98,O % 
8 9 0,015687 99,4 % 
16 17 0,015758 99,s % 
Tabla 1. Estima del error global e índice de efectividad asociado para el problema 
unidimensional con elementos lineales 
1 Nodos submalla 1 Elementos submalla 1 Estima global 1 Índice de efectividad 1 
Tabla 11. Estima del error global e índice de efectividad asociado para el problema 
unidimensional con elementos cuadráticos 
Las distribuciones del error estimado a través de las medidas locales se pueden 
ver en la Figura 4. Las estimas que se presentan en la Figura 4 se han calculado 
con submallas elementales groseras (5 elementos lineales y 2 elementos cuadráticos, 
respectivamente), con submallas más finas no se distinguen en el dibujo la distribución 
exacta de la aproximada. Así, en este caso resulta que la estima interior es ya 
una aproximación muy buena del error exacto. Esto es así aunque se mantengan 
puntos ocultos, que son los nodos de la malla de cálculo original. No parece pues 
necesario enriquecer la estima interior con una estima de patch. Nótese que aquí 
los patches deberían recubrir los nodos (y eliminar todos los puntos ocultos). Este 
fenómeno aparece sólo en este caso sencillo y es debido a que se observan propiedades 
de superconvergencia. En efecto, en este problema la solución por elementos finitos 
tiene un orden de aproximación superior en los nodos 20. Por lo tanto el error en los 
nodos, que son precisamente los puntos ocultos, es muy inferior al error en el resto del 
dominio. Dicho de otra manera, las condiciones de contorno de Dirichlet homogéneas 
que se utilizan en la estima interior son muy precisas. La contribución de los patches a 
la estima no sería en este caso significativa. 
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Figura 4. Distribución del error exacto (línea continua) y estimado (línea a trazos) 
para elementos lineales (arriba) y cuadráticos (abajo) 
El segundo ejemplo es un problema plano, se resuelve la ecuación de Poisson en el 
dominio que se muestra en la Figura 5. Esto es, se busca u que verifique 
con condiciones de Dirichlet en todo el contorno de manera que u(x, y) = x2 + y2 sea 
la solución exacta del problema. La solución aproximada se calcula usando la malla no 
estructurada de cuadriláteros que se puede ver en la Figura 5. 
Figura 5. Distribución del error exacto Figura 6. Distribución del error esti- 
en el problema escalar plano mado en el problema escalar 
plano 
Nodos submalla Elementos submalla Estima global Índice de efectividad 
9 16 0,24759 91,9 % 
Tabla 111. Estima del error global e índice de efectividad asociado para el problema 
plano con elementos cuadriláteros de cuatro nodos y submallas de patches 
nodales 
Como se puede ver en las Tablas 111 y IV, en este caso la estima con patches nodales 
proporciona resultados ligeramente mejores que la estima con patches asociados a los 
lados. De cualquier modo, la estima local se ajusta bien a la forma de la distribución 
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Tabla IV. Estima del error global e índice de efectividad asociado para el problema 
plano con elementos cuadriláteros de cuatro nodos y submallas de patches 
asociados a los lados 
- 
del error exacto. En la Figura 5 se puede ver la forma de la distribución del error 
exacto en el dominio. Obsérvese que esta distribución es muy similar, desde un 
punto de vista cualitativo, a la del error estimado que se presenta en la Figura 6 (la 
distribución corresponde a la estima con patches  nodales y una submalla elemental con 
16 elementos). La distribución de la Figura 6 se ha obtenido usando patches  nodales 
Nodos submalla 
9 
41 
177 
con submallas elementales de 16 elementos. 
Estima global 
0,23381 
0,24315 
0,24691 
Elementos submalla 
12 
48 
92 
Figura 7. Distribución del índice de efectividad para el problema escalar plano. Se 
representa para la estima con patches nodales y submalla elemental de 16 
elementos 
Índice de efectividad 
86,8 % 
90,2 % 
91,6 % 
En la Figura 7 se muestra la distribución del índice de efectividad en el dominio. 
Para examinar cuantitativamente la calidad de la estima local, se va a estudiar la 
distribución de los índices de efectividad local. En la Figura 8 se muestra un histograma 
576 P. DIEZ, J. J. EGOZCUE Y A. HUERTA 
que representa el número de elementos con un cierto valor del índice de efectividad 
local, la infraestima local. Se puede ver que la distribución está bastante concentrada, 
todos los valores están entre 0,83 y 0,95. Por lo tanto la calidad de la estima es 
aproximadamente la misma en todo el dominio. Esto resulta muy importante si 
se va a utilizar la estima en un proceso de mallado adaptable, ya que los criterios 
de optimalidad requieren uniformidad del error en la malla óptima. Es conveniente 
recalcar, además, que aunque la estima es mejor en el interior del dominio, cerca del 
contorno los resultados son también aceptables (el índice de efectividad no baja del 
83 %). Los resultados indican, por lo tanto, que el comportamiento del estimador 
es bueno cerca de los contornos de Dirichlet, donde otros estimadores suelen plantear 
problemasz2. 
a 
!l 
- ,  
3 
O 10 O XO o YO I W 1 10 
Figura 8. Histograma que representa la distribución de frecuencias de aparición de los 
índices de efectividad locales en el problema escalar plano. Se representa 
para la estima con patches nodales y submalla elemental de 16 elementos 
El tercer ejemplo es un problema mecánico plano (en la hipótesis de deformación 
plana) debido a Zienkiewicz y Zhul. Se trata de determinar el estado de una presa de 
gravedad bajo las cargas que proporcionan la presión hidrostática sobre el paramento 
mojado y su peso propio. Se prescriben los desplazamientos en la parte del contorno 
que corresponde al contacto con el macizo rocoso. Se calcula una aproximación uh a 
los desplazamientos de la presa utilizando el método de los elementos finitos. 
En este caso no se dispone de una solución analítica, y por lo tanto se validará la 
estima obtenida comparándola con la distribución de referencia que se obtiene al hacer 
un cálculo global con una malla refinada. La distribución del error de referencia y la 
del error estimado se pueden ver en la Figura 9. También en la Figura 9, se muestra 
la distribución del error estimado usando el estimador de Zienkiewicz y Zhul. Desde 
- 
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el punto de vista cualitativo las tres distribuciones son similares: en la Figura 9, se 
puede ver que tanto el estimador que se introduce en este trabajo como el de Zienkiewicz 
y Zhu proporcionan resultados satisfactorios. Sin embargo, para comparar de una 
Figura 9. Distribuciones espaciales del error en el problema mecánico: error de 
referencia (arriba), error estimado con el presente estimador (centro) y error 
estimado con el estimador Zienkiewicz y Zhu, 1987 (abajo) 
manera cuantitativa los resultados de las dos estimas se presentan en la Figura 10 
los histogramas, análogos al de la Figura 7, que corresponden a ambas estimas. So 
puede apreciar que los valores correspondientes al estimador que aquí se presenta, 
se concentran en una banda más estrecha. Esto se traduce en que al comparar las 
distribuciones espaciales del índice de efectividad para el estimador presentado y para 
el de Zienkiewicz y Zhu, la que corresponde al primero resulta ser más uniforme 
(Figura 11). De cara a su utilización en un proceso de cálculo adaptable esta 
uniformidad es muy deseable. 
Figura 10. Histograma que representa la distribución de frecuencias de aparición de 
los índices de efectividad locales en el problema mecánico plano). Se 
representa la estima con patches nodales y submalla elemental de 16 
elementos (línea continua) y el estimador de Zienkiewicz y Zhu, 1987 (línea 
a trazos) 
Además, en este ejemplo la estima del error se ha utilizado en un proceso de 
cálculo adaptable. El objetivo que se plantea es conseguir una solución con un error 
relativo inferior al 5 % de la norma (de la energía) de la solución. Se sigue el criterio 
de remallado que introducen Zienkiewicz y Zhul y se utiliza el generador automático 
de mallas cuadrangulares no estructuradas desarrollado por SarrateZ3. La sucesión de 
mallas resultantes se muestra en la Figura 12. 
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Figura 11. Distribución del índice de efectividad para el problema mecánico: usando 
el estimador que se presenta aquí (arriba) y el de Zienkiewicz y Zhu, 1987 
(abajo) 
193 el. 11.48% 
484 el. 5.85% 
522 el. 5.40% 
596 el. 5.03% 
602 el. 4.93% 
Figura 12. Sucesión de mallas que converge a una que proporciona un error inferior 
al 5 % 
1 U N  ESTIMADOR DE ERROR RESIDUAL 58 1 
CONCLUSIONES 
Se ha introducido un método de estima del error que supone un enfoque distinto a 
los estimadores residuales. La idea básica es proyectar el error mediante la resolución 
de problemas locales sencillos. 
En los ejemplos que se estudiaron, el estimador se muestra eficaz, puesto que se 
obtienen distribuciones de error estimado muy aproximadas a las exactas. 
El estimador que se ha  presentado proporciona cotas inferiores del error tanto global 
como local. Las estimas que se han conseguido resultan buenas aproximaciones tanto al 
valor global del error como a su distribución. Aún tratándose de un estimador residual, 
el que aquí se presenta no requiere calcular los saltos de flujo a través de los lados y 
distribuirlos entre los elementos según un proceso de equilibrado. Así, el error que se 
introduce en estos procesos, uno de los principales inconvenientes de los estimadores 
residuales, se elimina completamente. 
Además, este estimador puede aplicarse a mallas que combinan distintos tipos de 
elementos. La solución de referencia se aproxima resolviendo problemas locales sujetos 
a condiciones de contorno de Dirichlet homogéneas. Por lo tanto en la programación 
del estimador se podrán reciclar las subrutinas existentes en un programa de elementos 
finitos. 
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