Abstract. We propose an algorithm for solving two polynomial equations in two variables. Our algorithm is based on the Macaulay resultant approach combined with new techniques, including randomization, to make the algorithm accurate in the presence of roundoff error. The ultimate computation is the solution of a generalized eigenvalue problem via the QZ method. We analyze the error due to roundoff of the method, showing that with high probability the roots are computed accurately, assuming that the input data (that is, the two polynomials) are well conditioned. Our analysis requires a novel combination of algebraic and numerical techniques.
Introduction
In introductory linear algebra courses, eigenvalues of a matrix are computed by finding the roots of its characteristic polynomial. However, this is not how robust numerical eigenvalue algorithms work. The QR-algorithm, one of the major breakthroughs of scientific computing, computes the eigenvalues through an iteration of matrix factorizations. Having developed a robust and accurate eigenvalue algorithm, numerical analysts realized that they could go in the opposite direction, computing the roots of a univariate polynomial by computing the eigenvalues of its companion matrix. This approach has been analyzed in several papers [8, 16, 28, 30] and is, for example, used in the numerical software package Matlab.
Systems of multivariate polynomials can also be solved by conversion to eigenvalue problems. This paper focuses on the particular eigenvalue-based solution technique due to Macaulay [19, 20] and is mostly confined to the case of two polynomials in two variables. The goal is to analyze the numerical accuracy of the method. Our main contributions are twofold. First, we propose a modification to Macaulay's algorithm to make it numerically stable. Without this modification the method is unstable. Second, we provide an analysis of the accuracy of the modified method.
To our knowledge, this is the first analysis of a multivariate algebraic solver showing that the accuracy of the computed roots in the presence of roundoff error is directly connected to the conditioning of the original polynomial system. (See further remarks on the previous literature in Section 2.) Our accuracy bound is fairly weak, in the sense that it predicts very large errors (much larger than observed in practice) even in the presence of only moderate ill-conditioning of the data. The reasons for this are explained in Section 9. Our accuracy bounds are not obtained in closed form because one step in our proof is nonconstructive, relying on Hilbert's Nullstellensatz.
The technique introduced by Macaulay is based on resultants. Given n + 1 polynomials in n variables, the resultant R is a polynomial expression in the coefficients with the property that R = 0 if the polynomials have a root in common. Because resultants can be expressed in terms of determinants, they can be used to translate root-finding problems into eigenvalue problems. We give the general description in later sections and in this section only consider the example of two quadratics in two variables:
2 + a 2 xy + a 3 x + a 4 y 2 + a 5 y + a 6 ,
To solve for the roots (i.e., for pairs (x * , y * ) such that f 1 (x * , y * ) = f 2 (x * , y * ) = 0), we would like to be able to reduce the number of variables, and the resultant allows us to do that. The trick is to add a third linear polynomial
The resultant of f 1 , f 2 , f 3 is called the u-resultant. For particular values of a i 's and b j 's, it is a polynomial in u 1 , u 2 , and u 3 . Let u i = α i − λβ i , where α i and β i are some numbers. Then the resultant is a polynomial in the numeric data of the problem (a 1 , . . . , a 6 , b 1 , . . . , b 6 , α 1 , . . . , α 3 , and β 1 , . . . , β 3 ) and in one variable λ.
Macaulay defined the resultant in terms of determinants of certain matrices. For the example in the previous paragraph, the Macaulay matrix is constructed as follows. The columns will correspond to monomials of degree 3 or less, the rows correspond to the polynomials of the form rf i where r is a monomial and deg(rf i ) ≤ 3, and the entries are the coefficients of these polynomials written in the appropriate columns. This yields a 12 × 10 matrix (written here using lexicographical order): 
It is clear that this matrix is rank deficient if f 1 , f 2 , f 3 have a common root (x * , y * ), since the nullvector is given by the column labels with the values of x * and y * substituted. Macaulay defined the resultant R to be the greatest common divisor (GCD) of all the 10 × 10 subdeterminants (as polynomials in the coefficients of f 1 , f 2 , f 3 ). We want to work with a square matrix, so we need to choose one of the 10 × 10 submatrices, or equivalently choose two rows to drop. Macaulay had a specific method for dropping rows, which turns out to be unstable in some cases. We will consider dropping any two of the f 3 -rows, showing that stability is ensured provided the right choice is made. Let M be the resulting matrix and D be its determinant. Then D = SR, where S is called the extraneous factor.
Our method for choosing rows to drop is as follows. Note that the f 3 -rows correspond to monomials of degree 2 or less. Construct, in the same way as above, a matrix whose columns correspond to these monomials and where we use only f 1 and f 2 (i.e., no f 3 -rows): We will show (Corollary 3) that S is (up to a sign) the 2 × 2 subdeterminant of G taking the columns corresponding to the same monomials as the two rows we dropped. So if we dropped, say, the rows for x 2 f 3 and yf 3 , then S = ±(a 1 b 5 −a 5 b 1 ). We could have S = 0 and therefore D = 0 even though the three polynomials have no roots in common. So we want to make sure we choose rows to drop so that S = 0. For numerical stability it makes sense to try to get |S| as big as possible. In general, it is not practical to compute and compare all the subdeterminants of G, so we will use QR-factorization with column pivoting, which will get us within a constant factor of the best choice.
After dropping rows we have a square matrix M . If we let u i = α i − λβ i for some numbers α i , β i , we get a matrix pencil, M = A−λB. Assuming S = 0, we know the polynomials will have a common root only if D = det(M ) = det(A−λB) = 0. Thus, we have reduced the root-finding problem to a generalized eigenvalue problem. If λ is a simple eigenvalue, the corresponding right eigenvector has the form for some u, v, w ∈ C. If w = 0, then (x * , y * ) = (u/w, v/w) is a root of f 1 and f 2 . Hence, we can determine the coordinates of the root from the eigenvector. The choice of α i and β i determines how the line u 1 x + u 2 y + u 3 = 0 "sweeps" through the plane as λ is varied. We want to make a good choice to ensure that the line actually sweeps through the entire plane and that it does not pass through two or more roots simultaneously. We do not know a way of determining good choices a priori, so we just choose α i and β i randomly.
Bezout's theorem (see [6] ) tells us that generically f 1 and f 2 have four roots in common, counted with multiplicity. But our generalized eigenvalue problem has dimension 10. However, at least six of the eigenvalues are infinite, because
where we have separated the top six and the bottom four rows. The eigenvectors corresponding to finite eigenvalues are in the nullspace of A 1 . We will reduce the dimension of the problem to 4 by computing an orthogonal basis Z for the nullspace of A 1 , so our reduced matrix pencil is A 2 Z − λB 2 Z. Thus, our algorithm consists of the following steps. First, α i 's and β i 's are chosen randomly. The rectangular matrix pencil, involving α i 's and β i 's, is formed, and then some rows are deleted to make it a square pencil M = A − λB. Next, the pencil is reduced to a smaller square problem via an orthogonal basis computation. The eigenvectors of the smaller problem are computed and transformed back to eigenvectors of A − λB. The roots are determined from those eigenvectors, one root per eigenvector. In Section 5 we will give a detailed description of each step.
When does this algorithm fail? First consider the exact case, i.e., pretend all the calculations are done in exact precision. The algorithm can find only isolated roots, so it will fail if f 1 and f 2 have a factor in common, i.e., infinitely many common roots. This is equivalent to the existence of nonzero polynomials g 1 and g 2 of degrees 0 or 1, such that g 1 f 1 + g 2 f 2 = 0, which is equivalent to the top six rows of M being linearly dependent (since the coefficients of g 1 and g 2 form a left nullvector). If the top rows are linearly dependent, then det(M ) = det(A−λB) = 0 for all λ.
Since we use the eigenvectors to determine the roots, the algorithm will also fail if there is a multiple eigenvalue because then the corresponding eigenvector will probably not be uniquely determined. This will happen if either f 1 and f 2 have a root in common with multiplicity 2 or higher, or the sweepline goes through more than one root at the same time. The former is equivalent to the Jacobian of (f 1 , f 2 ) at the root being zero. For random sweeplines the latter will almost surely not happen.
So in the exact case the method will work almost surely if the top rows of M are linearly independent and the Jacobian at the root is nonzero. But in floating-point arithmetic nonsingularity is not enough; we want the top part of M to be well conditioned and the Jacobian to have large singular values, which basically means that the root-finding problem is well conditioned.
The accuracy of a computed root depends how well conditioned the eigenvector is. Our main result is that the condition number of the eigenvector is, with high probability, bounded by a function depending only on the degrees of the polynomials, the condition number of the top part of M , and the smallest singular value of the Jacobian at the root. The probability in question is taken over the randomized choice of sweep direction.
Related work
The problem of numerically solving systems of nonlinear equations is among the oldest in scientific computing. In this section we give a brief overview of some of the methods in the previous literature. It is beyond the scope of this paper to provide detailed comparisons among methods since the focus of this paper is the analysis of one particular method, namely Macaulay's resultant with a linear polynomial appended.
Newton's method and its relatives [7] are general-purpose numerical methods for solving equations. In general these methods find only one root, in contrast to algebraic methods like resultants that yield all roots. Finding all roots is desirable in some settings. For example, in geometric modeling, solution of a system of polynomial equations is used to find the intersection of a line with a parametric surface. In this case, it is important to find exactly how many intersections occur in the parametric domain, since an incorrect answer could lead to an incorrect answer from a sidedness test.
Homotopy methods [18, 32] are a hybrid between Newton and algebraic methods. These methods deform an initial system of polynomial equations with a known solution set to the particular system under consideration. During the deformation of the coefficients, the trajectories of the solutions are tracked via Newton's method. Homotopy methods have some advantages, but they run into problems if a solution trajectory passes through a region of ill-conditioning.
There are two main purely algebraic techniques, Gröbner bases and resultants. Gröbner bases (see, e.g., [6] ) require computation with polynomials and determining when a polynomial is zero. In floating-point arithmetic this introduces errors. Thus, there must be some criteria to determine when a polynomial is close enough to zero to be called zero. Gröbner bases are also very computationally expensive, especially if they are done in exact arithmetic. Resultant-based methods have the advantage from a numeric standpoint in that there is no floating-point polynomial calculation needed to form the resultant matrices, and all the floating-point computation is then encapsulated in well-understood matrix algorithms. The main disadvantage of resultants is that they require solution of an eigensystem of size s × s, where s is the number of solutions to the polynomial equations. Standard eigenvalue algorithms require O(s 3 ) operations. Since s grows exponentially in the number of variables in the polynomial system, resultant computations are feasible only for small numbers of variables. The technique of sparse resultants [6, 9, 10] , applicable to sparse polynomial systems, somewhat ameliorates this drawback.
Although our focus is on Macaulay resultants, other resultants can also be applied to solve polynomial systems [9] . For example, in the case of two equations in two variables (the primary focus of this work), the Sylvester resultant described in Section 3 can be used to eliminate one variable. Then the system can be solved for the other variable. Once the roots of one variable are known, those values can be substituted into either polynomial to solve for the other variable. Unlike the Macaulay approach, this method (as well as some other resultant methods) has the disadvantage that the system of equations ultimately solved does not contain the original coefficients, but rather contains quantities derived from the original coefficients. The intermediate operations will complicate the analysis and may even lead to subtle numerical accuracy problems.
For example, when using the Sylvester resultant algorithm sketched in the previous paragraph, one expects difficulties when there are two well-separated roots with the same abscissa, e.g., (x 1 , y 1 ) and (x 1 , y 2 ), since elimination of y will leave a univariate polynomial with a double-root that cannot be accurately computed. This problem can be eliminated (with high probability) by first applying a random linear change of variables. Indeed, this random linear change of variables in the Sylvester resultant is closely related to the randomized line sweep proposed herein, as shown by our analysis.
For a good introduction to the theory of resultants, see [6] . Emiris and Mourrain [9] give a survey of the various resultant matrices, and the structure of these matrices is investigated in [24] . We are certainly not the first to explore the use of resultants for the numeric solution of polynomial equations, see, e.g., [1, 5, 21, 22] . These papers discuss various aspects of the problem. But none carries out the complete analysis that connects conditioning of the original polynomial system to accuracy of the computed roots as we do in this paper.
Macaulay resultant matrices
The idea behind resultants is to find a condition on the coefficients of a system of polynomials that determines when there is a common zero. To better understand this, it is helpful to first consider the simplest resultant, the Sylvester resultant. Suppose we are given two univariate polynomials
Assume that not both leading coefficients are zero. Then the two polynomials have a root in common if and only if they have a common factor, which happens if and only if there exist nonzero polynomials r and s with deg(r)
This leads to a system of m + n linear equations for the m + n coefficients of r and s. The corresponding matrix is 
The Sylvester resultant is the determinant of this matrix. The polynomials have a root in common if and only if the linear system has a nontrivial solution which happens if and only if the determinant is zero. Now we will describe Macaulay's construction (see Chapter 1 in his book [20] ). Suppose we have n + 1 homogeneous polynomials F 0 , . . . , F n in n + 1 variables x 0 , . . . , x n . Let d 0 , . . . , d n denote the degrees of the polynomials and assume all the degrees are positive. Construct a matrix, which we will denote by M t (F 0 , . . . , F n ), as follows. The columns correspond to monomials of degree t, the rows correspond to polynomials of the form rF i where r is a monomial and deg(rF i ) = t, and the entries are the coefficients of these polynomials written in the appropriate columns. . It can also be described as the transpose of the matrix for the linear map Let 
Macaulay [20] defines the resultant as the GCD and then proves it has these properties. It is more common (see, e.g., [6] ) to define the resultant as the unique polynomial satisfying the first three properties (for a proof that such a polynomial exists in general, see [10, 29] ) and then show that the GCD equals the resultant. As already mentioned in Section 2, the theory of resultants can be generalized for sparse polynomials [6, 9] and even further [10] .
Example 1. Suppose we have
. We have defined the resultant for homogeneous polynomials because it is, in some sense, natural to work in projective space. However, resultants can also be defined for inhomogeneous polynomials. Suppose we have n+1 (inhomogeneous) polynomials f 0 , . . . , f n in n variables x 1 , . . . , x n . The resultant Res(f 0 , . . . , f n ) is the same as the resultant where the polynomials have been homogenized by introducing a new variable x 0 , i.e., it equals Res(F 0 , . . . , F n ) where F i is a homogeneous polynomial of the same degree as f i such that F i | x0=1 = f i . Equivalently, we could have repeated the matrix construction, replacing monomials of degree exactly t with monomials of degree at most t, and so on, creating the matrix
For inhomogeneous polynomials it is still true that if they have a root in common, then the resultant is zero, but the converse does not always hold. A nontrivial root of F i is either a root of f i = F i | x0=1 or it is a nontrivial root ofF i = F i | x0=0 . So we have Res(f 0 , . . . , f n ) = 0 if and only if the inhomogeneous system
has a solution or the homogeneous system
has a nontrivial solution. In [6] , a solution toF 0 = · · · =F n = 0 is referred to as a "solution at ∞" to f 0 = · · · = f n = 0.
As we have already mentioned, the matrix
. . , F n ) usually has more rows than columns, so to get a square matrix we need to drop some rows. Let R be the resultant and D be the determinant of the square matrix we get after dropping rows. Then D = SR, where S is called the extraneous factor.
Macaulay had a specific way of dropping rows. He kept all the F 0 -rows, and for i = 1, . . . , n, he dropped the F i -rows corresponding to monomials divisible by one of
He then shows that this gives a square matrix M and that S can be found as a certain subdeterminant of M (see [19] ). This gives a method for computing the resultant as a ratio of two determinants. In Example 1, Macaulay would have dropped the yF 2 -row and found that S = b 2 . In our numerical experiments we found that Macaulay's choice of dropped rows sometimes leads to very inaccurate solutions. The explanation for this follows below.
Cayley's resultant formula
Below we present Cayley's formula for the resultant given in [3] and proved in [10] . Cayley's formula gives a way to compute the extraneous factor. It also yields an expression for the dropped rows in terms of the remaining rows that will be used in later analysis.
Suppose we have a system of r 1 linear equations A 1 x = 0 in r 0 variables. Also suppose that these equations are not all independent, but connected by r 2 linear equations that may not all be independent but connected by r 3 linear equations, and so on for some number of levels k. At the last level, the equations are independent. Let A 1 , . . . , A k be the matrices for these linear systems. Then A j is a r j × r j−1 matrix and A j+1 A j = 0, j = 1, . . . , k − 1. This can also be viewed as a sequence of linear operators on vector spaces over a field K,
A sequence like this is also called a complex of K-vector spaces [10] . Assume the sequence (or the complex) is exact, i.e., Im(A j ) = Ker(A j+1 ).
Assuming the sequence is exact, then it must be the case that rank(A j ) = s j . Since A k has full row rank by assumption, s k = r k . Next, we select a sequence of determinants using the following procedure. Choose any r 0 out of the r 1 rows of A 1 and let D 1 be the determinant of the resulting matrix. For j = 2, . . . , k, choose any s j rows of A j and let D j be the determinant of the matrix formed by these rows and the columns from A j with complementary (with respect to {1, 2, . . . , r j−1 }) indices of the rows we chose for A j−1 . (Cayley used "supplementary" in this context, although "complementary" would seem to be clearer to the modern reader.)
Theorem 2. There exists R ∈ K such that for any sequence of determinants
D 1 , . . . , D k chosen as above, (D 2 D 4 · · · )R = ±(D 1 D 3 · · · ).
If the determinants are nonzero,
Proof. See [10] .
Consider the case of three homogeneous polynomials
can be considered as a linear system of equations
variables, so there are
more equations than variables.
The matrix M d can also be viewed as the transpose of the matrix for the linear map
Consider the nullspace for the map given by the equation
2 linearly independent equations for the rows of M d , written in matrix form as
Then we have an exact complex,
where K = C(coefficients) is the field of rational functions in the coefficients of the polynomials F 1 , F 2 , F 3 . So we can apply Theorem 2, with R clearly being the resultant, to get the extraneous factor. Note that the complex is exact in the symbolic case, i.e., the case in which all matrix entries are indeterminates. Once we substitute actual numbers for the coefficients, it may turn out that M d is rank deficient. Indeed, this is exactly what happens when F 1 , F 2 , F 3 have a common root.
Corollary 3. The extraneous factor for the matrix we get after dropping
d1 2 + d2 2 + d3 2 rows from M d (F 1 , F 2 , F 3 )
is (up to a sign) the determinant of the matrix where we take the columns of H
that correspond to the rows we dropped.
Solving polynomial equations
For the rest of the paper we will focus on the case of finding the roots of two polynomials in two variables or, equivalently, two homogeneous polynomials in three variables. In this section we explain how Macaulay's matrices can be used to convert the problem of solving polynomial equations into an eigenvalue problem. We describe our algorithm, which is based on Macaulay's work, but with a few modifications to increase numerical stability.
Suppose we are given polynomials
We want to determine all the solutions to
with as much accuracy as possible. The trick to using resultants to solve this problem is to add a third linear polynomial,
is called the u-resultant, and it is a polynomial in u 1 , u 2 , u 3 given particular values for the coefficients of f 1 and f 2 . The algorithm will actually solve
where we have homogenized the polynomials,
We also homogenize the linear polynomial
and note that Res(
It is more natural to analyze the homogeneous case, because solutions at ∞ (with z = 0) are not harder to compute than any other solutions. We can then always specialize the results to the inhomogeneous case: Given a solution (x * , y * , z * ) of (2) with z * = 0, then (x * /z * , y * /z * ) is a solution of (1).
Example 2. The example of the two quadratics used in the Introduction is a little too simple to exhibit the full complexity of the problem. Therefore, we will use the example of a cubic and a quadratic:
is as follows: 
This is a 19 × 15 matrix, and the resultant is the GCD of the determinants of all the 15 × 15 submatrices.
2 more rows than columns. So which rows should we drop to turn M d into a square matrix? If D is the determinant of the resulting square matrix M , then it is a multiple of the resultant, D = SR. By Corollary 3, the extraneous factor S is (up to a sign) the determinant of the matrix where we take the columns of
that correspond to the rows we dropped. Suppose we drop only F 3 -rows. Then S is, up to a sign, the determinant of the matrix we get by taking the columns of M d−1 (F 1 , F 2 ) corresponding to the same monomials as the rows we dropped from M d .
Example 3. For the polynomials in Example
Macaulay's rule for dropping rows specifies that the F 3 -rows corresponding to monomials divisible by x 3 or y 2 , that is, monomials x 3 , xy 2 , y 3 and y 2 z, are dropped. In this case, the extraneous factor is given by
If this matrix is singular or nearly singular, then the algorithm finding the roots of the polynomial system F 1 = F 2 = 0 will work poorly regardless of the choice of u 1 , u 2 , u 3 . For example, we could consider the system given in inhomogeneous form by
in which the first two columns on the right-hand side of (4) agree, hence the determinant is 0.
We want a matrix whose determinant is a nonzero multiple of the resultant; i.e., we want to choose rows to drop so that S = 0. Better yet, to increase numerical stability of the root-finding algorithm, we would like to make |S| as big as possible. We drop h = Instead we use QR-factorization with column pivoting. Let
where P is a permutation matrix, Q is an h × h unitary matrix, and T is an h × k upper triangular matrix (actually "upper trapezoidal", since h < k in general) with
If T is any h × h submatrix of T , then we can write T = diag([t 11 , . . . , t hh ])T , where all the entries of T are at most 1 in absolute value. The determinant of a matrix is bounded above by the product of the 2-norms of its columns (Hadamard's inequality). The 2-norm of each column of T is bounded by √ h, so det(T ) ≤ h h/2 , and therefore
Let H consist of the first h columns of GP and let H be any h × h submatrix of G. We will drop the rows corresponding to the same monomials as the columns of H.
so we are guaranteed to be within a factor of h h/2 of the maximum h × h subdeterminant of G.
We are also interested in the smallest singular value of H. Let σ i (C) denote the i-th biggest singular value of a matrix C. Gu and Eisenstat [13] provide a bound (Theorem 7.2 in their paper)
, and for i = h this gives
h . We will use this bound in the analysis in Section 8.
After dropping rows, we have a square matrix M with the property that if
where α i , β i are randomly chosen numbers. Then M = A − λB, and (7) has a solution only if det(A − λB) = 0. This reduces the root-finding problem to a generalized eigenvalue problem,
Moreover, in the generic case, we will have eigenvectors of the form
where (x * , y * , z * ) is a solution to (7) . If z * = 0, then (x * /z * , y * /z * ) is a solution of equation (1) . But if z * = 0, we have a root at ∞. The geometric picture is as follows. The equations f 1 (x, y) = 0 and f 2 (x, y) = 0 define two curves in the plane. The third equation, f 3 (x, y) = 0, defines a line, and as we vary λ this line sweeps through the plane. Thus, the eigenvalues of (8) correspond to the instances when the "sweepline" passes through a common root of f 1 and f 2 . (This could possibly be a root at ∞.) Figure 1 shows an example of a good and a bad sweepline.
For the homogeneous system, roots are points in the two-dimensional projective space P 2 , where the points are lines through the origin in C 3 . The sweepline becomes a plane in C 3 that rotates around the origin. If we visualize this, we see that there are two ways in which the line sweeps through the plane in the affine case. It is either translated or it rotates around a fixed point.
If
, then the sweepline does not move at all. We also want to avoid choices of α i , β i where the sweepline simultaneously moves through two or more roots. In this case we get a multiple eigenvalue and we will not be able to determine the roots from the computed eigenvectors. We do not know of a way to prevent this without first knowing the roots, which is why we make a random choice of sweepline. By Bezout's theorem (see [6] ) the system of equations . Note that the upper part of the matrix B is zero; i.e., our matrix pencil has the structure
where A 1 consists of the F 1 -rows and F 2 -rows, while A 2 and B 2 consist of the remaining F 3 -rows (the F 3 -rows that were not dropped). We will refer to A 1 and A 2 as the top and bottom parts of A, respectively. The bottom part has d 1 d 2 rows, matching the number of solutions. Because the top part of B is zero, there are infinite eigenvalues that are irrelevant to the problem, i.e., they have nothing to do with the polynomials F 1 and F 2 . We want the d 1 d 2 relevant eigenvalues/eigenvectors, without also computing the irrelevant ones. (The eigenvalues for the relevant eigenvectors are usually finite, but may be infinite if the sweepline is chosen so that it hits a root at λ = ∞.) In the symbolic computation literature, it has been proposed to carry this out via a Schur complement. If
with A 11 square and nonsingular, then the finite eigenvalues are also eigenvalues of
Numerically we would need A 11 to be well conditioned, so we would need to permute the columns to ensure that. We suggest a different approach. For numerical stability it is usually a good idea to use orthogonal transformations where possible. Note that the eigenvectors of (8) corresponding to finite eigenvalues are in the nullspace of A 1 . Compute a matrix Z whose columns form an orthonormal basis for the nullspace of A 1 using QR-factorization, Having solved this, the eigenvector for the bigger eigenvalue problem (8) can be recovered simply by multiplying by Z, i.e., x = Zy. In the generic case, the exact eigenvector x has a structure corresponding to the monomial structure of the columns of M d ,
for some x * , y * , z * ∈ C. The argument that x is of this form has two parts. We make one more notational change to our algorithm. Instead of writing the pencil of the generalized eigenvalue problem as A − λB, we write it as sA − tB, where s, t are complex scalars that are not both zero. This makes the problem symmetric with respect to A and B (e.g., the case of "infinite" eigenvalues of A − λB now corresponds to the case s = 0, t = 1). Because the rank of sA − tB is scale invariant, we assume s, t are normalized so that |s| 2 + |t| 2 = 1. Thus, the generalized eigenvalue problem is to find solutions to (11) sAx = tBx, with |s| 2 + |t| 2 = 1 and x = 0. Here is a summary of the complete algorithm. 
be the resulting square matrix pencil. −13 . In contrast, if we use the Macaulay choices for the dropped rows, the residuals are O(1) for each of the computed roots.
When does this work?
In the previous section we gave an algorithm for computing the common roots of two polynomials in two variables or two homogeneous polynomials in three variables. Clearly, it is not always going to work. For example, if there is a multiple eigenvalue, then the computed eigenvector is probably not going to be of the form (10), so we cannot determine the root from the eigenvector. The goal of this section is to identify the cases in which the algorithm is going to fail, assuming the computation is done in exact arithmetic.
We show (assuming exact arithmetic) that failure occurs only if
(1) the polynomials F 1 and F 2 have a common factor, (2) the Jacobian at the root is zero, or (3) we picked a bad sweepline.
We also show that if (1) and (2) do not hold, then the set of bad sweeplines is of measure zero. This suggests that in floating-point arithmetic failure only occurs if the polynomial system is ill conditioned, because of a near common factor or the root under consideration is ill conditioned, or the random sweepline is chosen from a small bad set. Floating-point behavior is more carefully analyzed in Section 8. First we need to be able to choose rows to drop so that the extraneous factor is nonzero. The only problem here would be that M d−1 (F 1 , F 2 ) does not have a full row-rank, which implies that M d (F 1 , F 2 ) , the top part of M , has a left nullvector. But this is equivalent to F 1 and F 2 having a common factor.
When Macaulay [20] proves that a zero resultant implies that there is a common root, he is assuming generic coefficients. It is interesting to note that Cayley and Sylvester used generic reasoning, while some of their contemporaries had started to recognize its shortcomings (see [14] ). Macaulay, building upon the works of Cayley and Sylvester, follows this tradition, but seems to be more aware that he is making these assumptions.
Macaulay's proof can be stated in the language of modern linear algebra and for the case n = 2 as follows. Let x be a right nullvector for the matrix M we get after dropping rows (the way Macaulay did it). Since any row of M d can be written as a linear combination of the rows of M , x is also a nullvector for M d . The matrix (F 1 , F 2 , F 3 ) is the following 10 × 10 matrix:
We can find three copies of this matrix inside the matrix We now begin our own analysis of the exact-arithmetic case without any assumption about generic coefficients in F 1 , F 2 . Since the polynomial F 3 is linear, it is easy to eliminate one of the variables. For example, if u 1 = 0, we can eliminate x from the other two polynomials by making the substitution x = −(u 2 y + u 3 z)/u 1 . This results in two homogeneous polynomials in y and z: (F 1 , F 2 , F 3 ) , where t is an integer. These two matrices are related: Proof. Write
where M 21 is the block with u 1 on the diagonal. The Schur complement of
The columns of this matrix correspond to monomials in y and z of degree t, and the rows correspond to polynomials of the type rF 
To see this, note that if
In other words, the rows of the matrix −M −1 21 M 22 correspond to the monomials in x, y, z of degree t divisible by x, written in terms of the monomials in only y and z.
A row of M sub t whose monomial is divisible by x is a linear combination of the rows whose monomials are independent of x, because x is a linear combination of y and z. And if we drop the rows whose monomials depend on x we get M t (F sub 1 , F sub 2 ). Alternatively, we could have first dropped the F 1 -and F 2 -rows whose monomials depend on x and then computed the Schur complement.
Suppose (x * , y * , z * ) is a common root of F 1 , F 2 , F 3 . We want to determine when F 2 , F 3 ) has rank one less than the number of columns, because then we know that
T is (up to multiplication by a scalar) the unique right nullvector for
Rotate the coordinates (x, y, z) so that the root will be on the z-axis. Let 
where U and V are matrices with determinant equal to 1. Now (0, 0, 1) is a common root of F 
more rows than columns, and its rows are related by the same number of linear equations given by the rows of
For general symbolic coefficients the rows of this matrix are linearly independent, so we can apply Theorem 2 to M , respectively. The proof of this theorem is omitted, but follows directly from the existence of the toric resultant for polynomials with the highest z power omitted; see Chapter 8 of [10] . The degree bounds follow by explicitly evaluating the relevant mixed volume. A more explicit proof is given in [15] . This quantity R 0 is also related to a residual resultant [2] and the subresultant [4] .
We apply Lemma 4 to M 
Then p j and q j are homogeneous polynomials in u and v of degree j.
Theorem 6. The quantity R 0 is the Sylvester resultant of F
Proof. The number of , so if we drop these rows we get a square matrixM
where M 21 is the block with v on the diagonal. Then by Lemma 4
2 , where the 0 superscript means we delete the last column and where
2 )), where
But we also know that det(M 
, taking only the columns whose monomials are divisible by x. This submatrix is upper triangular with all the diagonal entries equal to v, so S 0 = ±v k .
Example 6. Continuing Example 5, we have that
where a i and b j are the coefficients of the polynomials F 0 1 and F 0 2 . Also,
The Schur complement of the lower left block in
and if we delete the second row and multiply rows and columns with suitable powers of v, we get
The quantity R 0 is a homogeneous polynomial in u and v, and (u, v) is the direction in which the sweepline goes through the origin in the xy plane. A homogeneous polynomial in two variables is either identically zero or it has finitely many roots in P 1 . Since we choose the sweepline randomly, we are almost surely not going to hit a root of R 0 in the latter case. So we need to identify when R 0 = 0 for all u, v. 
where the α i 's and β i 's are polynomials. Thus, (For example, observe that the coefficients of u, v in the right-most column of the right-hand side of (13) are exactly the entries of the Jacobian at (0, 0, 1) .) The proof of the converse argument is similar. This tells us that if the Jacobian at the root is nonzero and there is not a common factor, then we have a unique eigenvector (up to a scalar multiple, of course) except for only finitely many sweeplines through the root. Those finite directions are choices of (u, v) that are roots of R 0 .
Rotating coordinates
In last section we rotated the coordinates x, y, z so that the root we were analyzing would lie on the z-axis. The rotation was a central piece of the analysis and in some sense localized the coordinates at the root. Here we explore how this rotation affects the matrices M t (F 1 , F 2 , F 3 ). In the exact arithmetic analysis we only needed to know that the rank did not change, but for the floating-point analysis we will need a bound on the change in singular values. At the end of the section, we also study the relationship between u, v, the rotation, and the initial random parameters.
This rotation takes place in C 3 . We split the rotation into two steps. First we rotate each complex coordinate so that the root has real coordinates, and then we rotate in the real (x, z) plane and the real (y, z) plane to move the root to the z-axis. Actually one of these five rotations is redundant (in particular one of the three complex coordinate rotations), because the root is defined up to a multiple of a complex number.
Suppose the root being analyzed is 
This is a unitary matrix; multiplying by a unitary matrix does not change the singular values. Now we have a root with real coordinates. In R 3 a rotation carrying one vector into the direction of another can be written as a combination of two rotations around the coordinate axis. This is a linear transformation, and if we apply it to C 3 we can rotate a vector with real coordinates into the direction of the vector [0, 0, 1].
Consider a rotation of the coordinates in the (y, z) plane:
We can write the monomials in y , z of order k in terms of the monomials in y, z of order k. As an example take k = 3: 2 s c
where c = cos θ and s = sin θ. Let U θ,k denote the monomial rotation matrix of order k (so the matrix above is U θ,3 ). In general, the ith row of U θ,k consists of the coefficients of (14) (cy − sz)
as a polynomial in y and z. It is not hard to verify that det(
θ,k denote the matrix that maps the monomials in x, y, z of order k into the monomials in x , y , z of order k. If we use lexicographical order,
In our analysis in Section 8 we need to estimate the effect of the rotation on the singular values of M t (F 1 , F 2 , F 2 ). To simplify notation, write (15) as
We will use the max-min property of singular values (Theorem 8.6.1 of [11] ), which gives the following formula for the kth biggest singular value:
So, since V and W are invertible,
For an upper bound on the 2-norm of V = V y,z −θ,t , note that, since this matrix is block diagonal,
Similarly, we get an upper bound for W 2 by taking the max over 0
, so in particular W 2 ≤ V 2 . Now we only need to get an upper bound for U θ,k 2 . Since the entries in row i of U θ,k are the coefficients of (14) as a polynomial in y and z, we get the following upper bound for the 1-norm of the row
and either the first or the last row have a 1-norm equal to this. The ∞-norm of a matrix is equal to the maximum 1-norm of a row, so we have
and therefore
t/2 and hence we showed that
Rotating each complex coordinate so the root will have real coordinates does not change the singular values of M t (F 1 , F 2 , F 3 ) . A rotation around a coordinate axis changes them by no more than a factor of (t + 1)2 t , and we use two such rotations. Thus, we can change coordinates so that the root is (0, 0, 1) and so that the change in singular values of M t (F 1 , F 2 , F 3 ) is bounded by a factor of (t + 1) 2 2 2t . The other effect of the rotation is the distribution of the parameters u, v appearing in the previous section. Note that u and v depend on α, β, and the eigenvalue (s, t):
whereQ is the complex conjugate of the matrix for the coordinate rotation, i.e., the composition of the rotations and scalings introduced in this section. Since α 2 = β 2 = 1, α * β = 0, and |s| 2 + |t| 2 = 1, and because Q is unitary, the coefficients u and v satisfy |u| 2 + |v| 2 = 1. In the algorithm we choose α and β randomly from a uniform distribution over {z ∈ C 3 : z 2 = 1} and so that they are orthogonal. We want to argue that our random choice of sweepline causes (u, v) to be uniformly distributed over the set {w ∈ C 2 : w 2 = 1}. The uniform distribution on the unit sphere is uniquely characterized by its invariance under arbitrary unitary transformation. Therefore, we need to check whether [u; v] 
β)).
SinceQ * ZQ is unitary, the distribution of (α, β) is invariant under this transformation. Therefore, comparing the previous equation to (16) shows that [u; v] and [ũ;ṽ] have the same distribution; hence, this distribution is uniform.
Eigenvector sensitivity
Now we are ready to analyze the accuracy of the root-finding algorithm. Our analysis will focus on the conditioning of the eigenvectors of the generalized eigenvalue problem sAx = tBx. The idea is that since the QZ-algorithm is backwards stable, it computes well-conditioned eigenvectors accurately. Note, however, that we are actually solving the reduced problem (9), but we will argue in subsection 8.6 that its conditioning is no worse than that of the bigger eigenvalue problem.
Suppose x is the exact eigenvector corresponding to the root (x * , y * , z * ), i.e.,
If this eigenvector is well conditioned, then the computed eigenvectorx will be close to x (if they are scaled properly). In the algorithm we compute the coordinates of the root as follows. First we pick the biggest (in absolute value) of the components ofx corresponding to the monomials
where w ∈ {x, y, z}, then we letx * ,ŷ * ,ẑ * be the values of the components ofx corresponding to the monomials
The point here is that ifx were exact, we could pick components corresponding to any set of monomials of the type {rx, ry, rz}, where r is a monomial of degree d− 1, as the computed root. Butx has errors and the above choice of a set of monomials picks the set of this type corresponding to the biggest components and therefore with the smallest relative error. More precisely, w d will be the largest entry of the eigenvector. So the relative error in the selected subvector {w
times the relative error inx (if the errors are measured in 2-norm).
8.1. General theory. The eigenvalue (s, t) of (11) may be regarded as lying in the projective space P 1 . We define a metric for P 1 by
This equals the chordal metric,
for the eigenvalues λ 1 = t 1 /s 1 and λ 2 = t 2 /s 2 . Stewart [27] used this metric to estimate eigenvalue sensitivity, showing that if λ is the eigenvalue of the perturbed
where y and x are the left and right eigenvectors of the unit 2-norm corresponding to λ, i.e., y * A = λy * B, Ax = λBx,
Suppose (s, t) is a simple eigenvalue and x is a corresponding eigenvector (with x 2 = 1) for the eigenvalue problem (11) , and that for a small perturbation we have (18) (s + ∆s)(A + E)(x + ∆x) = (t + ∆t)(B + F )(x + ∆x).
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Let δ be the second smallest singular value of the matrix sA − tB (the smallest is zero). Theorem 8.6.5 of [11] implies that if
Note that the choice of ∆s and ∆t in (18) is not unique, because we can multiply by a nonzero scalar. In other words, we can choose a representative in C 2 for the perturbed eigenvalue in P 1 . Let (ŝ,t) be one such representative. We want to choose ∆s and ∆t that satisfyŝ(t + ∆t) =t(s + ∆s) and minimize |∆s| 2 + |∆t| 2 . The solution of this least squares problem yields ∆s and ∆t such that
and then
, where y is the left eigenvector and as before we are assuming x 2 = y 2 = 1. (A, B) corresponding to a simple eigenvalue (s, t). Let y be the corresponding left eigenvector and assume x 2 = y 2 = 1. Let δ be the second smallest singular value of sA−tB. Then the perturbed pencil (A + E, B + F ) has an eigenvector x + ∆x with
Theorem 8. Let x be an eigenvector of the pencil
, assuming the perturbation is small enough.
We are viewing (s, t) as a point in P 1 and we can choose a representative in C 2 such that |s| 2 + |t| 2 = 1. For the rest of our analysis we are assuming this has been done. Note that δ depends on s and t and that rescaling (s, t) does not change the perturbation estimate above.
8.2.
Eigenvalue conditioning in terms of the polynomials. So far the analysis is valid for any generalized eigenvalue problem, as long as the eigenvalue in question is simple. Now we will specialize this result for the matrices A and B in our algorithm. Recall that
We normalized the coefficients of the polynomials F 1 , F 2 , L α , L β so that the coefficient vectors had a 2-norm equal to 1. Then
is the size of the matrix pencil. The right eigenvector is
where (x * , y * , z * ) is a root of the homogeneous polynomials F 1 , F 2 , and F 3 . The left eigenvector y consists of the complex conjugates of the coefficients of the homogeneous polynomials
where we have dropped the appropriate monomials from P 3 (i.e., P 3 does not have the monomials that correspond to the rows we dropped). We assume that P 1 , P 2 , P 3 and (x * , y * , z * ) have been normalized so that the 2-norm of both left and right eigenvectors is 1.
Since (x * , y * , z * ) is a root of F 1 and F 2 we get
and
So we have the conditioning of the eigenvalue (s, t) in terms of the root and the polynomials
Recall that in the algorithm the random vectors α and β are chosen to be orthogonal and of unit 2-norm. Then
measures the length of the projection of the vector v onto the plane spanned by α and β. This quantity is small only if v is close to being orthogonal to the plane, and since the distribution of the direction normal to the random plane is uniform, there is a low probability if this happening.
8.3. Estimating P 3 (x * , y * , z * ). Differentiating equation (19) with respect to x gives
Evaluate this equation and the two similar equations we get by differentiating with respect to y and z at the root (x * , y * , z * ), and we get
where J is the Jacobian
This shows that the conditioning of the eigenvalue is, as we would expect, dependent on the Jacobian at the root. Now rotate the coordinates, as we did in Section 6, so that the root will be (0, 0, 1). Let As in Section 6, we write 
is given by equation (3) . After rotating coordinates we get that 
The 0 superscript in M 0 k (·) means that we drop the last column (corresponding to z k ) from the matrix M k (·). 
Example 7. For our continuing example, the matrix
and the matrix H 
Proof. Before starting the proof, recall the following facts. Take any A ∈ C m×n and x ∈ C n . If m ≥ n, then
where σ min refers to the nth (last) singular value. On the other hand, if m < n, let H be an n × (n − m) matrix of full column rank such that AH = 0. Then
where σ min now refers to the mth (last) singular value. Both of these facts are proved using the singular value decomposition. Since α and β are orthogonal and have a unit 2-norm,
So by (21) ,
where the inequality follows from (22) . This implies that
The second inequality is derived from the first by noting that d 2 ) by our assumption that the polynomial coefficients are normalized.
We want to derive a lower bound on
As above, let y be the unit-length left eigenvector of sA − tB corresponding to the eigenvalue (s, t) under consideration. Letŷ be the extension of y by inserting zeros in the positions of the rows deleted in the algorithm, so thatŷ
Then the entriesŷ
* are equal to the coefficients of P 1 , P 2 , P 3 (none omitted). The vectorŷ * is not the only left nullvector of d 2 ) because of the normalization of the coefficients. Thus, the second term of (25) is at least (c 3 
2 . By (6), this quantity is at least (c 4 
2 . Thus, in either case,
We showed in Section 7 that 
where U is the correct change-of basis matrix for the monomials associated with the rows of
). By applying the square matrix W −1 to the quantities in (26), we conclude that
Here, c 5 have (0, 0, 1) as a root by construction. Let I be the indices of these three distinguished positions, and letĪ be the complementary indices. We can then rewrite (27) as
Here, the notation X(:,Ī), borrowed from Matlab, refers to the submatrix with columns indexed byĪ. It is not hard to see that H d (F * is exactly equal to the vector [P 1 (x * , y * , z * ), P 2 (x * , y * , z * ), P 3 (x * , y * , z * )] under consideration in this section becauseŷ contains the coefficients of P 1 , P 2 , P 3 , and W maps certain vectors of monomials in x * , y * , z * into columns of the identity matrix. Now, we take two cases. The first case is that the second term on the left-hand side of (28) is less than half the right-hand side. In this case, we are finished proving the proposition, because we conclude that
which we can combine with inequality (24) to prove the proposition. In fact, this proves a stronger version of the proposition since there is no dependence on
The other case is that the second term on the left-hand side of (28) is at least half the right-hand side, i.e., (29) dist(ŵ(Ī)
Recall that N d is equal to M d (Ī, :) after deleting three zero columns. Thus,
From the equations 0 =ŵ
Chain the two previous equations to substitute for the left-hand side of (30) to obtain
since M d is bounded above in terms of d 1 , d 2 because of problem normalization. Thus, as in the first case, we have obtained a lower bound on ŵ(I) . Again, as in the first case, we can combine this lower bound with (24) to establish the proposition.
The analysis in Section 6 was based on R 0 , which divides any major subdeterminant of the matrix M 
The next theorem shows that R 0 is also connected to the matrix N d . 
,
Proof. We know |u|
In the former case, let N be the submatrix of N d we get by deleting the F 0 1 -and F 0 2 -rows whose monomials are divisible by y, so that det(N ) = ±u k R 0 . In the latter case, delete rows divisible x instead of y, so that det(N ) = ±v k R 0 . In either case we get a matrix N such that
Adding rows to a matrix makes the singular values bigger:
where σ j (·) denotes the jth biggest singular value of a matrix. (This follows from Theorem 8.1.5 of [11] .) So, 
The idea is to show that for most (u, v) the value of R 0 is not too small, so that there is a low probability of hitting a very small value. Recall that the distribution of (u, v) is uniform, so the expected value of any function of (u, v) is the integral of this function divided by the surface area 2π 2 .
Theorem 13. The expected value of |R
where S = {(u, v) ∈ C 2 : |u| 2 + |v| 2 = 1}, and, as in the above discussion,R j 's denote the coefficients of R 0 (u, v).
Proof. We can use Parseval's equality for the semidiscrete Fourier transform By identifying C 2 with R 4 , it is easily verified that the volume element in these coordinates is cos ψ sin ψ dθ dφ dψ. Thus, the average is , where the last equality follows from the properties of the Beta-function (see [12] ).
The intuition behind the next theorem is that on the unit sphere, a low-order polynomial can have values much smaller than its mean on only a very small subset. 
. separating the top and bottom parts of the matrices as we did in Section 5. But in the algorithm we actually use the QZ-algorithm to compute the eigenvectors for the reduced problem sA 2 Zy = tB 2 Zy, where the columns of Z are an orthonormal basis for the nullspace of A 1 . We then compute x by multiplying y by Z.
Suppose we perturb the reduced problem (s + ∆s)(A 2 Z +Ẽ)(y + ∆y) = (t + ∆t)(B 2 Z +F )(y + ∆y).
Then there is a corresponding perturbation for the bigger problem So if the computed eigenvectorŷ is exact for a small perturbation of the reduced generalized eigenvalue problem, then the computed vectorx is exact for a small perturbation of the bigger generalized eigenvalue problem. If we want to be absolutely precise, then we have to note that there is an error in the computation of Z and in the multiplication of A 2 and B 2 by Z. But these errors are small and can be absorbed inẼ andF , so we can assume Z is exact in the analysis above. There is also an error when we multiplyŷ by the computed Z, but again this is a small error.
Closing remarks
Our analysis shows that Macaulay's algorithm, modified with our choice of dropped rows, is conditionally stable, i.e., with high probability for a well conditioned problem instance, it returns a good answer.
The bound for the eigenvector condition number given in Theorem 15 is too weak to be useful. It is very crude because of several contributing factors. The resultant theory is based on determinants, and converting between condition numbers and determinants does not produce good bounds. Even though the coordinate transformation used in the analysis was unitary, it caused the resultant matrices to be changed in a nonunitary way. But the biggest weakness in the bound is that we could not establish an explicit relation between the coefficients of R 0 and the subdeterminants of the top part of A, but had to settle for establishing a relation through Hilbert's Nullstellensatz that is not in closed form.
We have implemented the algorithm described herein as the solver for operations with curved parametric surface patches in the QMG mesh generation algorithm [23, 31] . Our experience with this algorithm indicates that for well-conditioned problems it returns a highly accurate answer-far more accurate than the bound we have established. The algorithm accurately solves thousands of polynomial systems during a typical run of the mesh generator. We have tried degrees up to 6.
Even though our bound seems to be unrealistically weak, our result gives an idea of what conditions need to be satisfied so that the algorithm will give accurate roots. Those are:
(1) The top part of the matrix A has to be well conditioned, which means the polynomials F 1 and F 2 are not close to having a common factor. (2) The Jacobian at the root cannot be too small (relative to the coefficients of the polynomials). (3) The sweepline has to be chosen to avoid being close to going through two or more roots simultaneously. If the other two conditions are being met, then the set of bad choices should be small, so there is a high probability of picking a good sweepline. A more desirable error analysis would be to show that our modified algorithm is backwards stable, meaning that the computed roots are the exact roots of a nearby polynomial system. Unfortunately, our experiments with QMG indicate that it is not backwards stable. In our experiments, the computed solution for an illconditioned problem has a large residual. A large residual means the algorithm is not backwards stable.
