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Equilibrium statistical mechanics tools have been developed to obtain indications about the nat-
ural tendencies of nonlinear energy transfers in two-dimensional and quasi two-dimensional flows
like rotating and stratified flows in geostrophic balance. In this article, we consider a simple model
of such flows with a non-trivial vertical structure, namely two-layer quasi-geostrophic flows, which
remain amenable to analytical study. We obtain the statistical equilibria of the system in the case
of a linear vorticity-stream function relation, build the corresponding phase diagram, and discuss
the most probable outcome of nonlinear energy transfers, both on the horizontal and on the vertical,
in the presence of stratification and rotation.
PACS numbers: 47.27.-i, 47.32.-y, 47.55.Hd, 05.20.Jj
I. INTRODUCTION
Turbulent flows are characterized by strong fluctua-
tions of the velocity field. One aspect of their study fo-
cuses on the statistics of these fluctuations at the small
spatial scales [1]. In spite of the fluctuating nature of the
flow, coherent structures appear at large scales in many
cases. Two-dimensional turbulence is a prototypical situ-
ation where large scale coherent structures emerge [2, 3],
but this also happens in different contexts, for instance in
three-dimensional flows in the presence of rotation [4, 5].
Geophysical flows constitute a vivid illustration of the co-
existence between small-scale turbulence and long-lived
structures and mean flows up to the planetary scale.
A first step in the understanding of the emergence of
large scale mean flows and coherent structures resides in
the notion of inverse cascade. It is well known that two-
dimensional flows, due to the existence of two quadratic,
positive-definite inviscid invariants, the energy and the
enstrophy, exhibit a dual cascade scenario [6]: the nonlin-
ear interactions tend to push enstrophy downscale while
energy is pulled towards the large scales. Inverse cas-
cades have been subsequently investigated in three di-
mensional flows, mostly in the presence of anisotropic
effects which induce a flow behavior which is reminiscent
of two-dimensional turbulence, like rotation or stratifi-
cation. Geophysical flows are strongly dominated by
such effects, to the extent that they are well described
by the asymptotic regime called quasi-geostrophy, corre-
sponding to small Rossby and Froude numbers. In this
regime, the flow is quasi two-dimensional, and there are
conservation laws analogous to the two-dimensional case,
which lead to the existence of an inverse cascade [7].
Outside the quasi-geostrophic regime, inverse cascades
have been reported in numerical simulations of rotat-
ing/stratified flows [8–11], although the relative roles of
balanced and unbalanced motions are not yet completely
∗Electronic address: cherbert@ucar.edu
clear [12]. Interestingly, recent research has also reported
cases of inverse energy cascade in three-dimensional, he-
lically constrained flows [13, 14], like Beltrami flows in
a von Ka´rma´n experiment [15] and decimated numerical
simulations [16].
A valuable tool in the study of inverse cascades is sta-
tistical mechanics [17]. Following the pioneering work
of Lee [18], Kraichnan [6] introduced simple Gibbs en-
semble methods for a Galerkin truncation of the invis-
cid system to obtain the spectra at absolute equilibrium
for the energy and enstrophy in a two-dimensional flow.
The study of these spectra shows that for some values of
the Lagrange parameters associated with energy and en-
strophy conservation, the energy is expected to condense
at the large scales [19, 20]. More recently, Miller [21]
and Robert and Sommeria [22, 23] developed a mean-
field theory which explains that due to conservation laws,
large scale coherent structures emerge as the most prob-
able outcome of turbulent mixing. Their approach even
provides a relation (between vorticity and stream func-
tion) which characterizes the large scale mean flows even-
tually produced by this process. The solutions of this
equation are called the equilibrium states of the system,
and constitute a sub-class of the steady-states admit-
ted by the system. The theory therefore predicts which
type of coherent structures (e.g. monopoles, dipoles, jets,
rings,...) are expected to develop depending only on a few
macroscopic parameters, the conserved quantities of the
dynamical equations. This information is summarized in
the phase diagram of the system.
Equilibrium states and phase diagrams have mostly
been computed for two-dimensional flows for various
domain geometries [24–28], and quasi two-dimensional
models describing the large scales of geophysical flows,
dominated by rotation and stratification, but often ne-
glecting the vertical dimension, like in the equivalent
barotropic model [29–32]. Early studies had considered
cases of interest for geophysical flows in the framework of
the Kraichnan spectrally truncated theory. Salmon, Hol-
loway and Hendershott [33] thus showed that the large
scales (larger than the internal radius of deformation)
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2of a two-layer quasi-geostrophic flow tend to behave as
a barotropic flow, while the small scales (smaller than
the internal radius of deformation) in each layer are sta-
tistically uncorrelated. However, their study relies on
the presence of a bottom topography, as it is well-known
that the spectrally truncated theory does not predict any
mean-flow in the absence of bottom topography (in fact,
this is an issue of spontaneous symmetry breaking, which
vanishes in the mean-field theory). In a similar frame-
work, Merryfield [34] showed that continuously strati-
fied quasi-geostrophic models confirmed the tendency to
barotropization, while improving the representation of
the energetics of the system. It is only recently that this
thread was taken up in the context of the Miller-Robert-
Sommeria (MRS) theory; Venaille [35] proved that for
continuously stratified quasi-geostrophic flows above a
bottom topography, large scale flows with a major frac-
tion of the energy trapped near in bottom currents could
be attained as statistical equilibria. It was also confirmed
that the flow tends to behave as a barotropic flow [36],
and the role played by the beta effect in this process was
investigated. This study considered realistic cases with
prescribed stratification profiles; as a result it is difficult
to build a general classification of the equilibrium states
of the system. The present paper builds naturally on
their work; going back to a two-layer quasi-geostrophic
model, we show that it is possible to obtain explicitly
the list of all the equilibrium states as a function of
the parameters of the model, for the case of a domain
with spherical geometry, and discuss the consequences
in terms of the horizontal and vertical transfers of en-
ergy in geostrophically balanced flows. In section II, we
introduce the two-layer quasi-geostrophic model and its
dynamical invariants, in section III, we derive and solve
the equation characterizing the statistical equilibria using
the MRS theory, and in section IV, we prove the ther-
modynamic stability of these solutions and finally build
the phase diagram for the system. In section V, we dis-
cuss the physical consequences of these results, focusing
on the nonlinear transfers of energy in the vertical direc-
tion, or in other words, the ability of the fluid to transfer
energy from the baroclinic mode to the barotropic mode.
II. TWO-LAYER QUASI-GEOSTROPHIC
FLOWS ON A ROTATING SPHERE AND THEIR
DYNAMICAL INVARIANTS
We consider a simple model of a stratified, rotat-
ing fluid on a domain D, namely the two-layer quasi-
geostrophic model. The fluid is made up of two ho-
mogeneous layers with respective depth H1 = ηH and
H2 = (1 − η)H, H being the total depth of the fluid.
In each layer, the flow is described by the stream func-
tion ψi. Here, we will consider the case of a spherical
geometry: D = S2.
We introduce the potential vorticity in each layer by:
q1 = −∆ψ1 + ψ1 − ψ2
ηR2
+ f, (1a)
q2 = −∆ψ2 − ψ1 − ψ2
(1− η)R2 + f, (1b)
where R is the first Rossby deformation radius [37, 38],
and f = 2Ω cos θ is the Coriolis parameter. Let F1 =
(ηR2)−1 and F2 = ((1− η)R2)−1. We can suppose from
now on that F1 6= 0, F2 6= 0 (i.e. R < ∞); otherwise the
dynamics in each layer is decoupled from the other layer.
To keep things simple, we will not consider the effect of
a bottom topography in this study, and we will restrict
to the case of layers of equal depth: η = 1− η = 1/2, or
equivalently, F1 = F2 = F . Using Poisson brackets, the
dynamics can be recast in the following form:
∂tq1 + {ψ1, q1} = 0, (2a)
∂tq2 + {ψ2, q2} = 0, (2b)
where we now have
q1 = −∆ψ1 + F (ψ1 − ψ2) + f, (3a)
q2 = −∆ψ2 − F (ψ1 − ψ2) + f. (3b)
The parameter F measures the strength of the imposed
stratification: the larger F , the stronger the stratifica-
tion. Introducing the deformation wavenumber kD =
2/R, we also have F = k2D/2. Strong stratification there-
fore corresponds to smaller deformation scale.
Note that we are considering the inertial dynamics
of the two-layer quasi-geostrophic model. In this con-
text and in the absence of bottom topography (other-
wise, one should add a prescribed topography term to
the potential vorticity in the bottom layer), the two lay-
ers play symmetric roles, since they have the same depth:
η = 1 − η = 1/2. Hence, we expect all our results to be
invariant under the transformation 1↔ 2.
We introduce the barotropic mode — which is simply
the vertically integrated stream function, also referred to
as the transport stream function:
ψt = ηψ1 + (1− η)ψ2 = (ψ1 + ψ2)/2, (4a)
and the baroclinic mode:
ψc = (ψ1 − ψ2)/2. (4b)
In a similar way, the barotropic and baroclinic potential
vorticities are given by, respectively, qt = ηq1+(1−η)q2 =
(q1 + q2)/2 and qc = (q1 − q2)/2. We have the relations
qt = −∆ψt + f, (5a)
qc = −∆ψc + ψc
η(1− η)R2 = −∆ψc + 2Fψc. (5b)
The dynamics of the barotropic and baroclinic modes is
given by
∂tqt + {ψt, qt}+ {ψc, qc} = 0, (6a)
∂tqc + {ψt, qc}+ {ψc, qt} = 0. (6b)
3Note in particular that only self-interactions of either the
barotropic mode or the baroclinic mode contribute to the
evolution of the barotropic mode. On the contrary, the
evolution of the baroclinic mode depends on interactions
between the barotropic and baroclinic mode. Note that
when the two layers are not of equal depth (η 6= 1/2),
there is also a non-vanishing term (1− 2η){ψc, qc} corre-
sponding to self-interactions of the baroclinic mode in the
left-hand side of (6b). The two-layer quasi-geostrophic
model can be seen as a minimal model to investigate
geostrophically balanced flows with a non-trivial verti-
cal structure: the barotropic mode plays the role of a
vertically independent component, while all the vertical
variation is contained in the baroclinic mode.
The total energy of the system (normalized by the total
height) reads
E [ψ1, ψ2] = 1
2H
∫
D
dr
∫ H
0
dz(q − f)ψ, (7a)
=
1
2
∫
D
dr [η(q1 − f)ψ1 + (1− η)(q2 − f)ψ2] ,
(7b)
=
1
2
∫
D
[
η(∇ψ1)2 + (1− η)(∇ψ2)2 + (ψ1 − ψ2)
2
R2
]
dr,
(7c)
=
K[ψ1] +K[ψ2]
2
+ Ep
[
ψ1 − ψ2
2
]
, (7d)
where we have introduced the kinetic energy K[ψi] in
layer i: K[ψi] = (1/2)
∫
D(∇ψi)2, and the potential en-
ergy Ep[ψc] = F
∫
D ψ
2
c , which depends only on the baro-
clinic part of the flow. The kinetic part can be decom-
posed in terms of the barotropic kinetic energy K[ψt] and
the baroclinic kinetic energy K[ψc]. It is easily checked
that E [ψt, ψc] = K[ψt] + K[ψc] + Ep[ψc]. The total en-
ergy E is conserved by the dynamics of the flow. In
a similar manner, all the Casimir invariants for the
first layer Gn[q1] =
∫
D q
n
1 dr and for the second layer
Gn[q2] =
∫
D q
n
2 dr are conserved. The total value of the
Casimir invariants for the full system is given by
Gn[q1, q2] =
∫
D
[ηqn1 + (1− η)qn2 ]dr =
Gn[q1] + Gn[q2]
2
.
(8)
On a spherical domain (D = S2), the vertical projection
of the total angular momentum
L[q1, q2] =
∫
D
(ηq1 + (1− η)q2 − f) cos θdr = L[qt] (9)
is also a conserved quantity. For simplicity, we do not
consider here the precession motion of the angular mo-
mentum, which leads to the existence of another con-
served quantity, the norm of the angular momentum [39].
Like the energy, the Casimir invariants and angular mo-
mentum are normalized by the total height H. Note that
the angular momentum conservation law is only a con-
straint on the barotropic part of the flow.
III. STATISTICAL EQUILIBRIUM STATES
A. Mean-field Statistical Theory
We introduce the mean-field probability distribu-
tion [21–23] for vorticity at point r: ρ1(r, σ) and ρ2(r, σ)
are the probabilities to observe vorticity σ at point r re-
spectively in the first layer and in the second layer. The
mean-field statistical entropy is given by:
S [ρ1, ρ2] = −
∫ +∞
−∞
dσ
∫
D
dr
[
ηρ1(r, σ) ln ρ1(r, σ) + (1− η)ρ2(r, σ) ln ρ2(r, σ)
]
. (10)
The statistical equilibrium states are defined by the mean-field variational problem:
S(E,L, {Γ(i)n }) = max
ρ1,ρ2
{
S [ρ1, ρ2] | ∀i,N [ρi](r) = 1,E [ρ1, ρ2] = E,∀n, i,Gn[ρi] = Γ(i)n ,L [ρ1, ρ2] = L
}
, (11)
where N [ρ](r) =
∫ +∞
−∞ ρ(r, σ)dσ is the normalization constraint enforced at every point of the domain. The coarse-
grained potential vorticity field is then given by the local average with respect to the mean-field probability distribu-
tions solution of the variational problem:
q1(r) =
∫ +∞
−∞
σρ1(r, σ)dσ = −∆ψ1 + F (ψ1 − ψ2) + f, (12a)
q2(r) =
∫ +∞
−∞
σρ2(r, σ)dσ = −∆ψ2 + F (ψ2 − ψ1) + f. (12b)
As usual, due to the exactness of the mean-field treatment [40–42], the contributions stemming from energy fluctu-
4ations can be discarded. The mean-field expressions for the (fine-grained) conserved quantities are
E [ρ1, ρ2] =
1
2
∫
D
dr
[
η(q1 − f)ψ1 + (1− η)(q2 − f)ψ2
]
, (13a)
=
1
2
∫
D
dr
∫
R
dσ
[
η(σ − f)ψ1ρ1(r, σ) + (1− η)(σ − f)ψ2ρ2(r, σ)
]
, (13b)
Gn[ρi] =
∫
D
dr
∫
R
dσσnρi(r, σ), (13c)
L [ρ1, ρ2] =
∫
D
dr
∫
R
dσ
[
η(σ − f)ρ1(r, σ) + (1− η)(σ − f)ρ2(r, σ)
]
cos θ. (13d)
The critical points of the variational problem must annihilate the first variations of the entropy functional with
constraints:
δS −
∫
D
drζ1(r)δN [ρ1](r)−
∫
D
drζ2(r)δN [ρ2](r)− βδE [ρ1, ρ2]−
∑
i,k
αikδGk[ρi]− µδL [ρ1, ρ2] = 0, (14)
where ζ1(r), ζ2(r), β, µ, αik are the Lagrange multipliers
associated to the constraints. For statistically indepen-
dent variations δρ1, δρ2, we obtain two relations defining
the equilibrium Gibbs states, solutions of the mean-field
variation problem:
ρ1(r, σ) =
1
Z1 g1(σ)e
−(βψ1+µ cos θ)σ, (15a)
ρ2(r, σ) =
1
Z2 g2(σ)e
−(βψ2+µ cos θ)σ, (15b)
with the partition functions and small-scale vorticity
functions
Z1 =
∫ +∞
−∞
g1(σ)e
−(βψ1+µ cos θ)σdσ, (16a)
Z2 =
∫ +∞
−∞
g2(σ)e
−(βψ2+µ cos θ)σdσ, (16b)
g1(σ) = e
−∑k α1kσk , g2(σ) = e−∑k α2kσk .
Averaging with respect to the equilibrium probability
distributions, we obtain the q – ψ relations, called mean-
field equations, describing the coarse-grained equilibrium
states (from now on we do not write the horizontal bars):
q1 = − 1
β
δ lnZ1
δψ1
, (17a)
q2 = − 1
β
δ lnZ2
δψ2
. (17b)
B. Linear vorticity–stream function relation
In full generality, the function relating the coarse-
grained vorticity qi to the stream function ψi can be
any function. An interesting case, amenable to analytic
studies, is the case where this function is linear. This
amounts to studying a subset of solutions of the original
mean-field variational problem [43]. This case is also ob-
tained in certain physical circumstances, like the strong
mixing limit [24] or by choosing a Gaussian prior for the
small-scale vorticity [44] in the Ellis-Haven-Turkington
interpretation of the small-scale vorticity function [45–
47]. A linear q – ψ relation is also obtained when taking
into account only the energy, the circulation and the en-
strophy as conserved quantities in the variational prob-
lem [48]. In the case of barotropic flow on a spherical
domain, the phase diagram of the system has been pre-
viously built precisely in this context ([28], see also [32]
for a comprehensive discussion). We will thus restrict
here to the same situation, and follow the method intro-
duced by Chavanis and Sommeria [24] to solve the linear
vorticity-stream function relation.
The q – ψ relations therefore become (see [36])
q1 = −βZ1ψ1 − µZ1 cos θ, (18a)
q2 = −βZ2ψ2 − µZ2 cos θ. (18b)
These relations involve the initial values of the fine-
grained enstrophy in each layer Z1, Z2, and the Lagrange
parameters associated with conservation of energy β and
angular momentum µ. They correspond to the class of
equilibrium states for which the fine-grained enstrophy
in each layer is much larger than the enstrophy of the
coarse-grained field. Note that, as we will not be con-
sidering other Casimir invariants than the enstrophy in
the sequel, we have changed the notation from Γ
(i)
2 to
Zi, for convenience. We have fixed the gauge condition
〈ψ1〉 = 〈ψ2〉 = 0. Replacing q1 and q2, we obtain the
mean-field equations:
∆ψ1 − βZ1ψ1 − F (ψ1 − ψ2) = f + µZ1 cos θ, (19a)
∆ψ2 − βZ2ψ2 − F (ψ2 − ψ1) = f + µZ2 cos θ. (19b)
Formally, this system has the form of a linear opera-
tor Aβ , acting on the cartesian product L2(D)× L2(D):
5AβΨ = Bµ, with
AβΨ =
(
∆ψ1 − βZ1ψ1 − F (ψ1 − ψ2)
∆ψ2 − βZ2ψ2 − F (ψ2 − ψ1)
)
, (20)
Ψ =
(
ψ1
ψ2
)
, (21)
Bµ =
(
f + µZ1 cos θ
f + µZ2 cos θ
)
. (22)
Solving the system amounts to inverting this linear op-
erator. Here the invertibility condition is not as clear as
in the one-layer model [28]. To simplify the computa-
tions, we will decompose the operator in spectral space:
let
ψ1 =
+∞∑
n=1
n∑
m=−n
ψ(1)nmYnm, ψ2 =
+∞∑
n=1
n∑
m=−n
ψ(2)nmYnm.
(23)
The spherical harmonics Ynm are eigenfunctions of the
Laplacian with eigenvalues −βn: ∆Ynm = −βnYnm, with
βn = n(n + 1). The vorticity fields can be decomposed
in a similar manner, with the following relations between
the coefficients in spectral space:
q(1)nm = βnψ
(1)
nm + F (ψ
(1)
nm − ψ(2)nm) + δn1δm0f10, (24a)
q(2)nm = βnψ
(2)
nm + F (ψ
(2)
nm − ψ(1)nm) + δn1δm0f10, (24b)
with f10 = 2Ω
√
4pi/3. We introduce the matrices
An(β) =
(
βn + βZ1 + F −F
−F βn + βZ2 + F
)
, (25)
= βnI2 + β
(
Z1 0
0 Z2
)
+ F
(
1 −1
−1 1
)
, (26)
so that
AβΨ = Bµ ⇐⇒
A1(β)Ψ10 = −
√
4pi
3
(
2Ω + µZ1
2Ω + µZ2
)
An(β)Ψnm = 0, (n,m) 6= (1, 0)
,
(27)
with Ψnm =
(
ψ
(1)
nm
ψ
(2)
nm
)
. The determinant of a An(β) ma-
trix is given by
dn(β) = detAn(β), (28)
= Z1Z2β
2 + (Z1 + Z2)(βn + F )β + βn(βn + 2F ).
(29)
It is a second order polynomial in β, let γ±n be its roots.
In general, we have:
γ±n =−
(Z1 + Z2)(βn + F )
2Z1Z2
±
√
(Z1 − Z2)2(βn + F )2 + 4F 2Z1Z2
2Z1Z2
.
(30)
When R → +∞ (F → 0), we recover the one layer
case condition: the determinant of An(β) is simply
dn(β) = (Z1β + βn)(Z2β + βn), so that γ
±
n are just
−βn/Z1,−βn/Z2. In particular, they coincide when
Z1 = Z2, so that the operator is not invertible when
β ∈ Sp ∆ (Z being absorbed in the definition of β in this
case).
In the two layer case, we need to consider the set
Σ = {γ±n , n ∈ N∗}, which plays an analogous role to
the spectrum of the Laplacian in the one-layer case. Al-
beit we know a lot about the spectrum of the Laplacian,
we know much less in general about the set Σ. Still, the
sequences (γ−n )n≥1 and (γ
+
n )n≥1 are both monotonically
decreasing (γ−n+1 ≤ γ−n and γ+n+1 ≤ γ+n ), tend to negative
infinity as n→ +∞, and we always have γ−n ≤ γ+n ≤ γ+1 .
Nevertheless, it may happen that for some n, γ−n < γ
+
n+1.
When this happens, we say that the roots are inter-
twined ; we introduce the set I = {n ∈ N, γ+n+1−γ−n > 0}.
When the roots are not intertwined, I = ∅ and we have:
· · · < γ−n+1 < γ+n+1 < γ−n < γ+n < · · · < γ−1 < γ+1 .
After some easy but tedious algebra, one obtains a clas-
sification of all the possible cases:
• Let us first assume that Z1 = Z2 = Z. Then γ+n =
−βn/Z, and γ−n = −(βn + 2F )/Z. There are two
possibilities (illustrated in Fig. 1):
1. F < 2, there is no root intertwining: I = ∅.
2. F ≥ 2, there is root intertwining. In this case,
the set I is of the form I = J1, pK for some
p ∈ N∗.
• Let us now assume that Z1 6= Z2. Then there is al-
ways root intertwining, at least for n large enough.
There are two cases (illustrated in Fig. 2):
3. I = [p,+∞[∩N for some p ∈ N∗.
4. I = J1, pK∪ ([q,+∞[∩N) for some p < q ∈ N∗.
Note that I is always either an interval of N or the com-
plement of an interval. To avoid unnecessary technical
complications, we shall always suppose in the sequel that
all the elements of Σ are pairwise distinct.
C. Solutions of the linear mean-field equation
1. Continuum solution
When β /∈ Σ, all the An(β) matrices are invertible and
the statistical equilibrium state is given by
Ψnm = 0, (n,m) 6= (1, 0), (31)
Ψ10 = −
√
4pi
3
A1(β)
−1
(
2Ω + µZ1
2Ω + µZ2
)
. (32)
Finally,
ψ1 = Ω1 cos θ, (33a)
ψ2 = Ω2 cos θ, (33b)
6I = ∅
γ+1
γ−1
γ+2
γ−2
γ+3
γ−3
F < 2
I = J1, 2K
γ+1γ
+
2γ
+
3γ
+
4
γ−1γ
−
2γ
−
3
F > 2
FIG. 1: (Color online) The roots γ±n of the determinant of the linear operator Aβ in the case Z1 = Z2. In the first case (top;
corresponding to F = 1 and Z = 1.2), these roots are not intertwined: · · · < γ−n+1 < γ+n+1 < γ−n < γ+n < · · · < γ−1 < γ+1 and
I = ∅. In the second case (bottom; corresponding to F = 3.25 and Z = 1.2), we have γ−1 < γ+2 and γ−2 < γ+3 , so that I = J1, 2K.
I = [2,+∞[∩N
γ+1γ
+
2γ
+
3γ
+
4γ
+
5
γ−1γ
−
2γ
−
3
I = J1, 4K ∪ ([6,+∞[∩N)
γ+1γ
+
2γ
+
3γ
+
4γ
+
5γ
+
6γ
+
7γ
+
8
γ−1γ
−
2γ
−
3γ
−
4γ
−
5γ
−
6γ
−
7
FIG. 2: (Color online) The roots γ±n of the determinant of the linear operator Aβ in the case Z1 6= Z2. In the first case (top;
F = 0.5, Z1 = 1, Z2 = 2.1), there is root intertwining after a given rank; in this example, I = [2,+∞[∩N. In the second case
(bottom; F = 4, Z1 = 0.4, Z2 = 0.5), all roots are intertwined except for a finite number of them. Here, I = J1, 4K∪([6,+∞[∩N).
The x-axis has been rescaled in the bottom figure.
with
Ω1 = − 1
d1(β)
[
2Ω(2F + β1 + βZ2)
+ µ(F (Z1 + Z2) + βZ1Z2 + β1Z1)
]
, (33c)
Ω2 = − 1
d1(β)
[
2Ω(2F + β1 + βZ1)
+ µ(F (Z1 + Z2) + βZ1Z2 + β1Z2)
]
. (33d)
Hence, for the continuum solution, the critical points in
the energy-enstrophy case correspond to solid-body rota-
tion in each layer, with different angular velocities. The
barotropic and baroclinic components are given by:
ψt = Ωt cos θ, (34a)
ψc = Ωc cos θ, (34b)
with
Ωt = − 1
d1(β)
[
2Ω(2F + β1 + β[Z2 + Z1]/2)
+ µ(F (Z1 + Z2) + βZ1Z2 + β1[Z1 + Z2]/2)
]
,
(34c)
Ωc = (Z1 − Z2)2Ωβ − µβ1
2d1(β)
. (34d)
The angular momentum and energy are given by
L = β1
3
Ωt, (35)
E = β1
6
Ω2t + (β1 + 2F )
Ω2c
6
, (36)
=
3
2β1
L2 + 1
8
(β1 + 2F )(Z1 − Z2)2 (2Ωβ − µβ1)
2
d1(β)2
.
(37)
Note that in the case of a vertically uniform enstro-
phy profile (Z1 = Z2), the continuum solution is just a
7uniform solid-body rotation: Ω1 = Ω2. Then the flow is
purely barotropic: ψc = 0, and Ωt = − 2Ω+µZβ1+βZ .
In general (Z1 6= Z2), barotropic flows are obtained
when the Lagrange parameters are linked by the relation
2Ωβ = µβ1. On the contrary, purely baroclinic flows
correspond to the case when µ = µ∗(β), with
µ∗(β) = −2Ω β1 + 2F + β[Z2 + Z1]/2
F (Z1 + Z2) + βZ1Z2 + β1[Z1 + Z2]/2
.
(38)
When Z1 = Z2 = Z, this reduces to µ
∗(β) = −2Ω/Z,
and the fluid reaches a state of rest.
2. Degenerate cases: β = γ±n>1
Suppose now that β = γ±n ∈ Σ, with n > 1. Then
for each −n ≤ m ≤ n, Ψnm ∈ KerAn(β), which can be
expressed as
ψ(1)nm =
F
βn + Z1γ
±
n + F
ψ(2)nm =
(
F
βn + Z2γ
±
n + F
)−1
ψ(2)nm,
(39)
given that neither denominators vanish. Finally, the crit-
ical points in this case are superpositions of a solid-body
rotation and a multipole in each layer:
ψ1 = Ω1 cos θ +
F
βn + Z1γ
±
n + F
n∑
m=−n
ψ(2)nmYnm(θ, φ),
(40a)
ψ2 = Ω2 cos θ +
n∑
m=−n
ψ(2)nmYnm(θ, φ), (40b)
where Ω1,Ω2 are given by equations (33c)-(33d) and the
ψ
(2)
nm are arbitrary coefficients satisfying only the reality
constraint ψ
(2)
nm
∗
= (−1)mψ(2)n,−m and the total energy
constraint:
E = β1
6
Ω2t + (β1 + 2F )
Ω2c
6
+
1
4
[
βn
∣∣∣ F
βn + Z1γ
±
n + F
∣∣∣2
+ βn + F
∣∣∣ F
βn + Z1γ
±
n + F
− 1
∣∣∣2] n∑
m=−n
|ψ(2)nm|2,
(41)
When Z1 = Z2, the energy reduces to
E =

3
2β1
L2 + βn
2
n∑
m=−n
|ψ(2)nm|2 if β = γ+n
3
2β1
L2 + βn + 2F
2
n∑
m=−n
|ψ(2)nm|2 if β = γ−n
(42)
Note that in this case, when β = γ+n , the critical points of
the variational problem are purely barotropic flows: ψ1 =
ψ2 = ψt and ψc = 0, while when β = γ
−
n , the critical
points are the sum of a barotropic solid-body rotation
and a baroclinic multipole flow: ψt = Ωt cos θ, ψc 6= 0. In
general, the barotropic and baroclinic modes are given
by
ψt = Ωt cos θ +
F + (βn + Z1γ
±
n )/2
F + βn + Z1γ
±
n
n∑
m=−n
ψ(2)nmYnm(θ, φ),
(43)
ψc = Ωc cos θ − βn + Z1γ
±
n
F + βn + Z1γ
±
n
n∑
m=−n
ψ(2)nmYnm(θ, φ),
(44)
so that the condition for purely barotropic flow reads
µβ1 = 2Ωγ
±
n (or Z1 = Z2) and βn + Z1γ
±
n = 0, (45)
which does not occur in general (but it is in particular the
case when Z1 = Z2 for γ
+
n ). Conversely, the condition
for purely baroclinic flows is
µ = µ∗(γ±n ) and Z1γ
±
n = −(βn + 2F ), (46)
which again does not occur in general but does so in
particular when Z1 = Z2 for γ
−
n .
3. Degenerate cases: β = γ±1
Let us finally treat the case β = γ±1 . Solutions of the
mean-field equation exist only when(
2Ω + µZ1
2Ω + µZ2
)
∈ ImA1(γ±1 ), (47)
and it is easily proved that
ImA1(γ
±
1 ) = R
( −F
β1 + γ
±
1 Z2 + F
)
, (48)
so that solutions exist only when µ = µ±c , with
µ±c = −2Ω
β1 + 2F + γ
±
1 Z2
β1Z1 + γ
±
1 Z1Z2 + F (Z1 + Z2)
. (49)
Then computations similar to the previous case yield
ψ1 = Ω1 cos θ +
F
β1 + Z1γ
±
1 + F
a sin θ cos(φ− φ0),
(50a)
ψ2 = Ω2 cos θ + a sin θ cos(φ− φ0), (50b)
with Ω1 =
√
3
4pi
2Ω+µcZ1
β1+γ
±
1 Z1+F
+ F
β1+γ
±
1 Z1+F
Ω2. Hence, the
flow is a superposition of a solid-body rotation and a
8dipole in each layer. Note that the dipole phases are nec-
essarily the same. The barotropic and baroclinic compo-
nents of the solid-body rotation are given by, respectively,
Ωt =
1
2
√
3
4pi
2Ω + µcZ1
β1 + γ
±
1 Z1 + F
+
1
2
[
F
β1 + γ
±
1 Z1 + F
+ 1
]
Ω2,
(51)
Ωc =
1
2
√
3
4pi
2Ω + µcZ1
β1 + γ
±
1 Z1 + F
+
1
2
[
F
β1 + γ
±
1 Z1 + F
− 1
]
Ω2.
(52)
Note that we have the simple relations Ωt + Ωc = Ω1,
Ωt − Ωc = Ω2. Finally, the barotropic and baroclinic
modes are given by
ψt = Ωt cos θ +
F + (β1 + Z1γ
±
1 )/2
F + β1 + Z1γ
±
1
a sin θ cos(φ− φ0),
(53)
ψc = Ωc cos θ − β1 + Z1γ
±
1
F + β1 + Z1γ
±
1
a sin θ cos(φ− φ0), (54)
The angular momentum is given as usual by L =
β1Ωt/3, and the energy by
E = β1
6
Ω2t + (β1 + 2F )
Ω2c
6
+
β1
12
[
β1
∣∣∣ F1
β1 + Z1γ
±
1 + F1
∣∣∣2
+β1 + F
∣∣∣ F1
β1 + Z1γ
±
1 + F1
− 1
∣∣∣2]a2.
(55)
These relations show that Ω2 (and thus also Ω1) is di-
rectly fixed by the angular momentum L, while the am-
plitude for the dipole a is determined by the energy re-
lation.
When Z1 = Z2 = Z, we recover the relation µc =
−2Ω/Z, familiar from the one-layer case (see [32], where
Z is absorbed in the definition of µ), which implies in
particular that the first term in Ωt,Ωc vanishes. In that
case, for β = γ+1 , the critical points of the variational
problem lead to purely barotropic flows: ψ1 = ψ2 = ψt
and ψc = 0. On the contrary, when β = γ
−
1 , the critical
points are purely baroclinic flows: ψt = 0, ψc 6= 0.
IV. THERMODYNAMICAL STABILITY AND
PHASE DIAGRAMS
So far we have only solved the equation defining the
critical points of the mean-field variational problem in
the energy-enstrophy limit. We now need to determine
which of these critical points are actual maxima, minima
or saddle-points of the mean-field equation. This can be
achieved by looking at the second variations of the grand-
potential functional J [q1, q2] = S[q1, q2] − βE [q1, q2] −
µL[q1, q2]. We have
δ2J [q1, q2] = −1
4
∫
D
δq21
Z1
dr− 1
4
∫
D
δq22
Z2
dr− β
4
∫
D
(∇δψ1)2dr− β
4
∫
D
(∇δψ2)2dr− β
4
F
∫
D
(δψ1 − δψ2)2dr, (56)
= −1
4
+∞∑
n=1
n∑
m=−n
[ |δq(1)nm|2
Z1
+
|δq(2)nm|2
Z2
+ ββn|δψ(1)nm|2 + ββn|δψ(2)nm|2
+ βF |δψ(1)nm|2 + βF |δψ(2)nm|2 − 2βF Re(δψ(1)nmδψ(2)nm
∗
)
]
. (57)
Clearly, for β > 0, δ2J [q1, q2] < 0 for any perturbation.
From (24a), we have
|δq(1)nm|2 = (βn + F )2|δψ(1)nm|2 + F 2|δψ(2)nm|2 − 2F (βn + F ) Re(δψ(1)nmδψ(2)nm
∗
), (58a)
|δq(2)nm|2 = (βn + F )2|δψ(2)nm|2 + F 2|δψ(1)nm|2 − 2F (βn + F ) Re(δψ(1)nmδψ(2)nm
∗
). (58b)
Therefore, we can write
δ2J [q1, q2] =− 1
4
+∞∑
n=1
n∑
m=−n
[
an|δψ(1)nm|2 + bn|δψ(2)nm|2 − 2cn Re(δψ(1)nmδψ(2)nm
∗
)
]
. (59)
with
an = (βn + F )β +
(βn + F )
2
Z1
+
F 2
Z2
, (60)
bn = (βn + F )β +
(βn + F )
2
Z2
+
F 2
Z1
, (61)
cn = F
[
β +
βn + F
Z1
+
βn + F
Z2
]
. (62)
The quadratic form δ2J [q1, q2] has a block diagonal
form; to study its positive-definiteness, it remains to di-
agonalize the 2×2 blocks, which is achieved, for instance,
9by the change of variables:
δφ(1)nm = δψ
(1)
nm −
cn
an
δψ(2)nm, (63)
δφ(2)nm = δψ
(2)
nm. (64)
The quadratic form then reads
δ2J [q1, q2] = −1
4
+∞∑
n=1
n∑
m=−n
(
an|δφ(1)nm|2 + b′n|δφ(2)nm|2
)
.
(65)
with b′n = bn − c
2
n
an
. Note that this change of variables
breaks the symmetry 1↔ 2.
A. Grand-canonical stability
The condition for grand-canonical stability is that the
quadratic form δ2J [q1, q2] be negative-definite for all per-
turbations δq1, δq2. It is negative-definite if and only if,
for all n ∈ N∗, an > 0 and b′n > 0. Lengthy but straight-
forward computations show that
b′n = βn(βn + 2F )
(β − γ+n )(β − γ−n )
2an
(66)
so that b′n > 0 ⇐⇒ (β − γ+n )(β − γ−n )/an > 0, and the
condition for grand-canonical stability can also be stated
as an > 0 and (β − γ+n )(β − γ−n ) > 0.
Let us start by assuming that β > γ+1 . Then for n ∈
N∗, b′n and an have the same sign. Furthermore, direct
computations show that an(γ
+
n ) > 0 (see appendix A 1).
As each an(β) is an increasing function, we have an(β) >
0, and thus also b′n(β) > 0, for all n ∈ N∗. Thus, for
β > γ+1 , δ
2J [q1, q2] < 0 for every perturbation (δq1, δq2).
This is the condition of grand-canonical stability, which
implies in particular microcanonical stability [49].
Note that when β = γ+1 , all the above remains true,
except that now b′1(β) = 0. The quadratic form is nega-
tive but not definite anymore. In fact, it is degenerate; its
radical is given by all perturbations δψ2 ∈ Ker(∆+β1 Id).
This possibility has been studied in detail in the case of
barotropic flows [28]. Physically, it means that in the
grand-canonical ensemble, we have a metastable state,
and spontaneous transitions are possible in the upper
layer between zonal flows and dipoles. This is accom-
panied by a similar transition in the lower layer, as can
be seen by the form of the change of variables (63).
It remains to treat the case β < γ+1 . We either have
β ≤ γ−1 or γ−1 < β < γ+1 . We know that if γ−n < β < γ+n
for some n ≥ 1, then anb′n < 0 and we have grand-
canonical instability. Besides, it can be proved that
an(γ
−
n ) < 0 (see appendix A 2). In particular, for all
β ≤ γ−1 , we have grand-canonical instability because
a1(β) < 0.
As a conclusion, the quadratic form δ2J is negative
definite for β > γ+1 (grand-canonical stability, and there-
fore also microcanonical stability), not sign-definite when
β < γ+1 (grand-canonical instability), and degenerate and
negative when β = γ+1 (grand-canonical metastability).
B. Microcanonical stability
The microcanonical stability analysis is a little more
subtle, because we must restrict ourselves to the pertur-
bations which conserve energy and angular momentum at
first order. The first order variations of these quantities
is given by
δE = 1
2
∫
D
δq1ψ1 +
1
2
∫
D
δq2ψ2, (67)
δL = 1
2
∫
D
δq1 cos θ +
1
2
∫
D
δq2 cos θ. (68)
The condition for microcanonical stability is that the
quadratic form δ2J [q1, q2] be negative-definite for all per-
turbations δq1, δq2 which preserve the energy and angu-
lar momentum constraints at first order. Clearly, grand-
canonical stability implies microcanonical stability, so
that we already know that the solutions for β > γ+1
are stable in the microcanonical ensemble. It remains
to check if solutions which are not stable in the grand-
canonical ensemble (β < γ+1 ) may become stable in the
microcanonical ensemble.
Let us first assume that β /∈ Σ; the background flow is a
solid-body rotation, so that it suffices that the perturba-
tions be orthogonal to the solid-body rotations for them
to preserve the invariants at first order. When β < γ−1 ,
we have a1(β) < 0 and a dipole perturbation δφ1 will
destabilize the flow (δ2J > 0), while δE = 0, δL = 0.
When γ−1 < β < γ
+
1 , we have a1(β)b
′
1(β) < 0, and a
dipole perturbation in the appropriate variable will also
destabilize the flow while conserving energy and angu-
lar momentum at first order. Finally, all the solid-body
rotations with β ∈] −∞, γ+1 [\Σ are saddle points of the
constrained variational problem.
For β = γ±n , with n > 1, the same reasoning as above
applies: as the background flow is the sum of a solid-
body rotation and a Laplacian eigenvector of order n,
dipole perturbations are orthogonal to the background
flow and thus preserve the constraints at first order: δE =
0, δL = 0. Hence, when γ±n < γ−1 (this is always the
case for γ−n ), a1(γ
±
n ) < 0 and it suffices to consider a
dipole perturbation for δφ1. When γ
−
1 < γ
+
n < γ
+
1 (which
happens if there is root intertwining), a1(γ
+
n )b
′
1(γ
+
n ) < 0
and one needs to consider a dipole perturbation either in
δφ1 or δφ2. In all cases, the critical points are also saddle
points of the microcanonical variational problem.
It remains to treat the cases β = γ±1 . In both cases,
b′1(β) = 0 (and for n > 1, b
′
n(γ
+
1 ) > 0 while the sign
of b′n(γ
−
1 ) depends on whether there is root intertwining
or not — if not, they are all positive). When β = γ−1 ,
a1(γ
−
1 ) < 0 and one may build a dipole perturbation δφ1
while δφ2 = 0 which conserves the energy and angular
momentum at first order. Hence in that case, the critical
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points are saddle-points of the microcanonical variational
problem.
For β = γ+1 , the quadratic form δ
2J is negative but
not definite: b′1(β) = 0. It is degenerate in the sense that
perturbing the flow with an energy preserving dipole δφ2
while δφ1 = 0 does not modify the grand potential up
to second order. The dipoles are therefore metastable
states.
It may be useful to give more explanations as to why
energy preserving dipole perturbations destabilize the
background flow — which is itself the sum of a dipole
and a solid-body rotation — in the case β = γ−1 , but
not in the case β = γ+1 . Note that in both cases, the
critical points of the variational problem correspond to
dipoles in the two layers, with the same phase and a
proportionality relation between the amplitudes. There
are energy-preserving dipole perturbations which con-
serve these constraints, and dipole perturbations which
break them, either because they introduce a phase dif-
ference between the two layers or because they modify
the ratio of the amplitudes (or both). The first kind of
perturbations does not modify the grand potential, both
for β = γ−1 and β = γ
+
1 . Hence, in both cases, there
is a whole family of critical points with the same en-
ergy, the same angular momentum, and the same entropy.
This is a one parameter family described by the phase of
the dipole, common to the two layers. The second kind
of perturbations, on the contrary, leads to dipole states
which, even if they have the same amplitude (necessary
to preserve the energy), may lose the phase constraint.
These states can have higher or lower entropy than the
critical points. When β = γ−1 , they have a higher entropy
and the critical points are saddle points of the micro-
canonical variational problem, and when β = γ+1 , they
have a lower entropy and the critical points are maxima
of the microcanonical variational problem.
Finally, the stability properties are the same in the mi-
crocanonical ensemble and the grand-canonical ensem-
ble, except for the metastability properties in the case
β = γ+1 . This is a case of marginal ensemble equivalence,
similar to the case of a one-layer model [28].
C. Stability and root intertwining
In the above analysis, we have proved (grand-canonical
and microcanonical) instability for β < γ+1 using essen-
tially dipole perturbations, because either a1(β) < 0 or
b′1(β) < 0. But the dipole perturbations are large-scale,
belong to a low-dimensional subspace of phase space and
therefore might not be generated spontaneously in prac-
tice. In most cases, however, there are other unstable
directions and other types of destabilizing perturbations.
In general, if γ−n+1 < β < γ
−
n , ap(β) < 0 for 1 ≤ p ≤ n
and any perturbation in
⊕n
p=1 Ker(∆ +βp Id) will desta-
bilize the flow, in the grand canonical ensemble. In the
microcanonical ensemble, this remains true when β /∈ Σ,
but only those perturbations which conserve energy and
FIG. 3: (Color online) Horizontal structure of the flow: vortic-
ity field at statistical equilibrium for one layer. There are two
possible flow configurations at statistical equilibrium: solid-
body rotation (left) or dipole (right).
angular momentum at first order remain when β ∈ Σ.
Thus, roughly speaking, the smaller β is, the less stable
the critical point is. This source of instability exists in
the barotropic case [28] and does not depend on whether
there is root intertwining or not.
There is a second source of instability which acts when
γ−n < β < γ
+
n and an(β) > 0. This source of insta-
bility becomes more important as there is more root in-
tertwining. For instance, the dipole critical points ob-
tained for β = γ−1 can only be destabilized by dipoles
when there is no root intertwining, but it is not so when
there is. In cases 2 (when Z1 = Z2) and 4 (Z1 6= Z2),
we have γ−1 < γ
+
p < · · · < γ+1 , and perturbations in⊕p
k=1 Ker(∆+βk Id) will destabilize the flow (taking into
account the energy and angular momentum conservation
if we are working in the microcanonical ensemble). In
the case Z1 6= Z2, root intertwining occurs at least for
n large enough. This means that for β small enough,
the critical points can be destabilized by arbitrary small
scale perturbations.
D. Phase Diagrams
All the above results can be summarized in the form of
the phase-diagram of the system. In the grand-canonical
ensemble, the relevant variables are the Lagrange param-
eters β and µ. For each value of these parameters, we
have critical points as described in section III C. We have
seen above that these critical points correspond to ac-
tual maxima of the grand potential only when β ≥ γ+1 ;
hence the only equilibrium states are solid-body rota-
tions (in each layer) or dipoles (with the same phase in
each layer). The horizontal structure of the flow for the
equilibrium states is depicted on Fig. 3. These states
are denoted on Figs. 4 and 5 by SB+ and SB- for co-
rotating and counter-rotating solid-body rotations, re-
spectively, and D for dipoles. All the critical points in
the shaded area (left of the β = γ+1 vertical line) cor-
respond to saddle points of the grand-canonical varia-
tional problem. The phase diagram is drawn in Fig. 4
for the case of a vertically homogeneous fine-grained en-
strophy profile: Z1 = Z2. In this case, all the points
in the phase diagram except those on the vertical lines
β = γ−n are pure barotropic flows. On the contrary, the
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β
µ
∼ BC
γ+1γ
−
1γ
+
2γ
−
2
2F/Z2F/Z
µ = −2Ω/ZD,SB±
SB−
SB+
BCBC
FIG. 4: (Color online) Phase diagram for two-layer quasi-
geostrophic flows on a sphere in the grand-canonical ensemble,
in the case Z1 = Z2 = Z. For simplicity, we are drawing the
phase-diagram in the case where the roots are not intertwined
(F < 2). The shaded area corresponds to unstable states.
β
µ
γ+1γ
+
2γ
+
3γ
+
4γ
+
5
γ−1γ
−
2
BT
BC
D,SB±
SB−
SB+
FIG. 5: (Color online) Phase diagram for two-layer quasi-
geostrophic flows on a sphere in the grand-canonical ensemble,
in the case Z1 6= Z2. The shaded area corresponds to unstable
states. BT (resp. BC) indicates the loci of purely barotropic
(resp. baroclinic) flows.
(unstable) states on the vertical lines β = γ−n correspond
to quasi-baroclinic flows: they are the superposition of
a barotropic solid-body rotation and a baroclinic flow.
The barotropic solid-body rotation component vanishes
at the intersection with the line µ = µ∗(β) = −2Ω/Z,
and there we have pure baroclinic flows. Note that on
the vertical (solid green) lines β = γ±1 , solutions of the
mean field equation only exist at the intersection with
the line µ = µ∗(β) = −2Ω/Z. When Z1 6= Z2, the
phase diagram (see Fig. 5) has a qualitatively similar
structure. In particular, the equilibrium states remain
solid body rotations and dipoles. The main difference is
that an arbitrary point in the diagram now corresponds
to both non-vanishing barotropic and baroclinic compo-
nents. The purely barotropic flows are located on the
blue straight line, while the purely baroclinic flows cor-
respond to the red curve. A notable difference is that
pure barotropic and pure baroclinic flows are now at-
tainable at statistical equilibrium. As Z1 − Z2 → 0, the
lines of pure barotropic and pure baroclinic flows move
closer, until they collapse for Z1 = Z2 and form the line
µ = −2Ω/Z, where the flow vanishes except at the inter-
sections with lines β = γ−n or β = γ
+
1 .
V. DISCUSSION
In the previous sections, we have obtained analyti-
cally a class of equilibrium states for two-layer quasi-
geostrophic flows characterized by a linear relation be-
tween vorticity and stream function. In addition, we
have also obtained all the critical points of the corre-
sponding variational problem, including saddle-points of
the variational problem. We have also constructed the
phase diagrams of the system. Note that we restricted
ourselves here to the case of a linear vorticity-stream
function relation. For 2D flows on the sphere, Qi and
Marston [50] have performed a perturbative computa-
tion enforcing weakly the constraint fo conservation of
the quartic Casimir invariant, and obtained that the pres-
ence of a weak non-linearity in the vorticity-stream func-
tion leads to a sharpening or to a weakening of the vor-
ticity profile in the vortex cores. We can expect this
result to carry over to the two-layer quasi-geostrophic
flows considered here; therefore the repartition of energy
between the barotropic and the baroclinic modes at sta-
tistical equilibrium should not be too much affected by
the presence of a weak non-linearity.
These results indicate that the behavior of the system
on the horizontal scales is similar to that of the one-layer
(barotropic) system. The phase space is made of two
copies of the one-layer phase space (formally, it is the
cartesian product L2(D) × L2(D)). It is convenient to
decompose the phase space in terms of the eigenspaces of
the Laplace-Beltrami operator: L2(D) = ⊕+∞k=1 Vk, with
Vk = Ker(∆ + βk Id). In the one-layer case, the equi-
librium states corresponding to a linear vorticity-stream
function relation all lie in V1; in other words, the “final
result” of the inverse cascade is expected to be a com-
plete condensation of the energy in the gravest modes.
In the two-layer case considered here, all the energy is
analogously expected to condense in V1×V1. Hence, the
stratification does not really modify the nonlinear trans-
fers of energy in each layer on the horizontal.
The nonlinear transfers of energy on the vertical di-
rection — which of course is not accounted for at all
in a barotropic model — are more complicated. The
standard, phenomenological theory for two-layer quasi-
geostrophic turbulence [51–53] (see also [38, chap. 9]) is
based on the fact that, at large scales (larger than the
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radius of deformation), the dynamical equation for the
barotropic mode resembles that of 2D turbulence, while
the dynamics of the baroclinic mode resembles a passive
scalar. Hence, one expects a direct cascade of baroclinic
energy and an inverse cascade of barotropic energy. As
the forcing in the oceans and in the atmosphere is essen-
tially baroclinic, the traditional picture which emerges
is that energy is injected mostly at large scales in the
baroclinic mode, cascades downscale until reaching the
radius of deformation, where it is in major part trans-
ferred to the barotropic mode and cascades upscale until
being dissipated by boundary layer friction. Note that at
large scales, the inverse cascade of barotropic energy can
be arrested by the effect of Rossby waves, which leads
to preferential formation of zonal flows [54, 55]. The en-
ergy which is not transferred to the barotropic mode at
the deformation scale, and not cascaded upscale in the
barotropic mode, is scattered downscale until it reaches
the Ozmidov scale, where isotropy recovers and turbu-
lence becomes 3D. Statistical mechanics sheds some light
on the nonlinear processes which transfer energy from the
baroclinic mode to the barotropic mode. Previous stud-
ies, based either on the Galerkin truncated approach for
two-layer flows [33] or the MRS approach for continuous
stratification [36] have stressed that there is a natural
tendency for barotropization of the flow, and that statis-
tical equilibria should be barotropic at large scales. Our
results complete this picture by confirming the general
tendency towards barotropization and allowing a precise
discussion based on the phase diagrams. In the context
of the two-layer model, it is clear that the conservation
of fine-grained enstrophy in each layer will put strong
constraints on the extent to which barotropization can
be achieved. Indeed, purely barotropic flows necessarily
have Z1 = Z2 (because ψ1 = ψ2). Nevertheless, enstro-
phy is expected to be transferred downscale and even if
Z1 6= Z2, it may happen that most of the difference is
in fact in the small scales, while the amount of enstro-
phy in the large scales is roughly the same in the two-
layers, thereby allowing for complete barotropization in
the large scales. The mean-field theory used here is pre-
cisely concerned not with the fine-scale fields but with
coarse-grained ones. Therefore, at a coarse-grained level
describing the large scales, it may be that ψ1 = ψ2. Our
results state that when Z1 = Z2, the barotropization
process reaches its full extent; i.e. all the statistical equi-
libria are purely barotropic and no energy remains in the
baroclinic mode. When Z1 6= Z2, purely barotropic flows
are still attainable at a coarse-grained level due to the
mechanism explained above, but purely baroclinic flows
are also possible, and in general the statistical equilib-
ria still contain some baroclinic energy. The fraction of
energy blocked in the baroclinic mode is proportional to
(Z1 − Z2)2 – but also depends on β and µ of course.
As noted in [36], rotation tends to favor barotropiza-
tion. This can be expected based on the remark that as
planetary vorticity f increases, it becomes the dominant
term in total vorticity qi. Therefore rotation tends to
homogenize the vertical distribution of fine-grained en-
strophy as well, and increasing f decreases the fraction
of baroclinic energy at statistical equilibrium. This can
be seen on the phase diagram (Fig. 5), where increas-
ing f brings the curve of pure baroclinic flows towards
the µ = −∞ region. As mentioned in [36], this effect is
probably counter-balanced after a certain threshold by
the effect of waves: as f increases, the propagation time
of Rossby waves become smaller, until it becomes compa-
rable to the eddy turnover time at the same scale. Then,
we enter a regime dominated by wave dynamics, where
the dynamics may not be mixing enough to ensure that
the predictions of statistical mechanics will be observed.
As a matter of fact, it has been observed in numerical
simulations [36] that Rossby waves break the tendency
towards barotropization.
As a summary, statistical mechanics predicts that the
barotropization process is maximal when starting from
a vertically homogeneous (or nearly so) fine-grained en-
strophy profile, while it is only partial, and can range
from zero to maximal, when starting from a vertically
sheared fine-grained situation. These results could be
of relevance to better understand the role of balanced
modes in vertical mixing in rotating/stratified fluids like
the ocean, as opposed to, for instance, mixing induced
by internal gravity waves.
Appendix A: Sign of the eigenvalues an(γ
±
n ) for
grand potential second-variation δ2J
In this appendix, we give the elementary proofs that
∀F ∈ R+,∀Z1, Z2 ∈ R∗+, an(γ+n ) > 0 and an(γ−n ) < 0.
1. Proof that an(γ
+
n ) > 0
Direct computations show that
an(γ
+
n ) =
βn + F
2Z1Z2
√
(βn + F )2(Z1 − Z2)2 + 4F 2Z1Z2
+
(βn + F )
2
2Z1
− (βn + F )
2
2Z2
+
F 2
Z2
,
(A1)
>
(βn + F )
2
2
[∣∣∣ 1
Z2
− 1
Z1
∣∣∣+ ( 1
Z1
− 1
Z2
)]
︸ ︷︷ ︸
≥0
+
F 2
Z2
(A2)
> 0. (A3)
2. Proof that an(γ
−
n ) < 0
Here the proof is still elementary but slightly longer.
Let us start by fixing arbitrary F ≥ 0 and Z2 > 0. Note
that Taylor expansions give the limits of an(γ
−
n ), seen as
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a function of Z1, at 0 and +∞:
lim
Z1→0
an(γ
−
n ) = 0, (A4)
lim
Z1→+∞
an(γ
−
n ) = −
βn(βn + 2F )
Z2
< 0. (A5)
Direct computation shows that
∂an(γ
−
n )
∂Z1
=
βn + F√
(βn + F )2(Z1 − Z2)2 + 4F 2Z1Z2
Z2
Z1
an(γ
−
n ).
(A6)
In other words, an(γ
−
n ), as a function of Z1, satisfies a
linear differential equation of order one. As it is not the
null function, it does not vanish and has a constant sign;
either ∀Z1 ∈ R∗+, an(γ−n ) > 0 or ∀Z1 ∈ R∗+, an(γ−n ) <
0. Let us assume that it is always positive. Then the
logarithm ln an(γ
−
n ) is well defined and is an increasing
function of Z1; hence so is an(γ
−
n ) itself. But its limit at
+∞ is negative, which is a contradiction. Hence ∀Z1 ∈
R∗+, an(γ−n ) < 0.
Appendix B: Phase diagram for the equivalent
barotropic equation
A case simpler than the full two-layer quasi-geostrophic
equations is the so-called equivalent barotropic equation:
∂tq + {ψ, q} = 0, q = −∆ψ + ψ
R2
+ f. (B1)
This case was treated in details in [32] in the presence
of a bottom topography. Let us take the opportunity to
correct a typo in [32]: Eq. 52 should be
L = 〈(q − f) cos θ〉 = 1√
12pi
〈(q − f)|Y10〉. (B2)
We recall here the effect of the Rossby deformation
radius R on the phase diagram without the complication
of the bottom topography.
1. Equilibrium states
Let λ = β + 1R2 and λn = βn +
1
R2 . The equilibrium
states are as follows.
When λ /∈ Sp ∆, we have a solid-body rotation ψ =
Ω∗ cos θ with Ω∗ = − 2Ω+µβ+λ1 . The energy, angular momen-
tum and generalized entropy are given by
E =
λ1
6
Ω2∗ =
λ1
6
(
2Ω + µ
β + λ1
)2
, (B3)
L =
λ1
3
Ω∗ = −λ1
3
2Ω + µ
β + λ1
, (B4)
S = −1
6
(
2Ωβ − µλ1
β + λ1
)2
. (B5)
When λ = −β1, we only have a solution if µ = −2Ω.
Then ψ = Ω∗ cos θ + γc sin θ cosφ + γs sin θ sinφ. The
energy, angular momentum and generalized entropy are
given by
E =
λ1
6
[Ω2∗ + γ
2
c + γ
2
s ], (B6)
L =
λ1
3
Ω∗, (B7)
S = −1
6
[(λ1Ω∗ + 2Ω)2 + λ21(γ
2
c + γ
2
s )]. (B8)
Introducing the energy of a solid-body rotation with
angular momentum L, E∗(L) = 3L2/(2λ1), and the
phase φ0 such that γc =
√
6(E − E∗(L))/λ1 cosφ0, γs =√
6(E − E∗(L))/λ1 sinφ0, we can write the equilibrium
state as in [28, 32]
ψ =
3L
λ1
[
cos θ +
√
E
E∗(L)
− 1 sin θ cos(φ− φ0)
]
. (B9)
When λ = −βn, n > 1, we have other critical points
but they are saddle points of the generalized entropy
functional [32]. On the contrary, the two critical points
discussed above are maxima of the generalized entropy
functional.
2. Phase Diagrams and Thermodynamic Properties
The solutions found in the previous paragraph can be
organized in a phase diagram. Figure 6 shows the phase
diagram in the grand-canonical ensemble (compare to
Fig. 2 of [28]) while Fig. 7 shows the phase diagram in
the microcanonical ensemble (compare to Fig. 3 of [28]).
One may also compute the thermodynamic potentials:
we find
S(E,L) = −λ1E − 2ΩL− 2
3
Ω2, (B10)
J(β, µ) = −λ1
6
(β + λ1)Ω
2
∗ −
λ1
3
(2Ω + µ)Ω∗ − 2
3
Ω2,
(B11)
=
λ1
6
(2Ω + µ)2
β + λ1
− 2
3
Ω2. (B12)
In conclusion, a finite Rossby deformation radius just
shifts or deforms the phase diagrams, but it does not
change the overall structure, nor does it have an impact
on the thermodynamic properties of the system.
14
β
µ
−β1−λ1−β2−λ2
1
R2
µ = −2ΩD,SB±
SB−
SB+
FIG. 6: (Color online) Grand-canonical phase diagram for the
equivalent barotropic equation. All the flows on the left-hand
side of the solid green line are unstable (shaded area). At
the critical point (red dot), we have both dipoles and solid-
body rotations. Above the solid blue line, we have counter-
rotating solid-body rotations and below the line, co-rotating
solid-body rotations. The effect of the Rossby deformation
radius is to move the green line from its former position for
R =∞ (dotted green line) towards negative β.
L
E
R <∞E = E∗(L)
SB+ SB−
R =∞
FIG. 7: (Color online) Microcanonical phase diagram for the
equivalent barotropic equation. On the parabola E = E∗(L),
we have the solid-body rotations, while the dipole flows are
above the parabola. The parabola corresponding to an infi-
nite Rossby deformation radius is drawn with a dotted line.
The effect of the Rossby deformation radius is thus simply to
distort the parabola. The shaded area corresponds to inac-
cessible states.
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