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THE MEROMORPHIC R–MATRIX OF THE YANGIAN
SACHIN GAUTAM, VALERIO TOLEDANO LAREDO, AND CURTIS WENDLANDT
To Kolya Reshetikhin, on his 60th birthday.
Abstract. Let g be a complex semisimple Lie algebra and Y~(g) the Yan-
gian of g, where ~ is a nonzero complex number. The main goal of this paper
is to clarify the analytic nature of Drinfeld’s universal R–matrix of Y~(g) as
a function of the spectral parameter s. It is well–known that the radius of
convergence of R(s) on the tensor product of two finite–dimensional represen-
tations V1, V2 is zero in general. If V1, V2 are irreducible, Drinfeld proved that
RV1,V2 (s) can be factored as RV1,V2 (s) ·ρV1,V2 (s), where ρV1,V2 is a (generally
divergent) formal power series in s−1, and RV1,V2 a rational function of s [4].
We extend this result, by showing that such a factorisation exists for any
V1, V2, where the divergent factor ρV1,V2 ∈ End(V1⊗V2)[[s
−1]] intertwines the
action of Y~(g). We prove, however, that no such factorisation exists which
is natural in V1 and V2, and satisfies the cabling relations. Equivalently, the
universal R–matrix does not give rise to a rational commutativity constraint
on the category of finite–dimensional representations of Y~(g).
We construct instead two meromorphic commutativity constraints R±
V1,V2
,
which are related by a unitarity condition. We show that each possesses an
asymptotic expansion as s → ∞ with ±Re(s/~) > 0, which has the same
formal properties as Drinfeld’s RV1,V2(s), and therefore coincides with the
latter by uniqueness. In particular, we give an alternative, constructive proof
of the existence of the universal R–matrix of Y~(g).
Our construction relies on the Gauss decomposition R−(s)·R0(s)·R+(s) of
R(s). The divergent abelian termR0 was resummed on finite–dimensional rep-
resentations by the first two authors [13]. The main ingredient of the present
paper is the explicit construction of R±(s). We prove that they are rational
functions on finite–dimensional representations, and that they intertwine the
coproduct of Y~(g) and the deformed Drinfeld coproduct introduced in [13].
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2 S. GAUTAM, V. TOLEDANO LAREDO, AND C. WENDLANDT
1. Introduction
1.1. Let g be a complex, semisimple Lie algebra with an invariant inner product
(·, ·), and Y~(g) the corresponding Yangian, which is a Hopf algebra deforming
the current algebra U(g[z]) introduced by Drinfeld [4]. We assume that ~ ∈ C×
is fixed throughout. Drinfeld proved that Y~(g) possesses a unique universal R–
matrix. Specifically, let ∆ : Y~(g) → Y~(g) ⊗ Y~(g) be the coproduct of Y~(g),
and τs : Y~(g) → Y~(g), s ∈ C, the one–parameter group of automorphisms which
quantizes the shift automorphism z 7→ z+s of U(g[z]). Note that, if s is a variable,
τs may be regarded as a homomorphism Y~(g) → Y~(g)[s]. Then, the following
holds.
Theorem. [4, Thm. 3]
(1) There is a unique formal series
R(s) = 1 +
∞∑
k=1
Rks
−k ∈ Y~(g)
⊗2[[s−1]]
such that
∆⊗ 1(R(s)) = R13(s) · R23(s) (1.1)
1⊗∆(R(s)) = R13(s) · R12(s) (1.2)
and, for every a ∈ Y~(g), the following holds in Y~(g)
⊗2[s; s−1]]1
τs ⊗ 1 ◦∆
op(a) = R(s) · τs ⊗ 1 ◦∆(a) · R(s)
−1
(2) R is a solution of the quantum Yang–Baxter equation (QYBE)
R12(s1)R13(s1 + s2)R23(s2) = R23(s2)R13(s1 + s2)R12(s1) (1.3)
where both sides are viewed as elements of Y~(g)
⊗3[s1; s1
−1]][[s−12 ]]
2
(3) R satisfies the following additional identities.
• Unitarity: R(s)−1 = R21(−s)
• Translation: τa ⊗ τbR(s) = R(s+ a− b)
• 1–jet: R(s) = 1 + ~s−1Ωg +O(s
−2)
where Ωg ∈ g⊗ g is the Casimir tensor of g corresponding to (·, ·).
1.2. One of the main goals of this paper is to clarify the analytic nature of the
formal power series R(s), and of the solutions of the QYBE obtained from it.
Let V1, V2 be two finite–dimensional representations of Y~(g), and RV1,V2(s) ∈
End(V1 ⊗ V2)[[s
−1]] the corresponding evaluation of R(s). Drinfeld proved that
RV1,V2(s) has a zero radius of convergence in general [4, Examples 1,2], but gives
nevertheless rise to a rational solution of the QYBE via the following mechanism.
Theorem. [4, Thm. 4] Assume that V1 and V2 are irreducible.
1Our conventions differ slightly from those of [4], where the intertwining equation is written
as 1⊗ τs ◦∆op(a) = R(s)−1 · 1⊗ τs ◦∆(a) · R(s). Thus, our R(s) is Drinfeld’s R(−s)−1.
2it is easy to see that (1.3) holds in Y~(g)
⊗3[s1; s1−1]][[s
−1
2
]] if, and only if, it holds in
Y~(g)
⊗3[s2; s2−1]][[s
−1
1
]].
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(1) There is a rational function RV1,V2(s) with values in End(V1 ⊗ V2), and a
formal power series ρV1,V2(s) ∈ C[[s
−1]] such that
RV1,V2(s) = RV1,V2(s) · ρV1,V2(s) (1.4)
(2) In particular, if V1 = V = V2, (1.3) implies that RV,V (s) is a rational
solution of the QYBE.
More recently, a geometric construction of R–matrices corresponding to the
(extended) Yangian of a symmetric Kac–Moody algebra was given by Maulik–
Okounkov [21], which provides in particular an alternative construction of rational
solutions of the QYBE on the equivariant cohomology of Nakajima quiver varieties.
1.3. In this paper, we extend the factorisation (1.4) to an arbitrary pair of (not
necessarily irreducible) finite–dimensional representations. In this case, the diver-
gent factor ρV1,V2(s) takes values in End(V1 ⊗ V2)[[s
−1]], and intertwines the action
of Y~(g) given by ∆s = τs ⊗ 1 ◦ ∆. However, since ρV1,V2(s) is not scalar–valued
in general, it is not clear whether that the corresponding rational factor RV1,V2(s)
satisfies the QYBE when V1 = V2.
We prove in fact that, even for g = sl2, no rational intertwiner RV1,V2(s) ∈
End(V1 ⊗ V2) exists which is defined for any V1, V2 ∈ Repfd(Y~(g)), is natural in
V1 and V2, and satisfies the cabling identities (1.1)–(1.2). Equivalently, the ten-
sor category of finite–dimensional representations of Y~(g) does not admit rational
commutativity constraints. In particular, this raises the question of whether one
can consistently define a rational solution of the QYBE on all finite–dimensional
representations of Y~(g).
3
1.4. In the present paper, we propose an alternative solution to this issue, by
constructing meromorphic commutativity constraints on Repfd(Y~(g)), and in par-
ticular consistent meromorphic solutions of the QYBE on all V ∈ Repfd(Y~(g)).
Namely, we prove that the universal R–matrix of Y~(g), while generally divergent
on a pair of finite–dimensional representations V1, V2, can be resummed in two
canonical ways. This yields a pair of meromorphic functions
R↑V1,V2(s),R
↓
V1,V2
(s) : C→ End(V1 ⊗ V2)
which are natural with respect to V1, V2, intertwine the actions of Y~(g) given by
∆s and ∆
op
s = τs ⊗ 1 ◦ ∆
op, and satisfy the cabling identities (1.1)–(1.2). Each
R↑V1,V2(s),R
↓
V1,V2
(s) is asymptotic to RV1,V2(s) as s → ∞ with ±Re(s/~) > 0,
and these two resummations are related by the unitarity condition R↓V1,V2(s) =
(R↑V2,V1(−s)
21)−1.
The situation is somewhat analogous to the case of the quantum loop algebra
Uq(Lg). In that case, if R ∈ Uq(Lg) ⊗ Uq(Lg) is the corresponding universal R–
matrix, then both
R
∞(z) = τz ⊗ 1(R) ∈ Uq(Lg)
⊗2[[z−1]] R0(z) = 1⊗ τz(R) ∈ Uq(Lg)
⊗2[[z]]
converge near z =∞, 0 to meromorphic functions of z ∈ C× on the tensor product
V1 ⊗ V2 of two finite–dimensional representations [17, 7], which are related by the
unitarity relation R∞V1,V2(z) = (R
0
V2,V1
(z−1)21)−1. In the case of Uq(Lg), however,
R∞(z) and R0(z) are convergent as is, and do not need to be resummed.
3The Maulik–Okounkov construction alluded to in 1.2 provides a partial solution to this ques-
tion, since an arbitrary representation of Y~(g) may not have a geometric realisation.
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1.5. Our approach does not rely on Drinfeld’s cohomological construction of R(s)
to carry out the resummation. It produces the matrices R
↑/↓
V1,V2
(s) through a di-
rect, explicit construction, which shows in particular that they have an asymptotic
expansion as s→∞. The fact that the latter coincides with RV1,V2(s), and there-
fore a posteriori that RV1,V2(s) can be resummed, follows from the fact that the
asymptotic expansion can be lifted to Y~(g)
⊗2[[s−1]], and shown to have the prop-
erties which uniquely determine R(s). In particular, our construction yields an
independent, and constructive proof of the existence of R(s).
1.6. Our construction can be motivated by the following considerations. The R–
matrix of Y~(g) is expected to arise as the canonical element in DY~(g)⊗̂DY~(g),
where DY~(g) ⊃ Y~(g) is the double Yangian of g, which is a quantisation of the
graded Drinfeld double (
g[z±1], g[z], z−1g[z−1]
)
of g[z]. Although a detailed understanding of DY~(g) is still lacking at present (see,
however, [18]), this suggests that, given a triangular decomposition g = n+⊕h⊕n−
of g, R(s) should have a corresponding Gauss decomposition
R(s) = R+(s) · R0(s) · R−(s) (1.5)
where R0(s) quantises the canonical element in h[z]⊗̂z
−1h[z−1], and R±(s) those
in n±[z]⊗̂z
−1n∓[z
−1] respectively. Moreover, the unitarity of R(s) suggests that
R0(s)
−1 = R0(−s)21 and R+(s)
−1 = R−(−s)21
Accordingly, we construct each factor R0(s),R−(s),R+(s) = R−(−s)
−1
21 , and their
resummation on finite–dimensional representations separately.
1.7. Khoroshkin–Tolstoy gave a heuristic formula for R0 [18], as the exponential
of an infinite sum in the abelian subalgebra of DY~(g) which quantises h[z, z
−1]. In
[13], the first two named authors gave a precise version of this formula, where the
exponent takes values in the abelian subalgebra Y 0
~
(g) of Y~(g) which quantises h[z].
We showed moreover that this expression can be resummed on a tensor product
V1⊗V2 of finite–dimensional representations in two different ways. This yields two
meromorphic functions R0,↑V1,V2(s),R
0,↓
V1,V2
(s), with the same asymptotic expansion
on ±Re(s/~) > 0, which are related by R0,↓V1,V2(s) = (R
0,↑
V2,V1
(−s))−121 .
1.8. An important discovery of [13] is that these abelian R–matrices play a similar
role to that of the full R–matrix of Y~(g), but with respect to the deformed Drinfeld
coproduct introduced in [13]. The latter gives rise to a family of actions of Y~(g) on
the vector space V1 ⊗V2, which is denoted by V1 ⊗
D,s
V2 and is a rational function of
a parameter s ∈ C. The tensor product ⊗
D,s
is associative, in that the identification
of vector spaces
(V1 ⊗
D,s1
V2) ⊗
D,s2
V3 = V1 ⊗
D,s1+s2
(V2 ⊗
D,s2
V3)
intertwines the action of Y~(g) for any s1, s2 ∈ C, and endows Repfd(Y~(g)) with
the structure of a meromorphic tensor category in the sense of [22, 23].
The endomorphisms R0,εV1,V2 are meromorphic commutativity constraints with re-
spect to ⊗
D,s
, that is they satisfy the representation theoretic version of the identities
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(1) of Theorem 1.1. In the present paper, we complement the results of [13] by
lifting ⊗
D,s
to a deformed Drinfeld coproduct
∆
D,s
: Y~(g)→ (Y~(g)⊗ Y~(g))[s; s
−1]]
and the common asymptotic expansion of R0,εV1,V2(s) to an element
R0(s) ∈ (Y~(g)⊗ Y~(g))[[s
−1]]
which satisfy the identities (1) of Theorem 1.1, with τs⊗ 1 ◦∆ replaced by ∆
D,s
, and
R(s) by R0(s).
1.9. The central ingredient of the present paper is the construction of R±(s),
which is based on the following. The fact that R(s) (resp. R0(s)) conjugates the
standard coproduct ∆s = τs⊗1 ◦∆ (resp. the deformed Drinfeld coproduct ∆
D,s
) to
its opposite, together with the Gauss decomposition (1.5), suggest thatR−(s) might
conjugate the standard coproduct ∆s to the deformed Drinfeld coproduct ∆
D,s
. This
is consistent with the fact that an analogous statement holds for the quantum loop
algebra, and the related construction of twists conjugating quantum coproducts
corresponding to different polarisations of a Manin triple given in [6]. In this case,
the standard (resp. Drinfeld) coproducts on Y~(g) correspond, respectively, to the
polarisations
g[z]⊕ z−1g[z−1] = g[z±1] =
(
n−[z
±1]⊕ h[z]
)
⊕
(
z−1h[z−1]⊕ n+[z
±1]
)
1.10. We prove that this intertwining property uniquely determines an element
R−(s), provided it is required to lie in
(
Y −
~
(g)⊗ Y +
~
(g)
)
[[s−1]], where Y ±
~
(g) ⊂
Y~(g) is the subalgebra deforming U(n±[z]). In fact, surprisingly perhaps, we prove
that, under this triangularity assumption, R−(s) is uniquely determined by the
requirement that it intertwines the standard and Drinfeld coproducts of the loop
generators ti,0, ti,1 of Y~(g) which deform h ⊕ h ⊗ z ⊂ h[z]. We then prove that
R−(s) satisfies
R−(s) ·∆s (x) = ∆
D,s
(x) · R−(s)
for every x ∈ Y~(g), together with the following cocyle identity
∆
D,s1
⊗ 1(R−(s2)) · R
−
12(s1) = 1⊗ ∆
D,s2
(
R−(s1 + s2)
)
· R−23(s2) (1.6)
Together with the identities satisfied by R0(s), these guarantee that the product
R+(s) · R0(s) · R−(s), where R+(s) = R−(−s)−121 , satisfies Drinfeld’s uniqueness
criterion of the universal R–matrix of Y~(g), and in particular coincides with it.
Our construction also readily shows that R−V1,V2(s) is a rational function of s for
any V1, V2 ∈ Repfd(Y~(g)). It follows that the product
RεV1,V2(s) = R
+
V1,V2
(s) · R0,εV1,V2(s) · R
−
V1,V2
(s) (1.7)
is a resummation of RV1,V2(s) for any ε ∈ {↑, ↓}, as well a meromorphic commuta-
tivity constraint on Repfd(Y~(g)) with respect to the standard tensor product.
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1.11. The construction of R−(s) relies on a further deformation of the standard
and Drinfeld coproducts, which is defined by
∆zs = (Ad(z) ◦ τs)⊗ 1 ◦∆ and ∆
D,s
z = Ad(z)⊗ 1 ◦ ∆
D,s
where z varies in the maximal torus H with Lie algebra h of the simply connected
Lie group G with Lie algebra g. The intertwining relation of R−(s) with the
generators ti,1 of Y~(g) is equivalent to an integrable system of PDEs for R
−(s, z) =
Ad(z)⊗1(R−(s)) with respect to z. The triangularity assumption then implies that
R−(s, z) is the unique solution of this PDE which is regular in the neighborhood
of the singular point e−αi(z) = 0, and takes the value 1 there.
The cocycle identity (1.6) is proved by a similar argument by noting that, once
the z–dependence is incorporated, both sides are triangular solutions of a multi-
component version of the PDE satisfied by R−(s, z).
Finally, the fact that R−(s) intertwines the standard and Drinfeld coproducts of
the Chevalley generators x±i,0 of g ⊂ Y~(g) is proved in two steps. First, a limiting
argument applied to R−(s, z), shows that this is the case if, and only if, it is true
for g = sl2. This relies on the fact that the limit of the PDE satisfied by R
−(s, z) as
e−αj(z) tends to 0 for any j 6= i is the ODE satisfied by R−(s, e−αi(z)) for the copy
of Y~(sl2) ⊂ Y~(g) corresponding to the simple root αi. The intertwining identity
for sl2 is then proved by a direct, though fairly technical computation.
1.12. Our results may rephrased as follows. As proved in [13], and mentioned
above, finite–dimensional representations of Y~(g), together with the deformed
Drinfeld tensor product ⊗
D,s
and (a choice of) the resummed abelian R–matrices
R0,ε(s) form a meromorphic braided tensor category.
Similarly, Repfd(Y~(g)) endowed with the deformed standard tensor product
⊗s = ⊗◦(τ
∗
s ⊗1) forms a (polynomial) meromorphic tensor category. Our construc-
tion of the resummed R–matrices Rε(s) endows this category with a meromorphic
braiding.4 Moreover, the element R−(s) is a rational braided tensor structure on
the identity functor
(Repfd(Y~(g)), ⊗
D,s
,R0,ε)→ (Repfd(Y~(g)),⊗s,R
ε)
Thus, R−(s) gives rise to a system of natural isomorphisms of Y~(g)–modules
R−V1,V2(s) : V1⊗s V2 → V1 ⊗
D,s
V2, which is compatible with the (trivial) associativity
constraints and the meromorphic braidings, i.e., such that the following diagrams
4 An analogous statement was proved by Kazhdan–Soibelman for the quantum loop algebra
in [17]. As pointed out in 1.4, however, in the case of Uq(Lg) no resummation of the universal
R–matrix of Uq(Lg) is necessary.
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commute for any V1, V2, V3 ∈ Repfd(Y~(g))
(V1 ⊗s1 V2)⊗s2 V3
R−V1,V2
(s1)⊗1V3

V1 ⊗s1+s2 (V2 ⊗s2 V3)
1V1⊗R
−
V2,V3
(s1)

(V1 ⊗
D,s1
V2)⊗s2 V3
R−V1 ⊗
D,s1
V2,V3
(s2)

V1 ⊗s1+s2 (V2 ⊗
D,s2
V3)
R−V1,V2 ⊗
D,s2
V3
(s1+s2)

(V1 ⊗
D,s1
V2) ⊗
D,s2
V3 V1 ⊗
D,s1+s2
(V2 ⊗
D,s2
V3)
as dictated by the cocycle equation (1.6), and
V1(s)⊗ V2
(1 2)◦RεV1,V2 (s)
//
R−V1,V2
(s)

V2 ⊗ V1(s)
R−V2,V1
(−s)

V1(s) ⊗
D,0
V2
(1 2)◦R0,εV1,V2
(s)
// V2 ⊗
D,0
V1(s)
which follows from the Gauss decomposition (1.7), together with the fact that
(R−(−s))−121 = R
+(s).
1.13. Outline of the paper. We review the definition of Y~(g) in Section 2. Sec-
tion 3 contains the formulae for the standard and deformed Drinfeld coproducts on
Y~(g). In Section 4, we prove the existence and uniqueness of an element R
−(s)
which intertwines the two coproducts of the commuting generators ti,0, ti,1. We
also verify the cocycle equation. The remaining property, namely the fact that
R−(s) intertwines the actions of the raising and lowering operators x±i,0 is stated,
and a rank 1 reduction is carried out in this section. The proof of this theorem is
completed in Section 5, where we also give an explicit expressions for R−(s) for
g = sl2. This is the most technical part of the paper, and some of the algebraic
and combinatorial calculations are relegated to Appendix A. In Section 6, we re-
view the construction of R0,ε(s) given in [13]. We also give an explicit formula for
the universal R0(s), and prove that it satisfies the properties analogous to the full
R–matrix, with respect to to the deformed Drinfeld coproduct. We also prove that
there is no rational commutativity constraint on Repfd(Y~(g)). Combined with the
results of Section 4, we obtain the same assertions for the ordinary tensor product,
which are stated in Section 7. We give a proof of the uniqueness of the universal
R–matrix of the Yangian in Appendix B, thus finishing the proof that our construc-
tion gives rise to Drinfeld’s R–matrix. In Section 8 we restate our results in the
language of meromorphic tensor categories, and explain how R−(s) can be viewed
as a tensor structure on the identity functor on Repfd(Y~(g)), equipped with two
tensor products. In the final Section 9, we discuss the analogous case of the quan-
tum loop algebra, and relate the two by means of the meromorphic tensor functor
constructed in [13].
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2. The Yangian Y~(g)
2.1. Let g be a complex, semisimple Lie algebra and (·, ·) an invariant, symmetric,
non–degenerate bilinear form on g. Let h ⊂ g be a Cartan subalgebra of g, {αi}i∈I ⊂
h∗ a basis of simple roots of g relative to h and aij = 2(αi, αj)/(αi, αi) the entries
of the corresponding Cartan matrix A. Let Φ+ ⊂ h
∗ be the corresponding set of
positive roots, and Q = ZΦ+ =
⊕
i∈I Zαi ⊂ h
∗ the root lattice. We assume that
our normalization on (·, ·) is so that the square length of the short roots is 2. Set
di = (αi, αi)/2 ∈ {1, 2, 3}, so that diaij = djaji for any i, j ∈ I. In addition, we
set hi = ν
−1(αi)/di and choose root vectors x
±
i ∈ g±αi such that [x
+
i , x
−
i ] = dihi,
where ν : h→ h∗ is the isomorphism determined by (·, ·).
2.2. The Yangian Y~(g) [5]. Let ~ ∈ C. The Yangian Y~(g) is the C–algebra
generated by elements {x±i,r, ξi,r}i∈I,r∈Z≥0, subject to the following relations.
(Y1) For any i, j ∈ I, r, s ∈ Z≥0: [ξi,r, ξj,s] = 0.
(Y2) For i, j ∈ I and s ∈ Z≥0: [ξi,0, x
±
j,s] = ±diaijx
±
j,s.
(Y3) For i, j ∈ I and r, s ∈ Z≥0:
[ξi,r+1, x
±
j,s]− [ξi,r , x
±
j,s+1] = ±~
diaij
2
(ξi,rx
±
j,s + x
±
j,sξi,r).
(Y4) For i, j ∈ I and r, s ∈ Z≥0
[x±i,r+1, x
±
j,s]− [x
±
i,r , x
±
j,s+1] = ±~
diaij
2
(x±i,rx
±
j,s + x
±
j,sx
±
i,r).
(Y5) For i, j ∈ I and r, s ∈ Z≥0: [x
+
i,r , x
−
j,s] = δijξi,r+s.
(Y6) Let i 6= j ∈ I and set m = 1− aij . For any r1, · · · , rm ∈ Z≥0 and s ∈ Z≥0∑
π∈Sm
[
x±i,rπ(1) ,
[
x±i,rπ(2) ,
[
· · · ,
[
x±i,rπ(m) , x
±
j,s
]
· · ·
]]
= 0.
We denote by Y 0
~
(g) and Y ±
~
(g) the unital subalgebras of Y~(g) generated by
{ξi,r}i∈I,r∈Z≥0 and {x
±
i,r}i∈I,r∈Z≥0, respectively.
2.3. Assume henceforth that ~ 6= 0, and define ξi(u), x
±
i (u) ∈ Y~(g)[[u
−1]] by
ξi(u) = 1 + ~
∑
r≥0
ξi,ru
−r−1 and x±i (u) = ~
∑
r≥0
x±i,ru
−r−1.
Proposition. [12, Prop. 2.3] The relations (Y1),(Y2)–(Y3),(Y4),(Y5) and (Y6)
are respectively equivalent to the following identities in Y~(g)[u, v;u
−1, v−1]].
(Y1) For any i, j ∈ I, [ξi(u), ξj(v)] = 0.
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(Y2) For any i, j ∈ I, [ξi,0, x
±
j (u)] = ±diaijx
±
j (u).
(Y3) For any i, j ∈ I, and a = ~diaij/2:
(u− v ∓ a)ξi(u)x
±
j (v) = (u− v ± a)x
±
j (v)ξi(u)∓ 2ax
±
j (u∓ a)ξi(u).
(Y4) For any i, j ∈ I, and a = ~diaij/2:
(u− v ∓ a)x±i (u)x
±
j (v)
= (u− v ± a)x±j (v)x
±
i (u) + ~
(
[x±i,0, x
±
j (v)]− [x
±
i (u), x
±
j,0]
)
.
(Y5) For any i, j ∈ I:
(u− v)[x+i (u), x
−
j (v)] = −δij~ (ξi(u)− ξi(v)) .
(Y6) For any i 6= j ∈ I, m = 1− aij, r1, · · · , rm ∈ Z≥0, and s ∈ Z≥0:∑
π∈Sm
[
x±i (uπ1),
[
x±i (uπ(2)),
[
· · · ,
[
x±i (uπ(m)), x
±
j (v)
]
· · ·
]]
= 0.
Remark. When g = sl2, we will write ξr, x
±
r , ξ(u) and x
±(u) in place of ξi,r, x
±
i,r,
ξi(u) and x
±
i (u), respectively.
2.4. Shift automorphism. The group of translations of the complex plane acts
on Y~(g) by
τa(yr) =
r∑
s=0
(
r
s
)
ar−sys
where a ∈ C, y is one of ξi, x
±
i . In terms of the generating series introduced in 2.3,
τa(y(u)) = y(u− a).
Given a representation V of Y~(g) and a ∈ C, set V (a) = τ
∗
a (V ).
2.5. PBW theorem. Consider the natural filtration F•(Y~(g)), coming from as-
signing deg(yr) = r, for each of the generators y = ξi, x
±
i . This filtration may
equivalently be defined by
Fk(Y~(g)) = {y ∈ Y~(g) : degs(τs(y)) ≤ k},
where τs is regarded as an algebra homomorphism Y~(g)→ Y~(g)[s], and degs(τs(y))
is its degree as a polynomial in s. The Hopf algebra structure on Y~(g) preserves
this filtration, and endows gr(Y~(g)) with the structure of a graded Hopf algebra.
The Poincare´-Birkhoff-Witt Theorem for Y~(g) [20] (see also [9, Thm. B.6] and
[15, Prop. 2.2]) is equivalent to the assertion that the assignment
x±i .z
r 7→ x¯±ir , dihi.z
r 7→ ξ¯ir ∀ i ∈ I, r ∈ Z≥0
uniquely extends to an isomorphism of graded Hopf algebras
U(g[z])
∼
→ gr(Y~(g)), (2.1)
where, for any fixed k ∈ Z≥0 and element yk ∈ Fk(Y~(g)),
y¯k ∈ grk(Y~(g)) := Fk(Y~(g))/Fk−1(Y~(g))
is defined to be the image of yk in the k-th graded component grk(Y~(g)) of the
associated graded algebra gr(Y~(g)).
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Henceforth, we shall freely make use of the above identification without further
comment. Similarly, we will exploit the fact that it allows us to identify U(g[z])⊗
U(g[w]) with gr(Y~(g) ⊗ Y~(g)) ∼= gr(Y~(g)) ⊗ gr(Y~(g)), the associated graded
algebra of Y~(g) ⊗ Y~(g) with respect to the tensor product filtration F•(Y~(g) ⊗
Y~(g)) induced by F•(Y~(g)).
2.6. Since gr0(Y~(g)) = F0(Y~(g)) ⊂ Y~(g), the isomorphism (2.1) restricts to an
embedding of U(g) into Y~(g), given by
x±i 7→ x
±
i,0, dihi 7→ ξi,0 ∀ i ∈ I.
We shall henceforth identify U(g) ⊂ Y~(g), with the above embedding implicitly un-
derstood. Viewed as a module over h ⊂ Y~(g), we then have Y~(g) =
⊕
β∈Q Y~(g)β .
For each i ∈ I, let ti,1 ∈ Y~(g) be the element defined by
ti,1 = ξi,1 −
~
2
ξ2i,0.
A second embedding of h into Y~(g) is then provided by the linear map
T : h→ Y~(g)
uniquely determined by T(dihi) = ti,1 for all i ∈ I. Note that, by the relations (Y2)
and (Y3) of Y~(g), we have
[T(h), x±i,r] = ±αi(h)x
±
i,r+1 ∀ h ∈ h, r ∈ Z≥0. (2.2)
In particular, for every h ∈ α⊥i and r ≥ 0, we have
[T(h), x±i,r ] = 0. (2.3)
The relation (2.2) also implies that {ξi,0, x
±
i,0, ti,1}i∈I generate Y~(g) as an alge-
bra. We refer the reader to [19, Thm. 1.2] for a presentation of Y~(g) given in terms
of these generators, and to [14, Thm. 2.13] for a refinement of this result.
2.7. Formal series filtration. We now introduce a Z-filtered subalgebra of the
ring Y~(g)
⊗2[s; s−1]] as follows. For each k ∈ Z, define
Fk(Y~(g)
⊗2[s; s−1]]) = sk
∏
n≥0
Fn(Y~(g)
⊗2)s−n. (2.4)
For k ≤ 0, we shall write this as Fk(Y~(g)
⊗2[[s−1]]), for obvious reasons. The above
spaces generate a Z-filtered algebra⋃
k∈Z
Fk(Y~(g)
⊗2[s; s−1]]) ⊂ Y~(g)
⊗2[s; s−1]],
with filtration given by F•(Y~(g)
⊗2[s; s−1]]) and associated graded algebra that can
(and will) be identified with the C[s±1]-submodule of (U(g[z])⊗ U(g[w])[s; s−1]]
generated by ∏
n≥0
(U(g[z])⊗ U(g[w]))ns
−n,
where (U(g[z])⊗ U(g[w]))n is the n-th graded component of U(g[z])⊗ U(g[w]).
For each fixed k ∈ Z and element X(s) ∈ Fk(Y~(g)
⊗2[s; s−1]]), we set
X(s) ∈ sk
∏
n≥0
(U(g[z])⊗ U(g[w]))ns
−n ⊂ (U(g[z])⊗ U(g[w])[s; s−1]]
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to be the natural image of X(s) in the k-th graded component of the associated
graded algebra. We note in particular that, assuming k < 0, we have
log(1 + X(s)) = X(s). (2.5)
2.8. Rationality. The following rationality property is due to Beck–Kac [1] and
Hernandez [16] for the analogous case of the quantum loop algebra, and to the first
two authors for Y~(g). In the form below, the result appears in [12, Prop. 3.6].
Proposition. Let V be a Y~(g)–module on which {ξi,0}i∈I acts semisimply with
finite–dimensional weight spaces. Then, for every weight µ of V , the generating
series
ξi(u) ∈ End(Vµ)[[u
−1]] and x±i (u) ∈ Hom(Vµ, Vµ±αi)[[u
−1]]
are the expansions at ∞ of rational functions of u. Specifically,
x±i (u) = ~u
−1
(
1∓
ad(ti,1)
2diu
)−1
x±i,0
and
ξi(u) = 1 + [x
+
i (u), x
−
i,0].
For V a finite–dimensional Y~(g)–module, we define σ(V ) ⊂ C to be the (finite)
set of poles of the rational End(V )–valued functions {ξi(u), x
±
i (u)}.
3. The standard and Drinfeld coproducts
We review the definition of the standard coproduct on Y~(g) following [14],
and the deformed Drinfeld tensor product on its finite–dimensional representa-
tions introduced in [13]. We then lift the latter to a deformed Drinfeld coproduct
∆
D,s
: Y~(g)→ Y~(g)
⊗2[s; s−1]].
3.1. Standard coproduct. The coproduct ∆ : Y~(g) → Y~(g) ⊗ Y~(g) is defined
by the following formulae
∆(ξi,0) = ξi,0 ⊗ 1 + 1⊗ ξi,0,
∆(x±i,0) = x
±
i,0 ⊗ 1 + 1⊗ x
±
i,0,
∆(ti,1) = ti,1 ⊗ 1 + 1⊗ ti,1 − ~
∑
β∈Φ+
(β, αi)x
−
β,0 ⊗ x
+
β,0,
where x±β,0 ∈ g±β ⊂ Y~(g) are root vectors such that (x
−
β,0, x
+
β,0) = 1.
We refer the reader to [14, §4.2] for a proof that ∆ is an algebra homomorphism.
It is immediate that ∆ is coassociative (see [14, §4.5]).
3.2. Deformed Drinfeld tensor product. We review below the definition of
the deformed Drinfeld tensor product introduced in [13, Section 4.4]. Let V,W ∈
Repfd(Y~(g)), and σ(V ), σ(W ) ⊂ C their sets of poles. Let s ∈ C be such that
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σ(V ) + s and σ(W ) are disjoint, and define an action of the generators of Y~(g) on
V ⊗W by
∆s(ξi(u)) = ξi(u− s)⊗ ξi(u)
∆s(x
+
i (u)) = x
+
i (u − s)⊗ 1 +
∮
C2
1
u− v
ξi(v − s)⊗ x
+
i (v) dv
∆s(x
−
i (u)) =
∮
C1
1
u− v
x−i (v − s)⊗ ξi(v) dv + 1⊗ x
−
i (u)
where
• C2 encloses σ(W ) and none of the points in σ(V ) + s.
• C1 encloses σ(V ) + s and none of the points in σ(W ).
• The integrals are understood to mean the holomorphic functions of u they
define in the domain where u is outside of C1, C2.
Theorem ([13]).
(1) The formulae above define an action of Y~(g) on V ⊗W . The corresponding
representation is denoted by V ⊗
D,s
W .
(2) The action of Y~(g) on V ⊗
D,s
W is a rational function of s, with poles
contained in σ(W ) − σ(V ).
(3) The identification of vector spaces
(V1 ⊗
D,s1
V2) ⊗
D,s2
V3 = V1 ⊗
D,s1+s2
(V2 ⊗
D,s2
V3)
intertwines the action of Y~(g).
(4) If V ∼= C is the trivial representation of Y~(g), then
V ⊗
D,s
W =W and W ⊗
D,s
V =W (s)
(5) The following holds for any s, t ∈ C,
V (t) ⊗
D,s
W (t) = (V ⊗
D,s
W )(t) and V (t) ⊗
D,s
W = V ⊗
D,s+t
W
In particular, V ⊗
D,s
W (t) = (V ⊗
D,s−t
W )(t).
(6) The following holds for any s ∈ C,
σ(V ⊗
D,s
W ) ⊂ (s+ σ(V )) ∪ σ(W )
3.3. Deformed Drinfeld coproduct. We now lift the deformed Drinfeld tensor
product to an algebra homomorphism
∆
D,s
: Y~(g)→ (Y~(g)⊗ Y~(g))[s; s
−1]]
The Laurent expansion at s = ∞ of the formulae of 3.2 yields (see Section 3.7
below).
∆
D,s
(x+i,0) = x
+
i,0 ⊗ 1 + 1⊗ x
+
i,0 + ~
∑
N≥0
(
N∑
n=0
(−1)n+1
(
N
n
)
ξi,n ⊗ x
+
i,N−n
)
s−N−1
∆
D,s
(x−i,0) = x
−
i,0 ⊗ 1 + 1⊗ x
−
i,0 + ~
∑
N≥0
(
N∑
n=0
(−1)n+1
(
N
n
)
x−i,N−n ⊗ ξi,n
)
s−N−1
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together with
∆
D,s
(h) = h⊗ 1 + 1⊗ h and ∆
D,s
(T(h)) = T(h)⊗ 1 + 1⊗ T(h) + sh⊗ 1
for any h ∈ h.
Theorem. The above Laurent expansions extend to an algebra homomorphism
∆
D,s
: Y~(g)→ (Y~(g)⊗ Y~(g))[s; s
−1]].
The deformed Drinfeld coproduct ∆
D,s
has the following properties.
(1) It is coassociative, in that
∆
D,s1
⊗ 1 ◦ ∆
D,s2
= 1⊗ ∆
D,s2
◦ ∆
D,s1+s2
(2) It is compatible with the counit ǫ, in that
ǫ⊗ 1 ◦ ∆
D,s
= 1 and 1⊗ ǫ ◦ ∆
D,s
= τs
(3) For every x ∈ Y~(g), the following holds in (Y~(g)⊗ Y~(g)[a])[s; s
−1]].
(τa ⊗ 1)∆
D,s
(x) = ∆
D,s+a
(x) and ∆
D,s
(τa(x)) = (τa ⊗ τa)(∆
D,s
(x))
(4) ∆
D,s
is a filtered homomorphism, that is
∆
D,s
(Fk(Y~(g))) ⊂ Fk(Y~(g)
⊗2[s; s−1]])
for each k ≥ 0, where F•(Y~(g)
⊗2[s; s−1]]) is defined in (2.4).
Proof. Using Theorem 4.1 (1), and the fact that ∆s is an algebra homomorphism,
we conclude the same for ∆
D,s
. Properties (1)–(3) above are easy to verify directly
from the definition. Property (4) follows immediately from the explicit formulas
preceding the statement of the theorem. 
3.4. Semiclassical limit of ∆
D,s
.
Proposition. The formal coproduct ∆
D,s
quantizes the following (formal) Lie bial-
gebra structure on g[z]
δ0s (X(z)) =
[
X(z)⊗ 1 + 1⊗X(w),
Ωh
z + s− w
]
∈ (g[z]⊗ g[w])[[s−1]],
where Ωh ∈ h⊗ h is the Cartan part of the Casimir tensor.
Proof. Note that the correct definition of the opposite coproduct, in the formal
setting, is ∆
D,−s
op(τs(x)). We recall that δ
0
s is defined as follows. For any x ∈ g and
k ∈ Z≥0:
~δ0s(x.z
k) = ∆
D,s
(y)− ∆
D,−s
op(τs(y)) mod Fk−2(Y~(g)
⊗2[s; s−1]]),
for any y ∈ Fk(Y~(g)) whose image y¯ ∈ grk(Y~(g)) ⊂ U(g[z]) coincides with x.z
k
(see Section 2.5). That the above is well-defined is a consequence of (3) of Theorem
3.3
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It is sufficient to prove the proposition forX(z) ∈ h[z], andX(z) = X ∈ g ⊂ g[z].
Consider first the case where X(z) ∈ h[z] ⊂ g[z]. It is clear that, for any element
y ∈ Y 0
~
(g), we have
∆
D,s
(y) = ∆
D,−s
op(τs(y)).
Consequently, δ0s(X) = 0 for every X(z) ∈ h[z] ⊂ g[z], which is consistent with the
assertion of the proposition.
Now assume that X(z) = x+i ∈ g. Using the formula preceding Theorem 3.3, we
deduce that
δ0s(x
+
i ) =
∑
N≥0
s−N−1
(
N∑
n=0
(−1)n+1
(
N
n
)
dihi.z
n ⊗ x+i .w
N−n
)
−
∑
N≥0
(−s)−N−1
(
N∑
n=0
(−1)n+1
(
N
n
)
x+i .z
N−n ⊗ dihi.w
n
)
= −
∑
N≥0
s−N−1(w − z)N
(
dihi ⊗ x
+
i + x
+
i ⊗ dihi
)
which is precisely the right–hand side of our claimed equation. The verification for
x−i,0 is similar, and hence omitted. 
3.5. Two parameter variants. For any λ ∈ h, set
∆λs = (Ad(e
λ) ◦ τs)⊗ 1 ◦∆ and ∆
D,s
λ = Ad(eλ)⊗ 1 ◦ ∆
D,s
As functions of λ ∈ h, ∆λs (x) and ∆
D,s
λ are 2πιP∨–periodic, where P∨ ⊂ h is the
coweight lattice. Moreover, the coassociativity of ∆ implies that
∆λ1s1 ⊗ 1 ◦∆
λ2
s2 = 1⊗∆
λ2
s2 ◦∆
λ1+λ2
s1+s2
and similarly for ∆
D,s
λ.
3.6. Formulae: standard case. The following g⊗ g valued function of λ ∈ h will
be needed in order to write some formulae more compactly:
r
−(λ) :=
∑
β∈Φ+
e−β(λ)x−β,0 ⊗ x
+
β,0.
Then, for each i ∈ I, we have
∆λs (x
±
i,0) = e
±αi(λ)x±i,0 ⊗ 1 + 1⊗ x
±
i,0,
and, for every h ∈ h, we have
∆λs (T(h)) = T(h)⊗ 1 + 1⊗ T(h) + sh⊗ 1 + ~(∂hr
−)(λ), (3.1)
where ∂h is the directional derivative in the direction of h ∈ h: ∂h(e
γ) = γ(h)eγ for
every γ ∈ h∗.
The fact that ∆ is an algebra homomorphism implies the following two identities.
Since T(h) and T(h′) commute for every h, h′ ∈ h, we have:[
T(h)⊗ 1 + 1⊗ T(h), ∂h′ r
−(λ)
]
−
[
T(h′)⊗ 1 + 1⊗ T(h′), ∂hr
−(λ)
]
+ ~[∂hr
−(λ), ∂h′ r
−(λ)] = 0. (3.2)
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Similarly, we have [T(h), x±i,0] = 0 for every h ∈ α
⊥
i , which implies:[
∆λs (x
±
i,0), ∂hr
−(λ)
]
= 0 = ∂h
([
∆λs (x
±
i,0), r
−(λ)
])
, (3.3)
for every h ∈ α⊥i ⊂ h.
3.7. Formulae: Drinfeld case. For every h ∈ h, we have:
∆λ
D,s
(T(h)) = T(h)⊗ 1 + 1⊗ T(h) + s(h⊗ 1). (3.4)
For each i ∈ I, we have:
∆λ
D,s
(x+i,0) = ∆
λ
s (x
+
i,0) + ~
∑
N≥0
(
N∑
n=0
(−1)n+1
(
N
n
)
ξi,n ⊗ x
+
i,N−n
)
s−N−1
= ∆λs (x
+
i,0) +
1
~
∮
C2
ξi(v − s)⊗ x
+
i (v) dv,
where ξi(z) = ξi(z) − 1. Note that the second term of the right–hand side of the
first equation lies in (Y~(g)⊗ Y~(g))[[s
−1]]. The second line is the expression of the
rational End(V ⊗W )–valued rational function of s, whose Taylor series expansion
near s =∞ is the first line evaluated on V ⊗W .
Proof. Note that
ξi(v − s) = ~
∑
N≥0
s−N−1
(
N∑
n=0
(−1)n+1
(
N
n
)
ξi,nv
N−n
)
.
Thus, by taking the coefficient of v−1 of the integrand, we obtain the following
Taylor series expansion:
1
~
∮
C2
ξi(v − s)⊗ x
+
i (v) dv = ~
∑
N≥0
s−N−1
(
N∑
n=0
(−1)n+1
(
N
n
)
ξi,n ⊗ x
+
i,N−n
)
.

Similarly, for each i ∈ I, ∆λ
D,s
(x−i,0) is given by
∆λ
D,s
(x−i,0) = ∆
λ
s (x
−
i,0) + ~
∑
N≥0
(
N∑
n=0
(−1)n+1
(
N
n
)
x−i,N−n ⊗ ξi,n
)
s−N−1
= ∆λs (x
−
i,0) +
1
~
∮
C1
x−i (v − s)⊗ ξi(v) dv,
where the second line has the same meaning as in the x+i,0 case.
4. The element R−(s)
The aim of this section is to find an element R−(s) which conjugates ∆s to ∆
D,s
.
16 S. GAUTAM, V. TOLEDANO LAREDO, AND C. WENDLANDT
4.1. Set Q+ =
⊕
i∈I Z≥0 αi ⊂ Q, and define a function ν : Q+ → Z≥0 by assigning
to each β ∈ Q+ the integer
ν(β) = min{k ∈ Z≥0 : ∃α1, . . . , αk ∈ Φ+ with β = α1 + · · ·+ αk},
where ν(0) = 0, by convention. The following theorem provides the main result of
this section.
Theorem. There is a unique R−(s) ∈ (Y~(g)⊗ Y~(g))[[s
−1]], such that:
(1) R−(s) is zero–weight:
[h⊗ 1 + 1⊗ h,R−(s)] = 0 ∀ h ∈ h.
(2) R−(s) is lower triangular, in the following sense:
R−(s) =
∑
β∈Q+
R−(s)β , R
−(s)β ∈ (Y~(g)−β ⊗ Y~(g)β)[[s
−1]].
(3) R−(s)0 = 1⊗ 1.
(4) For every h ∈ h, the following holds in Y~(g)
⊗2[s; s−1]]:
R−(s) ◦∆s (T(h)) = ∆
D,s
(T(h)) ◦ R−(s). (4.1)
This R−(s) is then an element of (Y −
~
(g)⊗ Y +
~
(g))[[s−1]], and has the following
properties:
(5) For every x ∈ Y~(g), the following identity holds in Y~(g)
⊗2[s; s−1]]:
R−(s) ◦∆s (x) = ∆
D,s
(x) ◦ R−(s).
(6) R−(s) satisfies the cocycle equation
∆
D,s1
⊗ 1(R−(s2)) · R
−
12(s1) = 1⊗ ∆
D,s2
(
R−(s1 + s2)
)
· R−23(s2)
in Y~(g)
⊗3[s1; s1
−1]][[s−12 ]].
(7) For any a, b ∈ C, we have
(τa ⊗ τb)R
−(s) = R−(s+ a− b).
(8) For each β ∈ Q+, we have R
−(s)β ∈ F−ν(β)(Y~(g)
⊗2[[s−1]]). In particular,
R−(s)β ∈ s
−ν(β)(Y −
~
(g)−β ⊗ Y
+
~
(g)β)[[s
−1]].
(9) R−(s)− 1 ∈ F−1(Y~(g)
⊗2[[s−1]]), with semiclassical limit given by
R−(s)− 1 =
~r−(0)
z + s− w
∈ (U(g[z])⊗ U(g[w]))[[s−1]].
In particular, R−(s) = 1 + ~s−1r−(0) +O(s−2).
Moreover, for every V1, V2 ∈ Repfd(Y~(g)), the evaluation πV1⊗ πV2(R
−(s)) is
the Taylor series expansion near s =∞ of a rational End(V1⊗V2)–valued function
of s. We denote it by R−V1,V2(s).
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4.2. The rest of the section is devoted to proving this theorem, except (5), which
we only reduce to rank 1 using Proposition 4.7 in Section 4.8. The case of sl2 is
then treated in Section 5.
We establish the existence of uniqueness of R−(s, λ) =
∑
β∈Q+
R−(s)βe
−β(λ),
where R−(s)β ∈ (Y~(g)−β ⊗ Y~(g)β)[[s
−1]], which solves the intertwining equation
(4.2) obtained by applying Ad(eλ ⊗ 1) to (4.1), in Section 4.3 below. Our proof of
this result allows us to write an explicit recurrence relation to obtain R−(s)β , in
the height of β (see equation (4.4) below). From this equation, we immediately get
properties (8) and (9), as well as the existence and uniqueness of R−(s) = R−(s, 0)
itself (Section 4.4). The recurrence relation (4.4) also allows us to deduce the
rationality of the evaluation of R−(s) on any tensor product of finite–dimensional
representations (Section 4.5). We prove the cocycle condition (6) separately in
Theorem 4.6. The property (7) follows immediately from uniqueness.
4.3. Existence and uniqueness of R−(s, λ). Apply Ad(eλ⊗1) to equation (4.1)
to obtain:
R−(s, λ) ◦∆λs (T(h)) = ∆
λ
D,s
(T(h)) ◦ R−(s, λ), ∀ h ∈ h, (4.2)
whereR−(s, λ) = Ad
(
eλ ⊗ 1
)
·(R−(s)). That is,R−(s, λ) =
∑
β∈Q+
R−(s)βe
−β(λ).
Using the formulae given in equations (3.1) and (3.4) respectively, this equation
takes the following form:
(s∂h + T (h))R
−(s, λ) = ~R−(s, λ)∂hr
−(λ), (4.3)
where T (h) = ad (T(h)⊗ 1 + 1⊗ T(h)) and
r
−(λ) =
∑
α∈Φ+
e−α(λ)x−α,0 ⊗ x
+
α,0,
as defined in Section 3.6. Thus, in order to prove the existence and uniqueness of
R−(s, λ), together with the initial condition:
lim
λ→∞
R−(s, λ) = R−(s)0 = 1⊗ 1,
we only need to verify that the system of partial differential equations (4.3) is con-
sistent.
Let us set ∇h(s) := s∂h + T (h), so that equation (4.3) becomes
∇h(s)R
−(s, λ) = R−(s, λ)(~∂hr
−(λ)).
For every h, h′ ∈ h, we have
∇h(s)∇h′ (s)R
−(s, λ) = ∇h(s)
(
R−(s, λ)(~∂h′ r
−(λ))
)
= R−(s, λ)(~∂hr
−(λ))(~∂h′ r
−(λ))
+R−(s, λ)(s~∂h(∂h′ r
−(λ)) + ~T (h)(∂h′ r
−(λ))).
Hence, the consistency condition, namely [∇h(s),∇h′(s)] = 0, for every h, h
′ ∈ h,
becomes
T (h)(∂h′ r
−(λ)) − T (h′)(∂hr
−(λ)) + ~[∂hr
−(λ), ∂h′ r
−(λ)] = 0.
But this is precisely equation (3.2) that was already proved in [14, Thm. 4.9].
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4.4. R−(s) and its semiclassical limit. Continuing as in the previous section, we
have R−(s, λ) =
∑
β∈Q+
R−(s)βe
−β(λ). The equation (4.3) can be written as follows,
for every β ∈ Q+ \ {0}:
(T (h)− sβ(h))R−(s)β = −~
∑
α∈Φ+
α(h)R−(s)β−αx
−
α,0 ⊗ x
+
α,0.
For h 6∈ β⊥ ⊂ h, this gives
R−(s)β =
1
sβ(h)
(
1−
T (h)
β(h)s
)−1
·
~ ∑
α∈Φ+
α(h)R−(s)β−αx
−
α,0 ⊗ x
+
α,0
 , (4.4)
which is expanded as
R−β (s) = ~
∑
k≥0
T (h)k
(β(h)s)k+1
 ∑
α∈Φ+
α(h)R−(s)β−αx
−
α,0 ⊗ x
+
α,0
 . (4.5)
Here, we employ the convention that R−(s)γ = 0 for γ ∈ Q \ Q+. The above
formulas allow us to construct R−(s)β inductively with respect to the height of β.
The consistency check above makes sure that it does not depend on h.
We now apply (4.5) to prove (8). First, observe that s−k−1T (h)k is a filtered
operator of degree −1 on Y~(g)
⊗2[[s−1]], in the sense that
s−k−1T (h)k · F−n(Y~(g)
⊗2[[s−1]]) ⊂ F−n−1(Y~(g)
⊗2[[s−1]]) ∀ k, n ∈ Z≥0,
where the notation is as in (2.4). This observation, together with (4.5), provides
the necessary ingredient needed to argue by induction on the height of β ∈ Q+ that
R−(s)β ∈ F−ν(β)(Y~(g)
⊗2[[s−1]]), where
height(β) =
∑
i∈I
ni, if β =
∑
i∈I
niαi ∈ Q+.
The base case follows trivially from R−(s)0 = 1 ⊗ 1. Now fix β ∈ Q+ \ {0} and
assume that the assertion holds for all γ ∈ Q+ satisfying height(γ) < height(β).
We then have∑
α∈Φ+
α(h)R−(s)β−αx
−
α,0 ⊗ x
+
α,0 ∈ F−|ν(β−Φ+)|(Y~(g)
⊗2[[s−1]]),
where |ν(β − Φ+)| = min{ν(β − α) : α ∈ Φ+, β − α ∈ Q+}. By definition of ν,
this integer is precisely ν(β) − 1. Hence, applying the aforementioned observation
together with (4.5) gives R−(s)β ∈ F−ν(β)(Y~(g)
⊗2[[s−1]]), as desired. This com-
pletes the proof of (8).
Part (9) now follows from (8), the observation that ν(β) = 1 if and only if
β ∈ Φ+, and a simple computation using (4.5).
The existence and uniqueness of R−(s, λ) now implies the existence and unique-
ness of R−(s). Indeed, since |{β ∈ Q+ : ν(β) ≤ k}| < ∞ for any k ∈ Z≥0, (8)
implies that
R−(s) = R−(s, 0) =
∑
β∈Q+
R−(s)β
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is a well–defined element of (Y −
~
(g)⊗ Y +
~
(g))[[s−1]] satisfying the required condi-
tions (1)–(4). Conversely, if R−(s) ∈ (Y~(g)⊗ Y~(g))[[s
−1]] satisfies (1)–(4), then
R−(s, λ) := Ad
(
eλ ⊗ 1
)
· (R−(s)) is necessarily the unique solution of (4.2), and
hence is itself unique.
4.5. Proof of rationality. Note that the same argument as given in the previ-
ous sections, up to and including the derivation of (4.4), can be carried out in
End(V1 ⊗ V2)(s). We view T (h) ∈ End (End(V1 ⊗ V2)) as a finite size matrix,
and hence obtain the rationality of R−V1,V2(s)β constructed via (4.4). Because of
finite–dimensionality, there are only finitely many β ∈ Q+ such that R
−
V1,V2
(s)β are
non–zero. R−V1,V2(s) is therefore rational, being a finite sum of rational functions.
Finally, the Taylor series expansion of R−V1,V2(s), near s = ∞ is equal to the
evaluation of R−(s) on V1 ⊗ V2, for uniqueness reasons.
4.6. Cocycle equation.
Theorem. The following equation holds:
∆λ1
D,s1
⊗ 1
(
R−(s2, λ2)
)
· R−12(s1, λ1)
= 1⊗∆λ2
D,s2
(
R−(s1 + s2, λ1 + λ2)
)
· R−23(s2, λ2),
where both sides are viewed as formal series in s−12 whose coefficients are Laurent
series in s−11 .
Proof. Both sides of the cocycle equation commute with the action of h,T(h),
for every h ∈ h. We compute the action of T(h) to get a 3-component version of
equation (4.3). For this we have the following:
(∆λ2s1 ⊗ 1 ◦∆
λ2
s2 )(T(h)) =
3∑
a=1
T(h)(a) + (s1 + s2)h⊗ 1⊗ 1 + s21⊗ h⊗ 1
+ ~∂h(r
−(λ1)
12 + r−(λ1 + λ2)
13 + r−(λ2)
23).
Therefore, both sides of the cocycle equation are solutions to the following 3-
component version of (4.3):
(T3(h) + (s1 + s2) ad(h
(1)) + s2 ad(h
(3)))X
= ~X · ∂h(r
−(λ2)
12 + r−(λ1 + λ2)
13 + r−(λ2)
23),
where T3(h) = ad
(∑3
a=1T(h)
(a)
)
.
It remains to note that this equation admits at most one solutionX(s1, s2, λ1, λ2)
in A[s1; s
−1
1 ]][[s
−1
2 ]], where A = (Y
−
~
(g)⊗ Y~(g)⊗ Y
+
~
(g))h ⊂ Y~(g)
⊗3, with (0, 0, 0)
weight component 1⊗3.
It is obvious that both sides of the cocycle equation have the correct (0, 0, 0)
weight component. It is also clear that the left–hand side lies in A[s1; s
−1
1 ]][[s
−1
2 ]].
For instance, one can check that
lim
s1→∞
(
lim
s2→∞
(∆λ1
D,s1
⊗ 1)(R−(s2, λ2)) · R
−
12(s1, λ1)
)
= 1⊗3.
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Note that it is not so obvious for the right–hand side since it is not a priori clear
that the following limit exists:
lim
s2→∞
(
1⊗ ∆
D,s2
)
(R−(s1 + s2)).
This limit exists because of the fact that ∆
D,s2
is filtered (see Theorem 3.3) and that,
by (5), the coefficient of (s1+s2)
−n−1 in R−(s1+s2) lies Fn(Y~(g)⊗Y~(g)). Thus,
we obtain the cocycle equation. 
4.7. Rank 1 reduction. For each i ∈ I, consider the subalgebra Y~(g)
(i) of Y~(g)
generated by {ξi,r, x
±
i,r}r∈Z≥0. Equivalently, Y~(g)
(i) is the image of the algebra
homomorphism ϕi : Ydi~(sl2)→ Y~(g) defined by√
dix
±
r 7→ x
±
i,r , diξr 7→ ξi,r ∀ r ∈ Z≥0.
Proposition.
lim
Re(αj(λ))→+∞
j 6=i
R−(s, λ) = (ϕi ⊗ ϕi)
(
R−(sl2) (s, αi(λ)ξ0/2)
)
Proof. We denote the right–hand side of the claim equation by R−i (s, αi(λ)), since
it only depends on the variable e−αi(λ). We claim that R−i satisfies the following
variant of equation (4.3), for every h ∈ h:
(T (h) + s∂h)R
−
i = R
−
i ∂hr
−
i (λ),
where r−i (λ) = e
−αi(λ)x−i,0 ⊗ x
+
i,0.
Proof of the claim. For h ∈ α⊥i the claim is true, since T (h) and ∂h annihilate R
−
i
and r−i , see (2.3). The assertion for, say h = dihi can be deduced from the same
one for sl2. The claim is proved.
Note that
r
−
i (λ) = lim
Re(αj(λ))→∞
j 6=i
r
−(λ).
Hence, the analogous limit ofR−(s, λ) will solve the same equation asR−i (s, αi(λ)).
Appealing again to the uniqueness argument in the proof of Theorem 4.1, we obtain
the desired assertion. 
4.8. We recall that it remains to prove the following assertion. We state it sepa-
rately, having defined R−(s, λ) and R−V1,V2(s, λ) as solutions to equation (4.3).
Theorem. For each i ∈ I, we have the following:
R−(s, λ)∆λs (x
±
i,0) = ∆
λ
D,s
(x±i,0)R
−(s, λ)
In particular, R−V,W (s, λ) is a Y~(g)–intertwiner.
We are going to reduce the proof of this theorem to rank 1; R−(s, λ) for Y~(sl2)
will be studied in Section 5.
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Let us take x+i,0 case for definiteness. From the expressions obtained in Sections
3.6 and 3.7, we have to prove that[
∆λs (x
+
i,0),R
−(s, λ)
]
= Xi(s)R
−(s, λ),
where ∆λs (x
+
i,0) = e
αi(λ)x+i,0 ⊗ 1 + 1⊗ x
+
i,0, and
Xi(s) = ~
∑
N≥0
(
N∑
n=0
(−1)n+1
(
N
n
)
ξi,n ⊗ x
+
i,N−n
)
s−N−1
=
1
~
∮
C2
ξi(v − s)⊗ x
+
i (v) dv.
Let us define Xi(s, λ) as:
Xi(s, λ) :=
[
∆λs (x
+
i,0),R
−(s, λ)
]
R−(s, λ)−1.
Claim. Xi(s, λ) depends only on e
−αi(λ).
Given the claim, we can use Proposition 4.7 to get:
Xi(s, λ) = lim
αj(λ)→∞
j 6=i
Xi(s, λ)
=
[
∆λs (x
+
i,0),R
−
i (s, αi(λ))
]
R−i (s, αi(λ))
−1.
Thus to show that Xi = Xi, we can restrict ourselves to g = sl2 case.
Proof of the claim. By definition, we have
Xi(s, λ)R
−(s, λ) =
[
∆λs (x
+
i,0),R
−(s, λ)
]
.
Let h ∈ α⊥i and apply the operator T (h) + s∂h to both sides of this equation. This
operator commutes with ∆λs (x
+
i,0) by (2.3). Moreover, using equation (4.3) and
(3.3), we get that:
(T (h) + s∂h)(R.H.S.) = ~(R.H.S.)∂hr
−.
Comparing this with the answer from the left–hand side we obtain the following
equation:
(T (h) + s∂h)(Xi(s, λ)) = 0.
Thus, we conclude that ∂hXi(s, λ) = 0 for every h ∈ α
⊥
i . The claim follows.
5. The case of sl2
In this section we finish the proof of Theorem 4.1. As pointed out above, it is
sufficient to restrict to the case when g = sl2. We begin by fixing some notation.
5.1. We identify h ∼= C by λ
ξ0
2
↔ λ. Set z = e−λ ∈ C×. With this change of
variables, we have:
R−(s, z) =
∑
n≥0
R−n (s)z
n ∈ (Y~(sl2)⊗ Y~(sl2))[z][[s
−1]] ⊂
(
Y~(sl2)⊗ Y~(sl2)[[s
−1]]
)
[[z]]
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where [ξ0⊗1,R
−
n (s)] = −2nR
−
n (s) = −[1⊗ξ0,R
−
n (s)], by the weight–zero property
of R−(s, z). It is the unique solution of the following differential equation, together
with the initial condition R−(s, 0) = 1⊗ 1:
∇◦z(s) · R
−(s, z) = R−(s, z) · (~r−)z, (5.1)
where, r− = x−0 ⊗ x
+
0 , and ∇
◦
z(s) = sz∂z −
1
2
ad(t1 ⊗ 1 + 1 ⊗ t1). Note that the
above equation is nothing but (4.3) from Theorem 4.1, expressed in the z–variable.
We set T =
1
2
ad(t1 ⊗ 1 + 1⊗ t1), so that ∇
◦
z(s) = sz∂z − T .
5.2.
Theorem. The following identity holds, in (Y~(sl2)⊗ Y~(sl2)[z
±1])[[s−1]]:
R−(s, z)∆zs(x
±
0 ) = ∆
z
D,s
(x±0 )R
−(s, z). (5.2)
The remainder of this section is devoted to proving this theorem, for the + case.
Recall the formulae:
∆zs(x
+
0 ) = z
−1x+0 ⊗ 1 + 1⊗ x
+
0 ,
∆z
D,s
(x+0 ) = ∆
z
s(x
+
0 ) + ~
∑
N≥0
s−N−1
(
N∑
n=0
(−1)n+1
(
N
n
)
ξn ⊗ x
+
N−n
)
.
5.3. Outline of the proof. The following two elements play a crucial role in our
proof.
ω(s, z) := R−(s, z)−1 ·
(
z∂z
(
R−(s, z)
))
, (5.3)
γ(s, z) := ad(ω(s, z)) · (x+0 ⊗ 1 + z1⊗ x
+
0 ) + z1⊗ x
+
0 . (5.4)
Our proof of Theorem 5.2 consists of the following steps.
• In Proposition 5.4, we show that equation (5.2) is equivalent to: (z∂z −
1)γ(s, z) = [γ(s, z), ω(s, z)], given that we know
ω1(s) = ~
∑
N≥0
s−N−1
(
N∑
n=0
(−1)n
(
N
n
)
x−n ⊗ x
+
N−n
)
• ω(s, z) can be computed explicitly, using the defining equation (5.1) for
R−(s, z). In Proposition 5.5, we translate this equation to the one for
ω(s, z), and solve it explicitly, obtaining both ω(s, z) and γ(s, z) in Propo-
sition 5.7.
• The equation (z∂z − 1)γ(s, z) = [γ(s, z), ω(s, z)] is verified in Sections 5.9
and 5.10.
5.4.
Proposition. The equation (5.2) is equivalent to the following:
(z∂z + ad(ω(s, z)))γ(s, z) = γ(s, z).
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Proof. Recall that equation (5.2) is:
Ad(R−(s, z)) · (z−1x+0 ⊗ 1 + 1⊗ x
+
0 ) = z
−1x+0 ⊗ 1 + 1⊗ x
+
0 + X(s), (5.5)
where,
X(s) = ~
∑
N≥0
s−N−1
(
N∑
n=0
(−1)n+1
(
N
n
)
ξn ⊗ x
+
N−n
)
.
We know that the first two terms of R−(s, z) =
∑
n≥0R
−(s)nz
n are R−(s)0 =
1⊗ 1 and:
R−(s)1 = ~
∑
N≥0
s−N−1
(
N∑
n=0
(−1)nx−n ⊗ x
+
N−n
)
.
The proof of the latter is a special case of Proposition 5.7, since R−(s)1 = ω1(s),
which we prove below.
Thus, it is clear that both sides of (5.5) have the same coefficient of z−1, namely
x+0 ⊗ 1. Using the relation [x
+
0 , x
−
n ] = ξn, we conclude that:
[R−(s)1, x
+
0 ⊗ 1] + 1⊗ x
+
0 = 1⊗ x
+
0 + X(s),
that is, both sides of (5.5) also have the same coefficient of z0.
Note that the right–hand side of (5.5) is annihilated by (z∂z) · z · (z∂z). Thus, in
order to prove (5.5), it is necessary and sufficient to show the same for the left–hand
side , namely:
(z∂z)(z
2∂z(Ad(R
−(s, z))(z−1x+0 ⊗ 1 + 1⊗ x
+
0 ))) = 0. (5.6)
Now we use the following easy to prove relation
z∂z ◦Ad
(
R−(s, z)
)
= Ad
(
R−(s, z)
)
◦ (z∂z + ad(ω(s, z))),
where, recall that ω(s, z) = R−(s, z)−1z∂z(R
−(s, z)). This relation allows us to
simplify (5.6) to:(
ad(ω(s, z))2 − ad(ω(s, z)) + {ad(ω(s, z)), z∂z}
)
· (x+0 ⊗ 1 + z 1⊗ x
+
0 ) = 0,
where, as usual {a, b} = ab+ ba.
This is precisely the equation stated in the proposition upon setting:
γ(s, z) = [ω(s, z), x+0 ⊗ 1 + z 1⊗ x
+
0 ] + z 1⊗ x
+
0 .

5.5. Differential equation for ω(s, z).
Proposition. ω(s, z) satisfies the following differential equation:
(sz∂z − T + ~z ad(r
−))ω(s, z) = ~r−z.
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Proof. We recall that R−(s, z) is the unique (zero–weight) solution of
∇◦z(s)R
−(s, z) = R−(s, z)(~r−)z,
with initial condition R−(s, 0) = 1⊗ 1. Here, recall that ∇◦z(s) = sz∂z − T .
Thus, we have:
∇◦z(s)ω(s, z) = −~zr
−ω(s, z) +R−(s, z)−1z∂z(R
−(s, z)~zr−)
= −~z[r−, ω(s, z)] + ~zr−.
which is the stated equation. 
5.6. Formal residue. Given an associative algebra H over C, let∮
− du : H[u;u−1]]→ H
be the C–linear homomorphism defined by taking the coefficient of u−1.
Lemma. The following holds.
(1)
∮
− du is invariant under shifts. That is, for any x ∈ C, and h ∈ H[u;u−1]],∮
h(u+ x) du =
∮
h(u) du.
(2) For any b(u) ∈ u−1H[[u−1]], we have
∮
b(u2)
u1 − u2
du2 = b(u1).
(3) For any a(u) ∈ H[u], we have
∮
a(u1)
u1 − u2
du1 = a(u2).
where, in (2) and (3),
1
u1 − u2
=
∑
r≥0
ur2u
−r−1
1 is viewed as an element of C[u2][[u
−1
1 ]].
The above notion is used as follows. For any a(u), b(u) ∈ Y~(sl2)[[u
−1]], we have,
upon expanding a(u − s) in s−1:
a(u − s)⊗ b(u) ∈ (Y~(sl2)⊗ Y~(sl2))[u;u
−1]][[s−1]].
Thus, ∮
du : (Y~(sl2)⊗ Y~(sl2))[u;u
−1]][[s−1]]→ (Y~(sl2)⊗ Y~(sl2))[[s
−1]].
For instance, we have:
∆z
D,s
(x+0 ) = z
−1x+0 ⊗ 1 +
1
~
∮
ξ(u − s)⊗ x+(u) du.
As we will prove in the next section:
ω1(s) = ~
∑
N≥0
s−N−1
(
N∑
n=0
(−1)n
(
N
n
)
x−n ⊗ x
+
N−n
)
= −
1
~
∮
x−(u− s)⊗ x+(u) du.
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5.7. Formulae for ω(s, z) and γ(s, z). Now we will solve the equation from Propo-
sition 5.5, thus obtaining explicit expressions for ω(s, z) and γ(s, z). Recall that we
defined:
γ(s, z) = ad(ω(s, z)) · (x+0 ⊗ 1 + z1⊗ x
+
0 ) + z1⊗ x
+
0 .
Proposition.
ω(s, z) =
∑
r≥1
zr
(−1)r
r~
∮
x−(u − s)r ⊗ x+(u)r du, (5.7)
γ(s, z) =
∑
r≥1
zr
(−1)r−1
~
∮
ξ(u− s)x−(u− ~− s)r−1 ⊗ x+(u)r du, (5.8)
Proof. We begin by proving (5.7). The defining equation of ω(s, z) is the following:
(sz∂z − T + ~z ad(r
−))ω(s, z) = z~r−,
which we verify for the right–hand side of (5.7). Comparing the coefficients of zr,
upon writing ω(s, z) =
∑
r≥1 ωr(s)z
r, we get the following two cases.
r = 1 case:
(s− T ) · ω1(s) = ~r
− = ~x−0 ⊗ x
+
0 .
We use the relation
1
2
ad(t1) · x
±(u) = ±(ux±(u)− ~x±0 ), to carry out the base
case as follows.
T · ω1(s) = T ·
(
−
1
~
∮
x−(u− s)⊗ x+(u) du
)
= −
1
~
∮
−((u− s)x−(u− s)− ~x−0 )⊗ x
+(u) du
+
∮
x−(u− s)⊗ (ux+(u)− ~x+0 ) du
= sω1(s)− ~x
−
0 ⊗ x
+
0 .
r ≥ 2 case:
(sr − T )ωr(s) + [r
−, ωr−1(s)] = 0.
As we will see below, for r ≥ 2 the desired relation holds even for Ir(v, s) :=
(−1)r
r~
x−(v − s)r ⊗ x+(v)r .
We start with the commutation relation already used in the base case above:[
t1
2
, x±(u)
]
= ±(ux±(u)− ~x±0 ). This relation allows us to carry out the following
computation:[
t1
2
, x±(u)r
]
= ±
r∑
j=1
x±(u)j−1(ux±(u)− ~x±0 )x
±(u)r−j
= ±rux±(u)r ∓ ~
r∑
j=1
x±(u)j−1x±0 x
±(u)r−j
= ±rux±(u)r ∓ ~rx±(u)r−1x±0 + ~
r(r − 1)
2
x±(u)r,
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which implies
(sr − T ) · (x−(v − s)r ⊗ x+(v)r) = −~rx−(v − s)r−1x−0 ⊗ x
+(v)r
+ ~rx−(v − s)r ⊗ x+(v)r−1x+0 − ~r(r − 1)x
−(v − s)r ⊗ x+(v)r.
The second commutation relation, we need is [x±0 , x
±(u)] = ∓x±(u)2. In order
to see this, consider the relation (Y4) of Proposition 2.3 in the rank 1 case:
(u− v ∓ ~)x±(u)x±(v)− (u− v ± ~)x±(u)x±(v) = ~([x±0 , x
±(v)]− [x±(u), x±0 ])
Now set u = v above, to get [x±0 , x
±(u)] = ∓x±(u)2. Hence, for every r ≥ 1, we
have ad(x±0 ) · x
±(u)r = ∓rx±(u)r+1.
This relation, together with, [A⊗B,C ⊗D] = [A,C]⊗ [B,D] + [A,C]⊗DB +
CA⊗ [B,D], gives us the following:
[x−0 ⊗ x
+
0 , x
−(u)k ⊗ x+(u)k] = [x−0 , x
−(u)k]⊗ [x+0 , x
+(u)k] + [x−0 , x
−(u)k]⊗ x+(u)kx+0
+ x−(u)kx−0 ⊗ [x
+
0 , x
+(u)k]
= −k2x−(u)k+1 ⊗ x+(u)k+1 + kx−(u)k+1 ⊗ x+(u)kx+0
− kx−(u)kx−0 ⊗ x
+(u)k+1
Combining these two computations, equation (5.7) follows.
Now we prove (5.8). Using [x+0 , x
−(u)] = ξ(u) − 1 and [x+0 , x
+(u)] = −x+(u)2,
it is immediate to verify the following,
γ(s, z) =
∑
r≥1
zr
(−1)r−1
~
∮
S
(1,r−1)(ξ, x+)(u− s)⊗ x+(u)r du,
where S(1,r−1)(a, b) =
1
r
r−1∑
i=0
biabr−1−i.
Thus it remains to show that, for every r ≥ 1,
S
(1,r−1)(ξ, x−)(u) = ξ(u)x−(u − ~)r−1.
We prove this by induction on r. r = 1 is true trivially. For r = 2, we have to show
that:
2~x−(u+ ~)ξ(u) = 2~ξ(u)x−(u − ~) = ~(ξ(u)x−(u) + x−(u)ξ(u)) (5.9)
Recall the relation (Y3) from Proposition 2.3:
(u − v + ~)ξ(u)x−(v)− (u− v − ~)x−(v)ξ(u) is independent of v.
This way of writing the relation immediately implies the identity among various spe-
cializations of v. Equation (5.9) is then obtained by specializing at v = u+ ~, u− ~
and u respectively.
In order to carry out the induction step, we also need the following relation:
Claim. For every k ≥ 1:
x−(u)k + (k − 1)x−(u − ~)k = kx−(u)x−(u− ~)k−1.
Assuming this, we can carry out the following computation:
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S
(1,r)(ξ, x−)(u) =
1
r + 1
(
ξ(u)x−(u)r + rx−(u)S(1,r−1)ξ, x−(u)
)
=
1
r + 1
(
ξ(u)x−(u)r + r(2ξ(u)x−(u− ~)− ξ(u)x−(u))x−(u− ~)r−1
)
=
1
r + 1
ξ(u)
(
x−(u)r + 2rx−(u − ~)r − rx−(u)x−(u− ~)r−1
)
= ξ(u)x−(u− ~)r.
Note that the last equality is a consequence of the claim, which we now prove.
Proof of the claim. For k = 2, this is the specialization of (Y4) at v = u− ~. The
general case follows by induction:
x−(u)k+1 = x−(u)(kx−(u)x−(u− ~)k−1 − (k − 1)x−(u− ~)k)
= k(2x−(u)x−(u− ~)− x−(u− ~)2)x−(u − ~)k−1 − (k − 1)x−(u)x−(u− ~)k
= (k + 1)x−(u)x−(u − ~)k − kx−(u − ~)k+1.

5.8. Formula forR−(s, z). Combining equation (5.7) with z∂zR
−(s, z) = R−(s, z)ω(s, z),
we obtain the following formula, as a corollary of Proposition 5.7.
Corollary. R−(s, z) =
∑
n≥0R
−(s)nz
n, where R−(s)0 = 1 ⊗ 1, and for every
n ≥ 1, we have
R−(s)n =
∑
k1,...,kr∈Z≥1
k1+···+kr=n
p(k1, . . . , kr)ω(s)k1 · · ·ω(s)kr ,
where,
• ω(s)k =
(−1)k
k~
∮
x−(u− s)k ⊗ x+(u)k du, and
• p(x1, . . . , xr) =
∏r
j=1(x1 + · · ·+ xj)
−1.
5.9. The rest of the section is devoted to the proof of the equation from Proposition
5.4:
(z∂z − 1) · γ(s, z) = [γ(s, z), ω(s, z)]. (5.10)
We will need the following commutation relations in Y~(sl2)[u1, u2;u
−1
1 , u
−1
2 ]],
which are obtained from the defining relations of Y~(sl2), in Appendix A (see Propo-
sition 2.3). The coefficients are rational functions of u1−u2, which we expand into
elements of C[u2][[u
−1
1 ]].
• For each i, j such that 0 ≤ i, j ≤ n:
x+(u2)
n−ix+(u1)
i =
n∑
j=0
α
(n)
ij (u)x
+(u1)
jx+(u2)
n−j . (5.11)
• For each a, b such that 1 ≤ a, b ≤ n:
ξ(u1)x
−(u1− ~)
a−1x−(u2)
n−a =
n∑
b=1
β
(n)
ab (u)x
+(u2)
n−bξ(u1)x
−(u1− ~)
b−1. (5.12)
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The following proposition is proved in Appendix A.
Proposition.
(1) For each 1 ≤ j ≤ n, and 0 ≤ r ≤ n, we have:
β
(n)
j,n (u) =
n!
j!
~n−j∏n−j
i=1 (u + (n− i)~)
, α
(n)
r,0 (u) =
(n− 1)!
(n− r − 1)!
~r∏r
i=1(u+ (n− i)~)
.
(2) α
(n)
ij (u) = α
(n)
n−i,n−j(u) for every 0 ≤ i, j ≤ n.
(3) For each 1 ≤ k, r ≤ n− 1, we have:
β
(n)
k,r =
r
k
α
(n)
k,r =
n− k
n− r
α
(n)
r,k .
The following partial fraction decomposition will be useful in carrying out the
expansions of α
(n)
r,0 (u1 − u2) and β
(n)
jn (u1 − u2).
~j∏j
i=1(u + (n− i)~)
=
j∑
i=1
~
u+ (n− i)~
·
(−1)i+j
(i− 1)!(j − i)!
(5.13)
5.10. Returning back to (5.10), let us consider the coefficient of zn in its right–
hand side.
[γ(s, z), ω(s, z)] =
∑
n≥2
(−1)n−1
zn
~2
∮ ∮
In(u1, u2) du1 du2,
where In(u1, u2) is given by:
In =
n−1∑
a=1
1
n− a
[ξ(u1 − s)x
−(u1 − s− ~)
a−1 ⊗ x+(u1)
a, x+(u2 − s)
n−a ⊗ x+(u2)
n−a]
=
∑
1≤r≤n
0≤j≤n
x−(u2 − s)
n−rξ(u1 − s)x
−(u1 − s− ~)
r−1 ⊗ x+(u1)
jx+(u2)
n−j ·
(
n−1∑
a=1
δj,a
n− a
β(n)ar (u)−
n−1∑
a=1
δr,a
n− a
α
(n)
aj (u)
)
Proposition 5.9 implies that the terms with 1 ≤ r, j ≤ n− 1 are zero. Thus the
integrand contains three terms: In = T1 − T2 − T3, corresponding to r = n, j = 0,
and j = n cases respectively, where:
T1 = ξ(u1 − s)x
−(u1 − s− ~)
n−1 ⊗
n−1∑
j=1
β
(n)
jn (u)
n− j
x+(u1)
jx+(u2)
n−j
 ,
T2 =
(
n−1∑
r=1
x−(u2 − s)
n−rξ(u1 − s)x
−(u1 − s− ~)
r−1α
(n)
r0 (u)
n− r
)
⊗ x+(u2)
n,
T3 =
(
n−1∑
r=1
x−(u2 − s)
n−rξ(u1 − s)x
−(u1 − s− ~)
r−1α
(n)
rn (u)
n− r
)
⊗ x+(u1)
n.
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Note that
∮
T3 du2 = 0, according to our convention regarding expanding α
(n)
rn (u)
into an element of C[u2][[u
−1
1 ]].
The formula for β
(n)
jn (u) in Proposition 5.9 above, written in its partial fractions
decomposition using (5.13), allows us to apply Lemma 5.6 (2) in order to carry out
the following computation.
∮
T1 du2 = ~ξ(u1 − s)x
−(u1 − s− ~)
n−1 ⊗
(
n−1∑
r=1
(
r∑
a=0
(−1)r+a
(
n
a
)
·
·
(
n− 1− a
r − a
)
· x+(u1)
ax+(u1 + r~)
n−a
))
= ~ξ(u1 − s)x
−(u1 − s− ~)
n−1 ⊗
(
n−1∑
r=1
(
x+(u1)
n−
(−1)r
(
n− 1
r
)
x+(u1 + r~)
n
))
.
The last step of the computation above follows from Proposition A.8, upon sub-
stituting n for p+ 1, and x+(u1 + k~) for zk.
Similarly, we use (3) of Lemma 5.6 to write:
∮
T2 du1 = ~
(
n−2∑
r=0
(−1)r
(
n− 1
r + 1
)
(
r+1∑
a=1
(−1)a−1
(
r + 1
a
)
x−(u2 − s)
ax−(u2 − s− r~)
n−1−a
)
ξ(u2 − s− (r + 1)~))⊗ x
+(u2)
n
= ~
n−2∑
r=0
(−1)r
(
n− 1
r + 1
)
x−(u2 − s− r~)
n−1ξ(u2 − s− (r + 1)~)
⊗ x+(u2)
n
In the last line, we have used the special case p = r of the second equation of
Proposition A.8,
zr+1k+r =
r∑
a=0
(−1)r+a
(
r + 1
a
)
zr+1−ak z
a
k+r =
r+1∑
b=1
(−1)b−1
(
r + 1
b
)
zbkz
r+1−b
k+r ,
with the substitution zr = x
−(u2 − s− r~).
Now we perform the change of variables v = u2 − (r+ 1)~, individually for each
summand, using the shift invariance (Lemma 5.6 (1)):∮ ∮
T2 du1 du2
= ~
∮
ξ(v − s)x−(v − s− ~)n−1 ⊗
(
n−2∑
r=0
(−1)r
(
n− 1
r + 1
)
x+(v + (r + 1)~)
)
dv
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Thus, putting these results together, we get:
[γ(s, z), ω(s, z)] =
∞∑
n=2
(−1)n−1
zn
~
∮
(n− 1)ξ(v − s)x−(v − s− ~)n−1 ⊗ x+(v)n dv
= (z∂z − 1)γ(s, z).
Thus equation (5.10) is verified.
6. The universal and the meromorphic abelian R–matrix of Y~(g)
In this section, we review the construction of the meromorphic abelian R–matrix
of Y~(g) given in [13]. We then lift it to obtain a universalR–matrix for the deformed
Drinfeld coproduct.
6.1. The meromorphic abelian R–matrix [13]. Let V1, V2 ∈ Repfd(Y~(g)).
6.1.1. For each j ∈ I, let σ2(ξj) be the set of poles of ξj(u)
±1 acting on V2. Let
X2(ξj) be the union of straight line segments in C, joining 0 to points in σ2(ξj).
X2(ξj) = ∪a∈σ2(ξj)[0, a],
where [0, a] = {ta : 0 ≤ t ≤ 1} ⊂ C. Then, there is a unique single–valued
holomorphic function tj(v) = log(ξj(v)) : C\X2(ξj)→ End(V2) such that tj(∞) = 0
and exp(tj(v)) = ξj(v) [13, §5.4].
6.1.2. Let C1 be a contour enclosing the set of poles of {ξi(u)
±1}i∈I acting on V1.
Let AV1,V2(s) ∈ End(V1 ⊗ V2) be defined by
AV1,V2(s) = exp
−∑
i,j∈I
r∈Z
c
(r)
ij
∮
C1
ξi(v)
−1ξ′i(v) ⊗ tj
(
v + s+
(ℓ+ r)~
2
)
dv
,
where
• ℓ ∈ {1, 2, 3} is the ratio of the squared length of long and short roots.
• The non–negative integers c
(r)
ij are the entries of the following matrix [13,
Appendix A]:(
cij(q) =
∑
r∈Z
c
(r)
ij q
r
)
= [ℓ]q · ([diaij ]q)
−1 .
It was proved in [13, Appendix A] that cij(q) ∈ Z≥0[q, q
−1]. It is clear
from the definition that cij(q) = cji(q) = cij(q
−1), and the matrix identity
can be expanded as∑
k∈I
cik(q)[dkakj ]q = δij [ℓ]q ∀i, j ∈ I. (6.1)
• s ∈ C is large enough so that tj(v + s+ ~(ℓ+ r)/2) is an analytic function
of v within C1, for every j ∈ I and r ∈ Z such that c
(r)
ij 6= 0 for some i ∈ I.
Then, AV1,V2(s) is a rational function of s, regular at s = ∞, with a Taylor series
expansion of the form AV1,V2(s) = 1 −
ℓ~
s2
Ωh + O(s
−3), where Ωh ∈ h ⊗ h is the
Cartan part of the Casimir tensor [13, Theorem 5.5].
THE MEROMORPHIC R–MATRIX OF THE YANGIAN 31
6.1.3. Consider the infinite products
R0,↑V1,V2(s) =
∏
n≥0
AV1,V2(s+ nℓ~)
−1 and R0,↓V1,V2(s) =
∏
n≥1
AV1,V2(s− nℓ~).
These converge uniformly on compact subsets of the domains Σε ⊂ C given by
Σ↑ = −Σ↓ = {s ∈ C : Re(s/~)≫ 0}.
We further extend each to a meromorphic function on the entire complex plane,
using the difference equation
R0,εV1,V2(s+ ℓ~) = AV1,V2(s) · R
0,ε
V1,V2
(s). (6.2)
Then, the following holds [13, Thm 5.9].
Theorem. Fix ε ∈ {↑, ↓}.
(1) For any V1, V2 ∈ Repfd(Y~(g)), the map
(1 2) ◦ R0,εV1,V2(s) : V1(s) ⊗
D,0
V2 → V2 ⊗
D,0
V1(s)
is a morphism of Y~(g)–modules. This intertwiner is natural in V1 and V2.
(2) For any V1, V2, V3 ∈ Repfd(Y~(g)), we have
R0,εV1 ⊗
D,s1
V2,V3
(s2) = R
0,ε
V1,V3
(s1 + s2) · R
0,ε
V2,V3
(s2)
R0,εV1,V2 ⊗
D,s2
V3
(s1 + s2) = R
0,ε
V1,V3
(s1 + s2) · R
0,ε
V1,V2
(s1)
(3) For any V1, V2 ∈ Repfd(Y~(g)) and a, b ∈ C,
R0,εV1(a),V2(b)(s) = R
0,ε
V1,V2
(s+ a− b)
(4) The following unitary condition holds
(1 2) ◦ R0,↑V1,V2(−s) ◦ (1 2)
−1 = R0,↓V2,V1(s)
−1
(5) R0,εV1,V2(s) have the same asymptotic expansion, which is of the form
R0,εV1,V2(s) ∼ 1 + ~Ωhs
−1 +O(s−2)
There is a ρ > 0 such that the asymptotic expansion of R0,εV1,V2(s) is valid
in any domain
{±Re(s/~) > m} ∪ {| Im(s/~)| > ρ, arg(±s/~) ∈ (−π + δ, π − δ)}
where m ∈ R and δ ∈ (0, π) are arbitrary.
6.2. Rational factorisation.
Proposition. For any V1, V2 ∈ Repfd(Y~(g)), and ε ∈ {↑, ↓}, the meromorphic
function R0,εV1,V2(s) admits the following factorisation
R0,εV1,V2(s) = R
0
V1,V2(s) · X
0,ε
V1,V2
(s)
where the functions R0V1,V2 ,X
0,ε
V1,V2
: C→ EndC(V1⊗V2) have the following properties
• R0V1,V2 is rational, R
0
V1,V2
(∞) = 1, and (1 2) ◦ RV1,V2(s) : V1(s) ⊗
D,0
V2 →
V2 ⊗
D,0
V1(s) intertwines the action of Y~(g)
• X0,εV1,V2 is meromorphic, and intertwines the action of Y~(g) on V1 ⊗
D,s
V2
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Proof. Consider the monodromy of the difference equation (6.2) satisfied by R0,ε(s)
η0V1,V2(s) = R
0,↑
V1,V2
(s)−1R0,↓V1,V2(s)
η0V1,V2 is an ℓ~–periodic function of s, and in fact a rational function of z = exp(s/ℓ~)
which takes the value 1 at z = 0,∞ [12, §4.8]. Moreover, by Theorem 6.1.3 (1),
η0V1,V2(s) commutes with the action of Y~(g) on V1 ⊗
D,s
V2.
Consider the following factorisation problem. Find two meromorphic functions
X
0,ε
V1,V2
(s) : C→ EndY~(g)
(
V1 ⊗
D,s
V2
)
,
where ε ∈ {↑, ↓}, such that
(1) X0,εV1,V2(s) is holomorphic and invertible for Re(±s/~)≫ 0,
(2) X0,εV1,V2(s) possesses an asymptotic expansion of the form 1 + O(s
−1) valid
in any half–plane of the form Re(s/ℓ~) ≷ m.
(3) η0V1,V2(s) = X
0,↑
V1,V2
(s)−1 · X0,↓V1,V2(s).
Since [η0V1,V2(s), η
0
V1,V2
(s′)] = 0 for any s, s′, such a factorisation exists, and can
be obtained explicitly, once a choice of representatives of poles of η0(s) modulo
translations by ℓ~Z is made [12, §4.14]. We remark that the consistency equation,
required upon such a choice in [12, §4.14], is vacuous in our case, since AV1,V2(s) =
1+O(s−2). It is also known that any two solutions of the factorisation problem are
related by left multiplication by a rational function which is equal to 1 at s = ∞
[12, §4.11]. We appeal to this uniqueness statement, for we have now two different
factorisations of η0(s)
X
0,↑
V1,V2
(s)−1 · X0,↓V1,V2(s) = η
0
V1,V2(s) = R
0,↑
V1,V2
(s)−1 · R0,↓V1,V2(s)
in the larger subalgebra
X
0,ε
V1,V2
(s) ∈ EndY~(g)
(
V1 ⊗
D,s
V2
)
⊂ EndY 0
(
V1 ⊗
D,s
V2
)
∋ R0,εV1,V2(s).

6.3. Non–existence of rational commutativity constraints. Proposition 6.2
raises the question of whether the rational factor R0V1,V2(s) may be chosen consis-
tently for any pair of representations V1, V2 so as to satisfy the cabling identities of
Theorem 6.1.3. The following shows that not to be the case.
Proposition. There is no function R0V1,V2 : C→ AutC(V1 ⊗ V2) which is rational,
defined for any V1, V2 ∈ Repfd(Y~(g)), and such that the following holds
(1) (1 2) ◦ R0V1,V2(s) : V1(s) ⊗
D,0
V2 → V2 ⊗
D,0
V1(s) is Y~(g)–linear, and natural in
V1 and V2.
(2) For any V1, V2, V3 ∈ Repfd(Y~(g)),
R
0
V1 ⊗
D,s1
V2,V3(s2) = R
0
V1,V3(s1 + s2) · R
0
V2,V3(s2) (6.3)
R
0
V1,V2 ⊗
D,s2
V3(s1 + s2) = R
0
V1,V3(s1 + s2) · R
0
V1,V2(s2) (6.4)
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Proof. Note first if V1 is the trivial one–dimensional representation 1 of Y~(g),
(6.3) and part (4) of Theorem 3.2 imply that R0
1,V (s) = IdV . Setting V2 = 1 then
yields R0V1(a),V2(s) = R
0
V1,V2
(s + a). Similarly, upon setting V2 = 1 first, and then
V3 = 1, the second cabling identity (6.4) and Theorem 3.2 imply that R
0
V,1(s) = IdV ,
and R0V1,V2(b)(s) = R
0
V1,V2
(s− b).
We restrict ourselves to g = sl2, and proceed by contradiction, assuming that
a rational R0V1,V2(s) with the stated properties exists. We will use the following
facts about Y~(sl2). For any a ∈ C, there is a two–dimensional representation C
2
a
of Y~(sl2) given in a fixed basis v+, v− by the following 2× 2 matrices.
ξ(u) =
( u−a+~
u−a 0
0 u−a−~u−a
)
and x+(u) =
(
0 ~u−a
0 0
)
= x−(u)T .
Further, there is a Y~(sl2)–linear map 1→ C
2
a ⊗
D,~
C2a given by 1 7→ v+ ⊗ v−.
Given a finite–dimensional representation V of Y~(sl2), consider the 2×2–matrix
with entries in End(V )
R
0
C2,V (a) =
(
α(a) β(a)
γ(a) δ(a)
)
∈ End(C2)⊗ End(V )(a).
The commutativity with ∆
D,s
(t1) implies that β = γ = 0, and
α(a), δ(a) ∈ EndY 0(sl2)(V ).
Step 1. Evaluate the intertwining equation
∆
D,s
(x−0 ) ◦ ((1 2) ◦ R
0(s)) = ((1 2) ◦ R0(s)) ◦ ∆
D,s
(x−0 ),
on v+ ⊗ v, and compare the coefficients of −⊗ v−, to get:
α(a) = δ(a)ξV (a+ ~).
Here ξV (u) ∈ End(V )(u) is the image of ξ(u) under the action homomorphism.
Step 2. Consider the cabling identity in End(C2 ⊗ C2 ⊗ V ):
R
0
C2
(1)
⊗
D,~
C2
(2)
,V (a) = R
0
C2
(1)
,V (a+ ~)R
0
C2
(2)
,V (a),
where we have added the subscript to emphasize the order of the tensor only.
Now apply the naturality hypothesis to the Y~(sl2)–linear map 1 → C
2
a ⊗
D,~
C2a,
to obtain:
α(a+ ~)δ(a) = 1.
Putting these two calculations together, we arrive at the following constraint for
α(a) ∈ End(V )(a):
α(a+ ~)α(a) = ξV (a+ ~).
In other words
α(a+ 2~)
α(a)
=
ξV (a+ 2~)
ξV (a+ ~)
.
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Now, take V = C20, so that the above equation becomes the following scalar equa-
tion, for the coefficient of v+ in α(a)v+
f(a+ 2~) =
(a+ 3~)(a+ ~)
(a+ 2~)2
f(a).
It is clear that this equation has no rational solutions. 
6.4. A formal R0(s). We define below an element R0(s) of (Y 0
~
(g)⊗ Y 0
~
(g))[[s−1]],
and prove in Section 6.5 that it is the asymptotic expansion of R
0,↑/↓
V1,V2
(s) as s→∞.
This element takes the form
R0(s) = exp
~∑
N≥0
Ω
(N)
h s
−N−1
 ,
where Ω
(0)
h = Ωh and Ω
(N)
h ∈ FN(Y
0
~
(g) ⊗ Y 0
~
(g)) for every N ≥ 0. Its precise
construction proceeds as follows:
1. Define elements {ti,r}i∈I,r∈Z≥0 of Y
0
~
(g) by
ti(u) = ~
∑
r≥0
ti,ru
−r−1 := log(ξi(u)).
2. For each i, j ∈ I, define tij(s) ∈ (Y
0
~
(g)⊗ Y 0
~
(g))[[s−1]] by
tij(s) = ~
2
∑
N≥0
(N + 1)s−N−2
(
N∑
k=0
(−1)k+1
(
N
k
)
ti,k ⊗ tj,N−k
)
. (6.5)
We can write this series more compactly, using the inverse Borel transform, Bi(z) :=
~
∑
r≥0
ti,r
zr
r!
, as follows:
tij(s) = ((Bi(−z)⊗Bj(z))|z=−∂s ·
(
−
1
s2
)
.
3. Let g(x) ∈ x−1C[[x−1]] be the unique solution of the difference equation g(x+1) =
g(x) − x−2. Note that g(x) = x−1 + O(x−2) ∈ x−1Q[[x−1]] is a divergent series,
which satisfies (as both sides solve the same equation)
g(x) = −g(1− x). (6.6)
4. Define, for every i, j ∈ I:
gij(s) =
1
ℓ2~2
((Bi(−z)⊗Bj(z))|z=−∂s · g
( s
ℓ~
)
.
Recall the Laurent polynomials cij(q) =
∑
r∈Z c
(r)
ij q
r from Section 6.1. Define
log(R0(s)) =
∑
i,j∈I
r∈Z
c
(r)
ij T ℓ+r
2
· gij(s),
where (Txf)(s) = f(s+ x~).
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6.5. Asymptotic expansion of R
0,↑/↓
V1,V2
(s). Let V1, V2 ∈ Repfd(Y~(g)). By Theo-
rem 6.1.3, R
0,↑/↓
V1,V2
(s) has an asymptotic expansion as s→∞ in
Σ↑ = {s ∈ C| Re(s/~) > 0} = −Σ↓.
Proposition. The asymptotic expansion of R
0,↑/↓
V1,V2
(s) as s→∞ is given by
R0V1,V2(s) = πV1⊗ πV2(R
0(s)).
Proof. Notice that the evaluation of tij(s) on V1 ⊗ V2 is the Taylor expansion of a
typical summand appearing in the definition of AV1,V2(s) in Section 6.1. That is,
πV1⊗ πV2 (tij(s)) = (Exp. at s =∞ of)
(
−
∮
C1
ξi(u)
−1ξ′i(u)⊗ log ξj(u+ s) du
)
.
This follows from a computation similar to the one appearing in Section 3.7.
Namely, we have:
(1) −ξi(u)
−1ξ′i(u) = ~
∑
r≥0
(r + 1)ti,ru
−r−2.
(2) log ξj(u+ s) = ~
∑
N≥0
s−N−1
(
N∑
k=0
(−1)k
(
N
k
)
tj,N−ku
k
)
.
Now, by definition, tij(s) is the coefficient of u
−1 of the integrand.
Consequently, the asymptotic expansion of AV1,V2(s) as s → ∞ coincides with
πV1⊗ πV2(A(s)), where
A(s) := exp
∑
i,j∈I
r∈Z
c
(r)
ij T ℓ+r
2
· tij(s)
 ∈ (Y 0~ (g)⊗ Y 0~ (g))[[s−1]].
Next, observe that, by definition of log(R0(s)), we have
(Tℓ − 1) log(R
0(s)) =
∑
i,j∈I
r∈Z
c
(r)
ij T ℓ+r
2
· (gij(s+ ℓ~)− gij(s))
=
∑
i,j∈I
r∈Z
c
(r)
ij T ℓ+r
2
· tij(s)
= log(A(s)),
where we recall that (Txf)(s) = f(s+ x~). In the calculation above, we have used
that gij(s+ ℓ~)− gij(s) = tij(s), which follows from the identity
g
(
s+ ℓ~
ℓ~
)
= g
( s
ℓ~
)
−
ℓ2~2
s2
.
Thus, R0V1,V2(s) is the unique formal solution of
R0V1,V2(s+ ℓ~) = πV1⊗ πV2(A(s)) · R
0
V1,V2(s),
and therefore must equal the asymptotic expansion of R
0,↑/↓
V1,V2
(s) as s → ∞ in
Σ↑/↓. 
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6.6. Properties of R0(s).
Theorem. The formal series R0(s) has the following properties.
(1) For every x ∈ Y~(g), the following holds in Y~(g)
⊗2[s; s−1]]
R0(s) · ∆
D,s
(x) = ∆
D,−s
op(τs(x)) · R
0(s).
(2) The cabling identities hold
∆
D,s1
⊗ 1
(
R0(s2)
)
= R013(s1 + s2) · R
0
23(s2),
1⊗ ∆
D,s2
(
R0(s1 + s2)
)
= R013(s1 + s2) · R
0
12(s1).
(3) We have the unitarity relation
R021(−s) = R
0(s)−1.
(4) For any a, b ∈ C, we have
(τa ⊗ τb)(R
0(s)) = R0(s+ a− b).
(5) R0(s)− 1 ∈ F−1(Y~(g)
⊗2[[s−1]]), with semiclassical limit given by
R0(s)− 1 =
~Ωh
s+ z − w
∈ (U(g[z])⊗ U(g[w]))[[s−1]]. (6.7)
The first four statements of Theorem 6.6 follow from that fact that R0V1,V2(s) is
the asymptotic expansion of R
0,↑/↓
V1,V2
(s) (Proposition 6.5) and Theorem 6.1.3, since
finite–dimensional representations separate points in Y~(g).
5 For completeness, we
give a direct proof of the entire theorem in Section 6.7 below which does not rely
on this fact.
6.7. Direct proof of Theorem 6.6. Recall the notations from Section 6.4 above.
Combining steps 1-4 of Section 6.4, we can write:
log(R0(s)) = Ω(−∂s) · g
(
1
2
+
s
ℓ~
)
, (6.8)
where,
Ω(z) :=
1
ℓ2~2
∑
i,j∈I
cij(e
~
2 z)Bi(−z)⊗Bj(z) ∈ (Y
0
~ (g)⊗ Y
0
~ (g))[[z]],
and g(x + 1) = g(x) − x−2. We remark that the right–hand side of the equation
(6.8) is a well–defined formal series, since g(x) = x−1 +O(x−2).
Proof of (4). Note that τaBi(z) = e
azBi(z). Using this, we have:
(τa ⊗ τb)(log(R
0(s))) = e−(a−b)z Ω(z)|z=−∂s · g
( s
ℓ~
)
= Ω(z)|z=−∂s · g
(
s+ a− b
ℓ~
)
= log(R0(s+ a− b)).
5This result is due to Drinfeld (private communication), and is reproduced in the case when ~
is a formal variable in [11, §8.7–8.9].
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Proof of (2). Let us denote by h[w] ⊂ Y 0
~
(g), the C–linear span of {ti,r}i∈I,r∈Z≥0.
Then, it is clear from the definition that each Ω(N) ∈ h[w] ⊗ h[w]. Moreover, each
ti,r is primitive with respect to Drinfeld coproduct:
∆
D,s
(ti,r) = τs(ti,r)⊗ 1 + 1⊗ ti,r.
Now, the fact that Y 0
~
(g) is a commutative subalgebra immediately implies the ca-
bling identities.
Proof of (3). The unitary condition follows from the following two identities:
Ω21(z) = Ω(−z) and g
(
1
2
+ x
)
= −g
(
1
2
− x
)
.
The first one holds because cij(q) = cij(q
−1) = cji(q), and the second one because
of (6.6).
Proof of (1). The intertwining equation is obvious for x ∈ Y 0
~
(g), since it is a
commutative algebra generated by primitive elements which commute with each
tensor component of R0(s). Thus it suffices to prove the following identity, for
every k ∈ I:
R0(s)∆
D,s
(x±k,0) = ∆
D,−s
op(x±k,0)R
0(s).
We verify this identity for the + case only. Recall that
∆
D,s
(x+k,0) = x
+
k,0⊗1+1⊗x
+
k,0+~
∑
N≥0
s−N−1
(
N∑
n=0
(−1)n+1
(
N
n
)
ξk,n ⊗ x
+
k,N−n
)
.
For the remainder of the proof, we denote the last term appearing in the formula
above by Xk(s), so that
∆
D,s
(x+k,0) = x
+
k,0 ⊗ 1 + 1⊗ x
+
k,0 + Xk(s).
With these notations at hand, we have to prove the following equation:
Ad(R0(s)) ·
(
x+k,0 ⊗ 1 + 1⊗ x
+
k,0
)
= x+k,0 ⊗ 1 + 1⊗ x
+
k,0+
X
op
k (−s)−Ad(R
0(s)) · Xk(s).
Claim. Ad(R0(s)) · (x+k,0 ⊗ 1) = x
+
k,0 ⊗ 1 + X
op
k (−s).
Given the claim, we also obtain, using the unitary condition (5),
Ad(R0(s))−1 · (1⊗ x+k,0) = 1⊗ x
+
k,0 + Xk(s).
Combining it with the result stated in the claim above, the intertwining equation
for x = x+k,0 follows.
Proof of the claim. The following commutation relation was obtained in [11, §2.9]:
[Bi(z), x
+
k,n] =
e
diaik~
2 z − e−
diaik~
2 z
z
·
∑
p≥0
x+k,n+p
zp
p!
 .
Combining with the definition of Ω(z) given above, we can carry out the following
computation, for each k ∈ I, n ∈ Z≥0, and y ∈ Y
0
~
(g):
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[Ω(z), x+k,n ⊗ y] =
1
ℓ2~2
∑
j∈I
(∑
i∈I
cij
(
e
~
2 z
)(e diaik~2 z − e−diaik~2 z
z
))
·
∑
p≥0
x+k,n+p
(−z)p
p!
⊗Bj(z)y
=
1
ℓ2~2
e
ℓ~
2 z − e−
ℓ~
2 z
z
·
∑
p≥0
x+k,n+p
(−z)p
p!
⊗Bk(z)y.
Note that we used the equation (6.1) satisfied by (cij(q)) above.
This calculation, combined with the following equation:
e
ℓ~
2 ∂s − e−
ℓ~
2 ∂s
∂s
· g
(
s
ℓ~
+
1
2
)
=
ℓ2~2
s
,
gives us the commutation relation:
[log(R0(s)), x+k,n ⊗ y] =
∑
p≥0
(−1)px+k,n+p ⊗
~∑
r≥0
(
r + p
r
)
tk,rs
−r−p−1
 .
The claim now follows from Ad(R0(s)) = exp(ad(log(R0(s)))) acting on V +k ⊗
Y 0
~
(g), where V +k is the C–linear span of {xk,n}n≥0.
Proof of (5). First observe that R0(s) − 1 belongs to F−1(Y~(g)
⊗2[[s−1]]) by
definition (see (2.4)). Next, by (2.5), the relation (6.7) is equivalent to
log(R0(s)) =
~Ωh
z + s− w
.
Recall from the proof of Proposition 6.5 that R0(s) satisfies
(Tℓ − 1) log(R
0(s)) = log(A(s)).
Quotienting by F−3(Y~(g)
⊗2[[s−1]]), we arrive at the formal differential equation
~ℓ · ∂s
(
log(R0(s))
)
= −~2ℓ
∑
N≥0
(N + 1)Ω¯
(N)
h s
−N−2 = log(A(s)).
It thus suffices to demonstrate that
log(A(s)) = ∂s
(
ℓ~2Ωh
s+ z − w
)
∈ (U(g[z])⊗ U(g[w]))[[s−1]].
In order to prove this relation, we first observe that, by (6.5), we have
tij(s) = −~
2didj
∑
N≥0
(N + 1)(w − z)Ns−N−2 (hi ⊗ hj)
= ~2didj∂s
(
hi ⊗ hj
s+ z − w
)
.
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Since log(A(s)) =
∑
i,j∈I
r∈Z
c
(r)
ij T ℓ+r
2
· tij(s) and Tx · tij(s) = tij(s), it follows that
log(A(s)) =
∑
i,j∈I
cij(1)tij(s)
= ~2ℓ∂s
∑
i,j∈I
(
dihi ⊗̟
∨
i
s+ z − w
)
= ∂s
(
ℓ~2Ωh
s+ z − w
)
,
where ̟∨i ∈ h are the fundamental coweights, uniquely defined by (̟
∨
i , djhj) = δij
for all i, j ∈ I, and we have applied the identity
ℓ̟∨i = ℓ
∑
j∈I
(B−1)ijdjhj =
∑
j∈I
cij(1)djhj , for B = (diaij).
7. The universal and the meromorphic R–matrix of Y~(g)
In this section we state and prove our main theorems.
7.1. The universal R-matrix. Consider the formal power series
R(s) = R+(s) · R0(s) · R−(s) ∈ (Y~(g)⊗ Y~(g))[[s
−1]],
where R+(s) = R−21(−s)
−1. This series admits an expansion
R(s) = 1 +
∞∑
k=1
Rks
−k, Rk ∈ Fk−1(Y~(g)⊗ Y~(g)).
Theorem. The formal power series R(s) has the following properties.
(1) For every x ∈ Y~(g), the following holds in Y~(g)
⊗2[s; s−1]]
τs ⊗ 1 ◦∆
op(x) = R(s) · τs ⊗ 1 ◦∆(x) · R(s)
−1
(2) R(s) satisfies the cabling identities
∆⊗ 1(R(s)) = R13(s)R23(s),
1⊗∆(R(s)) = R13(s)R12(s).
(3) We have the unitarity relation
R(s)−1 = R21(−s).
(4) For any a, b ∈ C, we have
(τa ⊗ τb)R(s) = R(s+ a− b).
(5) R(s) − 1 ∈ F−1(Y~(g)
⊗2[[s−1]]), with semiclassical limit given by
R(s)− 1 =
~Ωg
s+ z − w
∈ (U(g[z])⊗ U(g[w]))[[s−1]].
In particular, R(s) = 1 + ~s−1Ωg +O(s
−2).
Proof. Parts (1)–(4) are a straightforward consequence of Theorems 4.1 and 6.6.
Similarly, (5) follows readily from (6.7) combined with (9) of Theorem 4.1. 
As an immediate consequence of the above theorem and the uniqueness assertion
of Theorem 1.1 (see Appendix B), we obtain the following corollary. The R–matrix
from Theorem 1.1, which in turn is the one from [4], is denoted here by R(D)(s).
Corollary. R(s) coincides with Drinfeld’s universal R-matrix R(D)(s).
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In particular, Theorem 7.1 provides an independent, and constructive proof of
the existence of R(D)(s).
7.2. The meromorphic R–matrix. Given V1, V2 ∈ Repfd(Y~(g)) and ε ∈ {↑, ↓},
define RεV1,V2 : C→ End(V1 ⊗ V2) by
RεV1,V2(s) = R
+
V1,V2
(s) · R0,εV1,V2(s) · R
−
V1,V2
(s),
where R+V1,V2(s) = (1 2)◦R
−
V2,V1
(−s)−1◦(1 2). The following result is a consequence
of Theorems 6.1.3 and 4.1.
Theorem. The meromorphic function RεV1,V2 satisfies the following properties.
(1) The map
(1 2) ◦ RεV1,V2(s) : V1(s)⊗ V2 → V2 ⊗ V1(s)
is a morphism of Y~(g)–modules. This intertwiner is natural in V1 and V2.
(2) For any V1, V2, V3 ∈ Repfd(Y~(g)),
RεV1⊗
s1
V2,V3(s2) = R
ε
V1,V3(s1 + s2) · R
ε
V2,V3(s2)
RεV1,V2⊗
s2
V3(s1 + s2) = R
ε
V1,V3(s1 + s2) · R
ε
V1,V2(s1)
In particular, the QYBE hold on V1 ⊗ V2 ⊗ V3
RεV1,V2(s1)R
ε
V1,V3(s1 + s2)R
ε
V2,V3(s2) = R
ε
V2,V3(s2)R
ε
V1,V3(s1 + s2)R
ε
V1,V2(s1)
(3) For any a, b ∈ C,
RεV1(a),V2(b)(s) = R
ε
V1,V2(s+ a− b)
(4) R↑V1,V2 and R
↓
V2,V1
are related by the unitarity condition
(1 2) ◦ R↑V1,V2(−s) ◦ (1 2) = R
↓
V2,V1
(s)−1.
(5) RεV1,V2(s) have the same asymptotic expansion, which is of the form
RεV1,V2(s) ∼ 1 + ~Ωgs
−1 +O(s−2) = RV1,V2(s)
as |s| → ∞ in Σε, where RV1,V2(s) = πV1⊗ πV2 (R(s)) and we recall that
Σ↑ = {s : Re(s/~)≫ 0} = −Σ↓. There is a ρ > 0 such that the asymptotic
expansion of RεV1,V2(s) is valid in any domain
{±Re(s/~) > m} ∪ {| Im(s/~)| > ρ, arg(±s/~) ∈ (−π + δ, π − δ)}
where m ∈ R and δ ∈ (0, π) are arbitrary.
7.3. Rational factorisation.
Proposition. For any V1, V2 ∈ Repfd(Y~(g)), and ε ∈ {↑, ↓}, the meromorphic
function RεV1,V2(s) admits the following factorisation
RεV1,V2(s) = RV1,V2(s) · X
ε
V1,V2(s)
where the functions RV1,V2 ,X
ε
V1,V2
: C→ EndC(V1⊗V2) have the following properties
• RV1,V2 is rational, RV1,V2(∞) = 1, and (1 2) ◦ RV1,V2(s) : V1(s) ⊗ V2 →
V2 ⊗ V1(s) intertwines the action of Y~(g).
• XεV1,V2 is meromorphic, and intertwines the action of Y~(g) on V1(s)⊗ V2
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7.4. Non existence of rational commutativity constraints. The following is
an analogue of Proposition 6.3.
Proposition. There is no function RV1,V2 : C→ AutC(V1 ⊗ V2) which is rational,
defined for any V1, V2 ∈ Repfd(Y~(g)), and such that the following holds
(1) (1 2) ◦ RV1,V2(s) : V1(s) ⊗ V2 → V2 ⊗ V1(s) intertwines the action of Y~(g),
and is natural in V1 and V2.
(2) For any V1, V2, V3 ∈ Repfd(Y~(g)),
RV1⊗
s1
V2,V3(s2) = RV1,V3(s1 + s2) · RV2,V3(s2),
RV1,V2⊗
s2
V3(s1 + s2) = RV1,V3(s1 + s2) · RV1,V2(s2).
Proof. Assuming such a rational RV1,V2(s) exits, we conjugate it by R
−(s) from
Theorem 4.1 to obtain a contradiction to Proposition 6.3. 
8. Meromorphic tensor structures
In this section we reinterpret our results in the language of meromorphic tensor
categories. We refer to [22, 23] for a more abstract and general treatment of mero-
morphic tensor categories. We caution the reader, however, that the framework
developed in [22, 23] does not include examples where the tensor product depends
non–trivially on a parameter, as is the case for the deformed Drinfeld tensor prod-
uct. The setup of [22, 23] is also more general than needed for our purposes, in
that it is adapted to pseudo–tensor categories, where the tensor product need not
be defined for all pairs of representations, or be representable.
8.1. Drinfeld tensor product.
Proposition.
(1) The category (Repfd(Y~(g)), ⊗
D,s
) is a meromorphic (in fact, rational) tensor
category over (C,+).
(2) Each of the resummed abelian R–matrices R0,↑/↓(s) is a meromorphic braid-
ing on (Repfd(Y~(g)), ⊗
D,s
).
(3) (Repfd(Y~(g)), ⊗
D,s
) does not admit a rational braiding.
Proof. (1) Repfd(Y~(g)) admits an action of the additive group (C,+) given by
V 7→ V (s). As proved in 3.2, for every V,W ∈ Repfd(Y~(g)), there is a rational
action of Y~(g) on V ⊗ W given by the deformed Drinfeld tensor product. The
properties (1)–(5) of Theorem 3.2 mean exactly that (Repfd(Y~(g)), ⊗
D,s
) is a rational
tensor category over (C,+).
(2) is the content of Theorem 6.1.3 (1)–(3).
(3) is a rephrasing of Proposition 6.3. 
8.2. Standard tensor product.
Proposition.
(1) The category (Repfd(Y~(g)),⊗
s
) is a meromorphic (in fact, polynomial) ten-
sor category over (C,+).
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(2) Each of the resummed R–matrices R↑/↓(s) is a meromorphic braiding on
(Repfd(Y~(g)),⊗
s
).
(3) (Repfd(Y~(g)),⊗
s
) does not admit a rational braiding.
(4) R−(s) is a rational braided tensor structure on the identity functor(
Repfd(Y~(g)), ⊗
D,s
,R0,↑/↓(s)
)
→
(
Repfd(Y~(g)),⊗
s
,R↑/↓(s)
)
Proof. (1) This is a consequence of the fact that V1 ⊗
s
V2 arises from the algebra
homomorphism ∆s : Y~(g) → (Y~(g) ⊗ Y~(g))[s]. This tensor product satisfies the
properties analogous to (3)–(5) of Theorem 3.2.
(2) is the content of (1)–(3) of Theorem 7.2.
(3) is a rephrasing of Proposition 7.4.
(4) By definition of a tensor structure on a functor, the statement means that,
for every V1, V2 ∈ Repfd(Y~(g)), there is a rational End(V1 ⊗ V2)–valued function
of s, R−V1,V2(s), which satisfies (1)–(3) of Theorem 4.1. Namely, the following is
Y~(g)–intertwiner:
R−V1,V2(s) : V1 ⊗
s
V2 → V1 ⊗
D,s
V2,
such that
R−V1(a),V2(b)(s) = R
−
V1,V2
(s+ a− b),
and the following diagram commutes, for every V1, V2, V3 ∈ Repfd(Y~(g))
(V1 ⊗s1 V2)⊗s2 V3
R−V1,V2
(s1)⊗1V3

V1 ⊗s1+s2 (V2 ⊗s2 V3)
1V1⊗R
−
V2,V3
(s1)

(V1 ⊗
D,s1
V2)⊗s2 V3
R−V1 ⊗
D,s1
V2,V3
(s2)

V1 ⊗s1+s2 (V2 ⊗
D,s2
V3)
R−V1,V2 ⊗
D,s2
V3
(s1+s2)

(V1 ⊗
D,s1
V2) ⊗
D,s2
V3 V1 ⊗
D,s1+s2
(V2 ⊗
D,s2
V3)
Lastly, it is claimed in (3) that R−(s) is compatible with the braidings on the
two categories. Recall that we defined R
↑/↓
V1,V2
(s) as:
RεV1,V2(s) = R
+
V1,V2
(s)R
0,↑/↓
V1,V2
(s)R−V1,V2(s),
where
R+V1,V2(s) = (1 2) ◦ R
−
V2,V1
(−s)−1 ◦ (1 2).
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Thus, the following diagram commutes
V1(s)⊗ V2
(1 2)◦R
↑/↓
V1,V2
(s)
//
R−V1,V2
(s)

V2 ⊗ V1(s)
R−V2,V1
(−s)

V1(s) ⊗
D,0
V2
(1 2)◦R
0,↑/↓
V1,V2
(s)
// V2 ⊗
D,0
V1(s)
Hence the tensor structureR−(s) is compatible with meromorphic braidings. 
9. Relation to the quantum loop algebra Uq(Lg)
In this section, we discuss the related case of the quantum loop algebra Uq(Lg)
of g.
9.1. The quantum loop algebra Uq(Lg). Now let Uq(Lg) be the quantum loop
algebra of g. We assume here that q = exp(πι~) and that Im(~) 6= 0. In order
to keep our exposition short, we do not include all the details here, and refer the
reader to [2, Ch. 12] and references therein for the definition and basic properties
of Uq(Lg).
The deformed Drinfeld coproduct ⊗
D,ζ
for Uq(Lg) was introduced by Hernandez in
[16], and studied from the perspective of finite–dimensional representations in [13].
In particular, a theorem similar to Theorem 6.1.3 was proved in [13, §8], building
on the results of [3], which we now recall.
9.2. The abelian R–matrix of Uq(Lg). Let R
0,ε(ζ) be the abelian part of the
universal R–matrix of Uq(Lg). R
0,ε(ζ) satisfies a similar multiplicative, abelian,
regular difference equation, with step q2ℓ [13, §8]:
R
0(q2ℓζ) = A (ζ)R0(ζ).
Assuming |q| < 1,
R
0,↑(ζ) ∈ (U0q (Lg)⊗ U
0
q (Lg))[[ζ]], R
0,↓(ζ) ∈ (U0q (Lg)⊗ U
0
q (Lg))[[ζ
−1]].
In this case (i.e., |q| < 1), we have the following
R
0,↑(0) = q−Ωh , R0,↓(∞) = qΩh .
The answer is flipped if |q| > 1.
Theorem. [13, Thm. 8.9]
(
Repfd(Uq(Lg)), ⊗
D,ζ
,R0,↑/↓(ζ)
)
is a meromorphic braided
tensor category.
9.3. Meromorphic tensor equivalence between Y~(g) and Uq(Lg). Now let
Γ : RepNCfd (Y~(g))→ Repfd(Uq(Lg)) be the functor from [12, Thm. 5.4].
• A finite–dimensional representation V ∈ Repfd(Y~(g)) is said to be non–
congruent if for every a, b ∈ (1 2)(V ), we have a − b 6∈ Z6=0. Rep
NC
fd (Y~(g))
denotes the category of such representations.
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• Given V ∈ RepNCfd (Y~(g)), we obtain the action of Uq(Lg) on V , by con-
sidering the following abelian additive difference equations: φi(u + 1) =
ξi(u)φi(u), for i ∈ I. Namely, the action of the commuting currents ψi(z)
of Uq(Lg) on V is given by the monodromy of this equation.
ψi(z) = lim
N→∞
N∏
k=−N
ξi(u+ k)
∣∣∣∣∣
z=e2πιu
.
The action of raising and lowering operators of Uq(Lg) on V requires the
non–congruence hypothesis. It is not relevant for our current discussion,
and we refer the reader to [12, §5] for details.
Given V1, V2 ∈ Rep
NC
fd (Y~(g)), and ε ∈ {↑, ↓}, φ
ε
V1,V2
(s) be the right canonical
solution of φ(s+ 1) = R0,εV1,V2(s)φ(s). Define
J εV1,V2(s) = φ
ε
V1,V2(s+ 1)
−1 = e~γΩh
∏
m≥1
R0,εV1,V2(s+m)e
−~
Ωh
m ,
where γ = limm→∞
(
1 + 12 + · · ·+
1
m − ln(m)
)
is the Euler–Mascheroni constant.
Theorem. [13, Thms. 7.3, 9.3] J ε(s) is a tensor structure on the functor Γ, with
respect to the Drinfeld coproduct
(Γ,J ε(s)) :
(
RepNCfd (Y~(g)), ⊗
D,s
,R0,ε(s)
)
→
(
Repfd(Uq(Lg)), ⊗
D,ζ
,R0,ε(ζ)
)
.
Here the change of variables is ζ = exp(2πιs).
More explicitly, this theorem amounts to the following equation:
R
0,ε
Γ(V1),Γ(V2)
(ζ) = lim
n→∞
n∏
k=−n
R0,εV1,V2(s+ k)
∣∣∣∣∣
ζ=exp(2πιs)
, (9.1)
for any two finite–dimensional representations V1, V2 ∈ Rep
NC
fd (Y~(g)).
9.4. Tensor structure with respect to the ordinary coproducts. The Drin-
feld coproduct of Uq(Lg) is known to be conjugated to the ordinary coproduct by
the lower triangular part R−(ζ) of the universal R–matrix (see, for example, [6]).
Thus, for V1, V2 ∈ Rep
NC
fd (Y~(g)), we have the following isomorphisms of modules
over Uq(Lg).
Γ(V1) ⊗
D,ζ
Γ(V2) Γ
(
V1 ⊗
D,s
V2
)
Γ(V1)⊗
ζ
Γ(V2) Γ
(
V1 ⊗
s
V2
)

R
−
Γ(V1),Γ(V2)
(ζ)

R−V1,V2
(s)
//
J
↑/↓
V1 ,V2
(s)
J
↑/↓
V1,V2
(s)
//❴❴❴❴❴❴❴❴❴
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where J
↑/↓
V1,V2
(s) is defined as the composition
J
↑/↓
V1,V2
(s) = R−V1,V2(s)
−1 ◦ J
↑/↓
V1,V2
(s) ◦R−
Γ(V1),Γ(V2)
(ζ) ,
Corollary. J
↑/↓
V1,V2
(s) is a meromorphic tensor structure on the functor Γ, with
respect to the ordinary coproduct.(
Γ, J↑/↓(s)
)
:
(
RepNCfd (Y~(g)),⊗
s
)
→
(
Rep
fd
(Uq(Lg)),⊗
ζ
)
.
9.5. Non regularity of J
↑/↓
V1,V2
(s). Since the tensor products mentioned in the
corollary above are polynomial, the first two authors conjectured in [13, §2.13] that
J
↑/↓
V1,V2
(s) is regular at s = 0. If so, J
↑/↓
V1,V2
(0) would give rise to a (non–meromorphic)
tensor structure on the functor Γ with respect to to the standard tensor products
on RepNCfd (Y~(g)) and Repfd(Uq(Lg)).
The following shows that this is not the case.
Proposition. The tensor structure J↑/↓(s) is not regular at s = 0.
Proof. Note that, since Γ(V (a)) = Γ(V )(e2πιa), and each of the factor in the
definition of J↑/↓ is compatible with shifts, we have
J
↑/↓
V1(a),V2(b)
(s) = J
↑/↓
V1,V2
(s+ a− b).
Thus, if J
↑/↓
V1,V2
(s) were regular at s = 0 for every V1, V2, then for a fixed V1, V2
it would be holomorphic in s. This cannot be true, since the set of poles of the
individual factors defining J↑/↓ have different invariance under shifts. For instance,
take V1 = V2 = C
2
0, representations of Y~(sl2). Then the set of poles of the factors
of J↑/↓ are:
(1) R−V1,V2(s) has a simple pole at s = 0.
(2) J ↑(s) has poles at −(2n− 1)~−m where m,n ∈ Z≥1.
(3) R−
Γ(V1),Γ(V2)
(ζ) has poles at s ∈ Z.

Remark. The above result leaves open the question of whether there exists a tensor
functor between, the (non meromorphic) tensor categories.
(Repfd(Y~(g)),⊗)→ (Repfd(Uq(Lg)),⊗)
9.6. qKZ equations of Frenkel–Reshetikhin. Assume that N ≥ 2, and that we
are given the following data.
• V1, . . . , VN are finite–dimensional vector spaces over C.
• For each 1 ≤ i < j ≤ N , we have Rij(s) ∈ End(Vi ⊗ Vj), a one–parameter
family of operators (we intentionally leave the nature of their dependence
on s unspecified for now) which satisfy the QYBE. Meaning, for every triple
1 ≤ i < j < k ≤ N , we have the following identity
Rij(s1)Rik(s1 + s2)Rjk(s2) = Rjk(s2)Rik(s1 + s2)Rij(s1),
in End(Vi⊗Vj⊗Vk). The subscripts, as usual, indicate which tensor factors
to act on.
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• For each 1 ≤ i ≤ N , we have an operator Λi ∈ GL(Vi), such that
[Λi ⊗ Λj , Rij(s)] = 0, for each 1 ≤ i < j ≤ N.
Frenkel–Reshetikhin associate to this data, the following operators on V1⊗· · ·⊗VN ,
depending on s = (s1, . . . , sN ), and a step χ ∈ C
×. We view operators {Λi} and
{Rij(s)} as elements of End(V1 ⊗ · · · ⊗ VN ) below.
Bi(s,Λ) := Ri−1,i(si−1 − si − χ)
−1 · · ·R1,i(s1 − si − χ)
−1
·Λi ·Ri,n(si − sn) · · ·Ri,i+1(si − si+1)
The qKZ equations of Frenkel–Reshetikhin are F (s + χδi, λ) = Bi(s, λ)F (s),
where (s + χδi)j = sj + χδij is the shift of the i
th variable. The constraints on
{Rij} and {Λi} are the necessary and sufficient conditions for the resulting system
of difference equations to be consistent. We refer the reader to the beautiful paper
of Frenkel–Reshetikhin [10] for details.
9.7. Kohno–Drinfeld type theorem for abelian qKZ equations. In [13, §9],
an abelian analogue of qKZ equations was considered, which is independent of λ.
Namely, we take V1, . . . , VN ∈ Repfd(Y~(g)), Rij(s) = R
0,ε
Vi,Vj
(s), Λi = 1. We also
specialize the step χ = 1. Then, the following theorem was obtained in the same
reference.
Theorem. [13, Thm. 9.6] The monodromy of the abelian qKZ equations on V1 ⊗
V2, for any two finite–dimensional representations V1, V2 ∈ Repfd(Y~(g)), is the
diagonal part of the universal R–matrix of the quantum loop algebra, evaluated on
Γ(V1)⊗ Γ(V2).
We wish to remark that the tensor structure J↑/↓(s) obtained in Corollary 9.4
cannot be regarded as an analogue of the Kohno–Drinfeld theorem, for the full
R–matrix. This is clear from the fact that it has no λ dependence. The abelian
Kohno–Drinfeld theorem, namely, the equation (9.1) only has an interpretation (as
far as we understand) as a tensor structure, in the abelian case. Last, but the
most important point, is that this tensor structure is not holomorphic in s, as we
saw in Proposition 9.5 above, while both Γ(V1) ⊗
ζ
Γ(V2) and Γ(V1 ⊗
s
V2) depend
holomorphically on s.
In the non–abelian case, the monodromy of the qKZ equations, because of the
way it is defined, outputs a dynamical trigonometric R–matrix. It can be gauged
to a non–dynamical trigonometric R–matrix [8] 6, which is then conjectured to be
the universal R–matrix of the quantum loop algebra. We will return to this very
interesting puzzle in a separate publication.
Appendix A. Higher order commutation relations
A.1. Recall that we have the following relation in Y~(sl2):
x+(u)x+(v) =
u− v + ~
u− v − ~
x+(v)x+(u)−
~
u− v − ~
(x+(u)2 + x+(v)2). (A.1)
6We are grateful to Pavel Etingof, for several helpful communications on this point.
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Let n ∈ Z≥2. As a consequence of (A.1), we may define rational functions
{α
(n)
ij (u)}0≤i,j≤n to be the coefficients of the following straightening relation:
x+(u2)
n−ix+(u1)
i =
n∑
j=0
α
(n)
ij (u1 − u2)x
+(u1)
jx+(u2)
n−j . (A.2)
Proposition. The coefficients α
(n)
ij (u) have the following properties.
(1) For every 0 ≤ j ≤ n, α
(n)
0j (u) = δ0j and α
(n)
nj = δnj.
(2) For every 1 ≤ i ≤ n− 1, we have:
α
(n)
i0 (u) =
(n− 1)!
(n− 1− i)!
~i∏n−1
s=n−i(u+ s~)
,
α
(n)
in (u) =
(n− 1)!
(i− 1)!
~n−i∏n−i
s=1(u+ (n− s)~)
.
(3) For every 0 ≤ i, j ≤ n, we have α
(n)
ij (u) = α
(n)
n−i,n−j(u).
(4) For every 1 ≤ i, j ≤ n− 1, the following holds:
j(n− j)α
(n)
ij (u) = i(n− i)α
(n)
ji (u).
Note that (1) is clear from the definition. After introducing a convenient repre-
sentation of Y +
~
(sl2) to work with in Section A.2, we will verify (2) in Section A.3.
Parts (3) and (4) will be proven in Sections A.5 and A.6, respectively, after giving
an equivalent characterization of the rational functions α
(n)
ij (u) in Section A.4.
A.2. A representation of Y +
~
(sl2). For us, it will be convenient to work in a
concrete representation of Y +
~
(sl2), which we will denote by V∞. As a vector space,
V∞ has a basis {|r〉}r∈Z≥0 over C. Introduce x(u) ∈ End(V∞)[[u
−1]] by:
x(u) |r〉 =
~
u+ r~
|r − 1〉 ,
with the convention that |−1〉 = 0.
Lemma. x(u) is a solution of (A.1). That is, π(x+(u)) = x(u) defines a repre-
sentation of Y +
~
(sl2), which we denote by V∞.
Proof. After performing a simple rearrangement of terms and clearing denomina-
tors, the equation (A.1), when evaluated on |r〉 for r ≥ 2, becomes
(u− v − ~)urvr−1 − (u− v + ~)ur−1vr + ~(ur−1ur + vr−1vr) = 0,
where we have set ur = u+ r~. After writing u− v−~ = ur−1− vr and u− v+~ =
ur − vr−1, the above equation is verified immediately. 
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A.3. Fix n ∈ Z≥2 and, for each 0 ≤ i ≤ n, define φi(u1, u2) by
x(u1)
ix(u2)
n−i |n〉 = φi(u1, u2) |0〉 .
That is, by definition,
φi(u1, u2) =
~n∏i
s=1(u1 + s~)
∏n
t=i+1(u2 + t~)
.
Evaluate both sides of the equation (A.2) on |n〉, to get the following identity.
n∑
j=0
α
(n)
ij (u1 − u2)φj(u1, u2) = φn−i(u2, u1). (A.3)
For a fixed 0 ≤ i ≤ n− 1, multiply both sides of this equation by u2 + ~ and set
u2 = −~, to get:
α
(n)
i0 (u1 + ~) ·
1
~n−1(n− 1)!
=
1∏n
t=n−i+1(u1 + t~)
·
1
~n−i−1(n− i− 1)!
,
which is as claimed in (2) of Proposition A.1 above. Similarly, multiplying (A.3)
by u1 + n~, and letting u1 = −n~ gives the following identity, for each 1 ≤ i ≤ n:
α
(n)
in (−u2 − n~) =
(n− 1)!
(i− 1)!
(−~)n−i∏n−i
s=1(u2 + s~)
.
A simple change of variables u = −u2 − n~ now finishes the proof of (2) of Propo-
sition A.1.
A.4. Our argument is built upon the fact that equation (A.3) has a unique solu-
tion, which we will now prove.
It will be instructive to write the system of equations in its matrix form. We begin
by introducing the relevant (n−1)×(n−1) matrices. Let A(u) = (α
(n)
ij (u))1≤i,j≤n−1,
and define P (u) = (P (u)jp)1≤j,p≤n−1 to be the invertible upper triangular matrix
whose entries are given by
P (u)jp = (−1)
j−1 (p− 1)!
(p− j)!
j~j−1(u − ~)u∏j
s=0(u− (p− s)~)
.
Here, and henceforth, we follow the convention that
1
x!
= 0 ∀ x ∈ Z<0.
Similarly, let G(u) = (G(u)ip)1≤i,p≤n−1 be the matrix whose (i, p)
th entry is given
by
G(u)ip =
(n− p− 1)!
(n− p− i)!
i~i−1(u − ~)u∏i
s=0(u+ (n− p− s)~)
.
Lemma. The functions {α
(n)
ij (u)}1≤i,j≤n−1 are determined by the following matrix
equation:
A(u)P (u) = G(u).
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Explicitly, for any 1 ≤ i, p ≤ n− 1,
p∑
j=1
α
(n)
ij (u)(−1)
j−1 (p− 1)!
(p− j)!
j~j−1(u− ~)u∏j
s=0(u− (p− s)~)
=
(n− p− 1)!
(n− p− i)!
i~i−1(u − ~)u∏i
s=0(u+ (n− p− s)~)
.
Proof. Let us keep 1 ≤ i ≤ n− 1 fixed for this proof. Rewrite equation (A.3) as:
n−1∑
j=1
α
(n)
ij (u12)φj(u1, u2) = φn−i(u2, u1)− α
(n)
i0 (u12)φ0(u1, u2)− α
(n)
in (u12)φn(u1, u2),
where u12 = u1 − u2. We now take the residue of both sides of this equation at
u2 = −(p+ 1)~, for each 1 ≤ p ≤ n− 1. Since
Resu2=−(p+1)~ (φj(u1, u2)) = (−1)
p−j 1
(p− j)!(n− 1− p)!
~j+1∏j
s=1(u1 + s~)
,
Resu2=−(p+1)~ (φn−i(u2, u1)) = (−1)
p 1
p!(n− 1− i− p)!
~i+1∏i
s=1(u1 + (n− 1− s)~)
,
this yields the following relation, for u = u1 + (p+ 1)~:
p∑
j=1
α
(n)
ij (u)
(
p!
(p− j)!
(−1)j−1~j∏j
s=1(u− (p+ 1− s)~)
)
= α
(n)
i0 (u)− α
(n−p)
i0 (u), (A.4)
where we recall that
α
(n)
i0 (u) =
(n− 1)!
(n− 1− i)!
~i∏i
s=1(u+ (n− 1− i+ s)~)
.
We note that (A.4) defines {α
(n)
ij (u)} uniquely, as we wanted. In order to bring
it in the form written in the statement of the lemma above, we need to carry out
one more simplification. First, note that the p = 1 instance of equation (A.4) is
α
(n)
i1 (u) =
u− ~
~
(α
(n)
i0 (u)− α
(n−1)
i0 (u))
=
(n− 2)!
(n− 1− i)!
i~i(u− ~)u∏i
s=0(u+ (n− 1− i+ s)~)
.
The first equality above then implies that
α
(n)
i0 (u)− α
(n−p)
i0 (u) =
~
u− ~
p∑
t=1
α
(n−t+1)
i1 (u).
Substituting this into (A.4) and inverting the resulting equation yields
α
(n−t+1)
i1 (u) =
n−1∑
j=1
α
(n)
ij (u) ·
(
(−1)j−1
(t− 1)!
(t− j)!
j~j−1(u − ~)u∏j
s=0(u− (t− s)~)
)
,
which is precisely the statement of the lemma. 
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A.5. Proof of (3). By definition of φa(x, y), we have:
φa(x, y) = (−1)
nφn−a(−y − (n+ 1)~,−x− (n+ 1)~).
Set u1 = −w2 − (n+ 1)~ and u2 = −w1 − (n+ 1)~ in the equation (A.3), to get
n∑
j=0
α
(n)
ij (w1 − w2)φn−j(w1, w2) = φi(w2, w1).
Comparing with the original system, and using the fact that such a system has
a unique solution, we get that α
(n)
ij (u) = α
(n)
n−i,n−j(u).
A.6. Proof of (4). Recall that we want to show that
(
α
(n)
ij (u)
i(n− i)
)
is a symmetric
matrix. Since A(u) = G(u)P (u)−1 according to Lemma A.4 above, our statement
is equivalent to
P (u)TDG(u) = G(u)TDP (u),
where Dij = δij(i(n− i))
−1.
Unfolding all the notations, we arrive at the following function, which is the
(a, b)th entry of P (u)TDG(u):
Iab(u) =
min (a,n−b)∑
j=1
(−1)j−1~2j−2
j
n− j
(a− 1)!
(a− j)!
(n− b− 1)!
(n− b− j)!
·
(u− ~)2u2∏j
s=0(u− (a− s)~)
∏j
s=0(u+ (n− b− s)~)
.
Thus, it is necessary and sufficient to prove the following lemma.
Lemma. Iab(u) = Iba(u), for every 1 ≤ a, b ≤ n− 1.
Remark. Just to highlight the non–triviality of the statement, and perhaps also
to indicate what kind of cancellation of poles it implies, let us expand the equality
I1b(u) = Ib1(u) explicitly:
1
n− 1
(u− ~)u
(u + (n− b− 1)~)(u+ (n− b)~)
=
b∑
j=1
(−1)j−1~2j−2
j
n− j
(b − 1)!
(b − j)!
(n− 2)!
(n− 1− j)!
·
(u− ~)2u2∏j
s=0(u − (b− s)~)
∏j
s=0(u + (n− 1− s)~)
.
In particular, the (apparent) poles
{2~, . . . , b~} and {−(n− 1)~, . . . ,−(n− b+ 1)~}
of the right–hand side must cancel, and hence give zero residue. Noticing that both
sides of the equation have the same u → ∞ limit, it is necessary and sufficient to
prove that both sides have the same residue at each of the apparent pole (i.e., 0)
and at u ∈ {−(n− b)~,−(n− b− 1)~} \ {0}. Our proof is, in fact, this computation
for arbitrary a, b.
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Proof. Fix 1 ≤ a, b ≤ n− 1, and note that Iab(u) has the following properties:
(1) limu→∞ Iab(u) =
1
n−1 ,
(2) The j-th summand of Iab(u) has (simple) poles contained in
−~{n− b, . . . , n− b− j} ∪ ~{a, . . . , a− j} ⊂ ~Z,
with no pole at u = 0 or u = ~.
(3) Iab(u) satisfies the symmetry relation
Iab(u)
(u − ~)2
=
In−b,n−a(−u)
(u+ ~)2
.
By (1) and (2), to prove Iab(u) = Iba(u), it suffices to show that Resu=t~ (Iab(u))
is symmetric in a and b for each t ∈ Z \ {0, 1}. By (3), this will follow from
Resu=t~
(
Iab(u)
(u − ~)2
)
= Resu=t~
(
Iba(u)
(u− ~)2
)
∀ t > 0,
which we now prove. A simple calculation, for any fixed t > 0, gives
−
~t!
t2
Resu=t~
(
Iab(u)
(u− ~)2
)
=
(a− 1)!
(a− t)!
(n− b− 1)!
(n− b+ t)!
t∑
i=0
(−1)i
(
t
i
)
(i + a− t)
(n− (i+ a− t))
(n− a− b− i+ 2t− 1)!
(n− a− b− i + t)!
.
Now we use (and discover) the following beautiful combinatorial identity:
Claim. For any t ≥ 1, we have:
t∑
i=0
(−1)i
(
t
i
)
(i + a− t)
(x+ b− i)
(x− i+ t− 1)!
(x− i)!
= −
(b− 1)!t!
(b− t)!
x+ a+ b− t∏t
s=0(x+ b− s)
.
We give a proof of this identity in the next subsection.
Now substitute x = n− a− b + t into this identity to get the following residue:
Resu=t~
(
Iab(u)
(u − ~)2
)
=
nt2
~
(a− 1)!
(a− t)!
(b− 1)!
(b− t)!
(n− b− 1)!
(n− b+ t)!
(n− a− 1)!
(n− a+ t)!
.
As this is symmetric in a and b, the proof is complete. 
A.7. Proof of the claim. Let t ∈ Z≥1. We want to prove the following identity,
for three variables x, a, b:
t∑
i=0
(−1)i
(
t
i
)
(i + a− t)
(x+ b− i)
(x− i+ t− 1)!
(x− i)!
= −
(b− 1)!t!
(b− t)!
x+ a+ b− t∏t
s=0(x+ b− s)
.
For t = 1, this reduces to the identity
a− 1
x+ b
−
a
x+ b− 1
= −
x+ a+ b− 1
(x+ b)(x+ b− 1)
.
Now, let us write L(t)(x; a, b) for the left–hand side of our equation above. We
begin by simplifying L(t+1)(x; a, b), by writing x− i+ t = (x− i+ b)− (b− t):
52 S. GAUTAM, V. TOLEDANO LAREDO, AND C. WENDLANDT
L(t+1)(x; a, b) =
t+1∑
i=0
(−1)i
(
t+ 1
i
)
i+ a− t− 1
x+ b− i
(x− i+ t)
(x − i+ t− 1)!
(x− i)!
=
t+1∑
i=0
(−1)i
(
t+ 1
i
)
(a− (t+ 1− i))
(x− i+ t− 1)!
(x− i)!
− (b− t)
t+1∑
i=0
(−1)i
(
t+ 1
i
)
i+ a− t− 1
x+ b− i
(x − i+ t− 1)!
(x− i)!
.
Note that the first summand of the last equation is zero, because it equals:
(a(1 −D)t+1 − (t+ 1)(1−D)t) ·
(x+ t− 1)!
x!
,
where D · f(x) = f(x− 1). Note that our f(x) is a polynomial of degree t− 1, thus
both (1−D)t and (1−D)t+1 annihilate it.
The second term we obtained can be opened using Pascal’s identity:
(
t+ 1
i
)
=(
t
i
)
+
(
t
i− 1
)
, and an easy rearrangement of indices gives us:
L(t+1)(x; a, b) = −(b− t)
(
L(t)(x; a− 1, b)− L(t)(x− 1; a, b)
)
.
Now our desired claim follows by induction.
A.8. Using the computation of α
(n)
i1 (u), as appeared in the proof of Lemma A.4,
and the symmetry proved above, we have:
α
(n)
1j (u) =
(n− 1)!
(n− j)!
~j−1(u− ~)u∏j
s=0(u+ (n− 1− s)~)
.
In other words, the following relation holds in the Yangian of sl2:
x+(u2)
px+(u1) =
p+1∑
j=1
p!
(p+ 1− j)!
~j−1(u− ~)u∏j
s=0 u+ (p− s)~
x+(u1)
jx+(u2)
p+1−j
+
p~
u+ p~
x+(u2)
p+1
Analogous relation holds for x−(u), with ~ replaced by −~. Multiplying both
sides of this equation by u+r~ and setting u = −r~, we obtain the following, where
zk = x
±(u ± k~) ∈ Y~(sl2)[[u
−1]].
Proposition. For every p ≥ r, we have the following:
zp+1k =
r∑
a=0
(−1)r+a
(
p+ 1
a
)(
p− a
r − a
)
zakz
p+1−a
k+r ,
zp+1k+r =
r∑
a=0
(−1)r+a
(
p+ 1
a
)(
p− a
r − a
)
zp+1−ak z
a
k+r.
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Remark. This proposition can be proved purely combinatorially, by considering
variables {zk}k∈Z which are then subject to the following relation: z
2
k + z
2
k+1 =
2zkzk+1, for every k ∈ Z.
A.9. Recall that we defined β
(n)
ab (u) as the coefficients of the following straightening
relation, where u = u1 − u2:
ξ(u1)x
−(u1 − ~)
a−1x−(u2)
n−a =
n∑
b=1
β
(n)
ab (u)x
−(u2)
n−bξ(u1)x
−(u1 − ~)
b−1. (A.5)
The initial conditions on these functions are:
β
(2)
11 (u) =
u− ~
u+ ~
, β
(2)
12 (u) =
2~
u+ ~
.
In order to carry out the exact same calculation as we performed above, we need
to define an action of the algebra, Y ≤0
~
(sl2), generated by {ξr, x
−
r } on the vector
space V∞. In its basis introduced above (see Section A.2), the following formulae
do exactly that.
Lemma. We have a representation of Y ≤0
~
(sl2) on V∞ given by the following, for
each r ∈ Z≥0.
x−(u) |r〉 =
~
u− r~
|r − 1〉 ,
ξ(u) |r〉 =
(u− ~)u
(u− (r + 1)~)(u− r~)
|r〉 .
Here, again we have employed the convention that |−1〉 = 0.
We here omit the straightforward algebraic verification of this fact, which is
entirely parallel to the one presented in the proof of Lemma A.2 above.
A.10. Again evaluating the defining equation (A.5) for β
(n)
ij (u) functions, on |n− 1〉
and writing the coefficient of |0〉, we obtain the following equation, analogous to
(A.3). For each 1 ≤ i ≤ n, we have
n∑
j=1
β
(n)
ij (u12)
(
~n−1(u− ~)u∏n−j
s=1 (u1 − s~)
∏n
t=n−j(u2 − t~)
)
=
~n−1∏i
s=2(u1 − s~)
∏n−1
t=i (u2 − t~)
.
(A.6)
Proposition. For each 1 ≤ i, j ≤ n, we have: β
(n)
ij (u) =
j
i
α
(n)
ij .
Proof. Let us outline the main steps of the proof, which involves obtaining a linear
system of equations for β
(n)
ij (u) functions as follows.
(1) For each 1 ≤ i ≤ n, set u1 = 0 and u = −u2 in (A.6) to get:
β
(n)
i,n (u) =
n!
i!
~n−i∏n−i
s=1(u + (n− s)~)
.
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(2) Compute the residue of (A.6) at u2 = (n − p)~ and set u = u1 − (n− p)~
to get the following equation:
p∑
j=1
β
(n)
ij (u)
(
(−1)j−1~j
(p− 1)!
(p− j)!
1∏j
s=0(u− (p− s)~)
)
=
~i
(n− p− 1)!
(n− p− i)!
1∏i
s=0(u+ (n− p− s)~)
Comparing this with the equation stated in Lemma A.4 we obtain the
desired result.

Appendix B. Uniqueness of the universal R–matrix
The aim of this section is to give a proof of the uniqueness part of Drinfeld’s
theorem (Theorem 1.1). Namely, we assume that we are given two formal series
R(1)(s),R(2)(s) ∈ 1 + s−1(Y~(g)⊗ Y~(g))[[s
−1]]
satisfying the hypotheses of Theorem 1.1. That is, for i = 1, 2,
∆⊗ 1(R(i)(s)) = R
(i)
13 (s)R
(i)
23 (s),
1⊗∆(R(i)(s)) = R
(i)
13 (s)R
(i)
12 (s),
and, for every a ∈ Y~(g):
τs ⊗ 1 ◦∆
op(a) = R(i)(s) · τs ⊗ 1 ◦∆(a) · R
(i)(s)−1.
Our main tool will be the following lemma.
B.1.
Lemma. The Lie algebra of primitive elements
Prim∆(Y~(g)) := {y ∈ Y~(g) : ∆(y) = y ⊗ 1 + 1⊗ y}
is equal to g.
Proof. The proof of this lemma will exploit the fact that the Yangian Y~(g) pro-
vides a (filtered) quantization of the standard Lie bialgebra structure (g[z], δ) on
g[z]. Here we recall that the cocommutator
δ : g[z]→ g[z]⊗ g[w] ∼= (g⊗ g)[z, w]
is given on f(z) ∈ g[z] by the formula
δ(f(z)) =
[
f(z)⊗ 1 + 1⊗ f(w),
Ωg
z − w
]
∈ (g⊗ g)[z, w].
Moreover, that Y~(g) is a filtered quantization of (g[z], δ) means that, for each x ∈ g
and k ≥ 0, we have
~ · δ(x.zk) = ∆(y)−∆op(y) mod Fk−2(Y~(g)⊗ Y~(g)) (B.1)
for any y ∈ Fk(Y~(g)) whose image y¯ ∈ grk(Y~(g)) ⊂ U(g[z]) coincides with x.z
k.
Now let y ∈ Y~(g) be an arbitrary nonzero primitive element. Assume that k ≥ 0
is such that y ∈ Fk(Y~(g))\Fk−1(Y~(g)). As ∆ is filtered with gr(∆) recovering the
standard coproduct on U(g[z]) (see Section 2.5), we can conclude that the image y¯
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of y in grk(Y~(g)) ⊂ U(g[z]) is a nonzero, primitive degree k element, and thus of
the form y¯ = x.zk for some x ∈ g.
Using that ∆(y) = ∆op(y), we deduce from (B.1) that δ(x.zk) = 0. On the other
hand, by definition of δ, we have
0 = δ(x.zk) =
zk − wk
z − w
[x⊗ 1,Ωg].
Hence, k = 0 and y ∈ g ⊂ Y~(g). 
B.2. Now let n ≥ 1 and X ∈ Y~(g) ⊗ Y~(g) be such that R
(1)(s) − R(2)(s) =
s−nX +O(s−n−1). We will prove that X = 0.
Comparing the coefficients of s−n on both sides of the cabling identities, we
obtain the following:
∆⊗ 1(X) = X13 +X23,
1⊗∆(X) = X13 +X12.
In other words, X ∈ Prim∆(Y~(g))
⊗2, that is, X ∈ g ⊗ g ⊂ Y~(g) ⊗ Y~(g), by the
lemma above.
By the intertwining equation for a ∈ g, we conclude that X ∈ (g ⊗ g)g. Hence
X is a scalar multiple of the Casimir tensor: X = cΩg, for some c ∈ C.
Let us now consider the intertwining equation for a = T(h):
ad(T(h)⊗ 1 + 1⊗ T(h) + sh⊗ 1) · R(i)(s) = ~∂hr
+(0)R(i)(s) + ~R(i)∂hr
−(0).
Take the difference of the two equations, for i = 1, 2, and compare the coefficient
of s−n+1, to get c[h⊗ 1,Ωg] = 0, for every h ∈ h. But that means c = 0 and hence
X = 0, which is what we wanted to show.
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