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Vector Spaces Wi th An Inner Product 
In Chapter 2 we defined a vector space in terms cf two 
operations, addition of two vectors and multiplication of a 
vector ty a real number (or scalar). In terms of these opera-
tions an algebra cf vectors was developed, involving such con 
cepr.s as linear dependence, linear subspaces, and dimension, 
linear transformations were defined as transformations which 
preserved the twc basic operations. Finally, matrices were 
introduced, as representing linear transformations in finite 
dimensional spaces, and from this matrix algebra was deduced. 
Throughout all this development no mention was made cf 
the length of a vector, or of the angle between two vectors. 
The time has now come for us to incorporate these concepts 
into our theory. This we can do most easily by introducing 
a new operation, the inner product, with appropriate specified 
properties. 
As in the earlier chapter we start out with a physical 
motivation based cn geometrical properties of vectors in two 
or three dimensions, 
-• Physical Vectors in Three-Dimensional Space 
As in Sections 2 and L cf Chapter 2 we first consider 
vectors as forces r.hrough a point, displacements, or other 
physical quantities, representing them by arrows from the 
5.1 -
origin. If we settle on a unit of measurement 
(pound, foot, etc.) each such vector has associated with it a 
non-negative number called its magnitude or its length. Follow-
ing the most modern notation we denote the length of the vector 
by ||v|| . (Some writers use |v"| but this can cause con-
fusion with absolute value or determinant.) The basic proper-
ties of length are 
(a) l|av|| = | a| II |v| | for any scalar a, 
(b) 11*11 £ 
0 
0 
if 
if V 
mt> + t, 
(c) II v + w|| < ||v] II + ||w|| • 
Property (c) is known as the 
"triangle inequality" and 
follows from the parallelogram 
law of vector addition (see 
Figure 1.1). Figure 1.1 
Between any two non-zero vectors, v" and "w, there is a 
unique angle Q in the range 0 = Q = 7r (Figure 1.2). 
v + w 
e = 0 
Figure 1.2 
G = 7r 
w 
In terms of this angle and the lengths of the vectors we define 
a new algebraic operation as follows: 
V - W = || V I j ||w I! COS0 
This is callcd the dot or scalar or inner product of the two 
vectors; we shall generally use the last of these three names. 
In order to remove the restriction that v" / Tt and w ^ it we 
further define 
v-tf = tf-w = 0 
for any vectors v^  and w. 
The inner product has the following properties: 
(i) 'v-'w is a scalar, 
(ii) v^w = w-v, 
(iii) (av)-w = v-(aw)= a(v-w) for any scalar a, 
(iv) "u- (v + w) = u-v" + u-w", 
(v) v-v" > 0 if v ^ t 
(i), (ii) and (v) are obvious from the definition. We 
verify three cases of (iii): 
If a = 0 then evidently each of the three expressions is 
zero; 
If a > 0 then 0 is the same in each of the three inner 
products and the relations obviously hold; 
If a < 0 then 9 is changed to its supplement in the first 
two products., thereby changing the sign of cosO and making 
the equalities come out correctly, in the light of (a). 
There remains to prove the distributive law (iv). To 
do this note first (Figure 1.3) that 
u.v = II u II ||v II COS0 
= € Hull II V'll 
where v'is the orthogonal pro-
—X -A jection of v on u and 
H 
S U 
e = 
1 if 0 = 0 = tt/2 
< -1 if tt/2 < 0 = v. 
Now in Figure 1.4 a little geom-
etry shows that (v + w) ' = v"' + w' 
in all cases, and from this the 
desired result is easily obtained 
(there are several cases to con-
sider) . 
Example 1.1. A block sliding down 
an inclined plane (Figure 1.5) 
— » 
moves a distance S under the action 
of its weight F. The work done by 
F in such a case is the product of 
the distance moved by the component 
of the force in the direction of 
motion. That is 
Work = ( 11 F || cos9) \\S 
— » — » 
= F-S. 
Example 1.2. In Example 8.3 of 
Chapter 4 the relation between the 
input E (t) = EQela)t of the circuit 
Figure 1.3 
V + w 
Figure 1.5 
L 
-"msm-
E(t) Li (t) 
•R 
Figure 1.6 
ai O 
shown in Figure 1.6 and the response I(t) was shown to be given 
by Figure 1.7, where 
I(t) = I Qe i(oit - Q) 
with 
'o - Eo 'R
2+L2co2, tan9 = k / R . 
(See equation (8.32) of Chapter 4.) 
The power dissipation is given by 
P = E-I, where E and I are consid-
ered as vectors. In this case 
p = || e|| 11 i l l c o s e = e 0 i q cos© 
is constant, even though E and I vary with time. In particular. 
Figure 1.7 
P = E 0 R 
E 0 2R 
0 JZ7~77~7 s/ZT~rn D2,T 2 2 VR +L CD "R +L co R +L to 
Let l, j, k be unit vectors along mutually perpendicular 
axes. Thren any vector v" can be expressed in terms of the basis 
~t, Tc as 
v = a-^ i + a2J + a ^  £ . 
If similarly, 
then 
w = b-jT + + b^ Tc", 
v-w = + 3^2*1 -T + a^ b^ 'i-lc' 
( 1 1 ) + a2b-^ 'j'-"i'+ a2b2^-"j" + a2b2T-T< 
+ a^bjTc-T + a^b2^-T + a^b^-Tc. 
r - Original from 
Digitized by ^ O O g l C CORNELL UNIVERSITY 
Now T- j" = "l-lc = "j"-T? = 0 since the vectors are perpendicular , and 
= = = 1 since they are unit vectors. Hence (1.1) 
reduces to 
(1.2) v-w = a^b^ + + a3^3 " 
On the other hand, if the basis "l, Tc were not of this special 
type the expression (1.1) could not in general be simplified. 
It is evident that such special bases, known as orthonormal bases, 
can be of great convenience in the algebra of inner products. 
Problems 
1.1 In 3-dimensional Euclidean space let be the 
rectangular cartesian coordinates of point P^ and 
(*2>y2' c o o rdi- n a t e s °f point P2« If 0 is the 
origin of coordinates show that 
xi xo + YiYo + ZIZQ 
cosP1OP2 = — — — • 
— T~ TT,—T~ T~ Z X1 + yl + Z1 x2 + y2 + z2 
[Hint: Consider the vectors OP-^  and OP2 and use 
equation (1.2).] 
2. Inner Product in Abstract Vector Spaces. 
In the previous section we defined the inner product of 
two vectors in Euclidean space in terms of geometric properties, 
distance and angle. If we wish to speak of an inner product 
of abstract vectors we cannot use this approach since we have 
ric such geometric properties in a general abstract vector space. 
We therefore give an abstract definition, postulating the prop-
erties (properties (i),...,(v) of Section 1) that we wish our 
inner product to have. Then in terms of this inner product we 
will define length and angle. 
Definition 2.1. An inner product in a vector space V is an 
operation u-v with the following properties: 
1. If u and v are vectors of V then u-v is a scalar; 
2. u-v = v-u; 
3. For any scalar c, (cu)-v = u-(cv) = c(u-v); 
4. u • (v + w) = u - v + u - w ; 
5. v-v > 0 , if v ^ 0 . 
Example 2.1. Let V be the space V n of n-tuples (a^,a2,-••,a ). 
Taking the clue from equation (1.2) we define 
n 
(2.1) (a, , . . . , a ) • (b, , . . . ,b ) = a-,b, +...+ a b = Y a.b. ' v 1' ' n / v l ' ' ny 1 1 n n l i 
The five properties are easily verified. 
Example 2.2. Let V be the space C^ of functions of x continuous 
on some interval a = x = b. If f and g are two such functions 
we define 
b 
f(x)g(x)dx. 
Properties 1 to 4 are easily verified but 5 requires some con-
sideration, as follows: 
(2.2) f-g 
Since the 0 element of C^ is the function which is iden-
tically zero, the condition f ^ 0 means that f(x) is not iden-
tically zero on a = x = b. That 
is, there is some point c such 
that f(c) ± 0. Hence f(c)2 > 0, 
and since f(x) is a continuous 
function there must be some in-
terval d = x = e, containing c, 
over which f(x) > 0. (Figure 2.1). 
We have 
ftc 
- f i x r 
Figure 2.1 
f - f = ( f (x)2dx = f f(x)2dx + f 6f (x)2dx + f f (x)2dx. 
J a J a M Je 
The first and third integrals on the right hand side are non-
2 > 
negative, since we always have f(x) = 0, and trom the choice 
of d and e the second integral is greater than zero. Hence 
f-f > 0, proving property 5. 
It should be noted that a given vector space may have more 
than one inner product defined in it. Only occasionally, how-
ever, does it become necessary to consider more than one inner 
product at a time. No such occasions will arise in this chapter 
(but see Problem 2.14) and so in working with any vector space 
V we shall speak of the inner product of vectors in V. In 
particular, the inner products in V^ and in C^ (or C n, or 
C ) will always be the ones defined by equations (2.1) and (2.2) 
Some further properties of inner products that follow 
readily from the definition are stated in the following theorem 
Thecrem 2.1. (a) For any vector v, 0 - ^ = 0 . 
(b) For any vectors w, v-p . . . 5vm> and scalars 
al' •' • ' V 
m m 
w- I a.v = £ a.(w-v.). 
i-1 1 1 i=l 1 1 
In terms of the inner product we can now define the notion 
of length and angle. 
Definition 2.2. The 1 ength, or norm, of a vector v is |jv.| 
= \/v-v. The first two properties of length follow at once. 
Theorem 2.2. ||v|| ha~s properties (a) and (b) of Section 1, i e 
(a) |!av|| = |a| ||v|| for any scalar a, 
<»> ii-II [il " : ; °0: 
To prove the third property of length, the triangle in-
equality, we first obtain a preliminary result known as the 
Schwarz Inequality. 
Theorem 2.3. (v-w)2 = (v-v)(w-w). 
ProojE. Consider the vector tv + w for any scalar t. We have 
'2,3) 0 = (tv + w)*(tv + w) - (v-v)t2 + 2(v-w)t + w-w. 
The right hand expression is a function of t which is never 
negative; hence its minimum value will be non-negative. We get 
this minimum value in the usual way by finding the value of t 
which makes the derivative of the function vanish. Thus 
) 
2(v-v)t + 2 (v • w) - 0 
and so 
(2.4) t = -v-w/v-v, 
provided v-v ^ 0. The exception can occur only if v » 0, in 
which case the theorem is trivially true. Hence we can sub-
stitute from (2.4) into (2.3) to get 
0 S ( v v ) - 2 M ^ + w w 
(v-v) 
u 
CD 2 
» [- (v-w) + (v-v)(w-w)]/v.v . u u TO 
| Since v-v > 0 this gives us the desired result. •M 10 
I Corollary 2.1. |v-w| = ||v|| ||w|| . 
ro sz 
| The triangle inequality is now easy to prove. 
3 
! 
i Proof. If || v+w|| = 0 the statement is obviously true. If || v+w|| ± 0, th u 
H IIV + w|| 2 - (v + w) • (v + w) E 
o 
• (v + w)-V + (v + w).w 
• I(v + w)#v|+|(v + w)-w| 
- II v + w II IIv|| + ||V + wII 11wIi 
I 
The fourth step is obtained by applying Corollary 2.1. The 
desired result follows on dividing by ||v 4- w|| . 
A vector of length 1 is called a unit vector. Any non-zero 
vector v has a unique positive scalar multiple of unit length, 
namely ||v|| usually written v/ ||v|| , The passage from 
v to v/ |jv|| is called normalization. 
We can now give a definition of the angle between two 
vectors, and a corresponding definition of orthogonality. 
Definition 2.3. If v and w are non-zero vectors we define the 
angle 0 between them by means of 
cosO , 0 < 0 < tt 
II V Ii II w II - -
Corollary 2.2. The inner product of two unit vectors is the 
cosine of the angle between them. 
By virture of Corollary 2.1, |cos 0| = 1 , and so 0 can be 
chosen to be a real number in the range 0 = 0 = tt. 
Definition 2.4. Two vectors v and w are said to be orthogonal 
if v•w = 0 . 
This definition permits v or w to be zero, and says that 
— » 
0 is orthogonal to any vector (including itself). The use of 
the term in this trivial case is convenient in avoiding special 
cases in such statements as the one in Theorem 2.5 below. 
Example 2.1a. In V the condition for orthogonality of n 
v = (a,,...,a ) and w = (b-,,...,b ) is V a.b. = 0, and the v 1' ' n/ v 1' ' ny l l ' 
angle between v and w is given by 
L a.b, 
ccsQ = 
\/^a. 2 I b . 2 V I 1 
(cf. Problem 1.1). The application of the Schwarz Inequality 
to this case gives the result known as the Cauchy Inequality: 
n 
V a.b. 12 = I E a.' 
i i l 1 1 U - l 1 
n „\ n 
o r h Example 2.2a. In C , f and g are orthogonal if / f(x)g(x)dx 
Ja 
for example on the interval 0 = x - 1 the two functions x and 
2 x - 1/2 are orthogonal since 
0 
2 1 x- - 7 dx 
'0 
3 1 
X - y X dx - 0, 
The length of the function x - 1/2, considered as an element 
of this vector space^ is 
dx 
1/2 
Jo \ 
4 - x 2 4- \)dx 
1/2 
V7/6Q 
We close this section with one more useful theorem. 
Theorem 2,5. If a vector is orthogonal to each of a given 
finite set of vectors then it is orthogonal to any linear 
combination of this set. 
This follows immediately from Theorem 2.1(b). 
Problems 
2.1 Given the following vectors in u = (1,2,3), v = (3,2,1), 
vi -b J 
w = (-1,1,1). 
* i ^ 1 M 
(a) Compute each of the following: 
u-v, ||u|| , angle between u and w. 
(b) Is any pair of the vectors orthogonal? 
(c) Compute (u-v)w, u(v-w). Are they equal? 
(d) Find a linear combination of v and w which is 
orthogonal to u. What does this mean geometrically' 
2.2 Show that as elements of C^ on -tt = x = ir the functions 
sin x and cos x are orthogonal. 
2.3 As elements of c" on 0 = x = 1, what is the angle in de-
grees 
r\ 
between x and x ? Answer. 9 = 14.07° 
g 2.4 Determine a and b so that in C on 0 = x = 1 the function 
| 
ro 
Id E E 
8 2.6 Prove that u»(av) = a(u«v), (u+v)«w = u.w + v.w, and 0 Z 
| (u+v)»(w+z) = u.w + v.w + u.z + v.z. •M 
1 2.7 Interpret the identity (u-v).(u-v) = ||u|| 2 + || v||2 - 2u.v 
< W 
| geometrically as the Law of Cosines. 
E 
^ 2.8 If w is a fixed vector prove that the set of all vectors 
> 4-1 
£ in V orthogonal to w is a vector subspace of V. Interpret 
g a 
£ 2.9 Show that multiplying vectors by non-zero scalars does not rH 
DO 
° 
a % 
is i'V-i-,•.••'•••• C C Lriginalrrom 
- 5-1^ 
when vectors are normalized. 
2 ,, ,, 2 I, 2 ii 2 
m 
i2 -
2.10 (a) Prove that || u+v|| + || U-v|| = 2II U H + 2H VH • 
(b) Prove that the sum of the squares of the diagonals of 
a parallelogram equals the sum of the squares of the 
sides, by interpreting (a) geometrically. 
(c) Prove that u .v = (||u+v|| 2-|| u-v|| 2 ) A = ( II u+v||2-||u||2-|| v f )/2. 
2.11 Prove the Pythagorean Theorem for vector spaces, i.e., if 
2 2 2 u and v are orthogonal then f|u + v|i = ||u|| + ||v|| 
2.12 Prove that if |u| = |v| then u + v and u - v are 
orthogonal. Interpret this geometrically. 
2.13 Derive Cauchy's Inequality for functions: if f(x) and g(x) 
are continuous functions on the interval a = x = b then 
(bf(x)g(x)dx,2 £ ( bf(x) 2dx [ bg(x) 2dx. 
J a. J - 'a « 
2.14 Let w(x) be a function which is continuous and positive on 
the interval a = x = b. Show that, like (2.2), 
rb f-g = I w(x)f(x)g(x)dx 
defines an inner product in C^ on a = x = b. [w(x) is call-
i= ed the weight function for this inner product.] 
U <D > 4-J <5 3. Orthogonal Bases. 
h At the end of Section 1 we saw that the most convenient 
CD 
? basis to use in the 3-dimensional space of physical vectors was i-H 
? one whose members were pairwise orthogonal (i-j = i-k = j-k = 0) i-H 
S and of unit lengths (i-i = j-j = k-k = 1). Similarly, in dealing 
I f "* ,-1. Original f rom 
f CORNELL UNIVERSITY <u £ 0J 
« 
with an inner product in an abstract vector space V we shall 
find it useful to pay special attention to bases having simila 
properties. 
Definition 3.1. A basis !v,,...,v i of a vector space V is I' m 
said to be orthogonal if = 0 for i ^ j. If in addition 
the v^'sare unit vectors, so that = 1 > 1 = l,...,m, the 
basis is said to be orthonormal. 
Since 0 is never an element of a basis, any orthogonal 
basis can be made into an orthonormal one by normalizing each 
of its members. Hence most of our attention will be concen-
trated on the orthogonality condition. 
By definition a basis of a vector space is an independent 
set that spans the space. We now show that for an orthogonal 
basis the independence is automatically taken care of. 
Theorem 3.1. Any set of non-zero pairwise orthogonal vectors 
independent. 
Proof. Let v,,...,v be non-zero vectors such that v..v. = 0 1' m x j 
for i ^ j, and suppose that for some set of constants a,,...,a 
(3.1) 
Then 
0 = v, -0 = v, • (a,v, -f a 0v 0 + ... + a v ) 1 1 1 1 2 2 m m 7  2 
= a 1(v 1-v 1) + a 2( v i.v 2) + ... + am(v1-vm) l V V -] V m l m 
= a, (v, ,v, ), 1 
since v-, - v . 1 l = 0 if i ^ 1. Since v, £ 0 we have v,-v, # 0, 1 
and so a^ - 0. In exactly the same fashion we can show that 
a0 = 0,...,a = 0 . Hence the only set a,,...,a for which 2 ' ' m J 1 m 
(3.1) holds is the trivial set a, = ... = a = 0 , and so the v ' I m 
set is independent. 
Because of this theorem we can be sure that any set of 
pairwise orthogonal, non-zero vectors is a basis of the set 
it spans. 
Example 3.1. The three vectors in V^, (1,1,-1,-1), (1,-1,1,-1), 
(1,-1,-1,1) are easily seen to form a pairwise orthogonal set. 
Hence they are an orthogonal basis for the 3-dimensional sub-
space W that they span. The length of each is 2, and so the 
corresponding orthonormal basis of W is 
( 1 1 1 l ^ f l 1 1 1\ f 1 1 1 1 \ 
7 ' " 7 ' " 7 J ' \7 ' ~ 7 ' 7 ' ' 7) ' 17 ' ' 7 ' " 7 ' 7 J ' 
V itself has an obvious orthonormal basis, namely n ' J 
• • • > where is the n-tuple whose i-th element is 1 
and all others are 0. But the above example indicates that we 
might sometimes be interested in subspaces of V , or perhaps 
finite-dimensional subspaces of C^, for which an orthogonal 
basis is not at all obvious. We thus are led to the problem: 
Given an independent set of vectors ^vp...,vml i-n a vector 
space V, spanning a subspace W, how can we determine from them 
an orthogonal basis for W? The most common method of doing 
this is known as the Orthogonalization Process of Schmidt. 
Theorem 3.2. Let iv]_j---5vm! be an independent set of vectors 
spanning a space W. Define successively, 
w 1 = V p 
v2 W 1  
w 2 = v 2 " Wl' 
v3' wl v3' w2 w 0 = v 0 - w, - w 0, 3 3 w-^ -w-^  1 
v 'Wn v -w0 v -w -, m l m 2 TT m m-1 w = v w-, - w0-...- w . m m w, -W-, 1 w 0>w 0 2 w -, -w m-1 1 1 L I m-1 m-1 
Then { w , . . . ,wmS is an orthogonal basis for W. 
Proof of this theorem is given at the end of this section. 
Example 3.2. In V^ find an orthonormal basis for the subspace 
W spanned by 
\(1)2,3,4), (4,3,2,1), (0,1,0,1) | . 
For hand computation we might as well start with the simplest 
vector, so we take 
V ] = (0,1,0,1), v 2 = (1,2,3,4), v 3 = (4,3,2,1). 
Then 
= (0,1,0,1); W-, 
w 2 = (1,2,3,4) - \ (0,1,0,1) = (1,-1,3,1); 
w 3 = (4,3,2,1) - £ (0,1,0,1) - ^ (1,-1,3,1) = 0, -
Normalizing these gives the orthonormal basis for W: 
(i . i » (fn l n 1 W 1 1 3 1 \ j w , , w ? i = 0 , — , 0 , — , ; , , , 1 c J (\ Y 7 VT/ \ VTZ VT7 VT7 VTZ / 
> > u > 
\ VTT V F V5" 
Example 3.3. In C^ on 0 = x = 1 find an orthogonal basis 
the subspace spanned by {l,x,x2,...,xni. 
- 1; 
^ (*><!><** m 1 
w 2 " x 7 T Z < D - * -
o 1 d x 
2 ^(x 2)(l)dx /1(x2)(x - *)dx 
W o 1 x - I ( 1 ) r ( x - T ) 
/ 12, JL, lv2, 2 0 1 dx ^(x - y) dx 
= x 2 - ^ - ( x - = X 2 - x + 1 ; 
3 0 x 3 d x 0 x 3 ^ x " T ^ d x 1. 
w 4 - x 1 ( 1 ) j ( x - y ) 
l 2 d x I ( x - ^ - ) 2 d x 
J ( x - X + 
/ ( x 2 - x + l ) 2 d x 
3 1 9 t U 3 , 2 , L 
= x " 7T - T U ( x ' ~ 7 ( x " x + 
3 3 2 , 3 1 - x - y x +T--X - y^j ; 
and so on. When we refer to "the orthogonal polynomials" on 
the interval 0 = x = 1 we mean those obtained by Schmidt ortho-
gonalization of il,x,x ,...}. 
By definition, if jv^, . . . ,vmi is a basis for W, and v 
is any vector in W we can express v as a linear combination 
of basis vectors. 
m 
(3.2) v - X 1 a i v i • 
m 
Let w = Y b.v. be another vector in W. Then(compare with the 
j=l J J 
discussion at the end of Section 1) 
m \ / m 
v • w = 
or 
m m 
v w = Y Y a.b.(v.-v.) 
i t i fii 1 r 1 y 
If the basis is orthonormal we have 
(3.3) v.-v. - h 7 1 , v i J j0 if j f i ' 
and (3.3) reduces to 
m 
v • w = Y a. b . . 
i=l 1 1 
If a weight function (cf. Problem 2.14) is used, the Schmidt 
process produces a different set of orthogonal polynomials. 
Thus a general orthonormal basis behaves with regard to inner 
product exactly like the special basis |'e^,...,e> 1 of V . 
Now we must consider the problem of expressing a vector 
in terms of a given basis. In Example 5.5 of Chapter 2 a method 
was introduced which, for vectors in V , reduces this problem 
to the solution of a system of n linear equations. This tech-
nique is satisfactory if n is not too large, but for many pur-
poses a more direct method is desirable. The following theorem 
gives such a method for the case in which the basis is ortho-
gonal, It is not restricted to V^ but works in any vector space 
Theorem 3.3. If v is a vector in the space spanned by the ortho 
gonal basis 1vi>•••>vm<j then 
m 
with 
(3.5) i = 1,...,m . 
Proof. We have 
v v ^ = (a^ v-^  + a2 v2 + 1 
= a(v^-v^) + a2(v2'v^) + ... + a 
= a 1(v 1-v 1) V* 
since in the orthogonal basis we have v.-v1 = 0 if j ^ 1. 
J 
This gives (3.5) for i = 1, and the result for any other value 
of i is obtained similarly. 
Corollary 3.1. If ^iJ'-'^nJ a n orthonormal basis for a 
subspace W, then any vector v in W is given by l/< =/ 
m m : c< thorn uvd'ff 
• P ST"—* ^ 
V = (v.v1)vi, and ||v|| - ^ (v'vj.) • 
1=1 1=1 
Example 3.2, continued. Let us express the vector v = (1,1,1,1 
which lies in the subspace W -- since (1,1,1,1) = ((1,2,3,^0 
+ (4,3,2,1)) -- in terms of the orthonormal basis |w^',w2',w3 
We have 
2 , 4 , 2 
V • Wi = , V • W n = , V • W Q = 
1 y/1 2 7 1 7 3 y/E 
Hence 
' ! 
2 - , - 4 . ^ 2 v = w-i H w 0 H w 0 . 
1 2 JS 3 
This example prompts us to ask a question. Suppose v does 
not lie in the subspace spanned by the given orthogonal basis, 
what do we get if we apply the process of Theorem 3.3? The 
answer is given by the following theorem. 
Theorem 3.4. If a n orthogonal basis for a sub-
space W of V, if v is any vector in V, and if w is defined by 
m 
(3.6) w = Y. aivi> 
i=l 
where 
then v = w -f- u, where w is in W and u is a vector in V ortho-
gonal to every vector in W. 
Proof. Obviously w lies in W, since by (3.6) it is a linear 
combination of the basis of W. If we apply the previous theorem 
to w we find that 
v v. 
(3.8) a. - -v ' 1 V. -V . 1 1 
From (3.7) and (3.8) we conclude that 
(3,9) w' vi = v'vi> i = l,...,m 
Now let u = v - w. Then 
u-v. = V - V i - w.v. = 0 , i = l,...,m , 
from (3.9). Hence u is orthogonal to every v^, and so from 
Theorem 2.5 to every vector in W-
The vector w defined by (3.6) and (3.7) is called the 
orthogonal projection of v into W, and u is the component of 
v orthogonal to W. These terms have simple geometric inter-
pretations in V^ (Figure 3.1). 
The orthogonal projection of a vector into a subspace has 
a property which is very useful in certain problems of approxi-
M l I.O n. This property is expressed in the following theorem: 
W is 1-dimensional W is 2-dimensional 
Figure 3.1 
Theorem 3.5. Given a vector v and a subspace W. Of all vectors 
y in W the one that is closest to v, in the sense that ||v-y;j 
is a minimum, is the orthogonal projection of v into W. 
Proof. Let w be the orthogonal projection of v into W; then 
v = w+u, where u is orthogonal to every vector in W (Theorem 
where z = w - y is a vector in W since both w and y are in W. 
Hence 
3.4). Then 
v - y = w + u - y = u + z 
|| v - y||2 = || u + z || 2 
(u + z) • (u + z) 
u • u + 2u • z + z • z 
I M i 2 + || z II 2 
the term 2u-z being zero since z is in W and u is orthogonal 
to every vector in W. Replacing z by its equal w - y gives 
II v - y || = [|| u ||2 + || w - y ||2]1/2 
and quite obviously the choice of y that makes || v - y || a 
2 
minimum is y = w, since for any other y the term || w - y || 
is positive. This is what we wished to prove. 
Example 3.4. In constructing a computer compiling program for 
a programming language such as CORC we must provide the machine 
with means for quickly computing the values of such elementary 
functions as, for example, e . This is frequently done by 
approximating the function over some interval by a suitable poly-
nomial and using special properties of the function to extend 
the approximation to values of x outside of this interval. If, 
x < < for instance, we approximate e over the interval 0 = x = 1 
by a third degree polynomial, thus 
(3.10) e x = a + bx + cx2 + dx3 , 
3.1416 , we can compute e by 
3.1416 3 .1416 e = e e , 
getting e 3 by direct multiplication and e ' ^ ^ from (3.10). 
Our problem then reduces to the selection of the constants 
a,b,c,d in (3.10). 
We have already considered one approach in Chapter 3. We 
can expand e in a Maclaurin Series and take the first four 
- 5'2-> - , hV . , V- x \ 
v ^ . ^ y 
terms, thus < li1'^  
(3.11) e x = 1 + x + i x 2 + *x 3 . ^ ^ 
This gives a very good approximation for values of x near 
zero, but a poor one for x near 1. A better fit is obtainable 
by expanding in a Taylor Series about the mid-point of the in-
terval, thus 
/o ion x 1/2 x-1/2 ^ 1/2,, , , lv , 1, lx2 , 1, (3.12) e = e e = e ' (1 + (x - y) + "2"(x _ 7V + ^(x -
1/2,29 , 5 , 1 2 . 1 3x 
= e + S x + S x + S x > 
- 0.99610 + 1.03045x + 0.41218x2 + 0.27479x3. 
Neither of these, however, could be called a "closest" 
approximation. To get something of this sort we apply Theorem 
3.5 to the vector space C^ over the interval 0 = x = 1. Note 
x 0 that e is a vector in C and the vectors of the form 
2 3 
a + bx + cx + dx are linear combinations of the independent 
2 3 vectors l,x,x ,x and hence constitute a 4-dimensional subspace 
W with these four vectors as a basis. Thus e x plays the role 
2 3 
of v in Theorem 3.5 and a + bx + cx + dx the role of y. The 
difference v-y is just the error E in the approximation (3.10) 
and the theorem tells us how to minimize 
II E|| = [ f 1 
J0 
E ^ x ] 1 / 2 
This expression is called the "root mean square" of the error. 
Since it depends cn values cf the function e over the whole 
interval from 0 to 1 we can expect to get better results from 
this approach than from the power series, which depend on the 
values c£ the function and its derivatives at only one point 
of the interval. 
We wish, then, to construct the projection of e into 
2 3 
the subspace W with basis l,x,x ,x . The machinery for this 
is given in Theorem 3.4. The first step is to orthogonalize 
the basis by using the Schmidt Process. This is exactly what 
was done in Example 3.3. The orthogonal basis is 
w 1-w 1 = 1, 
w2' w2 = l/^2,  
3-w 3 = 1/180, 
W1 = 1, 
w 2 = X - 1 
w 3 2 = X 
- x + b 
w 4 - X 3 • 
3 2 - j x + 
w 
^ X - -^y, w 4-w 4 = 1/2800. 
The first three values of a r e obtained in the course of 
the orthogonalization; the last must be computed separately. 
We. car. new apply Theorem 3.4, with v = e , as follows: 
v-w, r 1 
a , = exdx = e-1 = 1.71828, 1 W-^Wj JQ 
a2 = = 1 2 / 0 l e X ( x " 1 / 2 ) d x = 1 2 " I e ) = 1 ' 6 9 0 3 1 ' 
v w~ 
a, = -- = 180 3 w 3 w 3 J Q J
 1ex(x2-x+l/6)dx = 180 (-g-e - = 0.83918, 
a = = 2800 f ex(x3-(3/2)x2 + (3/5)x-l/20Mx 
4 w4' w4 J0 " 
= 2 8 0 0 ( ^ - e) = 0.27863. 
The orthogonal projection w is then w = 1.71828 + 1.69031 'x 1./2) 
+ 0.83918(x2-x+l/6) + 0.27863(x3-(3/2)x2 + (3/5)x - 1/20), and sr 
(3.10) becomes 
(3.13) e x = 0.99906 + 1.01831x + 0.42124 x 2 -t- 0.27863x3. 
To see how (3.11), (3.12) and (3.13) compare, we have com-
puted below the values at x = 0, 0.5 and 1 obtained from these 
formulas, along with the values of e correct to five places 
x 0 0.5 1 
e x 1.00000 1.64872 2.71828 
(3.11) 1.00000 1.64583 2.66667 
(3.12) 0.99610 1.64872 2.71351 
(3.13) 0.99906 1.64835 2.71724 
(3.13) is correct to within about .001 throughout the interval, 
(3.12) is off by nearly .005 at x = 1, and (3.11) is off by .03 
at x = 1. Thus for a four-term approximation to e the root-
mean-square method is superior to either power series method, 
and this is typical for most polynomial approximations over an 
interval. 
Proof of Theorem 3.2. For convenience in the following dis-
v. - w . 
cussion we are going to use a. . as an abbreviation for —— --1 b b 11 w.-w.' J J J 
so that the equations of Theorem 3.2 take the more easily 
w 2 = v 2 - a 2 1 w p 
w 3 = v 3 - a ^ - a 3 2w 2, 
w = v a„1w1 - a 0w 0 - ... - a m , w , . m m ml 1 m2 2 m,m-l m-1 
We must prove two things: 
(1) No w^ is zero. This enables us to divide by w^-w^ 
in forming ^ needed in the next step. 
(2) Each w^ is orthogonal to all the preceding w's. 
The proof of (1) is by reductio ad absurdum. Assume that 
some of the w's are zero, and take the one with smallest sub-
script; suppose, for definiteness, that this is w3- Then w^ ^ 0, 
w 2 £ 0, w 3 = 0. Then we have 
w-^  = v-^  ^ 0 
w 2 = v 2 - a21vl + 0 
0 = v 3 - a ^ - a 3 2w 2. 
The value of w-^  from the first equation can be substituted 
into the second. Then the values of w-^  and w 2 from these two 
can be substituted into the third, giving a non-trivial linear 
relation between v ^ > v 2 an<3 v 3 (non-trivial since the coefficient 
of v 3 is 1). This is impossible since the v's are given as 
independent. Hence we cannot have w 3 = 0; and similarly we 
cannot have w. = 0 for anv i,. 
Digitized by U O O g l Q CORNELL UNIVERSITY 
(2). Here we proceed step-by-step. (Or a more elegant 
proof can be given by mathematical induction.) Note that by 
definition of a ^ we have 
a..w.-w. = v.-w. . 1J J J 1 J 
We will refer to the above equation as (*ij); e.g., (*21) 
refers to the equation 
Step 1. 
a 2 1 w l ' W 1 = v 2 ' W 1 • 
w2' wl = ^V2 ~ a21wl^'wl 
= v 2 " w i " a 2 i w i ' w i 
= V2"W^ - V2*w^ = 0, 
by (*21). 
Step 2a. 
w^-w^ = (v^ - a 3^ wi ~ a32w2^'wl 
= v3.wx - a 3 1w 1.w 1 - a32w2"W1 
= ~ v 3 ' w i ~ a32(-) = 0, 
by (*3L) and Step 1. 
Step 2b. 
w3* w2 = ~ a31wl ~ a32w2^ w2 
= v3' w2 " a3lwl'w2 ~ a32 w2 w2 
= v 3-w 2 - a 3 10 - v 3-w 2 = 0, 
by Step 1 and (*32) . 
. r f t n n I p Original from 
It is easy tc? see how the proof cnr^ittU?! • 
o 
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Problems ^ 
3.1. Show that f(1,2,2 ), (2,1,-2), (2,-2,1)} is an orthogonal 
basis for V^. Normalize it. 
3.2. Express (l,2,3) in terms of the orthogonal (or ortho-
normal) basis of Problem 3.1. 
3-3. Use the Schmidt Process to get an orthogonal basis for the 
subspace W of V^ spanned by f(l,1,1,1), (1,2,3,4), 
(-4,3,-2,1)). Find a vector orthogonal to W. 
3.4. Find the first four orthogonal polynomials on the interval 
< < 2 3 -1 = x = 1. Answer. l,x,x - 1/3, x - 3x/5. 
3.5. Let W be the subspace of Example 3.1. For each of the 
following vectors find its orthogonal projection into 
W and its component orthogonal to W; 
(a) (1,2,3,4), 
(b) (1,-2,-3,4), 
(c) (1,1,1,1). 
Answers, (a) (1/2)(-3,-1,1,3),(5/2)(1,1,1,l);(c) (0,0,0,0),(1,1,1,1). 
3.6. In Theorem 3.4 the decomposition of the vector v into parts 
w and u respectively in W and orthogonal to W was made in 
terms of a given orthogonal basis of W. Show that such a 
§ decomposition does not depend on the particular basis by o u 
> proving the following: 
<D 
u Let W be a linear subspace of V and let v be any 
b 
o vector in V. Let v = w-^  + u-^  and also v = w 2 + u2, where 
S 
3 w^ and w 2 are in W and u^ and u 2 are each orthogonal to W. 
CD 
^ Then necessarily w-^  = w 2 and u^ and u2; that is, there is 
0 
rN 
1 Original from 
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at most one such decomposition. 
[Hint: Let z = w-^  - v^ = ^ - u^ and show that z z = 0.] 
With the notation of Theorem 3.4 prove that 
0 m (v-v.)2 0 
! ' " l ! 2 + X 7 J — V " l | v " ' 1=1 II VjL II 
and consequently that ^ £ r 
m (v • v. ) 9 
i r V s n v 11 • ! 
1-1 II v, II T(/; 
Carry out Step 3 of the second part of the proof of T 1 ' 
Theorem 3.2. 
Use the method of Example 3.4 to get the root-mean-
square approximation to log (1 + x) on the interval 
0 = x = 1 by a third degree polynomial. The following 
steps are suggested to simplify the work. 
(a) Using integration by parts followed by a substi-
tution derive the formula 
°n - ^ l o g U - h O d x = ^ T (log 2 - J ^ r d t ) • 
(b) Compute CQ.c^Cj.Cg. (Note, log 2 - 0.69314718 .V ' 
(c) From Cq,c^,C2>c3 compute the a^,a2,a3,a^ of i 
Theorem 3.4. 
(d) Get the root-mean-square approximation to log (,1+x) 
(e) Compare the approximation in (d) with the accurate 
value of log (1+x) at x = 0,0.5, 1. 
r - -.l / - v ^ t Original from 
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Answers: 
(b) c Q = 2 log 2-1 - .38629436; C]_ - ^ - .25; 
c 2 = log 2 - ^ = .18432034; c 3 - ^ = .14583333. 
(c) a 1 = .38629; a 2 - .68223; a 3 = -.23351; a 4 - .01067. 
(d) .00572 + .92214x - .24952x2 + .01067x3. 
3.10,. Show that the orthogonal polynomials on a given interval 
< <r 
a = x =' b have the following properties: 
(a) The (n+l)-th orthogonal polynomial Pn(x) is a 
polynomial of degree n whose highest term is x11. 
(b) Any polynomial of degree at most n is expressible 
as a linear combination of orthogonal polynomials of 
degrees at most n. 
(c) If Q(x) is any polynomial of degree less than n, 
then 
| r b 
£ f P (x)Q(x)dx = 0 . 
-'a 
fh (d) In any integral of the form / P (x)Q(x)dx the 
•j a a
g terms of Q(x) of degrees less than n can be ignored 
o 
E 
ii U a> 
b o rb 
f Pn(x)2dx = j xnp (x)dx 
^a J a i-s 
(e) Let 
b 
f P(x) 2dx = p n = 0,1,2,... . ja n 
Then if Q(x) is any polynomial of degree m we 
have 
m f b 
Q ( x ) = Z ~ p n ( x ) Pn(x)Q(x)dx . 
n=0 "n J a 
4. Matrices. An Application. 
In Chapter 2 we found that in working with vectors and 
matrices in the vector space V n it is convenient to consider 
a vector as an n x 1 matrix, 
or a column vector. A row vector, a 1 x n matrix, can then be 
regarded as the transpose v C of the corresponding column vectrr 
Using these conventions it is easy to verify that the inner 
product u-v of two vectors in V n is just the matrix product 
utv, or, equally well, vtu. Thus the inner product is brought 
within the realm of matrix algebra. 
To give an application of the use of matrix algebra, and 
also to provide motivation for a later topic, we consider a 
problem in structural mechanics. 
Many structures such as bridges, steel buildings, etc. are 
made by fastening together units known as "members." In analyz 
such structures it is often appropriate to assume that these 
members are "pin-jointed." This means that members are joined 
only at the ends and there are no torques acting at the joints. 
We also frequently assume that the weights of the members are 
negligible. Thus for mathematical analysis the members can 
be considered to be weightless line segments, with forces 
acting only at the ends and along the segments. In some cases 
(the so-called "statically determinate" cases) this is all that 
need be assumed. But to give an interesting application of 
matrix algebra we wish to discuss the statically indeterminate 
case and consider the elastic reaction of a member. This is 
merely Hooke's Law; that is, the tension in a member is pro-
portional to the amount of stretching. Since this is a very 
crude model of the true physical picture, we are justified in 
making approximations to simplify our mathematics. 
P L + A L Q* 
Q 
Figure 4.1 
Figure 4.1 shows a member PQ of length L whose one end P 
is fixed but whose other end Q is displaced a short distance 
from Q to Q1. This displacement changes the length of the 
member from L to L + AL and so induces a tension (or com-
pression if AL < 0) in it. We want to find an expression for 
this tension in terms of the displacement. —> 
Let d be the vector displacement and let u be the unit 
vector in the direction from P to Q. Then the vector from P 
to Q' is Lu + d, and 
Since u is a unit vector u-u = 1. Also, since we assumed that 
the displacement was very small, we can make the approximation 
mation is very common in applied mathematics and is often re-
ferred to as "linearizing the equations" or "neglecting the 
higher order terms." In most cases it leads to meaningful 
results, but occasionally it does not. In these cases one 
should be able to trace back and find the step that causes the 
trouble. 
With this approximation (4.1) reduces to the very simple 
form 
(L + AL)2 = (Lu + d) • (Lu + d) , 
or 
(4.1) L 2 -i 2L(AL) + (AL)2 = L2u-u + 2Lu-d + d-d . 
of neglecting the terms d-d and (AL) . This type of approxi-
(4.2) AL = u-? . 
Applying Hooke's Law gives us 
(4.3) T = ku-d , 
where T is the tension in the member and k an appropriate 
elastic constant for the member. 
m 
Figure 4.2 
Figure 4.2 represents a simple structure with one move-
able point Q connected by m pin-jointed members to fixed points 
— » 
P- ,^ ~?2, • • • , P • We apply a force F to the structure at Q and 
— » 
ask what is the displacement d of Q. 
To solve this problem we reverse the point of view, 
— » 
supposing the displacement d known and considering the tension 
in each member caused by the displacement. If vu is the unit 
vector from P. to Q, and k. the elastic constant for the cor-i l 
responding member, this tension is, from (4.3), 
- 5.37 -
Ti " ' 
— » 
The component of F needed to balance this must have this mag 
nitude and must act in the direction of vu ; in other words, we 
must have 
m 
(4.4) F = £ k (5 -d)5 
i=l 
(Note. In deriving this we have neglected the slight change 
in direction of the u^ due to the small displacement d. A 
careful analysis shows that this leads to "higher order terms," 
which are not important in the approximation we are making/} 
Equation (4.4) gives the basic relation between the applied 
force F and the displacement d. The scalars k^ are presumably 
known from physical properties of the members and the vectors 
u. from the geometry of the structure. Unfortunately one is 
— » — » 
usually interested in finding d on being given F, and (4-4) 
does not look very promising from that point of view. To see 
how to handle tnis problem we transfer to matrix notation 
If each u. is a column vector, 
N i 
u2i 
\ u 3 i 
then the set of all u^, i = l,...,m, can be regarded as a 
—> — » 
3 x m matrix U = (u^). d and F become simply the column vectors, 
u. = 1 
, / di 
d = F = 
/ C M 
h ) 
\ f 3 I 
The scalars k, , . . . ,k behave in an unusual fasnion: to handle 1' ' m ' 
them it will be convenient to introduce the diagonal matrix 
k, 0 
k 2 
K 
0 m 
an m x m matrix having these elements on its diagonal and zeros 
everywhere else. 
We now have the machinery to proceed. In terms of vector 
components (4.4) can be written 
fu = ? k . Fu..d. u,, h i=l A j=l J 1 J/ h l 
m 3 
= y y u.. k. u. . d. 
i=l j=l J J 
3 / m 
= Y Z u, .k.u. . d. j t i V A hi i jiy j 
y I f u, .k.u. ^  Id. 
= j=lU = l h l 1 1J / J 
Now u ^ k ^ is easily seen to be the (hi)-th element of the 
matrix product UK, and so the inner sum is just the (hj)-th 
element of UKU*". Therefore we may finally write (4.4) in the 
matrix form 
'4,5 > F = Md 
where 
4.6; M = UKUt. 
The use we make of (4.5) depends on the nature cf the 
problem we are considering. If we want to find the force neces-
sary to produce a given displacement , (4.5) gives us the answer 
directly. If we want the displacement produced by a given force, 
a more common problem, we must solve (4.5) for d. This can 
always be done if M is non-singular, using Gauss Elimination, 
Cramer's Rule, or any other convenient method. If we want to 
consider several loads F for the same structure it may be 
worth while to compute M ^ once for all and write (4.5) in the 
Once we know d we can, if we wish, find the tension in any of 
the members by using (4.3). 
The situation when M is singular is worth investigating 
In this case the equation Md = 0 has a non-trivial solution. 
This means that there is a displacement d which, to a first 
approximation, can be effected without applying any force tc 
the structure. A structure of this type is said to be non-
rigid. A trivial example of such a "structure" is just a single 
bar pivoted at one end. Here m = 1, and M is of rank 1 and 
necessarily singular. A less trivial example is illustrated 
form 
(4.7) d = M _ 1F . 
H 
S 
in Figure 4.3. This is physically 
rigid, but the rigidity depends on 
"second-order terms" in the dis-
placement, and in our approxima-
tion these have been ignored. As 
far as our linear analysis is con-
cerned a horizontal displacement 
of Q requires no force. 
Example 4.1. Four 3-foot bars 
form the edges of a pyramid with 
base 2'x41 and altitude 21 (Fig-
ure 4.4). The corners of the base, 
a x e anchored, and at 
the vertex Q there is applied a 
force T directed towards a point 
A on the long side of the base one 
foot from the corner P^. Each of 
the bars will stretch 0.1 inch 
under a tension of 1000 pounds. 
Find the approximate displacement 
— » 
of Q if the magnitude of F is one 
ton. 
We first choose a rectangular coordinate system with 
origin at P^, x - axis along Pj^* ^ ~ a xi s along P^P^ and 
z - axis upward. Then the coordinates of the various points are: 
Figure 4.4 
Figure 4.3 
Top Viev 
P1.0,0,0), P2(4,0,0), P3(4,2,0), P4(0.2,0), Q(2,l,2), A(1,0.0 
From these we get the unit vectors 
l'2\ 
U1 = 3 T i ' u2 = 3 1 
\ 2< 
u3 = 3 
l"2\ -1 
2/ 
U, = -T 
2 
-1 
\ 2 I 
and F = 20001 
v * 
The matrix U is 
2 - 2 
1 1 
- 2 2 
- 1 - 1 
\2 2 2 2 
For each bar the constant k in (4.3) is given by 
1000 = k ^ , or k = 120,000 . 
The diagonal matrix K is then just 120,000 I, where I is the 
4 x 4 unit matrix. 
Hence 
« 
M = UKUt = 120,000 UU*1 
2 120,000 , l 
- 2 - 2 
1 -1 
2 2 
2\ 
•1 
2/ 
/ 2 1 
-2 1 
-2 -1 
\ 2 -1 
2 
2 
2 
2I 
and 
40,000 
16 0 
0 ^ 
0 4 0 
0 0 16 / 
M 640 fOOO 
( 1 0 
0 4 
V 0 0 °J ' UriginalTnonn 
Finally, 
d = M _ 1F = 
320 y/E \ _2 
= . 0175u, 
where u is the unit vector 
Thus the displacement is .0175 feet = .21 inch in the direction 
(-1, -4, -2). 
i-s 
Problems 
4.1 A hook Q is attached to a 
wall and a ceiling by four pin-
jointed members as shown. The mem-
bers are uniform in the sense that the 
force required to stretch any of them 
varies inversely as the length and is 
10,000 lbs per in. for a member one foot 
long. Find the displacement of Q if a 
load of one ton is hung on the hook. 
Answer. With axes as indicated, 
d = m . 
V — 3 ' 
Figure 4.5 
4.2 Figure 4.6 is a top view of a pin-jointed structure con-
sisting of three members joining a point Q, directly 
above P2, to points P^Pg and P^. These three points lie in a 
- 5.43 
4' 60' a 
3' 
Figure 4.6 
horizontal plane four feet 
below 0. The members are of 
the type described in Prob-
lem 4.1. At Q there is 
applied a horizontal force 
F of 1000 lbs. in the di-
rection indicated. Find the 
displacement of Q and the 
stresses in the three members. 
Answer. With the z-axis upward, 
/ 0.30 \ 
d = I -1.55 I inches, T^ = -700 lb. (compression), 
\ ° - 2 6 / 
T 2 = - 6 5 0 lb. (compression), T^ = l44o lb. (tension). 
The diagonals of the rigid 
6"x8" frame P 1P 2 P3 P4 a r e 
elastic cords tied together 
at their intersection Q. 
(Figure 4.7). A force F of 
magnitude one ounce is applied 
in the direction shown in the 
figure. Find the approximate displacement of Q in each 
of the following cases. 
(a) The unstretched length of each of the two cords was 
5 inches, and when stretched to the length of the 
t 
Figure 4.7 
diagonals the tension in each cord is 5 pounds 
(b) The unstretched length of each cord, is 10 inches, 
and each will be stretched 2 inches by a one pound 
pull. 
Answers. (a) d ^ ^ l Q i n . ; ( b ) d = ( ' 084 ) i n' 
4.4 In Figure 4.3 let P^Q = P 2Q = L and let both members have 
the same elastic constant k. Show that the force F re-
quired to give a horizontal displacement d of Q is 
k 3 
F = —7y d + higher order terms. 
L 
[Hint. Show that 
F = 2kd v ^ 2 + d 2 - L 
and expand in powers of d.] 
5. Eigenvectors and Eigenvalues. 
In Example 4.1 we saw how a force F applied at a point of 
a structure caused a displacement d of the point. It was 
noticeable that for the particular force F considered in the 
example the displacement d had a direction differing from that 
of F. In a problem of this sort it is obviously of some in-
terest to inquire if the displacement can ever be in the same 
direction as the force. From the symmetry of this example it 
is evident that this will be so if the force is in the z-
direction, but there may be (in fact, there are) other direc-
tions with the same property. It is not at all evident how 
one could answer the question in a general non-symmetrical case 
Let us look at this question from the algebraic point of 
view. Corresponding to equation (4.5) we have a linear trans 
formation 
where v and w are n-component column vectors and A is an 
n x n matrix. Each v determines a w, and we want to find those 
particular v's, if any, whose corresponding w's have the same 
direction. If w has the same direction as v it must be of the 
form Av, where A is a scalar. Thus we are interested in 
solutions of 
We can generalize equations (5.1) and (5.2) by consider-
ing any vector space V and any linear transformation Lv = w 
from V to V. Corresponding to (5.2) we then have the equation 
Lv = Av. Equations of this form turn out to be of importance 
in a surprisingly wide spread of fields in both pure and 
applied mathematics. They have been studied extensively and 
have a rich theory with many ramifications. For most of this 
chapter we shall limit our considerations to the matrix case 
(5.2). For convenience we assume for the rest of this chapter 
that A is an n x n matrix. 
Evidently v = 0 is a solution of (5.2) for any A and any 
"A. Excluding this trivial case, we can then state the general 
(5.1) Av = w, 
(5.2) Av = Av. 
Eigenvalue Problem as follows: Given a square matrix A, find 
all scalars A and associated non-zero vectors v such that 
(5.2) Av = Av . 
* such a scalar A is called an eigenvalue of A, and an associated 
vector v an eigenvector of A. 
Example 5.1. Let 
! -l o o \ 
0 2 0 
\ 0 0 0 / 
I r..\ 
vc3 
Then 
(~1 0 o\ 
Av = 0 2 0 
\ 0 0 0 
c \ C 1 
c 2 
c31 
so that if Av = Av we must have 
2c, 
o ' 
2c, 
o ' 
A 
That is, 
•c^ = A C p 2c2 = Ac2, 0 = Ac^ 
There are three possibilities: 
(1) c x ^ 0. A -= -1, c 2 =» 0, c 3 - 0. 
The original English terms were "characteristic value" or 
"proper value." The German word is "Eigenwert." Somewhere 
along the line there was cross-breeding, and "eigenvalue" 
is now most common in this country. 
Eigenva1ue = -1, eigenvector = 
(2) c 2 ^ 0, A = 2, c 1 = 0, c 3 = 0 . 
Eigenvalue = 2, eigenvector = 
(3) c 3 ^ 0, A = 0, c 1 « 0, c2 - 0. 
Eigenvalue = 0, eigenvector = 
0 
0 
/ o 
\0 
H 
S 
Note that zero eigenvalues can occur. We shall see later 
(cf. Problem 5.5) that only singular matrices have zero eigen 
values. 
Example 5.2. Let 
/-1 0 0 
A = 0 2 0 
\ 0 0 2 / 
v = c. 
As before, we get 
• c^ = ACj, 2c2 = A c 2 , 2c3 = Ac. 
Here there are only two cases: 
(1) As before. 
(2) c^ = 0 and either c 2 ^ 0 or c 3 ^ 0 (or both). We must have 
A = 2, and then there is no restriction on c 2 or c 3. Hence 
/ o 
any non-zero vector of the form c 2 is an eigenvector 
c3 
associated with the eigenvalue 2. 
Note that a single eigenvalue may have more than one in-
dependent eigenvector associated with it. The situation in 
general is stated in the following theorem. 
Theorem 5.1. If vi> v2>•••> v m a r e eigenvectors associated 
with the same eigenvalue A then any non-zero linear combination 
of them is an eigenvector associated with A. 
Proof. If 
Av, = Av,, Av0 - AvOJ...,Av » Av , 1 1 2 2' ' m m' 
then 
A(c,v, + c 0v 0 + ... + c v ) v 1 1 2 2 m m ' 
= c,Av, + c 0Av 0 + ... + c Av I I Z z m m 
= c, Av, + c 0Av 0 + ... + c Av 1 I / z m m 
= ACc-iV, + c 0v 0 + ... + c v ). v 1 1 2 2 m m' 
In particular we are free to change the length of an eigen-
vector by any desired non-zero factor, and we may make use 
of this freedom, if we wish, to normalize the vector. Note 
that there is never a unique eigenvector associated with a 
given eigenvalue. 
Corollary 5.1. The set of all eigenvectors associated with 
a given eigenvalue, together with the zero vector, constitutes 
a linear subspace of V . 
The eigenvectors associated with a given eigenvalue can 
therefore be specified by giving a basis of the corresponding 
subspace. 
We now come to a basic theorem of the whole eigenvalue 
theory for matrices. 
Theorem 5.2. The eigenvalues of A are the roots of the equation 
f(A) = 0, where f(A) is the polynomial defined by 
Proof. Our basic equation (5.2) can be written in the form 
From the theory of Chapter 2, this system of n homogeneous 
equations in n unknowns has a non-trivial solution v if and only 
if the matrix of coefficients of v is singular, that is, if and 
f(A) = det (AI - A) . 
Av - Av = 0 , 
or, introducing the identity matrix I, 
M v - Av = 0 , 
or? finally 
(5.3) ( A I - A)v = 0 . 
only if det(AI — A) = 0. Hence the roots of this equation 
are precisely the eigenvalues of A. That det(M - A) is a 
polynomial in A is evident from the definition of a determinant, 
which involves only multiplications and additions of the ele-
ments . 
It is also evident that since A appears only in the 
diagonal elements of the determinant the highest power of A 
will arise from the product of these elements, and hence that 
f(A) has the form 
f (A) = A n + CjA11"1 + c 2A n~ 2 + . . . + c . 
f(A) is called the characteristic function of A, and the 
equation f(A) = 0 the characteristic equation. 
Since the characteristic equation is of degree n it has 
n roots, and so an n x n matrix has n eigenvalues. These eigen-
values may not be distinct, but may occur with certain multi-
plicities when considered as roots of the characteristic equa-
tion. (cf. Section 4 of Chapter 4, especially Corollary 4.3 
and related material.) There is of course the possibility 
that some of the roots of f(A) = 0 are complex numbers. Are 
we justified in calling them "eigenvalues," since according to 
our definition an eigenvalue is a scalar, i.e., a real number? 
In Section 10 we show how to handle this problem in a systematic 
3 
One might think to call f(A) the "eigenfunction" but this word 
is reserved for a different use. 
fashion, by redefining "scalar" to be a complex number. 
Theorem 5.2 enables us in principle to solve the eigen 
value problem completely. We set up the characteristic function 
solve the equation to get the eigenvalues A, and then for each 
of the roots A solve the system of equations (5.3) to get the 
associated eigenvectors v. The only trouble is that the amount 
of wcrk involved when n is even as large as 4 or 5 is very 
great, and for larger values of n this direct approach is un 
suitable. In a later section we shall consider some methods 
• 
that are less direct but more suitable to machine programming. 
In the meantime, however, a few examples will illustrate hew 
the direct approach works and what situations can arise. 
f(A) = det (AI - A) = 
-5 A-4 
= (A - 1)(A - 4) - 10 = A 2 - 5* - 6. 
Eigenvalues: A.. = 6, A~ = -1 . 
To get the eigenvectors solve (AI - A)v = 0, where v » 
(a) A -. = 6. 
5c^ - 2c2 = 0, 
/ -5c1 + 2C2 = 0 
Take c-^  = 2, c 2 = 5 for one independent solution^which is 
a basis of the 1-dimensional subspace of eigenvectors associated 
with the eigenvalue 6. We get, then, for one eigenvalue and 
associated eigenvector 
(b) A 2 = -1. 
-2cl - 2C2 = 0, 
-5c^ - 5c2 = 0. 
°1 + c 2 = 0. 
We may take 
The second eigenvalue and eigenvector are then 
Note in this example that in each part the two equations 
in the two variables c^ and c 2 were linearly dependent, so 
that there was a non-trivial solution. Of course this must 
be so if the arithmetic is properly (and exactly) carried out, 
for the characteristic equation was constructed with precisely 
this end in view. This provides a check on the computation of 
the eigenvalues and the set-up of equations (5.3). 
Example 5.4. 
A -1 -1 
f (A ) = 1 A-2 -1 
1 -1 A-2 
= A (?\- 2 ) + (-1)(-1)-1 + (-D(-l)l 
-A (-1) (-1) - (A-2) (-1)1 - (A-2) 1 ) 1 
= A 3 - 4A2 + 5A -2. 
Obviously f(l) = 0. Dividing f(A) by A - 1 gives A 2 — 3\ + 2 
= (A -2) (A -1). Hence the roots are A = 1,1,2 and the distinct 
eigenvalues are = 1, A 2 = 2. 
(a) A^ = 1. 
Cj^  " C2 c^ 0j 
cx c 2 " c^ 0 j 
C1 " c2 c 3 = 0 . 
We can choose two of the unknowns at will, so we have a 2 di-
mensional subspace of solutions 
of vectors 
1\ 
1 , 
0 / 
V1 = 
A possible basis is the pair 
(b) 
2 cl c2 " c3 - 0, 
It is obvious that the first equation is the sum of the other 
two, and that these two are independent, so there is no need to 
go through the formal reduction of these equations to echelon 
form. We can get a solution by assigning a value, 1 for in-
stance, to any one of the variables. This gives the eigenvector 
You may have noted that the eigenvalue 1 is a two-fold 
root of the characteristic equation and the dimension of the 
corresponding linear subspace is 2. This is not just an 
accident, although these two numbers are not always equal, as 
Problem 5.2(b) shows. The exact relationship is important 
enough to warrant our stating it as a theorem. 
Theorem 5.3. The dimension of the subspace of eigenvectors 
associated with a given eigenvalue never exceeds the multi-
plicity of that eigenvalue as a root of the characteristic 
equation. 
For a proof of this theorem the reader is referred to 
P. R. Halmos, Finite Dimensional Vector Spaces, Van Nostrand 
Co., Princeton, 1958. 
We give one more example, to show how annoying the situa 
tion can get in even a simple case. 
Example 5.5. 
Here we find that f(A) = A - A - 1- Not only are the roots 
of f(A) = 0 irrational but two of them are complex. By Newton's 
Method (Thomas, Section 9-3), or some other method of approxi 
mation, we find that the real root is A = 1.466 to 3 places 
Equations (5.3) become 
0.466c1 - 2.000c2 + 1.000c3 = 0, 
1.466c2 - 1.000c3 = 0, 
-1.000^ - 1.000c2 + 1.466c3 = 0 
Gauss elimination gives 
1 -4.2918 2.1459 
0 1.4660 -1.0000 
0 -5.2918 3.6119 
1 -4.2918 2. .1459 
0 1 - 0 . .6821 
0 0 0 . .0024 
The occurrence of 0.0024 where there should be a zero is due 
to the error introduced by using the approximation 1.466 for 
the true (irrational) value of the eigenvalue. If we replace 
0.0024 by zero we get a non-trivial solution, 
c 1 = 0.781, c 2 - 0.682, c 3 - 1. 
These values of c^ and c 2 may well be incorrect by as much as 
.003. If we want 3-place accuracy in c^ and c 2 we must deter-
mine A to at least 4 places. 
Beyond the added difficulty of computation we encounter 
no trouble in extending our methods to complex numbers. 
Example 5.6. 
/ -1 2 2 
A = j -2 3 2 
\ 0 -1 1 
Here f ( A ) = A 3 - 3A2 + 5A - 3 - ( A - l ) ( A 2 - 2 A + 3 ) , and the eigen-
values are 1, 1 ± yfl i. A-^  = 1 gives the equations 
2c1 - 2c2 - 2c3 = 0, 
2c-^  - 2C2 - 2C3 - 0, 
c 2 = 0, 
I A with the solution v, = 0 . For A~ = 1 + y/1 i we get 
(2 + v/2 - 2C2 - 2c^ = 0, 
2cx + (-2 + y/l i)c2 - 2C3 = 0, 
c 2 + v^? ic^ = 0. 
If we set c^ = 1 the last equation gives c 2 = - y/7. i. Sub-
stituting these in the second equation gives 
C]_ = (1 - \y/l i) (- i) +1 = - y/1 i - 1+1 = - J l i. 
As a check we substitute in the first equation, to get 
(2 + y/1 i)(- i) - 2(- i) - 2 
= -2v/2i + 2 + 2v/2i = 0. 
Hence v 2 = I - i . Finally, since A^ is just the complex 
\ 1 / 
conjugate of A 2 it is easy to see that the computation of v^ 
will just change the sign of i throughout, and that there-
fore 
fyA i 
v3 = 
We shall see in the next chapter that matrices having 
complex eigenvalues are of frequent occurrence, and that compu-
tations of the above type are required in a wide variety of 
problems. However, there is one important class of matrices 
for which these complications never arise, namely the symmetric 
matrices. These matrices also have other convenient proper-
ties, some of which will be developed here and others deferred 
to later sections of this chapter. 
First we need one observation about vectors with complex 
components. We have several times made use of the fact that 
vfcv = w 0 if v ^ 0. This is no longer true if we 
allow complex numbers, as is easily seen by the example 
l) , vfcv = d,i)(i) - 1 + i 2 1 - 1 = 0 . 
£ £ 
To avoid this possibility we shall use v v instead of v v, 
where v is the complex conjugate of v, that is, the vector 
obtained by replacing each component of v by its conjugate. 
Thus 
if v = ! then v = ! and 
n n 9 
v v - Y a.a. - £ | a . * 0 if v * 0. 
i-1 1 1 i=l 1 
This technique will be developed fully in Section 10. 
We can now show that symmetric matrices have the desirable 
property mentioned above. 
Theorem 5.4. The eigenvalues of a real symmetric matrix are 
real. 
Proof. Let A be a symmetric matrix whose elements are real 
numbers. Then A1" = A and A = A. If A is any eigenvalue of 
A and v an associated eigenvector we have Av = Av. Multi-
plying on the left by v C gives 
(5.4) v^Av = Av^v. 
Now take the transpose of both sides of this equation and 
then the conjugate. Using the properties of A we get in 
succession 
(5.5) 
v*"Av = AvCv, 
-t. -r-t v Av = Av v . 
Subtracting (5.5) from (5.4) gives 
0 = (A - T ) v C v . 
Since v is an eigenvector it is not zero, and hence, as we have 
seen, vfcv ^ 0. It follows that A = A, and so A is a real number 
(Chapter 4, Problem 2.15(h)). 
In much the same way we can prove another useful property 
of symmetric matrices. f 
,e > v 
Theorem 5.5. Eigenvectors of a symmetric matrix that are 
associated with different eigenvalues are orthogonal. 
Proof. Let AC = A, let A ^ p., and let 
(5.6) Av - Av, 
(5.7) Aw = |j.w. 
Multiply (5.6) on the left by w*" and (5.7) on the left by v C; 
this gives 
(5.8) wfcAv • AwSf, 
t t (5.9) v Aw = pv w . 
If we take the transpose of (5.8) we get 
vfcAw = AvSv, 
and subtracting this from (5.9) gives 
0 = (p - A)vCw . 
Since p ^ A we must have v Cw = 0, that is, v and w are ortho-
gonal . 
From this theorem we can see that the eigenvectors of a 
symmetric matrix have an interesting geometric structure. Let 
A-p t'ie distinct eigenvalues of a symmetric matrix 
A, A^ being a root of multiplicity s^ of the characteristic 
equation. By Theorem 5.4 the A^ are all real, and 
s x + s 2 + ... + s = n, the degree of the equation. With each 
A^ there is associated a vector subspace W r of V m consisting 
of all the eigenvectors of A associated with A^. By Theorem 
5.3, r^ = s^. By Theorem 5.5 any vector in a W r is orthogonal 
i 
to any vector in a W if i ^ j. Now each W , being r.-dimen-
rj ri 1 
sional, has a basis of r^ elements, and by the Schmidt Process, 
we can orthogonalize this basis. We therefore get altogether 
a set of vectors of the following sort: 
V]72'*"''vr ' e i g e n v e c t o r s °f 1' 
v eigenvectors of 
+1' ' ' ' ' vr + +r ' e i-g e n v e c t o r s o f A m-1 1 ' ' " m m 
By the above remarks all r, + ... + r of these vectors are 
orthogonal, and they form an orthogonal basis for the 
(r-^  + . . . + rm)-dimensional subspace spanned by all the eigen-
vectors of A. It is of great importance that r^ + ... -f r = n 
that is: 
Theorem 5.6. The eigenvectors of a symmetric n x n matrix 
span V . 
The proof of this theorem is more elaborate than we wish 
to give in this course; the interested reader can look it up 
in Halmos, loc. cit. 
From the facts that X!r. = n. Zs. = n, and r. = s.. we l ' l ' 1 1 
at once conclude that r^ = s^. That is: 
Corollary 5.2. For a symmetric, matrix the dimension of the 
subspace of eigenvectors associated with an eigenvalue is equal 
to the multiplicity of this eigenvalue. 
Example 5.7. 
A 
f-2 2 2 
2 1 4 
\ 2 4 1 
We find f(A) » A - 27A - 54, and the eigenvalues are 6, -3, -3 
(a) Ax - 6. 
- 2c2 - 2c3 - 0, 
-2c^ + 5c2 - 4c3 - 0, 
-2c1 - 4c2 + 5c3 - 0. 
These reduce to the echelon form 
1 0 -1/2 
0 1 -1 
0 0 0 
giving a solution 
v , - I 2 
1 
 
2 
(b) A 2 - -3. 
-c^ - 2C2 - 2c3 • 0, 
•2c-^  - 4c2 - 4C3 = 0, 
-2c1 - 4c2 - 4c3 - 0. 
Here we have two independent solutions, taking, for example, 
f°\ f-2\ v 2 = 1-1 I , v 3 = I 0 J . However, these are not orthogonal, 
so we proceed to orthogonalize tnem. (For convenience we write 
them as row vectors.) 
r- - Original from 
Digit ized by - O O g l t CORNELL UNIVERSITY 
V = v2 
v3'v2' v , v3 = v3 " 2 
= (-2,0,1) - 1/2(0,-1,1) = 1/2 (-4,1,1). 
Hence we can take as our final orthogonal basis of eigenvectors 
of A the set 
(1,2,2), eigenvalue 6; 
(0,-1,1), (-4,1,1), eigenvalue 3. 
As an application of these results we return to the con-
siderations of Section 4. The matrix M is defined by M = '.TKl!*", 
and so 
M t = (UKU11)11 = ( U ^ K V = UKUC = M, 
that is, M is symmetric, and so is A = M ^. We have therefcre 
exactly three possible cases. 
(1) Three distinct eigenvalues. There are exactly three 
lines through Q, mutually perpendicular, along which F may act. 
to insure that d will be in the same direction. The stiffness ratio 
||F||/|| d||will be different in each of these directions (being 
just the associated eigenvalue of M). 
(2) Two distinct eigenvalues. There is a line through 
Q, and a plane through Q perpendicular to this line, such thar 
if F acts either along this line or along any line in the plane 
then d will be in the same direction as F. The ratio 
lldll/llFll will be the same for all directions in the plane but 
different for the perpendicular line. 
(3) One distinct eigenvalue A. d 
of F. 
AF for all directions 
Problems 
5.1 Problem 4.1 leads to the matrix 
A = x 10 -5 
transforming F into d. Find the eigenvectors of A and 
draw them on a picture of the structure. Do they seem 
physically reasonable? 
Answer: 1 1.67 
1.67 
•1 
5.2 Find the eigenvalues and eigenvectors of 
(a) 4 
3 
12 
4 
(b)/ 
\ 
1 
0 
0 
1 
A 
1 
2/ 
(c) 0 - 2 
2 - 1 
2 - 2 
(d) 
2 1 0 0 
1 2 1 0 
0 1 2 1 
0 0 1 2 
(e) 
/ ° 0 -1 0 1 -2 1 1 2 -1 
2 -2 0 -2 -1 
\ 1 0 -1 -1 1 
\ 2 -2 -1 -2 0 
I 1 
(f) l"2 
1\ 
3l •1 
0 / 
(h) 
/ 1 
-3 
1 
V 1 
•3 1 
1 1 
1 1 
1 -3 
-1 
(i) 3 
- 2 
\ -Dw v Google 
2 
1 
1 
•3 
1 
Answers: (a) 10,(2,1); -2,(2,-1). 
(b) 1,(1,1,0); 2,(1,1,1). 
(c) 0,(1,2,2); 1,(2,2,3); -1,(0,1,1). 
(d) 2±1.618,(1,±1.618,1.618,±1);2±0.618, 
(1,±.618,-.618,+1). 
[Note. In expanding det(AI-A) let A-2 = u 
(e) 0,(1,0,0,1,0); 1,(0,1,-1,0,1); -1, 
(0 , -1 ,1 ,1 ,1) , (0 ,0 ,1 ,0 ,1) . 
(f) 2±i, (l,l±i). 
(g) 1,(1,-1,1); ±i, (?i-l,l,±i). 
(h) 0,(1,1,1,1); -4,(1,1,-1,-1); 4,(1,-1,0,0) 
( 0 , 0 . 1 , - 1 ) . 
(i) -i,ti,-i,i); 1,(1,-1,0), (1,0,-1). 
Find the eigenvalues and eigenvectors of 
(a) The symmetric matrix 
0 0 < M /1 1 0 0 
(a) 0 1 0 0 , (b) 1 0 1 1 0 
0 0 1 0 0 0 1 1 
u 0 0 w 0 0 1 
(d) Generalize (a) , (b), (c) to n x n 
, (c) 
A = 
has distinct eigenvalues 2 and -2. Find an orthogonal 
basis of eigenvectors and the multiplicity of 
each eigenvalue. [It is not necessary to find the 
characteristic function,] 
(b) Do the same for the matrix 
0 3 6 6 \ 
3 8 -2 -2 
6 -2 -4 5 
6 -2 5 -4 i 
whose distinct eigenvalues are 9 and -9. 
A =--0 is an eigenvalue of A if and only if Av = 0 has 
a non-zero solution. Hence show that only singular 
matrices have zero eigenvalues. 
Prove the following facts directly from the definitions 
of eigenvalue and eigenvector. 
(a) If A is an eigenvalue of A and v an associated eigen-
vector, then 
(i) For any scalar c, cA is an eigenvalue of cA, and 
A+c of A + cl, each with associated eigenvector v. 
2 , ^ 2 3 3 (ii) A is an eigem&aafcor of A , A of A , etc., each 
with associated eigenvector v. 
(iii) If A is non-singular, then A ^ is an eigenvalue 
of A ^ with associated eigenvector v. 
(b) If A and B have respective eigenvalues A and p, with 
a common associated eigenvector v, then A+u is an 
eigenvalue of A+B, and Au of AB, each with associated 
eigenvector v. 
Let A = (a-Lj) have the characteristic function 
(5.10) f(A) - det(AI-A) = ... +cn-
If are the eigenvalues of A, not necessaril 
distinct, we have (Corollary 4.3 of Chapter 4) 
f(A) = (A-A1)(A-A2). . . (A-An) . 
n n * 
(a) Show that Y A. = -c, and TT A. = (-l)nc . 
i=l 1 1 i=l 1 n 
(This is a well-known theorem in algebra.) 
n 
(b) Show that det A = (-l)nc = TT*--
n i-1 1 
[Put A = 0 in (5.10). ] 
(c) Show that 
det(AI-A) = (A-a11)(A-a22)...(A-ann) 
+ terms of degree at most n-2, 
n n 
and that therefore Y a.. = -c, = Y A. . 
i=l 1 1 1 i=l 1 
n 
The quantity ^ a., is called the trace of A, 
i=l 1 
abbreviated tr(A). 
10 -2 2 
The matrix 2 -1 0 ] has eigenvalues 0,1,-1 
V 2 -2 k 
What is the value of k? 
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6. Expansion in Eigenvectors. Numerical Computation. 
The importance of Theorem 5.6 resides in the fact that the 
eigenvectors of a given symmetric matrix A can be chosen as an 
orthogonal (or orthonormal) basis of V , and in terms of this 
basis many properties of A can be expressed quite simply. We 
shall consider here only a few such properties. 
Let v p v 2 ' • • •'vn a n orthogonal basis of eigenvectors 
of A, associated with the eigenvalues A p ^ , . . . , ^ respectively, 
that is 
(6.1) Av^ = Aivi, i = 1,...,n. 
Note that the A. need not be all different from one another. l 
Since V p . . . ,vn is a basis, any vector w can be expressed 
in the form 
n 
(6.2) w = a-,v-, + a 0v 0 + ... + a v = Y a.v. . v / 1 1 2 2 n n ^ ^ l l 
Since the v^ are pairwise orthogonal Theorem 3.3 can be used 
to compute the coefficients a^, thus: 
w-v. 
(6.3) a. = , i = 1, . . . ,n. 1 v . • v. l l 
(If the v's are normalized the denominator in (6.3) is 1.) 
From (6.2) we get 
Aw = A Za.v. = Za.Av. , i i l l ' 
and so from (6.1) 
(6.4) Aw = E 
In Chapter 8 equations (6.2) and (6.3), applied to vector 
subspaces of C°°, will be used to develop the theory of Fourier 
Series. (See also Problem 10.5.) For the present we make no 
use of (6.3). However, the passage from (6.2) to (6.4) has an 
interesting geometrical interpretation. If the v's are normal-
ized, the scalars appearing in (6.2) are just the 
components of w with respect to the orthonormal basis of the 
v's (cf. Section 3). Equation (6.4) tells us that referred 
to this basis multiplication by A just multiplies each com-
ponent by the corresponding eigenvalue. Thus the transforma-
tion associated with a symmetric matrix has a simple structure,, 
being a combination of stretchings or shrinkings in a set of 
properly chosen orthogonal directions. We shall return to 
this viewpoint in the next section. 
Equation (6.4) is also the basis of an important method 
of computing eigenvalues and eigenvectors. As was remarked 
in the previous section the direct methods used there are of 
little value if n is large. The method we are about to give is 
not of completely general application but it is easily programmed 
and in many types of problems gives all the needed information 
about the matrix. 
Let A be a symmetric matrix, with the additional property 
of having a dominant eigenvalue, that: is, ore which is greater 
in absolute value than any other eigenvalue. We may call 
this eigenvalue A p so that we have 
(6.5) I i >i j , i = 2,3,...,n. 
By a repetition of the process we used in passing from (6.2) 
to (6.4) we can get 
(6.6) A^w = a-iA^v-, + a0A0^v0 + ... + a A ^v . l i i L L L n n n 
Let us assume that w is so chosen that a-^  ^  0. Then (6.6) 
can be written 
(6.7) A^w = a-^A^k 
a 2 a /A \ k 2 v + + n / n 
V 2 ai A1 n 
From (6.5), 17s 2 | < 1, and so for large enough k, (A2/A^)^ 
can be made as small as we please. Similarly all the terms in 
the brackets beyond the first can be made very small compared 
with the first term. Hence for large k 
(6.8) A kw = a^A-j^v-p 
k 
If we designate the vector A w by w^, and write two successive 
steps of the form (6.8) 
k w k = a 1A 1 V]_, 
wk+l = al Al vl' 
we conclude that 
(6.9) 
This approximation, together with the recursion formula for w^, 
wk+i - W 
wk+i = A w k (6.10) 
gives us a recursive method for determining Furthermore, w k 
Is an approximation to an associated eigenvector. 
Example 6.1. Let 
A = 
2.8 -0.4 
r 0 . 4 2.2 
for which 3, A 2= 2, and we 
can take as eigenvectors 
, ' v 2 = , .51 Z \2 
(Figure 6.1). If we take 
2 
1.5 
W = Vj+ V 2 
then 
w^ = Aw/ = 
5 
2.5 
A-
Jf*'1 
/ 
/ 
/ / ^ ^ / / 1 j | | 
/ 
/ 
^^^ Direction 
of w 1 Q 
Figure 6.1 
= 3v^ + 2V2« 
It is evident from the figure that w-^  tends more to the direc-
tion of v-^  than does w. If we continue the process for nine 
more steps we get 
3 x u ( v 1 + .017v 2 ) 10 r> 
whose direction, indicated in the figure, is very nearly that 
of the dominant eigenvector v-^ . 
(Another geometrical interpretation of this process is 
given in Section 9.) 
In this example we started with known eigenvalues, to see 
the geometric meaning of the process. The next example shows 
how the process can be used to find the dominant eigenvalue and 
associated eigenvector. 
Example 6.2. Assuming that 
has a dominant eigenvalue, find it. 
We pick Wq = w more or less at random. For hand computa-
tion a good choice is a column vector of dominant length, if 
there is one. Writing the w's as row vectors for convenience 
we get by successive multiplication by A: 
k w, k3 
0 
1 
2 
9 
2 
7 
29 
1 
4 
16 
65 
2 36 
3 146 
4 591 
5 2393 
6 9689 
117 
474 
1919 
7770 
263 
1065 
4312 
w 5 = 2393(1,0.80192,0.44505). 
w 6 = 9689(1,0.80194,0.44504). 
Hence ^ = 9689/2393 - 4.049. Also, = (1,0.8019,0.4450) is 
the associated eigenvector. 
Comment 1. Since we are interested only in the ratios cf 
successive w's we can divide by any scalar at any stage of the 
process. This device can be used to keep the numbers within 
bound and to enable us to tell when we have reached the desired 
accuracy. Suppose, for example, we want A^ correct to two 
decimal places. We proceed as above, but at each step divide 
w, by a scalar so as to reduce w, -, to 1. This gives: 
k r-l wk2 wk3 
0 2 2 1 
1 1 0.5 
1 4.5 3.5 2.0 
1 .778 .444 
2 4.000 3.222 1.778 
1 .806 .444 
3 4.056 3.250 1.806 
1 .801 .445 
4 4.047 3.246 1.801 
1 .802 .445 
Evidently we can stop here, with A^ = 4.05, v = (1, . 80, . ^ 5) . 
Comment 2. For the critical equation (6.7) to hold,it 
was necessary that the v-^-component of w, a-^ , be different from 
zero. However even if we were so unfortunate as to pick a Wq 
for which a-^  = 0 the round-off errors in computations like the 
above would be almost certain to introduce such a component, 
and the computation, after a slow start, would eventually con-
verge to the desired value. 
Comment 3. The rate of convergence of the computation is 
determined by the maximum of Ia^/A-jJ for i > 1. Convergence 
is essentially like that of a geometric series with this as the 
ratio. The fact that our example gave an accuracy of about 
.0005 in six steps indicates that, to an order of magnitude 
6 
- .0005, or |A2| = 1, 
if A 2 is the eigenvalue of next largest absolute value. 
Even if this method of repeated multiplication gave only 
the dominant eigenvalue it would be of use, for in many types 
of problems (vibration problems, for example) only the dominant 
eigenvalue is needed. However, having found A-^  and v^ we can 
easily modify the matrix A so as essentially to remove A-^  and 
leave the remaining eigenvalues for independent consideration. 
Theorem 6.1. Let vi> v2>"'' , Vn a n orthogonal set of eigen-
vectors of a symmetric matrix A, with associated eigenvalues 
A p A 2 , . . . ,A . In particular let||v^|| = 1. Define the matrix 
B by B = A- Then B is symmetric and has the eigen-
vectors v-,,v9,...,v with the associated eigenvalues 0,A9,...,A 
Proof. 
o 
I-S 
(i) ^ = (A - A ^ v ^ ) * = A c - A 1(v 1v 1 t) t l vl vl ' " l v vl vl 
l V l ' = A - A, v, v, =» B, 
so B is symmetric. 
(ii) Bvj_ = (A -
= Av1 - A 1(v 1v 1 t)v ] 
= A 1v 1 - ^ 1 v 1(v 1 tv 1) 
= A l V l - AlV]L 
= 0v1: 
t 1 ii 2 
since v^ v^ = f| v-, || = 1. Hence 0 is an eigenvalue of B with 
associated eigenvector v^. 
(iii) £v2 = (A - ^ 1 v 1 v 1 t ) v 2 
= Av 2 - A 1(v 1v 1 t)v 2 
- A 2V 2 - A 1v 1(v 1 tv 2) 
jf " A2v2' 
since v~l~v2 = 0 by orthogonality of the eigenvectors. Hence 
v 2 is an eigenvector of B with associated eigenvalue A2, and 
the same argument will obviously hold for v3,...,vn. 
0! O 
If our given v^ is not normalized we can either normalize 
it, that is replace it by , or modify the definition 
of B by taking 
A-
B = A - t 
V1 V1 
V1 V1 
Example 6.2, continued. We have 
v-l = (1,0.8019, 0.4450), ^ = 4.049, ^ A ^ ^ - 2.199. 
Hence 
2 2 1 \ / 1 
B = | 2 1 1 - 2.199 j 0.8019 J (1, 0.8019, 0.4450) 
1 1 0 / \ 0.4450 
2 2 / 1 0. 8019 0. 4450 
2 1 1 - 2.199 1 0.8019 0. 6430 0. 3568 
1 1 0 J 1 Y 0.4450 0. 3568 0. 1980 
199 .237 .021 \ 
• 237 - .414 .215 
021 .215 .435 / 
To find the dominant eigenvalue of this matrix we take the 
middle column as w . o 
0 
1 
2 
3 
4 
w. kl 
237 
593 
633 
658 
w k2 
- .674 
{ j , o o ( 
- .414 
-1.747 
1.155 
-1.948 
1.315 
-2.07 7 
1.418 
-2.155 
1.480 
-2.196 
w. k3 
.215 
0.907 
-0.748 
1 . 2 6 1 
-0.945 
1.493 
-1.074 
1.632 
It is evident that the process is converging slowly, in-
dicating that the two remaining eigenvalues do not differ much 
in absolute value. Completion of the computation (by machine!) 
gives Finally, we find A^ = -.357; since 
|A^/A21 > -5 the slowness of the convergence is explained. 
The repeated multiplication process is not affected if the 
dominant eigenvalue is multiple, but it does break down if there 
is no dominant eigenvalue, that is, if A 2 = -A^ and all other 
eigenvalues are of smaller absolute value. Even if A^ is 
dominant the process can converge too slowly to be useful, 
when |A2^il v e r y close to 1. There are ways of generaliz-
ing the method to cover such cases, but on the whole they are 
complicated and difficult to apply. A good reference for 
various methods and their generalization is L- Fox, An 
_• irjur.-i on to Numerical Linear Algebra, Oxford University 
Pre.,.., V jrk, 1 9 6 5 , Chapter 9 . 
Some of these methods can also be extended to non-symmetric 
matrices. In particular the repeated multiplication method will 
work equally well for any matrix that has a dominant eigenvalue. 
Problems 
6.1 Find to one decimal place the dominant eigenvalue and 
associated eigenvector of each of the following matrices, 
using the method of repeated multiplication: 
(a) 
Answers: 3.6, (1.0, 1.3); 1.5, (1.2,1.0,1.5); 
2.5, (1.0, -2.9, 1.5). 
/ 1 - 2 2 \ 
6.2 The eigenvalues of -2 2 0 are integers. Find them 
\ 2 0 0 / 
by the repeated multiplication process and use of Theorem 
6 . 1 . 
6.3 The dominant eigenvalue of the matrix in Problem 6.1(c) 
is A-, • 2.532. Using the results of Problem 5.7 show 
m o that and A 3 satisfy the equations 
4-> " 
j A 2 + A 3 - 0.468, A 2 A 3 = -1.185 
3 3 
f and solve these for A2 and A3 accurate to three decimal 
g places. 
(D 
1= Answer: 1.3^8, - 0.880 U c 
f 6.4 From equation (6.4) it follows that if a symmetric matrix 
o 
4-> | C has all its eigenvalues equal to zero then Cw = 0 for 
•M 
•M 
< 
c 0 
E 
1 application of Theorem 6.1 show that any symmetric matrix 
> is A can be expressed in the form 
1- n s o t A = YZ A . v. v. ^—• n t t i-1 1 1 1 
where vi»-*-Jvn are an orthonormal basis of eigenvectors 
and A^,...,A the associated eigenvalues. 
ai U 
cn 
iH 
00 
ai 
ai c 
ai U 
6.5 Using the notation and assumptions at the beginning of 
this section, show that 
wCAw = V A . (a.llv.ll)2. 
i=l 1 1 1 
In particular, if the v^ are orthonormal, 
tA V , 2 
J Aw = ) A. a. . 
i=l 1 1 
w 
6.6 If the n x n matrix A has n independent eigenvectors u w 
v1s...,v with the associated eigenvalues A-, , . . . ,A , x n x n 10 10 
show that 
P 
(a) The matrix A - has eigenvectors v p • • • > v n 
5 with the associated eigenvalues 0 , A 2 ~ A -pA 3 - A , . . 
| (b) The matrix (A- A^I) (A-A2I) has eigenvectors 
f with the associated eigenvalues 0, 0, ' 
1 •••,(An-A1)(An-A2). <D 
u c 
z (A-A2I) • • • (A-A I) is the zero matrix. 
o 
J (d) Do you see any analogy between (c) and the 
-M 
-M < 
g characteristic equation f(x) = 0 of A? o £ E 5 (D 
\ 
A - A , : n 1 
n 
4-> rc 01 1 1 U A - 1 0 -1 1-S O V 2 -1 0 
(a) Find the eigenvalues of A exactly, by solving the 
characteristic equation. 
(b) Starting with w q = (-1,-1,2), carry out five steps 
of the repeated multiplication process to get estimate: 
for an eigenvalue and its eigenvector. In what way-
do your estimates agree with the results of (a)? 
6.8. The dominant eigenvalue of 
/ 1 0 -1 
A = 0 1 0 
V -1 0 1 
is 2, and an associated eigenvector is (1,0,-l). Apply 
Theorem 6.1 and use three steps of the repeated multi-
plication process to obtain an estimate of the next 
eigenvalue and its eigenvector. 
6.9. Write a program to compute the dominant eigenvalue and 
eigenvector of a matrix A (assuming that A has a 
dominant eigenvalue. 
Note. The method described and illustrated above for 
finding eigenvalues and eigenvectors is readily programmed for 
machine computation, with one modification. The device used 
in Comment 1 on Example 6.2 is not convenient for machine use 
since the component one chooses to divide by may turn out to 
approach zero. Instead of using this method to compare suc-
cessive values of w it is more convenient, though involving 
slightly more arithmetic, to normalize w at each step. We can 
then compare successive values of normalized w, component by 
component, and stop the process when the maximum change for any 
component is sufficiently small. 
Thus the repetitive process goes as follows: 
z = cu 
b = max |w^ + z^| 
1=1, • • •,n 
d = min(a,b) 
w = z 
and repeat until d is less than some prescribed <£* . 
[Note. If A > 0, z becomes nearly equal to w, and a 
becomes small. If A < 0, z becomes nearly equal to -w, and 
b becomes small. In either case d becomes small.] 
An approximate value of A is then obtainable by computing 
w.Aw. For since w is an approximate eigenvector and w.w = 1 
we have w.Aw = w.Aw = Aw«w = A. 
6.10. Extend the program of the previous problem to compute all 
the eigenvalues of a symmetric matrix, using Theorem 6.1. 
7. Change of Basis. 
Let us consider, briefly, the abstract point of view 
mentioned near the beginning of Section 5. If V is any 
vector space and L any linear transformation from V to V we can 
consider the problem of finding the eigenvalues A and eigen-
vectors v that satisfy 
(7.1) Lv = Av. 
From this statement of the problem it is evident that the eigen-
values and eigenvectors of a linear transformation have a mean-
ing independent of any algebraic devices used for computing 
them. 
If V has finite dimension n we can introduce a set of n 
basis vectors, in terms of which v is represented as a column 
vector v and L as a matrix A, so that the abstract equation 
(7.1) assumes the familiar form 
(7.2) Av - Av. 
If a different basis for V were chosen the same abstract vector 
v would be represented by a different vector v1 and the trans-
formation L by a different matrix A1. Our argument in the 
previous paragraph then assures us that 
(7.3) A*v1 = Av' . 
It is instructive to relate this situation to the material 
>C 
More formally, we set up an isomorphism between V and V n in 
which v <—»v. (See Theorem 8.2 of Chapter 2.) 
on change of basis developed in Section 15 of Chapter 2. There 
we found that the relation between two bases in the same 
space V can be described by a non-singular matrix C, such that 
for two representatives v and v1 of the same abstract vector 
v we have 
(7.4) v» = Cv. 
Also, the two representative matrices A and A1 of the same 
linear transformation L are related by 
(7.5) A' = CAC"1. 
From these relations we can give an independent derivation of 
(7.3) from (7.2), as follows: 
A'v' = CAC"1Cv = CAv = CAv = ACv = Av1 . 
This algebraic argument merely confirmed what we already 
knew, but similar arguments can give us useful additional in-
formation that might be very hard to get from a purely abstract 
approach. One such bit of information is the following. 
Theorem 7.1. If C is non-singular then A and CAC ^ have the 
same characteristic equation. 
Proof. First we note that 
AI-CAC"1 = C(AI)C"1-CAC"1 = C(AI-A)C_1. 
Hence 
det(Al-CAC_1) = (detC)[det(AI-A)](detC-1) 
= (detC)[det(AI-A)](detC)"1 
= det(AI-A). 
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This theorem tells us that not only the values of the >,' s 
but also their multiplicities are independent of the choice of 
basis. 
Example 7.1. Making up an example. 
We want a simple, but non-trivial, matrix with eigen-
values 1, 1, 2. The simplest is obviously 
To make this more interesting, without changing the eigenvalues, 
we replace it by CAC \ choosing C as some matrix with detC = 1 
to avoid fractions. (cf. Problem 14.7 of Chapter 2.) An easy 
way to do this is to start with C = I and apply elementary row 
and column operations of Type (ii), (Definition 11.1 of Chapter 
2). With 
/I -1 1\ / 0 1 
C = 1 0 1 we get CAC = -1 2 
\ 0 -1 1/ \-l 1 
This is how Example 5.4 was constructed. 
In this example we started with a diagonal matrix, for 
which the diagonal elements are obviously the eigenvalues, and 
by a change of basis put it in a more complicated form. We 
shall now show that the reverse process can in some cases be 
carried out, thus giving us at least a partial answer to a 
question raised on page 2.163, namely Question B: Can we 
choose a basis for which a given matrix A has a particularly 
simple form? The partial answer is the following. 
Theorem 7.2. If A has n independent eigenvectors, and if these 
eigenvectors are taken as a new basis, then the corresponding 
matrix A1 will be a diagonal matrix with the eigenvalues as 
the diagonal elements. 
Proof. If the eigenvectors are taken to be the basis, then 
with respect to themselves as basis they are represented by 
the column vectors 
1 
0 
» _ v, 
0 
If A' = (a..') we find that 
» 
all 
0 
1 
0 
0 
etc. 
a ' ' A v-^  
I A, \ 
'21 
3nl 
A , v n 
and so a 11 - A 1 , a 2 1 = a 
ination of the other v| gives 
A = 
\ 
0 
nl 
0 
' A 
= 0. A similar exam-
If we want the matrix C that effects the change of basis, 
this also is easily obtainable. If v-^ , . . . ,v are the eigenvector 
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of A, then C has the property that v^' = Cv^, or v. = C 
By an argument similar to the one above, this last equation 
tells us that v^ is the i-th column vector of C Thus C \ 
and hence C, is determined. 
We have seen (Theorem 5.6) that a symmetric matrix has n 
independent eigenvectors, and so every symmetric matrix is 
diagonalizable. The following theorem,often useful in itself, 
enables us to identify another class of diagonalizable matrices. 
Theorem 7.3. If v p • • • > v m a r e eigenvectors of A whose eigen-
values a r e distinct, then V p . . . ,v are independent. 
Proof. Suppose that v p • • • > v m a r e dependent. Then (Corollary 
6.1 of Chapter 2) one of them, say v k, is a combination of the 
previous ones V p . . . >vk-]_> 
(7.6) v k - ai vi + + V l V l » 
We may take k to be the smallest subscript with this property, 
so that vp•••> vk-i a r e independent. If we multiply both sides 
of (7.6) by A we get 
(7.7) A kv k - A 1a 1v 1 + ... + \_l ak-l vk-l ' 
Multiplying (7.6) by A k and subtracting from (7.7) gives 
0 = (A 1"\) a 1v 1 + (A2-Ak)a2v2 + ... + (\_r\) ak-l Vk-l-
Since •••>vk_i a r e independent vectors, this relation implies 
that 
( W a i = < W a 2 - ••• - < V r \ ) a k - i - °> 
and since all the 'A^ 's are distinct this in turn implies that 
al = a2 " = V l = 
and hence, from (7.6), that v^ = 0. But this contradicts the 
fact that v^ is an eigenvector and hence non-zero by definiticr. 
Thus our supposition that v^5*-->vm a r e dependent is false. 
If we apply this theorem to the particular case m = n we 
see that any matrix with n distinct eigenvalues has n independev 
eigenvectors and is therefore diagonalizable. 
That there exist matrices that are not diagonalizable is 
easily shown by an example. The simplest example is probably 
A 4 
0 1 
0 0 
A has only the one independent eigenvector ^q ) . Since a 
diagonal matrix a' always has the two independent eigenvectors 
and , it follows that A cannot be reduced to A1. To 
give a complete answer to Question B we would have to consider 
such matrices as A and see if they can be transformed into some 
simple form other than the diagonal one. This can be done, 
leading to the so-called Jordan Canonical Form, but the pre cess 
is far from simple. The interested student is referred to 
Halmos. loc. cit, 
Problems 
1 Taking A to be Che matrix 
,/0 - 2 2\ 
\2 -2 1 ' 
of Problem 5.2(c) construct the matrix C for which CAC 1 
is in diagonal form, and test your value of C by evaluating 
CAC"1. 
2 Show by direct calculation that there are no values of 
a,b,c,d,\,i such that 
/a b\ f 0 1\ /a b\ ~l = ( A 0\ 
U d) \0 0/ [c dj [o p.]' 
[Hint. cf. Problem 14.4 of Chapter 2.] 
3 Prove that if either A or B is non-singular then AB and 
BA have the same characteristic function. 
[Hint. BA = B(AB)B"1 if detB t 0.] (This is also true if 
both £ and B are singular, but a different proof is needed.) 
It: follows that tr(AB) = tr(BA). Prove this directly from 
the definition of trace in Problem 5.8. 
- 5 .86a -
7.4 Let A and B be n x n matrices each having n distinct 
eigenvalues. 
(a) Prove that A and B commute (i.e., AB = BA) if and 
only if they are simultaneously diagonalizable, that is, 
(b) Prove that A and B commute if and only if they 
have the same eigenvectors. 
8. Orthogonal Transformations. 
In Chapter 2 we saw that the basic properties of a vector 
space, addition and multiplication by scalars, were preserved 
under linear transformations. That is, for any linear trans-
formation L we have 
there exists a non-singular matrix C such that CAC 
and CBC-"*" are both diagonal matrices. 
-1 
-1 
L(v + w) » Lv + Lw, and L(cv) • c(Lv). 
We are now considering vector spaces in which an inner product 
is defined, and we naturally want to pay special attention to 
those transformations that preserve inner products, that is, 
transformations L for which 
Such transformations are called orthogonal transformations 
since in particular they preserve orthogonality relations. 
They also preserve length, that is, IlLvll « ||vll; thio follows 
from (8.1) by taking u « v. 
The theory of orthogonal transformations is concerned 
almost completely with the case in which the vectors v and the 
transformed vectors w • Lv are regarded as lying in the same 
vector space V. In other words, we consider only transforma-
tions of V into itself. We are thus entitled to write such 
expressions as v-(Lv) or to consider the eigenvalue problem 
Lv = Av. 
As usual, we restrict out considerations to the finite 
dimensional case, assuming that an orthonormal basis has been 
chosen in V, in terms of which vectors can be represented as 
n x 1 matrices and linear transformations as n x n matrices. 
A matrix representing an orthogonal transformation is called 
an orthogonal matrix. 
Example 8.1. Problem 9.2 of Chapter 2 consisted in showing 
that the linear transformation L in V 9 defined by 
( 8 . 1 ) (Lu)•(Lv) = u-v. 
x-^cosQ - X2sin0 = y^ 
x^siriG + X2COS0 a x 
is a rotation of the vector 1 I x2 j 
Figure 8.1 
Hence if u and v are two vectors making an angle cp, 
through an angle 0 into the vector 
i a > 
it follows that Lu and Lv also make an angle cp (Figure 8.1). 
We also have ||u|| = ||LuJ| and ||v|| = ||Lv||, since the length of a 
vector is not changed by a rotation. Therefore 
(Lu) • (Lv) = ||Lu|j ||Lv|| coscp 
= ||u|| II"V|| coscp = u-v. 
Thus a rotation in a plane is an example of an orthogonal trans-
formation, and cos0 ) a n orthogonal matrix. 
The following theorem gives the basic algebraic character-
ization of an orthogonal matrix. 
Theorem 8.1. A matrix R is orthogonal if and only if RCR = I. 
Proof. The condition for R to be orthogonal is that 
(8.2) (Ru)•(Rv) = u-v 
for all vectors u and v. (8.2) can be written in matrix form as 
(8.3) (Ru)t(Rv) = u'v 
or 
(8.4) t Dt D tT u R Rv = u lv 
or, finally, 
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Obviously if R R - I = 0 then (8.5) is satisfied for all u and 
v. Hence if R CR = I then R is orthogonal, which proves half 
the theorem. 
To prove the other half we introduce the base vectors 
el'"'''en' ei c o m P o n e n t equal to 1, with all other 
components zero. For any matrix A = (a-jj ) it i s easy to check 
that e^tAej = • Now assume that R is orthogonal. Then 
(8.5) holds for all choices of u and v; hence in particular 
for u = e., v = e.. It follows that the ii-th element of RfcR -i J J 
is zero, and since i and j are arbitrary all elements are zero. 
Hence R CR = I, which proves the other half of the theorem. 
Example 8.2. In Example 8.1 we saw that a rotation in V 2 is an 
orthogonal transformation. Now we shall proceed in the opposite 
direction and see what we can say in general about an orthogonal 
transformation in V2- Such a transformation must have a matrix 
R = 
a b 
c d 
for which R R = I; i.e. 
2 2 a + c 
ab + cd 
ab + cd 
2 2 b Z + d 
( 1 
V 0 I 1 
Hence 
a 2 + c 2 = 1, b 2 + d 2 = 1, ab + cd = 0 . 
2 2 Since a + c = 1 we can set 
a = cosQ, c = siri 0, 
and similarly 
d = coscp, b = sincp . 
Then ab + cd = 0 becomes 
sincp cos0 + coscp sin0 = 0, 
or 
so that 
sin (cp + 0) = 0; 
cp = - 0 o r c p = 7 r - 0 . 
If rp = - 0 then d = a, b = -c; and 
(8.6) 
If cp = tt - 0 we get 
(8.7) /cos0 sin0 
R = R_ = 
\ sin0 -cos0 
Thus any 2 x 2 orthogonal matrix has one of these two forms. 
The transformation w = R+v is a rotation through an angle 0; 
the transformation w = R_v can be obtained by first reflecting 
in e-^  and then rotating through angle 0. (See Figure 8.2.) 
1 
Figure 8.2 
Many important properties of orthogonal matrices follow 
as corollaries to Theorem 8.1. 
Corollary 8.1. An orthogonal matrix R is non-singular, and 
R"1 - R C. 
Corollary 8.2. The transpose of an orthogonal matrix is 
orthogonal. 
Corollary 8.3. The determinant of an orthogonal matrix is 1 
or -1. 
Proof. If RfcR - I then 
Corollary 8.4. The product of orthogonal matrices is orthogonal. 
Proof. If Q, R, S are orthogonal, then 
(det Rt)(det R) - det I - 1. 
Since det R C «• det R, we get 
(det R)2 - 1, or det R - ±1 . 
(QRS)t(QRS) = StRtQLQRS n ^  
= StRt(QtQ)RS 
= StRtIRS 
= St(RtR)S 
= StIS 
^  
I . 
The argument obviously works for the product of any number of 
factors. 
The general structure of an orthogonal matrix is shown bv 
the following theorem. 
Theorem 8.2. The column vectors of an orthogonal matrix form an 
orthonormal set. Conversely any square matrix whose column 
vectors form an orthonormal set is orthogonal. 
Proof. If v^ is the i-th column vector of a matrix R then the 
ij-th element of RtR is easily seen to be v. .v.. The theorem 
follows readily from this observation. 
CorolLary 8.5. The above theorem holds also for row vectors. 
This follows from Corollary 8.2. It leads to the unex-
pected conclusion that if the column vectors of a square u.atrix 
are an orthonormal set so also are the row vectors. 
In Section 7 we also encountered a matrix made up of 
specified column vectors. There we found that if the columns 
of C ^ were independent eigenvectors of a matrix A, then CAC ^ 
was a diagonal matrix with the eigenvalues of A as i ts diagonal 
* J 
elements. Now if A is symmetric it has an independent set of 
n orthogonal eigenvectors (Theorem 5.6 and preceding material) 
and these can be made orthonormal by dividing each one by its 
length. It then follows from Theorem 8.2 that the C - 1 with 
these column vectors is an orthogonal matrix R, and hence 
C = R ^ = RC. We have therefore proved 
Theorem 8.3. If the column vectors of R are an orthonormal 
set of eigenvectors of a symmetric matrix A, then R is ortho-
gonal and RtAR is a diagonal matrix with the eigenvalues of A 
as diagonal elements. 
This theorem does not assist us directly in computing 
eigenvalues, since we need to know the eigenvectors before we 
can form the matrix R. It serves, however, as a guide in a 
useful method that enables us to approximate all the eigen-
values of a matrix at the same time. We conclude this chapter 
with a description of the method and an indication, without 
precise proof, of why it works. 
Consider first a 2 x 2 symmetric matrix 
- a : ) -
We have seen in Example 8.1 that one type of orthogonal trans-
formation is the rotation 
/cos9 -sin9\ 
R -
Vsin9 cos9 / 
If we compute RtAR we get a matrix 
Vb* c' 
where, in particular 
b' = b cos20 - 2Z9. sin20 . 
If A is not already in diagonal form we have b ^ 0, and so if 
we choose 0 from 
cot20 = ^ 
we will have b' = 0 ; that is B will be in diagonal form, its 
diagonal elements will be the eigenvalues, and the rows of R 
will be the associated eigenvectors. 
Next consider the case n = 3. For definiteness we will 
use the specific matrix of Example 6.2, namely 
2 2 1 
We try the above trick to eliminate the off-diagonal elements, 
beginning with the largest. That is, we take 
cos0-^ -sin0^ 0 
R^ = I sin0-^ cos0^ 0 
0 0 1 
In forming RtAR the upper left 2 x 2 block will be affected just 
as in the case above. We get 0^ from cot20-^ = 1/4, which gives 
sinQ^ = .615, cosQ-^ = .788. Straightforward computation then 
gives 
Here cot202 •= (3.56 - 0)/2.80 - 1.271, sin02 = .327, cos02 = . 
/ 4.04 .06 0 \ 
A 2 - R 2 tA^R 2 - .06 -.56 .16 . 
\ 0 .16 -.48 / 
At first we seem to be getting nowhere, for introducing 
new zeros destroys the ones we already had. But on the whole 
the off-diagonal elements seem to be getting smaller, and this 
can be shown always to be the case in the following sense: at 
each step the sum of the squares of the off-diagonal elements 
is decreased by the squares of the elements that are replaced 
by zeros. Because of this behavior the process converges to 
the limit in which all off-diagonal elements are zero, and one 
can make an estimate as to how many steps will suffice to get 
within any desired approximation of this limit. If one takes 
stages then 
Now we go after the 1.40 element, using 
A 
has (to within this approximation) the desired diagonal struc-
ture and the columns of 
R = R-I RN . . . R 1 R 1 2 m-1 m 
are the eigenvectors. 
This method is not well suited for hand computation but 
it works quite well on a machine. It is known as the Jacobi 
Method. 
Problems 
8.1 Show that the following matrices are orthogonal: 
/ 2/3 2/3 1/3 \ / 1 / 2 1/2 1/2 l / 2 \ 
R = 1/3 -2/3 2/3 , f 1/2 1/2 -1/2 -1/2 
\2/3 -1/3 -2/3/ H = l 1/2 -1/2 1/2 -1/2 
\ 1/2 -1/2 -1/2 1/2 / 
8.2 Show that the matrix R above has the eigenvector (3,1,1) 
with the associated eigenvalue 1. What does this suggest 
about the geometric nature of the transformation w = Rv? 
Can you prove your conjecture? 
8.3 (a) Prove that transformation (8.6) is a rotation through 
angle 0. [Hint. Use the polar forms x = r cos(3, y = r sin(3. 
(b) Prove that transformation (8.7) is a reflection 
q 
in the line through the origin making an angle of 
with e-p [One way of attacking this is to find the eigen-
values and eigenvectors of R_.] 8.4 Prove that if u is a unit vector then the matrix 
A = I - 2uu^ is both symmetric and orthogonal. 
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Use Theorem 8.3 to prove that if a symmetric matrix A 
has no negative eigenvalues then there is a symmetric 
2 t matrix C such that C = A. [Hint. If R AR = D is a 
2 
diagonal matrix then D has a square root, i.e., D = E , 
where E is also a diagonal matrix. Take C = RER1".] 
Prove that a real eigenvalue of an orthogonal matrix R 
is either 1 or -1. 
[Hint. Apply Theorem 2.2 and the property ||Rv|| = ||v\i 
to Rv = Av.] 
For complex eigenvalues see Problem 10.3. 
(a) Prove that if S is both orthogonal and symmetric 
2 
then S = 1 , and every eigenvalue of S is either 1 or -1, 
(b) Show that any such matrix S is of the form RtJRi 
where J is a diagonal matrix with ±l's on the diagonal, 
and R is any orthogonal matrix. 
(c) Obtain symmetric orthogonal matrices (not diagonal) 
by taking the R in (b) to be the R and the H of Problem 8.1, 
Let R be a 3 x 3 orthogonal matrix. The characteristic 
equation of R is then of odd degree and so has a real root., 
which by Problem 8.5 is either 1 or -1. Suppose it is 1. 
and let v-^  be an associated eigenvalue. If u is any 
vector in the plane orthogonal to v-^  show that Ru is also 
in this plane. Hence R effects an orthogonal transforma-
tion in this plane, and so Example 8.2 applies. Using 
these facts describe geometrically the transformation 
Rv = w (there are several possibilities). 
Do the same, supposing the real root to have been -I. •ngiiizeo oy V j * CORNELL UNIVERSITY 
9. Quadratic Forms 
Several times in this chapter we have had occasion to con 
sider expressions of the type vtAv, where A is a symmetric 
matrix and v a vector. Such an expression is called a quad-
ratic form. If we regard the elements of A as constants and 
those of v as variables x-^ , X2, . . . , xn, then v^Av is a homo-
geneous second-degree polynomial in the x's - hence the name.* 
Conversely any such polynomial can be expressed as vCAv, for 
example 
0 2 , 2 2 xl + x2 + 2 x ^ 2 - x9x^ = v Av, 2 3 
where 
v = 
/ Xl\ 
x 2 
\ X J 
A = 
Quadratic forms arise in a variety of ways, one of the 
most important being from consideration of work done on a 
vriechanical system. In Section 4 the relation F = Md was de-
rived for the connection between a force F on a certain type 
of structure and the resulting displacement d. The work done 
the structure by the displacement d is then W = d-F, or 
W = d^Md. We saw that M is a symmetric matrix, so W is thus a 
quadratic form in d. 
In general, a form is simply a homogeneous polynomial, but 
new-a-days this word is commonly used only in certain special 
cases. 
This simple example is typical of a wide class of physical 
systems, the so-called "conservative systems in equilibrium'1 
(see Karman and Biot, Mathematical Methods in Engineering, 
McGraw-Hill Book Co., New York, 1940, Chapter V). The work 
done on such a system by a small displacement (which may in-
volve changes in several mechanical, electrical, hydraulic, 
etc. components), represented by an n-component vector v, is 
given by W = vtAv, where A is an n x n symmetric matrix 
associated with the system. If the system is in stable equi-
librium the value of W will be positive for any displacement 
d (assuming, of course, that d ^ 0). We are thus led to intro-
duce some definitions. 
Definition 9.1. A symmetric matrix A and its associated quad-
ratic form v ^ v are said to be 
(a) Positive definite if vCAv > 0 for any v ^ 0; 
(b) Positive semi-definite if vfcAv = 0 for any v; 
(c) Indefinite if there are v and w such that vCAv > 0, 
One can also define negative definite and negative semi-
definite in analogy with (a) and (b). 
An important connection between these concepts and the 
eigenvalues of the matrix is an immediate consequence of Prob-
lem 6.5. 
Theorem 9.1. A symmetric matrix is (a) positive definite, 
(b) positive semi-definite, (c) indefinite, according as 
(a) all its eigenvalues are positive, 
(b) none of its eigenvalues are negative, 
(c) it has both positive and negative eigenvalues. 
Proof. Let v^,...,vn be an orthonormal basis of eigenvectors 
of the symmetric matrix A, with associated eigenvalues A p . . . ,An 
As in Section 6 we have for any vector v, 
n n 
v = a. v. , A v = V" A . a. v. . 
i-1 1 1 i-1 1 1 1 
Then,as in Section 3, 
t n ? (9.1) v Av = v A v = [ A . a / . 
i=l 1 
2 
(This is the statement of Problem 6.5.) Since a^ > 0 if 
a^ ^ 0, the statements of the theorem follow at once from this 
relation. For if no A^ < 0, vCAv can never be negative; if 
in addition no L = 0, vCAv can be zero only if every a^ = 0, 
that is, v = 0. And if A > 0, A < 0 then v tAv > 0, p ' q p p v CAv < 0. 
q q 
One might propose to use this theorem to determine whether 
or not a given symmetric matrix is positive definite, but in 
any but the most trivial cases the work involved in determining 
the eigenvalues would be formidable. Fortunately there is a 
much simpler criterion, namely: The symmetric nxn matrix 
A = (a^j) is positive definite if and only if the following 
n inequalities are true, 
lll > 0, 
all a12 
a21 a22 
all a12 a13 
> 0, a21 a22 a23 > 0,. . , det 
a31 a32 a33 
This is known as the Routh-Hurwitz criterion. For its proof 
the reader is referred to G. Hadley, Linear Algebra, Addison-
Wesley Publishing Co., Reading, Mass., 1961. 
In terms of quadratic forms we can get nice geometric in-
terpretations of the eigenvalues and eigenvectors of a symmetri 
matrix, of the transformation Av = w, and of the computational 
process of Section 6. Consider the case n = 2 and let 
v = 
. A - l b c 
t 2 2 Then v Av = ax + 2bxy + cy . We consider the locus defined 
by vCAv = 1. This is a curve C in the xy-plane, and being of 
second degree is a conic or some degenerate form of a conic. 
The point of C in a direction determined by a unit vector u is 
found by setting v = ku and solving (ku)tA(ku) = 1 for k. We 
get k = , provided uCAu > 0 . If A is positive definite 
u Au 
this condition is satisfied for any u, and it follows that C 
is an ellipse (Figure 9.1a). If A is indefinite we get inter-
sections for some values of u but not for others, and in this 
case C is a hyperbola (Figure 9.1b). 
To get an interpretation of the linear transformation 
Av = w we must consider the tangents to C. If we think of C. 
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Figure 9.1b 
as the path of a moving particle whose coordinates (x(t), y(t)) 
are functions of time then (cf. Thomas, Section 12-5) the 
velocity vector, which is tangent to C, is v * (^Aj , where 
the dot indicates differentiation with respect to time. Now differ-
entiate with respect to time the equation 
2 2 ax + 2bxy + cy = 1 
of C. Dividing by 2 gives 
afcx + b£y + byx + cyy = 0, 
x(ax + by) + y(bx + cy) = 0, 
or finally, in matrix form, 
v ^ v • 0 
Geometrically, this says that Av is perpendicular to the 
line tangent to C at the tip of v (see Figure 9.1). In par-
ticular, if v is an eigenvector of A then v and Av have the same 
direction, and so an eigenvector of A which intersects C is 
normal to C. The eigenvectors are therefore identified with 
the axes of the conic C. How about the eigenvalues? If 
Av = Av and v*"Av = 1, then Av*"v =» 1, or ||v|| = A Hence 
the half-length of the axis is the rec iprocal square root of 
the associated eigenvalue. 
It is now easy to see what is happening in the repeated 
multiplication process of Section 6. Starting with a vector 
successive vectors approach the 
minor axis, that is, the axis 
associated with the maximum 
w^ = • • • , except for scalar 
multipliers, we get the situa-
tion shown in Figure 9.2. The 
w,, and letting w 9 = Aw 
~ Aw 
Figure 9.2 
eigenvalue. 
These geometric considerations can be extended to values 
of n greater than 2. For n = 3, v*"Av = 1 is the equation of a 
quadric surface Q, which is an ellipsoid if A is positive 
definite. The vector Av is perpendicular to the plane tangent 
to Q at the tip of v. The eigenvectors of A are the axes of Q, 
larger values of n we can only proceed by analogy but the geo-
metric language is still illuminating at times. For indefinite 
matrices the picture gives no information about those vectors 
that do not intersect Q - in particular an eigenvector associated 
with a negative eigenvalue has no simple distinguishing property. 
All-in-all one must accept these geometric interpretations as 
no more than what they are, aids to the understanding and possible 
prediction of algebraic properties. In the final analysis the 
proofs must be carried out by algebra. 
A standard problem in analytic geometry is that of changing 
axes so that the equation of a given conic assumes a simple 
- 1 / 2 and the half-length of an axis is again A . For still 
form. In particular, for a conic with center at the origin 
this involves a rotation of axes to make the new coordinate 
axes coincide with the axes of the conic (cf. Thomas, Section 
9-9). Let us consider this problem for a general quadratic 
form v ^ v . 
We adopt the point of view of Chapter 2, Section 15, 
namely that v is a column vector whose elements are the com-
ponents of some physical vector v with respect to a specific 
basis in the space V of v. (For n = 3 think of v as an arrow 
from the origin and v as the column vector 
giving the components of v in a particular coordinate system.) 
A change of basis in V leaves v unchanged but changes v to 
v' = Cv, where C is a non-singular matrix. We shall find it 
convenient to set S = C ^ and write the relation between v and 
v' in the form 
(9.2) v = Sv' . 
Now the equation v*~Av = 1 can be though of as defining a 
locus Q, in the vector space V, that is independent of the 
choice of basis. Hence when we change the basis by (9.2) the 
new equation becomes v ^ S ^ S v ' = 1, or v^A'v' = 1, 
where 
(9.3) A' = SZAS . 
Thus (9.3) tells us how the matrix of a quadratic form is 
affected by a change of basis (9.2). In Chapter 2 we found that 
the effect of (9.2) on the matrix of a transformation is given 
(9.4) A' = S _ 1AS . 
It is evident that the matrix behaves differently in these two 
aspects unless we restrict ourselves to changes of bases such 
that S*" = S . Since this equation is equivalent to StS = I 
we see that our restriction is a very natural one, namely we 
consider only orthogonal changes of bases. 
We can now apply Theorem 8.3 to reduce our quadric Q to 
a standard form. 
Theorem 9.2. If an orthonormal set of eigenvectors of the 
symmetric matrix A is taken as a new basis, the quadratic 
t n 2 form v Av reduces to Y A.x. . 
i=l 1 1 
Proof. Theorems 8.3 and 7.2 tell us that with the new basis 
the matrix A is replaced by 
A' = 
\ 0 \ 
a2 
0 
\ n 
t n 2 We see at once that v A'v = Y A.x. 
i=l 1 1 
We conclude this section with a useful application of 
some of these concepts. 
In many cases one meets the eigenvalue problem in the more 
general form 
(9.5) Av - ABv , 
where A and B are given n x n matrices. If B is non-singular, 
as is usually the case, (9.5) can be replaced by 
(9.6) B _ 1Av - Av 
and the usual eigenvalue methods applied to the matrix B "'"A. 
(But see Problem 9.7 for an approach involving less computation, 
However, even if A and B are both symmetric B "^A need not be, 
and so we cannot conclude that the solutions of (9.5) have the 
desirable properties we expect when dealing with symmetric 
matrices. That trouble can actually occur is easily seen from 
an example, for if A = ^ q^ and B » ^ q then 
B "^A = Q^ j has ±i as eigenvalues. The following theorem 
tells us that in one commonly occurring case this trouble does 
not arise. 
Theorem 9.3. If A and B are symmetric and if B is positive 
definite then the eigenvalues A of (9.5) are real and there is 
a basis of eigenvectors. 
Proof. Let R be an orthogonal matrix such that RtBR = D is 
a diagonal matrix. The diagonal elements of D are the eigen-
values of B and hence (Theorem 9.1) they are all positive. 
r- - _., Original from 
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Let E be the diagonal matrix having as its i-th diagonal element 
the reciprocal square root of the corresponding element of D. 
Then RtBR = E - 2 and 
(9.7) ERtBRE = I . 
We now let 
(9.8) v = REw, or w = E"1R"1v . 
Substituting for v in (9.5) and multiplying on the left by 
ERfc gives, in virtue of (9.7) 
(9-9) ERtAREw = Aw. 
Now (ERtAREf = E tR tA tRE t = ERtARE since A and E are symmetric, 
and so A and w are eigenvalues and eigenvectors of a symmetric 
matrix and hence the A's are reaLand there is a basis of the 
w's. But (9.8) is a coordinate transformation, since RE is 
non-singular, and so the v's also form a basis (but not 
necessarily an orthogonal one). 
Problems 
9.1 If B is any n x n matrix and A = 1/2 (B + Bfc) show that A 
is symmetric and that v tBv = vtAv. Hence nothing is gained 
by considering quadratic forms defined by non-symmetric 
matrices. 
9.2 What can you say about -A if A is 
(a) positive definite, 
(b) negative semi-definite, 
(c) indefinite. 
r- - -.l Original from 
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9.3 Prove the following: 
(a) For any matrix A (not necessarily square), A*"A 
is positive semi-definite. 
(b) If A is non-singular, then A CA is positive definite, 
9.4 If A is an indefinite 2 x 2 matrix what is the geometric 
significance of those vectors u for which uCAu = 0? 
9.5 Describe the quadric surface v ^ v = 1 if the 3 x 3 matrix 
A has 
(a) two positive and one negative eigenvalues, 
(b) one positive and two negative eigenvalues. 
[See Thomas, Section 13-10.] 
9.6 For n = 3 what can you say about the quadric surface 
if the matrix has two equal eigenvalues? What does this 
imply about the associated eigenvectors, and how is this 
related to Corollary 5.2? 
9.7 Prove that if A is symmetric, then •g£,(vtAv) = 2vtAv. 
t n 
[Hint, v Av = £ x.a..x.; and if A is symmetric 
i,j=l J 3 
x.a..x. = x. a. . x. . 1 1 LJ J J Ji 1 
9.8 Show that the generalized eigenvalue equation Av = ABv 
can be solved in the same manner as the standard equation, 
i.e., by solving for A the equation 
det(aB - A) = 0 
ai 
ai 
o 
ai 
ai c ai O 
and for each root A finding an independent basis for the 
solutions of 
(AB - A)v = 0. 
9.9 By the method of Problem 9.8 solve the generalized eigen-
value problem in each of the following cases: 
(a) A = , B = 
1 0 
1 1 
fo 1 1 
1 2 1 
V 1 1 0 
(b) A = 4 1 -1 , B = 
9.10 Derive conditions on a,b,c that will insure that 
is positive definite. 
a 
.b 
9.11 Given a positive definite symmetric matrix B, for any 
two vectors u and v we define u o v = u^Bv. Show 
that u ov satisfies the five properties of Definition 
| 2.1 and is therefore an inner product. 
0 u J 9-12 Let A and B be symmetric and B positive definite. If 
1 
. n 
4-> 
< where c is defined as in Problem 9-11• 
| 9.13 Using the results of Problems 9.11 and 9.12, modify the 
proofs of Theorems and 5-5 to prove that under the 
conditions of Theorem 9-3: 
(a) The eigenvalues of Av = ABv are real; 
(b) If v^ and v^ , are eigenvectors of Av = ABv 
k associated with different eigenvalues, then c v2 = 
10. Vector Spaces Over the Complex Field 
In Section 5 we found it necessary to introduce complex 
numbers into our considerations. We did our best to avoid 
this complication by concentrating our attention on symmetric 
matrices, but obviously we cannot expect that we shall encounter 
only these special cases. There is therefore some value in 
systematically investigating the complex case. 
To start at the beginning, we go back to the definition 
of a vector space, Definition 3.1 of Chapter 2. This defin-
ition involves certain operations with real numbers, which we 
call scalars. Now instead of real numbers let our scalars 
be complex numbers. We have seen (Section 2 of Chapter 4) that 
the complex numbers form an algebraic field, and from this it 
follows that all the developments of Chapter 2 apply to a 
vector space with complex scalars. 
We first run into trouble, as we saw in Section 5, in 
connection with the inner product. We cannot afford to allow 
v v to be zero if v ^ 0, as is the case if v = (l,i), since 
this would ruin many of our standard processes, such as the 
Schmidt orthogonalization, that depend on division by v-v. 
The trick used in Section 5 suggests that we modify the def-
inition of the inner product of two n-tuples by defining 
where a. denotes, as usual, the complex conjugate of a.. Then 
n 
(10.1) (a1,...,an)-(b1,...,b ) = [ a b , 
i=l n 
(a.p • • • >an) • (ai> • • • »a n ) " i-1 
V IT 
where equality holds only if each 
a^ = 0, that is, (a^,...,an) • 0 . 
This trick manages to satisfy property 5 of the inner 
product (See Definition 2.1) but it forces modifications of 
properties 2 and 3. These become 
2 . u-v = v -u; 
3. For any scalar c, c(u*v) = u* (cv) =(6u)*v. 
Thus the symmetry of the original definition is unfortunately 
lost, but there seems to be no way to avoid this. 
The proofs of all but one of the formulas in Section 2 
and 3 can be obtained in essentially the same way as before. 
We must, however, take account of the non-commutativity of the 
inner product. Thus, for example, (3.5) is not correct as it 
stands but must be changed to 
The one theorem that requires special treatment is the 
Schwarz Inequality, Theorem 2.3. This needs a new statement, 
namely 
and a somewhat more elaborate proof. Instead of (2.3) we start 
with 
(10.2) 0 - (tv + cw) • (t_v + cw), 
where t is a real variable and c a scalar to be selected later 
Expanding (10.2) gives 
(10.3) 0 ^ (v-v)t2 + [ c (v • w) 4- c (w • v) ] t + |c|2(w-w). 
We wish to choose c so that the expression in the brackets 
2 
becomes 2|v-w| . This will occur if c = (v-w), for then 
2 c(v-w) = (v-w) (v-w) = |v-w| 
and 
c(w-v) = (v-w) (v-w) = |v-w| 
(10.3) then becomes 
0 = (v-v)t2 + 2|v-w|2t + |v•w|2(w•w). 
With this inequality taking the place of (2.3) the rest of the 
proof follows as before. 
The inner product of two column vectors, u and v, now 
becomes utv instead of u*"v, where u is the n x 1 matrix whose 
elements are the conjugates of those of u. It turns out that 
in dealing with complex vector spaces the conjugate transpose 
—t t A of a matrix A is generally of more importance than A . We 
~ t * therefore give A an abbreviation, A , and a name, the adjoint 
of A. (Refer to the comment on page 2.145 of Volume 1.) 
We can now go systematically through the theory of 
Sections 5 to 9, making the appropriate changes indicated 
above, and essentially duplicating the results and their proof 
Instead of symmetric matrices, for which A C = A, we consider 
it Hermitian matrices, defined by H = H; instead of orthogonal 
t * matrices, R R = I, we have unitary matrices, U U = I. As an 
important example, Theorem 8.3 becomes: If the column vectors 
of U are an orthonormal basis of eigenvectors of a Hermitian 
•k 
matrix H then U HU is a di, 
of H as diagonal elements. 
matrix H then U HU is a diagonal matrix with the eigenvalues 
Problems 
10.1 Which of the following matrices are (i) Hermitian, 
(ii) unitary? r' 
(a) , (b) , (c) 1 
0 
u i 
1 
u 0 (d) I ) ,(e) -L ( , (f) 4 
I 
0 i 
•i 0 
1 iN 
y/i \ i 1/ y/2 \-i 1 
1 
10.2 State and prove the analogs of Theorems 5.4 and 5.5 
for the complex case. 
* 
10.3 A Hermitian form is defined to be v Hv, where H is a 
Hermitian matrix. Show that v Hv is a real number for 
any v, and hence that Definition 9.1 can be applied to 
Hermitian forms. Prove the analog of Theorem 9.1. 
10.4 (a) Prove that every eigenvalue of a unitary matrix has 
absolute value 1. [cf Problem 8.5] Since an orthogonal 
matrix is merely a unitary matrix whose elements are 
real, the same property holds for any orthogonal matrix 
r - Original from 
Digit ized by ^ -OOgK CORNELL UNIVERSITY 
(b) Prove the analog of Theorem 5.5 for unitary 
matrices. [Hint. First use the result of (a) to show 
i; 
r.T — n t.t that if Uw = |_lw then U w = p.w. 1 
Following (2.2) and (10.1) we define 
r b 
f.g = T ^ g ( x ) d x , 
J a 
where f and g are complex valued functions of a real 
variable x, continuous on the interval a = x = b. 
(a) Show that on the interval 0 = x = 2tt the functions 
cp ( x ) = 1 e i n x , n = 0, + 1, ±2,-.., are orthonormal, n y ~ 2 7T 
cp • cp = 1 , cp - cp = 0 if n ^ m. 
(b) Given the function f(x) = x, show that 
r 
tr y/Tir if n = 0 
- TTT v ^ if n ^ 0. 
cp -f =/ 
V i n 
[Use /xeaxdx = (l/a) xe a x -(l/a^e®*.] 
(c) Using the method of Example 3.4 show that for 
any N = 1, the function f(x) = x is approximated on the 
interval 0 = x = 2ir by the function 
N inx -inx 
fn<*> - - - Z r — ^ 
n=l 
N „ sin nx = 7T - 2 ) . n=l 
(d) Show that 
i i * " F n ( x)|| 2 = (x - F m ( x ) ) - ( x - F„(x)) N N N 
This example illustrates an important approach to the 
theory of Fourier Series. 
11. Self-Adjoint Operators 
In Section 7 we considered the Eigenvalue Problem Lv = Av 
in a general vector space V, L being any linear operator from 
V to V. In the finite-dimensional case L can be represented by 
a matrix A, and we are then in a position to define such con-
cepts as Hermitian and unitary matrices and to derive their 
many properties. The question naturally arises as to whether 
these concepts can be applied to general linear operators L 
without the intervention of matrices; if so, we could, in 
particular, apply them to infinite-dimensional function spaces. 
We shall now see that this can indeed be done. We continue to 
use complex numbers as scalars, as in the preceding section. 
To serve as a guide we first find a way to characterize 
the adjoint of a matrix A without referring to its rows and 
* 
columns. If u and v are any vectors, then u Av is a scalar, and 
hence its adjoint is just its conjugate, thus 
(u*Av)* = u*Av = u•(Av) = (Av)-u 
But also 
H 
S 
cn 
i-H 
00 
Hence 
/v /V ; (uAv) = v A u = v - ( A u ) 
-A-
v • (A u ) = (Av) • u . 
This leads us to make the following definitions: Two linear 
operators L-^  and L^ are said to be adjoint to each other : 
v-(L-^u) = (L2v)-u for every pair of vectors u, v. An 
operator L is self-adjoint if v«(Lu) = (Lv)*u for every pair 
u 
of vectors u,v. Plainly, "self-adjoint11 is the abstract 
U 
equivalent of "Hermitian." 
10 
For questions of existence and uniqueness of the adjoint u u TO 
p of a given operator we refer the reader to Halmos, loc. cit. 
-M 
10 
J Our only concern here is to indicate the way in which many of the prop-
-M 
| erties of Hermitian matrices extend to self-adjoint operators. | 
| The properties that do not carry over directly are those 
4-> 
IT that depend on the finite-dimensionality of the vector space, 
u 
e e.g., the characteristic equation, the computational methods 
o 
§ of solving the eigenvalue problem, and the existence of a basis z £ | of eigenvectors. But the theorems on the reality of the 
.a 
< eigenvalues and the orthogonality of eigenvectors (Theorems 
10 £ O 
| 5.4 and 5.5) can be proved just as before. Quadratic forms 
o u 
J v-(Lv) can be introduced, and classified as in Definition 
4-1 m cd 
u 9.1. Only the last part of the proof of Theorem 9.1 makes no use 
of a basis, so all we can salvage from this theorem is that a positive 
('l finite operator has no negative or zero eigenvalues. 
3 A unitary operator U is a linear operator Uv = w from 
i-H 0 
fN 
1 f "* ,-1. Original from 
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cd 
£ -0J 
J to 'J such that (Uv) • (Uw) = v-w for all vectors v and w 
cf Section 8), If U and U are adjoint operators then 
(Uv)•(Uw) = [u1(Uv)].w= [(U1U)v].w, 
and so if U^U = I then U is unitary. It is left to the student 
(Problem 11.1) to prove the converse, namely, that if U is 
unitary then U^U = I, and thereby to get the generalization 
of Theorem 8.1. 
Example 11.1. Let V be the space C°° of functions of x defined 
on an interval a = x = b and having derivatives of arbitrarily 
high order. To simplify the discussion we consider only real 
functions; then the inner product is defined as in (2.2) 
-b 
f-g = f f(x)g(x)dx . 
Ja 'a 
oo 2 2 If f is a function in C°° so is D f, defined by D f 
d 2 2 f(x). Thus D is an operator from C°° to C°°, and it is 
dx ^ 
well known to be linear. Let us see if D is self-adjoint, 
We have 
f-D2g = Pf(x)g"(x)dx . 
J a 
We integrate this by parts, taking f(x) = u, g"(x)dx = dv, 
to get 
f-D2g = [f (x)g' (x) ]ha - f b f (x)g' (x)dx ; 
•'a 
another integration by parts gives 
f-D2g = [f(x)g* (x) - f(x)g(x)]^ + (bf"(x)g(x)dx 
a 
= [f(x)g'(x) - f'(x)g(x)] b + (D2f).g . 
If it were not for the expression in brackets we could say o that D is self-adjoint. To get rid of the superfluous material 
we put a restriction on the functions, admitting only those 
that assume the value 0 at x = a and x = b. In this restricted 
2 space D is self-adjoint. 
2 The quadratic form f-D f is 
f•D2f = [bf(x)f"(x)dx = [f(x)f'(x)]b - fb£'(x)f'(x)dx 
J a a -*a 
b. 
= - f (f • (x^dx = 0. 
J a 
As in Example 2.2 we can show that the equality sign can hold only 
if f1(x) is identically zero on the interval a = x = b. Hence 
f(x) is a constant, and since f(a) - 0, f(x) is identically 
2 
zero. Thus f-D f is never positive and is zero only when f = 0; 
2 
that is, D is negative definite. 
2 
Since D is self-adjoint its eigenvalues are real; since 
it is negative definite its eigenvalues are negative. Let us 
compute them. We have to solve 
2 
(11.1) D 2f = Af or - Af = 0 
dx subject to the two point boundary condition (cf. page 1.42) 
f(a) = f(b) = 0. 
it simplifies our results, without changing them in any 
essential manner, if we assume a = 0, b = tt . 
If A > 0 the general solution of (11.1), as we shall 
see in the next chapter, is 
f(x) = c ^ * + c 2 e " ^ x . 
The boundary conditions give 
0 = c-^  + c 2 
0 = ^ e 7 ^ + c2e'7rv/A # 
These obviously have only the trivial solution c-^  = 0, c 2 = 0, 
so A cannot be an eigenvalue. 
If A = 0 the general solution is c-^  + c2x, which again 
gives c-^  = c 2 = 0 from the boundary conditions. 
Hence we must have A < 0, as we have already seen. If we 
2 set A = -k the solution of the differential equation is 
f(x) = c 1 sin kx + c 2 cos kx, 
and we get 
0 = c 2 , 
0 = c s i n ktt+ c 2 cos kir. 
We get a non-trivial solution if k is chosen so that sin kir = 0, 
2 i.e., if k is an integer n. Hence the eigenvalues of D are 
2 2 A = -n , n = 1,2,... . With the eigenvalue -n is associated 
only one independent eigenvector sin nx. 
These eigenvectors are orthogonal, for 
f t 
/ sin nx sin rax dx = 0 if n / m. 
Jo 
(cf. Problem 6.10 of Chapter 4). 
This example illustrates the beginning of the theory of 
self-adjoint differential equations, a topic of great impor-
tance in many branches of applied mathematics. 
11.1 (a) By definition, an operator L is zero if Lv = 0 
for every v in V. Prove that if (Lv)-w = 0 for every 
v and w in V, then L = 0. [Hint. Since w is arbitrary, 
take w = Lv.] 
(b) Prove that if M is a linear operator such that 
(Mv)'w = v-w for every v and w in V, then M = I. 
[Hint. Take M - I for the L in (a).] 
(c) Prove that if U is unitary and U^ is adjoint to 
U then U-jU = I. 
11.2 Let V consist of all infinitely differentiable functions 
Problems 
f(x) on 0 = x = 2ir satisfying the boundary conditions 
f(0) = f (2tt) , f * (0) = f' (2tt) , f" (0) = f" (2tt) , . . . 
f ( n )(0) = f(n)(27r),... . 
Derive the following properties of the operator D . 
(a) D Z is self-adjoint and negative semi-definite. 
2 
(b) D has the eigenvalue 0 with one independent 
eigenvector, 1 2 2 (c) The other eigenvalues of D are -n , n = 1,2,,.. 
2 (d) The eigenvalue -n has two independent associated 
eigenvectors, which can be taken to be either e 1 1X, 
-inx e or sin nx, cos nx. 
(e) By virtue of the general theory, eigenvectors 
associated with different eigenvalues are orthogonal, 
inx ~ inx 
Show that e and e are orthogonal, and also sin nx 
and cos nx. 
(f) How does this problem relate to Problem 10.5? 
11.3 Show that the linear operator 
L = a(x)D2 + b(x)D + c(x)I, 
where a,b,c are functions in the vector space V of 
| Problem 11.2, is self-adjoint, neglecting boundary con-es u 
J ditions, if b(x) = a'(x). If this relation holds the 
c O | needed boundary conditions are of the same type as in 
-M 
< Example 11.1. 
£ 0 
1 11.4 Prove that if U is length-preserving it is unitary. 
o u 
J That is, if ||Uv|| = ||v|| for every vector v, then (0 a> 
" (Uv)•(Uw) = v-w for every v and w. [Hint. Consider 
II v + w|| . ] 
£ 11.5 In Example 11.1 we can use the method of Chapter 2, 
CD 
rH 3 Problem 1.7, to approximate the differential equation 
r—i 0 
fN 
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a> 
H 
S 
D f - Af by a system of linear equations. Show that 
2 
this leads to a matrix eigenvalue problem Av « h Av, 
and determine the form of the matrix A. Can you prove 
that A is negative definite? 
Linear Differential Equations With Constant Coefficients 
1. Two First Order Homogeneous Simultaneous Differential 
Equations. 
A large number of physical processes give rise, on trans-
lation into mathematical terms, to a system of two first order 
differential equations of the form 
dx-^  
W = allxl + a12 x2 ' 
(1 .1) 
dx2 
dt~ = a21xl + a22 x2 ' 
together with initial conditions 
(1.2) "iCto* = X1 ' x 2 ( t 0 ) = X2 ' 
We call (1.1) a system of homogeneous linear equations. They 
are a special case of equations (3.1) of Chapter 1 where the 
functions f^(t,x^,. . . , x ) are linear in the dependent vari-
ables x L and x2, w i t h constant coefficients a ., and do not 
involve the independent variable t. 
Example 1.1. The Simple Harmonic Oscillator. 
A simple physical system 
which possesses the properties 
of "inertia" and "stiffness" 
gives rise to a system of equa-
tions of the form (1.1). Fig-
ure 1.1 shows an inertia element 
u 
M 
/ / / 9 
U 
7 7~ 
Figure 1.1 
Original from 
H 
S 
of mass m connected to a stiffness element which has a spring 
constant k. We assume.an ideal physical model in which the mass 
m is perfectly rigid, the spring has negligible mass (compared 
to m), and there is no friction. Initially, the system is ex-
cited by giving the mass m a displacement u(0) = Uq and velocity 
v(0) = Vq. Figure 1.1 shows such a system at any time t with 
a displacement u from the equilibrium position. If the spring 
is assumed to be linear, then a change in the length u gives 
rise to a force ku whose direction is opposite to that of the 
displacement. Hence, Newton's law and the velocity-displacement 
relation give the equations 
(1.3) 
dv , m 3 F = - ku , 
du 
Ht = V 
or 
dt m 
- v dt v ' 
with initial conditions 
(1 4) u(0) = U 0 , v(0) = Vn. 0" 
Equations (13) are seen to be a special case of (1.1) with 
k = 0, a- = ~ m> a9i = a n d a22 = 0• 
-wfflr-
L 
"11 12 ' 21 
The electrical circuit shown in Figure 1.2 also gives rise 
to a set of equations of the form 
(1 3) Two elements having in-
ductance L and capacitance C are 
connected in series. Initially 
the capacitor has a charge Q(0) = Qq 
Figure 1.2 
ai 
H 
S 
and a current 1(0) = Iq flows in the circuit. Again we ass' ^ 
an ideal physical model in which the inductor L has no resis-
tance or capacitance and the capacitor C possesses no resis-
tance or inductance. The "inertia" of the system arises from 
the inductance L, for a change of current is opposed by a vol-
tage L ^ . The capacitor C is the "stiffness" element where, 
if the charge Q is assumed proportional to the voltage V acros 
the capacitor, Q = CV. Kirchhoff's law for the circuit 
together with the current-charge relation give the equations 
(1.5) J or< 
( & - *. (§ - *. 
with initial conditions 
(1.6) Q(0) = Qq , 1(0) = I Q . 
Again equations (1.5) are a special case of (1.1) with a-Q = 0, 
a12 = ~ ' a21 = anc* a22 = Comparison of 
equations ( 1 . 5 ) and ( 1 . 6 ) with ( 1 . 3 ) and (1.4) makes it 
clear that the electrical and mechanical systems are analogous 
if we identify corresponding elements as L -> m, ^ -> k, I -> v, 
and Q u. The mathematical description is the same in both 
cases and is the basis of electro-mechanical analogies. 
If x 1 and x 2 are elements of a column vector x then x 
X1 x 2 ' a n d l f t h e elements are functions of time t then by 
r - ^^ n L ? Original from Digit ized b y ^ O O g l t CORNELL UNIVERSITY 
dx 
Ht we mean 
(17) dx Ht 
dxj 
3 F 
dx 
V 
Thus, (1.1) can be written in vector form as 
( 1 . 8 ) dx . It = A x > 
where A is the matrix of coefficients 
(1-9) A = 
all a12\ 
a21 a22 
If x were a single dependent variable and A a single con-
stant, then from Chapter 1 the solution x(t) of (1.8) would be 
of exponential form. Hence, one might expect the solution of 
(1,8) to be of exponential form even when the symbols have the 
above vector meaning. For example, to solve (1.5) we assume 
that I and Q have the form 
(1.10) I = I e n 
At Q e At 
i-s 
where I and Q are constants to be determined from the initial n n 
conditions and A is a constant which must be evaluated. When 
equations (1.10) are substituted in (1.5) we obtain 
ai 
AI e n 
At At 
( 1 . 1 1 ) 
At T At 
- n e > 
which if e^ *" is removed can be written as 
0 In " HT On - AIn> 
(1.12) 
The matrix form of (1.12) is 
(1.13) Ax = Ax , 
where the matrix A and the column vector x are 
' i \ n i to 
A = 
\ 1 0 / 
x = 
\%i 
It is apparent from (1.13) that the unknown parameter A an 
eigenvalue of the matrix A with I and Q^ the components of the 
corresponding eigenvector. From the previous work of Chapter 5 
we can solve for the eigenvalues A by writing (1.13) in the form 
(1.14) (AI - A)x = 0 
This system of homogeneous equations, and hence (1.12), have 
a non-trivial solution if and only if det(AI - A) = 0, so that 
(1.15) 
LC 
-1 
- + 12S- = 0 
Dig iii '.e6 by C i O O g l e 
.Fquati >.-. (1 15) is the characteristic equation of the matrix A, 
•...'it:h two roots 
<1 16) 
and 
; 1 = ,+ico 
(1 17) 
where 
(1 -18) 
A n = "iCJD , 
U) \ LC • 
Substitution of the eigenvalue into either equation of (1.12) 
gives a relation between the corresponding constants so 
that the eigenvector x ^ ^ is 
(1 19) ( 1 ) 
In a similar way, (1.12) gives a relation between the constants 
I^, corresponding to the eigenvalue >2 s o that the eigen-
(2) . vector x is 
(1.20) (2) _ 
/- icuQ, 
H 
S 
Thus, there are two solutions of the form (1.10), for each 
eigenvalue gives rise to a solution satisfying (1.11). With 
a = itn we obtain 
,, x , . „ icot ^ o ^i^t 
(1.21) I = ictf^e , Q = V^e , 
and with A 2 = -i^ we get 
(1.22) I = -itDQ2eitot, Q = Q2e-ia)t . 
If we add solutions (1.21) and (1.22) we obtain 
T . ~ icot . „ -icot I = laoQ-^ e - iajQ2e , (1-23) 
„ „ icot . „ -icot Q = Q Le + Q 2e 
and substitution of expressions (1.23) into the original g, 
erning equations (1.5) gives 
d 1 . „ icot . „ -icot(? 2 icot.-. -icot 
Ht 1 ra:Qle "ia:Q2e J = -a3 1 Q1 "^2 
(1.24) 
d C-. icot,-. -icot I ? ). ~ icot . _ -icot f +Q2e | = jicuQje -raX^e ] . 
When the differentiations on the left hand side of equation? 
(1.24) are carried out, we observe that the two sides are in-
deed the same, the question marks can be removed, and the gov-
erning differential equations are satisfied. We conclude that 
the sum (1.23) of the two solutions (1.21) and (1.22) is itself 
a solution. This important result shows that by adding the 
solutions corresponding to each eigenvector we construct a new 
solution (1.23). The constants Q-^  and Q 2 are obtained from tb 
initial conditions (1.6); thus, if initially the capacitor has 
charge Qq and no current is flowing, Iq = 0, equations (1.23) 
0 - icoQ^  - i03Q2, 
Qo = QI + Q 2 -
Solving for Q^ and we obtain 
Qi - Q2 - \ Q0 , 
which when substituted in (1.: 
ioot -ioot 
I - - ^ o l ^ S F > 
( 1 .25) 
icot -ioot "1 \ 
We recognize the bracketed functions to be the sine, and cosine 
\ /' 
of cut, so that A / \ / \ 
. TT. / \ 77" I • -cuQQsinoat «* ocQQCOs(u)t + -j) » 
(i.26> ' — 
Q Qgcoscot " . 
From Theorem 3.1 of Chapter 1 we assured that these two 
functions I and Q are the unique pair of functions satisfying 
the two simultaneous differential equations (1.5) and the 
initial conditions Q(0) = Q q , 1 ( 0 ) - 0 . 
Had we solved instead the mechanical system with initial 
conditions u(0) « Uq, v(0) - 0 we can see from the analogies 
previously established that u) = VI 
, and the eigenvalues 
= ioo, 's2 = -ioo lead to two eigenvectors. The sum of solutions 
is again a solution and the results corresponding to (1.26) are 
V = a)UQCOS((JOt + , 
(1.27) 
u = OqCOS CDt . 
The nature of the response is the same in both systems; it is 
seen to be a continuing oscillation whose amplitude is given by 
the initial disturbance and whose frequency f = is called 
the natural frequency. The velocity or current leads the dis-
placement or charge by a phase angle of . 
The method of solution of two simultaneous first order 
linear differential equations can be summarized as follows. 
Assume a solution for each dependent variable in the form of a 
constant multiple of . The differential equations become 
algebraic equations which when written in matrix form become the 
eigenvalue problem with A as the eigenvalue. If the character-
istic equation yields distinct eigenvalues A-^  and A2, these give 
rise to two independent solutions. When these solutions are 
added together and the arbitrary constants evaluated from the 
initial conditions we obtain the unique solution to the original 
problem. Should the eigenvalues not be distinct, A-^  = A2, then 
we do not obtain two independent solutions and the method out-
lined here does not apply. We will consider the case of multiple 
roots later in this chapter. 
Example 1.2. Solve the system of differential equations 
(1,28) 
dxj 
dt" 
d*2 
JT 
subject to the initial conditions 
(1 -29) X]L(0) = 2 , x 2(0) - 2 
Assume a solution of the form 
(1.30) r, At „ At x^ « Be , x 2 » Ce 
Substitution in (1.28) gives, after dividing out , 
AB - 2B + a 1 2C , 
(1 31) or (AI - A) 
B 
0, 
AC = B, 
where A is the matrix of coefficients on the right hand side 
of (1.28) or (1.31). 
Equations (1.31) have a solution if and only if the character-
istic equation 
(1.32) AI - A| = A - 2A - a 1 2 - 0 
is satisfied. The values of A are determined from 
(1.33) 2 ± y 4 + 4a 12 = 1 ± y/ 1 + a 12 
From (1 33) the eigenvalues A are seen to be real, complex, or 
non-distinct depending on the value of a-^ 
If a-^ 2 > "1 then the values of A are real and distinct, 
For example, if a^2 = 3 then we have 
Ax = 3 , A 2 = -1. 
Either of equations (1.31) gives the relation between B and C 
corresponding to each eigenvalue. Thus, for A-^  we have the 
solution 
(1-34) on 3t „ 3t x^ = 3C^e , x 2 = C-^ e 
and for A2 the solution is 
(1.35) x-i — j x q — c r t 6 • 
By substitution in the original equations (1.28) it can be 
verified that the sum of solutions (1.34) and (1.35), 
3t -t 
(1.36) 
is also a solution. 
(1.36) yield 
x, = 3Cne - C 9e , 
Initial conditions (1.29) when used in 
r. 2 = 3C1 - C 2 , 
or C-j^  = C 2 = 1. 
2 = C ± + C 2 , 
If = -1 then from (1.33) the eigenvalues > are not 
distinct and we do not have two solutions of the form (1.30). 
The solution in this case will be considered later. 
If < -1 then the square root in (1.33) is imaginary 
and the eigenvalues are complex numbers. For example, say 
a-^ 2 = "2 and we have 
= 1 + i , X 9 = l - i . 
Again (1.31) gives the relation between B and C corresponding 
to each eigenvalue. For the solution is 
(1.37) xx = (l+i)C1e<1+i>t , x 2 = C 1e< 1 + i> t , 
while for a 2 the solution is 
(1.38) xx = (l-i)C2e(1"i)t: , x 2 = C 2e ( 1' i ) t :. 
The sum of solutions (1.37) and (1.38) again satisfies (1.28) 
so that 
x L = (l+i)C1e<1+i>t + (l-i)C2e(1-i>t , 
(1-39) 
x 2 - C L e ( 1 + i ) t + C ^ 1 ' * ) * , 
is also a solution. Initial conditions (1.29) when used in 
(1.39) yield 
; 2 = (l+i)C]_ + (l-i)C2 , 
2 = C x + C 2 , 
(1 40) or C ± = C 2 = 1. 
The final simplification of the solution is left to the reader 
(Problem 1.2). 
Problems 
1.1 Find the condition on a ^ for the system of equations 
dx1 
= a H x l ' 2 x2 ' 
dx2 
St" = X1 + 2 x2 > 
to have real eigenvalues. Find the solutions corresponding 
to each eigenvalue and the sum of solutions when a ^ = 5. 
Partial Answer: a ^ = 2 + 2 or a ^ = 2 - 2 . 
1.2 In Example 1.2 show that when the constants from (1.40) 
are substituted in solution (1.39) that solution can be 
written in the form 
x-^  = 2et [ cos t - sin t] , 
x 2 = 2eC cos t. 
1.3 If in Example 1.1 the circuit elements are not ideal then 
a series resistance R must be added to the circuit of 
Fig. 1.2. Derive the system of equations analogous to 
(1.5) and verify that the characteristic equation is 
+ b + w = 
Yq and find the solution for the two cases 
y-g- and when < LC' 
• t system of equations 
dx^ 
d F — all xl - 2 x2 ' 
dx. 
dF ~ X 1 + a 2 2 X 2 5 
find the relation which must exist between a ^ and a 2 2 
in order that at least one of the eigenvalues is zero. 
If in the system of equations a-^ = 1 and a 2 2 = -2 find 
the solution which satisfies the initial conditions 
X l(0) = 3, x2(0) = 1. 
Partial Answer: x-^  = 4 -e -t 0 -t , x 2 = 2 -e 
Figure 1.3 shows a rigid disk, with moment of inertia I 
2 
(slug-in. ) about the vertical central axis, fastened to 
a thin tube of negligible mass. The torsional stiffness 
of the tube is k j . ^  • ) vradian ' The disk is rotated through 
an initial angle 9q and re-
leased from rest. Using the 
definition of angular momen-
tum, H, as H = 19, and the 
principle that the time rate 
of change of angular momentum 
equals the torque, derive the 
e 
Figure 1.3 
system of equations analogous to (1.5) and find their solu-
tion. Establish the analogous quantities with the electri-
cal and mechanical systems of Example 1.1. 
6 Find the solution to the system of equations 
^f = -3x + 2y , $ = -2y , 
subject to the initial conditions x(0) = 1, y(0) = 1. First 
use the method of this chapter and then check the result by 
using the direct approach of Chapter 1 after observing that 
the second equation is uncoupled from the first. 
. 0 -2t -3t -2t Answer: x = 2 e -e , y = e 
7 An inverted pendulum is shown in Figure 1.4 Assume the mass 
M to be concentrated at the end point of the rod. The ideal, 
linear spring has stiffness k. Gravity acts downwards as 
shown. The pendulum is rotated from its equilibrium position 
0 = 0 through an initial angle 9q and released from rest. As 
in Problem 1.5 use the definition of H and the torque prin-
ciple with respect to the point 0 to show that for initial 
angles such that sin9 = 0 the motion is described by the 
system of equations 
- (MgL - kL2)Q , 
KL 2 - f . H . 
Dig iii [&cf by Google 
Figure 1.4 
Find the solution to this system of equations. Distinguish 
between the two cases when kL > Mg and when kL < Mg. 
1.8 Consider the system of equations 
Put these equations into the form (1.1) and show that the 
characteristic equation is 
Now, rather than eliminating one derivative in each of the 
given equations, assume directly that their solution is of 
exponential form 
x = Xe A t , y - Ye A t , 
where X and Y are constants. Substitute this solution in 
the given equations and show that the same characteristic 
equation is obtained. 
Generalize this result to show that the solution of 
the system of equations 
leads to the solution of the homogeneous set of equations 
2A2 + 3A + 2 = 0 
(BA - A) x • 0 
where B is the matrix of coefficients b . A the matrix 
of coefficients a., and x the vector) ^ ij * 2 
tJ 
2. Systems of First Order Homogeneous Linear Differential Equa-
tions with Constant Coefficients. General Case. 
In Section 1 we considered examples of special cases of 
the system of two equations 
( d xl 
dt" = allxl + a12x2 ' 
(2-D or |f = A x , 
dx2 
W = a21Xl + a22 x2 ' 
V 
with initial conditions 
(2.2) = X10 ' x2(t0> = X20-
In order to solve equations (2.1) assume a solution of the form 
(2.3) x^ = X^e^*" , x 2 = X2e^t , 
\ " 
in which X p X 2 and A are constants to be determined. For (2.3) 
to be a solution, it must satisfy (2.1). Hence, substitution 
of (2.3) into (2.1) yields the condition 
(2.4) (AI - A)X = 0. 
Equation (2.4) is the matrix equation for the eigenvalues A 
of the matrix of coefficients A = (a.y ) . Thus, X is the eigen-
vector having constant components X-^ , X2. We know that (2.4) has 
a solution if and only if det(Al - A) is zero, so that the 
characteristic equation is 
(2.5) 
A - a n -a 1 2 
~ a21 A " a 2 2 
A -(a11+a22)X + (ana,,-®,^,,) - 0. 11 22 12 21 ' 
Assume that (2.5) determines two distinct eigenvalues A^ and A2, 
Then with eigenvalue from (2.3) we have a solution 
(2.6) 
'h11 A^t 
x^ ® X^^e j X2 * 
Constants X ^ and X 2^ are associated with eigenvalue A^, and 
(2.4) gives the following relation between X ^ and X ^ , 
Xll\ 
(2.7) O^I-A) 
X2l/ 
0. \ 
When written out, equation (2.7) gives either 4 J^ 
(2.8) CAi"aii)^n~ai2X21 0 or -a 2 1X n+(A 1-a 2 2)X 2 1 0. 
These two equations necessarily are satisfied by the same ratio 
of X-q to X2^. A second solution comes from eigenvalue A 2 so 
that (2.3) gives 
(2.9) X 1 - X 1 2 e 
A2t 
, x 2 - X 2 2e 
A2t 
where constants X^ 2 and X 2 2 are associated with A2- Equation 
(2.4) gives the following relation between X^2 and X 2 2, 
' X12 
(2.10) (A2I-A) [ ] = 0 , 
X22 
which when written out gives either 
(2.11) (A2-a11)X12"a^2X22 = 0 o r " a21 X12 +^2~ a22^ X22 = 
As in the examples of the previous section, we add the 
two solutions associated with each distinct eigenvalue to obtain 
( 2 . 1 2 ) 
A][t A2t 
Al t a2 C x 2 X2^e I %22e 
Direct substitution of this sum of solutions, equations (2.12), 
into the original system of differential equations (2.1) shows 
that the original equations are satisfied. Hence, equations 
(2.12) are a solution and contain two arbitrary constants, say 
X-j^  and X-^ 2> by which initial conditions (2.2) may be satisfied. 
Thus, for the case of distinct eigenvalues of A we have a 
general method to construct the solution. 
It should be clear from this work on two simultaneous 
equations and the previous considerations in Chapter 2 on 
systems of linear equations, that it should be possible to 
analyze the general case of n differential equations in n un-
knowns. Thus, consider the system of equations 
dx^ 
* all xl + • • • + ainx, 11A1 I n n » 
cTF" " a21 xl 
dx, 
0 1 , + . . . + a0_x 2n n ' 
(2.13) 
H T - anl xl ^x-, + . 
which can still be written, as in (2.1), in the form 
(2.14) 
The following theorem forms the basis of the whole mathemati-
cal theory underlying the solution of equation (2.14). 
Theorem 2.1. The set W of all solutions of equation (2.14) 
is an n-dimensional vector space. 
Proof. A solution of (2.14) is a set of n functions of t; 
that is, 
where each f^(t) is an ordinary scalar function of t, as were 
x^ and x 2 of equations (2.3) in the case of two variables. To 
see that the set of all such solutions forms a vector space we 
must refer back to the definition of a vector space (Definition 
3.1 in Chapter 2) and see that all the conditions are satisfied. 
First we check closure under addition and multiplication by 
scalars. If x and y are two solutions of (2.14) and we let 
z = x + y then 
x(t) = 
dz , d(x+y) , dx d^ 
dt dt dt dt 
• Ax + Ay = A(x+y) = Az , 
and so z is also a solution of (2.14). Closure under multipli-
cation by scalars is checked similarly. The vector 0, which 
is the n-tuple of functions each of which is identically zero, 
is obviously a solution since ^ = 0 and AO = 0. Finally, the 
eight identities of Definition 3.1 are easily seen to hold for 
n-tuples of functions just as for n-tuples of numbers. Thus 
W a vector space. 
We still must prove that the dimension of W is n. This 
will be done by constructing a basis for W consisting of n 
solutions. These n solutions are assumed known from the funda-
mental existence theorem stated in Chapter 1 (Theorem 3.1). 
For (2.14) in terms of components is (2.13) and the partial 
Sf1 
derivatives -r—^ that appear in the existence theorem are oy^ 
merely our constants a ^ that form matrix A. Being constants, 
they are certainly continuous in any domain D and the existence 
theorem can be applied. In our case the initial conditions 
take the form that given any n-tuple of constants, Vq, there 
exists a unique solution x(t) such that x(t(p = Vq. 
To construct a basis for W we first get a basis for 
the space V n of n-tuples. The simplest such basis is 
{e1,•••,en), where e i has its i-th component equal to 1 
and all other components are zero. 
- 6 . 2 2 -
* i / \ i t \ Let x (t) be the solution with initial condition x (tQ) = e.^ . 
We shall prove that {x (t), x (t),.--x (t)] is a basis for W and 
hence V/ is n-dimensional. First we prove that the x*(t) are 
independent. Suppose we had a linear relation 
£ c 1x 1(t) = 0 
i=l 1 
the c^ being constants. Then for the special value t = tQ, 
n . n 
(2.15) ^ c ^ C t Q ) = ^ c ^ = 0. 
/ Cl * 
But £ ci ei = I °2 \ ' an(* 3 0 (2.15) implies that all the c^ 
k 
are zero. Hence, the x*(t) satisfy only the trivial relation 
and so are independent (Theorem 6.1 of Chapter 2). 
1 n 
Now finally, we must prove that {x (t),---,x (t)l spans W. 
That is, if x(t) is any solution of (2.l4) then x(t) is a linear 
combination of [x1(t),•••,xn(t)}. Let 
( 2 . 1 6 ) 
by any solution of (2.14). Now the vector formed by the linear 
combination of solutions x^(t), 
( 2 . 1 7 ) £ f 1(t 0)x i(t) , 
i=l 1 
* We often refer to several different vectors that are solutions 
of (2.14). We cannot distinguish these by subscripts, since 
subscripts are used for components of a vector. So we use 
superscript^., . " ^ t ^ ^ O ^ I ^ ^ * e t c • u n d e r s t o o d 
t-hah hhfisp flr.fi not exnonents but merely distinguishing indices. 
is also a solution of (2.14), for we have already proved that 
the set of solutions is a vector space. Further, at t • tg 
the linear combination (2.17) becomes 
J f i(t 0)x i(t 0) - X M ^ e . = i=l i=l £,>o> / 
and hence equals x(tg) from (2.16). Consequently, solutions 
(2.17) and (2.16) are equal at t = tg and by the uniqueness 
theorem it follows that they must be identical for all t. Hence 
(2.18) x(t) = j ^ c . x V ) , c. = f^tg) , 
and i x"^(t) , . . . , x n(t) i spans W. This completes the proof of 
Theorem 2.1. 
In summary: the set of all solutions of (2.14) is an 
n-dimensional vector space, and any solution can be written as 
a linear combination of a set of n independent solutions. It 
is worth noting that nowhere in this proof have we made any 
essential use of the fact that the elements a^j of A are con-
stants. The proof will still work if the a^^ are any functions 
of the independent variable t which are continuous over some 
range of values a = t = b containing tQ. Thus, the important 
point is that the right-hand side of (2.l4) is a homogeneous 
linear function of the dependent variables, and not the fact 
that the coefficients are constants. 
Theorem 2.1 shows why in the case of two simultaneous 
equations, the examples of Section 1 and the method given at i , . . | , Original from 
Digit ized by ^ O O g IL CORNELL UNIVERSITY 
the beginning of this section, one is led to the eigenvalue 
problem with vector solutions which span a 2-dimensional space 
and hence can be added to form a solution. Theorem 2,1 does 
not however give any indication as to how one finds n inde-
pendent vector solutions jx1(t) , x2(t),...,xn(L)S ( 2 . 1 4 ) , 
for their existence was assumed on the basis of the existence 
theorem of Chapter 1. To find such solutions for the n-dimeu-
sional case, we follow the same method as in the 2--dimensional 
case, and look for solutions of the form 
(2.19) x(t) - ve A t , 
where v is a constant non-zero vector and A a scalar. Sub-
stituting (2.19) into (2.14) gives 
•x a At 
Ave - Ave 
This is an identity if and only if 
Av - Av. 
Hence A must be an eigenvalue of A and v an associated eigen-
vector. With Theorem 2.1 in mind, we now ask whether we can 
find n independent solutions of the form (2.19). The answer 
depends entirely on the eigenvectors v. If we can find n in-
dependent eigenvectors of A then the corresponding solutions 
of the form (2.19) will also be independent, for we hav* 
v = x(0) and if the x(t) are independent for t •= 0 they are 
certainly independent as functions of t. We have seen in 
Chapter 5, Theorem 5.6, that any symmetric matrix has n 
independent eigenvectors. Hence if A is symmetric we can get 
a complete -olution of (2.14) by linear combinations of the 
type (2.19). Another case that gives n independent solutions 
arises when the n eigenvalues are all different (Chapter 5, 
Theorem 7.3). These two cases occur often enough to make the 
method outlined here of great importance. 
On the other hand it can be shown that if no independent 
set of n eigenvectors exists then solutions of a form differ-
ent from (2.19) must be considered; we shall not investigate 
this situation in general but will consider an important 
special case in Section 6. See also Problems 2.9-2.12. A 
discussion of the general case can be found in Coddington and 
Levinson, Theory of Ordinary Differential Equations, McGraw-
Hill Book Company, New York, 1955, and in W. Kaplan, Ordinary 
Differential Equations, Addison-Wesley Publishing Company, 
Reading, Mass., 1958. 
Example 2.1. Solve the system of equations 
r dz^ 
= 4zn - 2z, dt 2 
dz. 
(2.20) ^ or = Az , 
'2 = zn + z, ^ dt 1 2 ' 
subject to the initial conditions 
(2.21) zx(0) = 3 , z2(0) = 2 ; 
] ^ and find the base vectors x (t) , x' (t) of Theorem 2.1 
To find the solutions of the given equations assume 
z = ve At 
substitution yields the relation 
(2.22) (Al-A)v = 0 , 
which has a solution v if and only if 
det(AI-A) 
A-4 2 
-1 A-1 
= A -5A + 6 = 0 
The roots of this characteristic equation give two different 
eigenvalues 
A - 3 j A 2 = 2 
so that we are assured that two independent solutions can be 
obtained. 
We have the corresponding two solutions 
v l e 
3t /
vll\ 
\ V12 / 
3t , v 2e 2t 
v 2 1 \ 
v 
Substitution of A-^  and eigenvector v-^  = 
22/ 
r12, 
2t 
into (2.22) 
gives 
(3-4) 2 
-1 (3-1) I \ v 
' 1 1 
12 
= 0, 
which when expanded gives 
"vll + 2 v12 = 0 
A simple solution of this equation is v-^ = 2, v = a n d 
so we get one solution of (2.20) to be 
2 
1 / 
zA(t) - ( i e 3 t 
In a similar manner, substitution of >-2 anc* eigenvector 
v2l\ 
v 2 2j into (2.22) yields v 2 = 
" v 2 1 + v 2 2 = °> 
which is satisfied by v 2^ = 1, v 2 2 = 1, so that the second 
solution of (2.20) is 
These two solutions are independent since, in particular, the 
two vectors 
z ^ O ) = ^ J and z2(0) - ^ 
are independent. 
From Theorem 2.1 we know that any solution can be written as 
a linear combination of these two solutions; thus 
(2.23) z(t) - c J ^ . 3 t + c 2 J j ) . 2 t . 
1 2 
The two solutions z (t) and z (t) form a basis for the 
space W of all solutions, and for most purposes serve just as 
well as the special basis used in the proof of Theorem 2.1. 
However, in this Example we have asked for this special basii 
so we proceed to construct it. 
The solution x^(t) was defined by the initial condition 
xl(0) - e p so that (2.23) gives 
from which we get c^ • 1, c 2 • -1. Hence 
(2.24) x H t ) - ( 2 j e 3 t + / - l ^ e 2 C 
Similarly, x2(t) is such that x2(0) - e2- In this case (2.23; 
gives 
M - c 1 + c 2 2 1/ \ + c 2 
and consequently c^ - -1, c 2 • 2, and 
(2.25) - 2 C t> - (Ir) e 3 t - ( 2 ) e 2 t -
1 2 
The basis fx (t), x (t)!, while more complicated than the 
basis jzl(t), z2(t)i, is convenient if several different sets of 
initial conditions are to be considered. Consider the work in-
volved in finding a solution of (2.20) with initial condition 
z(0) -( ^ ] . If we use the z-basis we must solve the simultan-\ 2 I eous equations 
O M l M D -
for c-^  and c 2 to get the solution in the form (2.23). Using 
the x-basis we can express the solution in the form 
(2.26) ,(t) = b1x1(t) + b2x2(t) 
The corresponding condition on b-^  and b 2 is 
= b-, 
V 2 0 
+ b 0 21 
or, obviously, b-^  = 3, b 2 = 2. We can thus get the solution in 
the form (2.26) directly as 
z(t) - 3xX(t) + 2x2(t) 
2 \ _3t,/-l\ 2t 
i)e X i ) e 
2 e 3 ^ / 1 e 2 t, 
+2 
3t 
e + 
2t 
Example 2.2. Relaxation of Resistor-Capacitor Networks. 
There are many physical situations in which an initially 
disturbed system requires a characteristic period of time to 
attain an equilibrium state. One example of such a system is 
the network of resistors and capacitors shown in Figure 2.1. 
Assume that initially the switch s in branch 1-2 is open, a 
battery of voltage Vq is placed across the capacitor in vertical 
branch 0-1, and hence 
that capacitor acquires a 
charge CVQ, while the 
other capacitors are un-
charged. The battery is 
then removed and at time 
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Figure 2.1 
the switch is closed. The charged capacitor discharges through 
the network. The energy initially stored in the charged capac-
itor is dissipated in the resistors so that the equilibrium 
state has all capacitors discharged and no current flows. 
In deriving the differential equations which describe such 
a network, one must choose either voltage, current, or charge 
as the variable. It is not always obvious which choice is most 
convenient and one must learn this by experience. As the un-
known dependent variables, we will use the voltage from node 
0 to 1, V p and the voltage from node 0 to 2, V2• The assumed 
directions of current flow are shown on Figure 2.1. Due to 
voltage V-^  the current I 2 leaving node 1 flowing thrpugh the 
resistor at the left is 
(2.27) X 2 " 5 V 1 ' 
Due to voltage V^ the current flowing to capacitor C is 
obtained through the relation Q^ = CV^ so that 
dQ, dV, 
(2.28) I i = h _ L = C ^ . 
Similarly, the current I^ leaving node 1 in branch 1-2 due to 
the potential difference V^ - V 2 is 
d(V, - V 2) 
(2.29) I 3 = C \ t 
Using Kirchhoff's law of conservation of charge at node 1 we 
conclude that the sum of these three currents must be zero: 
i dvi H (2.30) + ( V r V 2 ) = 0. 
In a similar manner, the conservation of charge at node 2 gives 
1 d v9 H (2.31) 1 v 2 + C ^ - C ^ ( V r V 2 ) = 0. 
Equations (2.30) and (2.31) together with initial conditions 
(2.32) V l ( ° > - V 0 > V2(0) - 0, 
are the governing equations. Equations (2.30) and (2.31) can 
be put in the form 
(2.33) 
d Vl d V 2 1 
2 C zir " c sr - " * V1 
d Vl d V 2 1 
" C Ht~ + 2 0 St~ = ' R V 
Although it is possible to solve equations (2.33) directly by 
assuming a solution of exponential form (see Problem 1.8), we 
will put (2.33) in the standard form of (2.13) or (2.14). If 
the first equation of (2.33) is multiplied by 2 and added to 
dv2 
the second e q u a t i o n , i s eliminated. Similarly, multiplica-
tion of the second equation by 2 and addition with the first 
dV 
equation eliminates . 
Thus, in standard form (2.33) becomes 
d Vl _ _2_ _L_ 
Zt~ " 3RC V1 " 3RC V 2 » 
(2.34) 
d^2 _ _1_ „ 2 „ 
Ht~ 3RC V1 IRC 2' 
Following the method previously used, we seek a solution of the 
form 
(2.35) V 1 = E ^ 1 1 , V 2 = E 2e A t , 
so that upon substitution in (2.34) we obtain 
(2.36) AE = AE , 
where 
— i \ 
I 3RC 
(2.37) A = 
3RC 
1 - 2 
3RC 3RC 
E 
/ 
Ei 
E, 
Matrix A is symmetric, consequently we know that the eigenvalues 
are real. The characteristic equation det(AI-A) = 0 is 
(2.38) + lie)2 - (ife)2 " °> 
from which we obtain the eigenvalues 
(2.39) A1 = " 3WC ' A2 = " M -
Equation (2.36) with eigenvalue A^ gives the relation E 2^ = 
so that one solution is 
(2.40) V(t) e 
With eigenvalue A2, equation (2.36) gives the relation E 2 2 = E^2 
so that a second solution is 
(2.41) V(t) = '12 
'121 
RC 
If a relaxation time is the time required for the voltages 
to fall to 1/e of their previous values, then we see that 
solution (2.40) associated with A^ gives rise to the "slow" 
relaxation time t-^  = 3RC while solution (2.41) associated with 
A 2 gives rise to the "fast" relaxation time t 2 = RC. Solution 
(2.41) shows that in the "fast" 
configuration V-^  = V 2 so that 
there is no voltage drop 
( V r V 2 ) across the coupling 
capacitor C in branch 1-2 and 
hence no current in this branch. 
i 2 
= 
I 
r R R <=-
I ^ 0 0 ^ 1 
Figure 2.2 
V-, 
The currents in the two end loops are equal to -g- and are 
shown in Figure 2.2. In this configuration the original differ-
ential equations (2.30) and (2.31) are uncoupled, and we see 
that physically the two end loops are uncoupled. 
In the "slow" configuration solution, (2.40) shows that 
V-^  = "V2, and now there is a 
voltage across branch 1-2. 
The currents are easily ob-
tained from (2.27), (2.28), 
and (2.29), and are shown in 
Figure 2.3. Of course, in 
both configurations the 
2 - V 3 R 
* Z V 3 R 
Figure 2.3 
voltages and currents decay with time, but each configuration 
has its characteristic relaxation time. 
We know that any solution is the sum of solutions (2.40) 
and (2.41) so that 
(2.42) V(t) = RC 
Constants E-^ and E a r e determined by initial conditions 
(2.32). However, observe that regardless of the particular 
initial conditions the voltages in the network are the result 
of the superposition of the two configurations corresponding to 
A^ and A particular case is determined by merely taking a 
certain fraction of the "slow" configuration and a certain 
fraction of the "fast" configuration. With the initial con-
ditions of (2.32) we obtain 
(2.43) V(0) = 
V 0 
0 
/E 12 
\ E 12, 
from which we get E-^ = e - ^ = Vq/2 so that half the initial 
voltage is associated with each configuration. Substitution 
in (2.42) yields the final solution 
N -
l - V 2 
(2.44) V(t) = 
\ 2 
3RC + 
VQ/2 RC V2 
-^nnnrv-
L 
^ n n n n 
L 
Example 2.3. Relaxation of Resistor-Inductor Networks 
The three loop network 
of Figure 2.4 when initially 
disturbed will tend to an 
equilibrium state of no 
voltages or currents be-
cause resistors R remove 
energy from the system. We 
T * i 
Figure 
wish to find expressions for the three loop currents I p l2» 
and I^-
We use the three currents as the unknown variables and 
application of Kirchhoff's voltage law around each loop leads 
to the three equations 
dl 
L S T + R(I1"I2> = 0 > 
(2.45) 
dl, 
dF + R(I2-I3) - RUT-I,) = o , 1 2' 
dl 
L St + R I 3 " R( I2" I3 ) = 
These equations when in the form (2.13) are 
d l , 
d F 
— T + — T L 1 L 2 ' 
d l . 
dt" + ^ I L 2 
2R x L l3 
or d i a t Ht = A I ' 
where 
(2.47) A = *  L 
1-1 1 0 
1 -2 1 
1 -2 
(h\ 
l2 
\hj 
Since A is symmetric we know that it has three real eigenvalues, 
and the eigenvectors will be independent ( and orthogonal, but 
we make no use of this). The eigenvalues of A are just R/L 
times those of the matrix 
(-1 1 0 
(2.48) A1 " 1 -2 1 
V 0 1 -2 
which are the roots of det(AI-A^) =» 0: 
(2.49) 
A+l -1 0 
-1 A+2 -1 
0 -1 A+2 
= A 3 + 5A2 + 6A + 1 0. 
The three roots of (2.49), to 2 decimal places, are 
(2.50) A1 = -0.20 , A9 = -1.56 , A- = -3.25 , 
and associated eigenvectors are 
/ 2.35\ /-0.79\ / 0.56\ 
(2.51) 1.80 , -0.44 , -1.25 
\ 1.00/ \ 1.00/ \ 1.00/ 
We construct any solution by taking a linear combination of 
these three independent solutions. Hence 
(2.52) 
2.35 
1 .80 
1.00 \ l-00J 
/- 0.7 9 \ 
-0.44 e 
-1.56 £ t 
As in Example 2.2 we see that the solution is a superposition 
of solutions, each having a cnaracteristic relaxation time. 
This case lacks the symmetry of Example 2.2 so that the current 
components of each eigenvector bear no simple relation one to 
the other. However, each eigenvector defines a current config-
uration associated with each relaxation time. Constants c^, 
C2» c^ would be found from initial conditions 1-^(0), 12(0), 
and 1,(0). 
with initial conditions x(0) = X Q, y(0) - YQ. 
(a) Find the eigenvalues and associated eigenvectors ob-
tained in the process of solving the given equations. 
Partial answer: A = 3> = - ! • 
Problems 
2.1 Consider the system of equations 
1 2 (b) Determine the base vectors x (t), x (t) which appear 
in the proof of Theorem 2.1. Then find the solution 
which satisfies the initial conditions. 
2 ,-1/4 \ 3 t / 1 M \ _t Partial Answer: x^(t) - e J + e . 
1/4/ \3/4/ 
(c) What relation must exist between initial conditions 
Xq and Yq so that the e term does not appear in the 
solution? 
Consider the system of equations 
dx, 
cHT " X1 " 4 x 2 + x3 > 
d x2 Ht~ = - 2x2 + x 3 , 
dx, 
It" = 4 x3' 
(a) Find the eigenvalues and associated eigenvectors. 
f1] f1] Partial Answer: 0 1 ,13/4 1, 3/2 
1 2 Q (b) Determine the base vectors x (t), x (t), x°(t) which 
appear in the proof of Theorem 2.1. 
Parcial p 
Answer: x (t) 
/-4/3\ / 4/3 
Dig iii [&cf by G o o g l e 
Find the solution of the system of differential equations 
It - X + 3y , 
- y -
dz 
It 6y + 4z , 
which satisfies the initial conditions x(0) = 2, 
y(0) = 2, z(0) = -1. 
Partial Answer: y = e 2 t + e 2 t. 
Consider the system of equations 
dx, 
Ht 2 xl + 2 x2 > 
dx2 
W = " xi ~ 4 x 2 ' 
with initial conditions x^(0) - 0, x2(0) • 1. 
(a) Find the eigenvectors associated with each eigenvalue, 
I 1 \ 1 \ 
Answer: 
\-(l+i)/2/ \(-l+i)/2y 
(b) Find the solution of the given equations with the 
given initial conditions. 
Partial Answer: x 2 - j^- j (-l+i)e^"3+i)t+(l+i)e" ( 3 + i > t 
(c) Write the solution of part (b) in terms of real 
quantities. 
-3t Partial Answer: x 2 = e jcos t - sin r.\ . 
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Consider the network of capacitors and resistors shown in 
Figure 2.5. Originally the switch is on contact s-^  and a 
battery of voltage V n is 
moved. 
(a) Determine the system of node voltage equations anal-
ogous to (2.30), (2.31) and (2.34). 
(b) Show that the eigenvalues are -2/3RC and -2/RC and 
determine the associated eigenvectors. Hence, identify 
the two relaxation configurations. 
(c) Find the solution which satisfies the initial conditions. 
Torsional oscillations in shafts are of major importance 
in the design of rotating machinery, for torsional vibra-
tions and resonance can occur. Figure 2.6 shows two fly-
wheels of moment of inertia and I 2 attached to a shaft 
having negligible mass which is free to rotate in bearings 
at its ends. The torsional stiffness of the shaft between 
connected across the ^C 
capacitor. At time t = 0 
the switch is flipped to 
contact s 2 in negligible 
time and the battery re-
Figure 2.5 
El t 
121 IE1 
Figure 2.6 
the two disks is k, so that the torque on each is k 
times the relative angular displacement. 
(a) Show that the system of equations governing the motion 
is 
dH, d0, 
cfi: " - k ( 0 r 0 2 > > X1 IT " H1 > 
dH, 
hit = - * ( V e i > 
de9 ^ — u 
"2 cTt 2 
where H is the angular momentum, 
(b) Show that the characteristic equation is 
A 4 + A 2 ( J s - + = 0 , 
H 2 
and find the solution corresponding to the non-zero 
eigenvalues. Interpret physically the mode corres-
ponding with the non-zero eigenvalues [Hint: under 
no external torque the angular momentum is a constant, 
possibly zero]. 
(c) Show that 
M /8 
9 2 9 
H 1 0 
V 
/'A / 
and 
9, 
H-, 
H 
V 
V i 
v V 2 / 
are also solutions 
tations? 
What are their physical interpre-
For the network shown in Figure 2.7 obtain the system 
of differential equations for the currents through the 
resistors having resis-
Find R 3R tances , -j- • 
the two relaxation con-
figurations and the gen-
eral solution. Figure 2.7 
Three tanks are arranged so that when water is fed into 
the first tank an equal quantity of solution overflows 
from the first to the second tank, the second to the third, 
and from the third tank out of the system. Stirring de-
vices keep the concentration in each tank uniform. The 
tanks have volume = 10,000 gal., V 2 = 8,000 gal. and 
V^ = 5,000 gal. At the start, each tank is full of a 
solution having concentration Cq lb./gal. Water is run 
into the first tank at the rate of 50 gal./min. and over-
flows as described above. See Figure 2.8. 
Figure 2.8 
H 90 50 gal./min 
1 0 , 0 0 0 
If C-^  is the concentration in lb./gal. of material in tank 
1 at any time t, then 10,000 C-^  is the lb. of material in 
tank 1 at any time t. No material enters tank 1 because 
only water flows in. However, material leaves tank 1 at 
a rate of 50 C^ lb./min. Thus, a material balance on 
tank 1 at any time gives 
d!10,000 C l ) = . 5 0 C i > 
(a) Determine the material balance differential equations 
for tanks 2 and 3. Show that the eigenvalues are 
-1/200 , -1/160 , - 1 / 1 0 0 . 
(b) Find the time required to reduce the concentration in 
the first tank to CQ/10 and find the concentrations 
in the other two tanks at this time. 
Answer: 200 log 10 = 460 min, C2 = 0.274Cq,C3 = 0.4l4Cc 
(a) Show that the matrix 
(2.53) A = 
has only one eigenvalue, A = p, and only one independent 
eigenvector v = c-, ( M • Hence the methods of this 
1 V 0/ 
section cannot provide a complete solution of the system 
dx . 
eft = A x-
(b) Solve the uncoupled system 
dx^ dx2 
sr = p xi + x2 > "anr = P x2 
by the methods of Chapter 1, Section 6, to get the general 
solution 
x-^  - c^ te*3*" + > 
Pt x2 = ci e » 
or, in vector form, 
t 
2.10 The system of equations, 
(2.14) 
can be put in other forms by changes of variable of the 
type 
y = Cx or x • C "^y , 
where C is a non-singular matrix of constants. Show that 
with this change of variables (2.14) becomes 
where B = CAC - 1 (cf. Chapter 5, Section 7). 
2.11 (a) If A is a 2x2 matrix, not a diagonal matrix, with only 
one eigenvalue A = p, show that A has the form 
A = 
p+a b 
c p-a, 
2 where a + be = 0 and either b ^ 0 or c ^ 0. 
(b) If A has the above form show that if we take the matrix 
C of Problem 2.10 to be 
C = 
then 
•c a+1 
-a 
if c^O , C = 
1 0 
0 b 
if c = 0, 
/ 
B = 
\ 0 p, 
(c) Show how the above results can be combined with Prob-
lem 2.9 to solve the system (1.1) when there is only 
one distinct eigenvalue. Use this method to solve 
dx-^  
= 3x1 + 18X2 , 
dx~ 
* r m - 2 xi ' 9x2-
Answer: 
./-6t - 7 
2t + 2. 
+ c, -3t 
[Note. This method can be extended to the general case 
of an nxn matrix. The general form analogous to (2.53) 
is called the Jordan Canonical Form of a matrix.] 
12 Use the above methods to solve the remaining case of Prob-
lem 1.3, the so-called "critically damped" case when 
2 ' R 
LC 
2.13 (a) By Euler's Method (Section 2 of Chapter 1) tabulate 
approximate solutions of the linear system with 
variable coefficients, 
- (l-t)x + ty , 
(2.54) 
g - t* + (l-t2)y , 
for the values of t: 0,0.1, 0.2,...,1.0. 
For one solution x^(t), y^(t) use the initial con-
ditions x^(0) - 1, y-^(O) - 0; for another solution u 
x2(0) » 0, y 2(0) - 1. [Note. You may find it con-
venient to do this on the computer.] 
(b) By the comment following Theorem 2.1 any solution of 
(2.54) has the form 
x(t) - c 1x 1(t) + c 2x 2(t) , 
y(t) - c 1y 1(t) + c2y2(t). 
Tabulate the solution with boundary conditions y(o) 
y(l) = 1. 
3. Two First Order Nonhomogeneous Simultaneous Differential 
Equations 
a certain class of physical or mathematical problems can be 
described by equations (2.13) together with initial conditions 
(2.15), In physical problems, external energy is introduced 
by an initial disturbance and the system then performs what is 
called the free response. In the inertia-stiffness model of 
Example 1.1 the energy was initially stored in the "stiffness 
element" and the free response was a decay or relaxation because 
energy was dissipated in the resistors. 
This situation occurs in systems ranging from the atomic 
scale to those of very large proportions -- including the 
Earth itself. One could imagine a large building or bridge as 
a mass-stiffness system and the free response would ensue 
after a disburbance arising from an earthquake or atmospheric 
blast wave, However, there are many physical situations in 
which the primary interest centers on the behavior while a 
source of external excitation acts. We admit certain types of 
excitation by including functions g^(t) and g2(t) in equations 
(2.1) for a system of two equations: 
From the work of the previous sections we conclude that 
HIT = all xl + a12 x2 + 
(3.1) 
2 - ^ , 
tit a21 xl + a22x2 + g2 
dx 
together with initial conditions 
(3.2) X l(t 0) = X L , x 2(t 0) = X, 1 ^ 0 2 v t0 2' 
Such a system of equations is called nonhomogeneous, and the 
problem is to determine the solution to the nonhomogeneous 
system of equations. 
In order to solve (3.1) we use an approach based on our 
knowledge of the behavior of similar single first order dif-
ferential equations. We can write (3.1) in the vector form 
where, as in Section 2, x is the column vector with components 
x, and x0, A is the matrix of coefficients a . a n d g the column 1 2 ' ij' ° 
vector having components g-^  and g2- From the work of Chapter 1, 
we know that if (3.3) were a single differential equation we 
could obtain the solution in two parts. With g zero we would 
have a homogeneous differential equation whose solution, called 
the complementary solution, is known to be of exponential form; 
it contains an arbitrary constant. With g present in the equa-
tion we seek a particular solution of the given differential 
equation. The total solution is the sum of the complementary 
and particular solutions, and the arbitrary constant is deter-
mined by the initial conditions. We will show that the same 
approach can be used to obtain the solution for the system of 
differential equations represented by the vector equation (3.3). 
(3.3) 
Example 3.1. The Blast Loading of Tall Structures 
Tall structures such as stacks, elevated tanks, or sky-
scrapers can be subjected to sudden loading from the pressure 
front of an oncoming blast wave. The simplest idealization 
of such structures is a rigid 
mass supported on columns 
which possess stiffness when 
laterally deflected„ Figure 
3.1(a) shows an elevated 
water storage tank with in-
coming blast wave and Figure 
3.1(b) shows the tank with 
deflection u caused by the 
lateral loading of the blast wave. If the mass of the columns 
is small compared to that of the tank and its contents, then 
the columns are essentially springs whose stiffness would be 
determined by elementary beam theory. We will assume the 
supporting structure to have 
lateral stiffness k. Thus, we 
have the simple harmonic 
oscillator of Section 1, only 
now it is excited by a blast 
wave. The characterization of 
the blast loading has been the 
subject of extensive study and 
we will assume that, in the time interval of interest, the 
( J , - Original from 
lateral force F is constant as shown in Figure 3.2. 
B W 
Blast 
Wave 
Figure 3.1 
A 
F «• 
Force 
Time 
Figure 3.2 
The mass m is subject to an exciting force F and a restor-
ing force ku, hence Newton's law together with the definition 
of velocity give 
' dv 
m Ht 
(3.4) 
ku + F , 
or < 
du 
St = v 
dv 
It 
du 
It 
k , F — u + — , m m ' 
Equations (3.4) are seen to be a special case of (3.1) with 
x-^  = v, ~ u> a n ~ 0> ai2 ~ " k/m, m F/m, &2\ m 1 an<* 
22 - &2 = indicated earlier, the vector form of the a 
equations suggests that we obtain the solution in two parts. 
We first solve the homogeneous set of equations for the compli-
/v \ 
' . We obtain mentary solution x c = u 
(3.5). 
dv c 
cfii-
du 
k — u m . c 
H F = v. 
which are identical to (1.3) or (1.5). The solution, which can 
be written down immediately from (1.23), is 
(3.6) 
. TT icot . TT -io)t v c = icbU-^ e - icoU2e , 
IT icot . Tt -icot u c = U-^ e + U 2e , 
I 
where U-^ , U2 are constants and cd = s / k / m . 
A particular solution must now be found to the equations 
(3.^). Inspection of (3.M suggests that because g-^y) = F, 
a constant, there may be a solution of the form 
(3.7) v = c, , u = c 0 , 7 p 1. ' p 2 ' 
where c^ and c 2 are constants. When substituted in (3.4) 
these values of v and u give 
0 " ' £ c2 + I > m z m 
(3.8) 
0 = C1 ' 
so that there is a particular solution 
(3.9) v = 0 , u = £ , ' p ' p k ' 
of (3.4). We observe that the particular solution (3.9) is 
the static deflection of the spring, 6 = F/k, which would re-
sult from a very slowly applied force having final magnitude F 
If we add the complimentary solution (3.6) to the particu 
lar solution (3.9) we obtain 
. TT icot . TT -ioot v = lcnU^e - lcol^e , 
(3.10) 
F , TT itot , TT -ioot u = + rj^ e + U 2e , 
which contains constants U 2 and satisfies the original 
equations (3.4). In this example, the initial conditions are 
(3.11) v(0) = 0 , u(0) = 0, 
because the tank can be assumed to be at rest before arrival 
r - P Original from 
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of the wave. When used in (3.10) these initial conditions give 
(3.12) 
0 = icoU^  - icol^  
0 - I + ui + u; 
which yield U^ = = - Consequently, solution (3.10) is 
-e 
IT 
coF eia3t "iaJt 
v = TT " 
(3.13) 
„ _ icot, -icot F F e +e 
u = E " E 2 
which in terms of trigonometric functions becomes 
v = coF sin cut 
(3.14) 
u = £ (1 - cos cot) 
The response u is seen to be an oscillation, having amplitude 
F/k and natural frequency f = co/2tt = \/k/m /2tt, which takes place 
about the static de-
flection F/k. Fig-
ure 3.3 shows this 
behavior. From an 
engineering view-
point, the most im-
portant thing to ob-
serve is that the maxi-
Figure 3.3 
mum displacement, 2F/k, is twice the static deflection F/k. 
This result illustrates the inherent danger of shock loads, 
for design is frequently based on static loading. Relatively 
large deflections imply large strains which may cause failure. 
The method of solution may be summarized as follows. The 
complementary solution is found and the form of a particular 
solution obtained by inspection. The total solution is then 
formed by superposition and then the initial conditions are 
applied in order to determine the constants of integration. 
Example 3.2. Resonance 
The phenomenon of resonance is inherent in any "inertia-
stiffness" system to which is applied a periodic source of 
excitation. Because such systems oscillate naturally when 
disturbed, if an oscillatory external excitation is added, 
the possibility of reinforcement exists. Figures 3.4(a) and 
(b) show electrical and mechanical simple harmonic oscillators 
with sinusoidal voltage 
V = VQSin pt and force 
F = FQSin pt applied. 
The amplitudes Vq, Fq 
are constant and p is 
the circular frequency 
of the source of exci-
tation. We will use 
the language of the 
mechanical system, Figure 
3.4(b), although by the analogy established in Section 1 
r- - -.l f^ Original from 
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VQsin pt 
C 
m ->FQsin 
(a ) 
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Figure 3.4 
the analysis is applicable to either case. 
Acting on the mass m is the exciting force FgSin pt and 
the restoring force -ku; hence the equations of motion become 
m = -ku + FgSin pt, 
We will assume the system to be at rest when the force is 
applied so that the initial conditions are those of (3.11). 
we again seek a solution to (3.15) with initial conditions 
(3.11) by finding the two parts of the solution - the compli-
mentary and particular solutions. If we omit the term 
FQSin pt then the free response (complimentary solution) is 
of course identical with that previously obtained in Example 
3.1, equations (3.6). 
In seeking a particular solution we make use of a behavior 
which is characteristic of all physical systems governed by 
linear differential equations, i.e., those for which the 
physical model has been "linearized." Assume that the response 
due to the periodic excitation (particular solution) is itself 
periodic and of the same frequency as the excitation. Thus, take 
the particular integral in the form 
(3.15) 
(3.16) 
Vp = c^sin pt + C2COS pt , 
u = d,sin pt + d9cos pt , P 
where C p C2, d-^  and d 2 are as yet undetermined constant 
coefficients. Observe that the circular frequency p in (3.16) 
is the same as that of the forcing function FQSin pt. The 
coefficients c-p c 2, d^ and d 2 are determined by substituting 
(3.16) into (3.15). We obtain 
mp(c-^cos pt - c2sin pt) = -k(d^sin pt + d2cos pt) 
(3.17) + FQsin pt, 
p(d^cos pt - d2sin pt) = c-^sin pt + c2cos pt. 
Equations (3.17) will be satisfied for all values of t if in 
each equation the coefficients of sin pt and cos pt are equated. 
This gives the following four algebraic equations for 
C1' °2' dl' a n d d2 ' 
/ mpc-^ +kd2 = 0 , f mpc-, = -kd. 
(3.18) I 
-mpc2 = -kd^+FQ , 
pd1 = c 2 , 
\ -pd2 = c L , 
or 
-mpc2+kd^ 
- c2+pdx 
= F 0 
\ -c-
- 0 , 
-pd9 = 0. 
Solving the fourth equation for c^ and substituting in the 
first gives 
2 (mp - k)d2 = 0 , 
2 and hence, either mp - k = 0 or 
(3.19) d 2 = 0, and also c-^  = 0. 
The second and third equations can be solved similarly, or one 
can use Cramer's Rule to get 
(3.20) 
and 
(3.21) dl -
F q k 
0 P 
-mp k 
-1 p 
-mp F Q 
- 1 0 
-mp k 
- 1 p 
P F 0 
k-mp' 
k-mp' 
provided k-mp ^ 0. The particular solution (3.16) now becomes 
(3.22) 
pFo V = 2" cos pt , 
F k-mp 
u = — j sin pt, 
P k-mp 
The fact that c-^  = d 2 = 0 in the assumed form of equations (3.16) 
is not surprising, for inspection of the first of equations 
(3.15) reveals that if all terms are to be sinusoida'l, and hence 
of the same form as the force FQSin pt, then u and v must be 
multiples of sin pt and cos pt respectively. When u and v are 
of this form the second of equations (3.15) can also be satis-
fied. Thus, in this example we could have replaced the assumed 
particular solution, equations (3.16), by taking Vp = c 2 cos pt, 
Up = d^ sin pt directly. 
We now add the particular solution (3.22) to the compli-
mentary solution, (3.6), to obtain the general solution 
(3.23) 
PF . „ ioot . T1 -ioot . ^ 0 v = iooU-^ e - lool^e + — j cos pt, 
k-mp 
p 
TI ioot . TT -ioot . 0 u = U^e + U2e H —^ sin pt. 
k-mp 
The constants U^ and U 2 are evaluated from the initial condi-
tions (3.11) as follows 
PF0 0 = icoU-^  - icol^  H j , 
(3.24) k ~ m p 
0 = U L + U 2 , 
from which it follows that 
PF0 i (3.25) U, = - U 2 = • 
k-mp 
If these values for U-^  and U 2 are inserted in (3.23) and the 
exponential functions replaced by sines and cosines, the solu-
tion becomes, finally, 
F 0 v = 2" (~P c o s <^>t + p cos pt), 
k-mp 
(3.26) 
F 0 u = j (- ^ sin oot + sin pt) . co ^ ' k-mp 
The total response, (3.26), is the sum of the free 
oscillation (complimentary solution) of circular frequence oj 
and a forced oscillation (particular solution) which has the 
same circular frequency p as the exciting force. Thus, the 
response is somewhat complicated and in general not periodic, 
2 
Notice that because CD = k/m the amplitude of the forced 
(and also the free) oscillation terms depends on the ratio 
F, (3.27) 
k-mp 
0 _ F 0/k 
1 -(£ 
\cd 
This amplitude is sensitive to the relative size of p com-
pared to cd. If (p/oj) is small the ratio is nearly equal to 
Fg/k, the static deflection of the spring along. If p cd 
the amplitude becomes very large and this conditions is called 
resonance. Physically it is present because when p -» cd the 
driving force reinforces the natural (free) motion. Of course 
in any real physical situation the amplitude cannot become 
infinite because as the amplitude gets large the "stiffness" 
element no longer retains its assumed linear characteristic. 
In some situations resonance must be avoided; however, if one 
wished a system to have a large response at a given frequency 
then resonance would be a way of achieving this. If p = cd 
the above method breaks down and a different particular solu-
tion must be found. Later we will determine the particular 
solution when p = CD. 
Figure 3-5> a plot of the amplitude 
given by (3.27), is called a freouency 
response diagram. Very often the absolute 
value of the amplitude 
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is plotted, so that for p/a > 1 the dashed curve is obtained. 
Mot ice that the sign of the amplitude is negative when p/cu > 1; 
the particular response and the exciting force are in opposite 
directions and hence out of phase. For (p/o.) » 1 the ampli-
tude drops toward zero because the system cannot follow the 
rapidly oscillating source of excitation. 
The Particular Solution - Three Special Cases 
Examples 3.1 and 3.2 are special cases of the system of 
two nonhomogeneous simultaneous equations (3.1). However, the 
forms of g(t), in these two examples, a constant or a sine 
function, occur frequently in applied science and we are led to 
consider the problem of determining a particular solution of 
(3.1) in specific cases. As indicated earlier, we use a method 
which consists of inspecting the form of g(t), using good 
judgment and experience in choosing a form for x^, and then 
adjusting constants to achieve an identity when x^ is sub-
stituted into the differential equations (3.1). 
Case 1 g(t) a constant. In this case equations (3.1) have the 
f o rm 
where G, and G 9 are given constants. We wish to select the form 
'3.28) 
dx. 
dt ~ a21Xl + a22x2 f G2 ' 
of are satisfied. We observe that 
if x^ and x2p are constant, then the terms involving the 
derivatives do not appear and we are left with a pair of linear 
equations which can be solved for x-^ and x2p• Let 
(3,29) Xlp " C1 ' x2p " c2 
where c-^  and c 2 are the unknown constants to be determined. 
Equations (3.28) can then be written as 
(3.30) 
all cl + a12 c2 G1 
a21°l + a22°2 " G2 
or Ac = -G. 
Using Cramer's Rule we find c-^  and c 2 to be 
(3.31) 
-G. 12 
l22 
, c 2 = 
lll 
21 
-G1 
-G, 
provided that the matrix A is nonsingular; i.e., det A / 0. 
Thus, x-^ p and x2p given by (3.29) and (3.31) are the appropriate 
particular solutions when g-^  and g 2 are constant. 
Example 3.3. The simple harmonic oscillator driven by the step 
force F of Example 3.1 has a-^ = 0, a^2 = -k/m, a ^ = 1, 
a ? 2 = 0, G^ = F/m and G 2 = 0. We note that det A = k/m ± 0 and 
from (3.31) we conclude that c-^  = 0 and c 2 = F/k. This result 
coincides with that of (3.9) obtained previously. 
Case II. g(t) of exponential form. We assume that g-^(t) and 
g2(t) are of the same exponential form so that equations (3.1) 
become 
(3.32) 
clXl 
dt~ = all xl + a12 x2 + Gl e 
d x2 pt 
dF" = a21xl + a22 x2 + G2 e 
where G^, G 2 and p are known constants. Observe that if x-^  
and x2p are also of the form cept then every term of (3.32) 
has a factor ep~, which then divides out of the equations, 
leaving a set of algebraic equations. Thus, assume 
(3.33) Pt xlp = cl e ' 
Pt x2p ~ c2 e » 
where c-^  and c 2 are the undetermined coefficients to be de-
termined. When (3,33) is substituted in (3.32) we obtain 
Pt pt , pt . „ pt pc^e^ = a-^c^e^ + a-^c,^ + G^e , 
Pt pt , pt pt 
Pc2e- — a2x ci e a22 c2 e 2^ ' 
from which e p t can be cancelled to yield 
(3.34) 
I(P~aii)ci"ai2c2 ~ Gl' 
~a2^c^+(p-a99)c9 = G 9, 
or (pI-A)c = G. 
22' 
Again, Cramer's rule enables us to write 
(3.35) C1 = 
" a 1 2 
p-a22 
IpI~A| '°2 |pX-A] 
provided that matrix (pI-A) is nonsingular. If det(pl-a) 
p - a n 
~ a21 
we could not obtain c^ and c 2 and could not obtain a solution 
of the form (3.33). Observe that in finding the complementary 
solution when G-^  = G^ = 0 we muot find the roots of the char-
acteristic equation det(AI-A) = 0 . We conclude that we cannot 
obtain c-^  and c 2 if P coincides with one of the eigenvalues of 
A. Indeed in that case (3.33)is a solution of the homogeneous 
equation and does not represent a particular solution unless 
G1 - « 2 - 0-
Example 3.1*. In Example 3.1 the force due to the blast wave was 
idealized to the simplest form - a constant F shown in Figure 
3-2. Field measurements show that blast forces follow very closely 
an exponentially decaying form Fe"pt. The equations of motion are 
dv k , F -pt -r-p - - — u-f — e r , at m m ' 
(3.36) 
du 
Comparison with (3.32) reveals that a-^ = 0, a- 2^ = -k/m, 
a2^ = 1, a 2 2 = 0, G^ = F/m, G 2 = 0 and p is replaced by -p. 
Equations (3.35) give the coefficients c-^  and c 2 as 
(3.37) c . P , 
mp +k mp +k 
so that the particular solution of (3.36) is 
-pF -pt v = K e r 
P mp -t-k 
(3.38) 
F -pt u = — « — e r , 
P mp +k 
Case III. g(t) sinusoidal. First consider the case where 
G-^(t) and G2(t) are complex functions z-^(t) and Z2(t) with 
real parts R(z^), R(z2) and imaginary parts I(z^), I(z2). 
Equations (3.1) become 
dxn 
It - = a 1 1x 1 +
 ai2x2 + R( zi) + i:L(zi) > 
(3.39) 
dx,-
d F = a21 xl + a22 x2 + + 
We prove a very useful and general result by the following 
line of reasoning. We can expect that, in the particular 
solution, x^p and X2p will be complex functions so that 
(3.40) 
x l p = R(xx) + iI(Xl) 
x2p = r(x2^ + (x2^ 
If we substitute (3.40) into (3.39) we get 
3tR<xl>i 
(3.41) l 
and 
(3.42) 
41 ^ I ( X l ) 
&R<* 2> 
V 
> = 
a11R(x1)+a12R(x2)+R(z1) 
+i[a11I(x1)+a12I(x2)+I(z1)} 
a2^R(x^)+a22R(x2)+R(z2) 
+i[a21I(x1)+a22I(x2)+I(z2)] 
> 
} 
Each side of (3.41) and (3.42) is a complex number, and when 
two complex numbers are equal their real and imaginary parts 
are respectively equal. Hence, from the first lines of 
(3.41) and (3.42) we conclude that x l p - R(x1), x 2 p « R(x2) 
form a particular solution when g-^  = R(z^) and g 2 = R(z2). 
Similarly, from the second lines of (3.41) and (3.42) we con-
clude that x^ = I(xx) , x2p = I(x2) form a particular solu-
tion when g^ = I(z^) and g 2 = I(z2). Thus, if g-^  and g 2 are 
complex numbers and we somehow determine a particular solu-
tion xip> x2p then we know that R(x^), R(x2) is a particular 
solution for g^ = R(z^), g 2 = R(z2) and I(x^), I(x?) is a 
particular solution for g^ = I(z^), g 2 = I(z2). This result 
greatly simplifies the algebra in determining particular 
solutions when g-^(t) and g2(t) can be expressed as complex 
numbers, for the complex numbers can be written in exponential 
(polar) form. 
Let the exciting force have the form F sin pt. Equations 
(3.1) become 
Rather than attempt to solve (3.43) directly, we alter the 
problem to one where the exciting force is replaced by a com-
plex function of the form 
(3.43) 
(3.44) „ ipt „ ipt §1 = F i e ' §2 = 2 e 
so that the equations we must solve are 
dxj 
3 F = a n x 1 + a 1 2x 2 + F]Le 
ipt 
(3.45) 
2 _ , j . tt 
dt " a21 Xl + a22 x2 + 2 e 
Because functions g-^(t), g2(t) are of exponential form we can 
use the previous results of Case II. We know that x-^  and 
x 2 p have the form of (3.33) so that 
(3.46) ipt 2p 
ipt 
From (3.35) the constants c^ and c 2 are 
(3.47) C1 = 
F1 - a12 
F 9 ip-a 22 
ipI-A| 
c2 = 
ip-a 11 
-a 21 
ipI-A 
Notice that c^ and c 2 are now complex numbers which can be 
written in polar form as 
(3.48) i0, i9~ c-^  = r-^ e 1 , c 2 = r 2e 2 
where r^, r 2, 9^ and 9 2 can be found from (3.47). Substitution 
of c^ and c 2 into (3.46) gives 
(3.49) Xi = r,e lp 1 
i(pt+9x) 
' x2p r2 e 
i(pt+e2) 
If we take the imaginary parts of x^ and x 2 we get 
(3.50) x l p = r x sin(pt+01) , x 2 p = r 2 sin(pt+92) 
which is the particular solution of (3.43), for the forcing 
functions of (3.43) are the imaginary parts of those of (3.45). 
The method described above when g-^  = F-^sin pt and 
g 2 = F2sin pt applies equally well for the situation when 
g^ = F-^cos pt and g 2 = F2cos pt. Now, the real parts of (3.45) 
give g = F-^cos pt and g 2 = F 2 cos pt and we obtain a particu-
lar solution by taking the real parts of solution (3.49), 
(3.51) x l p = r1cos(pt+01), x 2 p =» r2cos (pt+02) . 
We conclude that if g-^(t) and g2(t) are either of the 
form C sin pt or C cos pt we can determine constants c-^  and 
c 2 such that a particular solution xip>x2p c a n found. The 
constants c-^  and c 2 are found from (3.47) and we see that they 
exist if the denominator of det(ipI-A) ^ 0. In the solution 
to the homogeneous equations, obtained by replacing g-^(t), 
g2(t) by 0, the characteristic equation is det(AI-A) = 0. 
Again we see that should p be such that ip is one of the eigen-
values of A then det(ipI-A) = 0 and we cannot obtain a solution 
by the method previously established. Physically, this 
corresponds to the situation when the circular frequency p of 
the forcing function equals a natural frequency co and we are at 
resonance. 
Example 3.5. The motion of a simple harmonic oscillator ex-
cited by the force FQSin pt is described by equations (3.15) of 
Example 3.2. 
dv k , „ 
Ht = " m U + F 0 S i n p t' 
(3.15) 
du 
at = v -
Although we know that a particular solution of the form (3.16) 
exists, we wish to find this solution by using the techniques 
of Case III above. First, replace the exciting force by the 
exponential function FQe l p t so that the equations become 
dv k , F 0 ipt -rr = - — u H e ^ . dt m m 
(3.52) 
du 
Ht = v-
Of course, in doing this we do not make the physical force 
"complex," but merely define a new mathematical problem from 
whose solution, by taking the imaginary part, we can extract 
the solution of the physical problem. Following the approach 
|| given previously, we assume a solution of the form (3.46) 
(3.53) v = c 1e l p t , u = c 2e l p t , 
ai 
O 
which when substituted into (3.52) gives 
. k F 0 
i p c l m 2 = "m~ ' 
k C1 " i p c2 = 
When solved simultaneously these equations give 
^ • V k F 0 / k (3-54) c, - l p — 7 , c 2 = — 
P r t r t , , OfigiWIfronn 
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ai O 
which when put in polar form (that is, when i is replaced by 
e17r^2) become 
F n / k .TT F n / k 
(3.55) c - p U 2 e XJ , c 2 a — y . 
W vOT 
Thus, a particular solution of (3.52) is 
F
o
/ k
 7> V
k
 ipt 
( 3 ' 5 6 ) vP = P I ^ e ' P " ITTIv? ' W W 
To obtain a particular solution to the original equations of 
motion (3.15), we take the imaginary part of (3.56), 
F 0 / k F 0 / k 
(3.57) v = p u 2 sin(pt+ f) , u - u « s i n P** 
and this result coincides with that obtained previously in 
equations (3.22). This particular example is sufficiently 
simple that one can use with equal ease either the direct 
approach of Example 3.2 or the complex number approach given 
here. However, in more complicated cases where a-^ ^ 0, 
a 22 ^ 0 a nd g2(t) ^ 0 complex number method is greatly 
to be preferred. 
Although the three cases where g(t) is constant, expon-
ential, or sinusoidal do not exhaust the possibilities for 
g(t), they are extremely important cases from a physical point 
of view. The method used to find a particular solution depends 
on the evaluation of condtants c^ and c 2; hence, the method is 
- 6.69 -
called the method of undetermined coefficients. For several 
other cases of g(t) the particular solution can be found by 
the method of undetermined coefficients. 
Since C = Ce0fc, sin pt = Im(eipt), and cos pt = Re(eipt), 
the results of this section can be summarized as follows: Given 
the system 
(3.58) g c = A x + G e p t , 
where G is a constant vector, we try to find a constant vector 
C so that Cept is a particular solution of (3-58). Since 
^ (Cept) = PCe p t = PlCept 
this leads us to the equation 
(pi-A)C = G, 
C = (pi-A)_1G 
provided p is not an eigenvalue of the matrix A. 
Also, if x = u + iv satisfies the system 
^ = Ax + g + ih, 
where, A,u,v,g and h are real, then u satisifes 
Au + g 
and v satisfies 
S - + 
Problems 
3.1/ Given the system of equations (see Problem 1.6) 
§ = - 3* + 2y, 
- 2y + gs(t), 
- 6.69a -
(a) Find the solution when g2(t) = 6, given the initial 
conditions x(0) = 1, y(0) = 1. 
-3t -2t Partial Answer: x = 3e -4e +2. 
2 • . 
(b) Find the solution when g2(t) " 2e , given the 
initial condition x(0) = 0, y(0) - 0. 
i a 1 f 2it -2tP> Partial Answer: y = -j^t- ^ e -e j. 
For the system of equations of Problem 3.1 find the solu-
tion when g2(t) = 2 cos 2t, but do not apply initial 
conditions. 
-2t 1 
Partial Answer: y = Y2e + — c o s ( 2 t - . 
Consider the system of equations (see Problem 1.4) 
pt = x1-2x2+3ep , 
dx9 
dF" = * r 2 x 2 + 6 e P ' 
(a) If p = 2 find the solution with initial conditions 
xx(0) = -1, x2(0) = 2. 
H 
S 
Answer: x-^  = -3+2e t ; x 2 = - ^ +2e *"+ y e 2 t. 
(b) If p = 0 can a solution be found by the methods used 
thus far? 
3.4 For the system of equations (see Problem 2.4) 
dx-, 
- = -2x^+2x2+2sin pt , 
dx~ 
^ x1-4x2-5sin pt , 
(a) Find a particular solution when p = 4. 
Partial Answer: = - 2 ^ sin(4t -
(b) For which values of p will the method used in 
part (a) not yield a solution? 
3.5 Find the solution to the system of equations 
dx 0 
St = 2x"y ' 
£ o dt 
/dx with initial conditions x(0) = 0, H--^  
T . 1 A 7 3t 15 -t.r Partial Answer: y = e - e +6. 
= -4. 
0 
| 3.6 Find a particular solution for the system of equations 
dx 0 . 
^t = 2 x + y 
An 
= -5x+4y + cos t. 
vr5 1 1 swer: x = -jq cos(t+9-^), y = - jr cos t, where tan9-^ = -j, 
and is acute . 
ai 
H 
S 
3.7 Consider the system of equations 
dx^ 
St" = X1 " 3 x2 + 6 ' 
d x2 9 . -3t 
s r = " 2 xi + e 
(a) Determine a particular solution in two steps by first 
finding a solution when g(t) = and then finding a 
solution when g(t) = |e"3fcJ • Show that the sum of 
these two solutions is a solution of the given system. w 01 
(b) Find the total solution to which initial conditions 10 x ' 
10 
CD 
| specifying x^(0), X2(0) could be applied. 
o •k (c) Can you make a general statement on how to find a 
f particular solution of (3.1) when more than one function-
's 
3 al form g(t) appears? (The question is vaguely ex-
ii 
4-> £ pressed, make your answer precise!) 
fo 
3.8 Given the system of equations 
E 
E 
| = x + 3y + 8t , 
c 0 
4J 
1 
3 
10 c 
i= (a) Find the form of a particular solution and evaluate 
E 
o 
o any constants which appear in it. 
*4J 
6 (b) Find the solution which satisfies the initial conditions 
x(0) = - 2, y(0) = 4. 
2 3.9 Consider the general system of equations where g(t) = 
00 
CD 3 so that 
i-H 
iH 0 fn 
° f , - x ^ l O r i g i n a l from 
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£ 01 
/ G 1  G2, t, 
dxj 
3 F 
dx2 
3F~ = a21 xl + a22 x2 + G2fc ' 
where G-^  and G^ are constants. Determine the form of 
a particular solution and find expressions for any con-
stants which appear in this solution 
Partial Answer: Two of the constants are 
" G 1 a12 
" G 2 a22 
all " G1 
a21 " G2 
3.10 Assume that a particular solution x^p> x2p known for 
the system of equations 
dxj 
d F 
dx. 
= a 1 1x 1 + a 1 2x 2 + g^ (t) 
It a21 xl + a22 x2 
i-s 
If the function g-^(t) is multiplied by a number N, find 
the new particular solution in terms of the old. What 
do you conclude? 
3.11 In Example 3.1, instead of a blast wave the structure is 
subject to an earthquake which causes a ground motion 
H 
S 
Figure 3.6 
w = WQsiri pt. See Figure 
3.6. Find the system of 
equations analogous to 
(3.4), thus showing that 
the ground motion causes 
an exciting force kwQSin pt 
to act on the oscillator. 
Determine the solution and 
the amplitude of the forced 
oscillation. Is resonance 
possible in this case? 
3.12 In Problem 1.3 the free response of a series L,C,R 
2 
circuit was found when (R/2L) ^ 1/LC. We wish to de-
termine the response of this 
circuit to a constant voltage 
Vq applied at time t = 0. 
Assume that initially the 
capacitor is uncharged and 
no current flows. Determine 
the system of equations for 
the current I and charge Q 
L 
ssmms-
V 0 C 
R 
^ W V — 
Figure 3.7 
analogous to (3.4) and find their solution when 
2 
(R/2L) < 1/LC. For large values of t what values do I 
and Q approach and what are the voltage drops across each 
circuit element? 
Partial Answer: 
H 
S 
q A 1 / Tv^P" 
Axt A 2 \ A l C V 0 
e 2 + ( c v 
3.13 Consider the mass-spring-dashpot system shown in Figure 3.8 
An ideal dashpot element 
exerts a resisting force 
cv, where c is the dashpot 
coefficient and v the vel-
ocity of relative motion 
between the plunger and en-
closing cylinder. Derive 
the equations of motion for 
the velocity and displacement 
L±J 
m 
^ F = cos pt 
Figure 3.8 
and show that they are analogous to those of Problem 3.12, 
only here the exciting force is cos pt rather than a constant. 
(a) Find a particular solution and thus determine the dis-
placement amplitude and phase angle for the forced 
motion. 
2 2 2 -1/2 Partial Answer: Amplitude = [(k-mp ) + (pc) ] 
(b) Is resonance possible in the sense of (3.27)? Show 
resonance is possible in the sense that the amplitude 
^ 2 
of forced motion has a maximum provided (k/m)>(c 
3.14 A simple harmonic oscillator having an inductance L in 
series with a capacitance C is acted upon by a voltage 
which increases linearly with time to a value Vq at time T 
and then remains constant for t>T. The system is undisturbed before the voltage begins to act. (Figure 3.9.) 
Original from 
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L 
-o 
>y V„ 
V(t) 
T 
F igu-re 3.9 
(a) For the time interval 0 = t = T, derive the governing 
differential equations and determine the response. 
(See Problem 3.8 or 3,9.) 
Answer: 11 llw) CV 0 
u , " i n 
2iwT e
i w t
 + 
-1 W 
i 
CV 
21 wT 
o e-v," 
0 \ CV 
T T c + 
l\ CV 0 w - 1/ v/CT . 
1/ 1 \0. 
(b) When t = T derive the governing differencial equations 
and state how you would find the initial conditions. 
The resistor-inductor circuit shown in Figure 3.10 is in-
itially undistrubed when a constant step voltage of 50 volts 
is applied across the terminals 1-2. Show that the equations 
governing currents i^ and i 2 are 
di. 
4 2 £ — W 5HtT - -30i1+20i2+50 
di 
5dt = 2 0 i 1 - 3 0 i 2 -
(a) For the complementary 
solution, determine the 
eigenvalues, corres-
Vtc^ Tjure £>.10 
ponding eigenvectors, and "fast" and "slow" current 
configurations. 
(b) Find a particular solution. Partial Answer: j = 
Digitized by G o o g l e M W, U F t& m 
(c) Find the solution which satisfies the initial conditions. 
What values do the currents approach for large t? 
(d) Determine the current in the 20Q coupling resistor and 
sketch its time history. 
4. Systems of First Order Nonhomogeneous Equations. General Case. 
As in Section 2 where we generalized the system of two homo-
geneous equations of Section 1 to a system of n homogeneous 
equations, we now wish to generalize to n equations the work of 
Section 3 on two first order nonhomogeneous equations. Thus, we 
consider the system of equations 
Partial Answer: i +3. 
dx 
d T = a21 xl a2n Xn +S2 ( t ) > 2 1 1 '2n iTB2 
(4.1) 
dx 
a.n = a ix, +...+ a x +g (t) , dt nl 1 nn n &n v ' ' 
with initial conditions 
(4.2) X l(t 0) = X L , x 2(t 0) = X 2 ,..., x n(t Q) = X n . 1^0 n 
The system of equations (4.1) can be written in the form 
(4.3) 
where x(t) and g(t) are to be regarded as functions whose values 
are n-component column vectors and A is the nxn matrix of co-
efficients a^j. In this section we will discuss general proper-
ties of the solutions of (4.1) and determine the techniques to 
find these solutions for some important cases. 
As in our previous considerations of the case n = 2, we con-
strue L the solution of (4.1) in two parts. First we consider the 
corresponding system of homogeneous equations 
( 4 . 4 ) = Ax 
which were analyzed in Section 2. From Theorem 2.1 we know that 
the set of all solutions of (4.4) is an n-dimensional vector space 
and an£ solution can be written as a linear combination of a 
suitably chosen set of n vectors. Further, we find the n basic 
solutions by taking a solution in the form 
/, c \ At (.4.5; x = ve 
where v is a constant vector and A a constant scalar. Substi-
tution of (4.5) into (4.4) leads to the eigenvalue problem 
Av = Av , 
dr.:! if n independent eigenvectors of A can be found then n in-
atpendent solutions of the form (4.5) are determined. If 
1 2 n x\'t), x (t) , . . ., x (t) are n independent solutions of (4.4) 
r.he general linear combination 
* c(t) = a 1x 1(t) + a 2x 2(t) +...+ anxn(t), 
where a^,a2,...,a are arbitrary constants, is called the 
complementary solution of (4.3), for although it does not satisfy 
the given equation (4.3) it does satisfy the accompanying homo-
geneous equation (4.4). From Sections 2 and 3 we expect that the 
general solution of (4.3) is obtained by taking the sum of 
xc(t) and a particular solution xp(t) of (4.3). We now prove this 
Theorem 4.1. If xp(t) is a solution of (4.3) then any solution 
x(t) of (4.3) is of the form 
(4.6) x(t) = xp(t) + xc(t) 
where xc(t), the complementary solution, is a solution of (4.4). 
Proof. We are given 
dx . = Ax + g , 
dx 
= A xp + 8-
Subtracting gives 
d(x-x ) 
dt = A<x-xp> ' 
and so (x-x ) is a solution x of (4.4): that is x = x +x . P c p c 
This theorem indicates that the approach for solving (4.3) 
is the same as that used in the 2-dimensional case of Section 3. 
1 n 
Thus, we first find the n independent solutions x (t),...,x (t) 
which make up xc, the solution of the homogeneous equation, and 
then find one solution Xp of the nonhomogeneous equation (4.3). 
Theorem 4.1 says that any solution of (4.3) has the form 
where the constants a-.,...,a are determined so that x satisfies l n 
the initial conditions (4.2). We next consider some general 
theorems which are useful in determining Xp. 
Theorem 4.2. The Principle Superposition. Let the nonhomo-
geneous equations (4.1) have the form 
dx, 
at - - allxl+--+'alnxn+Sll(t>+Sl2(t:)+---+glm(t) > 
(4.8) 
- x +x - x + y a. x1 , P c p 1 
n 
(4.7) 
TUT - anlx1+...+annxn+gnl(t)+gn2(t)+...+gnin(t) , n i l 
so that in vector form (4.3) they become 
(4.9) at " ^ + j L v k«l 
dx 
Thus, g(t) is a sum of functions g^(t). Let x^ be a solution of 
dx a , n ^ = Ax + gk. 
m 
Then x(t) - [ X (t) is a solution of (4.9). 
Proof. We are given 
for k • 1, 2,...,m. Add these m equations to get 
1 2 dx , d x f . 
d t + d t + 
dxm , 1, , 2, , « m, 1. • • •+ = Ax +Ax + • • -+Ax +g +g2+- • 
which can be written as 
^xW^+.-.+x 1 1 1) = A(x1+x2+...+xm)+ £ gk 
lc= 1 
j m , m m 
m 
Thus, if we take x = V x it satisfies the equation 
k=l 
dx m 
^ " ^ + kSl§k ' 
which is equation (4.9). 
Theorem 4.2 is useful in getting particular solutions when 
g(t), the exciting function, breaks naturally into the sum of 
two or more distinct parts. The theorem says we can find a par-
ticular solution corresponding to the piece g^ and then obtain 
the total particular solution by adding the contributions x^. 
The next two theorems are helpful in handling the complex 
quantities that arise in connection with sines and cosines. 
Theorem 4.3. Let A be a real matrix, let g = g^+ig^ and let 
x = x^+iXj be a solution of (4.3); g R, g^, x^ and x^ are all 
dx real functions of t. Then x R is a solution of ^ = Ax+gR and 
dx 
Xj. is a solution of = Ax+g^. 
Proof. We are given that 
d(xR+ixI) 
Jt = A(x R+i X l)+g R+i g l 
or 
dxR dxT 
HF~ + i cft~ = AxR+iAxI+gR+igI. 
Since A is real, equating real and imaginary parts gives 
dxR 
Ht~~ " A X R + S R ' 
dXy 
= A x I + g l , 
which completes the proof. 
Theorem 4.4. If A is real and x = xR+ix^ is a solution of the 
homogeneous equation (4.4), x R and x^ being real, then x R and 
Xj are each solutions of (4.4). 
Proof. This is just the special case of Theorem 4.3 in which 
g = 0. 
Corollary. If x R + ix^ . is a solution so is x R - ix^. 
We are now ready to attack the solution of the system of 
equations (4.1) or (4.3). Theorem 4.1 shows that if we find 
the complementary solution, x , and a particular solution, x , c p 
then the sum of these two parts, (x +x ), is the general c p 
solution of (4.3). The complementary solution is assumed known 
from the work of Section 2. The particular solution will be 
determined by generalizing to n dimensions the method of un-
determined coefficients used in Section 3 for the 2-dimensional 
case. Theorems 4.2 and 4.3 will prove useful in constructing 
a particular solution. 
Example 4.1. Consider the system of equations 
d xl -t = 4 xl - 2x2 - 2 + 5e 
dx2 _t 
d t " = x l + x 2 + 4 + e ' 
with initial conditions x-^(O) = 3, x2(0) = 1. When written in 
the form (4.3) we have 
dx (4.10) = Ax+g , where A = 4 - 2 ' 1 1 , g = 
•2 
4 
-t 
The associated homogeneous equation, 
dx 
dt = Ax = 
4 -2 
1 1 
is that of Example 2.1, and hence the complementary solution 
is given by (2.23) as 
(4.11) 2 3t xc = 1 v l e + 1 v 2 e 
2t 
where v-^  and v 2 are constants. As Theorem 4.2 suggests we find 
a particular solution of (4.10) in two parts. First we find a 
particular solution of 
(4.12) dx . . St = A x + g l = Ax+ 
-21 
4 j 
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Inspection shows that with g^ constant, a constant particular 
solution x ^ will satisfy (4.12). Thus, we assume 
P 
x 1 , p 
c21 
and substitution in (4.12) gives the following system of equa-
tions for c-^  and c 2 , 
(o = 4cx - 2c2 - 2 , 
0 • ^ + c 2 + 4. 
When solved these yield c^ = -1, c 2 - -3; thus, Xp-^  
Next we find a particular solution of 
'-r 
(4.13) ^f - Ax+g2 - Ax+ [[j e _ t. 
Observe that if we substitute a solution of the form 
in (4.13) then each term will have e as a factor and it can 
be divided out. We get 
which, after e is eliminated, gives the following two equations 
for d^,d2> 
" dl = 4 dl ' 2 d2 + 5 ' 
-d2 - dl + d 2 + 1. 
These equations yield d^ = -1, d 2 = 0; thus, x p 2 = [ "o ] e _ t' 
The Superposition Principle, Theorem 4.2, enables us to obtain 
1 p a particular solution of (4.10) by adding x and x thus P p 
1 . 2 [-1 -1 
XP " Xp + XP - -3 + 0 
Theorem 4.1 enables us to find the general solution of (4.10) 
by adding x c and x p as in (4.7) to obtain 
(4.14) 11 v l e 
3t 1 2t 
1 v 2 e + 
-1 
-3 
-1 
0 
-t 
Lastly, we determine v^ and v 2 from the initial conditions 
x1(0) - 3, x2(0) - 1; hence, (4.14) for x(0) gives 
3 
CM V1 + v ? + f - l \ 1 1 1 ii z f 3 ) o ] 
which when solved for v^ and v 2 gives v-^  = 1 and v 2 = 3. 
Solution (4.14) of the given equation with the given initial 
conditions becomes 
' V 
l2 
where 
0 3t,- 2t , -t x-^  = 2e +3e - 1-e 
x 2 = e3t+3e2t-3. 
Example 4.2. A Dilution Problem 
An industrial chemical process generates colored waste 
water and dust which is to be discharged into a river. If the 
concentration of colored particles is too high, then the river 
color becomes objectionable. The color concentration is re-
duced by dilution in two tanks which are initially filled with 
clean water. 
q 9 + E sin pt 
When the chemical process is put into operation waste water 
containing q^ colored particles per gallon enters Tank 1 at a 
constant rate of o gallons per minute. Tank 1 contains V^ 
gallons in which perfect mixing is achieved by the stirring device. 
The contents of Tank 1 are pumped at a rate of 0 gallons per minute 
into Tank 2 so that the tanks are coupled by this flow. Thus 
colored particles enter Tank 1 at a constant rate q, Q particles 
X1 per minute and leave at a rate Q, where x, is the number 
V1 1 
of colored particles in Tank 1 at any time. Thus the rate of change 
of the number of colored particles in Tank 1 Is 
d xi 0 (4-15) . i L X i + q i Q . 
In addition to the waste water fed into Tank 1, the 
chemical process includes waste colored dust (having negligible 
volume) which is fed into Tank 2 on a conveyor which pulsates 
so that it discharges (q2+E sin pt) particles per minute. Tank 
2 contains V2 gallons and its contents are pumped into the river 
at a rate of Q gallons per minute. Thus colored particles 
x 
V 
X1 leaving Tank 1 enter Tank 2 at an imput rate of rr— Q and in 
1 
addition the conveyor adds (q2+E sin pt) particles per minute. 
x 2 
Colored particles leave Tank 2 at the rate of Q, where X2 
is the number of colored particles in Tank 2 at any time. Thus 
the rate of change of the number of particles in Tank 2 is 
d x 2 0 0 (4.16) ^ = - f^ x 2 + f^ x x + q 2 + E sin pt. 
The company wishes to determine the allowable amplitude E of 
dust pulsation rate so that the concentration of particles being 
discharged into the river never exceeds a level of S particles 
per gallon. 
In order to determine the concentration of particles 
being discharged into the river, ^ system of equations 
(4.15), (4.16), must be solved. We have 
w: xi + Qc*1 > 
dx . , or ^ = Ax+g 
x^ - Q- X£ + q2 + E sin pt, 
with initial conditions 
(4.18) X l(0) = 0 , x2(0) = 0. 
We obtain the complementary solution by solving the homogeneous 
equations 
(4.19) 
dx^ 
dx2 
Ht~ 
- .a. x V L xi 
Q V — ^ V 
V1 1 V2 2 
A or ^ = Ax , 
with a solution of the form 
C4.20) 
r v At 
\ = xi e 
Y At 
— 2^ * 
V At or x = Xe , 
which when substituted in Equation (4.19) gives 
(4.21) 
+ v^) x L = 0 , 
- X x + (A + X 2 = 0. 
The determinant of the coefficients gives the characteristic 
equation 
(4.22) (A + (A + $-) = 0 , 
so that the eigenvalues are A, = - Q/V-, and A9 = -Q/V9. When 
1 1 v2 X-, so that A = Aequations (4.21) are satisfied if X 2 = 
the corresponding solution is 
(4.23) 
V 1 " V 2 1 
When \ " equations (4.21) are satisfied if X^ = 0 so that the 
corresponding solution is 
- f < 
(4.24) (°) e 2 . 
Hence the complementary solution is a linear combination of 
(4.23) and (4.24), 
(4.25) x c = 
i . 
\ v r v 2 
We will determine the particular solution in three parts 
corresponding to the three inputs Qq^, q 2 and E sin pt"and use 
the Superposition Principle, Theorem 4.2, to obtain a particular 
solution to (4.17). (We separate Qq^ and q 2 not for mathematical 
convenience but because we wish to determine their separate 
effects on the solution.) Thus we have 
(4.26) g ( t > - + Q + ( E ° } i n p t = g l + g 2 + g 3 . 
To find the solution of (4.17) with constant input g p substitute 
a particular solution of the form 
< * • " > v - ( 3 
and obtain the following simultaneous equations 
(4.28) 
0 = ' V~ al + Q q l ' 
0 = a - .2- a u V 1 al V 2 2 ' 
which have the solution a^ = V^q-^ and a 2 = The particular 
solution (4.27) becomes 
1 / V ^ ! 
( 4' 2 7 ) *P = (v 2q. 
This result is easily interpreted, for with q^ particles per 
gallon continuously entering Tank 1, eventually the steady 
state number of particles in Tank 1 will be V^q^ and that in 
Tank 2, V2q1« 
To find a particular solution of (4.17) due to the con-
stant rate of addition of dust particles from the conveyor, 
go = I > assume a particular solution of the form 1 \ q2' 
<4-29) ^ • (3 • 
Substitution of (4.29) gives the following simultaneous equations 
(4.30) 
o - b . CL b o + V^ bl - V j b2 + q2 ' 
V 2 which have the solution b^ - 0, b 2 • -q- q 2 < The particular 
solution (4.29) becomes 
(4.31) 
' T q2, 
This result also can be interpreted, for the constant input 
q 2 does not reach Tank 1 and the steady-state rate of loss of 
x 0 particles from Tank 2, 2 X , must equal the rate of input 
V 2 
Lastly, we wish a particular solution of (4.17) which 
accounts for the fluctuating rate of input of dust particles, 
g^ = pt) ' o r d e r t o work with exponential functions 
replace g^ by ^j^iptj so that equations (4.17) are replaced by 
d x i _ c l 
3 t v x x l ' 
(4.32) 
= x . ± + E e i P t W 1 X1 V 2 x2 + t,e 
All terms of (4.32) will involve e'LPt if we assume a particular 
solution 
(4.33) ^ . g ) .iPt. 
Substitution of (4.33) into (4.32) and division by e^*" gives 
the equations 
(ip + d x = 0 , 
(4.34) 
- ^ d x + (ip + iL)d2 = E 
which clearly have the solution d^ = 0, d^ = E/(ip + , s< 
that (4.33) becomes 
0 \ iPt e r . (4.35) x 
P [E/(ip + ^ ) 
In order to extract the solution with the original gQ = 0 sin p t) 
we use Theorem 4.3 and take the imaginary part of x ^ given by 
(4.35). We obtain 
(4.36) 3 . + P 
- 1 / 2 
J sin(pt-03);where tan03 = iq^ r-j-
As expected, solution (4.36) shows that Tank 1 is unaffected by 
the fluctuations in Tank 2, and the fluctuating number of par-
ticles in Tank 2 lags the input by phase angle 0^. 
Using the Superposition Principle, a particular solution of 
the original equations (4.17) is the sum of (4.27), (4.31) and 
(4.36) 
(4.37) X - x + X + x -p p p p 
By Theorem 4.1 the general solution of (4.17) is the sum of x 
and x ; hence P 
X1 = cl e + 
- -9-t 
V2 V1 
x2 V r V 2 cl e + °2e 
J2_t 
V2 V2 
+ ¥ i + T q 2 
- sin(pt - 0~) . 
7 5 7 7 7 T J (vt> +P 
With no colored particles in either tank initially, initial 
conditions (4.18) when substituted in solution (4.38) give 
constants c-^  and c 2 as 
qxV V V 
(4.39) C l - -V i q i , c 2 = - V 2q x - ^ q, 
+ - sin 0O. 
/ Qv2 2 3 
Solution (4.38) shows that the number of colored particles 
in Tank 1 rises on an exponential curve from zero to the steady-
state value V-^ q-^ . Similarly, the number of colored particles 
in Tank 2 oscillates about a smooth rise from zero to the steady 
V 2 
state value V2q^ + -q- q2- Solution (4.38) shows that the comple 
mentary solution is a transient which delays the attainment of 
the steady-state. The amplitude of oscillation depends not only 
on the amplitude E of the input, but also on the frequency, 
f = p/2ir. Now, Q / V 2 is the frequency of "flushing" Tank 2 by 
circulating water at a rate Q gal./min. The amplitude of the 
oscillatory term can be written as 
E = E V Q 
2 
so that if » 1 th n the amplitude of the oscillatory re-
sponse will be small; the input oscillation is so rapid that the 
tank cannot respond sufficiently fast. If <<c ^ ^ e n the 
amplitude of the oscillatory response would have its largest 
value EV2/Q- Thus, the company should restrict E so that the 
maximum steady-state amplitude of x2, 
EV 9 
V 2q x + T q 2 + — . 
does not exceed the allowable level. 
Plots of the total response, equations (4.38), are shown in 
Figure 4.2. 
Problems 
4.1 Find a particular solution to the system of equations, 
dx-^  
3t~ - + 2X2 + 1 + 17e , 
dx2 
3t~ X1 ~ ^ X2 + ^ + 
2t 
See Problem 3.4 for the complementary solution. 
Answer: 
e C + 
/l\ 
W 
2t 
4.2 Find a particular solution Lo the system of equations, 
dx 
dt — = x^ - 4 x 2 + x^ + A sin 2t , 
dx2 
cUT" - 2 x 2 4- x ^ + B c o s 2t , 
dx, 
dt~ + 4x, 
where A and B are real. 
Partial Answer: 
l-l/5\ 
x = 
P 
I 3/5 
0 |A(sin2t+2cos2t)+ 1/4 
0 I I 0 
B cos2t + 
/-1 / 5 \ 
1/4 B sin2t 
0 I 
4.3 Find a particular solution to the system of equations, 
dx^ 
dt~ = X1 3 x2 + 
P 
Y (4m+3)e 
m=l 
-4mt 
dx9 
a r - - 2 x r 
p 12m\ -4mt ' ' e Partial Answer: x = y L >, •_a k 
m=l ^ 
4.4 Given the system of equations, 
dx 
+ x^ = 3 cos 2t , 
i-s dx? 
S T - x3 = cos 2t , 
dx^ 
HT" - x, = 0; 
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(a) Determine the complementary solution 
Answer: x = c cl+" 
1 
c2eLt+ |-1 c^e -it 
(b) Find a particular solution and check your result, 
Answer: x = P 
2 sin 2t 
0 
- cos 2t 
(c) If initial conditions x ^ O ) = 0, x2(0) = 2, x3(0) = 1 
must be satisfied, determine the solution 
0 1 -cos t 1 2 sin o C— + 2 cos t + 0 0 1 sin t 1 - . • L t 
Answer: x = 
4.5 Given the system of equations, 
St - y 4 . p t , 
& - « + 3 + f , 
= 13x - 1.7y + 5z + 2 + ept: 
(a) Find the complementary solution, 
Answer: 
x = c 
W 
t, c^e + 
1 
2+3 i 
-5+-121J 
c2e (2+3i)t, 
1 
2-3i 
l-5-12il 
(2-3i)t 
(b) Find a particular solution corresponding to g-^(t) = 
(c) For what values of p can we not find a particular so 
tion of exponential form? If p = 2 find a particular 
'0 
3 
2 
u 
2t solution corresponding to g2(t) = |1| e and hence 
find a particular solution to the given equations. 
2t Answer: x = P 
/ M 0 + 1 
\"3i (1 
(d) Determine the general solution of the given equations. 
4.6 For the system of equations, 
If - X + 3y + 2t , 
at - x - y + " • 
I-S U 
cn 
i-H 00 
0! 
•u (c (D 
c 0! U 
dz 
3t - 6y + 4z ; 
(a) Find a particular solution. 
I-2t-1/2 
Answer: -1/2 
-3/4 
(b) With the complementary solution from Problem 2.3 deter-
mine the solution of the given equations which satisfies 
the initial conditions x(0) = 2, y(0) = 1, z(0) = 3. 
0\ 4t I 1 \ 9 I 1\ -2t 
h 1/3| 3e -
1 
Answer: ° ) f -
4.7 For the R-L circuit with 
voltage E(t) derive the 
appropriate differential 
equations. 
(a) Find the complementary 
solution and describe 
Digiti [&cf by Google 
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how it behaves for large t. What physical situation does 
the complementary solution describe? 
(b) Determine the forced (steady state) voltage V if a con-
stant voltage E(t) = Eq is applied at time t = 0. 
Sketch the V(t) curve without actually solving for all 
constants. 
(c) If a periodic voltage E(t) = 3 sin t is applied at time 
t = 0, determine the steady state voltage V. 
4.8 A voltage E = Eq sin pt is applied to the terminals of the 
resistor-inductor network of Example 2.3. Derive the gov-
erning differential equa-
tions in terms of the 
?— three loop currents A L 
' I-
-mnr^ 
Ipl2> and I^. The 
complementary solu-
tion is given in Ex-
ample 2.3. Does it 
contribute to the long 
EgSin pt 
Figure 4.4 
R 
time (steady state) response? Find the steady state re-
sponse (particular solution) of the loop current I^- Is 
resonance possible in this circuit? Briefly explain your 
answer on both a physical and mathematical basis. How does 
the amplitude of I^ behave for high frequency excitation 
(p large)? Does I^ lag or lead the applied voltage? 
ai 
9 In the disk-shaft torsional system of Problem 2.6 assume 
that an external torque IgSin pt is applied to disk 1. Let 
the two moments of inertia be equal, = determine 
the particular solution of the governing equations and plot 
the amplitude of disk 1 as a function of p. Is resonance 
possible? 
10 Tanks A and B are connected as shown in Figure 4.5. When 
t = 0 tank A contains 90 gal. of brine having 50 lb. of salt 
in solution, while 
tank B has 60 gal. 
of water. Brine 
containing c lb./gal. 
of salt is pumped 
into tank A at the 
4 rate of -j gal./min. 
Mixture flows from A 
Figure 4.5 
to 3 at a rate of 3 gal./min., from 
B to A at 5/3 gal./min., and out of B at 4/3 gal./min. 
(a) Show that if x and y are the number of pounds of salt 
in tanks A and B respectively then the governing dif-
ferential equations are 
(b) Obtain the complementary solution. Interpret this solu-
tion physically after noting that if pure water is pumped 
4 into Tank A at the rate of -j gal./min. the homogeneous 
system of equations is unchanged. 
,x a rA\ - I 1 p - - 0 7 3 2 t . f 1 \ -.OlOlt A n B v l n a d t y f e ® ^ 4 3 6 e C O R N B A L f i m ^ J e 
(c) Find a particular solution 
(d) Show that there is a steady state condition (as t oo) „ 
Could this have been predicted in advance? 
11 Chemicals A and B must be mixed carefully because their 
reaction is highly exothermic. When brought together at an 
elevated temperature, a lb. of A combines instantaneously 
with 1 lb. of B to form (1+a) lbs. of a third substance C. 
Tank 1, containing volume V p is heated so that the reaction 
occurs in this tank. Tank 2, containing volume V2, is kept 
cold so that no reaction can occur in it. Initially no B 
or C is present and Tank 1 contains m lbs. of A. A concen-
trated form of B (negligible volume) is bled into Tank 2 
at the rate of b lb./min. The mixing process is accomplished 
by pumping r gal./min. of the mixture from Tank 2 into Tank 
1, while r gal./min. of the contents of Tank 1 are pumped 
into Tank 2. 
* b lb./min 
V 1 V 2 
> 
n r m s w f u m n 
r COLD 
HOT o 
Figure 4.6 
(a) Derive the equations for the rates of change of A 1 ( t ) , 
A 2 ( t ) , and B2(t) and find the complementary solution. 
(b) Find a particular solution. [Hint. Try a solution of 
the form x = a+bt, where a and b are constant 
vectors.] 
(c) Discuss the problem and its solution. Do the equations 
and the solution hold for arbitrarily large values of t? 
.12 Two masses M and m slide without friction on a horizontal 
plane. M is connected to a movable frame F by a spring that 
exerts a force k times the difference in the displacements 
of its two ends. M is connected to m by a shock absorber 
that exerts a force h times the difference in the velocities 
of its two ends; hence, h is the damping constant. 
Figure 4.7 
(a) Assuming the motion of F to be an oscillation of ampli-
tude C and circular frequency p show that two of the 
equations of motion of the system are 
M 
dv-| 
dt = - hv, + hv9 - kx, + kC sin pt , 
dx-| 
d F = v, 
and derive the other two equations, 
(b) What is the matrix A of the system, and the function 
g(t)? Show that the characteristic equation is 
D ^ V C S o o + RNES' JN iversi TY 
Find the eigenvector associated with the zero eigen-
value and interpret it physically 
(c) If m - 1 , M = 2, k = s/6, h = 2/-T6 show that \ = -1 is 
a second eigenvalue. Find the corresponding eigen-
vector . 
(d) Are the two remaining eigenvalues real, imaginary, or 
complex? Hence, decide if resonance (in the sense of 
an infinite amplitude particular solution) is possibl 
without actually finding the particular solution. 
5. Systems of Second Order Differential Equations 
Although we have concentrated our attention thus far on sys 
terns of first order equations, frequently the need arises to 
consider systems of equations in which derivatives of order 
greater than one appear. We restrict our work to linear, con-
stant coefficient equations of the form 
llxl+al2x2 In n 61 
(5.1) 
x 
T - = anl xl + an2 x2 +"- + atinV8n< t> ' 
with initial conditions 
xl ( t0 ) " Xl' ' ' ' ^ n ^ O ^ = Xn ' X 
( 5 . 2 ) 
t 0 
n 
Although we will not use the approach here, it is clear that if 
in equations (5.1) and (5.2) we defined each first derivative 
dx. 
as a new variable, = y^, then (5.1) and (5.2) would be a 
system of 2n first order linear equations in the 2n variables 
xp...,x , yp'-'>y n' The theory developed previously in this 
chapter would apply directly and the solution could be found. 
However, it is better to make a fresh start. 
Write (5.1) in the form 
d 2x (5.3) = Ax + g , 
dt 
and observe that an approach similar to that used previously 
appears promising. .First suppress g and examine the homogeneous 
equation 
d 2x (5.4) = Ax_ 
dt 
We will again call the general solution of (5.4) the complementary 
solution of (5.3) and attempt to get it as a linear combination of 
solutions of the form 
/c c\ at (5.5) x c = ve 
where v is a vector of constants and a a scalar constant. We 
assume a solution of the form (5.5) because (just as in the case 
of a first order equation) we will find that we can divide out 
at the factor e after substituting from (5.5) into (5.4), and 
so replace the problem of solving a differential equation by a 
problem in linear algebra. In fact, on substituting we get 
(5.6) a^veat = Ave a t or a^v » Av. 
2 If in (5.6) we define a = A then (5.61 becomes 
(5.7) Av « Av 
and we again are led to the eigenvalue problem for the matrix A. 
The characteristic equation 
(5.8) det(AI-A) = 0 
th 
is an n degree polynomial in A which we will assume has n dis-
tinct, non-zero roots A2>,,'>\1# Each such value of A de-
fines two values of a, namely a « , so that we will assume 
that we have 2n distinct values of a, say a^o^, ..-a2n' Con-
sequently, the homogeneous equation (5.4) has 2n solutions of 
the form (5.5). 
From our previous discussion of the possibility of replac-
ing (5.1) by a system of 2n first order linear equations it 
follows that every solution of the homogeneous system (5.4) is 
a linear combination of any set of 2n independent solutions. Fo 
the present we shall assume that the 2n solutions just obtained 
are independent. A proof of this fact, for an even less re-
strictive case than the one we are considering here, will be 
given later in this section. It follows then that any solution 
of (5.4) has the form 
( 5 . 9 ) 
a2nfc 
xc = Cl Vl e + *'" c2n V2n e n ' 
where > v2 n ,v0 are eigenvectors and c-,,-'«,Cpn are scalars. 
Thus, (5.9) is the complementary solution of (5.3) and it con-
tains the 2n constants Cp...,C2 n which are determined by the 
2n initial conditions (5.2) once the general solution of (5.1) 
is found. 
Next we seek a particular solution, x^, of (5.3) and by the 
Superposition Principle (Theorem 4.2 is easily extended) we con-
struct the general solution of (5.3) by adding the complementary 
and particular solutions 
(5.10) x - x + x . x ' c p 
If initial conditions (5.2) are applied to the solution (5.10), 
the 2n constants c. can be determined. The exact form of x in i P 
a given case depends, of course, on the form of g. As with the 
systems of first order equations previously studied, we will con-
sider only cases where tne form of Xp is evident by inspection 
and the method of undetermined coefficients can be used. Thus, 
the method of solution of (5.1) is very similar to that previously 
established for a system of first order equations. 
Example 5.1. Deep Water Drilling - Mohole 
When drilling in deep water it is necessary to connect 
lengths of drill pipe in order to reach the desired depths. The 
resulting long flexible rod is called the drill string and there 
are many dynamic problems associated with it. One of these is 
that the drill platform moves up and down due to wave action and 
excites the drill string into 
vertical oscillation. The 
drilling effectiveness is re-
duced and under some condi-
tions the drill string 
breaks. Consider the case 
when two lengths of pipe 
are connected with a flexible 
coupling at C. Length 1 is 
flexibly mounted at the drive 
end A and the drill bit B on 
length 2 acts like a flexible 
3 C 
Figure 5.1 
connection to the ground. The exact stiffnesses at A, B, and G 
are not known, but we will assume those at A and B to be k while 
the coupling C has stiffness 
u T 
K. Thus, we are concerned 
with the vertical motion of 
two lengths, each having 
mass m, and the simplified 
model is shown in Figure 
5.2. 
Define the following dis-
placements : 
XlT 
V 
7 7 7 / / / / / 
Figure 5.2 
u = downward platform deflection from equilibrium, 
x^= downward deflection of pipe 1 from equilibrium, 
downward deflection of pipe 2 from equilibrium. 
By considering the downward force due to the deflection 
across each spring, we can determine the force acting on each 
length of pipe. Because u, x-^ , and x^ are measured from their 
equilibrium positions, gravity does not appear in the calcula-
tion. Acting on length 1 is a downward force k(u-x^) from the 
spring at A and a downward force K(x2~x^) trom the spring at C. 
In terms of acceleration Newton's Law for length 1 gives 
d2x-, 
(5.11) M — F = K C U - X ^ + K ( X 2 - X 1 ) . 
dt 
Similarly, acting on length 2 is a downward force K(x^-x2) from 
the spring at C and a downward force -kx2 from the spring at B. 
Newton's Law for length 2 gives 
(5 -12) m — = K(X-,-X9) - kx 9 . 
dt 1 z z 
If each equation is divided by m and the following definitions 
made, 
(5.13) go2 = (k+K)/m , 7i2 = K/m , 
then (5.11) and (5.12) in form (5.1) become 
d 2x a X1 2. , 2 , k 
dt 
75— = -Q) X, + 7] X 0 + — U , 2 1 ' 2 m ' 
(5.14) 
d2X2 
dt 
tf" = T) X^-CJD X2 • 
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Here we have 
A = 
-00 T) 
V. - C D 2 , g(t) = 
'k 
m 
.0 
u(t) 
Clearly, the platform displacement u(t), through its flexible 
connection at A, is the source of excitation. 
To solve (5.14) we first find the complementary solution 
by solving the accompanying homogeneous equations. Let 
f 5.15) x = c \X2I 
at 
and substitute in the homogeneous equations to get 
(5.16) 
(A4u32)X1 - r)2X2 = 0 , 
-T12X1 + (A-Hjo2)X2 = 0 
where we have put ,\=a . Equations (5.16) give the character-
istic equation, 
(5.17) 
A W 
2 2, -T) ,\+<J0 
= (A-ku2)2 - 7]4 = 0. 
The two values of A satisfying (5.17) are 
(5.18) 
2 2 A, = - uJ + T) , 
- GO - n , 
and with the use of definitions (5.13) they become 
A-. = - k/m , 
A 2 = - (k+2K)/m. 
If we make the additional definitions 
(5.20) ax-.2 = k/m , s 2 = 1 + 2K/k , 
then we have 
(5.21) 2 2 2 = , A2 = - ^q s . 
The eigenvectors associated with each eigenvalue are found from 
(5.16). Using definitions (5.13) and A^ = -k/m we get 
_ + (k+K) m m 
K 
X1 m X2 = 0 ' o r X2 = Xl-
Thus, the eigenvalue A^ has associated with it the eigenvector 
(5.22) V1 = 
Similarly we find that the eigenvalue A2 has an associated eigen 
vector 
(5.23) v 2 * 
We can now find the complementary solution. Because 
a = ±sTa the two values of A give rise to four values of a. Thus 
from A^ in the form (5.21) we get 
(5.24) ai = - * v ' a2 = "^O1, 
Observe that the eigenvector (3.22) holds for both values 
2 
a^ and a 2, for equations (5.16) involve A, and hence A . Thus, 
we have two (independent) solutions of the form (5.15), 
(5.25) 
u 
io)0t /1\ - i V 
e , 
a / 
Similarly, from A 2 the two values of a are 
(5.26) a^ = -HOqSI a, = -<X)nsi 4 0 
Again, the eigenvector (5.23) holds for both values a^ and ct^  
and we have two more (independent) solutions of the form (5.15), 
(5.27) 
I 1 
1 
iciest l\ 
•1 
-ia^st 
A linear combination of the four solutions (5.25), (5.27) gives 
the general solution of the homogeneous equations; thus, the 
complementary solution is 
(5.28) x c = /^ cl e I V , c 2e 
-ia)0t 
c 4e 
- ioo^st 
Let us investigate the physical 
significance of the complementary 
solution. Equation (5.28) is a 
solution of the homogeneous equa-
tions; hence it is a solution 
1 \ io^st 
i-i b e 
.1 V y X1 1 
? 
=X1 
' III/ 
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when u = 0 and there is no continuing external source of ex-
citation. Thus, x c is the free response of che system due to an 
initial disturbance only. First consider the result" of an 
initial disturbance (see equations 5 >) 
X l(0) = x2(0) = Dx , 
d x± 
0 \ U L 0 
dx2\ 
dF = 0. 
When substituted in solution (5.28), these four conditions give 
cl ~ c2 = D-^/2 and c^ = c^ = 0, so that (5.28) becomes 
<5'29> x c = i x 2 
/ 
1 
D 
"2 
1 (e 0 +e ) = Dq 
I COS CD^ t 
COS O^t 
Clearly, xi = x2 = Di c o s ^o*"' t'rie t W O m a s s e s oscillate in unison 
with frequency f = \/k/m, and the center spring of stiffness K 
is unstretched. This configuration (Figure 5.3) is just two un-
coupled simple harmonic oscillators, each of mass m, stiffness k 
and natural frequency f = •Jk/m. 
Similarly, if we give the system an initial disturbance 
xx(0) = - x2(0) = D 2 
dx. /dx^ 
U.= o 
3 F 0 
'2 
cTt" = 0 0 
then these four conditions 
give 
c^ - c 2 = 0 and c^ • c^ 
and solution (5.28) becomes 
D 2/2 
Figure 5.4 
(5.30) x c = 
\x2 j l-li 
D 0 st -iaj^st I cos co.st 
4 •> - e 0 )- °2 \-COS O^St, 
In this case, x^ = -x2 = D 2 cos o^st, the two masses oscillate 
in opposition to each other with frequency f = > 
which is higher than the first frequency by the factor 
I 
s = yl+ . The coupling spring K is now active and this con-
figuration is shown in Figure 5.4. 
The two configurations given by (5.29) and (5.30), and 
shown in Figures 5.3 and 5.4 , are called normal modes of 
oscillation of the system, and the corresponding frequencies, 
the natural frequencies. Note that each eigenvector as, an 
• f 
initial disturbance excites only its own normal modes. 
Another form of the normal mode with circular frequency 
cdq can be obtained by starting with an initial velocity rather 
than an initial displacement, that is, with initial conditions 
xl(0) - x2(0) = 0 , 
\ dXj 
cTF~ 0 
dx.? 
ST = V 1 
This leads to the solution 
(5.31) xc = Cj 
I sin o>^ t 
sin a), 
I , where C^ = V-^/ooq. 
0 / 
(Equation (5.31) can also be obtained from (5.29) by a shift in 
the time origin, i.e., by replacing t by t - .) The most 
general form of this normal mode is then a superposition of (5.29) 
and (5.31), namely 
(5.32) x c = | J (C1 sin o)Qt + D^ cos cDQt) 
Similarly, the most general form of the second normal mode is 
I M (C2 sin st + V>2 cos a>QSt) . 
r 1 / 
(5.33) x c = 
Now by comparing the complementary solution (5.28) with the sum 
of the normal modes (5.32) and (5.33) it is easy to check that 
any complementary solution is expressible as a sum of normal 
modes of oscillation; we need only to set 
D1 = C1 + c2 > C1 = " i^ cl " c l ) ' 
D 2 = c 3 + c 4 , C 2 = - i(c3 - c4). 
Now that the complementary solution is known and its physical 
significance understood, we return to the problem of finding the 
solution to the governing equations (5.14). A particular solution 
cannot be determined until the platform motion u(t) is given. 
We will assume that wind driven surface waves produce a steady 
oscillatory motion u = U sin pt of the platform. Thus, 
k 
(5.34) g(t) = 
I m 
\ 0 / 
U sin pt ; 
but we know from previous experience that the determination of a 
particular solution is facilitated by working with exponential 
functions. Therefore we replace (5.34) by 
(5.35) g(t) = 
m 
0 
Ue ipt 
and take the imaginary part of the corresponding particular 
solution. To find a particular solution of (5.14) with g(t) 
given by (5.35), assume 
(5.36) P ib 2 / 
iPt 
Substitution in (5.14) gives the following two equations 
for bj and b 2, 
(5.37) 
(-p 4-cd ) b 1 ^ u k TT •t) b 0 = — U, ' 2 m ' 
-t]2 b^ 4 (-p24<D2)b2 = 0. 
These equations have the solution 
(5.38) b . is u ( ^ 2 - p 2 ) , b 9 = ^ u 4 1 m A ' 2 m A 
where A is the determinant of the coefficients on the left side 
of (5.37), 
(5.39) A = 
2 . 2 2 -p 4-CJO -7) 
2 2 . 2 -7) - p 4-to 
= (-p -to ) -7) . 
In this case, b^ and b 2 are real so that the imaginary part of 
(5.36) gives the particular solution as 
(5.40) x = P 
I X x \ 
, i sin pt 
2 ' 
where b-^  and b 2 are defined by (5.38). 
It is important to observe that the platform oscillation 
U sin pt results in responses x-^  and x 2 of the same circular 
frequency p and amplitudes proportional to U. However, as with 
the simple harmonic oscillator, the amplitudes also depend on 
the frequency p and in particular on the denominator A. Com-
parison of equation (5.39) with the characteristic equation 
2 
(5.17) reveals that A will be zero if -p = A. Hence from (5.21) 
we see that if p is close to o)q or cuqS, either of the natural 
frequencies, the value of A will be small and an intolerably 
large forced oscillation will result. Thus the concept of 
resonance extends to the two-mass system and it occurs if the 
driving frequency coincides with either of the natural fre-
quencies of the free response ( complementary solution). Of 
course, if p = cdq or <DqS then A = 0 and a particular solution of 
the form (5.40) does not exist. To avoid resonance of the drill 
string, one would have to know the likely range of wave fre-
quencies p, and then by design adjust the stiffnesses at A, B 
and C so that o)q and cD qS are not in this range. If this were 
not feasible, then energy dissipating devices would have to be 
included in the drill string. 
We return now to the question of the linear independence of 
the 2n solutions of the form (5.5) that were used to get the 
complementary solution (5.9). Let A-i,...,A be the eigenvalues 
of the matrix A, and v^,....v an associated set of eigenvectors. 
We shall assume that vj,...,v are independent but we do not need 
to assume that a,,...,a are distinct. Our conclusions will I n 
therefore apply to any symmetric matrix A, whether or not it has 
multiple eigenvalues. For the moment we do assume that no eigen-
value is zero, but we shall soon see how to remove this re-
striction also. Letting and -ou designate the two square 
roots of A., we then have the 2n solutions 
a.t -a.t 
(5 M ) Vje 1 , v^e 1 , i = l,...,n , 
and our problem is to show that these are independent. 
By Theorem 6.1 of Chapter 2, the solutions (5.41) are in-
dependent if the only constants , d^,...,d for which 
n a.t n - a . t 
(5.42) V c.v.e 1 + 7 d.v.e 1 = 0 
i^l 1 1 iii 1 1 
are c^ = d^ = 0 for i = l,...,n. If (5.42) is to hold for all 
values of t it must hold in particular for t = 0, and so 
n n n 
(5.43) T c,v, + 7 d.v. = T (c.+d.)v. = 0. 
We assumed that the v^ were independent; hence by the same 
Theorem 6.1 it follows from (5.43) that 
(5.44) c i + dt = 0 , i = 1,...,n. 
Now since (5.42) is an identity in t we may differentiate both 
sides of the equation to obtain 
0. 
Treating this equation as we treated (5.42) gives us 
(5.46) « i(c i-d i) = 0 , i = 1,...,n. 
Since au ^ 0, i = l,...,n, we conclude from (5.44) and (5.46) 
that 
Thus (5.41) holds only if (5.47) is true, and by Theorem 6.1 
the solutions (5.41) are independent. 
Finally, let us consider the case of an eigenvalue A = 0. 
If v is an associated eigenvector then Av = Av = 0. It is easy 
to check that 
(5.48) x = v and x = vt 
are solutions of (5.4), for in each case we see at once that 
d2x — j = 0 and Ax = 0. An argument similar to the one above can 
be given to prove that if some of the 2n solutions in (5.41) 
are of the type of (5.48) the total set is still independent. 
(See Problem 5.8) 
Example 5.2. Find the general solution of 
(5.47) c. = d. = 0 , i = 1, . l l ' ' . , n. 
dt 
2 
(5.49) 
dt 
dt 
,2 
Here 
5 - 2 4 
A = j-2 8 2 
4 2 5 
is a symmetric matrix, so we know that there are 3 independent 
eigenvectors. We find 
det(AI~A) = 
A~5 2 -4 
2 A-8 -2 
-4 -2 \-5 
« A3-18A2+81\ - A(A-9)2 , 
and so the distinct eigenvalues are 0 and 9. For A ® 0 the 
equations 
(Al-A)v = 0, or 
•5 
2 
.L 
2 
•8 
. o ' i-
-4, 
-2 
-5 
v. 
v , 
- 0 , 
have only one independent, solution, which may be taken to be 
For A = 9 the corresponding equations reduce to the singl 
2 
1 
1-2 
equation 
(5.50) 2 vl + v2 ~ 2 v3 = 
10) 1\ 
2 and 0 
b I1 
The general solution of (5.49) is then 
, x , , 2 \ 10 \ 1 
' y L I , \ .x , L l ^ 1 ( C l+c 2t) + 2 (°3e 
z ' \-2 \l 
0 ] (c5e3t+c6e-3t). 
1 
lo\ 
2 and 0 
1 u 
Note that there is nothing special about our choice of 
as solutions of (5.50) - any two independent 
solutions will serve as well. In problems arising from physical 
situations there may be advantages in picking solutions that 
have simple physical interpretations (see Problem 5.7). 
Problems 
5.1 The free oscillations of a coupled two-mass system are 
described by the equations 
= - 3x + 2y , 
dt 
d 2 
— = 6x - 7y. 
dtz 
(a) Determine the general solution of the equations. If 
x and y are the two displacements, identify the con-
figurations in each of the normal modes and determine 
the two natural frequencies. 
3 1 Partial Answer: f-, = 75— , f0 = . 1 Lit 2 2tT 
(b) If the system is initially excited by initial conditions 
x(0) - 6, y(0) - -2, (§|)o - 0, (&J o = 0 , 
evaluate the integration constants of part (a) and 
hence find the fraction of each normal mode required 
to meet these initial conditions. 
Partial Answer: x = 2 cos 3t + 4 cos t. 
Figure 5.5 shows two L-C loops coupled by capacitance K. 
(a) Show that the equations 
governing free oscilla-
tions in the circuit are 
d \ 1 1 1 
+ i > Q r K - 0 > 
d 2Q ? i i 
L — + £)Q2- = 
dt' 
Figure 5.5 
(b) Determine the natural frequencies of oscillation and the 
corresponding normal mode configurations. 
(c) Draw a mechanical system which is the analogue of the 
electrical circuit. 
(a) For the shaft-flywheel system of Problem 2.6 express 
the equations governing the motion in terms of two second 
order equations in 0^ and 02. Determine the character-
istic equation, the normal mode configuration and 
corresponding natural frequency for the non-zero eigen-
value . 
(b) Determine the normal mode configuration and related 
solutions for the zero eigenvalue. 
M 
Figure 5.6 
(c) Write the general solution of the equations. 
(d) Find initial conditions which would result in motion 
involving just the normal mode of part (a). Check 
your answer. 
Figure 5.6 shows an idealized 
three compartment space 
station interconnected by two 
light passageways which act as 
springs of stiffness k along 
the direction of connection. 
It is important to know the 
natural frequencies of 
vibration so that environmental sources of excitation, such 
as periodic internal moving parts, do not cause resonance 
which leads to fatigue failure. Center compartment 1 has 
mass M and the other two compartments have mass m. Assume 
the space station to be sufficiently remote from any external 
sources of excitation. 
(a) With displacements X^,X2,X2 measured from the equil-
ibrium positions, draw a free body diagram of each 
mass and show that the governing equations of motion are 
M 
d2x, 
dt' 
2kx-^  + kx2 + kx^ , 
d2xr 
m y 
dt 
kx-. ~ LcXrt j 
Digitized b p -
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(b) Show that the characteristic equation is 
(A + } k }2 _ 2 k^ ( A + k } v M ' v m' mM v nr 
and thus find the eigenvalues and corresponding eigen-
vectors . 
1 ° M -2m/M 
Partial Answer: 1 5 1 
u ^  U1 1 
(c) Determine the normal mode configurations and natural fre-
quencies for the two non-zero eigenvalues. Prove that 
the conservation of linear momentum is satisfied in 
each normal mode. 
(d) What are the physical interpretations of the two solu-
tions arising from the zero eigenvalue? 
(e) From the previous parts, construct the general solution. 
(f) A space station proportioned such that M = 4m enters a 
meteroid shower, and compartment 3 is struck and given 
an instantaneous velocity V so that initial conditions 
(5.2) become 
x1(0) = x2(0) = x3(0) « 0, or x(0) = 
dx^ 
St 0 
dx. 
eft" = 0 0 
dx, 
ST = V, or 
0 
(dxl 0 
V N 0 = 
Write the six equations from which the s i x constants can be 
determined and show that the response of the space station 
to the meteoroid impact is 
I1) 
1 x = It - 1 ! 
0 
- , 
sin f\j- tn y m fiE 
sin ^ t 
Figure 5.7(a) shows three 
masses each of mass m 
attached equidistantlv to 
a string which has a high 
initial tension T. The 
system can oscillate about 
its equilibrium position, 
for Figure 5.7(b) shows 
that tensions T have ver-
tical components which 
act as springs attached to 
the masses. We assume that 
the displacements are relatively small so that T remains 
constant. From Figure 5.7(b) we can write 
m 
d2x, 
dt' 
T sin 0 + T sin cp, 
For small displacements sin 0 » tan 0, sin cp - tan cp so that 
H 
S 
d x, < x, x 9 _ xi 
m = - t tan 9 4. j tan ? = T ^ + 
(a) In a similar way, derive the other twp equations of 
motion and shew that the characteristic equation leads 
0 0 o 
to eigenvalues -2co , (~2-^f2)o) , (-2-W2) en , where 
co2 = 1/ (mh) . 
(b) Find, and draw diagrams of, the three normal mode con-
figurations. Determine the natural frequencies. 
5.6 Assume that in the drilling problem of Example 5.1. a calm 
sea prevails, so that the amplitude of the platform 
oscillation is zero, U = 0. However, the platform is now 
given a sudden constant downward displacement Uq which re-
sults from an helicopter landing on the deck, 
(a) Show that a particular solution due to this form of 
excitation is 
/ k + K \ 
E 
uo 
\ K 
(k+2K) 
•Ji and construct the general solution. 
.a 
< (b) If the two lengths of pipe are at rest when the heli-
10 £ O | copter lands, determine the four equations for the four 
o u 
J integration constants CpC2,c^ and c^ of equation (5.28,! (0 
CD 
" Show that these equations are satisfied by the relations 
CJ = c 2 = - Uq/4 , C3 - c^ = - Ugk/4(k+2K), and thus 
determine the response cf the system. Write the result 
in real form. Answer: 
. L',U„ N TT ,, , K+KI U, 
Til y > l ' J J j J I C g ( k + ? K ) c o r n e r UNIVER&ITYk+2K 
ai u 
Answer: x = 
I k+K) 
K 
U0 
(k+2K) 
+ 
•1' 
1-
U Q k 
2(k+2K) 
Uo •y COS O^t 
COS COgSt 
1 
i 
• 
4' 3 
2 1 * " 
y\ 
Figure 5.8 is a top view 
of a two-dimensional ver-
sion of the elastic struc-
ture of Problem 5.5. Par-
ticles of mass m at each 
of the four interior points, 
connected to the square rigid 
frame by the twelve equal strings of tension T, make small 
vertical oscillations about their equilibrium positions, 
(a) Using the approximations of Problem 5.5, show that the 
Fi lgure 5.S 
equations of motion are 
and 
d 2x 
d t 
2 2 = a) Ax, where cjo = T/ (mh) 
-k 1 0 1 
i -4 1 0 
0 1 -4 1 
\ 1 0 1 -4 
A = 
(b) Show that A has the eigenvalues -2, -4, -4, -6, with an 
associated set of independent eigenvectors 
c* \U 
Digitized by u O ( 
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(c) Write the general solution for the motion of this 
s y s t em 
(d) Describe the modes of vibration corresponding to each 
of the four partial solutions obtained from (b). 
(e) Show that 0 
•1 
0 
and 
I 
d / 
are also independent eigen-
vectors associated with the eigenvalue A = -4, and de-
scribe the corresponding modes of vibration. 
If v p v 2 , v 3 are independent eigenvectors associated with 
2 the eigenvalues a (a ^ 0),0,0, prove that the six solutions 
at -at . . Vje , v 2 , v 3 , v 1e , v 2t , v 3t , 
are independent. 
Many problems involving small oscillations lead to a system 
of equations of the form 
B = Ax , 
dt 
where A and B are symmetric matrices and B is positive 
definite. (See, for example, Karman and Biot, Mathematical 
Methods in Engineering, McGraw-Hill Book Co., New York, 
1940, Chapter VI.) From the results of Chapter 5, Section 
9, show that such a system can always be solved by the 
methods of this section as modified by Problem 1.8. Show 
also that the solutions are bounded oscillations if and cnl 
if A is negative definite. 
6. A Single Linear Differential Equation w'.ch Constant 
Coefficients. 
In the previous sections we considered systems o' simultaneous 
first or second order equations; how.'.ver, in nany situations it 
is more natural to deal with a single differential equaLion of 
higher order. The point is well illustrated by the equations 
for the simple harmonic oscillator, 
dv , 
m dt = ~ ' 
( 6 . . 1 ) 
du 
If instead of treating equations (6.1) as a pair of simultaneous 
first order equations, we eliminated one of the variables, then 
a single equation in one variable would result. Inspection of 
(6.1) shows that v can be easily eliminated by substituting ^ 
for v in the first equation. We obtain 
(6.2) m ~ - - ku. 
dt 
Of course (6.2) is just Newton's law in the form mass times 
acceleration equals force, Thus the two first order equations 
have been replaced by one second order differential equation. 
Equation (6.2) is just the special case, for n = 1, of the 
system (5.4) of the previous section. However, since we wish to 
generalize (6.2) in a different way, we shall repeat some of the 
steps in the solution of this equation. 
Once again we seek a solution of the form 
(6.3) u = Ue A t , U + 0 , 
by substituting this expression for u in (6.2). This gives 
(6.4) mA2Ue7>t = - kUeAt , 
which is satisfied (identically) if and only if 
(6.5) A2 + 1 = 0 . 
If (6.5) is compared with (1.15) it is seen that it is nothing 
other than the characteristic equation. The roots of (6.5) are 
2 
(6.6) A^ = id) , A2 = ~ico, where a) = k/m. 
Consequently there are two solutions of the form (6.3), 
IIL it i^t TT -icot (6./) U1 = Ul e ' u2 = U2 ' 
and the general solution is 
e<L o\ tt i^t 3 tt -iost (6.8) u = U-^ e -f U2e 
The constants U^ and U 2 are determined from initial conditions 
which, as in previous sections, will consist of specified initial 
values for u and v. Thus, the initial conditions are of the form 
(6.9) u(t0) - U Q , v(tQ) -
t " V c0 
For example, if (with tg » 0) the mass is given an initial 
displacement Uq but zero velocity, then u(0) = Uq and du St = 0. 0 
with these initial conditions solution (6.8) gives the relations 
U-^  = U2 = Uq/2, and substitution of these values into (6.8) 
yields 
icot, -icot 
(6.10) u = U Q p = U0cos cot. 
As expected, solution (6.10) is identical to that previously 
obtained by solving the system of two first order equations; see 
(1.25) or (1.26). This example illustrates the connection between 
the two methods of approach and outlines some essential features 
in the solution of a single higher order linear differential 
equation with constant coefficients. 
Homogeneous Linear Second Order Equations with Constant Coefficients 
Consider the second order homogeneous equation 
d ^  x dx (6.11) + ai Ht + a 0 x = 0 > 
in which a^ and ag are constants. This can be reduced to a system 
dx 
of first order equations by defining as a new variable y so 
that £ = and we get 
dy = - a l Y - a Qx , 
(6.12) 
dx 
s t = y-
Equations (6.12) are a special case of (1.1); thus we expect the 
At "A t solution to be of the form x = Xe and y = Ye . Substitution 
in (6.12) gives the characteristic equation 
(6.13) det(AI-A) = 
A+a^ aQ 
= A + a^A 4- aQ 0 , 
which determines the eigenvalues 
(6.14) T, - I A1 " 2 " ai + \/ ai 2- 4 ao A 2 " 2 -a-, ai Z" 4 ao 
The initial conditions which accompany (6.12) specify x(£q) and 
y(tp), so the appropriate initial conditions for (6.11) are 
specified values of x(tQ) and dx St 
'0 
Rather than work with systems of equations, we may wish to 
solve equation (6.11) directly. Knowing that the solution is of 
exponential form we let 
(6.15) At x = Xe A U , X + 0. 
Substitution into (6.11) gives 
(A2 + ajX + a Q)Xe A t = 0, 
This equation is satisfied if and only if 
(6.16) A + a^A + ag = 0. 
Equation (6.16) is identical with the characteristic equation 
(6.13). Assuming two distinct roots A^,A2 we have two solutions 
of the form (6.15) which when added give the general solution 
A. t A?t 
(6.17) x = Xxe 1 + X 2e z 
The constants X-^  and X 2 are determined by the initial values 
dx l 
a? x(tg) and 
C0 
Example 6.1. Determine the solution to the differential equation 
(6.18) + 2 ^ + 2x = 0. 
dt2 d t 
A solution of the form x = Xe^** gives the characteristic equation 
A 2 + 2A + 2 = 0. 
The roots of this equation are 
A = -l±yi-2 or ), L = -1+i , A 2 = -1-i , 
so that the solutions 
X 1e<- 1 + i> t , X 2e-< 1 + i> t , 
when combined, give the general solution of (6.18) as 
(6.19) x - X 1e<" 1 + i> t + X 2e-< 1 + i> t. 
An alternative form of writing the solution is obtained by using 
the Euler relations 
±it «._,_• • -e = cos t ± i sin t. 
The solution now takes the form 
x = e tjX^(cos t + i sin t) + X2(cos t - i sin t)i , 
which becomes 
(6.20) x = e"tiX1l cos t + X2' sin t| , 
where the new constants X-^ 1 and X2' are defined in terms of X-^  
and X 2 by the relations 
(6.21) XL' - X x+X 2 , X2' = i(X1-X2). 
If initial conditions are given, say x(0) = 1 and 
we can find X-^  and X 2 from (6.19), thus: 
1 - x1 + x2 , 
0 - (-l+i)X1 - (l+i)X2 , 
from which 
dx\ 
3t 0 
= y ( i - i ) , x2 = ^ ( i + i ) . 
These can be substituted in (6.19) to give the solution in 
complex exponential form. However if we want the solution in 
real form (as we usually do) we can proceed directly to (6.20) 
Here the initial conditions give 
1 - x1 ' , 
o - V - v , 
and the solution is therefore 
x - e '(cos t + sin t). 
r - Original from 
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Example 6.2. In Example 2.2, analysis of the resistor-capacitor 
network of Figure 2.1 led to the coupled -voltage equations (2.34), 
d Vl 2 1 
= " 3RC v l " 3RC V2 ' 
(2.34) 
d V l _1 v ,2_ , 3t 3RC 1 3RC '2 
The voltage V^ can be eliminated by solving for V 2 from the 
first equation of ('2.34') and substituting this value in the second 
equation. This leads to the following second order equation 
d2V-, , dV, 1 
(6.22) — y i 4 4- i^r V-, = 0. 
dt/ J R C d t 3(RC) 1 
Initial conditions V-, (0) V n,V 9(0) = 0, when substituted in the 1 u z - • d v 
first of equations (2.34), give an initial condition on . 
This condition, together with the initial condition V-^(O) = Vq, 
are clearly equivalent to the original set of initial conditions, 
so we may state the initial conditions for (6.22) as 
t d V l (6.23) V| (0) = Vq , U A ? 
t!s0 " " "3tc v/o ' 
ii u 
CD 
1 (6.22) gives the characteristic equation 
A 2 + * 4- 1 + TRP A + 7 J R C 3 (RC ) 
A + 3Tc I I A + W ! " 
' \ / 
Summing the two solutions corresponding to the two values of A, 
we obtain 
ai 
- 1 t - -i- t 
(6.24) V L = Eje ^ + E 2e R C . 
Using the initial conditions (6.23) in (6.24) we get 
V 0 " E1 + E2 > 
2 _ 1 1 
" 3RC V 0 = " 3RC E1 " RC E2 5 
which give the constants E^ and E 2 as 
E L = E 2 = V q / 2 . 
The solution (6.24) thus becomes 
„ V 0 0 ' 3I3T t . V0 0 " W C v-j^ = -j- e + e 
This result is the same as that previously obtained; see equations 
(2.44). 
We have assumed that A^ and A 2 are distinct so that two in-
dependent solutions are obtained. If the discriminant in (6.15) 
vanishes, then A^ = A2, and the two solutions are not independent. 
Under this condition of a multiple root we have but one solution 
of the form ce^' and another independent solution must be found. 
Thus, we are given the second order equation 
(6.11) ^ f + ax ^f + a Qx = 0 , 
2 with a-^  - 4aQ = 0, and one solution 
A, t 
(6.15) x = Xj_e 1 , 
where 
(6.25) Ax = -a]_/2. 
Take a second solution in the form of an unknown function v(t) 
multiplied by the known solution (6.17). We have 
Al t 
(6.26) x x = v(t)e , 
so that 
dx, A,t A,t l i I . , i _ = v e + vA i e 
2 d x , A, t Ant o^-i*-
- J - = v"e 1 + 2A-, v1 e 1 + v A / e 1 . 
dt 1 1 
If these values are substituted into (6.12) we obtain 
2 M (6.27) |v" + [2A1+a1]v' + O ^ + a ^ j + a ^ v j e = 0. 
The coefficient of the v term is zero because it is juot the 
left side of the characteristic equation with multiple root A^. 
In addition, the coefficient of the v' term is zero because of 
(6.25). Equation (6.27) thus reduces to 
(6.28) v" = 0. 
Integrating twice with respect to t gives 
(6.29) v = C2t + Cj_ , 
where C-2 and C-^  are constants. 'Jsing this equation for v, the 
solution (6.26) becomes 
A,t A, t A t 
(6.30) x L = (C2t+C1)e 1 = C2te 1 + C^e 1 . 
If this second solution (6.30) is compared with the first solu-
V tion (6.15), we see that (6.30) contains the new part C^te as 
well as the original solution C^e . Hence, we conclude that a 
second order differential equation having a characteristic equa-
A t 
tion with double roots A-, has one solution X,e and a second 
A t 
solution X2te so that the total solution is 
A,t A t 
(6.31) Xj^  = X Le L + X2te 1 . 
Example 6.3. Find the solution of the differential equation 
d 2x , dx . , n — y - 4 4x = 0. 
Assuming a solution x = X-^ e^ 1" gives the characteristic equation 
A2-4A+4 = (A-2) (A-2) = 0 , 
2t which has the double root A-^  = A 2 = 2. One solution is X-^ e 
2t and a second solution is X2te . The total solution is 
x = X Le 2 t + X 2te 2 t. 
Problems 
6.1 (a) Solve the following set of simultaneous equations 
dx. 
Ht X1 2 x2 ' 
dx2 
Ht~ = X1 2 x2 ' 
with initial conditions x^(0) = 3, x2(0) = 1, 
by getting one equation^ in x^J^nd solving this differ-
ential equation. Evaluate all constants and also de-
termine x^. 
Answer: See Problem 1.4. 
(b) Solve the system of equations 
= - 3x + 2y 
H 
S 
6 . 2 
with initial conditions x(0) = 1, y(0) = 1, 
by solving the one differential equation in x, eval 
uating constants, and also finding y. 
Answer: See Problem 1.6. 
(a) Given the differential equation 
d 2x 2x - 0 
dt 
with initial conditions x(0) - 2, dx\ 
solve the equation. Also determine a system of first 
order equations and corresponding initial conditions 
which replace the single given equation. 
Answer: x = 2 cosh\/2t. 
(b) Solve the differential equation 
d2x . , dx . o n 
with initial conditions x(0) = 3, dx cTt = 0. 0 
Also determine a system of first order equations and 
corresponding initial conditions which replace the 
single given equation. 
Answer: x = 3e 2tjcos 2t + sin 2t|. 
Find the solution to the following differential equations 
(a) -x = 0 , with x(0) = 1 , j = 0 . 
Answer: x = cosh t. 
(b) ^  -3 + 2y = 0. 
dt Q C 
d 2x 
(c) + 9x = 0, with x(0) 
dt 
= 3, dx dt = 0. 
Answer: x = 3 cos 3t. 
(d) -2 + 2x = 0. 
dt dt 
( e ) + 6 £ + 13x - 0. 
6.4 Find the solution to the following differential equations 
= 1. (a) ^ + 2 ^ + x = 0, with x(0) = 0, dt 
dx' 
dt 0 
Answer: x = te 
(b) 6 9y = 0. 
dtz a t 
(c) 4 - + x = 0 , with x(0) 
dt a c 
Answer: x = (1 -
d 2x 
(d) = o. 
dt 
= 1, dx St = 0. 0 
, x d 2x . , dx . , n 
dt 7 
6.5 (a) Find the solution of the differential equation 
t J + ^ + v - O 
dx 
which satisfies the initial conditions 
y = 0, ^ = 2, when x = 0. 
H 
S 
Express your answer in a form involving no complex 
numbers. 
Answer: y = 2e 2 x sin x. 
(b) Find the solution of the equation 
dx 
which satisfies the initial conditions 
y ( 0 ) - i , ( & ' = 1, 
0 
H 
S 
Briefly discuss the behavior of the solution for large 
x and then for small x. 
6.6 Figure 3.8 shows a mass m attached to a spring of stiffness 
k and to a viscous dashpot having coefficient c; omit the 
force F. If m = 1 and k = 16, it is desired to find how 
the response varies with different values of c. Assume an 
initial deflection x(0) = 15. Neglect gravity. Find the 
response and sketch the x-t curve for each of the cases: 
(a) c = 10. (b) c - 8. (c) c = 0.8. 
6.7 Tanks A and B are connected as shown in Figure 6.1. When 
t = 0 tank A contains 100 
gal. of brine having 50 
lb. of salt in solution, 
while tank B contains 50 
gal. of water. Water is 
run into tank A at a rate 
of ^ gal./min. and brine 
from tank B is discharged 
4 at the rate of gal./min. 
Mixture from B is returned to A at the rate of -j gal./min, 
r- - -.l Original from 
Digit ized by K - O O g l t CORNELL UNIVERSITY 
5/3 gal./min. 
Figure 6.1 
ai 
Find the system of differential equations for the 
amounts of salt in tanks A and B at any time. From these 
equations find a single differential equation and corres-
ponding initial conditions for the amount of salt in tank 
A at any time. 
A compound has two isomers A and £, A certain organism car. 
digest the isomer B thus creating compound C, but it cannot 
digest isomer A. The reaction is symbolized by 
1 1 
A ••> B C 
2 
where the numbers are the rate constants for the transforma-
tions. Initially there is no B present and 3 moles of 
isomer A when a catalyst is added at time t = 0 to start 
the reaction. If N^(t) and Ng(t) denote the number of moles 
of A and B present at time t, show that for t = 0 the 
reaction obeys the equations 
d NA 
dt: = " NA + 2 NB > 
<m 
d T - NA ~ 3NB" 
Determine the single differential equation and corresponding 
initial conditions for Ng. Solve this equation and hence 
find N,,(t)„ Sketch the curve for N n as a function of t.. D D 
Answer: 
d V dN„ 
th 
Ng = e'2t sinh V~3 t. 
Homogeneous n Order Linear Equation with Constants Coefficients 
Consider a differential equation of the form 
dnx, d x. 
(6.32) 
dt n 
+ a •n-i j^rr +•••+ a0 xl = 0 ' 
in which the coefficients an_^,...,aQ are constants. Equation 
th (6.32) is said to be an n order equation because the highest 
d xn 
derivative which occurs is 
dt n 
We assume that in addition 
to equation (6.32) the following n initial values are given 
(6.33) x^tQ), 
I dx±\ 
dt 
\ / 
/ ,n-l d x. 
•o dt 
n 
'0 
As with a single second order equation, it is possible to express 
(6.32) in terms of a system of first order equations. Make the 
following definitions of new variables x2,x^,...,x , 
H 
S 
(6.34) 
dx-^  
Ht~ = X2 ' 
dx2 
•jr— = Xo , SO that IT— = Xo , dt J J 
dx^ 
a r - = x4 ' s o t h a t - ^ r = x4 ' 
dx _1 dn~^x, 
= x , so that i— = x . dt n' dtn" n 
Definitions (6.34) together with equation (6.32) gives the 
following system of first order equations 
dx, 
Ht x2 ' 
dx2 
HF~ x3 > 
§ dx^ 
(6.35) dF" " x4 
dx , n-1 
St *n > 
d xn 
dt - = " a0 Xl' al X2" a2 X3 ~an-lXn' 
We know that there is a solution to the system (6.35) of the form 
(6.36) x-^  = X^e^1" , x 2 = X2e^t x n = X , 
01 o 
if and only if det(AI-A) = 0. In this case, det(M-A) = 0 
gives 
(6.37) alA4'a0 = 0 
as the characteristic equation. The roots of (6.37) are the 
eigenvalues. If they are all distinct, they give n independent 
solutions of (6.35) of the form (6.36). 
Rather than express (6.32) as the system (6.35), we adopt 
the viewpoint that we wish to solve (6.32) directly. Thus, we 
wish to solve an equation of the form 
,n ,n-l j sc. oo\ d x . d x . dx . f\ 
with given initial values 
' dx (6.39) x(tn) , dt , , n-1 tQ Idt ,t 
A d x 
0 
From equations (6.35) and their solution (6.36) we assume a 
solution of exponential form, 
(6.40) x = Xe A t , X ^ 0. 
Substitution into (6.38) gives 
(6.41) (An+an_1>n"1f. . .+a1>.+a0)XeAt = 0, 
which is satisfied if and only if 
(6.42) cp(A) = An+an_1An"1+. . ,+a^+aQ = 0. 
Equation (6.42) is the characteristic equation (6.37), and if it 
has n distinct roots A p A 2 , . • • , A^ then n independent solutions of 
the form (6.40) exist. When added together these solutions give 
the general solution 
A,t A9t A t 
(6.43) x = X xe 1 + X 2e z +...+ X ne n . 
th 
Solution (6.43) satisfies the n order differential equation 
6.38), and the constants XpX 2,...,X n are determined by the 
initial values (6.39). 
Example 6.4. Determine the general solution of the differential 
equation 
d 4 x - a 4x = 0. 
dt 
Letting 
x = Xe At > 
the characteristic equation is 
> 4 - a 4 = (A2+ct2) (A2-ct2) = (A+ia) (A-ia) (A+a) (A-a) = 0. 
The four roots are A^ =-ia, A 2 = ia, A^ = -a, A^ = a and the 
general solution is 
x = X 1e- i a t+X 2e i a t +X 3e- a t +X 4e a t, 
or if we wish to avoid complex numbers 
x = Xx' sinat + X 2 1 cosat + X 3e~ a t+X 4e a t. 
Example 6.5. Find the general solution of the differential equa-
tion 
d£y — t - y. dx 
Ax Assuming a solution of the form y = Ye we get 
A 3 - 1 
as the characteristic equation. The values of A are then the 
three cube roots of 1, namely 
A-l = 1 , 
^ _ 27ri/3 _ 1 . ^ 3 . A „ = e = - tt + -y- l , 2 ~ ~ 2 T" 
4tt1/3 1 \T3 = e « . ^ - T -
Consequently the general solution can be written as 
, 1 , /3 .n t 1 S3 . s 
v -x ^ v 7 T " v 7 " T l ) x y = Y-^ e + Y2e + Y^e 
or 
-x . -x/2 /„ i "J3x , .. i . -/3xN y = Y,e + e ' (Y9 cos —n 1- Y-, sin —7—) 
If equation (6.42) does not have n distinct roots then 
(6.38) has fewer than n solutions of the form Xe A t, and to get 
the general solution we must find additional solutions. We shall 
shew that if A = c is an r-fold root of (6.42) then (6.38) has the 
r solutions 
,, / O N ct ct .2 ct .r-l ct (6.43) e ,te , t e , . . ., t e 
Since the sum of the multiplicities of the distinct roots of 
(6.42) is n, this will give the requisite n independent solutions 
of the differential equation. 
We first observe that if the polynomial equation cp(A) = 0 
has c as an r-fold root then 
(6.44) cp(c) = 0, cp'(c) = 0, cp"(c) = 0, . . . ,cp(r_1) (c) = 0. 
For in this case cp(A) has (A-c) as a factor, that is, 
cp(A) = (A-c)r^(A). 
Therefore 
cp'(A) = (A-c)V (A)+ r(A-c)r"V(A) 
= (A-c)r"1[(A-c)^/,(A) + r^/(A) ] 
r-l has (A-c) as a factor. Using the same argument on 9'(A) we 
r-2 see that cp"(A) has (A-c) as a factor. Continuing in this way 
(r-l) 
we eventually find that cpv (A) has A-c as a factor. From this 
(6.44) follows, for any polynomial having a power of A-c as a 
factor must vanish when we set A = c. 
We have already seen that for any value of A, 
(6.45) — e A t + a n d11"1 At , , d At . At 
dtn n _ 1 T j T T e al dt e + a0 e dt 
>> ^ 
This is an identity in A and t; hence we can differentiate both 
sides with respect to A. To see the effect of this on the left-
hand side of (6.45) consider just one of the terms, for example 
d 2 > t a0 — e N . Since we are considering both A and t as variables 
d t S 2 At it is more appropriate to write this as a0 — e . Then 
1 BtZ 
s , a2 > u a ,a2 atv 
3a (a2 = a2 3A 7 e > ot dt 
= a (^-e^) = a ^ L f t e A t ) a2 W 5 } 2 ; ' 
since we may interchange the order of differentiation with 
respect to t and A. A similar argument will work with any of the 
terms, so we can say that the effect of differentiating the left-
hand side of (6.45) with respect to A is just to replace e A t 
by teAt. Differentiating a second time will replace this in 
, .2 At , turn by t e , and so on. 
Turning to the right-hand side of (6.45), a differentiation 
with respect to A gives 
(6.46) [cp1 (A) + tcp(A) ] e A t , 
a second differentiation gives 
(6.47) [cp,'(A)+2t9,(A)+t2cp(A)] e"At , 
and in general a k-th differentiation gives an expression of 
the form 
(6.48) [cp(k)A+ck_1tcp(k"1)C\)+. . . + C l t k " V (\)+t\(A)]eAt. 
Now let us put these pieces together. We assume that c is 
an r-fold root of cp(A) = 0, so that the equations (6.44) hold. 
It follows that the right-hand side of (6.45) is zero when we 
ct 
set A = c and so e is a solution of (6.38). (We already knov: 
this). Differentiating (6.45) with respect to X gives, in light 
of the above discussion, 
> s . n u
d n Xtv . d""1 Atv . . & -At* , - A t v 
T~n ^ > + an-lTirT ( t e )+•••+ «i ^ ( t e ) + a Q ( t e ) d t at 
u 
| = [cp 1 (A) + tcp(A)]e^t. 
4J j i 
-M 
On setting A = c the right-hand side of this equation becomes zerc 
j 
- M £ 
TO 
| respect to A, plus the fact that by virtue of the first three 
E 
<3 of equations (6.44), the expression (6.47) is zero for A = c, 
o z 
J 
4J 
. a 
£ see that the process can continue for r-l differentiations, thus 
< 
W 
| establishing the fact that 
E o u > 
I-S u 
are solutions of the differential equation. 
A linear combination of these r solutions can be written in 
the convenient form 
0! U 
(6.49) (cL + c2t + ...•»- c rt r" 1)e c t , 
c t 
or, if we wish, in the form P(t)e , where P(t) is a polynomial 
of degree r-1. The solution of the most general equation of the 
form (6.38) can then be expressed as follows: 
Let the equation 
A n + a n . ] * " ' 1 + • • • + a i A + a o = 0 
have the distinct roots with respective multiplicities 
where each each r^ = 1. 
Let P^(t) , . . . ,Pjc(t) be any polynomials of degrees r^-1, . . . ,r^-l 
respectively. Then 
A, t A, t 
(6.50) x(t) = P1(t)e 1 + . . . + P k ( t ) e k 
is a solution of the equation 
j x Jn~l J 
z r ci\ d n . d x . . dx . n 
( } d ? V l d ^ 1 0 = 
To show that (6.50) is the general solution of (6.51) it 
is necessary to prove that the set of n solutions of the form 
. A. t 
t-'e 1 is linearly independent. For such a proof we refer the 
reader to W. S, Kaplan, Ordinary Differential Equations, 
Addison-Wesley Publishing Co., Reading. Mass. 1958, Chapter k, 
Section 8; or to E. A. Coddington, Ordinary Differential Equations, 
Prentice-Hall, Englewood Cliffs, New Jersey, 1961, Chapter 2. 
Example 6.6. Determine the general solution to the equation 
,2 d x . 0 d x . d x r. 77 "+" t + t = u . 
dt dt dt 
If x = Xe A t then the characteristic equation is 
A 4 + 2A3 + A2 = A2(A2 + 2A + 1) = A2(A+1)2 = 0. 
There is a double root A^ = A 2 = 0 and another double root 
A^ = A^ = -1. From (6.49), the solution corresponding to roots 
A^ = A2 = 0 is 
x = (c^+c2t)e^t = c-^+c2t , 
and the solution for roots A^ = A^ = -1 is 
x = (d^+d2t)e-t , 
so that the general solution is 
x = c-^+c2t+(d-|+d2t)e ' 
Problems 
6.9 (a) Solve the differential equation 
subject to the initial conditions y(0) = 0, (4^) = 1, 
d t 0 
d 2 t ( — = 2. Answer: y = te . 
d t 0 
(b) Replace the given differential equation by an equivalent 
system of three first order equations and corresponding 
initial conditions. Show that the characteristic equation 
is the same as in part (a). 
10 For the system of three equations of Problem 2.2 with 
initial conditions x^(0) = 1. x2(0) = 1, x^CO) = 2; 
(a) Show by elimination that the single differential equa-
tion in x, is 
(Hint: use x^ from the first equation in each of the 
second and third equations to get two equations in-
volving x^ and x2. Frcm these two equations get one 
equation in x^.) 
(b) Solve this single equation in x-^  and determine the in-
tegration constants' from suitable initial conditions. 
11 Find the solutions to the following differential equations: 
5. a t ^ 1 -3t Answer: x = e + -s-e 1 -t r 
(c) y = 0. 
dt 
t 
— t "2" n/~]31 v 31 Answer: y = Y-^ e +e (Y2 cos ^ H Y^ sin »—) . 
(d) ^ - y = 0, with y(0) « 1, - - 0. 
dt- r1-/o 
2 
dt 0 
6,12 Find the solutions to the following differential equations 
(a) ^ - 2 ^ + y = 0. 
dt dtz 
Answer: y = ( c ^ R ^ O e ' + (d-^+d2t)e -t 
4 2 
(b) + 2 + y = 0 with y(0) = 0, (§£) =•1, 
sz 
i 
3 f 
r 
u (D 
| Answer: y = 2 sin t - t cos t + t sin t. 
o u c 
o z <5 | 
| 
-M 
-M 
< 
10 
| 6.13 In Example 5.2, the Mohole problem, the system was idealized 
E 
u to that shown in Figure 5.2 for the free oscillations. 
> 
4-> 
J Using Newton's law in the form F = ma show that the govern-
tF ing differential equations are 
d 2x 
m- = -k(x1-u) -K(x -x2), 
d t 
0! 
m 
d2x. 
dt' 
which on eliminating x 2 give the single equation 
A l + 2 (k+K) f S + k£k+2Kl 
d ^ m d ? ^ 1 
0. 
H 
S U 
L/2 L/2 
/TT51RrN-
Show that the solution of this fourth order equation leads 
to the characteristic equation (5.17). Hence, determine 
the solution x-^(t). Describe how you would find x 2(t) 
but do not actually solve for it. 
6.14 For the network of Figure 
6.2 write the differential 
equations for the currents 
in each loop and combine 
them to obtain a single 
equation for the current 
I 2 through the resistor R. 
6.15 For the coupled two loop L-C circuit of Problem 5.2 
(Figure 5.5) determine the fourth-order equation in either 
Q^ or Q 2. Find the natural frequencies of oscillation and 
the corresponding normal mode configurations. 
6.16 In the three tank Problem 2.8 (Figure 2.8) determine a 
single differential equation for the concentration, C 2, 
in Tank 2 at any time. Determine concentration C 2 when 
the concentration in Tank 1 is CQ/10. 
Figure 6.2 
ai O 
t. h Nonhomogeneous n Order Equation 
A differential equation of the form (6.38), but with a 
th 
function g(t) on the right-hand side is called an n order 
linear nonhomogeneous equation with constant coefficients. 
(6.52) + a n_ x +...+ a, £ + aQx = g(t). 
Together with the n initial values 
(6.53) *(t0) . ( g ^ 
the determination of a solution is called the initial value 
problem. From our previous experience with a system of non-
homogeneous equations we are led to consider a solution in two 
parts. First determine the general solution to the homogeneous 
equation 
Jn jn"l i d x , d x . . dx . n + a n r +• • •+ a, -r— + a nx = 0. dtn n _ 1 dt n _ 1 1 d t 0 
This solution, x , is called the complementary solution of (6.52) 
Then find a particular solution, x^, of (6.52). The general 
solution of (6.52) is then 
(6.54) x = x + x , v 7 c p ' 
and the given initial values (6.53) can now be used to determine 
the n constants that appear in x . 
If g(t) is expressible as a sum of functions 
g(t) = g]_(t) + .. .+ gm(t) 
the superposition principle can be used to determine x as a sum 
where xp-p f°r = is a solution of (6.52) with g(t) 
replaced by g^(t). 
The method of finding x c is known from previous work. Again 
we are faced with having to determine a particular integral x^; 
again we consider a restricted class of functions g(t) and use the 
method of undetermined coefficients in order to construct a solu-
tion. 
We know from previous work that sometimes it is convenient to 
replace g(t) by a new function which is complex-valued. For such 
cases, the proof of Theorem 4.4 can be readily modified to 
show that if 
is a solution of (6.52) with g(t) replaced by g^(t)+ig2(t) 
then x-^(t) and x2(t) are solutions with g(t) replaced by g^(t) 
and g2(t) respectively, assuming, of course, that g^, g2, x^, 
and x 2 are real functions of t. 
We now look for a particular solution when g(t) is constant, 
exponential, or sinusoidal. 
When g(t) is constant equation (6.52) becomes 
P 
x = x , + . . . + x , p pi pm ' 
x p = xx(t) + ix2(t) 
/n d x . d x . , d x . _ 
(6.55) + a n_ i +...+ a + a < = G. 
c t " d t 
Inspection shows that if we take x^ constant, x^ = c,, then all 
the derivatives vanish leaving 
a0 cl = ^ o r C1 = G / a 0 ' 
provided aQ ^ 0. The case a^ = 0 will be considered later. 
When g(t) is exponential equation (6.52) is 
/£. dnx , d n ''"x , , dx . o Pt 
( } a n-! te^ 31 dt + V = G e * 
We have seen that a function of the form 
(6.57) x = cept v P 
when substituted in (6.56) gives 
(6.58) cp(p)cept = Ge p t , 
where, following the notation of (6.42) we have put 
<P(P) = P n + an-lP n _ 1 +• • •+ a]P+a0-
Equation (6.57) is satisfied if 
G (6.59) c = <p(p) 
provided cp(p) ^ 0. Since the roots of cp(A) = 0 are just the A^, 
we see that a particular solution of the form (6.57) can be found 
provided p ^ If p = A^ then A(p) = 0 and equation (6.56) 
cannot be satisfied by a function of the form cept. We will 
investigate later how to find a particular so'Jut ion when p = a^. 
When g(t) is sinusoidal equation (6.52) has the form 
( 6. 6 0) ^ + a +...+ a, | | + a Qx - G sin P, . 
dt dt 
If we replace G sin pt by Ge 1P t then we can assume a solution in 
the form 
(6.61) x p = ce i p t , 
so that we get from the previous case 
(6.62) c = G/cp(ip) , 
provided ip ^ one of the roots of the characteristic equation. 
The constant c can be written in polar form 
i© c = re 
A particular solution with g(t) = Gelpt: is given by 
x = r e ^ 0 ) , P 
and the imaginary part of this solution gives 
Xp = r sin(pt+9) 
as a particular solution of (6.60). 
We must now investigate how to determine a particular solu-
tion when the form of g(t) is such that the apparent form of the 
particular solution, xp, coincides with one of the complementary 
solutions. The difficulty arises if we are led to assume a 
particular solution which is of the type 
Ai t x = ce P 
When this is substituted into the differential equation in order 
to determine c, the result is zero and not g(t), for x^ is a 
solution of the homogeneous equation. The case when g(t) - G ^ 0 
and aQ = 0 is included in this statement of the problem. 
The difficulty can be resolved by the procedure given below. 
Given the differential equation (6.52) 
V - 8<t) S 
we recall that if A = p is a root of the characteristic equation 
(6.42) 
A n + a -i An~ .. .+a, A+an - 0 n-1 L U 
of multiplicity r(=l) then the complementary solution contains 
the terms 
eP t , tePt , t V ' ,..., t ^ 1 ^ . 
It then turns out that if 
(6.63) g(t) = Ph(t)ePt , 
where Pj1(t) is a polynomial of degree h(«0), then a corresponding 
particular solution is of the form 
(6-64) x p = Q h(t)t re p t , 
where Q^(t) is also a polynomial of degree h. That is 
(6.65) Q h = c0+cLt +...+ c ht h. 
The constants Cq,...,c^ can be found by the method of undeter-
mined coefficients. 
This procedure works equally well if r = 0, that is, if p i 
not a root of the characteristic equation. In this case it gen-
eralizes the three special cases considered above, since they 
fall under (6.64) with r = 0, h = 0 and p either zero, real, or 
complex. 
For a different way of looking at this procedure and a proo 
of its validity the reader is referred to Coddington, loc. cit. 
Example 6.7. Solve the equation 
d!x _ 2 dx x = 4 + e t 
dt 7 ^ 
The characteristic equation is 
A 2 - 2A + 1 = (A-1)2 = 0. 
Thus ' = = ^ a n d c o m P l e m e n t a r y solution is 
x = X 1e t+X 0te t. c 1 l 
With g-^(t) = 4 we can see by inspection that x ^ = 4 is a par-
t t 
ticular solution. With g2(t) = e we observe that X-^ e already 
appears in the complementary solution. Using the procedure pre-
viously given we have p = 1, h = 0 in (6.63). Further, A = 1 
is a double root of the characteristic equation so that r = 2 
Hence, from (6.64) we take 
. . 2 t x 0 = At e 
and substitute in the differential equation 
,2 d x 
dt 
dx 
St + x = e 
to find the constant A; we get 
2Aet+4Atet+At2et t ? t 2Ate +At e • a,-2 t +At e = e 
All terms on the left cancel except 2Ae so that 
Hence A = 1/2 
solution is 
2Aet = efc. 
Using the superposition principle the general 
x = X][et+X2tet+4 + j t2eC. 
Example 6.8. In Example 3.2 where the simple harmonic oscillator 
was excited by the force FQsin pt we found that if p is close to 
a> then the amplitude of the particular solution becomes very 
large and we have the condition of resonance. However, if p = oo 
then a particular integral of the form c sin (Dt cannot be found. 
We are given the differential equation 
(6.66) 
d 2x . 2 F0 . — ? r + oo x = — sin cot 
dt2 m 
F F 
Replace sin oot by -jjp> e*"'0*" and the differential equation be-
comes 
(6.67) d!x + ^ . ia* 
dt 7 m 
From (6.9) the complementary solution is 
(6 .68) x c - Xiei<Dt+X2e-ia)t, 
In equation (6.67), g(t) - ~ e i a i t and from past work we would 
initially seek a particular solution of the form x - ce ioot 
ioot However, ce is contained in complementary solution (6.68), 
so we use the procedure previously described. Comparing 
F 
g(t) - m 0 eiuit with (6.63) we see that p - ioo and h - 0. Further 
the root A • ioo is of multiplicity 1, so that r • 1. Hence we 
adopt a particular solution of the form 
(6.69) x p - Ate icot 
The undetermined coefficient A is found by substituting (6.69) in 
to (6.67); we get 
F, 
or 
OJ . ioot 2k_ ioot 2iouAe -oo Ate + CO 
F, 
Ate ioot 
2ia*eiu)t - e i u* m 
0 ioot 
m" e 
Equating coefficients we obtain 
- v 
2mco 
and the particular solution (6.69) becomes 
In order to determine a particular solution of (6.66) we take 
the imaginary part of (6.70) and get 
We conclude that when the excitation frequency is equal to the 
natural frequency, p = oo, then the amplitude of the particular 
solution is proportional to t. Mathematically, the amplitude 
increases indefinitely; physically, the system would eventually 
fail or cease to be linear. 
Problems 
6.17 Determine the general solution to the following equations, 
(6.71) 
4 2 
Answer: x = X1et+X2e~t+X3tet+X4te"t+4+ ^ sin t. 2 
-  
3 4 
si \ d^x , dx o t . 0. (b) — t - 4 -rjr = 3e + cos 2t. 
dtJ 
t + 5e 2t 
-t-1. 
H 
S 
6.18 Solve the equations: 
, v d x 0 d x dx _ , , (a) — - 2 — j + ^ - 4 ze . 
dtJ dt 
Answer: x » X1+X2et+X3tet+4t+e . 
2 ' ' ' > 
(b) ^  -y = t2 + 3. . ' + v ' 
dt 
Answer: y - Y1et+Y2e"t-t2-5. . / u £ 
£2 jJ 
IS 
(J 
f Answer: x - X 1e t+X 2e" t+X 3e 2 i t+X 4e 2 i t+4te t-3 cos t. 
-M 
J 
- M 
1 J> 
£ 
- M 
.C 
TO 
I 
ii u c 0 z 
j 
< 
m 
1 E (*Hr) - 2. 
d t 0 
0! 
6.20 For each of the following equations find the complementary 
solution and the form of the particular solution but do not 
actually evaluate the undetermined coefficients. 
2 
(a) + 2 + 5y = 8e_t + e _ t sin 2t. 
dt a c 
2 /, N d x . / dx , , / . 2 1 1 v - 2 t (b) — j + 4 ^r + 4x = (t + l)e 
sz 
4 3 2 , x d x , 0 d x , d x n , , .2 -t (c) — j + 2 — + — 7 = 2 + 3t + t e . 
dt dt dt 
w 
6.21 Consider the space station problem, 5.4, shown in Figure 
5.6. 
JI 
1 (a) From the equations of Problem 5.4(a) find the one 
3 3 
§ differential equation governing the motion of the ii 
4-> 
•U 
Z mass M. (Hint: let x 2+x 3 = u and add the second two 
o equations.) E 
u 
o z 
| on it, determine the governing equation of motion of 
4J 
• 
. Q 
'j= the mass M. Find a particular solution and determine 
< 
W 
| if resonance is possible. 
E ^ 6.22 The circuit of Figure 6.2 is called a low-pass filter 
> 
4-1 
I? since it transmits low frequencies well, but attenuates 
tF O 00 J across the resistor R when a sinusoidal input voltage of 
i-H 
00 
° unit amplitude and frequency (a) 200 cps and (b) 2000 cps 
i-H 
° is applied across terminals 1-2, if the circuit constants 
3 are - C.6 h-tiiiL', c = 0.16 (if, and K = 2000 ohms. o c 0! ISJ 
6.2 3 The circuit of Figure 6.3 is called a high-pass filter 
since ic transmits high frequencies well, but attenuates 
low frequencies. Find the steady-state voltago, l^R 
across the resistor R when a sinusoidal input voltage of 
uni 'c amplitude and frequency (a) 300 cps and (b) 3000 cps 
is applied across the terminals., if the circuit constants 
are L = 0.15 henries, C = 0.04 p,f, R « 2000 ohms. 
h s a 
6.2^ 
>r 
2C 2C 
V = sin 2 t t ujt 
Answer: RI, 
Figure 6.3 
1 
• K 1 - ^ ) - ^ l 1 - ^ ) 1 ] " 1 
-ieipt 
2CLp"/ \ 4CLp* 
where p - 2T.W. 
A mass is suspended from a hook by a rubber band whose 
unstretched length is one foot, '•.'hen allowed to hang at 
rest the mass is two feet below the hook. If the mass is 
held at the hook and dropped how low does it go? Assuming 
no friction and neglecting the mass of the rubber band 
describe the subsequent motion of the mass and graph its 
position as a function of time. 
Partial Answer: The motion is periodic with period 
{r + 2 arctan (l/ \f2) + ?)/>/g = 1*13 sec. 
0! O 
Equal masses are suspended 
by equal springs and a 
cord over a pulley of neg-
ligible mass. There is 
friction at the pulley which 
opposes an angular velocity 
G' of the pulley by a torque 
h9 ' . 
Set up equations of motion, 
find the eigenvalues, and 
discuss the motion. 
Comments and partial answers: 
(l) If x, y and © are displacements from equilibrium 
x 1 
Figure 6A 
as indicated in Figure 6.4, and u = 
of motion can be written in the form 
y j > e I the equations 
• m 0 ,2 1° 0 0 
0 m ° i 
d u 
"72 + ° 0 0 0 0 o / dt 0 h 
du + k 
I 1 
\ 
0 
0 -a ^ 
1 a u = 0 
a 2a2i 
(2) If u = Ue 
A satisfies 
At 
-a 
where U is a constant vector, then 
mA2+k 
0 
-ak 
0 
mA^+k 
ak 
-ak 
ak 
hA+2a2k 
= 0. 
(3) The eigenvalues are 0,±iu>, - c± 
2 2 
cd = k/m, c = a k/h. 
05 where 
Vector Analysis in 3-Space 
1. Vector Algebra in 3-Space 
We recall from Chapters 2 and 5 the basic notic.ii of a 
vector space with an inner product over the real numbers. 
In this chapter we will be concerned mainly with the 3-di-
mensional space V 3 with its usual inner product, defined by 
(1.1) (u1,u2,u3)•(v15v2,v3) = u 1v 1 + u 2v 2 + u 3v 3 . 
By setting up in 3-dimensional Euclidean space E 3 a fix 
Cartesian coordinate system we associate triples of real nur 
ers with points of E 3 and thus give a geometric interpretati 
to the algebraic operations in V 3 > We will not always dis-
tinguish between a point of E^ and the vector in V 3 given by 
coordinates. We will also sometimes think of the vector 
(u^,u2,u3) as represented by the directed line segment from 
origin 0 to the point A with coordinates (u-^,u2,u3). 
The inner product (1.1) has the following geometrical 
interpretation. If u = (uj,u2,u3) is represented by OA and 
v = (v,,v9,v~) is represented by OB,, as in Figure 1.1, then 
A 
t: 
Figure 1.1 
- 7.1 
I-S 
(1.2) u-v = iu |j Jv(| cosa , 
where a is the angle AOB. Of course jju!', Ijvj1 are just the 
lengths OA, OB; ana we could have taken (1.2) as our defin-
ition of the inner product and then deduced formula (1.1) 
from geometrical considerations. Formula (1.1) is the more 
useful in calculations and proofs, while (1.2) is the more 
useful for intuitive understanding and geometrical visual-
ization. Thus the crucial relation 
(1.3) u-(av + bw) = a(u-v) + b(u-w), a,b scalars, 
is easy to prove using (1.1); while the fact that the equality 
u-v = 0 expresses the perpendicularity of u and v is immedi-
ately clear from (1.2). 
We now introduce a new product in V^, namely the cross 
product or vector product. This is a rule assigning to a 
pair of vectors u,v in a vector uxv in V^ by the formula 
(1.4) (u1,u2,u3)x(v]L,v2,v3) = (u2v3 - U3V2>U3V]_ " ui v3 > ui v2~ u2 Vl ^  
Note. The concept of cyclic permutation is useful in remember-
ing formulas relating to cross 
products. If the digits 1,2,3 
are equally spaced around a 
circle (Figure 1.2) a rotation 
through 1.20° carries 1 into 2, 
2 into 3, and 3 into 1. This 
change we call a cyclic permu-
tation C of the digits. There 
i 9 u.r e 1 . 2 
y\Q aid by G o o g k 
0! 
is one other cyclic permutation, carrying 1 into 3, 3 into 2, 
and 2 into 1, which may be considered to be either the inverse 
of C or the result of applying 0 twice. 
By applying this concept to equation (1.4) we need merely 
remember that the 1^ -st component of the cross product is 
U2 V3 " U3 V2' Cyclic permutations of the five underlined digits 
then give the 2^ -nd component to be u^v^ - u]_v3> anc* t^ rie 
component to be u-^v2 " U2 V1' 
We now state some properties of the cross product which 
indicate its geometrical significance, 
Theorem 1.1. The vector uxv is orthogonal to 3 and to v, and 
is zero if u,v are dependent. 
We leave the proof as an easy exercise for the reader. 
Theorem 1.2. ||ux\?|j = :|i?|| jjv7|| sina, where a is the angle between 
u and v, 0 = a = t t . 
Proof. Schwarz's Inequality (Theorem 2.3 of Chapter 5) tells 
2 2 ^ .> 
us that (|u i ||v|| - (u-v)''= 0. For vectors in V^ we can prove 
the more precise statement 
(1.5) /-? —K 2 ii—> —»|i 2 (u-v.) = ||uxv|| 
by multiplying out and verifying the identity 
2 2 2 2 2 2 (u-^  + u 2 + u^ ) + v 0 v^ ) - (u-jV-^  + u 2v 2 + U 3 V 3 ) 2 
2 2 2 = (u2v3 - u 3v 2) + (u3v1 - u,v3) -i- (u-^ - u 2v x) . 
But (u-v)2 = !|u!|2!'v|!2 cos2a and 1 • cos2a = sin2a. Thus  .   
• • 2 - 2 - 2 . 2 uxv • = u i v s i n a , 
> and the theorem is proved, noting that sina = 0 if 0 = a = 
Theorems 1.1 and 1.2 give an almost complete geometric in-—> —» 
terpretation to the cross product. If u,v are dependent (that 
is, collinear) then uxv = 0. Otherwise, let TT be the plane de-
termined by u,v. Then Theorem 1.1 says that uxv is in the di-
rection normal to rr and Theorem 1.2 tells us the magnitude of 
uxv. However this leaves an ambiguity, as there are two (equal 
and opposite)vectors normal to TT and with a given magnitude. To 
resolve the ambiguity we restrict the chosen coordinate system 
by insisting that it be right-handed; that is, the axes OX, OY, 
OZ are to be such that turning from OX to OY would drive a right-
handed screw up OZ(see Figure 1.3). Then the cross product uxv 
may be characterized as follows. 
Choose a rotation in TT bringing the line of action of u i 
to coincidence with that of v and let a be the angle of the 
rotation. Let n be the unit vector along the normal represent 
ing the movement of a right-handed screw turned in TT in the 
Digitized by ^  - O O g l t CORNELL UNIVERSITY 
n-
direction of the rotation. Then 
(1.6) uxv = Ju|! ||v | (sina) n . 
It is perfectly possible to develop the theory of cross-
products taking (1.6) as definition, If we then introduced a 
coordinate system into E^ we would find the cross product 
given in component form by (1.4), provided the coordinate t>ysL. 
had been chosen to be right-handed. Note that, by contrast with 
the cross product, the geometric interpretation of the inner 
product did not depend on the right-handedness of the coordinat 
system. 
We now develop the algebraic properties of the cross prod-
uct. As usual, the symbols stand for the unit vectors 
along the 3 coordinate axes; that is, for the natural basis in 
v 3. 
Theorem 1.4. i x j * = Ic, j*xi = -1c, 
jxk = l, kxj = -l, 
k*xi = j , ixk = - j . 
Note. By spacing i,j,k around our circle in Figure 1.2 we can 
apply cyclic permutation to get the second and third rows of 
Theorem 1.4 from the first row. 
The reader should notice that the order in which two 
vectors are multiplied is important, "lxj* £ jxi, etc. In fact, 
reference to (1.4) immediately shows that the situation in-
dicated in Theorem 1.4 is quite general, namely 
Theorem 1.5. The cross product is anti-commutative; uxv = —» —» 
-vxu. 
The cross product behaves very well with respect to the 
vector space structure in V^. Thus we have 
Theorem 1.6. 
The proof is an easy exercise based on (1.4); once again 
we see that to prove a property of the cross product it is 
better to use the algebraic rather than the geometric descrip-
tion (1.6). 
We may express Theorem 1.6 by saying that premultiplica-
tion by u and postmultiplication by u are both linear maps cf 
V^ into itself. 
The algebraic discussion of the cross product will be 
complete when we have studied the relation between the inner 
product and the cross product, and when we have investigated 
the validity of the associative law for cross products. (In 
fact, it turns out that ux(vxw) and (uxv)xw are not equal') 
It is important to keep in mind that the inner product of 
two vectors is a scalar, while the cross product is a vector, 
Thus the expression (u-v)xw has no meaning, while the ex-
pression u-(vxw) does have a meaning and represents a scalar. 
This implies that the symbol u-vxw is, in fact, unambiguous; 
nevertheless we will insert the o: rer:l.aeses In the interest of 
ux(v-fw') = uxv-fuxw, (u+v)xw = uxw+vxw ; 
a(uxv) = (au)xv = ux(av) where a is a scalar . 
clarity. Now let u = fu, ,u9 , v = (v-,,v-,,v~) «^ 2' 1> 2' 3'' 
w (w, ,w9,w~) . ]>w2>w3 
Theorem 1.7. 
The proof is a simple computation, using, of course, 
(1,4). We then find that u-(v'xw) is evaluated as the expansion 
of the determinant by its first row, and (uxv)-w as the expan-
sion by the last row. The interchangeability of the dot and the 
cross in this triple product tempts us to use a more symmetrical 
notation. One in common use is [u,v,w] = (uxv)-w = u-(vxw). 
Since fu,v,w] is a scalar it is called the triple scalar product. 
From the properties of determinants we immediately infer 
Theorem 1.8. 
Note. Here we have a somewhat different application of cyclic 
permutation. The first line of Theorem 1.8 can be stated as 
follows;. The value of a triple scalar product is unchanged by 
cyclic permutation of the factors. The relation [u,v,w] 
= -[u,w,v] states that the triple scalar product is changed in 
sign if we permute two of its factors. 
We may assign an important geometric signifi-
cance to the absolute value of the scalar u-(vxw). Let u,v,w 
r—» —> — r — > —> —>-, r—» —* —», [U,V,Wj = fv,w,u] = [W,u,v] 
-[u,w,v]= -[v,u5w]= -[w,v,u] . 
be represented by the lines OA, OB, OC as in Figure 1.4. 
Suppose 0, B, C not collinear (since, if they were, we would 
have vxw = (J, u- (vxw) = 0). Then vxw is represented by a line 
through 0 normal to the plane OBC, whose length is equal to the 
area of the parallelogram having OB, OC as sides. Thus the ab-
solute value of u-(vxw) is the product of the area of the paral-
logram by the length of the projection of AO onto the normal to 
the plane of the parallelogram. But this length is just the 
height of the parallelepiped generated by the lines OA, OB, OC, 
when it is regarded as standing on the plane OBC. Observing 
finally that the product of the area of the base of a parallel-
epiped by its height is equal to its volume, we infer that the 
absolute value of u•(vxw) is the volume of the parallelepiped 
generated by OA, OB, OC. 
The question of when u-(vxw) = 0 may now be studied either 
geometrically or algebraically. Approaching it from our geo-
— ) y ) ) ) 
metrical interpretation of u-(vxw), we see that u* (vxw) = 0 
if and only if the vectors u,v,w are coplanar. From our 
algebraic theory of matrices aid uetenninam.s we know that 
the determinant, of the marrix 
/ U1 u2 u3 \ 
( Vj V .J 
V W1 W 2 w 3 / 
is zero if and only if the rows of the matrix are linearly 
dependent. Thus the geometric and algebraic stories are per-
fectly consistent. 
Example 1.1. Find the volume of the tetrahedron whose vertices 
are at the points 
(1,2,1), (2,-3,2), (1,1,4), (-1,2,2) . 
First we may shift the origin to (1,2,1) obtaining the points 
0,A,B,C with coordinates 
(0,0,0), (1,-5,1), (0,-1,3), (-2,0,1) . 
Next we observe that the volume of the tetrahedron is just 1/6 
of the volume of the paral.lelpiped generated by OA, 0B, 0C. 
Thus the required volume is the absolute value of 
1 -5 1 
1/6 0 -1 3 = 9/2 
-2 0 1 
We turn now to the triple cross product, ux(vxw). Since vxw" 
is perpendicular to v and to w, and since ux(vxw) is perpen-
dicular to u and to vxw, it follows that ux(vxw) i^ a vector 
in the plane of v and w, perpendicular to u. This immediately 
shows that we cannot expect that ux(vxw) and (uxv)xw be equal, 
since the former lies in the plane of v and w, while the latter 
lies in the plane of u and v. In fact, we have already said 
enough to show that 
ux(vxw) = av + bw , 
where a and b are scalars such that 
a(u-v) + b(u-w) = 0. 
In other terms, ux(vxw) = A [ (u-w)v- (u-v)v?], for some scalar A. 
This simple geometric line of reasoning does not enable us to 
determine A easily. However, it does allow us to determine A 
by looking at just one component on each side. Thus the first 
component of ux(vxw) is evidently u2(viw2~V2W1)~u3Cv3wi~viw3)• 
The first component of (u-w)v - (u-v)w is 
^ U1 W1 + U2 W2 + U3 W3^ V1 ~ ^ U1 V1 + U2 V2 + U3V3^ wl' 
which, on cancelling the terms and regrouping, reduces 
to the same form. Hence A = 1. 
Theorem 1.9. 
ux(vxw) = (u-w)v - (u.v)w; 
(uxv)xw = (U'vf)v - (v-w)u. 
Proof. The first line we have proved above. The second follows 
from the first and the anti-commutativity of the cross product, 
thus : 
(uxv) xw = -wx (uxv) = wx(vxu) 
= (w-u)v - (W'V)u 
= (u-v?)^ - (^-w)3. 
This is called the "Rule of the Middle Factor," since in 
either form the "middle factor" v, of the left hand side 
appears first (with a scalar multiple) on the right hand side. 
The ideas of coordinate geometry of 3 dimensions are 
often conveniently expressed in vector notation. Consider 
for example the straight line LL' in the direction of the 
vector u and passing through the point A corresponding to the 
vector a. If P is any point on the line then (see Figure 1.5) 
OP = OA + OQ and OQ = hu for some scalar h. Thus if 
Flgu.re 1.5 
t is the position vector of P, 
(1.7) ? - a + hi? . 
Conversely if r is given by (1.7), for some h, and if ? 
represents OP then P lies on the given line. Thus (1.7) Is 
Original from the vectorDqjft}££|j<fejyItJKtJfta line In t e r n s ^ ^ ^ iM^^fff r h' 
u is a unit vector, then |h| is the length of AP anu h is 
positive if u, with its origin translated to A, is directed 
towards P. If (1.7) is broken up into components with 
? = (x,y,z) 
a = (a-^ , a2, a^ ) , 
u = (up^ju-j) , 
we obtain non-parametric equations of the line, 
x-a. y _ a2 z-a. 
u, u-( 1 - 8 ) U1 "2 3 
provided u ^ u ^ and u^ are all different from zero. 
The quantities (u-^^jU^) are called direction ratios of the 
line; if j|u|| = 1 they are direction cosines. 
Now consider a plane W containing the point A and the two 
distinct directions u and v (Figure 1.6). The point P, with 
n 
/ -> u 
/P ' / 
/ / 
' A 
r 
r -
/ 
'A' 
^ V . r 
Figu-r e 1 . 6 
position vector r, lies in W if and only if che three vectors 
r-a, u, v are linearly dependent. Since u,v are not linearly 
dependent, this is equivalent to asking for scalars h,k such 
that 
(1.9) F-a = hu + kv . 
Thus (1.9) is the parametric vector equation of the plane, 
h and k being parameters. 
A non-parametric vector equation of the plane W can be 
obtained in terms of a vector n perpendicular, or normal, to 
W. Since n is orthogonal to every vector lying in W we 
have n -(r-a) = 0. If we let C be the constant n-a this 
equation can be written as 
(1.10) n = C 
Conversely, given any equation (1.10) with n a non-zero vector, 
^ 2 
if we define a = (C/||n|| )n the equation can be written as 
n-(?-a) = 0, and hence is the equation of a plane. 
Another field of application of vector concepts is mech-
anics, particularly the theory 
of motion about a fixed point 0, 
which we naturally take to be 
the origin. If a point P is ro-
tating with angular velocity cd 
about an axis OA, (Figure 1.7) 
its velocity vector v satisfies 
"Figure 1.7 
'|v!| = aj|ir!|sin0 . 
Taking into account the direction of v we see that if we in-
troduce the vector angular velocity oo acting along the axis 
of rotation we have 
(1.11) v = cuxr. 
Let a force F act at a point P, where OP = r. F tends 
to produce rotation about an 
axis through 0 perpendicular 
— » 
to the plane of r and F. The 
— > 
moment of F about this axis is 
L = llF'i l l ^ i l s i n O , and it tends 
to turn r in the direction to-
— » wards F. Hence we can intro-
— » 
duce the vector moment of F 
about the point 0 by 
(1.12) L = rxF . 
Figure 1.8 
In a similar fashion we define the moment of momentum, 
or angular momentum, of a particle of mass m and velocity v, 
about the point 0, by 
(1.13) H = 7x(mv) = m?xv. 
By considering a body as the 
limit of a sum of particles of 
mass pAV, where p is density and < 
AV an element of volume, we can FA m u r e 1.9 
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express the moment of momentum of the body, about 0, as 
i - J V rxvpdV, 
"Figure 1.10 
Example 1.2. Angular Momentum of Conical Pendulum. 
A conical pendulum consists of a slender rod whose end is 
fixed at 0 in such a way that it can be rotated with constant 
angular velocity a> about the 
vertical while at a fixed 
angle a from the vertical. 
It is desired to compute 
the moment of momentum of 
the rod with respect to 
point 0. 
Introduce orthonormal vectors k with £ along the rod and 
j in the plane of the rod and the vertical as shown in 
Figure 1.10. Thus, the basis vectors rotate with the rod with 
angular velocity to. The rod has length L and mass M so that 
its mass per unit length is p = M/L. An element of mass 
dm = pds at position r = si* moves on a circle of radius s sina 
— > 
with velocity a;s sina(-k). The moment of momentum of the ele-
ment about point 0 is 
(si)x(pdso)s sina(-k)) = pa) sin* s£r(ds)j. 
The total moment of momentum of the rod Is 
3 = / ' JO puu s i na 
-> dsj P 
jpa) sina I 
JO 
' 2 s ds 
2 2 7? _ (pL)L id sina _ ML co sina " 3 J 3 J ' 
— > 
As the rod rotates moving on a conical surface, the H vector 
also sweeps out a conical surface. 
Problems 
1.1 Prove Theorem 1.4 directly. 
1.2 Prove Theorem 1.5. 
1.3 Prove Theorem 1.6. What is the rank of the linear map 
—» —» —>o 
v -> u x v i 
1.4 Deduce (1.4) from Theorems 1.4 and 1.6. 
1.5 Calculate the volume of the tetrahedron with vertices at 
(i) (0,0,0), (3,1,3), (4,1,4), (-1,2,1), 
(ii) (2,1,4), (1,2,1), (0,0,0), (-3,3,-3), 
(iii) (1,2,1), (-3,2,5), (3,2,5), (1,1,3) . 
1.6 Prove that ux (vxw) + vx(wxil) + = 0. 
[This is known as the Jacobi identity for vector products.] 
1.7 Prove that if u is a unit vector then ux(vxu) is the 
component of v orthogonal to u. 
1.8 Prove that 
(axb')x(cxcf) = [a,b,df]c - [a,t>,c]cf. 
Prove also that (axb)x(cxd) = (cxd)x(bxa), and hence obtain 
a linear relation between the vectors a, 
1.9 Show that the cross product (1.4) can be written as the 
determinant -i> 1 -i> 3 t 
U1 u 2 u 
V1 v 2 v 
3 
r3 
1.10 Show that if (1.9) and (1.10) represent the same plane W 
then u and v are each orthogonal to n. Hence show that 
(a) If the equation of a plane is given in the form (1.9), 
equation in the form (1.10) can be obtained by taking 
for n the vector uxv; and, in fact, the equation of the 
plane is [r-a,u,v] = 0. 
(b) If the equation of a plane is given in the form (1.10) 
its equation in the form (1.9) can be obtained by taking 
for u and v any two independent solutions w-^  and w 2 of 
n-w = 0. 
1.11 Use the results of Problem 1.10 to find 
(a) The equation of the plane through (1,-1,0) parallel to 
both the lines 
x— 1 y+2 z-1 x y-1 z+l = Z £ = * = = z+i_ Ans . x-y-z ^ . 
(b) The parametric equation of the plane x+2y-z = 4. 
1.12 Show that equation (1.7) is equivalent to ux(r-a) = 0. 
1.13 Find the line of intersection of the two planes 
x-y+z = 3, 2x+y-2z = 5. Ans. r -- (|, - ^,0) + h(l,4,3). 
1.14 Let r = a+ku, r = t>+hv, where a, u, v are given vectors 
and h and k are parameters, represent two lines in 3-space. 
Show that if the lines intersect then [a,u,v] = ft3,u,v]. 
1.115 Find the orthogonal pro.jection of the vector (3,4,r0 into 
i . , t r- r , the p i a r f S g ^ b y O O O g l e e r . 5 J %t5%.pJELL UNIVERSITY 
1.16 Give a geometric proof of Schwarz's inequality 
with the equal sign holding only when a-^ /b-^  = -
1.17 In Example 1.2 let the angle a vary with time so that 
da 
Ht = dt is not zero and each element of mass has a 
velocity component saj in addition to the cos sina(-k) 
component considered in Example 1.2. Compute the moment 
of momentum of the rod with respect to 0. 
1.18 Give three physical laws which involve a cross product. 
].19 A thin rod forming a conical pendulum is pinned at 0 
to a support PO of length 
R which rotates with con-
stant angular velocity co. 
The rod has length L and 
mass M. Compute the moment 
of momentum of the rod with 
respect to point P, assum-
ing that a is constant. 
L 
* CO 
R 
"Fieiire 1.11 
2. Derivatives and Partial Derivatives 
Let the vector u in V^ be a function of some continuous 
parameter t (say, position as a function of time). Then we 
may differentiate* u with respect to t simply by differentia-
ting each component, 
* We assume throught this section that our functions are smooth 
and so possess derivatives. 
( 2 . 1 ) du y
d u l d u2 d u 3 ) 
St \St> ~~St> ~St J ' 
Rule (2.1) leads immediately to the conclusion that the 
differential operator ^ is a linear operator on the vector space 
of vector-valued functions of t; that is, 
(2.2) & (a3 + bv*) - « 3 f + b $ f . 
where u,v are vectors and a,b are constants. Moreover the familiar 
rule for differentiating a product holds for both the inner 
product and the cross product. 
(2-3) - I T * + 
(2.4) & (ffxT) - H xv> + & $ . 
dx 
We will prove (2.4), using x for ^ in the argument. It 
is sufficient to look at the first components on both sides 
of (2.4) since the other two components will be obtained by 
cyclic permutation of suffixes. On the left we have 
St ( U2 V3" U3 V2 } = V 3 + U 2 V V 2 - U 3 * 2 ' 
while on the right we have 
°I2v3_Cl3v2+a21>3'u3^2 ' 
These are evidently equal and so (2.4) is proved. 
The reader should notice that (l/hXu(t0+h)-u(tQ)) is a 
vector function of h and its limit as h -> 0 is just the value 
of the vector function ^ at t = t-Q. It is often convenient 
r- - . . . Original from 
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to think of a vector function without explicit reference to its 
components, especially when geometrical or physical ideas are 
in question. For example, let r = r(t) describe a smooth curve 
in 3-space. Then, at any point on the curve, ^ is in the 
positive direction of the tangent to the curve and measures 
dv 
the velocity along the curve. Similarly, ^ = a, the accel-
eration. In this spirit the proof of (2.4) would proceed as 
follows: 
d 
Tt (uxv
5) = lim ( ^ u ) x ( v W ) - xtxf 
At-»0 
-i . /-> Av . TTa . A v N = lim(ux jj- + jrr xv + ZIux j-r) 
At->0 A 
-> dv , du -> 
= U X dt + dt xv-
However, in this'proof1, there are certain 'obvious' steps 
(e.g., lim ux ^ = ux , which really need mathematical 
At->0 A C a c 
justification . 
Example 2.1. A point moves on a curve in a plane such that 
r = 3t, 0 = 3t (in polar coordinates). Determine the velocity 
and acceleration when t = 2tt/3. 
The position vector r at 
time t is 
r = 3te-
where e-^  is a unit vector 
£ ieure 
outward along The velocity is 
dr d v =  at = 3t ( 3 t ei> 
or 
v = 3ex + 3t = 3e-^  + 9t?2, 
where — ^ = 0e2 = 3e2, e 2 being a unit vector perpendicular to e 
When t = 2tt/3, |v| = J 3 2 + ($7r)2 and tana - 6ir/3 - 2tt. The 
acceleration is 
j—» de?, de9 
5 - 3 ? - 3 + 9^2 + 9 t -ix ' 
or 
a = 18e2 - 27tex 
because = - 9e1 = - 3 ^ . When t = 2tt/3, |a| = y l 8 2 + ( 1 8 7 r ) 2 
tan£ = 18/(-18tt) = - 1 / t t . 
An important equation in dynamics is obtained by differ-
entiating equation (1.13). Assuming that the mass m of the 
particle remains constant, we get 
dH d 
dt ~ m Zt (?xv) 
- m ( g x* + ?x § ) 
m 
- rx(m 
since vxv = 0. But by Newton's Law, m ^ is equal to the force 
F acting on the particle, and so we have 
(2.5) dH St = ?xF = L . 
Example 2.2. Central-Force Motion. 
Consider the motion of a particle on which the resultant 
force is always directed along the line between the particle 
and a fixed point 0. Such a 
— > 
central force F is collinear 
with r, and so L = rxF = 0. 
From (2.5) it then follows 
that the moment of momentum H 
is constant. Since H = rx(mv), 
r and v must lie in the plane 
— > 
through 0 perpendicular to H 
(Figure 2.2). Thus, all central-force motions are planar and 
the moment of momentum is conserved. Using polar coordinates 
(r,9) in the plane of motion, the velocity v has a component 
r outward along the radius and a component r9 perpendicular 
to the radius. Thus, the magnitude of i?xmv is 
Figure 2.2 
||?W|| = mr 9 = IIHII, a constant 
Digili [&cf by Google 
The element of area dA swept out by position vector r during a 
small time increment At is given by 
so that the areal velocity is constant for such motion. This is 
Kepler's second law for the case of a gravitational central 
force. (Compare this discussion with Problem 8.7 of Chapter 4.) 
Example 2.3. Conical Pendulum. 
In Example 1.2 the moment of momentum of the conical pen-
dulum was found to be 
2 AA = j- r AG 
Dividing by At and taking the limit as At -> 0 gives 
But from above, r 20 « 7 m is a constant for central-force motion 
The time rate of change of if is 
.„ 2 . 
and 
so that 
2 2 ML u> sina cosa 
se J 
The time rate of change of the moment of momentum equals the 
— > 
moment L of the external force with respect to point 0. Hence 
2 2 
_ MgL sina _ ML co sina cosa 
and either a = 0 or 
IS-
oleosa 
2 If a: > 3g/2L there are two possible values for a, namely 0 
2 2 < and arccos (3 g / 2 Lcjj ). If, on the other hand, <x = 3g/2L then 
only the trivial case a = 0 is possible. 
What has been said so far extends in an obvious way to 
partial derivatives. We will be content here to recall the 
basic definitions for ordinary real-valued functions and the 
reader will then have no difficulty in extending them to vector-
valued functions analogous to (2.1). 
Let f(x,y,z) be a function of 3 real variables defined 
over some region S of 3-space and taking real values. (We use 
the symbols x,y,z, rather than x-^,x2,x3 for notational con-
venience -- and to emphasize the reader's familiarity with 
the topic!) Let (a,b,c) be a point of S. Then, by restrict-
ing the function f to the part of S lying along the line 
y = b, z = c, we obtain a function g(x), defined by g(x) 
= f(x,b,c). By definition, the value of the partial deriva-
tive ^ at the point (a,b,c) is just g'(a), where g'(x) is 
^ f £ the derivative of g(x). The partial derivatives t—' t — are 7 ^ oy oz 
defined similarly. Thus, since partial derivatives are just 
ordinary derivatives (of functions obtained from the given 
function), all the usual properties of ordinary derivatives go 
over immediately to partial derivatives. So, in particular, 
the analogs of (2.2), (2.3), (2.4) hold for vector-valued 
functions of 3 real variables. 
We should point out, however, that although the definition 
just given is, in fact, the precise definition of the partial 
Sf 
derivative iji practice one uses the simplified procedure 
usually described as 'differentiating with respect to x hold-
ing y and z fixed.' What we have done above is, essentially, 
to make the logical meaning of this procedure quite explicit. 
Thus to obtain when f is the function cosz, we re-
gard y and z as constants and so = cosz. The value 
of at the point (a,b,c) is then 3e^a+2b c o s c_ y e wouX(j n ot, 
in practice, construct the function g = cosc and then 
differentiate it. However, as we have pointed out, the precise 
definition given immediately justifies many of the properties 
of partial derivatives in the light of their validity for 
ordinary derivatives. It also should serve to dissipate the 
feeling that partial derivatives involve more difficult concepts 
than ordinary derivatives. 
However, there is one formula which has to be re-examined 
when we pass from ordinary derivatives to partial derivatives 
and this is the chain-rule for handling a change of variables. 
Here the increase in the number of variables leads to a gen-
eralization of the formula. 
Recall the chain rule for functions of a single variable. 
If cp = cp(t) and f = f(cp) then f may be regarded as a function 
of t, f = f (cp(t) ) and 
df = df d£ 
cTt Hep Ht' 
The generalization is as follows. Let f be a function of 
x,y,z* thus f = f(x,y,z), and let each of x,y,z be functions of 
several variables t,u,v,...; we do not specify the number of 
variables since we will only be concerned with the partial de-
rivatives with respect to t. Then f may be regarded as a 
function of the variables t,u,v,..., 
f = f(x(t,u,v,...), y(t,u,v,... ) , z(t,u,v,...)), 
and the chain rule asserts 
/ 0 ,-x d f d f d x , d f d y , d f d z . ( 2- 6 ) ^E = ^ + ^y ft + ^ 
To avoid confusion it is sometimes better to use a different 
symbol for f as a function of t,u,v,... from the symbol used 
for f as a function x,y,z since they are certainly different 
functions. However, (2.6) is the natural form in which to 
remember the chain rule so we state it in this form, but with 
the warning. Of course, on the right hand side of (2.6), 
is first computed as a function of (x,y,z) and we then o x 
substitute for x,y,z as functions of t,u,v,... to get equality 
on the two sides of (2.6). We also emphasize that, in (2.6), 
d f -^r is computed holding u,v,... fixed, 
while for example, is computed holding y,z fixed. 
Let us take an example to clarify (2.6). Let f(x,y,z) = 
x sinz + y cosz, and let x,y,z be functions of 9, x = a cos9, 
= sinz, 
= cosz, 
= x cosz - y sinz, 
= -a sin9,,/ 
= a cos9, 
= 2 . 
If we express f(x,y,z) as a function of 9 we obtain the function 
a cos9 sin29 + a sin9 cos29 = a sin39, whose derivative is 
3a cos39. We may substitute into to obtain functions 
of 9, and (2.6) then asserts that 
(2.7) 3a cos39 = -a sin29 sin9 + a cos29 cos9 + 2a(cos9 cos29 
- sin9 sin29) . 
The reader will readily verify that (2.7) is, in fact, true, 
since cos29 cos9 - sin29 sin9 = cos39. 
A proof of (2.6) may be found, for example, in Thomas, 
Section 14-7. 
Our discussion of partial derivatives has concerned itself 
f " [ , Original from 
with functions f(x,y,^) df 3 real variable^ [but; tlfe"^ Is, 
y = a sin9, z = 29. Then 
df 
af 
dy 
af 
dz 
dx 
a 
dz 
of course, no reason from the analytical point of view to con-
fine attention to the case of 3 variables; it is quite obvious, 
for example, how (2.6) extends to the case of n variables. 
However we have preferred to discuss the case of 3 variables 
since it has a special geometrical significance in view of our 
interest in this chapter in Euclidean space of 3 dimensions. 
Since we have supposed given a fixed coordinate system in E^, 
a function of 3 variables may be identified with a function of 
a vector variable r; we may write f (r) for f(x,y,z) if x,y,z 
are the components of This point of view is very important 
to us; in particular if we consider functions of the variable 
r, then this puts less emphasis on the coordinate axes. We 
are thus led to the natural notion of the partial derivative of 
f in a given direction in E^, or the directional derivative of 
f in the given direction. Let the given direction be given by 
the unit vector u. We consider, for fixed it, the expression 
f(r+tu), where t is a real variable or parameter. As we saw in 
the preceding section, the vector ?+tu then describes the line 
through the point P with position vector r and in the direction 
of the vector u. Then f(r-ftu) is a function of the real variable 
t and we may obtain the derivative of this function at t = 0, 
( 2 . 8 ) 4f f(r+t*) dt t=o • 
The expression (2.8) then measures the rate of change of 
the function f in the direction u at the point P, and is called 
the directional derivative (in the direction u). 
Example 2.4. It is evident that, in principle, we can discuss 
directional derivatives for functions of any number of variables. 
In the present example we consider functions of x and y only, 
or, in other words, consider OP = r as a position vector in 
a 2-dimensional Euclidean space E^. Suppose that there is a 
hill rising above 
and let h = f(?) be 
the elevation of the 
terrain above the 
point P. (Figure 
2.3.) Then (2.8) 
measures the slope in 
the direction u, i.e. 
F i g u r e 2 . 3 
the rate of increase of 
h as P moves in the direction given by i?. The minimum slope 
gives the "most downhill" direction, which is the direction a 
tiny ball placed at Q will roll under the action of gravity. 
Let us write (u^,u2,u3) for the components of u and 
(x,y,z) for the components of r. Then 
f(r+tu) = f(x+tUp y+tu2, z+tu^) 
and (2.6) shows that 
(2.9) af „ , af , af t=0 = ui + u2 + 31 u3 
where the partial derivat ives on the right ai'ip evtailruated at 
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(x,y,z). Notice that these partial derivatives ^ 
are independent of the direction u. 
\ £ ^ f N r 
The vector plays a very important role in 
the vector differential calculus. It is called the gradient 
of f and written gradf or Vf. We will have much more to say 
about it in the next section, but meanwhile we record (2.9) 
in the form of a theorem. 
Theorem 2.1. The directional derivative of the function f in 
the direction u is the inner product 
u .gradf, o r u- v f . 
As an application of this theorem consider 
a curve C in E 3 given by r = r(t). If p is 
a point on this curve, we may ask for the directional deriva-
tive of f at P in the direction of the tangent to the curve. 
Now if s is arc length measured along the curve, then the 
coordinates x,y, and z of P are functions of the one variable 
s, and the chain-rule (2.6) becomes 
df = df dx df d£ df dz 
ds ^ cT¥ "5y Hs ^ ds' 
dr Since is the unit tangent vector to C (see Thomas, Section 
13-8), the directional derivative of f in the direction of 
the tangent is the same as the derivative of f considered as 
a function of the arc length. 
If we wish to avoid the parameter s in favor of t we need 
merely note that since 
we have dt dt 
dt dt ds , ,|d?jj , 
St " Ss dt > a n d IcTilj = L> 
ds = dt' ( a s s u m l n g s measured so as to increase with 
t). Then (2.10) can be written as 
(2.11) df f dt / i'ui i: i se = U t ' wsti "s r a d f • 
Example 2.5. Pressure in an lnviscous Fluid 
Consider an inviscous fluid. By inviscous we mean that 
the fluid cannot support a shear stress. In other words if 
we consider a small element of surface dS in the fluid then 
the force exerted by the fluid on one side of dS on the fluid 
on the other side is normal tc the surface dS. 
tlgure 2A 
The pressure at any point (x,y,z) in the fluid is a scalar 
p(x,y,z). Consider the box shown in Figure 2.5. 
B 
Tieure 2.5 
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The force acting on the face PABC is I j p(l>y>C)d£dC j 
Similarly the force on the face DEFG is 
r z+Az r x+Ax 
-J J p (€ ,y+Ay,C)d^dC j . 
— » 
The net force in the j direction is then 
5 
r 
Jz 
z+Az r- x+Ax 
J ' [ p a , y + A y , C ) - p ( e , y , C ) M 4 d r ) j 
which by the mean value theorem for integralst is 
- [p U * , y+Ay, C*)-p U*,y, C*) ] (Ax) (Az)J 
where is between x and x+Ax and is between z and z+Az. 
— > 
The force per unit volume in the j direction is 
. r p ( $ * , y + A y , C * ) - p ( g * , y , C * ) 1 ? 
Ay J " 
If we now let Ax -> 0, Ay -» 0, Az 0, the force per unit —» 
volume, in the j direction, at the point (x,y,z) is given by 
The mean value theorem for integrals says that the integral of 
a continuous function over a bounded, connected region is equal 
to the area of the region times the value of the function at 
some point in the region. For a more general statement and 
a proof see T, M. Apostol, Mathematical Analysis, Addison-
Wesley Publishing Co., Reading, Mass., 1957, page 269. 
OD -ri - i. Similarly the forces per unit volume in the 1 and k oy J J 
directions at the point (x,y,z) are given by - i* and 
- Thus the total force per unit volume is given by 
- + + • 
i.e., the force per unit volume at a point is the negative of 
the pressure gradient at that point. 
Example 2.6. Heat Flow 
Consider a solid body. The temperature at a point (x,y,z) 
in the bcdy is given by u(x,y,z). If we consider a surface dS 
in the body, with unit normal n then the rate at which heat 
flows across the surface is known to be oroportional to the 
derivative of the temperature in the direction n and proportional 
to the area dS. It flows of course from the higher to the lower 
temperature. It follows that we can regard the flow of heat 
as a vector cf = -ityu, and the flow across the surface dS is 
given by q-(ndS) =-H\7u-(ndS) where * is called the coefficient 
of thermal conductivity. This fact was used in the heat con-
duction problems of Chapter 1. 
Problems 
2.1 Use the chain-rule to solve the following problems. 
(a) Find | | if f = x 4 + yz3, x = s2-t2, y = 2st, 
(b) Find ^ if 0 is arctan x = ^ /l+s2, y = J 1-s2 . 
dz (c) Find if z = x sin(x-y), y = arcsin x. 
[Consider z = u sin(u-y) where u = x, y = arcsin x.] 
(d) Find if z = x sin(x-y), x"^+xy+y^ = 1. 
[Consider the last equation as defining y as an 
implicit function of x.] 
If u,v,w are vector functions of t show that 
d r-» ->-. rdu -> -»-, . r-> dv — > . r-» -> dw-. 
Let pressure, temperature and volume be related by the 
equation f(p,t,v) = 0, in such a way that each variable 
can be expressed as a differentiable function of the other 
v 
two. Let (^r) stand for the partial derivative of pressure 
with respect to temperature, volume being held fixed, and 
let , (fe , be defined similarly. 
P F t  
(a) Prove that (||) = - (|£)/(|£), with similar ex-
v P 
pressions for and (fe . 
P t 
(b) Prove that (|f> (§£) (§£) = - 1 . 
v p r t 
Check this equation when f = pv - kt, k being a constant. 
2.4 Find the directional derive :..L\e of the function z-x^-y" 
in the direction of the vector (1,2.2) at the point 
(2,-1,1). Find also the gradient of the function at this 
point. 
2.5 Find the directional derivative of the function — ^ — j in x^+y +z 
the direction of the vector (2,3,-6) at the point (1,4,1). 
Also find the gradient of the function at this point. 
Answer. -V567, - (i + + k)/l62. 
/- 2 2 2 2.6 Find the derivative of the function x +y +z along the curves 
2 / f~2 2 (a) x = a cost, y = a sint, z = bt; Ans. ?b t/ya +b . 
at 
(b) x = a cost, y = a sint, z• = b cosh 
(c) x = log cost, y = log sint, z = 2t . 
2.7 Suppose the "hill" in Example 2.4 is given by h = f(x,y), 
then Vf = i •+ ^  j gives the direction of a freely moving 
particle at each point. The "streamlines" of the flow are 
tangent to this direction. Thus if y = y(x) represents a 
streamline we have = 
(a) Find the streamlines if the hill is defined by 
h - — ( A n s y = cx4.) 
x -»-4y~ 
If y = y(x) defines a level curve, or contour line, then 
z = fix v} « C so that +• ^ = 0 and ^ = - ^ M t ,x,y.j l n  S x + d x u ana d x 
(b) From this show that the streamlines are orthogonal 
to the contour lines. (The streamlines are called 
the "orthogonal trajectories" of the contour lines.) 
1 2 2 (c) Find the contour lines when h = —^ j • - n s • x 
x +4y 
(d) Sketch the streamlines found in (a) and the contour 
lines found in (c) on the same graph. 
2,8 A point P moves on curve C such that r = e1", 0 = y/T (1-e t) 
where r,0 are the coordinates shown in Figure 2.6. Starting 
with the position vector 
-» t-> r = e e^ 
determine expressions for the velocity and acceleration. 
Evaluate these when t = 0 showing the vectors on a diagram. 
H 
S O 
F i i g a r e 2.(o 
2.9 A missile M pursuing an air-
plane A is guided so that it 
is always headed towards the 
airplane, and so that its 
speed v ( = ||vll) is proportional 
to its distance D from the 
airplane (v = KD). (See Figure 2.7) 
Fi gur e 2.7 
ai O 
Suppose that the path of the airplane is the helix 
- » - » _ > R = (cost)i + (sint)j + tk, 
and that the missile starts at the origin (r = 0 when t = 
(a) Find the differential equation describing the path 
r(t) of the missile. 
(b) Solve the equation to find the path. 
(c) Find the distance D as a function of t. 
(d) Does the missile catch the plane? 
Answers, (a) ^  = K(R-?) . 
(b) r = — (K cost + sint - Ke"Kt)i 
K +1 
+ (K sint - cost + e" K t)J + £(Kt - 1 + e"Kt)lc. 
K +1 K 
(c) D(t)2 = - 4 — (1 - 2Ke"Ktsint + K 2e" 2 K t) 
K +1 
1 ,, -KtN 2 + - j (1-e ) . 
K 
> —> —> 10 Let co = a^i + o^j + co^ k be a fixed vector and let 
r = xl* + yj* + zlc as usual. 
(a) Show that the relation r1 = coxr is expressible in 
the matrix form 
x' 
1 
z' I \ z 
0 - ( j D ^ CO, 
c o ^ 0 - 0 0 . 
_ c o 2 
o ) 1 0 
(b) Show that the eigenvalues of A are 0, ±ice, where 
ll 
(c) Show that o! is an eigenvector of A associated with 
the eigenvalue 0. 
(d) For the special case ce = 3? + 4j\ find an eigenvector 
associated with the eigenvalue ice. 
(e) Use the above results to get a solution of the differ-
ential equation ^ = tuxr, where ce has the value 
given in (d). 
2.11 Let r = (Jl cos3t, 1 + sin3t, 1 - sin3t) be the radius 
vector from the origin to a moving point P. 
(a) Show that r-r = constant. What geometrical prop-
erty of the locus of the point P does this imply? 
(b) Compute the velocity ^ = ^ of P. Show by direct 
computation that v is orthogonal to r. 
(c) Show that v is orthogonal to r by differentiating 
the equation t-x = c with respect to t. 
(d) Prove that the locus of P is a circle. 
3. Scalar and Vector Fields and the Differential Operator v. 
A function cp defined over the whole of 3-space E^, or 
over a region of E^, is called a scalar field if the values 
taken by the function are real numbers.* We always insist 
that the function cp be continuous in talking of a field; in fact, 
we will here assume further whatever differentiability conditions 
"One can, of course, discuss complex scalar and vector fields, 
but these will not enter into our considerations. 
are needed to make sense of our statements and definitions. 
We now introduce the important notion of a vector field 
over E^j or over a region of E^- This is again a function u 
defined over E^ (or a region of E^) but u is now a vector-
valued function; that is, the values of u are to be vectors in 
E^, or, equivalently, V^- We recalled, in the previous sectio 
how to extend the notions of the partial differential calculus 
from real-valued functions to vector-valued functions, that is 
from scalar fields to vector fields. 
At the end of the last section we met the gradient of a 
function. We see now that we may regard the gradient as a sor 
of vector differential operator, transforming a scalar field 4 
into a vector field gradp according to the formula 
(3.1) V * . gradcP - <§£, §f). 
If we wish to set in prominence the differential operator it-
self, we may even write 
(3.2) V = (d ^ . vox' oy oz' 
We now use Theorem 2.1 to give a geometrical characteriza 
tion of the gradient. Let u be a variable unit vector and let 
v be a fixed non-zero vector. Then 
v-u = |v'| cosu , 
where x is the angle between the directions of u and v. Thus 
u • v attains its maximum value, namely ||v!i, when a = 0, that, is —> 
when u = — . Now the directional derivative of cp in the v 
direction u l s , by Theorem 2 . 1 . just grade-u. Thus the direc-
tional derivative is maximum when u is in l :"ie direction of 
grade.: and its valae is then grad:. We sum this -rp in the 
following theorem. 
Theorem 3.1. Let cp be a scalar field Then, at each point P, 
the direction of the gradient vector field gradep is that along 
which the rate of change of cp is a maximum, and the magnitude 
of the vector field. grad' , is that maximum rate of change. 
The reader should consider Examples 2.4, 2.5 and 2.6 given 
in the previous section in the light of this theorem. He will 
note that the direction in which the ball will roll, the force 
on a particle in the fluid.and direction of heat flow are each 
determined by the gradient vector field (of the appropriate 
function; the negative of the height, the pressure, or the tem-
perature ) . 
Example 3.1. Consider a scalar fie^ld which depends only on 
the distance of the point from the origin. This is often de-
scribed as the condition of spherical symmetry and arises 
frequently in practice. Thus we are concerned with a function 
•p(r) where r = r is the length of OP. If we compute the 
gradient we obtain 
erad- = « A i* dr * ° -jx' jy> bz' M r dx' dr 3y' dr 3z ; ' 
0 0 0 0 Now r = x -i-yN-z , so that r = x, r = y, r = z. Thus J ' ox oy dz 
, 1 di , x 1 dcp —» & r a d c p - ^ (x,y,z) = - r . 
It follows that grade is a vector in the direction of the 
radius vector ? and of magnitude -j^ -. That is to say (and 
this should seem intuitively reasonable to the reader) the 
greatest rate of change of cp is along the radius vector and the 
rate of change along the radius vector is . 
A particularly interesting property of the gradient field 
is the following. The equation cp("r) = c determines a surface 
in E^, called an equipotential or level surface of the scalar 
field 9. For a given constant c, let S(c) be the corresponding 
level surface and let Pq be a point of S(c). If C, given by 
r = r(t), is any curve in the surface S(c) passing through Pq, 
d© 
then, of course, cp is constant along C so ^ = 0. Since 
we have 
(3.3) ^f-gradep = 0 . 
Equation (3.3) says that gradep is perpendicular to the direction 
of C at Pq; but as C was any curve in the level surface S(c) 
at PQ, this implies (by definition of the normal) that gradep 
is in the direction of the normal to the surface S(c) at Pq. 
The reader should consider this fact in the light of the 
characterization we gave above of the direction of gradep as that 
direction in which cp is changing fastest. 
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We are now able to use the operator V to obtain the tangent 
plane and normal line to a given surface. Let the equation of 
the surface be f(x,y,z) = 0. Then the direction of the normal 
at (x0,y0,z0) is given by the vector grad f = ||) 
evaluated at ( x q ^ q j Z q ) . Thus the vector equation of the normal 
to the surface at r Q = ( x q J q ^ q ) is, in terms of a parameter t, 
(3.4) ? = ?0+t(gradf)Q. 
The tangent plane to the surface at ( x q ^ q j Z q ) is just the set 
of all points (x,y,z) such that the line joining ( x q ^ q j Z q ) to 
(x,y,z) is perpendicular to the normal. Thus the equation of 
the tangent plane to the surface at ?q is 
(3.5) (?-?0)-(gradf)0 = 0 . 
Notice that (3.4) is an equation between vectors and involves the 
parameter t, while (3.5) is a scalar equation. 
It may, of course, happen that the equation of a surface 
is not given in the form f(x,y,z) = 0. One common possibility 
is that the equation is given in the form z = g(x,y). However, 
this is easily reduced to the standard form by setting f(x,y,z) 
= g(x,y)-z. Then 
s r a d f - & - D 
so that the equations of the normal take the coordinate form 
x _ x n y y n (3.6) -5-ii = — = - (z-zn) 
and the equation of the tangent plane takes the coordinate 
form 
<3-7) 2 " z 0 " ( l f ) 0 < X" X0 ) + <&>„<"(>>' 
the partial derivatives being evaluated at (Xq,Yq). Note the 
analogy to the equation y-yQ = Og^) (x~x()) o f t h e tangent line 
to a curve in a plane. 
A second way to represent a surface is parametrically. 
i. 
That is, we have two parameters, say X,p. in the surface S and tt 
points of the surface are given by 
10 <U u 
§ x = x(x,u), y = y(x,u), z = 0 
10 
1 or r = ?(X,u) • 
m 
| 
f represented parametrically by x = a cosQ sincp, y = a sinQ sincp, 
g z = a coscp. (Here the angles 9 and cp of spherical coordinates 
(D 
j= play the roles of X and p.) When a surface is given parametri-u £ 
f cally we may obtain the tangent plane and normal to the surface i= 0 
1 at a given point Pq on the surface as follows. Consider the 
4-> 4-> < 
£ o § 
u 
<u 
<5 
:>r direction Similarly it is perpendicular to the direction 3— I-S 
51? r^" and it is therefore in the direction x . The equation of 
the normal in terms of a parameter h is therefore 
(3.8) -» —> r = r, + h( or or-
0 
the subscript indicating that the quantities are evaluated at 
Pq. The tangent plane is just the plane through Pq containing 
dr dr the directions and -g— and thus is represented by the equation 
(3.9) ? a ? a ? - o, 
where the square brackets indicate the triple scalar product. 
2 2 2 2 
Let us take the example of the sphere x +y +z = a and 
calculate the tangent plane at the point ( x q ^ q j Z q ) corres-
ponding to the values 0q, cpQ of the parameters. (See Figure 3.1.) 
CV • . '' ' 'J • 1 ''•<•-' 
ciF r* = (-a sin© sincp, a cosQ sincp, 0), 
We compute: 
= (a cosQ coscp, a sinQ coscp, - a sincp); 
so that the normal vector is given by the cross product 
51? 5? 2 2 2 x = a (-cosQ sin cp, - sin© sin cp, - sincp coscp) 
2 = -a sincpt (cos© sincp, sin0 sincp, coscp) 
* 
= - (a sincp)?. 
Thus the normal vector at any point Pq is collinear with 
the radius vector i?q to that point - a well known property of 
the sphere. It follows that the equation of the tangent plane 
is (r-rQ)-r0 = 0 or 
= = ll?oi|2 = a2 ; 
so finally , 
-» -» 2 r.rQ = a . 
We revert now to the view contained in the formula (3.2) 
V = ' 
According to this view, V is to be thought of as a differ-
ential operator which, when applied to the scalar field cp, 
produces the gradient vector field gradep = Vcp. Thus V is a 
transformation from scalar fields to vector fields. We can 
regard V as a sort of 'vector' whose 'components' are given by 
(3.2); Vcp is then highly analogous to the usual multiplication 
of a vector and a scalar. The analogy is reinforced by the ob-
servation that V is linear in that 
for any constants a and b. On the other hand we must not press 
the analogy too far since certainly V(cp^) (Vcp )tp. If, how-
ever, we do allow ourselves to think of V as a vector, then it 
is natural to try out the usual algebraic operations on it, such 
as inner product and cross product. This may seem fanciful, 
but it is often a good procedure in mathematics to let the 
symbols take charge -- temporarily! -- and see whither they 
lead us. Let us do this -- we will in fact find ourselves led 
into notions of great physical and geometrical significance. 
We are then looking at V as a vector differential oper-
ator and we are naturally led to consider the expressions 
V u , Vxu, where u is a vector field. The former is a scalar 
field given by 
V(acp+b^) = a Vcp + bvp 
(3.10) V-u 
du, ou9 ou + + 
^x dy dz 
where 
u (u,,u9,u~) ; l'u2' 3 
and the latter is a vector field given in components by 
for the formulas (3.10), (3.11) are simply obtained by combin-
ing the 'vector' V with the vector u by the usual rules for 
forming the inner and the cross product. We call V-u the di-
Of course, the divergence and curl did not arise histor-
ically in the way we have described. Certain physical problems 
(particularly in hydrodynamics) gave rise to mathematical formu-
lations which, in terms of a given Cartesian coordinate system, 
produced precisely the analytical expressions appearing on the 
right hand side of (3.10) and (3.11). It is not possible at 
the present stage to give a complete description of the physical 
significance of the divergence and the curl, but it should be 
worthwhile to sketch in some indications of their significance. 
We will begin with a discussion of the divergence; but first we 
make a remark, namely, that there is need to establish such a 
physical or geometrical significance even from the purely mathe-
matical point of view. For, as matters stand, (3.10) and (3.11) 
attach meanings to V-i? and Vxl? only when the coordinate system 
has been fixed. We are naturally interested to know whether 
the quantities we get by applying the formulas on the right 
hand side of (3.10) and (3.11) correspond to something in the 
underlying Euclidean space. (For example, the formula 
vergence of u and sometimes write it div u; we call Vxu the 
curl or rotation of u and sometimes write it curl u. 
I 2 2 2 /\J(x-x') + (y-y1) + (z-z.') gives the distance between the 
points P, P' and thus has the same value no matter how we 
coordinatize E^.) We will take up this question again in 
Section S; at present we are content to have pointed out 
that there is a mathematical problem here as well as the ob-
vious problem of attaching a physical significance to diver-
gence and curl." 
Example 3.2. We consider first the flow of a fluid. At each 
point (x,y,z) and time t the velocity of the fluid is given by 
the vector 
v = Vj^Cx^.Zjt)? + v2(x,y,z,t)j* + v3(x,y,z, t)£ , 
and the density is a scalar 
P = p(x,y,z,t) . 
P \ aare 3. Z 
In a time interval (t,t + At) the mass of fluid which flows 
into the box through the face PABC is 
The reader should note that we have already provided a purely 
geometrical interpretation of grad. 
Digili [&cf by Google 
rt+At r z+Az /~x+Ax 
J J J v2(^y,C,T)p(^y,C,T)d^dCdT 
while that flowing out through the face DEFG is 
rt+At rz+Az rx+Ax 
J I J v2(^y+Ay,C,T)p(^y+Ay,C,T)d^dCdT. 
Thus, as far as these two faces are concerned we have 
rt+At rz+Az /^x+Ax 
Outflow- Inflow = / J J [F2(e,y+Ay,C,T)-F2(^,y,C,T)] 
d^dCdT 
where, for brevity we temporarily let F 2 = pv2- By the mean 
value theorem for integrals we have, for these two faces, 
Outflow-Inflow = [F2(|*,y+Ay,C*,T*)-F2(£*,y,C*,T*)](Ax)(Az)(At) 
where is between x and x+Ax, is between z and z+Az, and 
t* is between t and t+At. Applying the same analysis to the 
other two pairs of opposite faces we find 
(3.12) Total Outflow-Total Inflow = 
[F2(i|*,y+Ay,C*,T*) - F2(£*,y,C*,T*)](Ax)(Az)(At) + 
[Fx(x+A x,V,C V ) - F1(x,r1»,C,,T,)](Ay)(Az)(At) + 
[ F 3 ( ^ , , , t ] " , z + A z , t " ) - F3(4n,V,z,T")](Ax)(Ay)(At) 
where F-^  = P v p F 3 = pv^, so that pv = (FpF^F^). 
Assuming that there is no source or sink inside the box, 
then from the conservation of mass we see that the [Total 
Outflow-Total Inflow] is equal to the negative of the change of 
mass of fluid in the box, 
rz+Az ry+Ayp 
Jz J y J x 
r /~y y f* x+Ax 
Using the mean value theorem for integrals again we get 
(3.13) Total Inflow-Total Outflow = 
[P ( !**, T)**, C**, t+A t) - p ( , 7]**, C**, t) ] (Ax) (Ay ) (Az ) . 
Equating the right hand sides of (3.12) and (3.13) and dividing 
by (Ax)(Ay)(Az)(At) we obtain 
F J x + A x . V . C ' j ^ - F ^ x . V . r , ^ ) 
<3'14> Ax 
F?a*,y+Ay,C*,T*)-F?a*,y,C*,T*) 
+ — a Ay 
F3(g",r]",z+Az,T")-F3(e",-n",z,T") 
+ Az 
P ( i**, T,** , z**, t+At)-p($**, T)**, c**, t) 
At 
As Ax, Ay, Az, At tend to zero we obtain from (3.14) 
dF, dF0 dF, >. ^ + + « V.(F 1,F 2 >F 3) . - I I . 
Since (F-^,F2,F3) = pv, we obtain the Equation of Continuity: 
(3.15) V-(p^) = - -f 
If the fluid is incompressible, so that p is constant this 
equation becomes simply 
(3.16) V-v = 0 . 
A vector field satisfying (3.16) is sometimes called solenoida:. 
We return now to the mathematical theory and make two re-
marks. First, we note that the differential operator V- is 
linear in the following evident sense. Let be vector fie . -
and let a,b be real numbers. Then au + bv is plainly a vector 
field and we have 
(3.17) V.(au + bv) = a(V-u) + b(V-v) . 
Of course, (3.17) is what one expects from the formal properties 
of the inner product. The reader should notice, however, that 
in (3.17) a and b are, of course, constants. If a,b were non-
constant scalar fields, au + bv would be a vector field; but 
(3.17) would not, in general, be true. 
Next, we may consider what happens when we start with a 
scalar field cp, take its gradient vector field gradep, and then 
apply the divergence to gradep. The resulting scalar field.is 
called the Laplacian of cp; thus the Laplacian of ep is div (gradep) 
or V-Vcp. It is customary to replace V-V by the formal symbol 
2 2 2 V ; and sometimes V is itself replaced by A . So V ep and A-v a r t 
also notations for the Laplacian of the scalar field cp. Fro.*i 
2 (3.1) and (3.10) we obtain immediately the formula for V a>, 
(3.18) + + . 
dx dy dz 
Example 3.3. We show that if, as in Example 3.1, we have a 
scalar field cp(r), where r is the distance from the origin, tnen 
(3.19) V 2 c p ( r ) = cp" ( r ) + . 
First we observe that if g is a scalar field and u a vector-
field, then 
(3.20) div(gu) = u-gradg + g divu, or, V-(gu) = u-Vg + gV-u. 
Leaving the proof of (3.20) to the reader (see Section 4), we 
apply it to our present problem. We have already seen that 
(3.21) gradcp(r) = ? . 
Thus > i'; 
V2cp(r) = div (gradcp (r)) = d i v ( ^ ^ " 
= ? . g r a d ( ^ l ) + div?, 
by (3.20). Reapplying (3.21), and using the evident facts that 
2 
divr = 3 and ?• ? = r , we obtain 
V 2 9 ( r ) . r9"(r)3- cp'(r) + 3cp'(r) 
r 
= rcp"(r) - cp'(r) 3cp'(r) 
r r 
= ,..(r) + H ^ E l 
Example 3.4. In Example 2.6 we saw that the flow of heat in a 
solid could be represented by the vector field cf = -|<Vu. Now ii 
there are no heat sources or sinks present we can analyze the 
heat flow into a box, just as we did the mass flow of a fluid 
in Example 3.2. An entirely analogous analysis shows that the 
net rate at which heat flows into the box is -V'tf per unit 
volume, which is equal to the rate at which the amount of heat 
in the box (per unit volume) is increasing, (pcu), where p 
is the density, c the specific heat and u the temperature. 
Thus we obtain the heat equation 
V- (KVu) = (pcu) . 
If Yl, p, c are constants this assumes the form 
where a 2 = is called the coefficient of thermal diffusivity pc J 
of the material. 
If steady state conditions prevail then = 0 and the 
^ 2 temperature satisfies Laplace^ Equation V u = 0. 
We turn now to the curl of u. The analytical expression 
was given in (3.11), 
c>u0 cu0 ou, ou» ou0 ciU, -i -> _ -> / j I I j 2 L curlu = Vxu = — - , t—— - t — , — - ^ — ) . M y oz ' oz ox ' dx dy ' 
The following simple hydrodynamical example illustrates 
the physical significance of the curl of a vector field. Con-
sider a fluid which is rotating like a rigid body with fixed 
angular velocity a> about the z-axis; then the velocity vector 
takes the form 
[Alternatively one could write Vx(coxr) = (V-r)<3- (cd- V)? = 3co-co 
» 2(io. ] The curl cf the velocity vector of a fluid is known as 
the vorticity vector of the fluid; in this case, then, it is 
just 2cd in the direction of the axis of rotation of the fluid. 
In other words, the curl is twice the angular velocity vector. 
The reader should have no difficulty in proving the follow-
ing important properties of curl. 
- » —» 
(3.22) curl (gradep) = 0, or VxVcp = 0 
where a,b are scalar constants. 
These properties are suggested by simply interpreting V 
as a vector and applying known results of vector algebra; for 
example, (3.22) just reflects the fact that, for any vector 
u = a) x r = (-coy,cdx, 0) 
Then 
Vxu = (0,0, 2cd). 
(3.24) 
(3.23) div(curlu) = 0, or V-(Vxu) = 0 
curl(au + bv) = a curlu + b curlv, or 
Vx(au + bv) = a Vxu + bVxv , 
w, = 0. However, the reader should be cautious about this 
kind of formal reasoning in dealing with formulas involving 7. 
For example, (3.24) would be false if a,b were arbitrary scalar 
fields instead of being constant. 
A vector field u such that curlu • 0 is called irrotational 
If we adopt the language of potential theory and call a scalav 
field a potential, then (3.22) asserts that the gradient vactcr 
field of a potential is always irrotational. One of the most 
important results in the vector calculus is the converse of 
this, which asserts that every irrotational vector field is the 
gradient field of a potential. Expressing this more symbolicail 
we have the following theorem. 
Theorem 3.2. If curlU = 0, then U = VF for some scalar field F. 
Proof. Expressing the matter in terms of components, the 
problem is this. We are given functions u,v,w of the variables 
x,y,z such that 
dw _ dv du dw ov du 
oy 3z ' 3z dx 5 dx 3y 
and we seek a function F(x,y,z) such that 
dF _ u dF dF = 
dx ' dy V' oz W ' 
We will first discuss the two-dimensional case, since this 
illustrates the method and will also be useful in the actual 
proof of the theorem. We now have to consider functions g(x,y). 
d R dh h(x,y) such that = and deduce the existence of a function 
f(x,y) such that = g, = h. The key to the whole argumen 
lies in the relation 
v2 -n2 
(3'25) dSy = 
which holds for any function q(x,y) for which the two sides of 
(3.25) exist and are continuous. 
To solve the two-dimensional problem pick f-^(x,y) so that 
dx - = g; then 
dx dy dyvdx ' dxvdy 
by (3.25), and 
" h > = 
a fl This means that - h is a function of y only, so we may find 
df2 dfx 
a function f2(y) such that -gy- = - h. Put f = f^-f9. Then 
df2 -r— = 0 and dx 
Sf . . df = a fl _ d f2 _ h "Sx dx "§y dy dy 
Thus the two-dimensional problem is solved, and we revert to 
the original three-dimensional case. 
dF, 
Pick a function F,(x,y,z) so that s^ — w. Then — 
g - - &<33T>> ^ <3-25>. w h s n c e & < 3 3 T - ») - 0; 
dv dw c d and, similarly, ^ = ^ = = . (3-25), whence 
a a Fi u Fi 
- v) = 0. It follows that - u is a function of x,y, 
say ^ u = g(x,y) , and similarly - v = h(x,y) . Then 
I? - & <Hr - u> - i -1? - H • -i- chus 
back in the two-dimensional case and may infer the existence 
dF2 dF2 
of a function F2(x,y) such that = g, = h. 
dF2 
Put F = F-^  - F2- Then = 0, and 
dF dF, dF2 dF, g = u , ^ = ^x ^x = "5T" " 
dF dF, dF2 dF, 
w ' W = " 
h = v , 
dF dF 1 dF2 dF, w. ^ = c)z " ST 
This proves the theorem. Notice that in fact we may only alter 
F by an arbitrary constant, since the difference of any two 
choices of F would have to be a function all of whose partial 
derivatives vanish 
In solving specific problems it is often convenient to use 
a systematic procedure such as is indicated in the following 
example. 
Example 3.5. Show that the vector field u = (1 + 2xy + z, 
o 
x + 2 y + z , x + y + z ) i s irrotational, arid find a scalar field 
F such that gradF = u. 
Here curlu = (1-1, 1-1, 2x-2x) = 0 , so u is irrotational. 
Thus by Theorem 3.2 there is a function F(x,y,z) such that 
(3.26) = 1 + 2xy + z, 
(3.27) | | = x 2 + 2y + z, 
(3.28) | | = x + y + z . 
Equation (3.26) will be satisfied if F has the form 
(3.29) F = x + x2y + xz + G(y,z) . 
2 
Here the function x + x y + xz is obtained by integrating the 
right hand side of (3.26) with respect to x, regarding y and z 
as constants. G(y,z) can be any function of y and z as far as 
satisfying (3.26) is concerned, but we must now choose it to 
satisfy (3.27) and (3.28). 
Substituting (3.29) in (3.27) gives 
(3.30) x 2 + | | = x 2 + 2y + z , 
or 
(3.31) | | = 2 y + z . 
Here we have a partial check on our work thus far. Since G 
dG does not involve x neither can hence in passing from (3.30) 
to (3.31) the terms involving x must cancel. If they do not 
we have evidence of something wrong. Either curlu + 0 or a 
mistake has been made in the algebra leading up to (3.31). 
Integrating (3.31) with respect to y, holding z constant, 
gives 
G - y 2 + yz + H(z) , 
and so (3.29) becomes 
(3.32) F - x + x 2y + xz + y 2 + yz + H. 
We now substitute this into the third equation (3.28) to 
get, after simplifying, 
(3.33) 
Here we have another check on the algebra, since the right 
hand side of (3.33) must reduce to a function of z only. 
A final integration gives 
H = jz2 + c , 
and so we get as our solution, 
2 2 2 1 2 F = x + x y + xz + y -f yz + -j-z + c, 
where c is any constant. 
The solution of such a problem should always be checked 
by computing grndF and seeing tnat it actually does enual the 
given u. 
Problems 
3.1 Find the tangent planes and normals to the surfaces given 
below at the points named. 
(a) z = x 2 + y 2 ; (1,2,5) . 
(b) x 2 + y 2 + z 2 - 4x + 6y - 2z + 3 = 0 ; (3,-2,4) . 
7T 
(c) x = A cosu, y = 7> sinp., z - A p.; A = 1, p. = . 
3.2 Find the divergence of the following vector fields. 
(a) (x, y, z) . u (b) (y,z,x). 
to 
(c) (x2 + y2, xy, y 2 + z2). 03 • 
! 10 £ 
£ 
i! 3 
^ 3.3 Find the curl of the vector fields in Problem 3.2. 
a. 
4-> 
£ 
TO 
3.4 Prove (3.21), (3.22), (3.23). 
E 
5 3.5 Show that div(uxv) = (curlu)-v - (curlv)-u . 0 z 
1 4J • .Q 
S 
10 
H formula for curl(cpu). (See (3.20)). E 
o 
„ 3.7 Show that each of the following vector fields is irrota-
m 
,13 tional, and find potentials of which they are the gradients 
I-S ~~2—\—2 ' ~ 1 — \ — 1 ' ~ 1 — \ — 7 ' (Cf-Pr°blem 3.3(e)) x +y 4-z x +y 4z x +y -fz 
(b) (2x + y + 2, x + z + 3, y) 
(c) (cosx cosy-sinx sinz, cosy cosz-siny sinx, cosz cosx 
-sinz siny). 
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3.8 Show that r 1* is irrotational. Is it solenoidal? 
3.9 For what values of n does r n satisfy Laplace's Equation 
(for r + 0)(use (3.19))• 
3.10 Let u> = wk, w being constant, and let v = uuxr Con-
r 
sidering only points in the xy-plane, i,e., r = xi + yj, 
show that v is solenoidal and irrotational. Find a poten-
tial function for v. Answer. Potential = -w arctan(x/y), 
or w arctan(y/x). 
sz 
3.11 A fluid is in radial outward flow from a spherical source, u u 
| with velocity of constant magnitude Vq. Assuming that 
io' 
the density p is a function of r only, find this function. 
0 
10 • 
| 3.12 Consider an inviscous fluid whose velocity at point (x,y,z; 
ro 
sz | 
£ + v3(x,y,z, t)Ic and whose density is p(x,y,z,t) and 
•— 
jl pressure p(x,y,z,t). Suppose that a body force F(x,y,z,t) 
(D 
1 per unit of mass is also present. 0 u 
1 (a) Applying Newton's law of motion show that c O 
5 g 
S 
§ (b) Using the fact that 
dt 
f ^ l d x . ^ l d x i l l d z * , 
V dx dt dy dt + dz dt + dt } 1 : tC -
f dv, dv, dv, dv, ^  
= lv, -r— + v 0 t + v., t-— + i' + etc \ 1 dx 2 oy 3 cz ot 
derive Euler's Equations 
(v • V)v = F - -jj Vp 
P 
(c) This vector equation is equivalent to three scalar 
equations. The continuity equation (3.14) V-(pv 
provides a fourth equation. There are five unknown 
functions v-^ , v 2 , v^ , p ,p • One usually wants as many equa-
tions as there are unknowns. From what physical consid-
erations might the fifth relation be derivable? 
3.13 A first order differential equation written in the form 
M(x,y)dx + N(x,y)dy = 0 is said to be exact if - = 0, 
Show that the equation is exact if and only if there is a 
function F(x,y) such that Mdx+Ndy = dF. A solution of 
the differential equation is then F(x,y) = C, where C is 
any constant. 
3.14 A function Q(x,y) is called an integrating factor (cf. 
Chapter 1, Section 6) of the equation M(x,y)dx + N(x,y)dy 
- 0 if QMdx + QNdy = 0 is exact. Show that Mdx + Ndy = 0 
has an integrating factor Q(x) depending only on x if and 
only if the quantity R = - /N is independent of y. 
IR(x)dx 
If this condition is satisfied show that Q = eJ v ' 
3.15 Apply the results of Problem 3.14 to solve the equation 
tF (3x + 2y2)dx + 2xydy = 0. 3.16 Suppose the temperature in a body is given by 
/ ^ 2 ^ 2 ^ 2 u(x,y,z) = xy + yz + zx 
in degrees centigrade, where x,y,z are measured in eenti-
.meters. 
2 
Consider a small square of area 0.0001 cm lying in a 
horizontal plane at the point P ( l , 2 , 3 ) . (The z-axis is t ) 
(a) Compute the temperature gradient at the poinc P. 
(b) If the coefficient of thermal conductivity is 0.2 
cal/cm-sec°C what is the rate at which heat flows across 
the square? Does it flow from the top face of the square 
to the bottom face.,or the,.other way? 
Ans. (10,13,13)j 2.6 x 10-5 cal/sec. 
Given the point P(l,233), the scalar field 
f = yz + zx + xy, and the vector fields ? « x"i + yj* + zlc 
and v = yzT + zxj* + xyl?, compute the following: 
(a) gradf at P; 
(b) directional derivative of f in the direction of ^ at P 
(c) curlv; 
(d) V• (?xv) ; 
(e) Laplacian of f; 
(f) the value of the constant c for which the surface 
f - c passes through P; 
(g) the angle between v and the normal to the surface 
f = c at P; 
(h) the equation of the plane tangent to the surface 
f - c at P. 
2 2 2 
The surfaces x -I- y + z - 14 and xyz = 6 intersect at 
the point (1,2,3). Find the angle at which they inter-
sect (i.e., the angle between their normals) at this point 
/ K 
-> p o -> p-> 
3.19 Let the vector field F - r-xyi -i (x + zJ)j + 3yz k 
(a) Compute the divergence of F. 
(b) Find the curl of F. 
(c) Which of the above parts implies that there exists a 
scalar potential field cp such that F = Vcp? 
(d) Find the cp of part (c) . 
3.20 Suppose the temperature in a body is given by 
2 u(x,y,z) = xy + yz . 
-Q 
U 
Suppose a particle is moving through the body along the 
10 
path u 
? 1 
r - t i + t j t k . 
I Thus when t = 2 the particle is at the point P = (2,4,8). | 
Find the directional derivative of the temperature at the 
i i -M -M 
^ point P in the direction of the velocity of the particle 
is as it passes through P. Answer: 1036/ ^ /161 . E u 3.21 Write the equation of the line tangent to the curve of 
0 z § intersection of the surfaces xy + yz + zx = 11 and 
f 
< 
II + (2 + 22t)J + (3 - 21t)k. 
E 
5 
Q) 
•B 
£ u 
i- (b) Find the angle at P between the tangent to the curve 
CD 
" and the normal to the surface. cn 
iH 
? (c) Find the projection of the unit tangent to the curve 
i-H 
g at P into the plane tangent to the surface at P. 
fN 
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4. A l g e b r a o f the Operator V. 
In the earlier sections of this chapter we found it useful 
to introduce the vector differential operator 
and we have seen that it can often, but not always, be manipu-
lated as if it were an ordinary vector. It is worthwhile to 
examine this situation more carefully, to see, if possible, just 
which procedures can be carried out and which cannot. 
Let us first take a look at the more familiar differential 
operator D = Its basic algebraic properties are embodied 
in the formulas 
for any differentiable functions f(x), g(x) and any constant c. 
Corresponding to the first two parts of (4.1) we have the 
linearity properties of the gradient, the divergence, and the 
curl, which have already been mentioned. The second part of 
(4.1) also leads at once to the identities 
(4.2) V- (cp?) = (Vcp)-c, Vx(cpc) = (Vcp)xc, 
if c is a constant vector. 
Now consider V-(cxv); here it is not so obvious what to do. 
The result must be a scalar and must involve ~c and V operating 
on v, but how do we put these features together? One way of 
proceeding is to forget about the special character of V and 
(4.1) D(f+g) = Df+Dg, D(cf) = c(Df), D(fg) = f(Dg)+(Df)g, 
treat it just like an ordinary vector, manipulate the expression 
algebraically until it has the form we want, and then check 
the result to see if we really have an identity. Thus with our 
present problem we can proceed as follows: 
V-(cxv) = [V,c,v] = - [c,V,v] = -c-(Vxv). 
Now we check: 
= ^ (c2v3-c3v2) + ^ (C3V1-C1V3) + ^ ( c - ^ - c ^ ) 
dv3 dv2 dv-^  dv3 dv2 dv^ 
(Vxv) = - c ^ ^ - - 3J-) - c 2 - - c 3 ( ^ r -
Comparison shows that indeed 
(4.3) V•(cxv)= -J.(Vxv) . 
The combination Vx(cxv) is still harder to handle. There 
is no way to manipulate such a triple vector product without 
using Theorem 1.9 to break it-up. If we do this, purely 
formally, we get 
Vx(cxv) = (V-^)c - (V-c)v . 
Here the last term is obviously at fault, since we want V to 
operate on v, not on c. But this term can be written, again 
purely formally, as (c?- V)v, and this can be interpreted as an 
operator, c-V, operating on v. Thus we get finally 
(4.4) Vx(cxv) = (V-v)c - (c-V)v. 
It is worth saying a word about the operator This 
is a scalar differential operator, and so can be applied to a 
scalar function to get another scalar function or, as in (4.4), 
to a vector function to get another vector function. If c is 
a unit vector, V is just the derivative in the direction c, 
as one sees in Theorem 2.1. An important physical appearance 
of such an operator is in the Euler Equations of fluid flow 
(see Problem 3.12b). 
So far we have avoided the analogs of the third part of 
(4.1), the product rule. Some vector applications are fairly 
straightforward, such as 
V(cpTp) = cp (v^) + (ttp)lf', 
(4.5) V-(cp'v) - cp(V-v) + (Vcp)-v , 
Vx(cpv) = cp (Vxv) + (Vcp)xv , 
(see Problem 3.6). But other cases require more elaborate 
techniques. One very useful device is to regard D, when oper-
ating on a product fg, as consisting of two parts, D = D^ + D g, 
where D^ acts only on f and D only on g; more precisely, 
Dfg « 0 and Dgf = 0. Then 
D(fg) = (Df+Dg)(fg) = Df(fg)+Dg(fg) = (Df)g+f(Dg) 
as desired. If we apply the same trick to V we get, for ex-
ample, 
V-(tfxv) = V^•(uxv) + Vv•(uxv) 
(4.6) 
= [Vu,u,v] + [Vv,u,v] 
= [Vu,u,v] - [u,Vv,v] 
•xAAT^'^ ~ ( V x^igrna l f rom 
H 
S 
cn 
i H 
00 
01 
01 £ 01 
This can, and should, be checked for correctness. (See Prob-
lem 3.5.) 
We can consider many other complications, but the ideas 
introduced above will handle most of the situations chat are 
likely to arise, including those involving more than one occur-
rence of the operator V. If we wish we can push the algebra 
still farther and bring in matrices. As in Chapter 5 let our 
vectors, including V, be column vectors. Then we can write 
-> t—> V-v as V v. On the other hand Vv is the 3x3 matrix 
! 6^2 dv3 
dx dx dx 
dv-^  dv2 dv^ 
dy dy W 
< dv, i 1 dv2 dVo 
\ dz dz iz 
The transpose (Vvt)t of this matrix is called the Jacobian 
matrix of v; it has many uses in the more extensive study of 
vector fields. (Note that we cannot write (Vv*")*" = v VC. 
This last expression is a matrix whose elements are operators.) 
The matrix operator 
W C 
a 2 a 2 
i ? dxdy 
3 2 a 2 
dydx 
a 2 o 
dzdx dzdy 
(called the Hessian operator) arises in the theory of maxima 
and minima of scalar functions of three variables. 
4.2 There are five triple products involving the operator V 
twice, namely V-(Vcp), Vx(Vcp), V - ( V X V ) , Vx(Vxv), 
V(V-v) . 
Show the following: 
(a) v * ( W ) has been discussed and has a name. What is I 
(b) vx(ycp) is identically zero. 
(c) v(vxv) is identically zero. 
(d) vx(vxv) = v (7-v) - V 2v. 
(e) v(v-v) is the Hessian of v. 
4.3 jne night argue that v-(vxv) = 0 because this is a tripl 
scalar product with two equal factors. By the same argu 
ment v«\.vxv) = 0. Is this true? 
Derive and check a formula for vx(uxv). 
-.5 Show that 
curl v = curl (curl(curlv)) = cur1 * 
Generalize to 
Problems 
4.1 (a) By expanding ^x(Vxv) derive the identity V(c-v) 
= cx(Vxv) + (c.V)v. 
(b) Using the above result, and expressing V as + V, 
derive a formula for 
CUI'i v =(_«• ) (curlv). 
^.6 (a) If w is a constant vector and a function of r 
only, (r = || r|j ), prove the identity 
Vx((J)w) = i r x w . 
(b) Use this identity to solve the following problem: 
Given any constant vector w, find a vector field 
v such tnat vxv = wxr. 
4.7 If r is the radius vector (x,y,z) show that (v*v) r - v 
and y-r = 3. Then show that for any constant vector uu, 
curl(uuxr) = c^u. 
Interpret this in terms of rotation about an axis. 
5• Change of Coordinates. 
So far we have been assuming throughout this chapter that 
E^ is furnished with a fixed right-handed Cartesian coordinate 
system. In practice, however, we often wish to be free to choose 
our coordinate system to suit the particular problem under dis-
cussion; and there are many problems for which the most appro-
priate coordinates are not Cartesian at all, but, say, cylin-
drical polar coordinates or spherical polar coordinates. However, 
our definitions in the previous . .-t ions. a:-d, in particular, 
our definition of the differential operau r V, have all been 
made in terms of a fixed coordinate system . From those defi-
nitions it Is not at all c^ear whether the basic concepts 
(grad, div, curl, Laplacian) are, in a sense to be m;-^  - precise 
independent of the coordinate system We referred brie; 
to this matter in the previous section, in cur discussion of tn 
geometrical and physical significance of div and curl. We take 
it up again now in greater detail; but we do not aim at a com-
plete treatment, being content to explain the precise nature cf 
the invarlance problem, as it is often called. 
At first we will confine our attention to Cartesian co-
ordinate systems. As in Chapter 2, Section 15 and Chapter 5, 
Section 7 we must distinguish between a physical vector v and 
the number triple that represents it in a given basis. If 
ii,j,k; and ;i',j',ic'j are two right-handed orthonormal bases. 
then the two di f ferent triples (x., , x„ , x~) and (x, ' , x9 ' , x~ ' ) 
(In more technical terms, we have two different isomorphisms 
between the space V of physical vectors and the space V^ of 
number triples.) 
In Chapter 2 (see, in particular, equation (15-9)) we 
showed that in this situation there is a non-singular matrix C, 
and 
represent the same physical vector v in the two different bases 
determined by the relation between the two bases, such that 
( 5 . 1 ) 
/ x. 
x,-
\ x3 
= C 
/ x l \ 
x. 
X3 / 
This relation can also be written in the form 
/ x i \ 
( 5 - 2 ) x.2 : - b 
\ x3' 
/* 1 
\ x 3 ' ' 
where B is the inverse of C, B = C -1 Now if we apply (5.2) to 
i 1 \ the vector "i ', whose x' coordinates are 0 , we get 
0 / 
/#1\ 
B | 0 
\ 0 • 
, b u 
21 
\ b31 
»12 b13\ /1\ 
'22 23 
32 33 
! 0 
I I 
\ 0 • 
Treating j*' and Ic' similarly, we see that the column vectors 
°f B are just the representations, in the system of the 
i'jj'jk1 vectors. Now these three vectors form an ortho-
normal system, and so the column vectors of B form an ortho-
normal systen in the space of column vectors. It then follows 
from Theorem 8.2 of Chapter 5 that B is an orthogonal matrix, 
and as a simple consequence of Corollaries 8.1 and 8.2 that C 
is orthogonal. In fact, B = C t, so that b^j = °ji" 
Now fro;.i (5.1), which we write in the more convenient form 
x' = Cx, and a similar equation y' = Cy for some other vector, 
we get 
Z xi' yi' = x' t y' = ( G x) t< cy) = x t c t c y = x ty = ^ V i > 
since C tC = I because C is orthogonal. That is, we have proved 
that the algebraic definition (1.1) of the inner product is in-
variant under change of orthonormal bases. It is true that it 
is not imperative that we have such an algebraic proof, since 
we have shown the invariance of the inner product by a geometi c 
argument. However, as we shall see, such a purely algebraic 
argument is useful in cases where a geometric one may not be 
available. 
A similar but more complicated algebraic proof can be 
given for the invariance of the cross product. We shall not 
carry this out in detail, but there is one additional feature 
of the matrix C that must be noted. If the algebraic definition 
(1.4) of the cross product is to be invariant then, in partic-
ular, the algebraic expression in Theorem 1.7 must hold for 
("ixJ ) = 1 when these vectors are expressed in terms of the 
j l' , j*' ,Tc' ! basis. By an argument like one used above we see 
— > — — > 
that the primed coordinates of the i,j,k vectors are the column 
vectors of C. It follows from Theorem 1.7 that (ixj*) 
= det C1" = det C. Hence we must restrict our coordinate trans-
formations to those for which det C = 1. It can be shown (see 
Problem 5.6) that C is then actually a rotation of coordinates. 
The two bases, ji,"J,Ic! and j~i1 , j*1 ,1c1 ! have the same orientation, 
i.e., if one of them is right-handed so is the other. Digitized by K ^ O O g i i CORNELL UNIVERSITY 
We have now completed the discussion of change of coord-
inates. We have seen that the allowed changes of (Cartesian) 
coordinates are all effected by orthogonal transformations of 
determinant +1, and we have the analytical formula (5.1) for 
a typical change of coordinates. We recall that the origin 
of coordinates remains fixed under the changes of coordinates 
we are considering and that all coordinate systems so far con-
sidered are right-handed Cartesian systems. We now take up 
the problem of invariance. 
Suppose that cp is a real valued function of points of 
E3; for example, cp(P) might be the distance OP from the origin 
to P, or cp(P) might be the temperature at the point P. If we 
choose a coordinate system in E^, then cp is represented by a 
function f(x,y,z) of the three real variables (x,y,z); that is, 
we define f by 
(5.3) f(x,y,z) = cp(P) , 
where (x,y,z) are the coordinates of P. We may now form the 
vector field gradf in V^. This associates with every point 
(x0,y0,z0) of E 3 an element of V 3, given by 
(5.4) (gradf)q = (§f , § | , ff) 0 > 
the zero subscript indicating that the quantities are evaluated 
at the point ( x q ^ q j Z q ) . N o w through the coordinatization, the 
vector on the right of (5.4) corresponds to some directed line 
segment OQq in E3. Thus if (xQ,yQ,ZQ) are the coordinates of 
P n we may define gradcp by the rule u
(5.5) (grad'r)(P0) - OQ 0 ' 
All that we have dene so far is to reinterpret grad in 
terms of E^ itself rather than its coordinritizati'- However 
the definition cf grade has been th.--ugh the medium of a cer-
tain fixed coordinate system and the question of invariance is 
just this: if we choose a different coordinate system do we 
change the definition of gradep? 
Now in Section 3 we showed that a change of coordinate 
system does not in fact change the definition of gradep; this 
we did by giving an invariant characterization of gradep which 
made no reference to coordinates Namely, we showed that the 
direction of gradep is the direction of maximum rate of change 
of ep, and the magnitude J gradep r is the maximum rate of change 
of ep. This gives us a determination of the vector field gradep 
quite independent of coordinates. Thus one procedure for 
proving that gradep, divu*, curlu', and so on are invariant 
(i.e., independent of choice of coordinate system) is to char-
acterize them in a way which is plainly invariant. Naturally, 
we can readily convince ourselves of the invariance of these 
operations by considering the physical situations in which they 
arise; since, if they occur naturally in the dynamics of bodies 
in 3-space, they must be independent of the choice of coordinate 
systems introduced for the purpose of giving a convenient analyL 
cal formula for them 
However, a systematic mathematical procedure is also avail-
able for invariance proofs, since we know how to transform 
from one Cartesian coordinate system to another. This pro-
cedure has the added merit of being valid even when we have 
no reliable physical intuition to guide us. 
To make most efficient use of matrix methods we shall 
X-. j Xa j Xq 3S coordinates instead of x,y,z. Then we have 
r* = x ^ + x ^ + x ^ = x1'T>'+X2,J>,+X3'I?1 
and so (5.1) applies, thus 
(5.1) 
Since C is orthogonal, = C \ and so this equation can b 
written as 
Written in terms of elements this is 
3 
x. j - 1,2,3. 
From this we get 
(5.6) J_ = 
dx.' cij' 1>J = 1,2,3 , 
a relation that we shall use later. 
We suppose that the scalar field cp is represented in the 
one coordinate system by the function f and in the other by 
the function f 1, so that 
(5.7) f(xl»x2>x3) ~ , x2 »x3 ) 
where the coordinates are related by (5.6). Let us write gradf 
as the column vector 
dx-^  
dx£ f . 
^ 3 
d 
Then we wish to show that if j j f is evaluated at (x-^x^x^) 
\ ^ 3 
and 
IM 
W 7 I 
f' is evaluated at (x^',',x^ 1) then the (vector) 
values are themselves related through the relationship (5.1) 
That is, we wish to show that 
(5.8) f' = C 
d 
\ 
f, 
where the left-hand side is evaluated at ( x ^ 1 , 1 , x ^ 1 ) and the 
right-hand side at (x^,x2,x3). Now the chain-rule (2.6) tells 
us that 
a f _ I d f 
= jti^j 
i af 
^x7 r = >,3x7 cii' ~ J=1 J J 
the last equality following from (5.6). Writing this as 
a f 1 « a f 
= A c ] i -J=1 J 3 
we see that it can be put in the matrix form 
(5.9) 
o 
t r OX^ 
f' = C 
a 
a 
The argument given above is perfectly rigorous. In it we 
have come very close to treating V as a vector. By adopting a 
Digit ized by ^ O O g IL CORNELL UNIVERSITY 
suitable convention we may indeed write (5.9) in the symbolic 
form 
/ - M 
;xi \ 
(5.10) ox. - C 3T, 
\ ^ L / \ oxQ / \ 3 
where it is now understood that the two differential operators 
operate on functions cp(P) of points in Eg* Formula (5.10) 
suggests immediately a method of proof of the invariance of div 
and curl. For if a vector field U is given over Eg which 
corresponds in the two coordinate systems to vector fields u 
and u', then 
(5.11) u1 = CIT , 
where u is evaluated at (x^,X2,Xg) and u* at (x^'^2',Xg') 
Writing V,V' for the differential operators in (5.10), we may 
rewrite that formula as 
(5.12) V' = CV . 
Formulas (5.11) and (5.12) immediately yield the invariance, 
For v ' CV'Cu* = V-if, since the inner product is invariant 
under orthogonal transformations. Also, if C is a rotation 
matrix, i e., if detC = +1, then v'xu* = CVxCu* = Vxu*, since the 
cross product is invariant under rotation. Thus the invariance 
of the divergence and curl simply reflect the geometrical 
properties of the inner and cross products, and the treatment 
of V as a vector, at least in the arguments given, has been 
seen to be justified. 
immediately from that of grad and divergence. 
We now take up, rather briefly, the question of the formulas 
for the differential operators discussed in non-Cartesian co-
ordinate systems. This is very important since, in many prob-
lems and many physical situations (e.g., spherical symmetry), 
other coordinate systems are more appropriate. We will content 
ourselves with dealing with the Laplacian in cylindrical and 
spherical polar coordinates and just stating the facts. First, 
however, we should make a brief remark to justify our concen-
tration on the Laplacian. 
The equation u = grad<p (or u* - -grackp) occurs frequently 
in various physical theories. Thus cp may be the gravitational 
potential, the electrostatic potential, the magnetic potential, 
temperature, pressure, density and so on; and u*is then the 
corresponding gradient vector field. The equation, V*u » 4ira, 
relates the velocity vector of an incompressible fluid to the 
source density. If the fluid flow is irrotational then, by 
Theorem 3.2, u = -gradcp for some velocity potential cp, and so 
2 Of course, the invariance of the Laplacian V cp follows 
(5.13) 47TO 
We saw from examples in Section 2 that we might also be inter-
ested in the negative of the gradient of a scalar field. 
However we may also interpret CT as t.he electric intensity 
in free space and we again get equation (5 !3) with 9 now stand-
ing for electrostatic potential. Again we may suppose u to be 
the gravitational force vector and that: 0 represents the density 
of matter. We would then write V-a - 4re since a material 
particle is regarded as a sink; and if u* is irrotational and 
u'= gradep, we again get equation (5.13). This important 
equation is usually called Poisson's equation; a very important 
special case is that in which there is no source distribution, 
so that (5.13) takes the form 
(5.14) V2cp - 0 , 
known as Laplace's equation, 
These remarks should suggest the great importance of the 
2 
Laplacian operator V . The partial differential equation 
(5.14) has been studied extensively by physicists, engineers, 
and mathematicians under the assumption of certain specific 
boundary conditions. It is of interest in the 2-dimensional 
case, as well as in three dimensions. 
We have already seen that, under the assumption of 
spherical symmetry we have cp = cp(r) and 
(5.15) V^ cp = cp" + . 
It is worth noting that, in this case, the solution of Laplace's 
equation involves only the differential equation 
cp " + = 0 , •y 
TJ 
from which we easily deduce that cp = A + —. This then gives 
the form of the spherically symmetric potential in the absence 
of source. 
The general expression for the Laplacian in spherical 
polar coordinates (r,0,^/) is 
dr r 89 r r sin 0 dip 
This may be deduced directly (but tediously) from the chain-
rule, or it may be inferred from the formula for V with respect 
to the local coordinate system given by (r,0,^), namely 
<7 - ( ^  1 Sv 
v " W ' r M ' r sin0 ' 
Similarly in cylindrical polar coordinates (r,0,z) we have 
(5.17) + + + dr r 60 dz 
In this case the formula may be inferred immediately from 
that for the 2-dimensional Laplacian in polar coordinates. 
2 2 2 [Note that in (5.17), and in Problem 5.4 below, r = x + y , 
- 2 j. 2 - 1 . 2 , not x 4- y + z . J 
ai 
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Problems 
5.1 Find the Laplacian of a scalar field f(r) in 2-dimensions. 
Hence solve Laplace's equation for a circularly symmetric 
field f(r) in 2-dimensions. 
5.2 Show that the potential of a uniform sphere of mass M and 
radius a is given by 
cp = M/r, r > a , 
cp = M(3a2 - r2)/2a3, r < a . 
[The student may wish to consult references for this 
problem.] 
5.3 Show that the following scalar fields satisfy Laplace's 
equation 
(a) cp = arctan ^ , 
(b) cp = z arctan ^ , x 
(c) cp = — ^ — arctan 
e x 2+y 2+z 2 v 
x 
[Hint: use cylindrical polar coordinates.] 
2 
5.4 In Chapter 4 we studied functions of the form z + 1 , 
2 e , cosz, etc., where z = x + iy. If these functions are 
written in the form u(x,y) + iv(x,y) then?as will be 
shown in a more advanced course, u(x,y) and v(x,y) are 
solutions of Laplace's equation. For example 
z2+l = (x+iy)2 + 1 = (x2-y2+l) + i(2xy) 
z x+iy x . . x e = e J = e cosy + 1 e siny 
cosz = cos(x+iy) = cosx cosiy + sinx siniy 
= cosx cosh y + i sinx sinh y. 
(a) Verify by direct calculation that the functions 
2 2 x x (x -y +1), 2xy, e cosy, e siny, cosx cosh y, sinx sinh v 
each satisfy Laplace's equation. 
u 
sz 
(b) From the invariance of the Laplacian it follows that u u 
if we make a change of variables, say 
x = r cosQ , u 
y = r sinG , 
•4-J 
• 
4 J 
£ the resulting functions of r,0 will again satisfy 
3 
| Laplace's equation. Apply this change of variables 
ii 
£ to the first three functions given in (a) and verify 
'I 
E 
o § 
z 
j 
4 J • .a 
id (for r ^ 0)? (Use (5.16) and verify the answer to 
< 
! Problem 3.9.) 
E 
5 5.6 (Refer to Problem 8.7 of Chapter 5.) Let C be a 3x3 
> 
4-1 
J orthogonal matrix, with detC = +1. 
tF (a) Show that A = 1 is an eigenvalue of C. 
3 2 
[Hint: Any equation of the form 7\ +a^?\ +a2A-l = 0 has a 
positive root.] 
ai 
(b) Let v^ be a unit eigenvector of C associated with the 
eigenvalue A = 1, and let v^ anc! be orthogonal unit 
vectors, each orthogonal to v^. Show that if 
\ t a k e n as a new basis C becomes 
/ 
C' = 
1 0 0 
0 a b 
0 c d /  
where C1 is also orthogonal with detC' = +1. 
(c) Apply Example 8.2 of Chapter 2 to show that C', and 
hence also C, represents a rotation about v^ as axis 
(d) Find the axis and the angle of the rotation with the 
matrix 
/ 2/3 2/3 1/3 \ 
-2/3 1/3 2/3 
\ 1/3 -2/3 2/3 / 
Answer. Axis: (1,0,1); angle:sin0 = cos© = 1/3. 
Boundary Value Problems and Fourier Series 
1. Steady State Heat Distribution in a Rectangular Plate. 
In his classic treatise Theorie Analytique de la Chaleur 
(1822) J. B. J. Fourier not only presented us with the tools 
for finding the flow of heat in solids, but also developed 
certain mathematical ideas which were received with considerable 
incredulity at that time. We shall meet these ideas (Fourier 
Series) first in the course of determining the steady state 
temperature distributions in a flat plate. 
In Example 3.4 of Chapter 7 we have seen that the steady 
state temperature distribution in a solid satisfies Laplace's 
2 
equation V u = 0. Consider the problems of determining the 
steady state temperature distribution in the rectangular plate 
shown in Figure 1.1. It is assumed that the top and bottom 
Figure 1.1 
Actually these ideas were already used a century earlier by 
Daniel Bernoulli and Leonhard Euler in analyzing the vibrations 
of strings (See Problem 5.10). They were not put on a firm 
mathematical basis until 1837 by Lejeune-Dirichlet. This work 
and that of Weierstrass, R: er.ann and Cantor which followed, in-
itiated the modern developments in mathematical analysis. 
- 8 . 1 -
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surfaces are insulated and that there is no temperature varia-
tion in the z-direction. Of the four remaining faces, three 
are kept at temperature 0° while the fourth is kept at tem-
perature 70 sin 37ry/b, as is indicated schematically by the 
dotted curve. Since there is no variation in the z-direction 
we can take the temperature to be a function of x and y only, 
u(x,y). This function satisfies the following conditions 
1.1) 
1.2) 
1.3) 
1.4) 
1.5) 
d u + d u = q 
dx dy 
u(x,0) = 0 
u(x,b) = 0 
u(0,y) = 0 
u(a,y) = 70 sin 37ry/b 
It can be proved that the mathematical problem (1.1)-
(1.5) has one and only one solution. We leave the proof of 
this to the reader (See Problem 1.6). We shall proceed on the 
assumption that there is a unique solution, and attempt to 
find it. 
[Existence and uniqueness proofs are important for the 
general theory of such systems of equations. The reader who 
thinks that a mathematical proof is not necessary, on the 
grounds that the physical problem has a unique solution, is 
deluding himself. For the mathematical formulation (1.1)-
(1.5) is based on various approximations to the physical 
situation, and the induced inaccuracies may or may not be 
sufficient to impair the unique solvability. Furtheimore, any 
physical situation is infinitely rich in detail and it is by 
no means obvious that any set of mathematical conditions is 
sufficient to characterize it completely.] 
Although we have already met many solutions to Laplace's 
equation (1.1) (cf. Problems 5.3, 5.4 of Chapter 7) none of 
them satisfy the remaining conditions (1.2)-(1.5). Thus the 
problem is to find not merely a solution of the differential 
equation (1.1), but one which satisfies the remaining con-
ditions (1.2)-(1.5) describing the behavior of u at the boundary 
of the plate. Thus this is called a boundary value problem. 
We shall attempt to find the solution in the form of a 
product of a function of x by a function of z; i.e., u(x,y) 
= X(x)Y(y). [Note that not every function of x and y can be 
written in the form of such a product. Our attempt to find a 
solution in this form is an over-optimistic guess. We shall 
see that it succeeds in the particular problem we are now solv-
ing but will not succeed in general. We shall then learn how 
to modify the method for a more general case.] With this 
assumption (1.1)-(1.5) becomes 
(1.6) X"Y + XY ti 0 
(1-7) X(x)Y(0) = 0 
( 1 - 8 ) X(x)Y(b) = 0 
H 
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(1-9) 
(1.10) 
X (0) Y (y ) - 0 
X(a)Y(y) = 70s in 3:ry/b 
Since if X(x) • 0 or if Y(y) — 0 it would be impossible 
to satisfy (1.10) we can replace (l 7)-(1.9) by (1.12)-(1.14) 
below and put the problem into the form: 
11) X"Y + XY" = 0 
12) 
13) 
14) 
15) 
Y(0) = 0 
Y(b) = 0 
X(0) = 0 
X(a)Y 'y) = 70 sin 37ry/b 
For values of x and y for which Y- £ 0 and Y ^ 0 we can 
Y" X" 
write (1.11) in the form — = • Note that the left side 
varies only with x, while the right side varies only with y. 
Consequently both sides are equal to a constant A, and (1.11) 
can be replaced by the two ordinary differential equations, 
( 1 . 1 6 ) 
(1.17) 
Y" = ,\Y, 
X" = - X 
To determine possible values of a we start with equation (1.16) 
and the associated boundary conditions (1.12) and (1.13). We 
first show that A cannot be zero or positive. 
2 
If A is positive, say > = k , the general solution of 
(1.16) is Y = A cosh ky + B sinh ky, From (1.12), (1.13) we 
must have 
0 = A 
0 = A cosh kb + B sinh kb . 
Hence A = B = 0 and Y — 0. Thus we will not be able to satisfy 
(1.15). Therefore X is not a positive number. 
If we try A = 0 in (1.16) we get Y" = 0, which has the 
general solution Y = Ay + B.From (1.12), (1.13) we get 
0 = B 
0 = Ab + 3.. 
Hence again A = B = 0 and so Y = 0. Thus we cannot sat-
isfy (1.15). Therefore A is not zero. 
2 Finally let us try negative values for A, say A = -k . 
2 
Then (1.16) becomes Y" = -k Y. The general solution of this 
differential equation is 
Y = A sin ky + B cos ky . 
From (1.12) we get B = 0 so that Y = A sin ky. To satisfy 
8 (1.13) we must have 
o z 
f (1.18) 0 = A sin kb . 
£ 
•M •M 
•a We cannot choose A = 0 or we will again find Y = 0 and 0 
E 
f so will not be able to satisfy (1.15). We can still satisfy U (U 
1 <D --i-E 
ii! Thus we see that the system 
cri h 
s (1.19) Y" = AY, Y(0) = Y(b) = 0, 
has as its only non-zero solutions the functions 
Y(y) - A sin 
n 2: 2 corresponding to A = - —jr-. The reader may already have 
b 
realized that equations (1.19) specify an eigenvalue problem 
n 2 2 whose solutions are the eigenvalues - — S — with associated 
b 
eigenvectors A sin ^-y. This problem is, in fact, essentially 
the one solved in Example 11.1 of Chapter 5. 
We now turn to the equations in x, namely equations (1.17) 
and (1.14) 
2 2 
X" = -AX = X, X(0) = 0 . 
The solution 
• m ' v • r* , n-p-X = C sinh -x + D cosh -^ -x 
that satisfies X(0) = 0, is 
X = C sinh — x . 
b 
Therefore 
(1.20) u(x,y) = X(x)Y(y) = E sinh ^ sin , 
where we have replaced the arbitrary constant AC by E. Equa-
tion (1.20) gives a function u(x,y) which, for any choice of 
the constant E, and any integer n, will satisfy equations 
(1.11)-(1.14). What about equation (1.15)? Using (1.20) in 
(1.15) we get 
(1.21) E sinh sin 70 sin 37ry/b . 
We can satisfy (1.21) if we choose n = 3 and E = — . 
sinh 
Thus the solution to this problem is 
(1.22) u(x,y) = . 7 0 3 i r a sinh ^ sin . 
sinh k 
The reader may verify by direct calculation that (1.22) 
satisfies all the conditions (1.1)-(1.5). 
The reader may have felt that while most of the above pro-
cedure was straightforward, there was considerable luck in-
volved in being able to solve (1.21). This is indeed the case. 
Suppose for our next example we consider the same problem but 
with equation (1.5) replaced by 
(1.23) u(a,y) = 70 sin 3Try/b + 112 sin 87ry/b . 
The analysis would proceed in exactly the same way except 
that when we arrive at the step corresponding to (1.21) we have 
instead 
nira . _ mr (1.24) E sinh ^ sin ^ = 70 sin 3Try/b + 112 sin 87ry/b. 
It is impossible to find values of E and n such that (1.24) 
is true for all values of y. We get around this difficulty in 
the following way. Note that equations (1.1)-(1.4) are linear 
and homogeneous; thus if u-^(x,y) and ^(x,y) each satisfy these 
equations then so does their sum u^(x,y) + u0(x,y). Hence, 
instead of ( l . 2 c ) , we can try 
/ i o c \ / \ i- • u n x • n - Y , t- • u, rnTrx . mTry (1.25) u(x,y) = E sinh -rg— sin — ^ -t F sinh — s m 
The right hand side of (1.25) satisfies (1 1)-(1.4) for any 
values of the constants E and F and ar> integer values assigned 
to n and m. To satisfy (1.23) we take n = 3, m = 8, 
E = 70/sinh , F = 112/sinh Hence the function 
(1.26) u(x,y) sinh sin ^ 
s inh — 
112 . , 8rrx . 8rry + c — sinh ~ t — s m —r-s 
. , oira b b ' sinh — 
satisfies equations (1.1)-(1,4) and (1.23), as the student may 
verify by direct computation. Thus (1.26) solves this problem. 
Similarly if the temperature at the face x = a is given by 
a sum of the form 
N 
(1.27) u(a, y) = ]T K sin n?ry/b 
n=l n 
a similar analysis can be carried out. Instead of (1.25) we get 
(1.28) u(x,y) = E n sinh sin . 
By selecting the E^ by the formula 
(1.29) E for n - 1,2 N. 
sinh — 
we arrive at the function 
(1.30) u(x,y) - r sinh U p sin 
n=l sinh ------Q 
which satisfies equations (i I) -(I 4; yuu l'i ) as Un? stu-
dent may easily verify by direct co-iout a c i on . 
The temperature distribution on the face x = a given by 
(1.27) is sti.ll rather special Let us now consider the case 
when it is given by some general fun-, tion f(v) defined for 
0 = y = b. Equation (1.5) is then replaced by 
(1.31) u ( a, v ;• - f:'y) 
The procedure in this case is very similar to that de-
veloped above. We assume that t^ere exists a solution u(x,v) 
in the form of an infinite series of products 
•3 | 
£ o u o z £ 
| (1.1)-(1.4), and consequently the sum does. (Provided that one .a 
4-> 
< is permitted to differentiate the series termwise to verify £ O 
! (1-1)). The only non-homogeneous conditio:"! (1 31) becomes 
o u 
CD ' > 
ro 
5 
The determination of the terms Xn(x)Y^(y) proceeds in ex-
actly the same steps as equations (1.6)-(1.20) with (1.20) 
H 
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replaced by 
(1.34) Xn(x)Yn(y) = E n sinh sin 2J3L 
ana 
(1.35) u(x,y) = Z Xn(x)Y (y) = f E n sinh H p sin . 
n=l n=l 
Finally we must satisfy the condition (1.33) which becomes 
CO 
(1.36) X E sinh B p sin ^ = f(y). 
n=l 
Can we choose the constants E^,E2»•••,E ,... in such a 
way that (1.36) is satisfied? The remarkable fact is that this 
can indeed be done for a very wide class of functions f(y). 
We shall study the theory of such representations in Sections 
2 to 4, but for the present let us assume that (1.36) is true 
and see how to determine the values of the E 's. n 
Let k be a fixed positive integer. Multiply each side 
of (1.36) by sin ^p^ and integrate on y from 0 to b. Assuming 
that it is permissable to integrate terinwise we get 
— rb ir rh 
(1.37) E sinh^pl sin ^ sin^P dy = f(y) sin kTy/b dv. 
n=l D 4) D D '0 
rb , fo if k f n (See Troblem 6.10, 
(1.38) sin ^ sin ^ dy 
JO 0 b ft if k = n . Chapter 4.) 
C 
Consequently only one term in the sum on the left side of 
(1.37) is not zero and we get 
k-aN b f b c , . k-(1 39) Ek(sinh j = f(y) sin ^ dy. 0 
Hence 
(1.^0) El = ^ 
where 
(l.^D 
k ! , kTia ' sinh —g— 
b k = l / 0 s i n TF 
Putting this into (1.35) we obtain the solution 
oo b 
(1.42) u(x,y) = X sinh sin 5JSL v ' \ u> n-rra b b n=l sinh 
where b n is given by (1.41). 
The derivation of (1.42) was formal, rather than rigorous, 
since we assumed that we could differentiate and integrate cer-
tain series termwise. The proposed solution (1.42) can be 
studied directly however, and, for a large class of functions 
f(y), can be shown to be the solution to the problem (1.1)-(1.4) 
and (1.31). We shall not go into the details of this proof, but 
content ourselves with the formal derivation of the formulas 
(1.42) and (1.41) as given above. The method, as we shall see 
later, has other applications. It is called the method of 
"separation of variables." The student at this stage is expected 
to obtain only formal solutions to thtse problems, since the 
rigorous proof that the formal solution is the actual solution 
usually requires more advanced mathematical techniques than the 
student has had. 
Pr ob i ems 
1.1 The text shows how to find the steady state temperature 
distribution in a rectangular plate in which the temperature 
on three sides is zero and on the fourth side is a pre-
scribed function. Thus one can find functions 
u^(x,y), U2(x,y), u3(x,y), u^(x,y) which respectively solve 
the following four problems 
Problem 1: Problem 2: 
2 2 
u , a u 
~ 2 1 2 ~ dx <3y 
0 
2. 2 
d u , a u 
—7 ' —7 = dx dy 
0 
u(x,0) = 0 u(x,0) = 0 
u(x,b) = 0 u (x, b) = 0 
u(0,y) = 0 u (0, y ) = f 2 (y) 
u(a,y) = fx (y) u(a,y) = 0 
Problem 3: Problem 
S 
cn iH 
00 
01 
4-1 C  
CD c 
CD O 
2 2 
^ T + M = 0 dx By 
u(x, 0) = 0 
u(x,b) = f3(x) 
u(0,y) = 0 
u(a,y) = 0 
d u ') u 
dy" 
u<x,0) - f4(x) 
u(x,b) « 0 
u(0,y) - 0 
u(a,y) = 0. 
Show that the sum u(x,y) = u^(x,y) + ^(Xjy) t u^'XjV.) 
+ u^(x,y) gives the steady state temperature distribution 
in the plate when the temperatures on the four edges are 
prescribed functions f^(y), f2(y), fj(x), f^(x). 
1.2 Find the steady state temperature, to the nearest 
degree, at the center of a square plate if three edges 
are at 0° and the fourth edge at 100°. Answer: 25°. 
1.3 Find the steady state temperature distribution in the 
rectangular plate shown in Figure 1.2 (cf. Problem 1.1). 
y b 
u = 0' 
0 
Answer: 
u(x,y) = 
u=100 sin 37rx/a 
u=100° 
u = 0° a 
100 s i n 3 ™ sinh 3^ cl a. 400 
Figure 1.2 
x 
sinh= 
I 
n=l,3,: 
• niry . . n~x sin-^- sinh--^— 
r. nira n smn—r— 
1.4 If the temperature variations in the z-direction a re ta':<en 
into account the differential equation for t h e s t e a d v s t a t e 
temperature u(x,y,z) is CORNELL UNIVERSITY 
(1-43) 
a 2 a 2 a 2 
a / az 
o, 
If the temperature is prescribed to be zero on all the faces 
of a parallelipiped except the face z • c where it is f(x,y) 
(see Figure 1.3), apply the method in the text to find the 
temperature u(x,y,z) 
i/ / / / / / 
f(x,y) 
Figure 1.3 
[Hint: The boundary conditions are 
(1.44) u(0,y,z) =• 0 
(1.45) u(a,y,z) = 0 
(1.46) u(x,0,z) = 0 
(1.47) u(x,b,z) = 0 
(1.48) u(x,y,0) = 0 
(1-49) u(x,y,c) = f 
If we assume a solution of the form of a sum of products 
X(x)Y(y)Z(z), where each term X(x)Y(y)Z(z) satisfies 
(1.43)-(1.48) then show that -- + = k 2 and thus 
Y'l O 7ll 
X = A sin kx where k = n-rr/a. Similarly = k - • 
so that Y = B sin [iy where p. = nnr/b. Hence 
2 'M- > 
„ , 2 2\ ? . I 2 21 
y- = I ^ + ^ J it and thus show that Z = C sinh \/ + ttz, 
From condition (1.49) obtain 
mn m n 
and then 
ab sinhyl^- + 
Finally the solution is 
00 00 . 2 2 
(1.51) u(x, y) = Y. L C m n sin ^ sin Sg* sinhfc + ^ 
m=l n=l | a b 
where C m n is given by (1.50)] 
Use the results of Problem 1.4 to find the temperature 
(to one decimal place) of a cubical block all of whose 
faces except one are at 0° and whose other face is at 100°. 
Prove, by providing the reasons for the following sequence of 
steps, that the mathematical problem (1.1)-(1.5) has a unique 
solution. 
(a) There exists a solution; in fact (1.22) is a solution, 
as may be verified easily by direct computation. 
(b) If U(x,y) and v(x,y) are two solutions, let w(x,y) = 
u(x,y) - v(x,y). Then w(x,y) satisfies the conditions 
( i ) ^ + afw = 0 
Sx dy 
(ii) w(x, 0) = 0 
(iii) w(x,b) = 0 
(iv) w(0,y) = 0 
(v) w(a,y) = 0. 
(c) 0 = f b f* + cL") dx dy 
JO Jo \bx2 ay 
rb ra >2 ra rb ^2 
I w dx dy + [ j w dy dx 
<0 JO dx^ 
r b 
0 
aw 
w 
a 
x=0 JO 
r a ' awx 2 
ax 
0 >0 ay 
dx dy 
f~a 
0 
aw _ w 
rb .2 aw 
y=0 Jo 
rb ra Jo J 0 
/9wV aw 
ax 
2 
dy dx 
Hence ^ = 0 and ^ = 0. Hence w(x,y) is a constant, 
Hence w(x,y) = 0. Hence u(x,y) = v(x,y). 
2. Fourier Series on the Interval (-it,it) 
A series of the form 
(2.1) A q + A-^  cos x + B-^  sin x + A 2 cos 2x + B2 sin 2x + ... 
+ A cos nx + B sin nx + ... n n 
where the A n and B n are constants, is called a trigonometric 
series. More briefly we write it in the form 
CO 
(2.2) Y. ( A c o s nx + B sin nx) 
n=0 
the term Bq being irrelevant since sin Ox = 0. 
For those values of x for which the series (2.2) converges 
we can define a function f(x) 
00 
(2.3) f (x) = V (A cos nx + B sin nx) . x—rv n n n=0 
Now, just as we passed from Power Series to MacLaurin 
Series, we shall pass from Trigonometric Series to Fourier 
Series. That is, we now shall suppose that a certain function 
f(x) has been given and inquire whether it can indeed be repre-
sented in the form (2.3). If f(x) can be represented in the form 
(2.3), what are the values of the constants A ,B ? We shall v ' ' n' n 
proceed first in a formal manner. By direct integration the 
student may verify the following facts. If m and n are distinct 
non-negative integers, we have 
TJ 
(2.4) / cos mx cos nx dx = 0 
(2.5) 
r t 
I cos inx sin nx dx « 0 
J-n 
/ y 
(2.6) j sin mx sin nx dx = 0 ; 
J — jr 
I f m = n ^ 0 w e have 
, tt /" tt £ 
(2.7) j cos mx cos nx dx = / cos mx dx - v 
S"1T J-IT 
f IT r 7r 
(2.8) I cos mx sin nx dx = / cos mx sin mx dx = 0 
7-T: J-tt 
/ 77 ^ TT 9 
sin mx sin nx dx = j sin" nix dx = T<-
TT J-TT (2.9) 
while i f m = n = 0 w e have 
TT 7T 
(2.10) / cos mx cos nx dx = / dx ••= 2.-. 
y-7T • - 7f 
[Note: These facts can be expressed in the language of Chap-
ter 5 as follows. Let C(-v,r) be the vector space of functions 
continuous on the interval (-ir,r) with the usual rule for addition 
and multiplications by scalars. Also, let the inner product on 
C (— 7", ) be given by f-g = / ,r f(x)g(x)dx. Then the functions ' -7" 
1, cos x, sin x, cos 2x, sin 2x,... cos nx, sin nx,... 
are pairwise orthogonal vectors in C(-"n,7r). Furthermore 
||cos nx|| = nTtt, ||sin nx|| = n/V, ||1|| = J2tt. 
See Problem 11.2 of Chapter 5.] 
Let m be any fixed positive integer. Multiply each side of 
equation (2.3) by cos mx and integrate from -tt to tt. Assuming 
that termwise integration is permissible we obtain 
* j 
J
r- 1TV 00 /— IT 
f(x) cos mx dx = (A I cos nx cos mx dx 
1JT n=0 J-TT 
pv 
+ BrJ sin nx cos mx dx) 
J- v 
We see from formulas (2.4), (2.5), (2.7), (2.8) that each 
integral on the right side will be zero except the term in which 
n=m, where we have A f w cos mx cos mx dx = ttA . Hence we find ' m J -ir m 
(2.11) A m = i J ^ W f ( x ) cos mx dx, (m = 1). 
Similarly by multiplying each side of (2.3) by sin mx and inte-
grating formally termwise we find 
(2.12) B m = i f T f ( x ) sin mx dx, (m ^ 1) 
J-TT 
Finally to evaluate Aq we multiply each side of (2.3) by 
cos OX (= 1) and integrate termwise to obtain, using Equation 
(2.10) 
(2.13) Aq = £ Wf(x) dx. 
Since the formula (213) has a factor ^ which formulas (2 11) j-• 
(2.12) do not have, it is conventional to replace the A n,B n by 
a ,b where a A = 2An and a = A , b = B„ for n = 1, as we do n' n 0 0 n n' n n 
below The student can always avoid confusion by remembering 
simply that the constant term in the expansion (2.3) is, always 
the average of the function f(x) over the interval. 
Now, regardless of whether or not these manipulations of 
the series (2 2) are justifiable, we can define the Fourier 
Series of the function f(x) by (2 2) where the constants A,B 
are given by equations (2 11), (2 12), (2,13). Let us state thi 
explicitly using the conventional notation. 
Definition 2-1. Let f(x) be a given function, such that the in-
tegrals in equations (2 15), (2 16), below exist. The Fourier 
Series for f(x) is the series 
a0 (2 14) y- + (a cos nx + b sin nx) , 
n=l 
where the constants a ,b , called the "Fourier coefficients," n n ' 
are given by 
1 r T (2.15) a = — ' f(x) cos nx dx n t t ; 
... - rr 
(2.16) b « ~ / f(x) sin nx dx. 
[Note: In the language of Chapter 5, again, the orthogonal set 
\ 
\ we are now dealing with is 
j, cos x, sin x, cos 2x, sin 2x ,..., cos nx, sin nx ,... 
The Fourier Coefficients, given by equations (2.15) and (2.16) 
can be written as 
f • (cos nx) 
n ~ ITT" ' a n Icos nx 
a0 = 
If we consider the finite set 
i-j, cos x, sin x, cos 2x, sin 2x, . . ., cos Nx, sin Nxj 
and let W be the vector subspace spanned by these functions 
(i.e., the set of all linear combinations of these functions) 
then Theorem 3.4 of Chapter 5 tells us that any function f in 
C(-7r,7r) can be expressed in the form 
f = w + u 
where w is the sum of the first (2N+1) terms of the Fourier 
a Q N . 
series for f, i.e., -j—I- c o s n x + sin nxl where an,b 
n=l n 
are given by (2.15), (2.16) and u is orthogonal to each of the 
(2N+1) functions 
, _ f • (sin nx) „ _ -. o b_ = .. % ..y , n = 1,2, 
"n 'Isin nxl 
of (2N+1) functions 
j^, cos x, sin x, cos 2x, sin 2x,..., cos Nx, sin Nx! 
Furthermore Theorem 3.5 of Chapter 5 tells us that among 
all the possible linear combinations of these functions: 
a Q N 
g(x) = -x- + ( a c o s n x + si n n x ) 
n=l 
the mean squared error, 
7T 
^ I [f(x) - g(x)]2 dx , 
J-1T 
is least when the a 's and (3 's are taken to be equal to the n n 
Fourier Coefficients a ,b . n n 
Finally from the result- of Problem 3.7 of Chapter 5 we 
2 2 m (v ' V . ) ry ry ry III / V • V . \ ry ^  ry 
E - T — - HI " - H I or W H llv.ll2 * ||v||2 
i-i iivjr i=iViiv.ir/ 1 
which means that 
f a0 2 + ^ ^ l 2 + b l 2 + ••• + a N 2 + b N 2 ) = f f2(x) dx. J-TT 
From the "ixiorr.. of Continuity (Chapter 3, Section 11, Property F) 
it follows that the sum of the squares of the Fourier Coefficients 
converges and that 
1 2 — 2 2 < 1 r 17 7 \ a Q 2 + (an2 + b n 2) S I , f2(x) dx. 
n=1 J-n 
See Problem 10.5 of Chapter 5.] 
Now the question is, "Does the Fourier Series for f(x) 
converge to f(x) at each point x in the interval (-IT = x = tt)?" 
Theorem 2.1 below will deal with this question. To set the 
stage for that we need to make one remark and define some terms. 
Definition 2.2. A function g(x) is said to be periodic of 
period T if g(x+T) - g(x). 
Remark: Since each term on the right side of equation 
(2.14) is periodic of period 2tt, it is clear that if the Fourier 
series does converge to f(x) then f(x) is periodic of period 
2it. Thus in Theorem 2.1 we shall postulate that f(x) is 
periodic of period 2tt. After that we shall see how the theorem 
can still be used when f(x) is not periodic. 
Notation: The limit of f(x) as x approaches a number a 
through values larger than a is denoted by lim f(x) = f(a+). 
x -» a+ 
To be precise f(a+) = b if for every e > 0 there is a 6 > 0 
such that |f(x) - b| < e whenever a < x < a + 6. Similarly 
the limit of f(x) as x approaches a through values less than a 
is denoted by lim (x) = f(a-). 
x -» a-
Definition 2.3. A function f(x) is sectionally smooth on an 
interval (a,b) if the interval can be partioned into a finite 
number of sub-intervals: 
(a,x1), (x1,x2),...,(xn,b) (See Figure 2.1) 
such that the following 3 conditions are satisfied. 
Digitized by G o p g l C 
In the interior of each subinterval t(x) is differ-
entiable. 
As x approaches an endpoint of any subinterval through 
values in the subinterval f;x) approaches a limit. 
That is, the limits f(a+), f(xj-), f(xj+),...,f(x -), 
f(x +•), f(b-) exist. 
The "derivatives" exist at. the endpoints in the sense 
that the limits 
x -> a-t x -- x j - 1 
f (b-)-f (x) . „ ..., lim — — *—L exist. , b-x x --> b-
Theorem 2.1. If f(x) is periodic of period and is section-
ally smooth in the interval (-TT,TT) then the Fourier series for 
f(x) (equations (2.14) - (2.16)) converges to f(x) at all points 
x at which f(x) is continuous and converges to the number 
f( x +) + £(x~) (i.e., the average of the left- and right-hand 
limits) at points x at which f(x) is discontinuous. 
Note. Theorem 2.1 can be stated more simply as follows. "If 
f(x) is periodic of period 2tt and is sectionally smooth in the 
interval (-T,TT) then the Fourier Series for f(x) converges to 
f(x+) + f(x-) , 
— 2 • ) 
For a proof of this theorem see Sokolnikoff, I. S. and 
Redheffer, R. M., Mathematics of Physics jand Modern Engineering, 
McGraw-Hill Book Co., New York, 1958, p. 204. We shall not give 
a proof here. 
Suppose we have a function f(x) which is sectionally smooth 
in the interval (-ir,7r) but not periodic of period 2tt. Its 
Fourier Series is again given by equations (2.14)-(2.16), but 
of course the Fourier Series does not in general represent f(x) 
outside the interval (-TT,TT). If however we are interested in 
the function f(x) only for x in the interval (-7r,7r), then the 
Fourier Series might represent it in that interval. To enable 
ourselves to apply Theorem 2.1, we introduce a new function, 
called the periodic extension of f (x) from the interval (-vr, r) . 
This is the function g(x) defined by 
- 8 .26 -
g(x) = f(x), -7T • X < TT 
g(x) - g(x + 2tt) all x (See Figure 2.2). 
The function g(x) coincides with f(x) in the interval 
-tt = x < tt. Hence the Fourier Series for g(x) is also given by 
Equations (2.14)-(2.16). Theorem 2.1 may now be applied to g(x) 
The fact that the Fourier Series converges to S( x +) + fi(x") 
for all x implies that for all x such that -tt < x < tt the 
Fourier Series will converge to ^ ) j while for 
x - ±tt it will converge to £(-7r+) ^ f(7r") . 
Figure 2.2 
Example 2.1. Let f(x) = x. The periodic extension of f(x) 
from the interval (- t t , 7 t) is given by 
g(x) = x -TT = x < tt 
g(x + 2 t t) = g(x) , all x. 
Both f(x) and g(x) are sketched in Figure 2.3. 
Figure 2.3 
The Convergence Theorem (2.1) is concerned with the function 
g(x). The Fourier Series for f(x) and g(x) are the same and are 
given by 
0 
-x- + Y \ a c o s nx + b sin nx) , 
n=l n n 
where 
i R ^ i F a = — f(x) cos nx dx = — / x cos nx dx = 0 , n 7T / v TT J ' J-ir J-it 
and 
H 
S 
b - i n IT 
IT TT 
f(x) sin nx dx = — / x sin nx dx 
-TT 
TT •TT 
1 
TT 
x cos nx . sin nx 
n + 2 ~ n 
IT 2 cos nv 
•TT 
n 
= zlill)! = lIzll^L . Original from 
>,g,l,zed b y V j ^ O O g i e n CORNELL UNIVERSITY 
Thus the Fourier Series for f(x) or g(x) is given by 
(2.17) 
oo / t \n+l . 
? xp (-1) s m nx 
" i n n=l 
9 ( si11 x sin 2x , sin 3x 
/ ,Nn+1 . \ , (-1) s m nx , \ 
+ n 
The convergence theorem, (Theorem 2.1) then asserts that this 
series converges to . This function is sketched 
in Figure 2.4 along ^ith the first three partial sums: 
S t ( x ) = 2 sin x , 
o / \ o i sin 2x S2(x) = 2 ( s m x - -—2 
S3(x) = 2 (sin x - SiSjZx + sin^3x 
Figure 2.4 
Digitized by t j O O g H S 
Note in particular that at x = 0, ±v, ±2T 
g(x+) + g(x-) 
•• the value of 
is zero and the Fourier Series indeed converge 
to zero. 
Although it is slightly extraneous to our present purpos 
one may use Fourier Series to obtain formulas for the sum of 
certain series. Thus for example we see from Figure 2.4 that 
at x = v/2, g(x) = Therefore in virtue of Theorem 2.: we 
have 
, -i \n+l . mr „,. 3tt » (-1) sin -g- 7r s i n T sin -y-
= 2 ^ - 2 I s m 7 2 + — 3 • 
n=l 
= 2 ( i - l + l - l . . . ) . 
Thus we have the summation formula 
(2 .18) 1 - 1 + 1 - 1 + . . ^ 5 / = r- (-
1) = £ ' n2n + 1 7 n=0 
Example 2.2. Figure 2.5 shows a sketch of the function 
f(x) = -1 , x ^ 0 , 
f(x) — x , X > 0 . 
Figure 2.5 
_ p O r i g i n a l from 
Its periodic extension from the interval (-77, tt) is given by 
g(x) = -1 , - t t = x = 0 , 
g ( x ) = x , 0 < x < 7 t , 
g(x + 2ir) = g(x) all x, 
as is sketched in Figure 2.6. 
Note that this function is described by a different alge-
braic expression in each of the two intervals -tt = x = 0 and 
0 < x < tt. When integrating such a function from -tt to +tt we 
break the integral into two parts; one going from -tt to 0, 
the other from 0 to 7r. In the first we set g(x) = -1, and in 
the second we set g(x) = x. 
Figure 2.6 
The convergence theorem (Theorem 2.1) is concerned with 
the function g(x). The Fourier Series for f(x) and g(x) are 
the same and are given by 
ao 00 -rr- + (a cos nx + b sin nx) 2 v n n ' n=l 
where 
1 r TT 1 T 0 i f 7 7 
a = — / f(x) cos nx = — / (-cos nx)dx + — x cos nx dx 
n 71 J-ir T J-ir nj0 
-sin nx 
77T1 
0 
1 /X sin nx . cos nxN + — C + 2—' tt x n 
•TT n 
7r 
0 
1 
TTTl 
(cos mr - 1) = for n ^ 0 ; 
7m 
= 4 / 7ff(x)dx = - I "(-l)dx + i / x dx 
TT 
l0 TT -TT TT •TT IT 0 
1 + TT 2 
TT 
0 
= Z - 1. 
2 i 5 
and 
TT 0 7r 
b = -n tt f(x) sin nx dx = — / (-sin'nx)dx + — / x sin nx dx -TT TT - TT TT 0 
1_ cos nx 
tt n 
0 
-TT 
+ f -x cox nx + sin nx 
77 V n n 2 
TT 
0 
1 - cos nil" cos nir 1 -
7m n 
(1 +tt) cos n7T = 1 - (1 + tt) (-1) 
mr mr 
n 
Hence 
(2.i9) S(x+) + g(x-) 
1 N i c o s n x + s i n nx) 
77 n=1V n J " 7 I f *
 1 1 + n 
For example at x = 0, ^ S(x~) = - ^ (from Figure 2.6). 
Hence from (2.19) we get 
(2.20) - \ = \ ;f - r + 1 f . 
n=l n 
The numerator in the series is zero when n is even, hence 
we can write (2.20) in the form 
(2.21) 4 - = H -tjt - T + + + +. . . = Y1 — T • 
0 n odd n 1 3 5 7 n=0 (2n+l)Z 
Similarly at x = tt/2, we get 
7r 1 / 77" , V 1 T — 2 + 7 T . _ , N T T 
2 = 2 (2 - X> + - 2E=T S i n ( 2 k _ 1 ) 1 ' k=l 
or 
2 2 71 k=l 2 k _ 1 
tt _ _1 2+7r 
i.e., 
as in (2.18). 
The sequence of partial sums in eouation (2 
S0(x> 
Sj_(x) = J - j + 1 (-2 cos x - (2 •+ rr)sin x) 
S2(x) = f ' 7 + ^ cos x •+ (2 4- rVsin x) - ^ sin 2x. 
These functions are graphed in Figure 2.7 along with g(x). 
h 
s ISJ 
Figure 2.7 
Digiti '.ed by C i O O g l e 
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tf jr Problems 
^detail the computations of Example 2.1. 
^^xe. graphs carefully and add the graph of 
y/) to your version of Figure 2.4. 
iNote: You may find it advisable to have the computer 
do the arithmetic for you.] 
(c) Do the same for Example 2.2 and Figure 2.7. 
Repeat the procedure of Example 2.1 but starting with 
(a) the sawtooth wave (see Figure 2.8). 
f(x) = |x| , -77 = X < 7T 
— 3TT -27r -TT Tr 2tt 3TT 
Figure 2.8 
Answer: f(x) = J- Z n~2 cos nx. 
J n odd ' , 
(b) the square-sine curve (see•Figure 2.9). 
5 i n ( x ) = - 1 , - t t = x = 0 , 
5in(x) = 1 , 0 < x < tt , 
1 
- 2 77 
Digitized 
•77 
Figure 
77 
-1 
2.9 
(c) the square-cosine curve (see Figure 2.10), 
COS X = "I , -7T = X = -TT/2 , TT/2 < X < TT, 
Cos x = +1 , -tt/2 < x = tt/2 • 
1 
-1 
Figure 2.10 
(d) the ramp function, 
f(x) = 0 , x < 0 , 
f ( x ) = x , 0 = x = -
f(x) = IT , X > 
(e) the step function, 
f(x) = 0 , x < 0 , 
f(x) = 1 x = 0. 
Ans 1 2" + T. 71=1 
sin(2m-l)x 
2m-l 
(f) the half-rectified sine wave, 
f (x) = 0 , -TT = X = 0 , 
f(x) = sin x , 0 < x < t t. 
2tt 
7T 1 
TT 
Figure 2.11 
Figure 2.12 
^ r 
,mll\ -11 ii- £T1 
Figure 2.13 
Check your Fourier Series by letting x - TT/2 and verifying 
the formula 
7 r 
ZT 
1 = f (-l) n + 1 
4n -1 ' 
H 
S 
(g) the full rectified sine wave 
f(x) = |sin x| . 
Figure 2.14 
2 
(h) The function f(x) = x . Check your result by 
verifying equation (2.21) and also the summation formulas 
. £ i 
T " n-l ^ • 
2 V 00 . Nn+1 T _ C ("I j - £ n=l n 
2.3 Show that the Fourier Series for f(x) can be written in the 
form: 
, r it i 00 /"v 
1 ' f(t)dt + - £ I f(t) cos n(x-t)dt. 
•TT n=l >-7T ^J-
m JZ 
| 2.4 Suppose that f(x) is given on the interval (-tt,7t). Discuss 3 
s- the relative merits of a Taylor Series representation versus n 
(0 u (U 
§ under which the series is defined, convergence to f(x), the 
o u 
f goodness of fit at various values of x in the interval, term-
£ O 
| wise differentiability and integrability, etc.) You may 
•M •M 
^ consult other texts. 
£ O 
!= 2.5 Show that the series (2.2) can be written as the real part 
00 
of the power series T C z n, where C = A -iB and z = e l x. n=0 n n n n 
2.6 In complex form (see Problem 10.5 of Chapter 5) the Fourier 
Series of f(x) is 
(2.23) E a n e l n x , n=-« 
H 
S 
where 
(2,24) 1 / ' an = / -u 
e" l n Kf(v)d*. 
(a) Taking f (x) = x, obtain the Fourier Series oP the 
function in the form 
V (-1) m x 
/ ' e j in ' 
where 21 goes from to hut omits n = 0. By pair-
ing off the terms with the same \/alue of jnj reduce 
thi s sum to (,2,17). 
(b) Solve Problem 2,2f by this method. [Hint: Express 
sin x in terms of exponentials before integrating.] 
3 Change of Interval 
At the end of the previous section we saw how any function f(x) 
which is sectionally smooth in the interval ( - 7-, tt ) could be repre-
sented by its Fourier Series in that interval. Suppose we now 
have a function g(x) which is sectionally smooth on an interval 
xw a I ''' r . 
(See Figure 3.1). By making a change of variable 
which maps the interval ix-a; < r into the interval -tt < y < u we 
can reduce this problem to the previous case. Specifically let r it 
(3.1) 
i.e., let 
= ^ (x-a), x 4. IX 
x 
.ligilize<f 
a-r a a-t-
b y L j O O S l C p , Original from® "igure 3.CORNELL UNIVERSITY 
and let 
(3.2) f(y) = g(x) = g(a + , - t t < y < tt. 
Applying Theorem 2.1 to f(y) we have 
(3.3) f(Y+) + f(Y-) - ^ + £ (an cos ny + b R sin ny) 
where 
1 r tt I r 
(3.4) a n = - / f(y) cos ny dy, - - / f(y) sin ny dy 
J - TT 7-TT 
Using (3.1) and (3.2) we obtain from (3.3) and (3.4) 
respectively 
d. oo 
(3.5) fiW + ^ = + n (a cos !f(x-a) + b nsin^(x 
n=l 
where 
1 C a + r ri-
(3.6) a n = f g(x) cos ^-(x-a) dx 
and 
i ra+r 
(3• 7 ) h n = r § ( x ) s i n d x ' J a_r 
The series on the right of equation (3.5) with the co-
efficients given by equations (3.6) and (3.7) is called the 
Fourier Series for g(x) on the interval |x-a| < r. Equation 
(3.5) gives a valid representation when g(x) is sectionally 
smooth on the interval |x-a| < r. 
H 
S 
Problems 
3.1 Find the Fourier Series for the indicated functions on 
the indicated interval, and sketch (for comparison) the 
graph of the function and the first three partial sums 
of its Fourier Series on that interval. 
va) g(x) = x, |x| = 1 
Answer: 51 sin n^ rx 
n nir v n=l 
(b) g(x) = sin x, |x| = 1 
Answer: l-68n ( 1) n T X > (2 sin 1 = 1.68) 
n=l (nir) -1 
(c) g(x) = eX, |x-1| = 3 
G 0 ^ x < 1/2 < < 
(d) f (x) = \ (Interval 0 = x = 1) 
0 , 1/2 = x = 1 
. 1 . 2 sin(4n+2)7rx Answer: j + - £ 2n+l ' 
n=0 
3.2 (a) Find the Fourier Series for the function shown in 
Figure 3.2 on the interval 0 = x < 2. 
(b) Sketch the function to which the series in (a) con-
verges in the interval -2 = x = 4 indicating in 
particular the value at any point of discontinuity. 
I ? v cos nrr(x-l) , 1 r i n>n+l sir. n-(x-Answer: % - IT " + W V ; n " — - -J J n n= 1 a 
1 
t 
Digilize<f by Google 
X — > 
Figure 3.2 
3.3 (a) Show that the complex form of the Fourier Series 
(Problem 2.6), for the interval a ^ x < b, is 
c/ \ c incx f(x) ^ 2. a n e n= 
with 
a = r V i n c X f ( x ) d x , n b-a / \ / > J a 
where 
c = 2n / (b-a) . 
(b) Use this formulation to show that 
c o s h x = 1 2 f- (-1)" c o s n 7 r x . 1 < X < 1 ; 
s i n h 1 n-1 1 + 7 7 
and hence that 
— 1 coth 1 = 1 + 2 —S-^T-
1 1+n t t 
4. Fourier Sine and Cosine Series 
Let f(x) be sectionally smooth on the interval (0,L). In 
the last section we saw how we could represent f(x) as a Fourier 
Series on this interval. In this section we shall see how f(x) 
can be represented for x in the interval 0 < x < L by a different 
Fourier Series in which all the sine terms are absent or, al-
ternatively, one in which all the cosine terms are absent. Be-
fore doing this we introduce some preliminary concepts. 
Definition 4.1. A function g(x) is said to be an even function 
2 4 - 2 
if gf-x) = g(x). (Examples;; g(x) r- * T g(x) - x + x , 
g(x) = cos x) . A function g(x) is said to be -m odd function 
3 i 
if g(-x) = -g(x). (Examples: g(x) - x . g(x) = x" f x. 
g(x) = sin x). See Figure 4.1 
An even function An odd function 
Figure 4.1 
Theorem 4.1. If e-^(x) and e2(x) are even functions of x and 
(x) and (^(x) are odd functions then 
e^(x)e2(x) is an even function of x 
e^(x)0^(x) is an odd function of x 
0^(x)02(x) is an even function of x , 
also 
f \ l M d x . 2 f o \ (x)dx 
and 
j 01(x)dx = 0. 
J- a 
The proof is left to the student (Problem 4.1). 
Suppose now that g(x) is sectionally smooth in the interval 
(-L,L). By formulas (3.5)-(3.7) we have 
( 4 . D S(*+) + fi(x-) . l 0 + l a c o s B p + b s l n Sg* f 
n=l n n 
where 
(4.2) an = i / " L L g ( x ) C O S H T dx> bn = Z S i n H T d x" 
From equation (4.2) we observe that if g(x) is odd then, 
by Theorem 4.1, a = 0 for all n: if g(x) is even then b = 0 
j ' n n 
for all n. To put it another way: An even function has only 
even terms (cosines) in its Fourier Series; an odd function 
has only odd terms (sines) in its Fourier Series. 
Now suppose f(x) is given only on the interval 0 = x = L. 
If we wish to represent f(x) by a sine series, we make the 
odd periodic extension of f(x) from the interval (0,L). That 
is we define the function g(x) by 
(4.3) g(x) = f (x) , 0 = x < L , 
(4.4) g(x) = -f(-x),-L ^ x < 0 , 
(4.5) g(x + 2L) = g(x), all x. 
(See Figure 4.2) 
Figure 4.2 
Then we expand g(x) in a Fourier Series on (-L,L) as in 
equation (4.1). Using Theorem 2.1 and equation (4.2) we get 
for 0 < x < L, 
f(x+) + f(x-) = £ b_ g i n mrx 
n=l n 
where 
b = t- f(x) sin dx. n L Q L 
Similarly if we wish to expand f(x) in a cosine series 
we obtain the result 
f<*+> + f < » - I a cox H ™ 2 2 i n L n=l 
where 
2 1 c / \ n7TX , = v- f(x) cos —;— dx. 
JO L 
Problems 
4.1 Prove Theorem 4.1. 
4.2 Expand the function f(x) = x, 0 = x < 1. 
(a) In a cosine series. 
(b) In a sine series. 
Sketch the first three terms of the sequence of partial 
sums in each case. 
1 4 °° 1 Answer: (a) y - —y £ ? cos (2n+l)-rrx , 
L 7r n=0 (2n+l) 
H 
S U 
(b) 4 L izll 
n+1 
77 n=l n 
sin nTrx. 
4.3 Expand the function f(x) = sin x, 0 = x < tt in 
(a) a cosine series, 
(b) a sine series. 
4.4 Expand the function f(x) = x 2, 2 = x < 3 in 
(a) a cosine series of period 2. 
(b) a sine series of oerlod 2. 
Sketch the first three terms of the sequence of partial 
sums in each case. 
4.5 (a) Find the formula for 
the coefficients in 
the Fourier sine series 
for the function f(x) 
defined in Figure 4.3. 
Figure 4.3 
(b) To what must the series of part (a) sum when x = 7/2? 
(c) It is desired to determine the Fourier series for the 
function on the range (0,3). Set up the integrals 
which must be evaluated to dt-termine the numerical 
values of the Fourier coefficients a and b . 
Partial Answers: n n 
(a) b = — (2 + sin . v 7 n mr v n n 3 ' 
/ ^ 4 f 1 2nir(x-3/2) . 
an " 3 ' c o s * 1 d x 
+ § I (3-x)cos 2nir(x-3/5) dx 
4.6 Obtain the Fourier Sine Series for the function shown in 
Figure 4.4. 
h 
s 
a 
f(xU 
ai a 
;v:er: / -.1) ( r- 1 n"1 s M $ & l h d n K ^ 
M a d f S W J P g i e CORNELuSlVERSlfV 
4.7 (a) Obtain the Fourier-
Cosine Series Expansion 
for the function indicated 
in Figure 4.5. 
(b) To what number does the 
series in (a) converge when x = 51. /4? 
4.8 (a) Find the Fourier Sine Series for the function 
Figure m-.5 
( -1 , 0 = x < A 
f(x) = -, 1 < 
l + l , \ < X Sr 1 . 
(b) Without summing the series, what does the series converge 
to when x = 5/4? 
(c) Use the results of (a) and (b) to find the sum of the series 
1 1 + 1 
1 5 
j+ ^ . . . 
. / \ 4 ^ sin 2(2k+l)7rx Answer: (a) - - ^ (2k+l) 1 • TT 
(b) -1. (c) tt/4. 
5. Applications to Solutions of Differential Equations 
Fourier Series have many applications in differential equations, 
We have seen one such soplication in Section 1, and we illustrate 
another by an example. Consider the differential equation 
(5.1) y" - k 2y = g(x), 
where g(x) is a periodic function of period 2tr, and let us say is 
given by its Fourier Series 
a0 
g(x) = -rr- + Z. (a cos nx + P sin nx). 
Z n=l n n 
We are looking for a periodic solution y(x) of equation (5.1) 
with period 2tt (the same as that of the "forcing function", 
g(x)). Let us proceed on the tentative assumption that this 
solution y(x) can be represented by its Fourier Series: 
a0 00 y(x) = - 7 5—h £L (a cos n x + b sin n x ) J N z -, n n n=l 
and that this series can be differentiated termwise twice. 
Substituting in equation (5.1) we obtain 
.2 
a 0 °° 2 2 2 2 - — j — ~ H [(k +n )a cos nx + (k +n )b sin nxj 
n=l 
a 0 00 = + 21 (a cos nx + P sin nx). 2 -, v n n ' n=l 
Equating the coefficients of like terms (or, alternatively, 
multiplying each side by cos mx or sin mx and integrating from 
-tt to t t) we get 
« - a ° 
- (k2+n2)a = a , or a = * n = 1 
n n k +n 
9 9 \ - (kz+n )b = p , or b = « n = 1. v ' n n ' n , 2, 2 k +n 
Thus we are led to a solution of the form 
-a* 00 a (3 
(5.2) y(x) = — j " 21 ( 2 c o s n x 2 n x 
2k n=l k +n k +n 
If and 3 n, the Fourier coefficients of the given function 
g(x) go to zero tike -ij-, or faster, as n -» =u then the series 
n" 
in (5.2) can be differ-nitiated termwise twice and thus one can 
conclude that (5.2) is actually a solution of equation (5.1). 
To be more specific suppose that g(x) is the sawtooth function 
shown in Figure 5.1. Its Fourier Series is 
Z it [cos x cos 3x + + cos (2n+l)x + 1 2 " TT L 1 • • • ( 2 n +l) 2 " ' -I 
that is, 
a Q = Tr 
a — 0 if n is even, n - 2 v -TT TT 2< 
a 2n+l Figure 5.1 7r(2n+l)< 
Consequently in this case equation (5.2) takes the form 
JO 
(5.3) y(x) = ^ + 1 £ j 
2k n n=0 [k +(2n+l) j(2n+l) 
If the right side, of (5.3) is differentiated termwise twice it 
becomes 
(5.4) _ $ £ cos (2n+l)x  
T n=0 k2+(2n+l)2 
It can be shown that the series (5.4) represents y"(x), where 
y(x) is defined by equation (5,3). Subtracting k times the 
right hand side of equation (5.3) from the series (5.4) we get 
II ,2 IT 4 f, , k 2 cos ('2n+1 )x y - k y = j - - H U + ; t ~7 S-Z n=C L >2mi r J k -^'2n+l) 
TT 4 ^ cosC2n+1)x . •> 
Z 77 n=0 (2n-*-l) 
thereby verifying that equation (5.3) indeed gives a periodic 
function of period 2TT which satisfies equation (5.1) when g(x) 
is the sawtooth function. 
Problems 
5.1 With g(x) the sawtooth function, as in the text above, find 
the Fourier Series of a periodic solution of period 2tt of 
the equation 
2 
(a) y"+k y = g(x). Show that resonance occurs if k is an 
odd integer. 
Answer: — ^ + — 
2kz w n=l,3,... n^(n^-k^) 
tt , 4 > cos nx 
T~TTT. 
(b) y"+3y'+5y - g(x). 
A O OR- • -ZL _ it ? "4(n2 fn -l )cos (2n-f-L)x+3 (2n-i-l)sin(2n+l)x Answer. i n — _ 9 9 i± v n=0 (2nfl) [25-(2n+l) +(2n+l) ] 
A rectangular plate of dimensions 2^1, as indicated in 
Figure 5.2 has the edge y = 0 held at the temperature 
distribution 50 sin -y- , and the edge y = 1 is held at 
150 sin /rx. The edges x = 0 and x = 2 are held at 0°C. 
(a) Find the steady state 
temperature distribu-
tion in the place. 
Answer: 
150 . . -t—: sinh fry sin ix unh t J 
y 1 
150 sin trx 
> P J-^/50 sin rx/2 
' ~~ i 2 
Figure 5.2 
H 
S 
+ 50 (cosh - coth ~ sinh -f) sin . 
(b) Find the steady state temperature at the point 
P(l, to two significant figures. 
Answer: 32°. 
• 3 The block shown in Figure 5.3 has dimensions 7x5x3 and is 
isotropic and homogeneous. 
ai 
Figure 5.3 
The five faces z = 0, z = 5 , x = 0, x = 3, y = 0 
are held at temperature zero, while the face y = 7 is 
kept at temperature 60 siri ttx sin ttz . Use the method of 
separation to find the steady state temperature u(x,y,z). 
Use this to find, to two decimal place accuracy, the steady 
state temperature at the point 
A metal rod, L centimeters long, with coefficient of thermal 
2 
diffusivity a is held in boiling water until it is heated 
uniformly to 100°C. Then (at time t = 0) it is withdrawn 
and the ends are pressed against ice so that the tempera-
ture of the ends is brought to 0°C and held at that tempera-
ture. Assume the lateral surface of the rod is insulated, 
so that there is no heat loss across the lateral surface and 
the problem can be treated as one-dimensional heat flow. 
3 1 3 7 > 7 - -pq- log 30 , j . [Check: the answer turns 
V 2 7T 
out to be a nice even 
number.] 
(a) Find the temperature u(x,t) in the form of an infinite 
series. 
Answer: 400 
TT k=0 2E+T 
(2k+l)Tra 
L sin (2k~t"l) 7TX 
(b) If the coefficient of thermal conductivity is 1.8 
cal/cm.sec.°C; the density is 10. grams/cm ; the 
specific heat is 0.02 Cal/gram°C and the length 
L = 6 cm. find the temperature (to the nearest tenth 
of a degree) at the midpoint of the rod after 0.4 
seconds. 
Answer: 47.6°. 
5.5 A simple harmonic oscillator of mass M and stiffness K is 
acted on by the pulsed periodic force F(t) shown in 
Figure 5.4. Determine the forced response of the 
oscillator (particular solution) to this excitation (in 
the form of an infinite series). Frorr problem k.6, 
F(t)=f r. 
•I i n=l 
• „ titt . mr 
4 » sin -j- sin ^ 
sin 11 
/ •••' ••; / / 
-7- K 
f(t) 
M 
F(t) 
-1 
1 1 i 1 2 3 ^ 5 6 7 8 9 10 
Answer: 2 v/2 
Figure 5.4 
sin(i7t/4) sin(3"t/4) 
K 
L CT 
TT2 
IS 
K 
FT 
_2 + , provided 4 
K 
is not an odd integer 
ponding term must be replaced by ± -^OeftNEHrOMIVEBSITY 
If it is an odd integer N, the corres-
, , , . 2t 
In the L-C circuit shown be.! v 1 he vol cav.i E(t.) is the 
sawtooth function shown. 
E(t) 
E ( t J 
Figure 5.5 
(a) Show that the Fourier series for this function is 
E n (1/2 - 1/tt X 1/n sin nj.t) , where oo = . U n=l 1 
(b) Suppose that for t = 0 the swi r.ch S is open, so that 
at t = 0 there is no charge on the capacitor and no 
current flowing in the circuit (i.e., q(0) = 0, 
q(0) = 0.). For t > 0 the switch is closed. Find 
q(t) (in the form of an infinite series). 
Answer: 
Eq |(l-cos o)nt) 
where en 
0 
2 1 
',na: sin <x>Qt - oIq sin najt) 
Lv'iu | 2 2 2n 0 a-1 n(a)Q -n co ) 
0 LC ' 
(a) In Example 3.4 of Chapter 7 we derived the heat equa-
Consider the heat flow in the rod 
shown in Figure 5.6. The curved surfaces are assumed 
_2 1 du tion V u = —-~ir . 
a 2 d t 
u= 
o T = —TC-f" 
ry=o>-
C r , j O O g l C Figure ^ N E [ L UN|VERS|Ty 
to be insulated and the temperature uiNx,t) a function 
of the distance x along the rod and the time t. Then 
u(x,t) satisfies the equation 
<5-5) dx a 
Suppose that the temperature at the ends of the rod are 
fixed at 0°. 
Then 
(5.6) u(0,t) = 0 , 
(5.7) u(a,t) - 0. 
If at time t = 0 the temperature is 
(5.8) u(x,0) = f(x) 
use the method in the text to find u(x,t) satisfying 
(5.5)-(5.8) 
r u . . X" I T ' , 2 Hint: ^ = "y* = -k 
,2 
X = A sin — — , T = Be \ a J 
3
 ,2 /mra \ 
t \ o • n irx ( -u(x, t)= > C sin e mrX-
 a
 •' 
"n a~ 
To satisfy (5.8), I C sin ~ = f(x), from which ii 
«=n " I ^ * * ] 
(b) If the initial temperature distribution is x(a-x) 
deg. Centigrade and the rod is 50 cm. long and 
is made of copper (specific gravity = 8.89; thermal 
conductivity k = .84 cal/cm.deg.sec. and specific 
heat c = .092 cal/gr.deg.) find the temperature at 
the midpoint at t = 10 minutes. Answer: 37C'• 
(c) Same as (b) but the rod is made of glass 
(p = 2.4 gr/cm , k = .0015 cal/cm.deg.sec. and 
specific heat c = . 18 cal/gr.deg.). Answer: c20°. 
(a) In Problem 5-7 show that if the ends x = 0, x = a 
are insulated then conditions (5.6), (5.7) are re-
placed by 
(5.9) (0,t) = 0 
(5.10) (a,t) = 0. 
(b) r?ind fciie terneratuwe u(x,tj in this case. 
[Hint: Exoand f(x) in a Fourier Cosine Series.] 
Answers: (a) 417', (b) 6]3° • 
A rod 2 feet long with coefficient of thermal diffusivity 
2 
a = 0.3 sq. ft/hr. has its left end held at temperature 
0° and its right end held at 80° until a steady temperature 
state is attained. Then (at time t = 0) the right end is 
suddenly brought to the same temperature as the left end, 
namely to 0°. 
(a) Find the temperature distribution u(x,t) in the rod. 
160 ^ (-l) n + 1 . v x -n2r2 (0.075)t Answer: — sxn ----- y 
,git,zed by ^ O 0 g I * CORNELL UNIVERSITY 
(b) Compute the temperature at the midpoint of the rod 
after twenty rr.inutes to one decimal place accuracy. 
.Answer: 33.3' • 
.10 The vibrations of a tightly sketched string may be analyzed 
as follows. Figure 5.7 shows a small section of the string 
and the forces acting on its ends (gravity is neglected in 
comparison with the tension T). 
Figure 5.7 
The net upward force is (T sin a ) x + A x " ( T si-n a)x-
Equating this to the mass times the acceration 
p ( A x ) IL^ a nd letting Ax 0 show that cos a z 
A d / . \ p o u cos a -j— (sin a ) = -fe — , dx v l ^ .2 ' dt 
where the tension is taken to be constant along the 
string. 
Noting that tan a = ^ show that 
2 / , > \2 \ >2 d u ( du \ \ p d u 
t t • 
If we assume that is small, we can write ox ' 
(5.11) ^ = \ ^ • 
dx c dt 
This is called the wave equation. 
(a) Show that c T — has the dimensions of velocity. It 
P 
is the velocity of propagation of the waves of (5.11) 
(b) If the string is fixed at its ends x = 0, x = L and 
if at time t = 0 it is displaced to a position 
u(x,0) = f(x) and released from rest then u(x,t) 
satisfies (5.11) and the conditions 
u(0,t) = 0 
u(L,t) = 0 
^(x,0) = 0 
u(x,0) = f (x) . 
Use the method of separation of variables to find 
u(x, t) . 
ru. . X" 1 T" _ i 2 y . 0 • nTrx T _ R nirct [Hint: = — j — = -k ; X = A sin — j j- , T - B cos _ — 
00 
r - n h t t x nirct /c i o\ / Z. sin —?— cos — ? — . (5.12) u(x,t) = ^ n L L ; 
where 
c n = r / 0 l f < x > 8 l n t t d x ] • 
Interpret the individual terms in (5.12) as standing 
waves. 
(c) Show that (5.12) can also be written in the form 
00 C 
(5.13) u(x,t) - H [sin SZ(x+ct) + sin ^L(x-ct) ]. 
n=l 
Show that any function f(x+ct) may be regarded as a 
wave traveling to the left with velocity v; any func-
tion f(x-ct) as a wave travelling to the right with 
velocity v. Hence interpret the individual terms 
in the series of (5.13) as the superposition of waves. 
5.11 (a) Show that the longitudinal vibration of a horizontal 
bar is described by the equation 
s2 9 .2 o u I a u u = c —rr , where c = 
dx dt 
E 
P 
[Hint: In Figure 5.8 we examine a section of the rod 
of length Ax. Newton's law F = ma becomes 
. 2 i 
d t 7 ' 
( PA)| x - (PA)(X+AX = P (Ax)A ^ 
U(x) u(x+Ax) 
x x4 Ax 
Figure 5.8 
where p is the pressure, A the cross sectional area and 
p the density. Dividing by Ax and letting Ax -» 0 we 
obtain 
H 
S O 
(5.14) 0 u 
Note from Figure 5.8 that 
u(x-IAx) - u(x) strain = ^ 
Hence by Hooke's law 
C5.15) p = E du 
Digi l i 
where E is Young's modulus. 
[&cf by Google 
ai 
ai 
H 
S 
Use (5.15) in (5.14) and the assumption that the cross 
section is uniform to complete (a)]. 
What is the physical interpretation of the conditions: 
5u 
<b> S 
S 
x=L " E' 
(c) u(0,t) = 0. 
(d) u(x,0) = 0. 
(e) |£<x,0) = 0. 
5.12 In Problem 5.11 let v(x,t) = u(x,t) - Find the 
conditions on v(x,t) corresponding to (a)-(e), and then 
solve for v(x,t). Hence find u(x,t), the solution to 
Problem 5.11. 
5.13 If the rod in Problem 5.8 is carrying a current which 
is generating heat at a constant rate show that (5.5) is 
replaced by 
i 0 
1 
z £ o 
| where r is a constant. Show that a solution to this equa-
•M •M 
« tion is u(x,t) = v(x,t) + rt where v(x,t) is a solution 0 
1 Of (5.5). U <u | 5.14 If the rod in Problem 5.8 radiates heat by Newton's o [ 1 
law show that (5.5) is replaced by 
- a 2 ^ - B(u-Tn) , ox 
0! O 
where B is a positive constant. Show that this equation 
_ D 4-
has a solution of the form u(x,t) = e v(x,t) where 
v(x,t) satisfies (5.5). 
5.15 The displacement u(x,y,t) of a rectangular vibrating mem-
brane satisfies the equation 
(i) c 2 + 
dt Vdx dy J 
where c 2 = ^ (ft/sec), T(lb/ft) is the tension, 
2 2 g = 32 ft/sec and p(lb/ft ) is the surface density. 
(a) Derive (i) in the manner of Problem 5.10. 
(b) Give the physical meaning of the following conditions 
(ii) u(0,y,t) = 0 
(iii)u(a,y,t) = 0 
(iv) u(x,0,t) = 0 
(v) u (x,b, t) = 0 
(vi) u(x,y,0) = f(x,y) 
(vii)|^(x,y,0)= 0 
(c) Use the method of separation of variables to find the 
formal solution of (i)-(vii): 
u(x,y,t) = £ £ E m n sin ^ s i n Bgi Cos ( t t c I / 4 + 4 
m=l n=l \ V a ° 
where 
E = A . mn ab 
fb r a 
JO JO 
c / \ . nnrx . nnrx , , f(x,y) sin — — s m — d x dy, 
o 
I-S 
O r -i - o . o j . -
5.16 (a) Fill in the details of the following method of 
solving equation (5.1). 
Expand rt(x) l n the complex exponential form of the 
Fourier Series as in Problem 2.6, 
00 
g(x) = E a e . 
n= -
Find a particular solution of 
11 , 2 inx y" - k y = e ; 
this solution will be 
1 „ Pinx J — - —rj rj- c • 
k +n 
Using the Superposition Principle (assuming that it 
can be extended to infinite sums) equation (5«l) has 
a particular solution 
m a. . 
v - T ,n e l n x 
y - >• - —2— n= k +n 
This can be written in the form 
y , . to _ £ 1 ( a e i n x + a e" i n x). —rr - I-* ~r\ ry V f c 
? n=l k +n n n 
If g(x) is a real function then a n and a are 
conjugate complex numbers and 
E | 
5 so that finally 
> 
i 
(b) Use this method to solve Problem 5«1» 
//V/. "777 
h-2 
77777" 
5-17 A mass is connected 
v/ith a spring and 
dash-pot as shown. 
The alternating 
force F(t) shown in 
Figure 5.10 is ap-
plied to the mass. 
(a) Using the Fourier 
Series for F(t), (cf. 
Problem 2.2 (b) or 5.16) 
find the steady state 
response. 
(b) Show that the 
amplitude of the 
steady state response -, ~ v Figure 5.10 
is about 1/4tt and is due almost entirely to the first 
term of the Fourier Series of F(t). 
Figure 5.9 
F(t) 
-2L 
V 
TT $ i* 
-1 
JL 
Y v 11 I 
I-s 
ai 
* (U 
o E E o u 
(U u 
cn 
cn 
Digitized by C i O O g l c 
(U CD 
Adjoint of a matrix, 5.113 
an operator, 5.117 
Analog, electro-mechanical, 6.3 
Angle between two vectors, 5,11 
Angular momentum, 7.14 
Basis, orthogonal, 5.5, 5.16 
orthonormal, 5.15 
Blast loading, 6,49 
Boundary value problem, 8-3 
Canonical form, Jordan, 6.45 
Cauchy's inequality, 5.14 
Characteristic equation, 5.50, 6,6 
Characteristic function, 5.50 
Coefficients, Fourier, 8.21 
Column vector, 5.33 
Complementary solution, 6.48, 6.78, 6.154 
Complex eigenvalues, 6.12 
Component of vector orthogonal to subspace, 5.22 
Condition, initial, 6.1 
Configuration, relaxation, 6.33 
Convergence Theorem for Fourier series, 8.25 
Coordinate system, right-handed, 7.4 
Cosine series, 8.40 
Critical damping, 6.45 
Cross product, 7.2 
Curl of a vector field, 7.47 
Cyclic permutation, 7.2 
multiple roots of, 6.145 
Damping, critical, 6.45 
Definite quadratic form, 5.99 
V, 7.30 
V2, A, 7.51 
Differential equation, 6.1, 8.46 
homogeneous, 6.1 
linear, 6.1 
non-homogeneous, 6.48, 6.76, 6. 
n-th order, 6.141 
partial, 8.2 
second order, 6.101, 6.128 
Direction cosines, ratios, 7.12 
Directional derivative, 7.28 
Divergence of vector field, 7.47 
Dominant eigenvalue, 5.70 
Dot product, 5.3 
Eigenvalue, 5.46 
complex, 6.12 
of system of differential equations, 6.5 
Eigenvector, 5.46 
Equation, characteristic, 5.50 
multiple roots of, 6.145 
of system of differential equations, 
differential, see Differential equation 
heat, 7.53 
Laplace's, 7.81, 8.1 
Poisson's, 7.81 
wave, 8.56 
Equipotential surface, 7.41 
Even function, 8.41 
Extension, periodic, of a function, 8.23 
Factor, integrating, 7.62 
Field, scalar, 7.38 
vector, 7.39 
Filter, 6.164 
Fourier coefficients, 8.21 
Gradient, 7.30 
Half-rectified sine wave, 8.35 
Harmonic oscillator, 6.1, 6.66, 8.54 
Heat equation, 7.53 
Hermitian form, matrix, 5.114 
Hessian operator, 7.69 
High-pass filter, 6.165 
Homogeneous differential equation, 6.1 
Identity, Jacobi, 7.16 
Independent solutions of a differential equation, 6. 
Indefinite matrix, quadratic form, 5.99 
Inequality, Cauchy's, 5.14 
cosine series, sine series, 8.40 
series, 8.17, 8.20 
Frequency, natural, 6.9, 6.111 
Function, characteristic, 5.50 
even, odd, 8.41 
orthogonal, 8.18 
periodic, 8.23 
ramp, saw-tooth, step, 8.34, 8.35 
Schwarz, 5.9 
triangle, 5.2 
Inertia, 6.1, 6.3 
Initial conditions, 6.1 
Inner product, 5.3, 5.7 
Integrating factor, 7.62 
Irrotational vector field, 7.55 
Jacobi identity, 7.16 
Jordan canonical form of a matrix, 6.45 
Laplace's equation, 7.81, 8.1 
Laplacian, 7.51 
Left-hand limit, 8.23 
Length of a vector, 5.2, 5.9 
Level surface, 7.41 
Limit, left-hand, right-hand, 8.23 u 
Linear differential equation, 6.1 
Low-pass filter, 6.1 u u 
Matrix, adjoint of, 5.113 
| of system of linear differential equations, 6.4, 6.20 
-M 
| Hermitian, 5.114 
| orthogonal, 5.87 
ii £ 
ts unitary, 5.114 u 
| Middle Factor, Rule of the, 7.11 
S Mode of oscillation, normal, 6.111 c 
=F c o 
•D 
3 Momentum, angular, 7.14 
10 
| Multiple roots of characteristic equation, 6.145 
E 0 u 
1 Natural frequency, 6.9, 6.111 
<5 
u Negative definite matrix, quadratic form, 5.99 
iz Norm of a vector, 5.9 O 
3 
£ Normal to a plane, 7.13 
01 o 
Normalization of a vector, 5.11 
Non-homogeneous differential equation, 6,48, 6.76, 
n-th order differential equation, 6.141 
Odd function, 8.41 
Operator, adjoint, self-adjoint, unitary, 5.117 
Hessian, 7.69 
Orthogonal basis, 5.15 
functions, 8.18 
matrix, 5.87 
projection, 5.22 
transformation, 5.87 
vectors, 5,11 
Orthogonalization process of Schmidt, 5.16 
Orthonormal basis, 5.6, 5.15 
Oscillation, normal mode of, 6,111. 
Oscillator, harmonic, 6,1, 6.66, 8.54 
Partial differential equation, 8.2 
Particular solution, 6.48, 6.59, 6.154 
Periodic extension of a function, 8.23 
Permutation, cyclic, 7,2 
Poisson's equation, 7.81 
Positive definite matrix, quadratic form, 5.99 
Potential, 7.55 
Principle of superposition, 6.79 
Product, cross, vector, 7.2 
inner, 5.3 
triple scalar, 7.7 
Projection of a vector, 5.22 
Quadratic form, 5,98 
function, 8.23 
Ramp function, 8.35 
Rectified sine wave, 8.36 
Relaxation time, 6.33 
Resonance, 6.53, 6.58, 6.160 
Right-handed coordinate system, 7.4 
Rotation of a vector field, 7.47 
Row vector, 5.33 
Saw-tooth function, 8.34 
Scalar field, 7.38 
Schmidt orthogonalization process, 5.16 
Schwarz inequality, 5.9 
Second order differential equation, 6.101, 
Sectionally smooth function, 8.25 
Self-adjoint operator, 5.117 
Semi-definite matrix, quadratic form, 5.99 
Separation of variables, 8.12 
Series, Fourier, 8.17, 8.20 
Sine series, 8.40 
wave, rectified, half-rectified, 8.35 
Solenoidal vector field, 7.51 
Solution, complementary, 6.48, 6.78, 6.154 
particular, 6.48, 6.59, 6.154 
Solutions of differential equation, 6.20 
independence of -, 6.24, 6.114 
Square-cosine wave, 8.35 
-sine wave, 8.34 
Step function, 8.35 
Stiffness, 6.1, 6.3 
Superposition principle, 6.79 
Symmetric matrix, 5.58 
product, 5.3 
trigonometric, 8.17 
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