Abstract-Recently, mobile devices such as smartphones and tablets have become the most important medium for delivering internet traffic, especially multimedia content, to end users. However, mobile embedded memory incurs large power consumption owing to the highly frequent access and extensive computation. This paper presents an sizing-priority-based application-driven memory (SPIDER) design methodology for low-power mobile video applications. We investigate the size dependent memory failure characteristics and effectively reduce the memory failure rate with low area overhead. Also, we develop a model for the influence of the memory failure on video output, connecting the hardware design process and application requirement. Based on this, we design the SPIDER algorithms for area-priority and quality-priority mobile video applications. During this process, we also consider the contribution of both Luma and Chroma to output quality, avoiding over-optimization issue. We also develop a hardware-based python-assisted SPIDER simulator to apply our proposed design in one leading edge video compression system, the H.264 decoder. Our simulation results in 45-nm CMOS technology show that SPIDER supports mobile videos successfully as voltage downs to 500 mV from 1 V, enabling over 70% power savings in memory arrays.
I. INTRODUCTION
R ECENTLY, mobile devices such as smartphones have become the most important medium for delivering enduser internet traffic, especially multimedia content. According to research from Cisco in February 2013, two-thirds of global mobile data traffic will be driven by video in 2017 [1] . Fig. 1 shows an example of a video streaming system. The original video is compressed to reduce the number of data bits and then transmitted to mobile devices over a communication channel based on a specific protocol, such as Apple's hypertext transfer protocol live streaming [49] . However, video decoding has become the most important energy-intensive application The authors are with the Department of Electrical and Computer Engineering, North Dakota State University, Fargo, ND 58108 USA (e-mail: na.gong@ndsu.edu; seyedalireza.pourbak@ndsu.edu; xiaowei.chen@ndsu.edu; xin.wang.2@ndsu.edu; dongliang.chen@ndsu.edu; jinhui.wang.1@ndsu.edu).
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Digital Object Identifier 10.1109/TVLSI.2017.2715002 used in mobile devices [2] . In particular, the major signal processing units in video decoders, such as motion estimation, require a significant number of calculations and need frequent embedded memory accesses. Embedded static random access memory (SRAM) occupies over 65% of the core area of a video decoder chip [8] and contributes to over 30% of the system power consumption of a mobile device [9] - [12] . This situation is only expected to grow for the nextgeneration mobile video format-H.265/high efficiency video coding (HEVC) which has 2×-3× higher memory demand compared to that of H.264 [30] . First, the increased pixel complexity (10 b/pixel and 7680×4320 pixels/frame) and ultrahigh throughput requirement (120 fps) require much larger on-chip memories as data memories and pipeline buffers [31] . Second, to meet the high bandwidth requirement, designers increase on-chip memories to reduce off-chip memory traffic [32] - [34] . References [31] , [34] , and [35] are the three recently published mobile video decoders featuring 396, 154, and 308 kB of onchip SRAM. Consequently, enhancing the energy efficiency of on-chip SRAM is of paramount importance to enable efficient mobile video systems. Supply voltage scaling is one of the most effective techniques to reduce the power consumption of memory [1] - [7] . However, there are three main considerations for low-voltage memory designers.
1) The noise margin of conventional SRAM deteriorates significantly due to the process variation at low voltage. 2) Reducing the area overhead of low-power embedded SRAM is another major design concern. 3) Various mobile video applications have different requirements, from area-priority applications such as healthcare video streaming to quality-priority applications such as ultra-high-definition videos and 3-D gaming. In this paper, we present an sizing-priority-based application-driven memory (SPIDER) design methodology for power efficient mobile video applications. We make the following contributions in this paper. 1) Based on the detailed analysis on memory failure characteristics, we propose a novel priority-based SRAM sizing methodology to enhance SRAM fault tolerance ability. Different from previous sizing approaches, our technique only increases the size of most sensitive transistors to failure, thereby reducing the area overhead (Section III). 2) We develop a new model that connects memory failure and video output, considering both Luma and Chroma.
To the best of our knowledge, none of the existing hardware design techniques consider application output directly while designing hardware. Also, our model includes both Luma and Chroma contributions to output quality, avoiding over-optimization (Section IV-A). 3) We design SPIDER algorithms for area-priority and quality-priority applications, maximizing the power efficiency (Section IV-B). 4) We design a hardware-based evaluation flow, directly injecting memory failure into the application process with high control precision. We also present a pythonassisted controlling scheme to achieve an automatic evaluation process. We apply our proposed design in one leading edge video compression system, the H.264 decoder. Our evaluation results show that SPIDER achieves significant power savings for different video applications. (Details are shown in Section V.) The rest of this paper is organized as follows. In Section II, we provide a review of related low-power mobile video techniques. In Section III, we present the sizing dependent memory failure characteristics and its impact on video system. In Section IV, we develop new algorithms to achieve optimized embedded memory for different video applications. Section V describes the simulation methodology and results, followed by the conclusion in Section VI. In our analysis, we use a high-performance 45-nm CMOS process to meet the multimegahertz performance requirement of the video decoder in the modern mobile devices.
II. RELATED WORK
Significant amount of research that targets low-power memory has been reported in the literature. In this section, we briefly review some existing work related to the proposed technique. Low-power mobile video techniques can broadly be classified into two different categories.
A. General-Purpose Memory Used for Mobile Video Applications
Many solutions are developed to lower the power consumption of memory utilizing assist schemes such as adjustment of cell voltage [13] , boosted wordline voltage [14] , [15] , dualrail supply schemes [16] , negative bitline schemes [17] , [18] , and read-modify-write or write-back schemes [19] , [20] . The improvements in power efficiency are often achieved with significant design complexity and power penalty for voltage regulations or boosting circuits.
Most existing solutions adopt more than 6T to achieve lowpower operation, such as asymmetric 7T cell [21] , singleended read-decoupled 8T cells [22] , [23] , Zigzag 8T cells [24] , read-disturb-free 9T [25] and 10T SRAM cells [26] , and bitinterleaving 12T cells [27] . However, the developed memory cells still suffer from the write half-select disturb problem, limiting the power efficiency that can be achieved. Most importantly, all of these general-purpose memory designs fail to consider the context of the target video applications, thereby losing potential power saving opportunities.
B. Mobile Video Specific Memory
Several recent efforts have explored mobile video memory design with attempts to consider simple application-specific properties, such as data patterns [2] and contributions of different data bits [4] , [5] , [19] . Many mobile video SRAM designs have been presented for low-power consumption. In [3] and [7] , hybrid 6T + 8T and 8T + 10T SRAM structures were presented to achieve quality-area optimization. However, such hybrid structures increase the implementation complexity of peripheral circuitries such as memory decoders. In [4] , a heterogeneous sizing scheme was presented to reduce the failure probability of conventional 6T bit-cells, but it suffers from large area overhead and it can only achieve 0.9-V operation supply, limiting the power efficiency. In [5] , errorcorrection-code (ECC) approach is proposed to reduce the area overhead of 8T bit-cells, but it suffers from a performance penalty for data encoding/decoding and area overhead for both ECC circuitry and redundancy data. Also, all of those techniques ignore Chroma data and they may lose optimization opportunities.
The common feature of the above existing techniques is that the power savings come at a cost of large area overhead. In contrast, the proposed SPIDER realizes significant power savings with reduced area overhead while consider areapriority and quality-priority mobile video applications. Note that we had earlier presented the basic idea of SPIDER in [29] with some preliminary results. In this paper, we extend our original work and make the following additional contributions. 1) Novel SPIDER algorithms are designed for both the area-priority and quality-priority video applications in Section IV-B and the detailed evaluation results are presented and discussed in Section V. 2) A memory sizing methodolgy considering both Luma and Chroma data is presented in Section IV, and the evaluation results are discussed in Section V-C. It shows that the proposed "Luma + Chroma" technique solves the over-optimization problem caused by traditional design which only includes Luma data, and therefore, the proposed technique is effective in saving silicon area. 3) A hardware-based SPIDER simulator based on Verilog, MATLAB, HSPICE, and Python is detailed in Section V-A to enable the higher simulation precision as compared to traditional software-based simulators. 4) A video memory power consumption model is presented, and based on it, the power efficiency of the proposed technique is compared with the traditional design and existing techniques. 5) The video outputs using the proposed technique for different applications are included. 
III. SIZING DEPENDENT SRAM FAILURE CHARACTERISTICS AND FAILURE-INDUCED VIDEO DEGRADATION
In this section, we first analyze the sizing dependent SRAM failure characteristics. Then, the impact of memory failure on H.264 video system is discussed. Fig. 2(a) shows a schematic of 6T SRAM bit-cell. In lowvoltage operation with process variation, the worst process corners for 6T SRAM read operation and write operation are "fast-nMOS and slow-pMOS" (FS) and "slow-nMOS and fastpMOS" (SF), respectively [3] , [4] , [7] . Since the read failure rate at FS corner [P RF (FS)] is much larger than the write failure rate at SF corner [P WF (FS)], the overall 6T SRAM cell failure rate (P F ) can be estimated as the read failure rate in the FS process corner, as expressed as
A. Sizing Dependent SRAM Failure Characteristics
Researchers have shown that the failure rate of SRAM bitcells decreased with larger transistor size, and they increased is increased. The results are shown in Table I . As observed, if only two pMOS transistors (PU) are larger, the failure rate is growing. This is because, larger pull-up transistors make the reading process even more difficult. It should be noted from Table I that increasing all 6T transistors in prior work cannot optimize the failure rate, and it also induces large area overhead. The failure rate is minimized with only two larger nMOS access transistors AX [see Fig. 2(a) ]. As the size of access transistors is increased by 50%, the failure rate is reduced from 1335/10 000 to 3/10 000.
We further analyzed the butterfly curves of CASE I and CASE III from Monte Carlo simulations, as shown in Fig. 2(b) and (c). We define a fail area based on the curves, where three intersection points exist in butterfly curves, indicating a read failure. As shown, more butterfly curves have three intersection points and therefore the fail area of CASE I is much larger than CASE III. Accordingly, in our SPIDER design, we adopt the CASE III sizing methodology to reduce memory failure with reduced area overhead or better video quality depending on the requirement of applications, which will be discussed in Section IV.
B. Video Pixel Data Characteristics
In this paper, we apply the SPIDER to H.264 video system, which is one of the most popular video codec standards in mobile multimedia communications. Fig. 3 shows the general block diagram of the H.264 decoder. After decoding, inverse quantization and inverse transformation, the residual error of frames can be reconstructed based on the compressed video streams. The motion compensator uses the previous reconstructed frames stored in the reference frame buffer and the transmitted motion vectors to construct new frames. Due to the frequent accesses, embedded SRAM consumes large power consumption, which is the dominant contributor to the entire H.264 decoder power [4] . Accordingly, ultralow voltage embedded SRAM design is extremely important for power efficient mobile video applications.
As shown in Fig. 3 , in a video system supporting common intermediate format (CIF) video format (30 fps, 4:2:0), embedded memory stores 8-b Luma data (Y ) and 8-b Chroma data (C b and C r ). Luma data represent the brightness in a frame, while the Chroma data represent the color information. Since the human vision has stronger sensitivity to luminance differences, previous memory researchers only consider Luma in the design process [3] , [4] . However, ignoring the memory failure impact on Chroma may induce over-optimization, losing power saving opportunities. In SPIDER, we consider the contribution of both Luma and Chroma to the output quality while optimizing the application-driven memory, as discussed in Section IV.
Here, we use peak-signal-noise-ratio (PSNR) as the output quality metric, which is defined as [7] PSNR = 20 · log 10 255
where MSE is the mean square error between the original videos (Y Org ) and the degraded videos (Y Deg ), as expressed Fig. 4 shows the impact of memory failure on output quality. As expected, as compared to low-order bits (LOBs), the highorder bits (HOBs) have the larger contribution to the output quality. If four LOBs (bit3-bit0) are stored in memory with 4/10 000 fault rate, PSNR is as high as 38.507. Alternatively, if four HOBs (bit7-bit4) are stored in the same memory, PSNR is reduced to 27.607. Another observation from Fig. 4 is that memory failure-induced Chroma data also plays an important role in output quality, reducing PSNR to 35.481. It is only 4.481 dB higher than memory failure-induced Luma data. Accordingly, ignoring Chroma data may not achieve a poweroptimized video hardware.
IV. PROPOSED SPIDER ALGORITHM
To implement SPIDER, a model which can connect memory failure and video output quality is required. In this section, we first develop a model to connect memory failure and output quality. Based on this, we develop SPIDER algorithms for area-priority and quality-priority mobile video applications.
A. Modeling Memory Failure and Video Output
Based on MSE expressed in (3), we define MSE of an 8-b pixel data-bit due to memory failure as
To estimate the impact of memory failure on the output quality, we get
where Y k is the memory failure coefficients for each bit
Assume Y k is a value between 0 and 1. If the failure rate for each bit is the same as f , then (5) becomes Therefore, we get
where Y f,k represnts the memory failure coefficients for bit k. Therefore, (8) captures the approximately square relationship between memory failure coefficients Y f and output quality MSE. The obtained memory failure coefficients are listed in Table II . Fig. 5 compares the derived model against the obtained video decoding output from H.264 simulator. We randomly pick ten memory failure combinations and then evaluate the video output quality. As shown, the error rate is less than 6%, demonstrating acceptable accuracy of the developed model.
B. SPIDER Algorithm
Based on the developed model between memory failure and output quality, we design SPIDER algorithms for area-priority and quality-priority applications.
Algorithm 1 Area-Priority SPIDER

1) Problem Definition:
The SPIDER sizing optimization problem can be formulated as follows: 1) given an application constraint and target supply voltage and 2) determine memory bit-cell size so that the target performance parameter is optimized. For mobile video embedded memory storing an 8-b Luma/Chroma data (e.g., H.264), the bit-cell size set can be represented as D SPIDER = d7, d6, d5, . . . , d0 . Note that, for emerging HEVC videos with 10 b/pixel [31] ,
In our experiment with target voltage of 500 mV, the minimum size of bit-cell AX is L min /W min = 50 nm/100 nm and the maximum size L max /W max = 165 nm/495 nm. We use 5 nm as steps, which is the minimum permissible grid size for 45-nm technology. To implement SPIDER, we use a similar lookup table-based approach in [4] , which provides the failure rate and silicon area for a specified SRAM size. In the following sections, we consider two applications: area-priority and quality-priority SPIDER Algorithm
The SRAM bit-cell size search problem can be considered as a problem of finding a bit-cell size set, D = d7, d6, d5, . . . , d0 , which gives rise to the minimum area overhead while achieving the target PSNR. The procedure for Algorithm 2 Quality-Priority SPIDER area-priority SPIDER sizing is described in Algorithm 1. Note that, to speed up this process, we can use other algorithms such as dynamic programming approach.
2) Quality-Priority SPIDER Algorithm: The SRAM bit-cell size search problem can be considered as a problem of finding a bit-cell size set D, which gives rise to the best output quality under a specific area constraint. Algorithm 2 shows the algorithm pseudocode.
V. EXPERIMENTAL RESULTS
A. Experimental Methodology
We use 300 frames of Akifo colorful CIF video sequences to verify the output quality based on the proposed SRAM scheme. The frame size in our simulation is 176×144. In order to inject memory failure-induced faults into decoding process, we implement a hardware-based SPIDER simulator, as shown in Fig. 6 . As compared to software-based video coding simulator, such as JM simulator [28] , the SPIDER simulator is that it can specifically identify the memory modules and directly injecting memory faults, achiving higher precision.
As shown in Fig. 6 , the SPIDER consists of three components: 1) python-based controller; 2) HSPICE/MATLAB-based memory failure analyzer; and 3) verilog-based H. 264 mobile video decoder. The working process is detailed as follows. In order to observe the video quality degradations during the low-voltage operations caused by memory failures, first, we performed 100 000 HSPICE Monte Carlo simulations to obtain the failure probabilities of SRAM bit-cells with local threshold voltage (V th ) variation in the worst global process corner. As discussed in Section III-A, we measured the read failure rate in the FS process corner for 6T SRAM cells with a failure rate analyzer which was implemented using MATLAB. During the failure rate estimation process, Python program is used to control HSPICE and MATLAB, changing the design parameters automatically such as voltage values and bit-cell sizing parameters. The obtained memory failure rates are used for fault injection. Then, we implement a H.264 decoder based on Verilog language and randomly inject the memory faults across the reference frame buffer based on the obtained failure probabilities. Finally, we capture the video frames on the H.264 decoder side to evaluate the video quality with calculated PSNR values.
B. Video Memory Power Consumption Model
We use the following model to estimate the overall active power consumption including both dynamic and leakage power of embedded SRAM:
where P w and P r are the power consumption on write and read operations, respectively. For an 8-b pixel data, the power consumption can be expressed as
where k is the bit number; i and j are old and new values stored in an SRAM. F(i ) represents the probability of a bit to be i where i = 0 or 1. F(i, j ) indicates the bit change (switching) probability from i to j , where both i and j are 0 or 1. It is worth noting that, for most significant bits in 8-b pixel data, F(0, 0) and F(1, 1) are much higher than F(0, 1) and F(1, 0) due to their stong correlation [7] . In our analysis, F(i ) and F(i, j ) are extracted from the real video frames in the decoding process.
C. SPIDER for Area Priority Applications
In our implementation, the target PSNR is set as 30.5 dB. Table III presents the optimal SRAM bit-cell sizes and failure rate based on only Luma-based optimization and Luma-and Chroma-based optimization ("Luma + Chroma"). It shows that only considering Luma during optimization process would induce more area overhead, as shown in Fig. 7 . Although the proposed "Luma + Chroma" technique only reduces the area of bit 2 from 0.935 to 0.906 μm 2 for this video format (4:2:0 YUV videos), additional area savings are expected to achieve for other video formats such as (4:4:4 or uncompressed videos) due to the increased contribution of chroma data. Fig. 8 shows the power savings of the proposed memory as compared to the basic memory. We can see that, with the proposed SPIDER which can work at 500 mV, an 8-b memory array achieves over 70% power savings as compared to the traditional memory at 1 V. Using a modified version [3] , [37] in 45-nm technology. The total memory size is 32 kB with four banks and each bank has 32 × 256 b.
It shows that the bit-lines and bit-cells consume 11%-20% power consumption during the reading and writing processes. Accordingly, SPIDER can enable 8%-16% power savings for the entire memory. Note that, no peripheral circuit modification is needed to implement SPIDER as compared to traditional SRAM. The proposed SPIDER technique, which aims to reduce the power consumption of memory bitcells, can be applied in conjunction with the low-power peripheral techniques, such as the multiple sleep modes zig-zag horizontal and vertical sleep transistor sharing approach [32] to achieve additional power savings.
We further evaluate the performance of SPIDER memory. It shows that although SPIDER brings performance penalty, the delay time is smaller than 1.271 ns, which is fast encough to support various mobile videos, including highquality videos.
Finally, we evaluate the video output quality based on SPIDER. Fig. 9 shows the results of the Akiyo clip, based on different memory designs. We can see that, the conventional 6T SRAM results in significant degradation of frame quality at 500 mV and the PSNR is only 9.166 dB. Alternatively, our proposed SPIDER scheme can deliver output quality with no significant degradation.
D. SPIDER for Quality-Priority Applications
Based on the developed SPIDER Algorithm 2, we also implement mobile video memory for quality-priority Output quality for quality-priority applications with 50% area constraint. (a) All-6T [4] . (b) SPIDER. Output quality for quality-priority applications with 75% area constraint. (a) All-6T [4] . (b) SPIDER. applications. Fig. 10 compares the video output based on all-6T sizing methodology [4] and SPIDER with 50% area constraint. We can see that, with the same area constraint, our proposed SPIDER methodology significantly improves the output quality. As compared to all-6T sizing approach in [4] , the PSNR is increased from 9.372 dB to 32.203 dB. Fig. 11 shows the video outputs with 75% area constraint. In this case, the PSNR based on the developed SPIDER methodology is improved by 1.067 dB. Alternately, the PSNR based on all-6T methodology [4] does not show significant improvement. Accordingly, SPIDER achieves the larger quality improvement as the area constraint increases.
VI. CONCLUSION
In this paper, we have presented a new SPIDER design technique for power efficient mobile video applications. The technique adopts a priority-based SRAM sizing methodology to mitigate memory failure at low operation voltage while reducing the area overhead. We designed the model between memory failure and output quality, thereby introducing application output into the hardware design process. Based on this, we designed memory optimization algorithms for areapriory and quality-priority mobile video applications. Finally, we developed a hardware-based Python-assisted simulator, enabling precise memory fault injection into mobile video decoding process. The simulation results demonstrate that the proposed design achieves over 70% power savings as compared to the conventional SRAM array.
