Abstract. Optimization problems involving an infinite number of constraints are considered. This paper presents a general stochastic outer approximations method which incorporates mechanisms for active search of relevant constraints and for dropping of irrelevant constraints. The method extracts the characteristic features of several stochastic outer approximations algorithms suggested by Wardi [J. Optim. Theory Appl., 56 (1988), pp. 285-311; J. Optim. Theory Appl., 64 (1990), pp. 615-640] and furthermore develops the approach to get advantages of the Eaves-Zangwill scheme. Similarly to Gonzaga and Polak [SIAM J. Control Optim., 17 (1979), pp. 477-493] the method is based on the use of quasi-optimality functions satisfying some general unrestricted assumptions. These functions are usually employed in the stopping criteria of numerical techniques for solving simpler problems. It is shown that the method's trajectories almost surely converge to the quasioptimal set. Following the proposed approach a stochastic algorithm for solving the approximation problem is constructed and studied.
1. Introduction. Optimization problems involving continua of constraints appear in different areas of applications (see, for example, the conference proceedings edited by Hettich [9] and Fiacco and Kortanek [7] ). A typical problem with an infinite number of constraints is the semi-infinite programming problem sip:
f (x) → min x such that (s.t.) g(x, y) ≤ 0 ∀y ∈ Y 0 ,
where f (·)andg(·,·) are assumed to be continuously differentiable on a neighborhood of X 0 ×Y 0 , X 0 ⊂ℜ k and Y 0 ⊂ℜ l are convex and compact and ℜ k is the k-dimensional real space.
There are various numerical techniques for solving problems with continua of constraints (see, for instance, [9, 10, 8, 17, 4, 26, 27, 28] ; among them outer approximations methods are of great importance.
The outer approximations methods are intended to solve a problem
opt , where X 0 opt has a very complicated description, e.g., for the semi-infinite programming problem X 0 opt = {x ∈X 0 |f( x )=m i n x ′ ∈X 0 f (x ′ )}, where the feasible set X 0 is as follows:
The approach is to substitute for P 0 a sequence P n of approximating problems
where X n opt has relatively simple descriptions, e.g., for the semi-infinite programming problem sip.P n : find x ∈X n opt , X n opt = {x ∈X n |f(x) = min
where the feasible set X n is defined by a finite set of inequalities, i.e.,
X n = {x ∈ X 0 | g(x, y) ≤ 0 ∀y ∈ Y n }, | Y n |< +∞ (| Y n | denotes the cardinality of Y n ), n =1,2,.... Consequently solving the problems P n ,n =1,2,..., we get a trajectory {x n } which is intended to converge to the optimal set of the original problem P 0 . The pioneer works in the outer approximations methods [2, 14, 15] , provided the monotonic growth of the descriptions of X n opt ,n=1,2,...(e.g., for sip Y 1 ⊂ Y 2 ⊂ ···). And unfortunately in all these algorithms the complexity of the description of X n opt (i.e., | Y n |) grew rapidly with n, and quite quickly the problems P n ,n=1 ,2 ,..., become almost as difficult as the original problem P 0 . To avoid this disadvantage Topkis [24] and Eaves and Zangwill [5] proposed special adaptive rules for forming X n opt ,n=1,2,..., involving constraints-dropping schemes which broke the monotonic growth of the descriptions of X n opt ,n=1 ,2 ,.... This approach has been developed by Hogan [13] and Gonzaga and Polak [8] . Heunis [12] suggested employing Monte Carlo simulations for forming simpler problems; this idea later was refined by Wardi [26, 27] via constraints-dropping schemes for reducing the size of the constraint set.
In application to the semi-infinite programming problem the main points of adaptive rules for forming Y n+1 at the nth iteration of an outer approximations method are as follows.
Adding of Relevant Constraints. Obtain y n 1 ,...,y n Sn ∈ Y 0 such that x n does not approach the optimal set of the problem sip.P n :
f (x) → min Drop some points from Y n to extract a subset ∆Y n ⊂ Y n such that the constraints g(x, y) ≤ 0 ∀y ∈ ∆Y n are relevant at x n with respect to the problem sip.P n .
Then drop some sets from {∆Y i ,i=1,...,n} to form
∆Y j ,J n ⊂{1,...,n}.
The following are approaches to the search of relevant constraints. SCHEME AS (active search [5, 8] ). Compute y n 1 as an approximate solution of the inner maximization problem sip.JP n :
g(x n ,y) → max y∈Y .
(Then y n 2 ,...,y n Sn may be chosen arbitrarily.) SCHEME RS (passive random search [26, 27] ).
Step 1. Set i := 0.
Step 2. Set i := i +1.
Step 3. Determine y n i by using the uniform probability distribution on Y 0 . If an optimality condition of the problem f (x) → min x s.t. g(x, y) ≤ 0 ∀y ∈ Y n ∪{ y n 1 ,...,y n i } is not sufficiently violated at x n , then go to Step 2. Else go to Step 4.
Step 4. Set Scheme AS is quite effective in the case when the inner problems are unimodal, but if they are not, there exist only effective descent algorithms to obtain a local maximum (or a stationary point) of sip.JP n . Thus, the execution of an outer approximations method using Scheme AS needs to apply a global optimization technique at each iteration and becomes too laborious. On the other hand it is evident that if the dimension of Y 0 is not very small, methods using Scheme RS cannot be effective because the parameters drawn by the uniform probability distribution on Y 0 are not essentially relevant. To achieve a balance between simplicity of the execution and the relevance of the outget constraints we extend Wardi's scheme as follows. SCHEME RS.ACTIV (activated random search).
Step 3. Determine y n i by using the uniform probability distribution on Y 0 . Apply a local descent method starting with y n i to obtain a local maximum y n, * i of sip.JP n . If an optimality condition of the problem In the present paper we consider an outer approximations method using Scheme RS.ACTIV for the search of relevant parameters to form approximative problems P n ,n=1 , 2 ,.... The constructed method possesses the guaranteed convergence properties of Wardi's algorithms (i.e., of the algorithms based on Scheme RS), and the method's computational efforts needed to obtain x n ,n=1 ,2 ,..., are relatively inexpensive. At the same time the practical convergence rate of our method often appears to be similar to the rates of the methods based on Scheme AS which compute trajectories {x n } in a much more laborious way. In section 2 the master method for solving the general problem P 0 is constructed. The method employs the activated random search scheme RS.ACTIV for forming approximative problems P n ,n=1,2,..., and it analyzes these problems with the use of a quasi-optimality function which is supposed to satisfy some general unrestricted assumptions. Examples of appropriate quasi-optimality functions for the semi-infinite programming problem and the problem of solving a system with continuum of inequalities are considered in section 3.
We call the proposed master method (using Scheme RS.ACTIV) the activated method, in contrast to the similar method using the nonactivated Scheme RS, which is called the standard method. (Note that the standard method directly generalizes Wardi's algorithms.) The efficiency of the activation is explored in section 4, where we consider realizations of these methods for solving the global optimization problem. It appears that in this case the standard method becomes the pure random search global optimization algorithm and the activated method is an algorithm of the well-known multistart method. The advantages of the multistart method over the pure random search are evident.
In sections 5 and 6 the convergence theorem is proven. It is shown that trajectories of the master method almost surely converge to the quasi-optimal set of the considered general problem P 0 . In section 7 a version of the master method for solving the approximation problem is constructed and studied. Numerical examples are presented in section 8.
For the reader's convenience we provide a list of notation. Let
We denote by M(Y 0 ) the set of all subsets of Y 0 ⊂ℜ k ;M c ( Y 0 )a n dM f ( Y 0 ) denote the set of all compact subsets and the set of all finite subsets, respectively. It is obvious that
h(Y, Y ′ )i ss a i dt ob et h eHausdorff distance between Y and Y ′ . Let {x n } be a bounded sequence, x n ∈ℜ k ,n=1,2,..., the set of all limit points of {x n } is denoted by lt{x n }. We say that {x n } converges to C ⊂ℜ k if lt{x n }⊂C.
For a set C ⊂ℜ k we denote by K C (x) the tangent cone at a point x ∈ C;l e t conv C and C * denote the convex hull and the polar of C, respectively. Consider the constrained optimization problem opt:
where f (·), g i (·), i =1,...,m, are assumed to be locally Lipschitz continuous on ℜ k , the optimal set X opt is assumed to be nonempty, and X 0 ∈ℜ k is closed and convex. Let ∂f(x) denote the set of all generalized gradients (in the sense of Clarke [3] ) of f (·)a tx∈ℜ k . It is known [3] that for every x ∈ X opt satisfying the constraints qualification
(when g i (x) =0,i=1,...,m, we formally suppose that this constraints qualification holds) the following optimality conditions hold:
This fact provides a number of corollaries on the first-order necessary optimality conditions for various optimization problems, e.g., for the semi-infinite programming problem, the minimax problem, the problem of solving a system of inequalities, etc. (See [18, 6, 3] .) In the course of the present paper we shall use some of these results without specially referring to the sources.
For any f (·):
arg min x∈X f (x) denotes an arbitrary element of the set Arg min x∈X f (x). Similarly we define Arg max x∈X f (x) and arg max x∈X f (x).
For a convex and closed X ⊂ℜ k the orthogonal projector on X, pr X (·):ℜ k →X, is given by pr X (x):=argmin
Note that for the problem
where f (·) is assumed to be differentiable on a neighborhood of x ∈ X opt , the optimality condition (1.1) can be rewritten in the following form:
2. The master method. Let us consider our problem in the most general form:
where 
Note that by (2.1)
Assumption A2. For every x ∈ X 0 and Y ∈ M c (Y 0 ) let the following properties hold: 2) with Y = Y n and ε = ε n for n =1 ,2 ,..., where {Y n } is a sequence of finite subsets of Y 0 and ε n > 0,n=1,2,..., ε n ց 0, are the corresponding precision levels; it uses special mechanisms for limiting the growth of | Y n |:a nactivated random search mechanism for choosing relevant parameters to include in Y n and a dropping mechanism to exclude irrelevant parameters from Y n . The method refines the Wardi's stochastic algorithms (see [26, 27] ) and, furthermore, develops this approach getting features of the Eaves-Zangwill method.
The main points of the method are focused in the following iterative stochastic procedure.
PROCEDURE SPROC.ACTIV.
, and S ∈ N. Parameter. γ>0 .
Step 0 (initial step). Set
Step 1 (passive search of a relevant parameter).
Determine a point y i ∈ Y by using the uniform probability distribution on Y .
Step 1.ACTIV (activated search of a relevant parameter). Searching on Y obtain a point y * i = y * i (x, Y i ,y i ) (e.g., using a local search algorithm starting with y i at an inner problem JP(x, Y )).
Step 3 (control step). If
iθ i ≤γ, then set i := i +1 and go to Step 1.
Step 5 (dropping).
Then exit. The procedure without Step 1.ACTIV (with y * i = y i ,i=1 ,...,S)i ss i m i l a rt o the original Wardi's procedures and will be denoted SPROC. We call SPROC and SPROC.ACTIV the standard procedure and the activated procedure, respectively. Now we present the master method. Method SMETH.ACTIV. Data. x 1 ∈ X. Parameters. Sequences {ε n }, {σ n },
ε n ,σ n >0 ,n=1,2,..., ε n ,σ n ց0 .
Stage 0 (initial step). Set n := 1,
Stage 4. Set n =: n +1.
Go to Step 1.
The method using SPROC instead of SPROC.ACTIV will be denoted SMETH. The methods SMETH and SMETH.ACTIV are said to be the standard method and the activated method, respectively.
The constructed general stochastic outer approximations method possesses the following property.
PROPOSITION. Every trajectory {x n } of SMETH.ACTIV a.s. converges to
. The formal statement and the proof of the proposition will be given below (see Theorem 6.1).
3. Examples of quasi-optimality functions. Now we present some examples of appropriate quasi-optimality functions for several classes of optimization problems with continua of inequalities, and we consider the corresponding mechanisms for active search of relevant constraints.
Example 3.1. Consider the problem of solving a system with continuum of inequalities:
where g(·, ·) is assumed to be continuously differentiable on a neighborhood of X 0 ×Y 0 and X 0 ⊂ℜ k ,Y 0 ⊂ℜ l are convex and compact. We define the simpler problems ineq.
, as follows:
Obviously, Assumptions A1 and A2 hold and
Note that for any A ⊂ Y satisfying
the following equalities hold:
Therefore, for the considered quasi-optimality function Θ(·, ·) the active parameters sets are singletons and
Thus, the criterion Θ(·, ·) can be employed in the stochastic outer approximations method SMETH.ACTIV for solving ineq.P 0 ; we shall denote by SMETH.ACTIV.ineq and SPROC.ACTIV.ineq, respectively, the corresponding versions of the master method SMETH.ACTIV and of the procedure SPROC.ACTIV.
Let us introduce some notions to construct a mechanism of the activated random search of a relevant parameter y * i within the procedure SPROC.ACTIV for the problem ineq.P 0 . Consider the inner problem
and define the stationary set (the set of all points satisfying the first-order necessary optimality conditions) of ineq.JP(x)b y
We also define the ε-stationary set
. We suggest the following mechanism for activation of a parameter y i generated by a random experiment within the procedure SPROC.ACTIV.ineq (at Step 1).
Step 1.ACTIV.ineq. Apply a local descent technique for solving ineq.JP(x) (for instance, the gradient projection method) starting with y i to obtain y * i ∈ Y such that
Here ε>0is a parameter. Example 3.2. Consider the semi-infinite programming problem sip, which we present in the form P 0 :
where f (·), g(·, ·) are assumed to be continuously differentiable on a neighborhood of
l are convex and compact. Let us also suppose that the Slater constraints qualification holds; i.e., g(·,y)i sc o n v e xo nXfor every y ∈ Y and there exists x * ∈ X such that
stat is the stationary set (the set of all points satisfying the first-order necessary optimality conditions) of the problem sip.P 0 . To construct an outer approximations technique for solving sip.P 0 consider the following simpler problems:
] is the original problem sip.P 0 . The following quadratic subproblem proves to be useful in both theoretical and numerical analysis of constrained optimization problems (see [1, 19] 
It is easy to see that for every
Therefore, for every
Moreover, the following optimality criterion holds. LEMMA 3.1. For every x ∈ X 0 and Y ∈ M c (Y 0 ) a vector p ∈ℜ k is the solution of sip.QP(x, Y ) if and only if there exist λ 1 ,...,λ s ≥ 0 and y 1 ,...,y s ∈ Y, s ≤ k+1 such that the following properties hold:
From Lemma 3.1 we get immediately the following important corollaries. Let
, and sequences {x n }, {Y n } satisfying
the following property holds:
Let us define a quasi-optimality function Θ(·, ·):
Applying Corollaries 3.1 and 3.2, we obtain that Assumptions A1 and A2 hold and
It is clear that for the considered quasi-optimality function Θ(·, ·) the set of all active parameters sets is as follows:
Obviously,
We see that Θ(·, ·) can be employed in the stochastic outer approximations method SMETH.ACTIV for solving sip.P 0 . The mechanism for active search of relevant constraints within the corresponding procedure SPROC.ACTIV.sip (i.e., Step 1.AC-TIV.sip) can be similar to Step 1.ACTIV.ineq.
Note that we may also employ various quasi-optimality functions from [8, 26, 27] .
4. Comparative efficiency of the activated and the standard versions of the method. Due to the active search modification at Step 1.ACTIV in the procedure PROC, the efficiency of the standard method can be essentially improved. To clarify the advantages of the activation we consider the following important example.
Consider the global optimization problem glob:
where the objective function F (·) is assumed to be continuously differentiable on
0 is convex and compact. Let us denote
opt and X ε stat are the optimal set and the ε-stationary set of the considered problem, respectively. Obviously, the problem can be rewritten in the form of a problem with an infinite number of constraints as follows:
Following the proposed general scheme we construct a stochastic outer approximations method for solving the problem glob.P 0 . First define approximative problems glob.
clearly,
We also define the quasi-optimality function Θ(·,X):
It is easily seen that
and, moreover, Assumptions A1 and A2 hold. Note that every active parameters set at (x, X) with respect to the considered quasi-optimality function Θ(·, ·) is a singleton and
After some straightforward simplifications based on the specificity of the considered problems glob.P[X] and the quasi-optimality function Θ(·,X), X ∈ M f (X 0 ), the standard procedure SPROC (for simplicity we set γ = 0) adapted for glob.P[X] takes the following form:
PROCEDURE SPROC.glob.
Input. x ∈ X 0 , X ∈ M f (X 0 )( x= arg min y∈X F (y)). Output. ∆X = {x}, X = X ∪{x}.
Step 0. Set i := 1.
Step 1. Determine a point x i ∈ X 0 by using the uniform probability distribution on X 0 .
Step 2-3-4-5. If Input. x ∈ X 0 , X ∈ M f (X 0 )( x= arg min y∈X F (y)). Output. ∆X = {x}, X = X ∪{x}.
Step 1. Determine a point x i ∈ X 0 by using the uniform probability distribution on X 0 . Step 1.ACTIV. Using a local descent technique (for instance, the gradient projection method) for solving the problem glob.JP, starting with x i , obtain x * i ,
Step 2-3-4-5. If
then i := i +1 and go to Step 1. Else set
Then exit. Here ε>0 is a parameter.
Taking into account that in the considered case the run of the master method does not depend upon {ε n } and {σ n } and making some further simplifications we obtain the following versions of the standard and the activated stochastic outer approximations methods.
METHOD SMETH.glob. Data. x 1 ∈ X 0 . Stage 0. Set n := 1. Stage 1.
Step 1. Determine a point x n i ∈ X 0 by using the uniform probability distribution on X 0 .
Step 2. If
Stage 3. Set
Go to Stage 1. The activated stochastic outer approximations method for solving the global optimization problem is as follows:
METHOD SMETH.ACTIV.glob. Data. x 1 ∈ X 0 . Stage 0. Set n := 1. Stage 1.
Step 1. Determine a point x n i ∈ X 0 by using the uniform probability distribution on X 0 . Step 1.ACTIV. Using a local descent technique, starting with
n := n +1.
Go to Stage 1.
Now it is obvious that the standard method SMETH.glob is the classical pure random search technique for global optimization and the activated method SMETH. ACTIV.glob is a version of the well-known multistart method (see [22] ). The practical advantages of the multistart method over the pure random search are evident.
5. The basic property of the method. Let us introduce some necessary notation.
Let (Y 0 , B,µ) be the probability space, where B is the σ-algebra of Borel subsets of Y 0 and µ is the Borel measure on Y , normalized in such a way that µ(Y )=1. Set
(Note that the existence of the countable product (Ω, A,P)of(Y 0 ,B,µ) follows from [16, Thm. III.3].) We shall denote by ω =(y 1 ,...,y n ,...) a typical element of Ω.
By the definition of the countable product of probability spaces for every Ω ′ ∈ A, B 1 ∈ B n1 ,a n dB 2 ∈B n 2 satisfying the property
the following estimation holds:
where
The following lemma proves useful. LEMMA 5.1. For any ε, η > 0 there existS =S(ε, η) ∈ N andB =B(ε, η) ∈ BS, PS(B) <ε, such that Since obviously P (Ω n,m ) = 0 for every n, m =1,2,..., then
Let us fix an arbitrary ω,
and suppose that for some n ∈ N 
It is easily seen that for every s =1,2,...
hence,
Thus, we get 
which contradicts with (5.3). Thus, the supposition (5.4) is not valid. The lemma is proven. Every trajectory {x n } generated by SMETH.ACTIV depends upon outcomes of random experiments y 1 ,...,y n ,... and hence {x n } is ω =(y 1 ,..., y n ,...)-dependent, {x n = x n (ω),n=1,2,...}. Let us consider outcomes {x n (ω), n =1,2,...}, ω ∈ Ω, of the method's run. We assume that the mappings x n (·), n =1,2,..., are measurable. Thus, {x n } is a sequence of random vectors on the probability space (Ω, A,P), and we shall study P -almost surely (P -a.s.) convergence properties of {x n }. For any ω =( y 1 ,y 2 ,...) ∈ Ω consider the corresponding trajectory {x n } of the method SMETH.ACTIV. Let R n (ω) denote the number of random experiment executed to obtain x 1 (ω),...,x n (ω), i.e.,
By the definition of the method S n (ω) is the number of random experiment executed at the nth iteration of SMETH.ACTIV to obtain x n+1 (ω); hence
It is possible that at the n 0 th iteration of SMETH.ACTIV the inequality (2.3) in the procedure SPROC.ACTIV does not hold for every i =1,2,.... Thus, the method generates a finite trajectory x 1 (ω),...,x n0 (ω). In this case we set
otherwise, S n (ω) < +∞,n=1,2,...,a n d
For a subset D of X 0 and s ∈ N consider the sets when {s ∈ N |N( D, s | ω)=n }=∅(i.e., N (D, ∞|ω )<n ), we set m n (D | ω): = + ∞ . I ti sc l e a rt h a tm n 0 ( D|ω)=n * means that the inclusion
holds for exactly n 0 of the first n * elements of the trajectory {x n (ω),n=1,2,...}and, moreover, it holds for n = n * ; i.e., there exist j 1 ,...,j n0 , 1 ≤ j 1 ≤ ··· ≤ j n0 = n * , such that
Let us denote
It follows from the definition of m n (D | ω) that
Now we establish the basic property of the considered outer approximations scheme.
LEMMA 5.3. For every ω ∈ Ω ∞ the following property holds:
Proof. Let us fix an arbitrary ω ∈ Ω ∞ and consider the corresponding outcome sequences {x n (ω)}, {S n (ω)}, {Y n (ω)}, {∆Y n (ω)}, {Y n (ω)}, {θ n (ω)}; for simplicity we shall denote them by {x n }, {S n }, {Y n }, {∆Y n }, {Y n },a n d{ θ n } . Note that by (2.4), (2.5) and without loss of generality we assume that θ tn >σ tn ,n=1,2,....
Hence by the construction of SMETH.ACTIV we have
Let us define a sequence {U n } by the following rule:
It follows from (5.6) and (5.10) that
thus,
By the monotonicity of {U n } we obtain It follows from the definition of SPROC.ACTIV (see the dropping step) that
Applying (5.9) we obtain
which contradicts with (5.12). Thus, (5.6) does not hold. The lemma is proven.
6. Convergence theorem. The following lemma plays the important role in the convergence analysis of the method SMETH.ACTIV. LEMMA 6.1. For every x ∈ X 0 qopt there exist δ * = δ * (x) > 0,
and Ω * =Ω * (x)⊂Ω ∞ ,P(Ω * )=0, such that the following property holds:
Proof. Let us fix an arbitrary x ∈ X 0 qopt . By the definition of X 0 qopt we have
hence by Assumption A2(i) there exist δ * > 0 satisfying (6.1) and η * ,d * >0s u c h that
It is obvious that Ω * ⊂ Ω ∞ . Let us fix an arbitrary ε>0 and show that
By Lemma 5.1 there existS ∈ N, hence,
It is clear that
Let us fix an arbitrary l ∈ N and set
it is easy to see that there exist B i ∈ B i , i =1,2,..., such that
and hence
(For simplicity we shall use m l instead of m l (D | ω).) Therefore,
..,y i+s ,y * i+s }) ≤ γ, and, furthermore, by (6.3)
Thus, by (6.2) and (6.7) we obtain
Since by the choice ofS the property (4.2) holds, (y i+1 ,...,y i+s ) ∈B ∈ BS,P S (B )<ε.
Taking into account (6.5) and applying (5.1) we get
Turning back to (6.6) we obtain
therefore by (6.4)
Since in this estimation ε is an arbitrary positive number,
By the definition of Ω * = Ω(B δ * (x)) for every ω ∈ Ω ∞ \ Ω * the inclusion
holds only for a finite number of n ∈ N.
Thus,
The lemma is proven. We also need the property of finite trajectories of SMETH.ACTIV. LEMMA 6.2. For every ω ∈ Ω ∞ \ Ω (1) , P (Ω (1) )=0, the following property holds:
where Ω (1) is defined in Lemma 5.2. Proof. The desired result follows immediately from Assumption A2(i) and Lemma 5.2. THEOREM 6.1. There exists Ω (0) ⊂ Ω, P (Ω (0) )=0 , such that for every ω ∈ Ω \ Ω (0) the trajectory {x n (ω)} of SMETH.ACTIV satisfies one of the following properties:
Let us fix an arbitrary sequence ζ j ց 0 and consider the following sets:
It is clear that Z j ,j=1,2,..., are compact and
For any j =1,2,... it follows from (6.1) that
where δ * (x) > 0 is defined in Lemma 6.1. Since Z j is compact, there is a finite set of points x i,j ,i=1,2,...,I j , such that
for every j =1,2,.... Hence, by (6.8)
Define
where Ω * (x) ⊂ Ω, P (Ω * (x)) = 0, is defined in Lemma 6.1. It is obvious that
where Ω (1) ⊂ Ω, P (Ω (1) ) = 0, is defined in Lemma 5.2 (see also Lemma 6.2). Let us fix an arbitrary ω ∈ Ω \ Ω (0) . If ω ∈ Ω ∞ , then ω ∈ Ω ∞ \ Ω (1) and by Lemma 6.2 the trajectory {x n } satisfies the property:
Therefore, from Lemma 6.1 we have
and hence by (6.9) we obtain
The theorem is proven.
7. Stochastic algorithm for solving the approximation problem. Consider the following approximation problem:
where the functions Φ(·, ·), F (·) are assumed to be continuous and continuously dif-
k is polyhedral and compact, and Y 0 ⊂ℜ l is convex and compact.
To demonstrate a practical embodiment of the proposed activated random search technique for forming relevant parameter sets within the outer approximations method we consider a stochastic algorithm for solving the problem apprx.P 0 . The algorithm is constructed as a version of the general method SMETH.ACTIV specially adapted for apprx.P 0 .
We also introduce the stationary set X 0 stat of the problem apprx.P 0 , i.e., the set of all points satisfying the first-order necessary optimality conditions. For
The stationary set X 0 stat is given by X 0 stat := {x ∈ X 0 | there exist y 1 ,...,y s ∈ R 0 (x) and λ 1 ,...,λ s ∈ℜ 1 ,
Note that if the function Φ(x, y) is linear with respect to x for every y ∈ Y 0 , i.e.,
then the objective function 
It is clear that the problem apprx.P[Y 0 ] is the initial problem apprx. 
It is clear that for every Y ∈ M c (Y 0 ) the problem apprx.P[Y ] can be rewritten in the following form:
i.e., the solution set of apprx.
. Similarly to Example 3.2 we define the auxiliary quadratic programming problem:
It is easy to show that for every x ∈ X 0 and Y ∈ M f (Y 0 ) there exists the unique solution (p 0 (x, Y ),v 0 (x, Y )) of apprx.QP(x, Y ) and, moreover, 
, such that the following properties hold:
From Lemma 7.1 we get immediately the following corollaries.
COROLLARY 7.1. For every x ∈ X 0 and Y ∈ M c (Y 0 ) the following property holds:
Applying Corollary 7.1 we obtain that
and, in particular,
opt . From Corollary 7.2 and (7.7) we deduce the following important result. LEMMA 7.2. The considered quasi-optimality function Θ(·, ·) satisfies Assumptions A1 and A2 and
2), (7.3), (7.4), (7.5) , and (7.6) hold for p = p 0 (x, Y )a n dv=v 0 ( x, Y ) .
It is clear that for the considered quasi-optimality function Θ(·, ·) the set of all active parameter sets is as follows:
Hence, we have
Note that for any x ∈ X 0 and Y ∈ M f (Y 0 ) calculating Θ(x, Y ) (i.e., solving the problem apprx.QP(x, Y )) with the use of the conjugate gradient method (see [19] ) we obtain p 0 (x, Y ) together with a finite set Y 0 (x, Y )={y 1 ,...,y s }⊂Y,s≤k+1, such that
and by (7.8)
Now we construct an activation mechanism for the search of relevant parameters. Let us fix an arbitrary x ∈ X 0 and consider the inner problem apprx.JP(x):
for simplicity we denote The gradient projection method for the local search in apprx.JP(x)isasfollo ws:
GPM(x):
where stepsizes a n ≥ 0, n =1,2,..., can be chosen, for instance, by Armijo's rule:
0 <η,κ<1 are parameters; y 1 ∈ Y 0 is a starting point. Based on the convergence properties of the gradient projection method we obtain the following result. LEMMA 7.3. Every trajectory {y n } of GPM(x) converges to Y 0 stat (x), and for every ε>0there exists N ∈ N such that
Now following the proposed general approach we construct a stochastic algorithm for solving the approximation problem apprx.P 0 . METHOD SMETH.ACTIV.apprx. Data. x 1 ∈ X 0 . Parameters. γ, ε > 0, 0 <η,κ<1, and sequences {ε n }, {σ n }, ε n ,σ n > 0, n =1,2,..., ε n ,σ n ց 0. Stage 0. Set n := 1,
Step 0. Set
Step 1. Determine a point y n i ∈ Y 0 by using the uniform probability distribution on Y 0 . Set
Step 1.ACTIV. Applying GPM(x n ) (with parameters η and κ), starting with y n i , obtain y n, * i 
or alternatively, the k(t) functions
For better presentation we employ the following definitions: N : the number of iterations = number of solved problems apprx.P[Y n ],n= 1 , 2 ,...,N; M: the number of elements in apprx.P[Y N ]; C: the number of elements in Y n ;
We consider the following examples (see [11, 20, 21] ). Regarding methods based on passive random search procedures for finding relevant parameters we can note that the nonactivated SMETH.apprx does not work effectively even on the simplest test problem from Example 8.1. Certainly, advantages of SMETH.ACTIV.apprx over the nonactivated SMETH.ACTIV.apprx are already clear after the considerations of section 4.
Regarding methods based on active search procedures we consider results of numerical experiments reported in [21] . Recall that Reemtsen's method involves a refined active search of relevant parameters and at the nth iteration to form a simpler linear problem apprx.P[Y n+1 ] it solves the following discrete inner maximization problem: (see [21] ). The results of the comparison are presented in Table 8 .3. We can see that SMETH.ACTIV.apprx was used to solve several times more simpler linear problems than Reemtsen's method (and these problems apprx.P[Y n ],n=1,2,...,N,a r e somewhat more complicated for SMETH.ACTIV.apprx), but the overall efficiency of SMETH.ACTIV.apprx seems to be better due to less computational efforts paid at each iteration (note that | Y n |<<|Ỹ n |,n=1,2,...,N).
9. Conclusion. We suggest that important advantages of the proposed general stochastic outer approximations method consist of the following.
First, the method has been constructed for the general problem P 0 , but it can be easily essentially adapted for any special class of optimization problems involving an infinite number of constraints. Note that, for instance, SMETH.ACTIV.glob and SMETH.ACTIV.apprx (see also Remark 7.1) are specific such versions of the general method SMETH.ACTIV. Moreover, for any special class of problems some new effective optimization techniques for solving simpler problems or inner problems can be instantly employed within SMETH.ACTIV's scheme.
In forthcoming papers we intend to present versions of the general method SMETH.ACTIV for solving semi-infinite programming problems and minimax optimization problems.
Second, the construction of SMETH.ACTIV is open for further developments. Thus, since the method SMETH.ACTIV can be considered as a developed EavesZangwill method applying at each iteration the multistart scheme for the search of relevant parameters (note that if the inner problems JP(x n ), n =1 ,2 ,..., are unimodal, SMETH.ACTIV appears to be similar to the Eaves-Zangwill method), some recent advanced techniques of the multistart method can be employed to develop SMETH.ACTIV. We shall point out some of these possible refinements:
(i) To limit the growth of the descriptions of problems P[Y n ], n =1 ,2 ,..., we can apply clustering techniques (see, for instance, [25] ) in forming relevant parameter sets Y n , n =1,2,....
(ii) To improve the efficiency of the active search of relevant parameters (see Step 1.ACTIV of SPROC.ACTIV) we can apply local descent techniques specially developed for use within the multistart method (see, for instance, [23, 29] ).
