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Abstract
In this paper, we shall prove that if the domination number of G is at most 2, then P(G, ) is zero-free in the interval (1, ), where
= 2 + 16
3
√
12
√
93 − 108 − 16
3
√
12
√
93 + 108 = 1.317672196 . . . ,
and P(G, ) = 0 for some graph G with domination number 2. We also show that if (G)v(G) − 2, then P(G, ) is zero-free in
the interval (1, ′), where
′ = 53 + 16
3
√
12
√
69 − 44 − 16
3
√
12
√
69 + 44 = 1.430159709 . . . ,
and P(G, ′) = 0 for some graph G with (G) = v(G) − 2.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
It is well known that all chromatic polynomials are zero-free in the intervals (−∞, 0) and (0, 1) (see [2,5]). Jackson
[3] proved that all chromatic polynomials are also zero-free in (1, 3227 ], where the number 3227 cannot be replaced by
any larger number. Thomassen [8] showed that the zeros of the chromatic polynomials are dense over the interval
( 3227 ,+∞). Hence (−∞, 0), (0, 1) and (1, 3227 ] are the only three zero-free intervals for the chromatic polynomials of
graphs.
Let G be the family of all graphs. For anyS ⊆ G, deﬁne
(S) = sup{1< t2 : P(G, ) = 0 for all  ∈ (1, t) and all G ∈S}. (1)
Clearly, for all S1,S2 ⊆ G, (S1)(S2) whenever S1 ⊆ S2. Jackson’s result shows that (G) = 3227 . Thus
(S) 3227 for anyS ⊆ G. Dong and Koh [1] showed that (S) = 3227 ifS is the family of bipartite planar graphs.
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Thomassen [7] showed that ifS is the family of graphs with a Hamiltonian path, then
(S) = 23 + 13
3
√
26 + 6√33 + 13
3
√
26 − 6√33 = 1.29559 . . . . (2)
Jackson [3] conjectured that (S) = 2 if S is the family of 3-connected non-bipartite graphs. However, counter-
examples to this conjecture are recently discovered by Royle [6].
For any graphG, letV (G) andE(G) be the set of vertices and the set of edges ofG, respectively, and let v(G)=|V (G)|
and e(G) = |E(G)|. For any T ⊆ V (G), deﬁne
N(T ) = {x ∈ V (G)\T : xy ∈ E(G) for some y ∈ T }.
We call T a dominating set of G if N(T ) ∪ T = V (G). The domination number of G, denoted by (G), is deﬁned as
(G) = min{|T | : T is a dominating set of G}. (3)
For any positive integer k, let Dk be the family of connected graphs G with (G)k.
Note that G ∈ D1 if and only if G has a vertex x of degree v(G) − 1. If d(x) = v(G) − 1, then
P(G, ) = P(G − x, − 1), (4)
and so P(G, ) = 0 for all  ∈ (1, 2), since P(G − x, ) is zero-free in the interval (0, 1). Therefore, (D1) = 2.
In this paper, we shall show that
(D2) = 2 − 16
(
3
√
12
√
93 + 108 − 3
√
12
√
93 − 108
)
= 1.317672196 . . . .
In addition, we shall also consider the following subfamily of D2:
A= {G : (G)v(G) − 2},
where (G) denotes the maximum degree of G, and show that
(A) = 53 + 16
3
√
12
√
69 − 44 − 16
3
√
12
√
69 + 44 = 1.430159709 . . . .
2. Splitting-closed families
Let G be a connected graph and T a subset of V (G). Then T is called a cut-set of G if G− T is disconnected, where
G − T is the graph obtained from G by deleting all vertices of T and all edges incident to T. Let G[T ] (or simply [T ])
denote the subgraph of G induced by T. If T is a cut-set of G and [T ] is complete, then T is called a complete cut-set of
G.
Let T be a cut-set of G. The subgraph G[Vi ∪ T ] is called a T-bridge of G for every Vi , where Vi is the vertex set of
any component of G − T .
For u, v ∈ V (G) with uv /∈E(G), let G + uv and G · uv denote the graph obtained from G by adding a new edge
uv and the graph obtained from G by contracting u and v and replacing parallel edges by single ones, respectively.
Let S be a family of connected graphs of order at least 2. We say that S is splitting-closed if the following two
properties hold for each graph G ∈S:
(i) if T is a complete cut-set of G with |T |2, thenS includes all T-bridges;
(ii) if G is 2-connected and {u, v} is a cut-set of G with uv /∈E(G), thenS includes all {u, v}-bridges of G + uv and
all blocks of G · uv.
The above two properties will be referred to as splitting-closed conditions (i) and (ii), respectively. Note that splitting-
closed condition (ii) does not imply that G + uv ∈S or G · uv ∈S.
It is clear that the family of connected graphs is splitting-closed. It was observed in [7] that the family of graphs
having a Hamiltonian path is also splitting-closed. We shall show in Section 3 that Dk is also splitting-closed for all
k1.
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The concept of a splitting-closed family was indeed used by Jackson and Thomassen implicitly in tackling their
problems in [3,7] respectively. In what follows, we shall derive some of its general properties, which may be useful in
investigating some other related problems.
For any connected graph G with v(G)2, deﬁne the following graph-function:
Q(G, ) = (−1)v(G)+b(G)−1P(G, ), (5)
where b(G) is the block number of G. It can be veriﬁed that if 2v(G)4, then Q(G, )> 0 for 1< < 2. Jackson
[3] proved the following:
Theorem 2.1. For all connected graph G with v(G)2 and all real 1<  3227 , we have Q(G, )> 0, where the
number 3227 cannot be replaced by any larger number.
LetS be a splitting-closed family of connected graphs of order at least 2. For any graph G ∈S, deﬁne
S−(G) = {H ∈S : e(H) + v(H)< e(G) + v(G)}. (6)
For any  ∈ (1, 2), deﬁne
S() = {G ∈S : Q(G, )0 and Q(H, )> 0 for all H ∈S−(G)}. (7)
In what follows, we shall develop some structural properties of graphs inS() for some  ∈ (1, 2).
We ﬁrst state the following result due to Zykov (see also [2,4,5]).
Theorem 2.2. Let G be any connected graph with a complete cut-set T. Let G1,G2, . . . ,Gs be all the T-bridges of G.
Then
P(G, ) = 1
(P (T , ))s−1
∏
1 i s
P (Gi, ). (8)
Now we have:
Lemma 2.1. Let G be any connected graph with a complete cut-set T. Let G1,G2, . . . ,Gs be all the T-bridges of G
and  ∈ (1, 2). If Q(Gi, )> 0 for all i = 1, 2, . . . , s, then Q(G, )> 0.
Proof. By Theorem 2.2,
P(G, ) = 1
(P (T , ))s−1
∏
1 i s
P (Gi, ).
Case 1: |T | = 1.
Since v(G) = 1 − s +∑si=1v(Gi) and b(G) =∑si=1b(Gi), we have
Q(G, ) = (−1)v(G)+b(G)−1P(G, )
= 1
s−1
∏
1 i s
(−1)v(Gi)+b(Gi)−1P(Gi, )
= 1
s−1
∏
1 i s
Q(Gi, )> 0.
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Case 2: |T |2.
Let k = |T |. Since v(G) = k − ks +∑si=1v(Gi) and b(G) = 1 − s +∑si=1b(Gi), we have
Q(G, ) = (−1)v(G)+b(G)−1P(G, )
= (−1)
k(s−1)
(P (T , ))s−1
∏
1 i s
(−1)v(Gi)+b(Gi)−1P(Gi, )
= 1
((−1)kP (T , ))s−1
∏
1 i s
Q(Gi, )
= 1
(Q(T , ))s−1
∏
1 i s
Q(Gi, )
> 0,
where the last inequality follows from the given conditions and the fact that
Q(T, ) = (−1)k(− 1) · · · (− k + 1)> 0.
The proof is thus complete. 
By Lemma 2.1, the next result follows readily.
Lemma 2.2. LetS be a splitting-closed family. If G ∈S() for some  ∈ (1, 2), then G contains no complete cut-set
T with |T |2.
Proof. Suppose thatT is a complete cut-set ofGwith |T |2,whereG ∈S() for some  ∈ (1, 2). LetG1,G2, . . . ,Gs
be all the T-bridges of G.
Since S is splitting-closed, we have Gi ∈ S, and so Gi ∈ S−(G) for i = 1, 2, . . . , s. Thus, Q(Gi, )> 0 for
i = 1, 2, . . . , s. By Lemma 2.1, Q(G, )> 0, contradicting the assumption that G ∈S(). 
Lemma 2.3. LetS be a splitting-closed family and G ∈ S() for some  ∈ (1, 2). Assume that {u, v} is a cut-set of
G and H is the subgraph of G induced by {u, v} ∪⋃1 ikV (Gi), where G1,G2, . . . ,Gk are any k components of
G − {u, v} with k1. Then
(i) uv /∈E(G),
(ii) Q(H + uv, )> 0 and Q(H · uv, )> 0, and
(iii) Q(H, )> 0 if k is even.
(iv) G − {u, v} has an odd number of components.
Proof. (i) Since G ∈S(), by Lemma 2.2, G is 2-connected and uv /∈E(G).
(ii) Let 1 ik. Note that Gi + uv is a {u, v}-bridge of G + uv. SinceS is splitting-closed, we have Gi + uv ∈
S by splitting-closed condition (ii). So Gi + uv ∈ S−(G), implying that Q(Gi + uv, )> 0. By Lemma 2.1,
Q(H + uv, )> 0.
Observe that H · uv has exactly k blocks Gi · uv for i = 1, 2, . . . , k. For each i, sinceS is splitting-closed, we have
Gi · uv ∈S by splitting-closed condition (ii). So Gi · uv ∈S−(G), implying that Q(Gi · uv, )> 0. By Lemma 2.1,
Q(H · uv, )> 0.
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Fig. 1.
(iii) Assume that k is even. As b(H) = b(H + uv) = 1, b(H · uv) = k and v(H) = v(H + uv) = v(H · uv) + 1, we
have
Q(H, ) = (−1)v(H)+b(H)−1P(H, )
= (−1)v(H)P (H + uv, ) + (−1)v(H)P (H · uv, )
= Q(H + uv, ) + (−1)kQ(H · uv, )
> 0.
(iv) Since G ∈S(), Q(G, )0. Then, by (iii), the number of components of G − {u, v} is odd. 
Lemma 2.4. LetS be a splitting-closed family andG ∈S() for some  ∈ (1, 2).For any uv ∈ E(G), ifG−uv ∈S
and G · uv ∈S, then G − uv has exactly two blocks.
Proof. Observe that
P(G, ) = P(G − uv, ) − P(G · uv, )
= 1
t−1
t∏
i=1
P(Gi, ) − P(G · uv, ),
where G1,G2, . . . ,Gt are the blocks of G − uv. By Lemma 2.2, {u, v} is not a cut-set of G, implying that G · uv is
2-connected. Notice that b(G) = 1 and v(G) = v(G1) + · · · + v(Gt ) − t + 1. So
Q(G, ) = (−1)v(G)+b(G)−1P(G, )
= (−1)
v(G)
t−1
t∏
i=1
P(Gi, ) − (−1)v(G)P (G · uv, )
= (−1)
t−1
t−1
t∏
i=1
Q(Gi, ) + Q(G · uv, ).
Observe thatG ·uv ∈S−(G) and soQ(G ·uv, )> 0. SinceG−uv ∈S, we haveGi ∈S−(G), and soQ(Gi, )> 0
for all i. Hence Q(G, )> 0 if t is odd. This shows that G − uv has even number of blocks.
Since G is 2-connected, the block/cut-vertex tree of G − uv is a path, as shown in Fig. 1. Let w1, w2, . . . , wt−1 be
the cut-vertices of G − uv, where t is even. If t4, then uw2 /∈E(G) and G − u − w2 has exactly two components,
which contradicts Lemma 2.3. Hence t = 2, i.e., G − uv has exactly two blocks. 
Lemma 2.5. LetS be a splitting-closed family and G ∈ S() for some  ∈ (1, 2). Assume that {u, v} is a cut-set of
G and V1 and V2 are the vertex sets of any two components of G − u − v. Let H denote the subgraph of G induced by
{u, v} ∪ V1 ∪ V2, and H0 be the graph obtained from H by adding a new vertex w and two new edges joining w to u
and v. If both H0 and G−V1 −V2 belong toS, then the subgraph G−V1 −V2 is connected with exactly two blocks,
and hence G − u − v has exactly three components (Fig. 2).
Proof. By Lemma 2.3, G − u − v has at least three components. Let G0 = G − V1 − V2. Since G is 2-connected and
V1 and V2 are the vertex sets of two components of G − u − v, G0 must be connected. We ﬁrst show that G0 is not
2-connected.
If v(G0) = 3, then G0 is a path, and so G0 is not 2-connected. Now consider the case that v(G0)4. Thus,
H0 ∈S−(G). Suppose that G0 is 2-connected. So b(G0) = 1.
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Fig. 2.
Observe that
P(H0, ) = P(H0 + uv, ) + P(H0 · uv, )
= (− 2)P (H + uv, ) + (− 1)P (H · uv, ).
Thus,
(− 1)P (H + uv, ) − P(H0, ) = P(H + uv, ) − (− 1)P (H · uv, ). (9)
We also have
P(G, ) = P(G + uv, ) + P(G · uv, )
= P(G0 + uv, )P (H + uv, )/((− 1))
+ P(G0 · uv, )P (H · uv, )/
= P(G0, )P (H · uv, )/
+ P(G0 + uv, )
(− 1) (P (H + uv, ) − (− 1)P (H · uv, )).
Then, by (9),
P(G, ) = P(G0, )P (H · uv, )/
+ P(G0 + uv, )
(− 1) ((− 1)P (H + uv, ) − P(H0, ). (10)
Notice that b(G0) = b(G0 + uv) = b(H0) = b(H + uv) = 1 and b(H · uv) = 2. Thus,
Q(G, ) = (−1)v(G)P (G, )
= (−1)v(G)P (G0, )P (H · uv, )/
+ (−1)v(G) P (G0 + uv, )
(− 1) ((− 1)P (H + uv, ) − P(H0, ))
= Q(G0, )Q(H · uv, )/
+ Q(G0 + uv, )
(− 1) ((− 1)Q(H + uv, ) + Q(H0, )). (11)
As G0, H0 ∈ S−(G), we have Q(G0, )> 0 and Q(H0, )> 0. By Lemma 2.3, we have Q(G0 + uv, )> 0,
Q(H · uv, )> 0 and Q(H + uv, )> 0. Hence, by (11), Q(G, )> 0, contradicting the assumption that G ∈S().
As G0 is not 2-connected, G− {u, v} contains exactly three components. The block/cut-vertex tree of G0 must be a
path. If G0 has more than two blocks, then G has a cut-set {u,w} such that G − u − w has exactly two components,
which contradicts Lemma 2.3. Hence G0 has exactly two blocks. 
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Lemma 2.6. Let S be a splitting-closed family and G ∈ S() for some  ∈ (1, 2). Assume that both G − uv and
G · uv belong toS, where uv ∈ E(G).
(i) If v(G)4, then uv is not on any 3-cycle.
(ii) If d(u)3 and d(v)3, then uv is not on any 4-cycle.
Proof. (i) Suppose that v(G)4 and uv is on some 3-cycle, say uvwu. If d(u) = 2, then as v(G)4, {w, v} is a
complete cut-set of G, contradicting Lemma 2.2. Thus d(u)3 and, similarly, d(v)3. By Lemma 2.4,
G − uv has exactly two blocks. Thus, w is a cut-vertex of G − uv. Since d(u)3, {w, v} is a complete cut-set of G,
a contradiction.
(ii) Suppose that uv is on a cycle of length 4, say u′uvv′u′. By Lemma 2.4, G − uv has exactly two blocks. It is
clear that u and v are in different blocks of G − uv. Since uu′v′v is a path in G − uv, either u′ or v′ is a cut-vertex of
G − uv, say u′. Since d(u)3, {u, u′} is a complete cut-set of G, contradicting Lemma 2.2. 
3. The family Dk
We begin with the following observation.
Lemma 3.1. For any integer k1, Dk is splitting-closed.
Proof. Let G ∈ Dk . Let T be a complete cut-set of G and Gi any T-bridge of G. Let D be a dominating set of G with
|D|k. If D ∩ T = ∅, then D ∩V (Gi) is a dominating set of Gi ; otherwise, (D ∩V (Gi))∪ {x} must be a dominating
set of Gi , where x is any vertex in T. Hence Gi ∈ Dk , and so Dk satisﬁes splitting-closed condition (i).
It is clear that Dk satisﬁes the splitting-closed condition (ii), because for any two vertices u, v with uv /∈E(G), we
have (G + uv)(G) and (G · uv)(G). Hence Dk is splitting-closed. 
Lemma 3.2. Let G be a graph in Dk(), where v(G)4, k2 and  ∈ (1, 2). Let {u, v} be a cut-set of G. Then
(i) G − u − v has exactly three components, and
(ii) the subgraph of G induced by {u, v} ∪Vi is connected with exactly two blocks for i = 1, 2, 3, where V1, V2, V3 are
the vertex sets of the components of G − u − v.
Proof. Let H denote the subgraph of G induced by {u, v} ∪ V1 ∪ V2, and H0 the graph obtained from H by adding a
new vertex w and two new edges joining w to u and v. We ﬁrst show that both H0 and G − V1 − V2 belong to Dk .
Let D be a dominating set of G with |D| = k. Since G − u − v has at least three components, we have DV1 ∪ V2.
If D ⊆ V1 ∪V2 ∪{u, v}, then D is a dominating set of H0; otherwise, {w}∪ (D∩ (V1 ∪V2 ∪{u, v})) is a dominating
set of H0. So H0 belongs to Dk .
If D ∩ (V1 ∪ V2) = ∅, then D is a dominating set of G − V1 − V2. Now assume that D ∩ (V1 ∪ V2) = ∅. Notice
that (D − V1 − V2) ∪ {u, v} is a dominating set of G − V1 − V2. We claim that |(D − V1 − V2) ∪ {u, v}| |D|.
Otherwise, |D ∩ (V1 ∪V2)| = 1 and {u, v} ∩D =∅, contradicting the condition that D is a dominating set of G. Hence
G − V1 − V2 ∈ Dk .
As bothH0 andG−V1−V2 belong toDk , by Lemma 2.5,G−u−v has exactly three components, and the subgraph
of G induced by {u, v} ∪ V3 is connected with exactly two blocks. Similarly, the subgraph of G induced by {u, v} ∪ Vi
is connected with exactly two blocks for i = 1, 2. 
Lemma 3.3. Let G ∈ Dk() for some k2 and  ∈ (1, 2).
(i) If v(G)4, then G has no 3-cycles;
(ii) every 4-cycle contains no edge uv such that d(u)3, d(v)3 and {u, v} ∩ D = ∅ for some dominating set D of
G with |D|k.
Proof. (i) Let D be a dominating set of G, where |D|k.
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Fig. 3.
Suppose that w1w2w3w1 is a 3-cycle in G. Then there must be an edge, say w1w2, such that either {w1, w2} ⊆ D
or {w1, w2} ∩ D = ∅. Thus, both G − w1w2 and G · w1w2 belong toDk . By Lemma 2.6, w1w2 is not on any 3-cycle,
a contradiction.
(ii) Suppose that uv is an edge in G such that d(u)3, d(v)3 and {u, v} ∩D = ∅ for some dominating set D of G
with |D|k. Then both G − uv and G · uv belong to Dk , and by Lemma 2.6, uv is not contained in any 4-cycle. 
4. The family D2
In this section, we ﬁrst study the structure of any graph G ∈ D2() for some  ∈ (1, 2), and then determine (D2).
Lemma 4.1. Let G be a connected graph with a dominating set {x, y}. If G has no 3-cycles and every 4-cycle contains
no edge uv in G − {x, y} such that d(u)3 and d(v)3, then each component of G − x − y is a star.
Proof. It sufﬁces to show thatG−x−y contains no paths of length 3. Suppose thatw1w2w3w4 is a path inG−x−y.
We have {w1, w2, w3, w4} ⊆ N(x)∪N(y). Let xw1 ∈ E(G). Since G has no 3-cycles, w2 /∈N(x) and thus y ∈ N(y).
By the same argument, w3 ∈ N(x) and w4 ∈ N(y). Observe that w2w3 is on the 4-cycle xw1w2w3x and d(wi)3
for i = 2, 3, contradicting the given condition. 
Lemma 4.2. Let G ∈ D2(), where  ∈ (1, 2). Let {x, y} be a dominating set of G, and R the vertex set of any
component of G − x − y. Then G[R ∪ {x, y}] either is a graph in Fig. 3 or can be obtained from a graph in Fig. 3 by
adding the edge xy.
Proof. It is clear v(G)3. If v(G) = 3, then, by Lemma 2.2, G must be K3 and so the result holds. Now assume that
v(G)4.
By Lemma 3.3, G contains no 3-cycles and every 4-cycle contains no edge uv in G − {x, y} such that d(u)3 and
d(v)3. Then, by Lemma 4.1, G[R] is a star.
If G[R] is an isolated vertex, then by the above argument, G[R ∪ {x, y}] is either a x.y path of length 2 or K3, and
so the result holds.
Now assume that G[R] is a star with r edges, where r1. Let V (R) = {x0, x1, . . . , xr} and x0xi ∈ E(R) for
i = 1, 2, . . . , r . Since {x, y} is a dominating set of G, we have N(u)∩ {x, y} = ∅ for every u ∈ V (R). Without loss of
generality, assume that xx0 ∈ E(G). By Lemma 3.3,G contains no 3-cycles. SoN(xi)∩{x, y}={y} for i=1, 2, . . . , r
and N(x0) ∩ {x, y} = {x}. It remains to show that r = 2.
If r = 1, then G− x0x1 has more than 2-blocks, contradicting Lemma 2.4, as G− x0x1 ∈ D2 and G · x0x1 ∈ D2. If
r3, then G − x0 − y has at least r + 1 (> 3) components, contradicting Lemma 3.2.
Hence r = 2, and the result holds. 
Fig. 4 shows two graphs in D2 which have the same chromatic polynomial:
(− 1)(3 − 62 + 13− 9)(6 − 85 + 304 − 683 + 982 − 83+ 31). (12)
The polynomial (12) has only one zero in (1, 2), i.e.,
2 − 16
(
3
√
12
√
93 + 108 − 3
√
12
√
93 − 108
)
= 1.317672196 . . . . (13)
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Fig. 4.
We shall use the following Fundamental Reduction Theorem on chromatic polynomials in the proof of the main
result in this section.
Theorem 4.1. Let G be any graph and xy /∈E(G) for distinct x, y ∈ V (G). Then
P(G, ) = P(G + xy, ) + P(G · xy, ).
We are now in a position to establish the main result of this paper.
Theorem 4.2.
(D2) = 2 − 16
(
3
√
12
√
93 + 108 − 3
√
12
√
93 − 108
)
= 1.317672196 . . . . (14)
Proof. Let
= 2 − 16
(
3
√
12
√
93 + 108 − 3
√
12
√
93 − 108
)
.
Since the two graphs in Fig. 4 belong to D2, by (12) and (13), (D2). Thus, it remains to show that Q(G, )> 0
for every G ∈ D2 and all real  ∈ (1, ).
Suppose that there exists a graphG inD2 such thatQ(G, )0 for some  ∈ (1, ).Wemay assume thatQ(H, )> 0
for every graph H ∈ D−2 (G), i.e., G ∈ D2().
Let {x, y} be a dominating set of G. By Lemma 4.2, G[R ∪ {x, y}] either is a graph in Fig. 3 or can be obtained from
a graph in Fig. 3 by adding the edge xy, where R is the vertex set of a component of G − x − y.
Let G1 and G2 denote the graphs in Fig. 3(b) and (c), respectively. Observe that
P(G1 + xy, ) = P(G2 + xy, ) = (− 1)(− 2)3 + (− 1)3 (15)
and
P(G1 · xy, ) = P(G2 · xy, ) = (− 1)(− 2)2. (16)
We complete the proof in two cases.
Case 1: xy ∈ E(G).
By Lemma 2.2, G − x − y is connected. Then, by Lemma 4.2, G is a graph in {K3,G1 + xy,G2 + xy}. Since
1< < < 1.32,
Q(G, ) = −P(K3, ) = −(− 1)(− 2)> 0
or
Q(G, ) = −P(G1 + xy, ) = −((− 1)(− 2)3 + (− 1)3)> 0,
a contradiction.
F.M. Dong, K.M. Koh / Discrete Mathematics 308 (2008) 1930–1940 1939
Case 2: xy /∈E(G).
By Lemma 2.2,G is 2-connected. IfG−x−y is connected, then by Lemma 4.2,G is not 2-connected, a contradiction.
Thus, by Lemma 3.2,G−x−y has exactly three components. SupposeG−x−y has i isolated vertices, where 0 i3.
Then, by Lemma 4.2,G−x−y has i componentsR such thatG[R∪{x, y}] is the graph in Fig. 3(a) and 3−i components
R such that G[R ∪ {x, y}] ∈ {G1,G2}. Since P(G1 + xy, ) = P(G2 + xy, ) and P(G1 · xy, ) = P(G2 · xy, ), by
Theorem 4.1, (15) and (16), we have
P(G, ) = P(G + xy, ) + P(G · xy, )
= ((− 1)(− 2))i(P (G1 + xy, ))3−i/((− 1))2
+ ((− 1))i(P (G1 · xy, ))3−i/2
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
(− 1)(3 − 62 + 13− 9)
(6 − 85 + 304 − 683 + 982 − 83+ 31), i = 0,
(− 1)(− 2)
(6 − 95 + 374 − 893 + 1322 − 112+ 41), i = 1,
(− 1)(− 2)2(3 − 42 + 8− 6), i = 2,
(− 1)(3 − 52 + 10− 7), i = 3.
It is easy to verify that
P(G, )
⎧⎪⎨
⎪⎩
< 0 if i = 0, 1< < ,
= 0 if i = 0, = ,
< 0 if 1 i3, 1< .
As 1< < , Q(G, ) = −P(G, )> 0, a contradiction. Hence the theorem holds. 
5. A subfamily of D2
In this ﬁnal section, we shall consider the following subfamily of D2:
A= {G : (G)v(G) − 2}. (17)
Observe that the complete bipartite graph K2,2k+1 is a graph inA, and
P(K2,2k+1, ) = (− 1)(− 2)2k+1 + (− 1)2k+1. (18)
The polynomial P(K2,3, ) has only one zero in the interval (1, 2), namely,
′ = 53 + 16
3
√
12
√
69 − 44 − 16
3
√
12
√
69 + 44 = 1.430159709 . . . . (19)
We now have
Theorem 5.1.
(A) = 53 + 16
3
√
12
√
69 − 44 − 16
3
√
12
√
69 + 44 = 1.430159709 . . . . (20)
Proof. It is easy to verify thatA is splitting-closed.
Suppose that Q(G, )0 for some G ∈A and 1< < ′. We may assume that G ∈A().
By Lemma 2.2, G is 2-connected. Since Q(G, )0, we have v(G)4.
Let x ∈ V (G) such that d(x)v(G) − 2. We claim that G[N(x)] is an empty graph. Suppose that uv is an edge in
G[N(x)]. Notice that dG−uv(x)v(G) − 2 and dG·uv(x)v(G) − 3. So both G − uv and G · uv belong toA. By
Lemma 2.6, uv is not on any 3-cycle. But uvxu is a 3-cycle, a contradiction.
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Since G[N(x)] is empty and G is 2-connected (by Lemma 2.2), we have d(x)= v(G)− 2. Thus GK2,n for some
n2. By Lemma 2.3, n is odd.
We shall now show that Q(K2,n, )> 0 for all odd n3. Observe that
Q(K2,2k+1, ) = −(− 1)(− 2)2k+1 − (− 1)2k+1.
So Q(K2,3, )> 0, as 1< < ′. We also notice that
Q(K2,2k+1, ) − (− 2)2Q(K2,2k−1, ) = (3 − 2)(− 1)2k−1 > 0,
as < 1.5. Thus, for any k2, if Q(K2,2k−1, )> 0, then Q(K2,2k+1, )> 0. This shows that Q(K2,2k+1, )> 0 for
all k1, contradicting the assumption that Q(G, )0. Hence Q(G, )> 0 for all 1< < ′. 
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