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Abstract
Modal Team Logic (MTL) extends Väänänen’s Modal Dependence Logic (MDL) by Boolean
negation. Its satisfiability problem is decidable, but the exact complexity is not yet understood
very well. We investigate a model-theoretical approach and generalize the successful filtration
technique to work in team semantics. We identify an “existential” fragment of MTL that enjoys
the exponential model property and is therefore, like Propositional Team Logic (PTL), complete
for the class AEXP(poly). Moreover, superexponential filtration lower bounds for different frag-
ments of MTL are proven, up to the full logic having no filtration for any elementary size bound.
As a corollary, superexponential gaps of succinctness between MTL fragments of equal expressive
power are shown.
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1 Introduction
Team semantics, introduced by Hodges [12], enjoys striking success as a compositional
semantics for logics with incomplete information, like independence-friendly logic by Hintikka
and Sandu [11]. In this vein, Väänänen [17] introduced dependence logic as an extension of
first-order logic. At the heart of this extension is the atomic formula of dependence, written
=(x, y), stating that in a set (team) of assignments to the variables x and y, the value of y
is a function of x. Related concepts are the atoms of independence x ⊥ y, inclusion x ⊆ y
and more [6, 7]. A rich family of logics of dependence and independence has developed, and
dependence logic and its variants have found a broad range of applications like database
theory, quantum mechanics and statistics.
The concept of team semantics has been introduced into other logics as well, like quantified
Boolean logic [9] and modal logic [16]. A noticeable feature of this semantics is the loss
of Boolean negation. Re-adding it as a special connective, often written ∼, yields what is
called team logic [15, 17]. Team Logic based on propositional or modal logic is comprehensive
enough to even express atoms like dependence, independence and inclusion as composite
formulas using ∼ [10]. Therefore it is desirable to classify its exact computational complexity.
We study Modal Team Logic (MTL). Its model checking problem was classified as
PSPACE-complete by Müller [15]. Moreover, a finite model property was shown by Kontinen
et al. [13]. The complexity of its satisfiability problem is however not yet understood well.
In this article, we pursue a model-theoretic approach to that problem via the prominent
filtration technique. Filtration turned out to be a powerful tool to prove the exponential
model property (if a formula ϕ has a model, then it has a model of size 2c·|ϕ|) for a wide
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range of logics. Examples are modal logics [3], dynamic and temporal logics [2], and even
fragments of first-order logic [8].
In Section 2, we give the necessary foundational definitions. The filtration technique for
classical modal logic is generalized to MTL, and applied in Section 3. It is however also
shown unable to fully handle team-wide modalities. In Section 4, we improve the ideas of
filtration to account for such modalities, and prove the exponential model property for a
non-trivial fragment of MTL, called MTLmon. Nevertheless, in the final Section 5, it is
shown that for fullMTL, filtration can only yield models of non-elementary size.
2 Preliminaries
Let [m] denote the set { 1, . . . ,m } for any m ∈ N. We fix a countable set PS of atomic
propositions p1, p2, . . .;ML then denotes the classical mono-modal logic, generated by the
grammar
α ::= ¬α | α ∧ α | α ∨ α | ♦α | α | p,
where p ∈ PS. Furthermore, we employ the usual abbreviations and define α→ β := ¬α∨β,
> := α→ α and ⊥ := ¬>.
The semantics ofML are the usual Kripke semantics, i.e.,ML-formulas are evaluated
over Kripke structures K = (W,R, V ), where (W,R) is a directed graph and V : PS → P(W )
is the valuation function.
Modal Team Logic MTL extends modal logic according to the following grammar, where
ϕ denotes anMTL formula and α is anyML formula:
ϕ ::= ∼ϕ | ϕ ∧ ϕ | ϕ ∨ ϕ | ♦ϕ | ϕ | α.
MTL is evaluated on whole teams of multiple (and potentially zero) worlds in a Kripke
structure. Consequently, it replaces the point-wise negation ¬ by the team-wise negation ∼.
While classicalML formulas are denoted by the letters α, β, γ, . . ., we use ϕ,ψ, ϑ, . . . for
MTL formulas.
In order to generalize modal operators to teams, we define the following terms. If T ⊆W
is a team in a Kripke structure (W,R, V ), then its image is defined as R(T ) :=
⋃
w∈T R(w),
where R(w) := { v ∈W | Rwv }. Analogously to R-successors of worlds, a team S is a
successor team of T if S ⊆ R(T ) and T ⊆ R−1(S); that is, if every w ∈ T has a successor in
S and every w′ ∈ S has a predecessor in T .
The semantics of MTL is then as follows, where K = (W,R, V ) is a Kripke structure,
T ⊆W , ϕ,ψ ∈MTL and α ∈ML:
(K, T )  α iff ∀w ∈ T : (K, w)  α (in Kripke semantics),
(K, T )  ∼ϕ iff (K, T ) 2 ϕ
(K, T )  ϕ ∧ ψ iff (K, T )  ϕ and (K, T ) ` ψ
(K, T )  ϕ ∨ ψ iff ∃S,U ⊆ T such that T = S ∪ U , (K, S)  ϕ, and (K, U)  ψ
(K, T )  ♦ϕ iff ∃S ⊆W such that S is a successor team of T and (K, S)  ϕ
(K, T )  ϕ iff R(T )  ϕ
The most striking difference to classical logic is perhaps that disjunction does not denote a
truth-functional operation, but instead an existential quantification of subteams of the current
team. We define the Boolean or truth-functional disjunction ϕ1 6 ϕ2 := ∼(∼ϕ1 ∧∼ϕ2). The
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operator 6 is also sometimes called intuitionistic or classical disjunction in the context of
team logic.1
The above semantics being well-defined onML formulas (that is, on ∼-free formulas) is
due to the flatness property ofML [16]. For instance, if every point w ∈ T satisfies either p1
or p2 or both, and consequently T  p1 ∨ p2, then T has a division into T1 satisfying p1 and
T2 satisfying p2, and vice versa. In general, the standardML operators (∧,∨,¬,♦,) can
be evaluated locally, i.e., point-wise. When however containing the Boolean negation ∼ on
the level of teams, then it is not possible to break down the semantics to local evaluation
and the above semantics applies. This is in contrast to ¬, which is always applied locally
and cannot contain a nested ∼; neither ¬ or ∼ can express the respective other one.
To express that at least one world w in a team T satisfies a givenML formula α (dually
to the first line of the above definition), then we write Eα, which can be defined as ∼¬α.
For Φ ⊆MTL, let ,Φ := {,ϕ | ϕ ∈ Φ} for , ∈ {¬,∼,,♦}.
For satisfaction we use the standard notation. (K, T )  Φ means that (K, T ) satisfies
every ϕ ∈ Φ in the aboveMTL semantics. (K, T ) is then a model of Φ (or simply of ϕ in
case Φ = {ϕ}). Similarly, for sets Γ ⊆ML, (K, w) is called a model of Γ if it satisfies Γ in
the standard semantics of modal logic.
Φ  Ψ means that Φ entails all formulas in Ψ, i.e., any model of Φ is a model of every
formula in Ψ. We also simply write ϕ  ψ instead of {ϕ}  {ψ}. Likewise, if two formulas
ϕ,ψ have the same models, then they are equivalent, written ϕ ≡ ψ.
If the structure K is clear, then we simply write T  ϕ or w  α instead of (K, T )  ϕ
and (K, w)  α.
The modality-free fragment ofMTL is called PTL; its satisfiability and validity problems
are AEXPTIME(poly)-complete [9], where the class AEXPTIME(poly) contains all languages
that are decided by an alternating Turing machine with exponential runtime bound and
polynomial alternation bound (see also Chandra et al. [4]).
2.1 Morphism and Filtrations
I Definition 1 (Modal Homomorphism). Let K = (W,R, V ) and K′ = (W ′, R′, V ′) be Kripke
structures. A mapping h : W →W ′ is a homomorphism, in symbols h : K → K′, if
1. for all p ∈ PS, if w ∈ V (p), then h(w) ∈ V ′(p)
2. for all w, v ∈W , if Rwv, then R′f(w)f(v).
If h is additionally surjective, then K′ is called the morphic image of K and denoted h(K).
If ≈ is an equivalence relation on a set S, then for every s ∈ S, [s]≈ := { s′ ∈ S | s′ ≈ s }
denotes the equivalence class of s in S. The set of all equivalence classes in S is the quotient
S/≈ := { [s]≈ | s ∈ S }, and the index of ≈ is defined as the cardinality |S/≈|. If U ⊆ S, then
[U ]≈ := { [s]≈ | s ∈ U }. We often will drop the index and write [s] and [U ]. If ≈ and ≈′ are
equivalence relations on S such that s ≈′ s′ implies s ≈ s′, then ≈′ is a refinement of ≈. Given
two equivalence relations ≈1,≈2 on S, their intersection ≈1 ∩ ≈2 is again an equivalence
relation on S and a refinement of both ≈1 and ≈2, and |S/≈1∩≈2 | ≤ |S/≈1 | · |S/≈2 |.
1 The original term used by Väänänen was in fact “Boolean disjunction” [16, 17]. The synonymous
adjective “classical” apparently stems from the disjunction acting truth-functionally and hence just as
known from classical (point-wisely evaluated) logic. It is however potentially confusing, since already
a simple expression like p 6 q is neither a classical formula, nor semantically equivalent to one. The
term “intuitionistic disjunction” stems from a work of Abramsky and Väänänen [1] on connections
between linear logic and team logic, but is more commonly found in linear logic. Of all mentioned terms,
“Boolean disjunction” is probably the least confusing.
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I Definition 2 (Filtration). Let K = (W,R, V ) be a Kripke structure. Let ≈ be an equivalence
relation on W . Then the Kripke structure (W ′, R′, V ′) defined by
W ′ := W/≈, (1)
R′[w][v] ⇔ ∃w′ ∈ [w],∃v′ ∈ [v] such that Rwv, (2)
[w] ∈ V ′(p) ⇔ ∃w′ ∈ [w] ∩ V (p), (3)
is a filtration of K through ≈, denoted K/≈.2
Clearly every filtration of a structure is also a morphic image of it, via the mapping
w 7→ [w].
Standard Modal Logic allows, for any given formula α ∈ ML and model K, filtration
down to a model of α of size exponential in α. The approach is the following: For fixed
Kripke structures and a subset Γ ⊆ML, we define an equivalence relation ≈Γ of “agreement”,
namely w ≈Γ w′ if and only if ∀α ∈ Γ : (K, w)  α⇔ (K, w′)  α.
The subformulas of (sets of)MTL formulas are defined inductively:
SF(p) := {p} if p ∈ PS,
SF(4ϕ) := {4ϕ} ∪ SF(ϕ) if 4 ∈ {¬,∼,,♦},
SF(ϕ ◦ ψ) := {ϕ ◦ ψ} ∪ SF(ϕ) ∪ SF(ψ) if ◦ ∈ {∧,∨},
SF(Φ) :=
⋃
ϕ∈Φ
SF(ϕ) if Φ ⊆MTL.
I Theorem 3 ([3]). Let K = (W,R, V ) be a Kripke structure, and let Γ ⊆ ML be closed
under taking subformulas, i.e., SF(Γ) = Γ. Let ≈′ be a refinement of ≈Γ.
Then (K, w)  α iff (K/≈, [w]≈′)  α, for all formulas α ∈ Γ and worlds w ∈W .
Proof. Proven identically to [3, Theorem 2.39].3 J
I Corollary 4 (Small Model Property of Modal Logic). Every satisfiable formula α ∈ML has
a model of size at most 2|α|.
3 Filtration in Team Semantics
An obvious generalization of Theorem 3 is to replace the quantification “every world w in
K” by “every team T in K”. It is plausible that a similar inductive proof works for teams.
The next definition is a first attempt: It permits to prove certain filtration results for team
semantics, but its limits are quickly reached, as this section later demonstrates.
I Definition 5. If ≈ is an equivalence relation on a Kripke structure K = (W,R, V ), T ⊆W
is a team, and Φ ⊆MTL, then ≈ is
Φ-invariant on (K, T ) if ∀ϕ ∈ Φ : (K, T )  ϕ ⇔ (K/≈, [T ]≈)  ϕ,
Φ-invariant on K if it is (K, T )-invariant for all T ⊆W .
strongly Φ-invariant on K (resp. (K, T )) if every refinement ≈′ of ≈ is Φ-invariant on K
(resp. (K, T )).
2 The definition of R′ used here is also known of the minimal filtration (of R), but all results in this paper
can be proven for filtrations with a larger number of edges.
3 The proof considers only ≈′ = ≈Γ. Nevertheless, it completely goes through if the first characterizing
property of a filtration, namely W ′ := { [w] | w ∈W }, is relaxed, as long as the mapping [·] : w 7→ [w]
respects (2) and (3) in Definition 2.
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I Proposition 6. Let Γ ⊆ ML. Then on any structure K, the corresponding equivalence
relation ≈SF(Γ) is strongly Γ-invariant on K.
Proof. Let K = (W,V,R), and let ≈′ be a refinement of ≈SF(Γ). We have to show that ≈′ is
α-invariant on K for all α ∈ Γ. By Theorem 3, it holds w  α ⇔ [w]≈′  α for all w ∈ W .
The statement is then proven, since for all T ⊆W ,
T  α
⇔ ∀w ∈ T : w  α (since α ∈ML)
⇔ ∀w ∈ T : [w]≈′  α (by assumption)
⇔ ∀ [w]≈′ ∈ [T ]≈′ : [w]≈′  α (by definition of [T ]≈′)
⇔ [T ]≈′  α (since α ∈ML). J
The above result demonstrates that team semantics has filtration when restricted to “flat”
formulas. However, not allMTL formulas feature the flatness property. We proceed with
fragments ofMTL which are strictly stronger thanML, and show that they still inherit the
property to admit filtration.
I Definition 7 (B- and S-closures). If Φ ⊆MTL, then B(Φ) denotes the closure of Φ under
∼ and ∧. Moreover, S(Φ) denotes the closure of Φ under ∼,∧ and ∨.
Clearly Φ ⊆ B(Φ) ⊆ S(Φ) ⊆MTL. However, everyMTL formula is already expressively
equivalent to even a B(ML) formula [13], a property that the recent axiomatization ofMTL
[14] allows to prove for each formula syntactically.
I Lemma 8. Let K = (W,R, V ) be a structure and Φ ⊆MTL. If ≈ is strongly Φ-invariant
on K, then ≈ is also strongly S(Φ)-invariant on K.
Proof. Let ≈′ be a refinement of ≈. The proof is by induction on |ϕ|, where ϕ ∈ S(Φ). The
inductive step for the truth-functional connectives on the level of teams, i.e., ∼ and ∧, are
clear. So assume ϕ = ψ1 ∨ ψ2.
Suppose (K, T )  ϕ via S ∪ U = T , S  ψ1 and U  ψ2. Then [T ]≈′ = [S]≈′ ∪ [U ]≈′ . By
induction hypothesis, [T ]≈′  ψ1 ∨ ψ2.
Conversely, let [T ]≈′  ϕ via teams S˜, U˜ ⊆ W/≈′ such that S˜ ∪ U˜ = [T ]≈′ , S˜  ψ1 and
U˜  ψ2. There is not necessarily a unique choice of S,U ⊆ T such that [S]≈′ = S˜ and
[U ]≈′ = U˜ , so we choose corresponding S and U as large as possible to ensure T is covered by
S ∪ U . Namely, define S := { w ∈ T ∣∣ [w]≈′ ∈ S˜ } and U := { w ∈ T ∣∣ [w]≈′ ∈ U˜ }. If now
w ∈ T , then [w]≈′ ∈ [T ]≈′ , so [w]≈′ ∈ S˜ or [w]≈′ ∈ U˜ , and consequently w ∈ S or w ∈ U .
Therefore T ⊆ S ∪ U . By definition S,U ⊆ T , so T = S ∪ U .
To show T  ψ1 ∨ ψ2 applying the induction hypothesis, it remains to show that actually
[S]≈′ = S˜ resp. [U ]≈′ = U˜ holds. Suppose [w]≈′ ∈ [S]≈′ . (The proof is analogous for U).
Then by definition of [·]≈′ there exists wˆ ∈ S such that wˆ ≈′ w, again implying by definiton
of S that [wˆ]≈′ = [w]≈′ ∈ S˜. Hence [S]≈′ ⊆ S˜.
Let conversely [w]≈′ ∈ S˜. Then [w]≈′ ∩ T is non-empty, since otherwise [w]≈′ /∈ [T ]≈′ by
definition of [·]≈′ , contradicting [w]≈′ ∈ S˜ ⊆ [T ]≈′ . Hence there exists some wˆ ∈ T such that
wˆ ≈′ w. Since wˆ ∈ T and [wˆ]≈′ = [w]≈′ ∈ S˜, it follows wˆ ∈ S by the definition of S, and
hence [wˆ]≈′ = [w]≈′ ∈ [S]≈′ as desired. J
I Theorem 9. For every Kripke structure K and every finite Φ ⊆ S(ML) there is an
equivalence relation of index at most
∏
ϕ∈Φ 2|ϕ| that is strongly Φ-invariant on K.
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Proof. Let Γ := SF(Φ) ∩ML. By Proposition 6, ≈Γ is Γ-invariant. |Γ| ≤
∑
ϕ∈Φ |ϕ|, so ≈Γ
has index at most
∏
ϕ∈Φ 2|ϕ|. Since Φ ⊆ S(Γ), the theorem follows from Lemma 8. J
I Corollary 10. Every satisfiable ϕ ∈ S(ML) has a model of size at most 2|ϕ|.
3.1 Lower bounds for filtrations with invariance
In the context of modal logic, (strong) invariance appears as a natural property of filtrations.
It seems like a straightforward tool to generalize the usual filtration technique, which
preserves the truth of certain formulas in all points of a model, to team semantics. But it is
inappropriate when team-wide modalities come into play, as the following counter-example
shows. It employs a PTL formula of Hannula et al. [10], namely
max(Φ) := ∼
∨
p∈Φ
(p6 ¬p) ,
where Φ ⊆ PS is a finite set of propositions. Clearly max(Φ) has length O(|Φ|). Intuitively,
it is true in a team T if and only if all Boolean assignments to variables in Φ are “realized”
in worlds of T , formally:
(W,R, V, T )  max(Φ)⇔ { fw : Φ→ {1, 0} | w ∈W, fw(p) = 1⇔ w ∈ V (p) }
= { f | f : Φ→ {1, 0} }
It is equivalent to the formula
∧
Φ′∈P(X)
E
 ∧
p∈Φ′
p ∧
∧
p∈Φ\Φ′
¬p
 .
In the counter-example, we more generally consider homomorphisms that feature similar
invariance properties as equivalence relations.
I Definition 11. Let h : K → K′ be a homomorphism between Kripke structures. If T is a
team in K, then h(T ) := { h(w) | w ∈ T }.
h is called Φ-invariant on (K, T ) if (K, T )  ϕ⇔ (K′, h(T ))  ϕ for all ϕ ∈ Φ.
h is called Φ-invariant on K if it is Φ-invariant on (K, T ) for all teams T in K.
In the following, we also simply write that a homomorphism or equivalence relation is
ϕ-invariant (resp. ϕ-preserving) instead of {ϕ}-invariant (resp. {ϕ}-preserving).
I Theorem 12. Suppose ϕ = max(Φ) for Φ ⊆ PS. Then there is a structure K such that
the image of any homomorphism ϕ-invariant on K has size at least 22|Φ| .
Proof. Let Φ := {p1, . . . , pn} ⊆ PS, and let ϕ := max(Φ). Construct the structure
K = (W,R, V ) as follows. Let W := P(P(Φ)), consequently |W | = 22n . Intuitively, every
world A ∈W corresponds to a (possibly empty) subset of Boolean assignments to p1, . . . , pn,
each assignment being represented by a subset of Φ.
For any set A = {Φ′} ∈ W of exactly one assignment Φ′ ⊆ Φ, let A ∈ V (p) ⇔ p ∈ Φ′,
that is, worlds in the Kripke structure that are singletons mimic the propositional labeling
represented by their unique member Φ′. In all other worlds, all propositions are true, i.e., if
|A| 6= 1, then A ∈ V (p) for all p ∈ Φ. Finally, for all A ∈W and Φ′ ∈ A, add the edge from
A to {Φ′}.
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Let now h(K) be a morphic image of K with h being ϕ-invariant. By definition, h has to
preserve the truth of all propositions p ∈ Φ. However, it also has to preserve their falsity
everywhere: Otherwise there is some ⊆-minimal Φ′ ⊆ Φ such that {Φ′} 2 p, but h({Φ′})  p.
Then the assignment Φ′ itself cannot occur in h(K) anymore, in particular, h(K) contains no
world w such that w 2 p iff p /∈ Φ′. Then ∼ϕ holds in all teams of h(K) despite (K,W )  ϕ,
contradiction to the ϕ-invariance.
Consequently, h preserves truth and falsity of propositions p ∈ Φ. Suppose that the
image h(K) has less than 22n worlds. By cardinality constraints, h is not injective, i.e.,
h(A) = h(A′) for distinct A,A′ ∈W . W.l.o.g. there is an assignment Φ′ ∈ A \ A′. Consider
now the team T := { A′,P(Φ) \ Φ′ } where neither world has {Φ′} as successor. Hence
T 2 max(Φ).
But by definition, the second world in T has {Φ′′} as successor for any assignment Φ′′ ⊆ Φ
except Φ′. Note that
h(T ) = {h(A′), h(P(Φ) \ {Φ′})} = {h(A), h(P(Φ) \ {Φ′})}.
As h preserves edges, for every Φ′′ ⊆ Φ an element in h(T ) has h({Φ′′}) as a successor: for
Φ′′ = Φ′ it is h(A), and for Φ′′ 6= Φ′ it is h(P(Φ) \ Φ′). Furthermore, for distinct singletons
{Φ′′}, {Φ′′′} ∈W always h({Φ′′}) 6= h({Φ′′′}), as otherwise at least one proposition would not
be preserved. Hence h(T )  max(Φ). But as T 2 max(Φ), h cannot be ϕ-invariant. J
I Corollary 13. There areMTL formulas ϕ and structures K such that every ϕ-invariant
equivalence relation on K has index 22Ω(|ϕ|) .
Moreover, the theorem exhibits a gap between B(ML) and S(ML) with respect to
distributing modal operators. Recall that according to Theorem 9, S(ML) admits exponential
filtration.
I Corollary 14. There are formulas ψ, where ψ ∈ S(ML), such that every S(ML) formula
equivalent to ψ has length 2Ω(|ψ|).
In contrast, if ϕ ∈ B(ML), then ϕ has an equivalent B(ML) formula already of length
≤ 2|ϕ|. The translation is immediate, since ∼ψ ≡ ∼ψ and (ψ ∧ ψ′) ≡ ψ ∧ ψ′. In
other words,  is easy to distribute over ∧ and ∼, but hard to distribute over ∨.
I Corollary 15. There are formulas ψ ∈ S(ML) such that every B(ML) formula equivalent
to ψ has length 2Ω(|ψ|).
On the other hand, ♦ is easy to distribute over ∨, as ♦(ψ ∨ ψ′) ≡ ♦ψ ∨ ♦ψ′.
4 Weaker filtrations for monotone MTL
An exponential model property can be obtained for larger fragments ofMTL, provided the
requirements of filtration are weakened properly. An obvious candidate is the invariance
property. To find a small model of ϕ starting from a given model (K, T ), it is unnecessary to
have ∼ϕ preserved as well; hence we replace invariance by asymmetric preservation.
Moreover, a filtration ≈ does not need to preserve a formula ϕ in all teams of a model
(K, T ) — having ϕ true in [T ]≈ would be completely sufficient. For this reason, we do not
define preservation on the whole structure K, but only locally:
I Definition 16. If ≈ is an equivalence relation on a Kripke structure K = (W,R, V ), T ⊆W
is a team, and Φ ⊆MTL, then ≈ is
Φ-preserving on (K, T ) if ∀ϕ ∈ Φ : (K, T )  ϕ ⇒ (K/≈, [T ]≈)  ϕ,
strongly Φ-preserving if every refinement ≈′ of ≈ is Φ-preserving.
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Of course Φ-preservation does not imply ∼Φ-preservation. The property is however still
closed under application of monotone connectives. In this context, we consider theMTL
operators ∧,∨,♦ and  as monotone, and also add the Boolean disjunction 6. Accordingly,
we define the following fragment.
I Definition 17. The fragmentMTLmon ofMTL is defined as the closure of S(ML) under
∧,6,∨, and ♦.
I Theorem 18. For every finite Φ ⊆ MTLmon, every structure K = (W,R, V ), and every
team T ⊆ W , there is an equivalence relation of index at most ∏ϕ∈Φ 2|ϕ| that is strongly
Φ-preserving on (K, T ).
Note that we still quantify over all teams T , but are allowed to choose a different filtration
for each team. The order of these quantifications makes a crucial difference here, in particular
it eliminates the vulnerability against the method of Theorem 12 for filtration lower bounds.
In the following auxiliary lemmas, let K = (W,V,R) be a Kripke structure and ≈ an
equivalence relation on W , and accordingly K/≈ = (W/≈, R′, V ′) as in Definition 2.
First we prove that subformulas starting with ♦ are preserved.
I Lemma 19. If S is a successor team of T , then [S]≈ is an successor team of [T ]≈.
Proof. Suppose that S is a successor team of T . We have to show that every [w] ∈ [T ] has
an R′-successor in [S] and that every [v] ∈ [S] has an R′-predecessor in [T ]. Let [w] ∈ [T ],
then w′ ∈ T for some w′ ≈ w. w′ has an R-successor v ∈ S, so [v] ∈ [S]. But Rw′v implies
R′[w′][v], so [w′] = [w] has an R′-successor in [S].
Conversely, if [v] ∈ [S], then v′ ∈ S for some v′ ≈ v. v′ has an R-predecessor w ∈ T .
However, Rwv′ again implies R′[w][v′], so R′[w][v] for some [w] ∈ [T ]. J
Formulas starting with  are similarly preserved in teams T , at least as long as the
filtration does not cross the boundaries of the preimage team T :
I Lemma 20. If S is the image of T , and w ≈ w′ implies w ∈ T ⇔ w′ ∈ T , then [S] is the
image of [T ].
Proof. As in the previous lemma, every [v] ∈ [S] has an R′-predecessor in [T ]. It remains
to prove that [S] contains all R′-successors [v] of all [w] ∈ [T ]. Let R′[w][v] for [w] ∈ [T ].
There exist w′ ≈ w and v′ ≈ v such that Rw′v′. By assumption of the lemma, w′ ∈ T , so its
R-successor v′ must be in S, and [v′] = [v] ∈ [S]. J
It is easy to verify that the converse of the above lemmas is not true. Moreover, we are
now ready to prove the theorem.
Proof of Theorem 18. Let K = (W,R, V ), T ⊆W and Φ ⊆MTLmon be as in Theorem 18.
W.l.o.g. (K, T )  Φ. For this reason, we simply show that ϕ := ∧ψ∈Φ ψ is strongly preserved.
By definition of MTLmon, ϕ is a monotone combination (i.e., using only operators
∧,6,∨,♦,) of S(ML) formulas. We exploit the monotonicity and define a witness set
T (ψ) for certain subformulas ψ of ϕ. In the proof it suffices to preserve these subformulas in
their corresponding witness teams instead of the whole structure.
For a simpler proof, we assume w.l.o.g. that every subformula of ϕ occurs only once in ϕ.
T (ψ) ⊆ W is defined in top-down manner, for ψ /∈ S(ML), such that (K, T (ψ))  ψ.
Accordingly, T (ϕ) := T . Whenever T (ψ) is defined for ψ ∈ SF(ϕ), set T (ψ) := R(T (ψ)).
Similarly, T (♦ψ) must have a successor team S that satisfies ψ, so set T (ψ) := S. Any team
T (ψ ∨ ψ′), for ψ ∨ ψ′ ∈ SF(ϕ), likewise can be split into S  ψ and U  ψ′, consequently
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then T (ψ) := S and T (ψ′) := U . If ψ = ψ′ ∧ ψ′′ or ψ = ψ′ 6 ψ′′ is in SF(ϕ), then T (ψ′)
and/or T (ψ′′) simply equals T (ψ).
Similarly as in Theorem 9, Γ := SF(ϕ) ∩ML. Define ≈′ as the coarsest refinement of
≈Γ that does not cross the boundaries of witness teams T (ψ), i.e., w ≈′ w′ if and only if
w ≈Γ w′ and, for all ψ ∈ SF(ϕ), w ∈ T (ψ)⇔ w′ ∈ T (ψ).
Lemma 19 and 20 now allow to prove (K/≈′′ , [T (ψ)]≈′′)  ψ for any refinement ≈′′ of ≈′,
and any ψ ∈ SF(ϕ), by induction on |ψ|. The splitting case is proven as in Lemma 8. As ≈′
has index at most 2|ϕ|, this proves the theorem. J
I Corollary 21. Every satisfiable formula ϕ ∈MTLmon has a model of size at most 2|ϕ|.
I Proposition 22. The satisfiability problem ofMTLmon is AEXPTIME(poly)-complete.
Proof. The hardness already holds for PTL [9], so we prove only the upper bound. The
model checking problem forMTL is decidable by an alternating Turing machine that, given
(K, T, ϕ), runs in time polynomial in |K|+ |ϕ|, and with alternations polynomial in |ϕ| [10].
This allows to decide the satisfiability problem ofMTLmon as follows. Given a formula ϕ,
guess a Kripke structure K of size up to 2|ϕ| and a team T in K. Then execute the above
model checking algorithm on (K, T, ϕ). By the preceding corollary, the algorithm decides
MTLmon in exponential runtime and polynomially many alternations. J
5 Lower bounds for MTL with alternating modalities
The established small model property for MTLmon crucially depends on the existential
quantification of successor teams and splittings that is inherent to this fragment. If Boolean
negations ∼ are permitted in front of arbitrary ♦ and ∨ operators, then alternations between
existential and universal quantification of modalities are introduced.
Indeed, we prove in this section that already MTL formulas of the form ∼♦∼♦ · · ·ϕ
are highly resistant to filtration for very simple ϕ, e.g., of B(ML). Note that everyMTL
formula is equivalent to a B(ML) formula of the form
n6
i=1
αi ∧ mi∧
j=1
Eβi,j
 ,
where αi, βi,j ∈ ML [13, 14]. We refer to this form as disjunctive normal form (DNF), as6 and ∧ are the Boolean disjunction and conjunction over teams. ML formulas are then
considered “literals.” There is only one positive literal per disjunct asML is closed under ∧.
In the following, the positive literals of DNFs are w.l.o.g. pairwise distinct. This allows a
concise notation: For finite Γ,∆ ⊆ML and λ : Γ→ P(∆), we write (Γ,∆, λ) instead of6
α∈Γ
α ∧ ∧
β∈λ(α)
Eβ
 .
Here, Γ is the set of positive literals, ∆ is the set of negative literals, and λ defines the
clauses.
To establish filtration lower bounds, we require the disjuncts of a DNF to be “independent
enough”. We formalize this with two properties.
I Definition 23. A set Γ ⊆ML is called multiplicative if it is satisfiable, and furthermore
for all Γ1,Γ2,Γ3 ⊆ Γ it holds that, if Γ1 ∪ ¬Γ2 and Γ1 ∪ ¬Γ3 are satisfiable, then also
Γ1 ∪ ¬(Γ2 ∪ Γ3) is satisfiable.
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(Γ1 ∪ ¬Γ2) ∪ (∆1 ∪ ¬∆2)Γ ∪ (∆1 ∪ ¬∆2) (Γ1 ∪ ¬Γ2) ∪ ¬∆
satisfiablesatisfiable satisfiable
⇐ ⇒
Figure 1 Hanoi property of sets Γ,∆ ⊆ML.
Examples for multiplicative sets are PS and {ϕ | ϕ ∈ML }.
I Definition 24. Let Γ,∆ ⊆ ML. The tuple (Γ,∆) has the Hanoi property if for all
Γ1,Γ2 ⊆ Γ and ∆1,∆2 ⊆ ∆:
1. Γ ∪ ¬∆ is satisfiable,
2. whenever Γ1 ∪ ¬Γ2 is satisfiable, then also (Γ1 ∪ ¬Γ2) ∪ ¬∆ is satisfiable,
3. whenever ∆1 ∪ ¬∆2 is satisfiable, then also Γ ∪ (∆1 ∪ ¬∆2) is satisfiable.
For convenience, we say that a DNF (Γ,∆, λ) has this property simply if (Γ,∆) has it.
An example illustrating the Hanoi property4 of a tuple (Γ,∆) is depicted in Figure 1.
As a next step, we more carefully analyze the entailment relation  between the literals
in each Γ and ∆. For the rest of the section, we make use of a number of definitions from
order theory, like partial orders, lattices and filters. To refresh the foundations, the reader is
referred to the very good textbook by Davey and Priestley [5].
An antichain is a set of pairwise unordered elements. The width w(X) of a partially
ordered finite set X is the cardinality of its largest antichain. If S ⊆ S′ is ordered by ,
then its up-set is S↑ := { s′ ∈ S′ | ∃s ∈ S : s  s′}. Its down-set S↓ is defined analogously.
U(X) resp. L(X) denotes the lattice of all upper resp. lower subsets of X. By convention,
we assume the quasi-ordering  onMTL, and the partial ordering ⊆ on P(MTL).
Define the formula NESubψ := >∨ (E>∧ψ). It states that a non-empty subteam satisfies
ψ. Furthermore, let ASψ := ∼NESub∼NESubψ.
I Lemma 25. For any Kripke structure K and team T in K, (K, T )  ASψ if and only if
(K, {w})  ψ for every singleton {w} ⊆ T .
Proof. For the first direction, let (K, T )  ASψ and w ∈ T . For the sake of contradiction
suppose (K, {w})) 2 ψ. Clearly the only non-empty subteam of {w} is {w} itself, so no
non-empty subteam of {w} satisfying ψ exists. For this reason, (K, {w})  ∼NESubψ. Clearly
{w} is a non-empty subteam of T , consequently (K, T )  NESub∼NESubψ, contradicting
(K, T )  ASψ.
For the other direction, suppose (K, {w})  ψ for every singleton {w} ⊆ T . Assume again
for the sake of contradiction that (K, T ) 2 ASψ, i.e., NESub∼NESubψ holds in T via some
non-empty subteam T ′ ⊆ T that satisfies ∼NESubψ. Since T ′ clearly contains at least one
singleton that is also contained in T , it satisfies NESubψ as well, contradiction. J
Using the above properties, we now identify a class of formulas in DNF in which the
optimal filtration directly correlates with the size of an -antichain in the set of its positive
literals.
4 As in the Towers of Hanoi puzzle, the upper layer (true elements of ∆ in Figure 1) should be empty
unless the lower layer (true elements of Γ) is “full”. The property then states that, starting at a model
for any subsets of Γ and ∆, it is also possible to find models with the lower layer (Γ) changed to “full”
or the upper one (∆) changed to “empty”.
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T 2 ASϕ
rα rα′ rα′′
· · ·2 ϕ
Mα Mα′ Mα′′Nα Nα′ Nα′′
2 ϕ  ϕ  ϕ
Figure 2 A filtration failing to preserve ϕ in the singleton [rα] = [rα′ ].
I Theorem 26. Let a DNF ϕ = (Γ,∆, λ) satisfy the following properties:
1. ϕ has the Hanoi property and Γ ∪∆ is multiplicative,
2. Γ is partially ordered by ,
3. λ : Γ→ ∆, and α  α′ ⇔ (α′ ∧ λ(α′))  (α ∧ λ(α)).
Then there exists a model (K, T ) such that every equivalence relation ≈ that strongly preserves
ASϕ on (K, T ) has index at least w(Γ).
Proof. Let Γ∗ ⊆ Γ be an antichain of cardinality w(Γ). We construct K as follows. By
multiplicativity and the Hanoi property, every α ∈ Γ is satisfiable by a model Mα =
(KMα , wMα) such that
Mα  {α} ∪ { ¬α′ ∈ ¬Γ | α 2 α′ } ∪ ¬∆.
Likewise, let Nα = (KNα , wNα) be a model such that
Nα  {α ∧ λ(α)} ∪
{¬(α′ ∧ λ(α′)) | α′ ∈ Γ \ {α} and α  α′}.
We show that Nα exists. Due to multiplicativity, consider a single α′ 6= α such that α  α′.
Γ is partially ordered, so α′ 2 α, and by 3. (α ∧ λ(α)) 2 (α′ ∧ λ(α′)). For this reason,
(α ∧ λ(α)) ∧ ¬(α′ ∧ λ(α′)) is satisfiable.
K is now the disjoint union of all Mα,Nα and an additional world rα for each α ∈
Γ∗, which possesses edges to the roots of Mα and Nα (see Figure 2). Finally, let T :=
{ rα | α ∈ Γ∗ }. It is straightforward that the image of each {rα} ⊆ T satisfies the disjunct
α ∧ Eλ(α) of ϕ, so T  ASϕ.
Now suppose that ≈ is an equivalence relation with index less than |Γ∗|. Then rα ≈ rα′
for some distinct α, α′ ∈ Γ∗, i.e., the equivalence relation inevitably merges two worlds in T .
Let ≈′ be the refinement of ≈ that merges nothing else. Suppose for the sake of contradiction
that ≈′ preserves ASϕ on (K, T ).
By definition of Mα, it holds [rα]≈′  ♦¬α′′, unless both α  α′′ and α′  α′′. Conse-
quently, for {[rα]≈′} to satisfy ϕ, its image must necessarily satisfy a disjunct α′′ ∧ Eλ(α′′)
of ϕ with α  α′′ and α′  α′′.
Suppose such α′′ exists. As Γ∗ is an antichain, α, α′ and α′′ must be pairwise distinct.
But then (α′′ ∧ λ(α′′)) is already false in the roots of Mα, Mα′ , Nα, and Nα′ . Since
{[rα]≈′}  ∼α′′ or {[rα]≈′}  ¬λ(α′′), α′′ cannot exist. For this reason, ultimately
{[rα]≈′} 2 ϕ holds and ≈ is not strongly ASϕ-preserving. J
Of course we still have to ask whether suitable DNFs with large antichains actually
exist. In Subsection 5.1, we introduce a candidate, namely the naive expansion of MTL
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formulas. In Subsection 5.2, we then investigate the naive expansion of formulas of the form
∼♦∼♦ · · ·︸ ︷︷ ︸
n alternations
ϕ, and prove that its width grows faster than any elementary function in n.
5.1 Naive DNF expansions
Suppose that ϕ = (Γ,∆, λ) is a DNF. If ∼ϕ should hold in a team, then for each α ∈ Γ,
either E¬α holds, or ¬β is true for some β ∈ λ(α). Depending on λ, there are many possible
ways to falsify ϕ. We represent each one by a choice function fϕ. By convention, fϕ(α) being
undefined shall mean that E¬α holds, and otherwise ¬fϕ(α) is true. The set of all choice
functions with respect to ϕ is then:
Fϕ = { f : Γ′ → ∆ | Γ′ ⊆ Γ and ∀α ∈ Γ′ : f(α) ∈ λ(α) } .
To now express ∼ϕ as a DNF, every possible choice function f must be considered. The DNF
(Γ,∆, λ)∼, logically equivalent to ∼(Γ,∆, λ), is defined as (Γ′,∆′, λ′) with
Γ′ :=
 ∧
α∈dom f
¬f(α)
∣∣∣∣∣∣ f ∈ Fϕ

∆′ := ¬Γ,
and λ′
(∧
α∈dom f ¬f(α)
)
:= ¬(Γ \ dom f).
For ♦, recall that ,♦ and ∨ all distribute over Boolean disjunction 6. But unlike
the  operator, ♦ and ∨ do not distribute over conjunction. Here, we merely have a
“pseudo-distributive law” for ♦ (and a similar one for ∨),
♦
(
α ∧
n∧
i=1
Eβi
)
≡ ♦α ∧
n∧
i=1
E♦(α ∧ βi),
where α, β ∈ ML [14]. Then the DNF (Γ,∆, λ)♦ := (♦Γ,∆′, λ′), where ∆′ := {♦(α ∧ β) |
α ∈ Γ, β ∈ λ(α)} and λ′(♦α) := {♦(α ∧ β) | β ∈ λ(α)}, is equivalent to ♦(Γ,∆, λ).
All in all, the combination of the above steps yields the following DNF (Γ,∆, λ)♦∼ =
(Γ′,∆′, λ′) equivalent to ∼♦(Γ,∆, λ). We gather the “positive” literals of f ∈ Fϕ in the
conjunction pfq :=
∧
α∈dom f ¬(α ∧ f(α)), and simply define:
Γ′ := {pfq | f ∈ Fϕ }
∆′ := ¬♦Γ
λ′(pfq) := ¬♦(Γ \ dom f).
5.2 Existence of large width DNFs
In the naive expansion (Γ,∆, λ) of a formula, many literals in Γ or ∆ may happen to be
redundant. To ensure that Γ contains a large antichain, and even is partially ordered under
, we have to carefully “carve out” superfluous disjuncts. As a first step, we formalize a
sufficient notion of redundancy of disjuncts in a DNF.
If f is a function and X ⊆ dom f , let fX be the restriction of f to the domain X.
I Definition 27. Let ϕ = (Γ,∆, λ) be a DNF. A kernel of ϕ is a DNF ϕ′ = (Γ′,∆′, λ′) such
that
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1. Γ′ ⊆ Γ, λ′ = λΓ′ , and ∆′ =
⋃
α∈Γ′ λ
′(α)
2. for every α ∈ Γ there exists α′ ∈ Γ′ such that α  α′ and λ′(α′) ⊆ λ(α)↑.
The condition λ′(α′) ⊆ λ(α)↑ can also be formulated as: for all β′ ∈ λ′(α′) it holds β  β′
for some β ∈ λ(α).
I Lemma 28. If ϕ′ is a kernel of ϕ, then ϕ ≡ ϕ′.
Proof. Since ϕ includes all disjuncts of ϕ′, clearly ϕ′  ϕ. Conversely, assume that a model
M satisfies a disjunct α ∧ Eβ1 ∧ · · · ∧ Eβn of ϕ. Then there is a disjunct of ϕ′ of the form
α′ ∧ Eβ′1,∧ · · · ∧ Eβ′m, where α  α′ and for every i ∈ [m] there exists j ∈ [n] such that
βj  β′i. Consequently,M satisfies α′ ∧ Eβ′1,∧ · · · ∧ Eβ′m and therefore ϕ′. J
In the next lemma, we ensure that the Hanoi property, Definition 24, is preserved under
application of ∼♦.
I Lemma 29. If a DNF (Γ,∆, λ) has the Hanoi property, then also any kernel of (Γ,∆, λ)♦∼
has it.
Proof. Let (Γ′,∆′, λ′) := (Γ,∆, λ)♦∼. Proving the lemma for (Γ′,∆′, λ′) also proves it for
every kernel.
Proof of condition 1. Since Γ∪¬∆ is satisfiable, clearly ♦(Γ∪¬∆)∪(Γ∪¬∆) is satisfiable.
The claim follows since ¬∆  Γ′ and ♦Γ ≡ ¬¬♦Γ = ¬∆′.
Proof of condition 2. Suppose Γ′1 ∪ ¬Γ′2 is satisfiable for Γ′1,Γ′2 ⊆ Γ′. Note that Γ′ ∪∆′ is
multiplicative, since every formula in it is equivalent to an element of {ϕ | ϕ ∈ML} (cf.
page 10). Since Γ′ ∪ ¬∆′ is satisfiable by condition 1., also Γ′1 ∪ ¬Γ′2 ∪ ¬∆′ is satisfiable.
Proof of condition 3. Let ∆′1 ∪ ¬∆′2 be satisfied by a modelM = (K, w). We augmentM
to additionally satisfy Γ′. Every formula in ¬∆′2 is of the form ¬¬♦α for some α ∈ Γ.
The root w has a successor vα for every such α such that vα  {α} ∪ {¬α′ | ¬♦α′ ∈ ∆′1}.
As condition 2. holds for (Γ,∆), we can for each such vα add a new successor that is
the root of a model of {α} ∪ {¬α′ | ¬♦α′ ∈ ∆′1} ∪ ¬∆. If now all old successors of w are
removed, the resulting structure satisfies ∆′1 ∪ ¬∆′2 ∪ Γ′. J
In the rest of the section, we aim at applying Theorem 26 to a DNF ϕ = (Γ,∆, λ) that
is constructed to have a large width w(Γ). The idea is to introduce alternations between
positive and negative occurrences of modal operators, as stated at the beginning of this
section. A lower bound of w(Γ) is then proven by induction on the number of alternations.
Unfortunately, the conditions 1.–3. of Theorem 26 are not sufficient, since ϕ meeting them
does not imply ϕ♦∼ meeting them. Instead, we consider the following extended conditions
which are used as an invariant during the induction step.
1. ϕ has the Hanoi property and Γ ∪∆ is multiplicative,
2.  is a partial ordering on both Γ and ∆,
3. (a) ∀α ∈ Γ : |λ(α)| = 1, and if λ(α) = {β}, λ(α′) = {β′}, then α  α′ ⇔ (α′ ∧ β′) 
(α ∧ β),
(b) λ : Γ→ U(∆) is bijective and α  α′ ⇔ λ(α) ⊆ λ(α′),
4. (a) if α, α′ ∈ Γ are incomparable and β ∈ λ(α), then α ∧ β 2 α′,
(b) if λ(α) \ λ(α′) contains an element incomparable to β ∈ ∆, then α ∧ β 2 α′.
Moreover, if ϕ is a DNF with the properties 3.(a) and 4.(a), then ϕ♦∼ does not necessarily
have a kernel which satisfies 3.(a) and 4.(a) again. Instead, the iterated expansion of a ∼♦
prefix alternates between DNFs satisfying either 3.(a)–4.(a) or 3.(b)–4.(b). This is made
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explicit in the following two technical lemmas. The proofs can be found in the appendix.
Note that the lemmas work asymmetrically: the width w(Γ) stays the same in the first
lemma, but increases by a factorial in the second lemma.
I Lemma 30. If a DNF ϕ = (Γ,∆, λ) satisfies 1., 2., 3.(a) and 4.(a), then ϕ♦∼ has a
kernel (Γ′,∆′, λ′) that satisfies 1., 2., 3.(b) and 4.(b) such that w(∆′) = w(Γ).
I Lemma 31. If a DNF ϕ = (Γ,∆, λ) satisfies 1., 2., 3.(b) and 4.(b), then ϕ♦∼ has a
kernel (Γ′,∆′, λ′) that satisfies 1., 2., 3.(a) and 4.(a) such that w(Γ′) ≥ w(∆)!.
Applying the two lemmas in an inductive manner yields a width that grows roughly as
fast as the iterated factorial. We write the n-times iterated factorial of n as:
n!(n) := n ! . . . !︸︷︷︸
n times
The iteration count is essentially half the negation depth nd(ϕ), the maximal nesting
depth of ∼ in ϕ. It is defined similarly as the modal depth md(ϕ), which is the maximal
nesting depth of modalities [3].
It is not difficult to choose an initial DNF ϕ that satisfies 1., 2., 3.(a) and 4.(a) A
simple example is ϕ := 6ni=1(pi ∧ Eqi), where p1, q1, . . . ∈ PS are distinct. By applying
Lemma 30 and 31 repeatedly, we obtain a DNF ϕ′. ϕ′ satisfies 1., 2., 3.(a) and 4.(a), and
is by Lemma 28 equivalent to (∼♦)2nϕ, but its positive literal set has width at least n!(n).
Clearly an equivalence relation is ϕ-preserving if and only if it is ϕ′-preserving. A
consequence of this fact and of Theorem 26 is the following main result of this section.
I Theorem 32. There areMTL formulas (ϕn)n∈N of length O(n), modal depth 2n+O(1)
and negation depth 2n+O(1), and models (K, T ) of ϕn, such that every equivalence relation
that strongly preserves ϕn on (K, T ) has index at least n!(n).
Recall that MTLmon has, according to Theorem 18, strongly ϕ-preserving filtration
with index exponential in |ϕ|. Therefore we conclude this section with a non-elementary
succinctness gap between the equally expressive logicsMTL andMTLmon.
I Corollary 33. There areMTL formulas (ϕn)n∈N of length O(n), modal depth 2n+O(1)
and negation depth 2n+O(1) for which any equivalentMTLmon formula has length at least
n!(n).
6 Conclusion
In this paper, the filtration technique was shown to be insufficient as a tool applied to modal
logic considered under team semantics and supplied with Boolean negation.
On the one hand, filtration continues to work in an almost straightforward way for
the extension S(ML) ofML – that is, the closure ofML under splitting ∨ and Boolean
operators ∼,∧. Theorem 9, the exponential model property for S(ML), is not particularly
surprising: for a given Γ ⊆ML, let Γ∗ be the closure of Γ under ¬ and ∧. Then every S(Γ)
formula is equivalent to a B(Γ∗) formula [14].5 As filtration upper bounds are clearly “closed
under Boolean connectives”, including all ∧, ¬ and ∼, the strong upper bound in Section 3
naturally emerges.
5 The translation from the first fragment to the latter plays a crucial role in the completeness of a recent
axiomatic system forMTL [14].
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On the other hand, the introduction of team-wide modalities prevents filtration very
thoroughly and effectively, as Section 5 shows. The proof of the non-elementary filtration
lower bound employs a formula AS(∼♦)2nϕ where ϕ is a disjunctive normal form (using
∼ and ∧) of only propositional variables. Besides ♦ operators alternating between positive
and negative occurrences, for technical reasons that formula contains one additional  and,
contained in the definition of the AS operator, two instances of ∨.
The main conclusion that can be drawn from these results is the following. Filtration,
being defined as a simple quotient construction merging individual worlds, preserves modal
formulas that can be evaluated on points, but it cannot capture the interdependencies between
different points in a Kripke structure that are addressed by the team-wide modalities.
Another subtle point is the distinction between an equivalence relation preserving the
truth value of a formula ϕ on a pair (K, T ), or even in all teams throughout the whole
structure K. Intuitively, the first variant corresponds to choosing a filtration after knowing
the team T in which ϕ must be preserved, while the latter one corresponds to not knowing T
beforehand. While S(ML) admits filtration in both senses, Section 3.1 shows that already
the introduction of a single occurrence of a non-classical modality prohibits a filtration of
exponential size unless T is fixed, i.e., known beforehand.
This more specialized approach is developed in Section 4 to a “weak filtration” for the
fragment namedMTLmon. It has the exponential model property, at the cost of disallowing
♦ and  to occur negatively. While this modal fragment appears rather artificial to allow
filtration, it potentially permits a variant of the standard translation (see, e.g., [3]) to the
existential fragment of a variant of first-order or second-order logic. It is well-known that
the satisfiability problem for the analogous existential SO(∃) fragment of second-order logic
is not harder than for first-order logic FO.
The paper aims at classifying the actual complexity of Modal Team LogicMTL, in the
sense of both computational and model-theoretical complexity. From that perspective, the
paper is clearly a negative result. Nevertheless, the used proof methods for the failure of
filtration have useful side effects: namely they imply several succinctness lower bounds, even
indicating a strict succinctness hierarchy of fragments insideMTL. The detailed structure
of that hierarchy is a potential target of future research, as well as closing the gap of known
unconditional upper and lower bounds for model size.
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A Technical Appendix: Proofs for Section 5.2
A.1 Proofs of lemmas
I Lemma 30. If a DNF ϕ = (Γ,∆, λ) satisfies 1., 2., 3.(a) and 4.(a), then ϕ♦∼ has a
kernel (Γ′,∆′, λ′) that satisfies 1., 2., 3.(b) and 4.(b) such that w(∆′) = w(Γ).
Proof. We form the kernel (Γ′,∆′, λ′) of (Γ′′,∆′′, λ′′) := ϕ♦∼ using exactly the choice
functions with upward closed domain, i.e., F ′ := { f ∈ Fϕ | dom f ∈ U(Γ) }.
To meet the conditions of a kernel (cf. Definition 27), for every f ∈ Fϕ there has to exist
f′ ∈ F ′ such that pfq  pf′q and λ′′(pf′q) ⊆ λ′′(pfq)↑. Obtain such f′ by restricting
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f to the domain Γ \ (Γ \ dom f)↓. Then dom f′ is upward closed. Also, trivially pfq  pf′q.
Furthermore,
λ′′(pf′q) = ¬♦((Γ \ dom f)↓) = (¬♦(Γ \ dom f))↑ = λ′′(pfq)↑.
Consequently, (Γ′,∆′, λ′) with Γ′ := {pfq | f ∈ F ′}, and ∆′, λ′ defined accordingly, is a
kernel. It is multiplicative and Lemma 29 applies, so condition 1. is satisfied. ∆′ is partially
ordered and w(∆′) = w(Γ), since ∆′ = ¬♦Γ. That Γ′ is partially ordered follows from the
proof of 3.(b), as ⊆ is a partial order.
To prove the lemma, it remains to show 3.(b) and 4.(b).
Proof of 3.(b) For every f ∈ F ′, it is easy to verify that λ′(pfq) is an upward closed subset
of ∆′, so λ′ : Γ′ → U(∆′). We prove only dom f′ ⊆ dom f ⇔ pfq  pf′q for all f, f′ ∈ F ′,
since then
pfq  pf′q
⇔ pfq  pf′q
⇔ dom f′ ⊆ dom f
⇔ λ′(pfq) ⊆ λ′(pf′q) (by definition of λ′).
Recall that λ′(α) is a singleton, and consequently f(α) = f′(α) for every α ∈ dom f∩dom f′.
For this reason, dom f′ ⊆ dom f implies pfq  pf′q. For the other direction, suppose
dom f′ 6⊆ dom f, i.e., f′(α) = β for some α ∈ dom f′ \ dom f. We prove that
δ := (α ∧ β) ∧
∧
α′∈dom f
¬(α′ ∧ f(α′))
and therefore ¬pf′q ∧ pfq is satisfiable. Due to multiplicativity, we can simply ascertain
the consistency of (α ∧ β) with all conjuncts ¬(α′ ∧ f(α′)) of f. If α′ ∈ dom f, then α′ 2 α,
as dom f is upward closed. Then 3.(a) implies that (α ∧ β) ∧ ¬(α′ ∧ f(α′)) is satisfiable.
λ′ is injective: if λ′(pfq) = λ′(pf′q), then dom f′ = dom f, and consequently f′ = f by
the same argument as stated above. By cardinality constraints, λ′ is then surjective, as
|Γ′| = |U(Γ)| = |L(Γ)| = |U(∆′)|. It follows that λ′ is a bijection.
Proof of 4.(b) Suppose that λ′(pfq) \ λ′(pf′q) contains an element ¬♦α′ incomparable
to ¬♦α ∈ ∆′. First note that α and α′ must be incomparable as well, and furthermore,
α′ ∈ dom f′ \ dom f by definition of λ′. Similar as before, we show that
δ′ := (α′ ∧ f′(α′)) ∧ ¬α ∧
∧
α′′∈dom f
¬(α′′ ∧ f(α′′))
is satisfiable, implying pfq ∧ ¬α 2 pf′q and consequently 4.(b), as pfq ∧¬α 2 pf′q.
Finally, the satisfiability of (α′ ∧ f′(α′) ∧ ¬α follows from 4.(a); while the satisfiability of
(α′ ∧ f′(α′)) ∧ ¬(α′′ ∧ f(α′′)) follows again, since α′ /∈ dom f implies α′′ 2 α′, from 3.(a)
J
Next we prove the converse lemma, in which the width increases by a factorial. For the
sake of clarity, several auxiliary claims again are proven in the appendix after the lemma
itself.
I Lemma 31. If a DNF ϕ = (Γ,∆, λ) satisfies 1., 2., 3.(b) and 4b., then ϕ♦∼ has a kernel
(Γ′,∆′, λ′) that satisfies 1., 2., 3a. and 4a. such that w(Γ′) ≥ w(∆)!.
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Proof. As in Lemma 30, we construct a kernel (Γ′,∆′, λ′) of (Γ′′,∆′′, λ′′) := ϕ♦∼. By the
same argument as there, w.l.o.g. all f ∈ Fϕ have an upward closed domain.
We introduce a number of definitions.
Due to 3.(b), λ actually is an order isomorphism between Γ and the lattice U(∆) (cf. [5]).
For any ∆̂ ⊆ ∆, the lattice U(∆) furthermore contains a sublattice L∆̂ of all upward closed
subsets of ∆ which are disjoint from ∆̂. Let α∆̂ := λ
−1
(
maxL∆̂
)
.
Let Ssub(∆) be the set of all permutations σ of subsets of ∆. If σ = (β1, . . . , βk) ∈ Ssub(∆),
then σj is the prefix (βi)i∈[j] of σ for all 0 ≤ j ≤ k. The set underlying σ is ∆σ := {βi}i∈[k],
and we also write ασ instead of α∆σ .
A permutation σ = (β1, . . . , βk) is lazy if βj is a minimal element in λ(ασj−1) (which
is not necessarily unique) for all j ∈ [k]. It is a linear extension of ∆σ if, for all i, j ∈ [k],
βi  βj implies i ≤ j.
I Claim (a). σ ∈ Ssub(∆) is lazy if and only if it is a linear extension of some ∆̂ ∈ L(∆).
For every lazy permutation σ = (β1, . . . , βk) ∈ Ssub(∆), define the function fσ as follows.
Let its domain dom fσ be {α∅}↓\{ασ}↓ = Γ\{ασ}↓. For all j ∈ [k] and α ∈ {ασj−1}↓\{ασj}↓,
let f(α) = βj . Note that dom fσ is an upward closed set. The range ran fσ equals ∆σ, which
is a downward closed set by Claim (a).
Using these definitions, the restriction of Fϕ to
F ′ := { fσ | σ ∈ Ssub(∆) is lazy }
permits to define the desired DNF (Γ′,∆′, λ′) using
Γ′ := {pfσq | σ ∈ Ssub(∆) is lazy },
∆′ := { ¬♦ασ | σ ∈ Ssub(∆) is lazy },
and λ′(pfσq) := ¬♦ασ.
I Claim (b). (Γ′,∆′, λ′) is a kernel of ϕ♦∼.
It is straightforward that (Γ′,∆′, λ′) satisfies 1. We proceed with the remaining properties
stated in the lemma, using another auxiliary claim.
I Claim (c). Let fσ, fτ ∈ F ′ be distinct.
If σ is a prefix of τ , then pfτq  pfσq and pfσq 2 pfτq, and moreover pfσq ∧ ¬ασ 
pfτq ∧ ¬ατ and pfτq ∧ ¬ατ 2 pfσq ∧ ¬ασ.
If σ is not a prefix of τ and vice versa, then pfσq ∧ ¬ασ 2 pfτq and pfτq ∧ ¬ατ 2 pfσq.
The kernel satisfies 2.: Clearly ∆′ ⊆ ¬♦Γ is partially ordered, since Γ is. From the above
claim it also follows that Γ′ is partially ordered as well, since never both pfσq  pfτq
and pfσq  pfτq hold simultaneously for σ 6= τ . Moreover, in both cases 3.(a) and 4.(a)
apply.
Finally, we determine w(Γ′). Let ∆̂ ⊆ ∆ be an antichain with cardinality n := w(∆).
There are at least n! distinct linear extensions of (∆̂)↓, obtained by freely arranging the
elements in ∆̂, and by Claim (a) then at least n! distinct lazy permutations of (∆̂)↓. Since
these permutations are of identical length, they are pairwise no prefix of each other. By
Claim (c), then Γ′ contains an antichain of size n!. J
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A.2 Proofs of claims
I Claim (a). σ ∈ Ssub(∆) is lazy if and only if is a linear extension of some ∆̂ ∈ L(∆).
Proof. Let σ = (β1, . . . , βk) be a linear extension of ∆̂ ∈ L(∆). We prove that βj is a
minimal element of λ(ασj−1) for all j ∈ [k], so σ is lazy.
Observe that the elements ασ0 , ασ1 , . . . , ασk form an descending chain in Γ whenever σ is
lazy, that is, ασ = ασk  ασk−1  · · ·  ασ1  ασ0 = α∅.
First note that, for every j ∈ [k], ∆̂j := {βi | i ∈ [j]} is downward closed as well.
Conversely, the set ∆ \ ∆̂j−1 is disjoint from ∆̂j−1 and upward closed. βj is an element of
λ(ασj−1), since βj ∈ ∆ \ ∆̂j−1 and λ(ασj−1) is the largest upper set disjoint from ∆̂j−1. βj is
indeed a minimal element: suppose that λ(ασj−1) contains an element below βj . That element
is in ∆̂ by downward closure, so it equals some β` in σ. It holds ` < j, since σ is a linear
extension. Also, β` /∈ λ(ασ`) by definition of ασ` . But since λ(α∅) ⊇ λ(ασ1) ⊇ · · · ⊇ λ(ασ),
β` is not in λ(ασj−1) either, contradiction. So σ is lazy.
For the other direction, assume that σ = (β1, . . . , βk) is lazy. Define ∆̂j as above. As
a first step, we prove by induction on j that ∆̂j is downward closed. As j = 0 is trivial,
consider j > 0. Since every prefix of a lazy permutation is lazy, ∆̂j−1 is downward closed
by induction hypothesis. Furthermore, βj is a minimal element of λ(ασj−1) by assumption.
λ(ασj−1) is the largest upward closed set disjoint to ∆̂j−1, so by downward closure of ∆̂j−1
it must equal ∆ \ ∆̂j−1. But then βj is minimal in ∆ \ ∆̂j−1. As any element below βj is in
∆̂j−1, the set ∆̂j−1 ∪ {βj} = ∆̂j is downward closed.
Finally, suppose σ is lazy, but not a linear extension of its underlying set ∆̂. Then there
are βi, βj such that i < j and βj  βi. It holds λ(ασi) ⊇ λ(ασj ). But then βj ∈ λ(ασi),
which contradicts the fact that βi is a minimal element of λ(ασi). J
I Claim (b). (Γ′,∆′, λ′) is a kernel of ϕ♦∼.
Proof. Let (Γ′′,∆′′, λ′′) := ϕ♦∼. Say that f covers f′ if pfq  pf′q and λ′(pf′q) ⊆ λ′(pfq)↑.
If σ = (β1, . . . , βn) is a permutation not containing the element βn+1, then (σ, βn+1) denotes
the permutation (β1, . . . , βn, βn+1).
We prove that if fσ is the restriction of a function f, then either fσ = f, or there exists
β ∈ ∆ such that f(σ,β) is the restriction of some f′ ∈ F covering f. Since covering is transitive,
and since f() is the restriction of every function, by induction on |σ| every f ∈ Fϕ is covered
by some fσ ∈ F ′, proving the claim.
For the proof, assume fσ 6= f, i.e., dom fσ ( dom f. Then ασ ∈ dom f, since dom f =
Γ \ {ασ}↓ and dom f is upward closed. Let β∗ be a minimal element of λ(ασ) below or equal
to f(ασ). Define
f′(α) =
{
β∗ if α ∈ {ασ}↓ \ {α(σ,β′)}↓,
f(α) otherwise.
Then f(σ,β∗) is a restriction of f′. That f′ covers f can be seen as follows: Clearly λ′′(pf′q) ⊆
λ′′(pfq), since dom f′ ⊇ dom f. To show pfq  pf′q, let ¬(α ∧ β) be a conjunct of pf′q not
occurring in pfq. Then α ∈ {ασ}↓ and β = β∗, so (α ∧ β)  (ασ ∧ f(ασ)). It follows that pfq
has a conjunct ¬(ασ ∧ f(ασ)) that implies ¬(α ∧ β). J
I Claim (c). Let fσ, fτ ∈ F ′ be distinct.
If σ is a prefix of τ , then pfτq  pfσq and pfσq 2 pfτq, and moreover pfσq ∧ ¬ασ 
pfτq ∧ ¬ατ and pfτq ∧ ¬ατ 2 pfσq ∧ ¬ασ.
If σ is not a prefix of τ and vice versa, then pfσq ∧ ¬ασ 2 pfτq and pfτq ∧ ¬ατ 2 pfσq.
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Proof of Claim (c).
(i) σ is a prefix of τ . Then dom fσ ⊆ dom fτ by the definition of fσ and fτ .
fσ and fτ agree on dom fσ, so pfτq  pfσq. From dom fσ = Γ \ {ασ}↓ and dom fτ =
Γ \ {ατ}↓ follows {ασ}↓ ⊇ {ατ}↓, so ¬ασ  ¬ατ . Also, from dom fτ \ dom fσ ⊆ {ασ}↓
follows pfσq ∧ ¬ασ  pfτq. As result, pfσq ∧ ¬ασ  pfτq ∧ ¬ατ .
Since σ and τ are distinct, dom fτ 6⊆ dom fσ. Then dom fτ ∩ {ασ}↓ is non-empty, and by
upward closure ασ ∈ dom fτ . Since λ(ασ)∩∆σ = ∅ by definition of ασ, but ran fσ ⊆ ∆σ,
it follows that fτ (ασ) /∈ ran fσ. As ran fσ is downward closed, fτ (ασ) 2 β for all β ∈ ran fσ.
By the Hanoi property and multiplicativity, then
δ := ασ ∧ fτ (ασ) ∧
∧
β∈ran fσ
¬β
is satisfiable, implying pfσq 2 pfτq.
To also prove pfτq ∧ ¬ατ 2 pfσq ∧ ¬ασ, we simply show that already ¬∆ ∪ {¬ατ , ασ} is
satisfiable. Since ατ  ασ, and Γ is partially ordered, ασ 2 ατ . Then ασ ∧ ¬ατ , and by
the Hanoi property also ¬∆ ∪ {¬ατ , ασ}, is satisfiable.
(ii) σ is not a prefix of τ and vice versa.
We show pfσq ∧ ¬ασ 2 pfτq; by symmetry reasons, then also pfτq ∧ ¬ατ 2 pfσq.
For the proof, let σ = (β1, . . . , βk) and τ = (β′1, . . . , β′m). There exists a minimal i,
1 ≤ i ≤ min{k,m} such that βi 6= β′i. βi and β′i are both minimal in λ(ασi−1) = λ(ατi−1),
and consequently incomparable. Furthermore, βi /∈ λ(ασi) by definition of ασi . Since
now λ(ατi−1) \ λ(ασi) contains an element βi incomparable to β′i, we can apply 4.(b)
and infer ατi−1 ∧ β′i 2 ασi . Consider now the formula
δ := (ατi−1 ∧ β′i) ∧ ¬ασi ∧
∧
α′∈dom fσ
α′ασi
¬α′ ∧
∧
α′∈dom fσ
α′2ασi
¬fσ(α′).
We argue that δ is satisfiable. As fτ (ατi−1) = β′i, the conjunction (ατi−1 ∧ β′i) entails
¬pfτq. Moreover, ¬ασi  ¬ασ. Then δ itself implies ¬pfτq ∧ ¬ασ ∧ pfσq, proving the
claim.
The first large conjunction is consistent with (ατi−1 ∧ β′i) since ατi−1 ∧ β′i 2 α′ follows
from ατi−1 ∧ β′i 2 ασi and α′  ασi .
For the second large conjunction, consider α′ ∈ dom fσ such that α′ 2 ασi . fσ(α′) is then
defined as some βj in σ. By definition of fσ, then α′ ∈ {ασj−1}↓ \ {ασj}↓. But since
α′ /∈ {ασi}↓, and consequently α′ /∈ {ασi}↓ ∪ {ασi+1}↓ ∪ · · · ∪ {ασ}↓, it holds j − 1 < i.
If j = i, then βj = βi, so βj is incomparable to β′i. Then β′i ∧¬βj , and due to the Hanoi
property, (ατi−1 ∧ β′i) ∧ ¬βj is satisfiable.
If j < i, then βj = β′j , so β′i 2 β′j , as τ is a linear extension. Again by the Hanoi property,
(ατi−1 ∧ β′i) ∧ ¬βj is then satisfiable. J
