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1. INTRODUCTION AND PRELIMINARIES 
In a previous work [ 11, we have obtained Poisson approximation results for increment processes 
with Markov switching. In the present paper, we will give some extension concerning the stochas- 
tic exponential process for the increment processes. 
The increment process with Markov switching is defined by the sum 
4t/E) 
AE(t) := c a;(~& 
k=l 
t 2 0, (1) 
where y(t) = max{k : rk 5 t} is the counting process of jumps. The family of random variables 
o:(z), k 2 1, z E E, is considered in the series scheme with a small series parameter E > 0, and 
is defined by the following distribution functions on the real line W 
@‘I(u) = p (“i(X) 5 u) , u E R., x E’E. (2) 
In the sequel, we will suppose that for any fixed sequence (zk) in E, the sequence o;(zk), k 2 0, 
is of independent r.v.s. 
The stochastic exponential process for the increment process (1) is defined by the following 
relation (2,3]: 
k=l 
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These kinds of processes are widely used in applications, i.e., risk and storage theory [4], 
reliability and maintenance theory [5], finance and insurance [6], noise of physical device [7], etc. 
It is well known [3] that the process (3) is widely used in financial mathematics as a stock-prices 
process. 
Let z(t), t > 0, be a Markov jump process on a Polish space (E,E) defined by the generator 
The semi-Markov kernel 
Q(x, B,t) = P(x, B) (1 - e+) , z E E, B E E, t 2 0, (5) 
defines the associated Markov renewal process (zk, rk, lc 2 0), where (xk, k 1 0) is the embedded 
Markov chain defined by the stochastic kernel 
p(X,B) = p(Xk+l E B 1 xk = xc), 
and (rk, k 2 0) is the point process of jump times defined by the distribution function of sojourn 
times &+I = ?-k+l - ?-k, k 2 0, 
j?(&+l < J: / xk = x) = 1 - e--q(z)t. 
We suppose that the Markov process z(t), t 2 0, is uniformly ergodic with stationary distribu- 
tion r(B), B E E. Thus, the embedded Markov chain xk, k > 0, is uniformly ergodic also, with 
stationary distribution p(B), B E &, connected by the following relation: 
* (dx) 4x1 = 4P (dx)7 q := 
s 
7r (dx) q(x). (6) 
E 
In the sequel, we will suppose that 
0 < 40 I q(x) I41 < +m,, x E E. 
2. POISSON APPROXIMATION 
(7) 
Let us define the class of functions g E Cs(R), h c aracterized by the conditions: g(u) is a real- 
valued bounded continuous function with g(u)/u2 ---) 0 as ]u] -+ 0. This is a measure-determining 
class [2]. Let w* := lR \ (0). 
THEOREM 1. Let the following conditions hold. 
(1) The switching Markov jump process x(t), t >_ 0, is uniformly ergodic with the stationary 
distribution (6). 
(2) The family of random variables cut(x), k > 0, x E E is uniformly square integrable; i.e., 
sup sup 
/ 
u2i9”, (du) --+ 0, asc-+ co. 
E>O SE lul>c 
(3) Approximation of mean value 
.I 
zA$ (du) = E [u(x) + P(x)], 
R 
and sup,eE lo(x)] < a < 00. 
(4) Poisson approximation condition 
and ~uP,~E/@~(s)/ 5 Q(g) < CQ. 
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(5) Square-integrability condition 
SUP 
J 
?A, (du) < t-m, 
GEE R 
where the measure az (du) is defined by the relation (see [2/J 
The negligible terms F(x) and e:(g) in the above conditions satisfy 
Then the increment process (1) and its stochastic exponential process converge weakly to the 
compound Poisson process 
“0 (4 
AC,(~) := c cy; + tqao, 
k=t 
t 10, (8) 
and the limit stochastic exponential process is 
E(XAo)t = n [l + XQ$ eVtqao, 
k=l 
t > 0. (9) 
The distribution function a”(u) of the i.i.d. random variables c&!, k 2 0, is defined on the 
measure-determining class C$(W) of functions g by the relation 
IEg (a;) = lg(u)G’ (du) = 2, 9 E C3(W, 
where 
6?(g) := J p(dx) Wgh E c(1) := E p(dz) @&R). J 
The counting Poisson process vo(t) is defined by the intensity 
(10) 
q() := q&(l). 02) 
The drift parameter ao is defined by 
a0 = 6 - &(l)E$, 8 := /(dx)a(x). 
s 
(13) 
REMARK 2.1. The small jumps of the initial functional (1) are transformed to the deterministic 
linear drift tqao of the limit Poisson process. The distribution function of jumps of the limit 
Poisson process is defined by the averaged over the stationary distribution of the embedded 
Markov chain, the distribution function of the same big jumps of the initial process. 
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COROLLARY 1. Let the increment process (1) with a finite number of jump values 
p (Q;(x) = WTL) = qm - q-%&), l<m<M, 
P(a;1.(2) = bm) = wn(~), l<miM, 
with the additional obvious relation 
M 
c qm = 1. 
m=l 
04) 
(15) 
Then the increment process (1) and its stochastic exponential converges weakly to the Poisson 
process (8) and to the stochastic exponential (9) determined by the distribution function of big 
jumps 
l-P+; =b,) =p;, l<m<M, 
l<m<M, 
M 
c= ~Ijrn. 
m=l 
The intensity of the counting Poisson process vo(t), t 2 0, is defined by 
40 := qA 
(16) 
(17) 
and the drift parameter a0 is given by 
a0 = %clm. 
??I=1 
The intensity of jumps (17) is determined by the averaged initial probability 8 and the averaged 
intensity q of the switched Markov process. 
PROOF OF THEOREM 1. The proof of the first part of this theorem is given in [l]. The second 
part concerning the stochastic exponential is given via Avram’s theorem [3]. The convergence 
of the additive Markov semimartingales [8] is considered in the setting of the books by Jacod 
and Shiryaev [2] and Ethier and Kurtz [9]. The problems of singular perturbation of reducible- 
invertible operators are used also [lo]. 
This is a sketch of the proof. At the beginning, the predictable characteristics of the semi- 
martingale (1) are determined. 
LEMMA 1. [See ill.) Under the assumptions of Theorem 1, the predictable characteristics 
(BE(t), C’(t), @“(t; g)) of the semimartingale 
are defined by the following relations: 
BE(t) = E c b(Zk-1) + P(t), 
k=l 
t 1 0, (19) 
where b(y) = Pu(y), y E E, and the predictable measure 
@SF; 9) = 6 C’ P@,,-, (9) + P(t; g), t 2 0. (20) 
k=l 
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The modified second characteristic. is 
dt/E) 
c+(t) = & c C(Zk-1) + P(t), 
k=l 
t 2 0, (21) 
where C(z) = PCo(z) and Co(z) := JR u2cPz (AL). Th e continuous part of the second predictable 
characteristic is C:(t) E 0. 
The negligible terms satisfy the following asymptotic conditions for every finite T > 0: 
sup p’(t)1 z 0, asE-+O, 
o<tg 
SUP l@@;g)I -5 0, 
(22) 
as E --) 0, for everyg E Cz(lR). 
o<tg- 
Now, the weak convergence of the main part of the predictable characteristics 
ye(tlE) 
&5(t) =E c %Ll), 
k=l 
VE(tlE) 
t 2 0, (23) 
&i’(t) = E c c(z;-l), t 2 0, (24) 
k=l 
and the predictable measure 
If (t/E) 
q(t) = E c m-lk?)> t 2 0, (25) 
k=l 
are verified by using the martingale characterization of the coupled Markov process 
c”(t), 2 (k) I t 2 0, 
where the first component c(t) is one of the predictable characteristics (23)-(25). 
LEMMA 2. (See [l].) The coupled Markov process (26) characterized by the martingale 
(26) 
(27) 
with respect to the filtration (.Ff,,, t 2 0) and cp E D(LE), is defined by the generator L’, which 
is represented in asymptotic form as follows: 
LEp(u, z) = E-~QP(u, x) + QoQ(s)cp(u, z)+ Qo~~(~)(P(v x:), (28) 
where 
&PC., z) = 4~:) s, WG ~Y)[cP(., Y> - ~4.7 ~11, (29) 
Qocp(., x) = dz) s, WG ~Y)cP(., Y>, (30) 
Q+)P(% .) = ~,(~)d(% ->, (31) 
the function ~!J(z) is one of the local characteristics b(z), c(z), or @s(z), and the negligible 
operator BE(z) satisfies the condition 
Iv44 -+ 0, as.E+o, (32) 
for all ‘p E D(ILE). 
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The proof of Theorem 1 is completed by using a solution of the following singular perturbation 
problem (see [lo, Lemma 3.31): 
lJE Mu) + E(Pl(% x)1 = b4u) + @V(~), (33) 
where the operator eE satisfies the negligible condition (32); the limit generator IL is determined 
by the relations 
b(‘LL) = W(4, \ir= Ep(dT)$(Z). 
J 
(34) 
The weak convergence in Dw[O, co) 
r”(t) ==+ r(t), E + 0, (35) 
defined by the limit generator (34), follows from Theorem 8.10 191. 
The convergence Theorem 8.10 [9, p. 2341 is used to obtain the limit result of our Theorem 1. 
So, the predictable characteristics (B(t), C(t), @t(g)) of the limit semimartingale c(t) are de- 
fined by the following relations: 
B(t) = bt, b = E~(~+(4 J 
C(t) = et, c= pwb~, J 
and the predictable measure of jumps 
W) = &d, h7) = J E P (dz) @dg). 
(36) 
(37) 
The convergence (35) in &[O, co) to the limit continuous processes (36) is equivalent to the 
uniform convergence in Cw[O, ~0) 
SUP I<“(t) - r(t)1 5 0, as&--,O. 
O<t<T 
The last step in the proof of Theorem 1 is to verify that all conditions of the limit theorem for 
semimartingale [2, p. 423, Theorem 2.181 are fulfilled. 
The weak convergence of the stochastic exponential process (3) is now baaed on Avram’s 
theorem (see [3]). 
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