The traditional methods such as critical path method (CPM) and linear programming (LP) have difficulty solving more general scheduling problems such as resource constrained scheduling problems. Emerging techniques such as particle swarm optimisation (PSO) have shown advantages in addressing this problem. However, the performance of simple PSO is greatly dependent on its parameters, and bad selection of the parameters often leads to the problem of being trapped in local optima leading to premature convergence. By introducing chaos mapping into the particle swarm optimisation algorithm, we presented an updated particle swarm optimisation method addressing the construction resource rescheduling problems. In the proposed approach, the parameters of chaotic PSO have little influence on the performance of the algorithm, and thus make the particle swarm optimisation algorithm more robust. The new method has been examined and tested on a practical problem. The results indicate that the new approach solves the problem at a faster convergence rate and with a better precision, as well.
Introduction
Resource scheduling is being studied intensively because of its widespread applications. As to the resource scheduling problem in the construction project, traditionally, it is solved either as a resource levelling problem or as a resource allocation problem (Moder et al., 1983) . The objective of the resource levelling is to reduce peak resource requirements and smooth out period to period assignments within the required project duration, with the premise of unlimited resource availability. The resource allocation problem starts off with the assumption that resource availability is constrained to some maximum value and the objective is to allocate the available resources to project activities in an attempt to find the shortest project duration (Chan, 1996) . In reality, the difference between the two problem types is not so clear.
Early attempts to solve these problems employed mathematical models such as linear programming (LP) and dynamic programming to obtain an optimal solution (Davis, 1973) . The efficiency of these mathematical models usually decreases for large-scale problems owing to a phenomenon called 'combinatorial explosion'. To overcome the problems associated with the combinatorial explosion, special algorithms have been developed Herroelen, 1992, 1996; Sung and Lim, 1996) . Other attempts to improve the computational efficiency adopted heuristic methods (Morse and Whitehouse, 1988; Boctor, 1990; Harris, 1990; Padilla and Carr, 1991; Seibert and Evans, 1991; Anagnostopoulos and Koulinas, 2012) . A number of mathematical programming formulations for the resource levelling problem have also been proposed and discussed in the literatures (Karaa and Nasr, 1986; Easa, 1989; Ramlogan and Goulter, 1989; Chen et al., 2010; Galina and Vitaly, 2014; Luis et al., 2014) .
With recent advances in the artificial intelligence of computer sciences, some new breeds of optimisation techniques such as genetic algorithm, ant colony optimisation, neural network and particle swarm optimisation (PSO) have emerged. Genetic algorithm with simulated annealing applies a random search for the optimum solution of problems, and has been successfully used to solve construction resource scheduling problems (Chan et al., 1996; Toklu, 2002; Daisy et al., 2004; Anagnostopoulos and Koulinas, 2010) . Neural network has also been applied to construction levelling (Savin et al., 1996 (Savin et al., , 1998 Agarwal et al., 2011) . Zhang et al. (2005) applied PSO to resource-constrained project scheduling. These emerging methods have proved quite promising in handling the problems mentioned early on. In the following, we will mainly focus on the PSO.
PSO developed by Kennedy and Eberhart (1997) is an evolutionary algorithm that simulates the social behaviour of bird flocking to a desired place. PSO is initialised with a population of random solutions. Each individual is assigned with a randomised velocity according to its own and its companion's flying experiences, and the individuals, called particles, are then flown through hyperspace. Compared with GA, PSO has some attractive characteristics. Firstly, it has memory, so knowledge of good solutions is retained by all particles; whereas in GA, previous knowledge of the problem is destroyed once the population changes. Secondly, it has constructive cooperation between particles; particles in the swarm share information between them. Furthermore, its concept is simple, its implementation is easy, and its convergence is fast. Therefore, nowadays PSO has gained more and more attention and is being widely applied in different fields (Eberhart and Shi, 2001) .
However, the performance of simple PSO is greatly dependent on its parameters, and it often suffers from the problem of being trapped in local optima leading to premature convergence. In this paper, chaos was combined with PSO to improve the performance of PSO, then the improved approach was applied to construction resource scheduling, and the results were analysed and discussed as well at the end. 
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where equation (1) is the object function; equation (2) is the constraints of resource; equation (3) is the constraints of time; T is the total duration time; R is the total resource of project; n is the number of the activities involved in a project; m is the number of project resource; t i is the start time of activity i; d i is the duration of activity i; z ij is the amount of resource j required by activity i; z j is the maximum amount of resource j; q is the number of sequential constraints. The objective is to find a feasible schedule so that the project duration or resource to be minimised equation (1). Equation (2) makes sure that the precedence relations are satisfied, and equation (3) that the project starts at time instant 0. The usage of renewable resources that are assigned to each activity is assumed to remain constant throughout the progress of the activity. Also there is resource availability z considered, constant through the project execution, which cannot be violated at any time period, i.e., the sum z ij of resource type j usage of all ongoing activities in time period does not exceed the resource availability z j [equation (2)]. In this definition of the classic problem, it is expected that owing to the limited resource units that can be assigned to activities, the project make span resulting after resource constrained scheduling will most likely be larger than the initial duration calculated by critical path method (CPM), without taking into account the resource usage limit.
Simple PSO
The PSO was originally designed by Kennedy and Eberhart and has been compared to genetic algorithms for efficiently finding optimal or near-optimal solutions in large search spaces. The technique involves simulating social behaviour among individuals (particles) 'flying' through a multidimensional search space, each particle representing a single intersection of all search dimensions. The particles evaluate their positions relative to a goal (fitness) at each iteration. Particles in a local neighbourhood share memories of their 'best' positions, and then use those memories to adjust their own velocities and thus subsequent positions.
The original formula developed by Kennedy and Eberhart was improved by Shi and Eberhart with the introduction of an inertia parameter, that increases the overall performance of PSO.
The original PSO formulae define each particle as a potential solution to a problem in D-dimensional space, with particle i represented X i = (x i1 , x i2 , ..., x iD ). Each particle also maintains a memory of its previous best position, P i = (p i1 , p i2 , ..., p iD ), and a velocity along each dimension, represented as V i = (v i1 , v i2 , ..., v iD ). At each iterations, the P vector of the particle with the best fitness in the local neighbourhood, designated g, and the P vector of the current particle are combined to adjust the velocity along each dimension, and that velocity is then used to compute a new position for the particle. The portion of the adjustment to the velocity influenced by the individual's previous best position (P) is considered the cognition component, and the portion influenced by the best in the neighbourhood is the social component.
As to the minimum problem, suppose that f(X) is the objection function, X i = (x i1 , x i2 , …, x in ) is the current position of particle,
is the current speed of particle, P i = (p i1 , p i2 , …, p in ) is the best position which particle flew, then the best position of particle i can be computed according following formulation.
If the population is s, and P g (t) is the global best position which all particle flew the best position, then
According the theory of PSO, the following equation presents the process of evolution.
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where v i called the velocity for particle i, which represents the distance to be travelled by this particle from its current position; x ij represents the position of particle i; p ij represents the best previous position of particle i; p g represents the best position among all particles in the population;r 1 and r 2 are two independently uniformly distributed random variables with range [0, 1]; c 1 and c 2 are positive constant parameters called acceleration coefficients which control the maximum step size; w is called the inertia weight that controls the impact of previous velocity of particle on its current one. In the standard PSO, equation (6) is used to calculate the new velocity according to its previous velocity and to the distance of its current position from both its own best historical position and its neighbours best position. Generally, the value of each component in v i can be clamped to the range [-v max , v max ] to control excessive roaming of particles outside the search space. Then the particle flies toward a new position according equation (7). This process is repeated until a user-defined stopping criterion is reached.
CPSO-based construction resource scheduling

Chaotic PSO
In simple PSO, parameters of PSO (inertia weight factor, etc.) are crucial in finding the optimum solution efficiently. The performance of PSO greatly depends on its parameters. Many scholars think that the parameters w, r 1 and r 2 [in equation (6)] are the key factors to affect the convergence of the PSO. The inertia weight w is the modulus that control s the impact of previous velocity on the current one. The larger scale contributes to searching for the global optimal solution in an expansive area, but its precision is not good because of the rough search. The smaller scale improves the precision of the optimal solution, but the algorithm may be trapped in a local optimisation. So, the balance between exploration and exploitation in PSO is dictated by w. Thus, proper control of the inertia weight is very important to search the optimum solution accurately and efficiently. In simple PSO, inertia weight cannot ensure optimisation's ergodicity entirely in phase space, because it is random. Parameters r 1 and r 2 cannot ensure the optimisation's ergodicity entirely in search space. In order to overcome this problem, the well-known logistic equation is incorporated into the simple PSO. The logistic equation is defined as follows:
where μ is the control parameter, x is a variable and n = 0, 1, 2…. Although the logistic equation is deterministic, it exhibits chaotic dynamics when μ = 4 and x 0 is not 0, 0.25, 0.5, 0.75 and 1. The track of chaotic variable can travel ergodically over the whole search space. In general, the chaotic variable has special characters, i.e., ergodicity, pseudo-randomness and irregularity. Furthermore, we incorporate chaotic mapping with certainty, ergodicity and the stochastic property into the simple PSO so as to improve the global convergence. The parameters w, r 1 and r 2 of equation (6) 
Representation of particles
In order to apply CPSO, it is necessary to build a reasonable mapping between the construction resource at hand and the PSO particle. In CPSO algorithm, the optimal schedule of construction resource can be searched from a population of particle-based dates that are updated according to PSO mechanism. The initial start dates represented by CPSO particles are randomly generated. As a point in an N-dimensional space, the n elements of a CPSO particle can stand for the n different start dates in a project under study. Each particle is defined as a vector that consists of the start dates of the real activities of the problem (seen in Figure 2 ). This of course shows a great similarity with the definition of a schedule.
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where X i is i th particle, x ij is the start date of j th activity of project.
Definition of fitness
Fitness function is a key element of PSO algorithm. According to the PSO algorithm, fitness influences directly the performance of algorithm. In this study, the fitness function includes two parts as follows:
where T( ) and R( ) are the object functions of construction resource scheduling. p( ) is the punish function. It represents the penalty when constraints are not met, which can be defined as follow: 
in which M i and N i are the factors of penalty and depends on the influence of activity or resource.
Implementation of algorithm
CPSO-based construction resource scheduling adopted PSO algorithm to search the reasonable resource schedule. The start dates of each activity and constraints of resources were presented by particles of PSO. Then, Chaotic mapping, which combined with PSO to improve the performance, was adopted to update the position and velocity of particles which present the start dates of activity. The brief procedure is following (seen in Figure 3 ).
Step 1 Determine the PSO parameters and the range of parameters to be recognised.
Step 2 Generate randomly n group of parameters at their given range. Each individual represents an initial solution.
Step 3 Use equation (12) to evaluate the fitness of all individuals in current generation, i.e., the reasonability of the parameter set.
Step 4 If the given evolutionary generation is reached, or the best individuals are obtained, then the evolutionary process ends. Otherwise, go to Step 5.
Step 5 Update the individuals according to the equations (6) to (10).
Step 6 Repeat Step 5 until all n new individuals are generated.
Step 7 Go to Step 3. 
A bridge construction example
A bridge construction example (Toklu, 2002 ) is used to verify the above algorithm (seen in Figure 4) . A simplified breakdown of the works necessary for the construction of such a structure is considered to yield the activities shown in Table 1 where the procedure relations and durations are presented. The number of activities is n = 8, and the number of sequential constraints is q = 7. There are three resources used in this project, i.e., the excavation team, the pier team, and the deck team. There is only one work for each team, and thus, at a given time, there can be one excavation work, one pier work, and one deck work in progress (seen in Table 1 ). To verify the above algorithm, we applied the proposed optimisation approach to this construction resource scheduling. The parameters of chaotic PSO are following: population is 2,000, c 1 = c 2 = 2.0; maximum generation is 500. The results obtained by this method are presented in Figure 5 , indicating that the duration for the given project which satisfied the resource and sequential constraints is 108 days, and the corresponding schedule is 
Comparison with simple PSO
The proposed chaotic PSO is compared with the simple PSO. The chaotic PSO is more efficiently than simple PSO (seen in Figure 6 ). The value of fitness reaches 108 when generation is 54 and 4, respectively, corresponding to using simple PSO and chaotic PSO. This shows that chaotic PSO has better precision and efficiency than simple PSO. 
Performance of CPSO
Performance of CPSO is important to construction resource schedule and is affected by searching range. In this study, the range of start time has a significant influence on the project duration. It is difficult to find the optimal duration to more ranges though. From Table 2 , it can be seen |that chaotic PSO is able to find the optimal fitness (duration = 108) using different searching ranges, such as [1, 50] , [1, 80] , [1, 100] , [1, 150] and [1, 200] . So, chaotic PSO is robust and is not dependent on the initial value. The chaotic PSO has better performance in global searching. Relations between start time of each activity and the generation are in Figure 7 . It show the start time of each activity can reach the optimal value very fast in less generation. The converge generations of each activity are consistent each other. Thus, the algorithm has better performance in convergence, as well. These features are important in construction resource scheduling owing to the complexity of practical project.
Conclusions
This paper presented a new approach for construction resource scheduling. The traditional methods such as CPM and LP are currently available to solve unconstrained scheduling problems. But it is difficult to use these methods for solving more generic scheduling problems such as resource constrained scheduling problems. Emerging techniques such as PSO have shown advantages in addressing this problem. However, the performance of simple PSO is greatly dependent on its parameters, and bad selection of parameters often leads to the problem of being trapped in local optima which results in premature convergence. By introducing chaos mapping into the PSO algorithm, we presented an updated PSO method addressing the construction resource rescheduling problems. Since chaotic PSO is more robust, the proposed approach solves the problem at a faster convergence rate and with a better precision. Therefore the method presented here is promising to address more complicated problems of project scheduling in practice. 
