In the neighbourhood gossiping problem, each node of a network starts with a unique message and must learn the messages of all of its neighbours. In this paper, we prove upper and lower bounds for neighbourhood gossiping in hypercubes under the single-port half-duplex and single-port full-duplex communication models.
Introduction
In the (complete) gossiping problem, each node of a network starts with a unique message and must learn the messages of all other nodes. In the neighbourhood gossiping problem, each node only needs to learn the messages of all of its neighbours. In this paper, we will consider the neighbourhood gossiping problem in hypercubes. We assume a unit-cost single-port model of communication in which a node can communicate with one adjacent node (neighbour) at any given time and a communication takes one time unit or round. In the half-duplex model, information can only ow in one direction at a time; in the full-duplex model, it can ow in both directions simultaneously.
Let N = 2 n denote the number of nodes in a hypercube with n dimensions, or n-cube. Let Observation 1 Neighbourhood gossiping in an n-cube requires at least dlog 2 ne rounds, at most 2n rounds in the half-duplex model, and at most n rounds in the full-duplex model.
The upper bounds are due to \naive" algorithms which simply exchange information between all pairs of neighbouring nodes using two rounds for each dimension in the half-duplex model and one round for each dimension in the full duplex model. Of course, the complete gossiping algorithm in 3] gives a better upper bound of 1:88n+O(1) for the half-duplex model. The lower bound (for both models) follows from the lower bound for a node to broadcast a message to n other nodes under the single-port model. In this paper, we will establish stronger bounds for both the half-duplex and full-duplex single-port unit-cost communication models.
In Section 2 we present neighbourhood gossiping algorithms that are exponentially faster than the best complete gossiping algorithms. In Section 3, we use arguments similar to the arguments in 1,2] to improve the lower bounds. Our new upper and lower bounds show that the number of rounds h 1 (n) to neighbourhood gossip in the n-cube under the half-duplex model is 2:88 log 2 n + O(1) h 1 (n) 3:76 log 2 n + O(1) and h 2 (n) = 2 log 2 n + O(1) under the full-duplex model.
A related problem, neighbourhood broadcasting in hypercubes, in which a single originating node must broadcast its information to all of its neighbours, was of Phase 3 is to disseminate the messages received from neighbouring m-cubes to all other nodes in the m-cube. If m = 1, it takes only one round for each of these phases. As can be seen in Fig. 1 , Phases 1 and 3 take only three rounds each when m = 2. If m = 3, it takes ve rounds as shown in Fig. 2 . In general, Phases 1 and 3 can be completed in 2m ? 1 rounds each for any m.
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Lower Bounds
The demonstration of the lower bounds relies on two arguments. The rst concerns concurrent broadcasting and gathering. The second uses the fact that the set of edges in any xed dimension in a hypercube separates the graph into two parts.
In the full-duplex model, one node can inform or receive the information from as many as 2 t nodes (including itself) in t steps and either operation can be performed Proof. Let M(t) be the N N matrix with entries M ij (t) 2 f0; 1g that describes the communications that take place in round t: M ii (t) = 1 and for i 6 = j, M ij (t) = 1 i node v i sends a message to node v j at time t. Let M(t) denote the matrix of communications completed during the rst t rounds. The (i; j) entry of M(t) is 1 if the message of node v i reaches node v j within the rst t rounds and the entry is 0 otherwise. Note that M(t) is a product of communication matrices: M(t) = M(t ? 1) M(t) and M(0) = I (the identity matrix). Also note that 0-1 matrix multiplication is being used here.
Let I(t) denote the column vector (I 1 (t); I 2 (t); : : : ; I N (t)) T , let 1 be the vector of length N with all entries equal to 1, and let the column vector 1 T be the transpose of 1. Then I(t) = M(t) 1 T and I(t) = P vi I i (t) = 1 I(t) = 
The value jjI(t)jj is minimized when all the coordinates of I(t) are equal 1,2], so jjI(t)jj = jj(I 1 (t); I 2 (t); : : : ; I N (t)) T jj I(t) N ; I(t) N ; : : : ; I(t)
Combining Eq. (1) and Eq. (2) we get I(t) t N. The same argument can be used to show that R(t) t N by renumbering the rounds in reverse order, exchanging senders and receivers, and transposing the communication matrices. 2
We need one more lemma before we prove the lower bounds.
De nition 2 A message which is originated by a node v in an n-cube and which reaches the dimension i neighbour of v before the end of the communication protocol is valid at time t if the message rst uses a dimension i edge in round t. The number of valid messages at a given time t will be denoted flow(t).
Lemma 2 The number of valid messages during a neighbourhood gossiping algorithm in the n-cube is at least n2 n . That is, P t flow(t) n2 n .
Proof. In neighbourhood gossiping, each node must send its message to a neighbour in each dimension. Since the removal of all edges in a dimension i separates the n-cube into two parts, the number of valid messages crossing dimension i during a neighbourhood gossiping protocol is N = 2 n . Summing over all n dimensions gives the result. 2 Theorem 2 The number of rounds to complete neighbourhood gossiping in the n-cube is at least 2 log (n)+O (1) Proof. Let T be the number of rounds in a neighbourhood gossiping protocol.
First, we point out that if two or more messages which are valid at time t are concatenated and sent during the same call on an edge in dimension i then they must have di erent originators, and since each originator has a di erent neighbour in dimension i, the messages must have di erent destinations. Thus, at most one of the originators of the concatenated messages can be informing its dimension i neighbour during round t. The rest of the concatenated messages must have been forwarded at earlier times. So, summing over all nodes gives flow(t) 
