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ON A VARIANT OF THE ELLIOTT-HALBERSTAM CONJECTURE AND
THE GOLDBACH CONJECTURE
JING-JING HUANG AND HUIXI LI
Abstract. In this paper we prove that the binary Goldbach conjecture for sufficiently large
even integers would follow under the assumptions of both the Elliott-Halberstam conjecture and
a variant of the Elliott-Halberstam conjecture twisted by the Mo¨bius function, provided that the
sum of their level of distributions exceeds 1. This continues the work of Pan [10]. An analogous
result for the twin prime conjecture is obtained by Ram Murty and Vatwani [13].
1. Introduction
The well-known Chen’s theorem on the Goldbach conjecture states that every sufficiently large
even integer N can be written as the sum of two positive integers p and q, where p is a prime
and q is an almost prime with at most two prime divisors [1]. The barrier from Chen’s theorem
to the Goldbach conjecture has been well known as the parity problem in sieve theory: one can
not tell whether q = N − p has exactly one or two prime divisors.
Let r(N) be the number of representations of N as the sum of two primes, and let r˜(N) denote
the number of weighted representations
r˜(N) :=
∑
n<N
Λ(n)Λ(N − n),
where the von Mangoldt function Λ(n) is defined as
Λ(n) =
{
log p, if n = pℓ for some prime p and integer ℓ ≥ 1,
0, otherwise.
It is easily seen by partial summation that
r(N) =
r˜(N)
(logN)2
(
1 +O
(
log logN
logN
))
+O
(
N
(logN)3
)
.
Since it is somewhat more convenient to deal with the smoothed sum r˜(N) rather than r(N)
itself, we will only focus on the study of the former in this paper.
Using a heuristic argument based on the circle method, Hardy and Littlewood [6] have con-
jectured that
r˜(N) ∼ S(N)N, (1)
where
S(N) =
2
∏
p>2
(
1− 1
(p−1)2
)∏
p|N
p>2
(
1 + 1
p−2
)
, if N is even,
0, if N is odd.
(2)
Pan [10] has made a new attempt on the Goldbach conjecture, which gives an alternative way
to suggest the expected asymptotic formula (1). In some sense, Pan’s approach is more direct
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and elementary than the Hardy-Littlewood circle method. Pan’s main result [10, Theorem I,
Theorem II] states that for sufficiently large even integers N and for Q = N
1
2 (logN)−20, we have
r˜(N) = R0(N) +R1(N) +R2(N) +R3(N) +O
(
N
logN
)
,
where
R0(N) =
∑
n<N
∑
d1|n
d1≤Q
µ(d1) log d1


∑
d2|N−n
(d2,N)=1
d2≤Q
µ(d2) log d2
 = S(N)N +O
(
N
logN
)
, (3)
R1(N) =
∑
n<N
∑
d1|n
d1≤Q
µ(d1) log d1


∑
d2|N−n
(d2,N)=1
d2>Q
µ(d2) log d2
 , (4)
R2(N) =
∑
n<N
∑
d1|n
d1>Q
µ(d1) log d1


∑
d2|N−n
(d2,N)=1
d2≤Q
µ(d2) log d2
 , (5)
and
R3(N) =
∑
n<N
∑
d1|n
d1>Q
µ(d1) log d1


∑
d2|N−n
(d2,N)=1
d2>Q
µ(d2) log d2
 . (6)
Furthermore, by the Bombieri-Vinogradov theorem, we have
Ri(N) = O
(
N
logN
)
, i = 1, 2.
As Pan points out, the difficulty in the Goldbach conjecture lies in the study of R3(N). More-
over, the Hardy-Littlewood conjecture reduces to showing that R3(N) is inferior to the expected
main term S(N)N . Our main purpose of this paper is to show that the Goldbach conjecture for
sufficiently large even integers follows under the assumptions that the Elliott-Halberstam con-
jecture holds with level of distribution θ and that a variant of the Elliott-Halberstam conjecture
twisted by the Mo¨bius function holds with level of distribution θ′, where θ + θ′ > 1.
An analogous result in the twin prime setting has been obtained by Ram Murty and Vatwani
[13]. This perhaps is not surprising since we know the Goldbach conjecture and the twin prime
conjecture are closely connected. For example, Chen has also proved in [1] that for every even
integer h 6= 0, there are infinitely many pairs of integers (p, q), where p is a prime and q = p+ h
is an almost prime with at most two prime divisors. Again, the barrier from this theorem to
the twin prime conjecture is caused by the parity problem. There have been many attempts to
break the parity barrier in different settings [2, 3, 4, 11, 13].
Ram Murty and Vatwani formulate in [13] a conjecture regarding the equidistribution of the
Mo¨bius function over shifted primes in arithmetic progressions (cf. [13, (1.4)]), and they prove
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that such a conjecture for a fixed even integer h 6= 0, in conjunction with the Elliott-Halberstam
conjecture, can remove the parity barrier and produce infinitely many pairs of primes (p, p+h).
Note that if we assume the Elliott-Halberstam conjecture holds, i.e., the conjecture EH(N θ)
introduced below holds for all θ < 1, then it is proved in [8] that there are infinitely many pairs
of consecutive primes that differ by at most 12. Moreover, the bound has been improved in [12]
to 6 assuming a generalized Elliott-Halberstam conjecture (cf. [12, Claim 2.6]). Unconditionally,
after the sensational breakthrough of Yitang Zhang [17] and subsequent work of Maynard [8],
the best known bound on small gaps between primes has been reduced to 246 by the Polymath
group [12].
To put the main result in perspective, we state the Elliott-Halberstam conjecture and a variant
of it twisted by the Mo¨bius function.
The Elliott-Halberstam conjecture EH(N θ(logN)C). For any A > 0, we have
∑
q≤Nθ(logN)C
max
y≤N
max
a
(a,q)=1
∣∣∣∣∣∣∣∣
∑
n≤y
n≡a mod q
Λ(n)− y
φ(q)
∣∣∣∣∣∣∣∣≪A
N
(logN)A
.
A variant of the Elliott-Halberstam conjecture twisted by the Mo¨bius function
EHµ(N
θ). For any A > 0, we have
∑
q≤Nθ
max
y<N
max
a
(a,q)=1
∣∣∣∣∣∣∣∣
∑
n≤y
n≡a mod q
Λ(n)µ(N − n)− 1
φ(q)
∑
n≤y
Λ(n)µ(N − n)
∣∣∣∣∣∣∣∣≪A
N
(logN)A
.
Now we are poised to state our main theorem.
Theorem 1. For a given A > 0, suppose that EH(N θ(logN)2A+8) and EHµ(N
1−θ) are true for
some constant 0 < θ < 1. Then for all positive even integers N , we have
r˜(N) ≥ S(N)(1−A(N))N +O
(
N
(logN)A
)
,
where
A(N) =
∏
p∤N
p>2
(
1− 1
p(p− 1)
)
(7)
and the implicit constant depends on A and θ. Moreover, the assertions r˜(N) ∼ S(N)N and∑
n<N Λ(N)µ(N − n) = o(N) are equivalent.
The following corollary is an immediate consequence of our Theorem.
Corollary 2. Suppose that EH(N θ(logN)12+ǫ) and EHµ(N
1−θ) are true for some constants
0 < θ < 1 and ǫ > 0. Then the Goldbach conjecture holds for all sufficiently large even integers,
i.e., every sufficiently large even integer can be written as a sum of two prime numbers. In par-
ticular, in view of the Bombieri-Vinogradov theorem, the above conclusion holds if the conjecture
EHµ(N
θ′) is true for some θ′ > 1
2
.
Our work can be naturally regarded as a continuation of Pan [10] for the following reasons.
While Pan truncates the sum over d1 and d2 at N
1
2 (logN)−20 due to the limitation of the
Bombieri-Vinogradov theorem, it is however not necessary to do this as long as one can handle all
the truncated sums properly. Moreover, Pan leaves the sum R3(N) untouched and in particular
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does not give any hint how to approach it. The main thrust of the current memoir is to show that
we can estimate R3(N) if we have some knowledge about the equidistribution of Λ(n)µ(N − n)
in arithmetic progressions.
As in [13], we remark that the proof goes through if we only assume equidistributions in
EH(N θ(logN)2A+8) and EHµ(N
1−θ) for the fixed residue class n ≡ N mod q instead of taking
the maximum of all residue classes coprime to q. Also by assuming other variants of the Elliott-
Halberstam conjecture, our argument should give a lower bound on the number of representations
of a large integer N as a linear combination ap + bq of primes p and q, where a and b are fixed
positive integers, provided that there is no local obstruction.
The interested readers are referred to [16] for other types of Elliott-Halberstam conjectures
and their relations to the twin prime conjecture. It remains to be seen whether the conjectures
mentioned in [16] are related to the Goldbach conjecture. Finally, it is worth noting that Hua
has proposed another elementary approach to the Goldbach conjecture [7].
In Section 2 we introduce some technical lemmas that will be applied later. In Section 3
we prove Theorem 1 and Corollary 2 after we first evaluate two important sums assuming
the conjectures EH(N θ(logN)2A+8) and EHµ(N
1−θ) hold. Throughout the paper, we will use
Vinogradov’s symbol f(x)≪ g(x) and Landau’s symbol f(x) = O(g(x)) to mean there exists a
constant C such that |f(x)| ≤ Cg(x). We use ǫ to denote any sufficiently small positive number,
which may not necessarily be the same in each occurrence.
2. Preliminary Lemmata
Our first lemma is a result of Goldston and Yıldırım involving the singular series S(N) defined
in (2).
Lemma 1 ([5, Lemma 2.1]). For any positive integer N and any real number R satisfying
logN ≪ logR, there exists some constant c1 > 0 such that∑
d≤R
(d,N)=1
µ(d)
φ(d)
log
(
R
d
)
= S(N) +O
(
e−c1
√
logR
)
and ∑
d≤R
(d,N)=1
µ(d)
φ(d)
= O
(
e−c1
√
logR
)
.
Our next lemma has similar flavor as Lemma 1. It can be viewed as a quantitative refinement
of [13, Proposition 3.2, Proposition 3.3] by Ram Murty and Vatwani.
Lemma 2. For any positive integer N and any real number R satisfying logN ≪ logR, there
exists some constant c2 > 0 such that
A(N)
∑
d≤R
(d,N)=1
µ(d) log(1/d)
φ(d)
gN(d) = S(N) +O
(
e−c2
√
logR
)
, (8)
where
gN(d) =
∏
p|d
p∤N
(
(p− 1)2
p(p− 1)− 1
)
. (9)
GOLDBACH CONJECTURE 5
Proof. Let
f(s) =
∞∑
d=1
(d,N)=1
µ(d)gN(d)
φ(d)ds
.
Noting that the series on the right hand side admits the Euler product
f(s) =
∏
p∤N
(
1− gN(p)
(p− 1)ps
)
=
∏
p∤N
(
1− p− 1
(p2 − p− 1)ps
)
,
we immediately see that f(s) converges absolutely for ℜ(s) > 0 and therefore defines an analytic
function there. Actually we may write
f(s) = ζ(s+ 1)−1G(s)
where
G(s) =
∏
p|N
(
1− 1
ps+1
)−1∏
p∤N
(
1− 1
ps+1
)−1(
1− p− 1
(p2 − p− 1)ps
)
.
Then, it is readily verified that G(s) is analytic for ℜ(s) > −1. So f(s) can be meromorphically
continued to ℜ(s) > −1 with only poles at zeros of ζ(s+ 1).
Hence,
f ′(s) =
∞∑
d=1
(d,N)=1
µ(d)gN(d) log(1/d)
φ(d)ds
=
G′(s)
ζ(s+ 1)
−G(s) ζ
′(s+ 1)
ζ(s+ 1)2
is also a meromorphic function for ℜ(s) > −1 with only poles at zeros of ζ(s+ 1). Let
ad =
{
µ(d)gN (d) log(1/d)
φ(d)
, if (d,N) = 1,
0, otherwise.
Thus noting that gN(d)≪ 1 and φ(d)≫ d/ log log d by [15, Theorem 5.6], we have
|ad| ≪ (log d)
2
d
.
Here we adopt the conventional notation s = σ + it. By Perron’s formula ([9, Corollary 5.3]),
we have ∑
d≤R
ad =
1
2πi
∫ σ0+iT
σ0−iT
f ′(s)
Rs
s
ds+ E,
where σ0 > 0 and
E ≪
∑
R
2
<d<2R
|ad|min
(
1,
R
T |d− R|
)
+
4σ0 +Rσ0
T
∞∑
d=1
|ad|
dσ0
.
Suppose that 2 ≤ T ≤ R and that σ0 = 1logR . Then we obtain via some elementary calculation
that
E ≪ (logR)
3
T
.
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Let σ1 = −c2/ log T , where c2 a small positive constant to be chosen later. The integrand
f ′(s)R
s
s
is a meromorphic function for ℜ(s) > −1 with a simple pole at s = 0. It follows from
the residue theorem that
1
2πi
∫ σ0+iT
σ0−iT
f ′(s)
Rs
s
ds = Ress=0
(
f ′(s)
Rs
s
)
+
1
2πi
(∫ σ1−iT
σ0−iT
+
∫ σ1+iT
σ1−iT
+
∫ σ0+iT
σ1+iT
)
f ′(s)
Rs
s
ds.
First of all, it is easy to check that
Ress=0
(
f ′(s)
Rs
s
)
= f ′(0) = G(0) =
S(N)
A(N) .
Recalling the classical zero-free region of the zeta function, we will choose c2 small enough such
that ζ(s) is nonvanishing when
σ ≥ 1− c2
log |t| , |t| ≥ 2,
and moreover, in this region we have
1
ζ(s)
≪ log |t|, ζ
′(s)
ζ(s)
≪ log |t|.
Also when σ ≥ −1
4
, we have
log |G(s)| ≪ −
∑
p|N
log
(
1− 1
pσ+1
)
≪
∑
p|N
1
pσ+1
≪
∑
p<2 log 2N
1
pσ+1
≪ (logN) 14 ,
therefore
|G(s)| ≪ e 4
√
logN
and
|G′(s)| ≪ e 4
√
logN
∑
p|N
log p
pσ+1
≪ e 4
√
logN logN.
So when σ ≥ σ1 and |t| ≤ T , we have
|f ′(s)| ≪ e 4
√
logN(logN + log T )2 ≪ ec4 4
√
logR
in view of the assumption that logN ≪ logR. Then∫ σ0+iT
σ1+iT
f ′(s)
Rs
s
ds≪ ec4 4
√
logRR
σ0
T
(σ0 − σ1)≪ e
c4
4
√
logR
T
.
Similarly, we may treat the integral from σ0 − iT to σ1 − iT . Lastly, we observe that∫ σ1+iT
σ1−iT
f ′(s)
Rs
s
ds
≪ec4 4
√
logRRσ1
(∫ T
−T
1
|t|+ 1dt+
∫ 1
−1
1
|σ1 − it|dt
)
≪ec4 4
√
logRRσ1
(
log T + σ−11
)
≪ec4 4
√
logRRσ1 log T.
Combining the above estimates, we hitherto obtain∑
d≤R
ad =
S(N)
A(N) +O
(
(logR)3
(
1
T
+R−
c2
logT ec4
4
√
logR
))
.
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Now we may optimize the error on choosing T = e
√
c2 logR and obtain that the error term satisfies
(logR)3
(
1
T
+R−
c2
log T ec4
4
√
logR
)
≪ (logR)3e−
√
c2 logR+c4
4
√
logR ≪ e−c2
√
logR,
as we may take c2 < 1. Since A(N) ≤ 1, this completes the proof of the lemma. 
The following two lemmas are variations of some results in [13]. They will be applied in
Sections 3.1 and 3.2, respectively.
Lemma 3. Let A > 0 and 0 < θ < 1 be given. Then∑
d≤Nθ
µ(d) log(1/d)
∑
b≤B
(bd,N)=1
µ(b)
φ([b2, d])
= S(N) +O
(
1
(logN)A
)
holds for all positive even integers N , where B = (logN)A+4.
Proof. The proof is similar to the proof of the asymptotic formula for
S11(β, x, h) =
∑
d≤β
µ(d) log(1/d)
∑
b≤B
(bd,h)=1
µ(b)
φ([b2, d])
defined on [13, Page 653], where x is a large real number, β = xθ
′′
for some 0 < θ′′ < 1, and
h 6= 0 is a fixed even integer. Our case here is trickier, since as shown later in the proof, we need
to worry about the rate of convergence of the series (8), which is taken care of by Lemma 2.
For square-free integers b ≤ B and d ≤ N θ, we have
(
b2, d
(b,d)
)
= 1 and
(
(b, d), d
(b,d)
)
= 1, and
thus
φ([b2, d]) = φ
(
b2
d
(b, d)
)
=
bφ(b)φ(d)
φ((b, d))
.
So ∑
d≤Nθ
µ(d) log(1/d)
∑
b≤B
(bd,N)=1
µ(b)
φ([b2, d])
=
∑
d≤Nθ
µ(d) log(1/d)
φ(d)
∑
b≤B
(bd,N)=1
µ(b)φ((b, d))
bφ(b)
.
We extend the sum over b to infinity with an error∑
d≤Nθ
µ(d) log(1/d)
φ(d)
∑
b>B
(bd,N)=1
µ(b)φ((b, d))
bφ(b)
≪ logN
∑
d≤Nθ
µ2(d)
φ(d)
∑
b>B
µ2(b)(b, d)
bφ(b)
.
We use (b, d) =
∑
r|(b,d) φ(r), and then make the substitution b = b1r and d = d1r to obtain that∑
d≤Nθ
µ2(d)
φ(d)
∑
b>B
µ2(b)(b, d)
bφ(b)
=
∑
d≤Nθ
µ2(d)
φ(d)
∑
b>B
µ2(b)
bφ(b)
∑
r|(b,d)
φ(r)
≪
∑
r≤Nθ
1
rφ(r)
∑
d1≤Nθr
1
φ(d1)
∑
b1>
B
r
1
b1φ(b1)
≪(logN)
2 log logN
B
,
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where in the last line some summation results of [14] are applied. Since B = (logN)A+4, we
have ∑
d≤Nθ
µ(d) log(1/d)
∑
b≤B
(bd,N)=1
µ(b)
φ([b2, d])
=
∑
d≤Nθ
µ(d) log(1/d)
φ(d)
∑
b≥1
(bd,N)=1
µ(b)φ((b, d))
bφ(b)
+O
(
1
(logN)A
)
=
∑
d≤Nθ
(d,N)=1
µ(d) log(1/d)
φ(d)
∏
p∤N
(
1− φ((p, d))
p(p− 1)
)
+O
(
1
(logN)A
)
=A(N)
∑
d≤Nθ
(d,N)=1
µ(d) log(1/d)
φ(d)
gN(d) +O
(
1
(logN)A
)
,
where A(N) is defined in (7) and gN(d) is defined in (9). Therefore, it follows by Lemma 2 that∑
d≤Nθ
µ(d) log(1/d)
∑
b≤B
(bd,N)=1
µ(b)
φ([b2, d])
=S(N) +O
(
e−c2
√
log(Nθ)
)
+O
(
1
(logN)A
)
=S(N) +O
(
1
(logN)A
)
.

Lemma 4. Let A > 0 and 0 < θ < 1 be given. Suppose the conjecture EHµ(N
1−θ) holds, then
we have ∑
q≤N1−θ
max
y<N
max
(a,q)=1
∣∣∣∣ ∑
n≤y
n≡a mod q
Λ(n)µ(N − n) log(N − n)
− 1
φ(q)
∑
n≤y
Λ(n)µ(N − n) log(N − n)
∣∣∣∣≪ N(logN)A .
Proof. The proof is similar to the proof of [13, Proposition 4.2]. For any (a, q) = 1 and y < N ,
denote ∑
n≤y
n≡a mod q
Λ(n)µ(N − n) =M(y) + Eµ(y, q, a),
where
M(y) =
1
φ(q)
∑
n≤y
Λ(n)µ(N − n).
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By partial summation, we have∑
n≤y
n≡a mod q
Λ(n)µ(N − n) log(N − n)
=
 ∑
n≤y
n≡a mod q
Λ(n)µ(N − n)
 log(N − y) + ∫ y
2
1
N − t
 ∑
n≤t
n≡a mod q
Λ(n)µ(N − n)
 dt
=M(y) log(N − y) +
∫ y
2
M(t)
N − tdt+O
(
max
t≤y
|Eµ(t, q, a)| logN
)
.
Using partial summation again, the sum of the first two terms above is
1
φ(q)
∑
n≤y
Λ(n)µ(N − n) log(N − n).
Now the lemma immediately follows from our assumption EHµ(N
1−θ). 
3. Proof of Theorem 1 and Corollary 2
By the Mo¨bius inversion formula, we have
Λ(n) =
∑
d|n
µ(d) log(1/d). (10)
As in (3)-(6), we split the sum on the right hand side of (10) into Λα(n) and Λ˜α(n), where
Λα(n) =
∑
d|n
d≤α
µ(d) log(1/d),
Λ˜α(n) =
∑
d|n
d>α
µ(d) log(1/d),
and α is a real number that will be determined later. Therefore, we have∑
n<N
Λ(n)Λ(N − n) =
∑
n<N
Λ(n)Λα(N − n) +
∑
n<N
Λ(n)Λ˜α(N − n). (11)
Note that if we take α = Q = N
1
2 (logN)−20, then Pan’s result implies the first sum on the right
hand side of (11) is asymptotic to R0(N) + R2(N) + O
(
N
logN
)
= S(N)N + O
(
N
logN
)
and the
second sum on the right hand side of (11) is asymptotic to R1(N)+R3(N) = R3(N)+O
(
N
logN
)
.
This indicates that the sum
∑
n<N Λ(n)Λ˜α(N − n) is harder to deal with, which represents the
main obstacle we are facing.
To make the estimate of
∑
n<N Λ(n)Λ˜α(N − n) more accessible, we only sum up those n < N
such that N − n is square-free, as has been done on [13, Page 647]. Since Λ(N − n) = µ2(N −
n)Λ(N − n) except when n = N − pℓ1 > 0 for some prime p and integer ℓ1 ≥ 2, and there are
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only O(N
1
2 logN) such n < N , we can write (11) as∑
n<N
Λ(n)Λ(N − n)
=
∑
n<N
Λ(n)µ2(N − n)Λ(N − n) +O(N 12 (logN)3)
=
∑
n<N
Λ(n)µ2(N − n)Λα(N − n) +
∑
n<N
Λ(n)µ2(N − n)Λ˜α(N − n) +O(N 12 (logN)3)
=S1(α) + S2(α) +O(N
1
2 (logN)3), (12)
where
S1(α) =
∑
n<N
Λ(n)µ2(N − n)
∑
d|N−n
d≤α
µ(d) log(1/d)
and
S2(α) =
∑
n<N
Λ(n)µ2(N − n)
∑
d|N−n
d>α
µ(d) log(1/d)
=
∑
n<N
Λ(n)µ2(N − n)
∑
k|N−n
k<N−n
α
µ
(
N − n
k
)
log
(
k
N − n
)
.
The µ2(N−n) term, i.e., the assumption that we only deal with square-free N−n, will make it
easier when we evaluate S2(α), since we can apply the equation µ
2(N−n)µ (N−n
k
)
= µ(N−n)µ(k)
later in (18) when N − n is square-free and k | N − n. Meanwhile, the term µ2(N − n) does not
change the asymptotic behavior of S1(α) as shown in the next subsection.
3.1. Evaluation of S1(α) using EH(N
θ(logN)2A+8). In this subsection we prove that
S1(α) = S(N)N +O
(
N
(logN)A
)
(13)
under the assumption EH(N θ(logN)2A+8).
Since
µ2(N − n) =
∑
b2|N−n
µ(b) =
{
1, if N − n is square-free,
0, otherwise,
we have
S1(α) =
∑
n<N
Λ(n)µ2(N − n)
∑
d|N−n
d≤α
µ(d) log(1/d)
=
∑
n<N
Λ(n)
∑
b2|N−n
µ(b)
∑
d|N−n
d≤α
µ(d) log(1/d)
=
∑
d≤α
µ(d) log(1/d)
∑
b<
√
N
[b2,d]<N
µ(b)
∑
n<N
n≡N mod [d,b2]
Λ(n). (14)
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We truncate the sum over b <
√
N into two parts b ≤ B and B < b < √N with B = (logN)A+4.
Let (b, d) = δ1, b = b2δ1, and d = d2δ1. Then [b
2, d] = b22d2δ
2
1. For the sum over B < b <
√
N ,
we have ∑
d≤α
µ(d) log(1/d)
∑
B<b<
√
N
[b2,d]<N
µ(b)
∑
n<N
n≡N mod [b2,d]
Λ(n)
≪(logN)2
∑
d<N
∑
b>B
[b2,d]<N
(
N
[b2, d]
+ 1
)
≪ (logN)2
∑
δ1<N
∑
d2<
N
δ1
∑
b2>
B
δ1
(b2)2d2(δ1)2≤N
N
(b2)2d2(δ1)2
≪N(logN)2
∑
d2≤N
1
d2
∑
b2≤
√
N
1
(b2)2
∑
δ1>
B
b2
1
(δ1)2
≪ N(logN)
4
B
≪ N
(logN)A
.
Thus we can write (14) as
S1(α) =
∑
d≤α
µ(d) log(1/d)
∑
b≤B
[b2,d]<N
µ(b)
∑
n<N
n≡N mod [b2,d]
Λ(n) +O
(
N
(logN)A
)
. (15)
For b or d that are not relatively prime to N on the right hand side of (15), suppose (bd,N) =
δ2 > 1. If an integer n < N satisfies Λ(n) 6= 0 and n ≡ N mod [b2, d], then n is a prime power
n = pℓ2 for some integer ℓ2 ≥ 1, and moreover, we have n = pℓ2 ≡ δ2Nδ2 mod δ2
[b2,d]
δ2
. This implies
p | δ2 and thus p | N . Therefore, taking α = N θ for a fixed constant 0 < θ < 1, we know∑
d≤α
µ(d) log(1/d)
∑
b≤B
[b2,d]<N
(bd,N)>1
µ(b)
∑
n<N
n≡N mod [b2,d]
Λ(n)
≪ logN
∑
d≤α
∑
b≤B
[b2,d]<N
(bd,N)>1
∑
p|N
∑
ℓ2≤ logNlog p
Λ(pℓ2)
≪αB(logN)2 ≪ N
(logN)A
.
Note that we can drop the restriction [b2, d] < N when b ≤ B = (logN)A+4 and d ≤ α = N θ.
Therefore, we have
S1(α) =
∑
d≤α
µ(d) log(1/d)
∑
b≤B
(bd,N)=1
µ(b)
∑
n<N
n≡N mod [b2,d]
Λ(n) +O
(
N
(logN)A
)
=N
∑
d≤α
µ(d) log(1/d)
∑
b≤B
(bd,N)=1
µ(b)
φ([b2, d])
+ E1(α) +O
(
N
(logN)A
)
, (16)
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where
E1(α) =
∑
d≤α
µ(d) log(1/d)
∑
b≤B
(bd,N)=1
µ(b)
 ∑
n<N
n≡N mod [b2,d]
Λ(n)− N
φ([b2, d])

≪ logN
∑
d≤α
µ2(d)
∑
b≤B
(bd,N)=1
µ2(b)
∣∣∣∣∣∣∣∣
∑
n<N
n≡N mod [b2,d]
Λ(n)− N
φ([b2, d])
∣∣∣∣∣∣∣∣ .
For b ≤ B and d ≤ α that are square-free, let z = [b2, d]. Since the number of pairs of square-free
natural numbers b and d such that [b2, d] = z is bounded by τ3(z), the number of ways of writing
z as a product of three positive integers, we can bound the error term E1(α) as
E1(α)≪ logN
∑
z≤αB2
τ3(z)
∣∣∣∣∣∣∣
∑
n<N
n≡N mod z
Λ(n)− N
φ(z)
∣∣∣∣∣∣∣ .
For all z ≤ αB2 = N θ(logN)2A+8, since ∑ n<N
n≡N mod z
Λ(n) ≪ N logN
z
and N
φ(z)
≪ N log log z
z
≪
N logN
z
, we have a trivial bound∣∣∣∣∣∣∣
∑
n<N
n≡N mod z
Λ(n)− N
φ(z)
∣∣∣∣∣∣∣≪
N logN
z
.
By the Cauchy-Schwarz inequality, we know
E1(α)≪ N 12 (logN) 32
 ∑
z≤αB2
τ 23 (z)
z

1
2
 ∑
z≤αB2
∣∣∣∣∣∣∣
∑
n<N
n≡N mod z
Λ(n)− N
φ(z)
∣∣∣∣∣∣∣

1
2
.
By [15, (1.80)] and partial summation, we can bound the first sum by∑
z≤αB2
τ 23 (z)
z
≪ (logN)9.
By our assumption EH(N θ(logN)2A+8), we bound the second sum by
∑
z≤αB2
∣∣∣∣∣∣∣
∑
n<N
n≡N mod z
Λ(n)− N
φ(z)
∣∣∣∣∣∣∣≪
∑
q≤Nθ(logN)2A+8
max
y≤N
max
a
(a,q)=1
∣∣∣∣∣∣∣∣
∑
n≤y
n≡a mod q
Λ(n)− y
φ(q)
∣∣∣∣∣∣∣∣
≪ N
(logN)2A+12
.
Therefore, we obtain
E1(α)≪ N 12 (logN) 32
(
(logN)9
) 1
2
(
N
(logN)2A+12
) 1
2
≪ N
(logN)A
.
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Finally, inserting the above bound into (16), we have
S1(α) = N
∑
d≤α
µ(d) log(1/d)
∑
b≤B
(bd,N)=1
µ(b)
φ([b2, d])
+O
(
N
(logN)A
)
,
which implies (13) after applying Lemma 3.
3.2. Evaluation of S2(α) using EHµ(N
1−θ). In this subsection we show that
S2(α) = −S(N)
∑
n<N
Λ(n)µ(N − n) +O
(
N
(logN)A
)
(17)
under the assumption EHµ(N
1−θ).
Suppose N − n is square-free and let k be a divisor of N − n such that k < N−n
α
. Since
µ2(N − n)µ (N−n
k
)
= µ(N − n)µ(k), we have
S2(α) =
∑
n<N
Λ(n)µ2(N − n)
∑
d|N−n
d>α
µ(d) log(1/d)
=
∑
n<N
Λ(n)µ2(N − n)
∑
k|N−n
k<N−n
α
µ
(
N − n
k
)
log
(
k
N − n
)
=
∑
n<N
Λ(n)
∑
k|N−n
k<N−n
α
µ(N − n)µ(k) log
(
k
N − n
)
=
∑
k<N−1
α
µ(k)
∑
n<N
n≡N mod k
Λ(n)µ(N − n) log
(
k
N − n
)
. (18)
For those integers k < N−1
α
such that (k,N) = δ3 > 1, suppose an integer n < N satisfies
Λ(n) 6= 0 and n ≡ N mod k, then n is a prime power n = pℓ3 for some integer ℓ3 ≥ 1, and the
condition n = pℓ3 ≡ N mod k would imply p | δ3 and hence p | N . Therefore, we have∑
k<N−1
α
(k,N)>1
µ(k)
∑
n<N
n≡N mod k
Λ(n)µ(N − n) log
(
k
N − n
)
≪ logN
∑
k<N
α
∑
p|N
∑
ℓ3≤ logNlog p
Λ(pℓ3)≪ N
α
(logN)2,
which implies
S2(α) =
∑
k<N−1
α
(k,N)=1
µ(k)
∑
n<N
n≡N mod k
Λ(n)µ(N − n) log
(
k
N − n
)
+O
(
N
(logN)A
)
=S3(α)− S4(α) +O
(
N
(logN)A
)
, (19)
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where
S3(α) =
∑
k<N−1
α
(k,N)=1
µ(k) log k
∑
n<N
n≡N mod k
Λ(n)µ(N − n)
and
S4(α) =
∑
k<N−1
α
(k,N)=1
µ(k)
∑
n<N
n≡N mod k
Λ(n)µ(N − n) log(N − n).
To estimate S3(α), we first write
S3(α) =
∑
k<N−1
α
(k,N)=1
µ(k) log k
φ(k)
∑
n<N
Λ(n)µ(N − n) + E3(α),
where
E3(α) =
∑
k<N−1
α
(k,N)=1
µ(k) log k
 ∑
n<N
n≡N mod k
Λ(n)µ(N − n)− 1
φ(k)
∑
n<N
Λ(n)µ(N − n)
 .
Our assumption EHµ(N
1−θ) implies that
E3(α)≪ logN
∑
k<N−1
α
(k,N)=1
∣∣∣∣∣∣∣
∑
n<N
n≡N mod k
Λ(n)µ(N − n)− 1
φ(k)
∑
n<N
Λ(n)µ(N − n)
∣∣∣∣∣∣∣
≪ logN
∑
q≤N1−θ
max
y<N
max
a
(a,q)=1
∣∣∣∣∣∣∣∣
∑
n≤y
n≡a mod q
Λ(n)µ(N − n)− 1
φ(q)
∑
n≤y
Λ(n)µ(N − n)
∣∣∣∣∣∣∣∣
≪ N
(logN)A
.
Therefore, we have
S3(α) =
∑
k<N−1
α
(k,N)=1
µ(k) log k
φ(k)
∑
n<N
Λ(n)µ(N − n) +O
(
N
(logN)A
)
.
By Lemma 1, we may write the sum on the right hand side as(
−S(N) +O
(
e−c4
√
log(N/α)
))∑
n<N
Λ(n)µ(N − n)
=−S(N)
∑
n<N
Λ(n)µ(N − n) +O
(
N
ec4
√
log(N/α)
)
=−S(N)
∑
n<N
Λ(n)µ(N − n) +O
(
N
(logN)A
)
,
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where in the second line the trivial bound
∑
n<N |Λ(n)µ(N −n)| = O (N) is applied in the error
term and c4 is some positive constant. So we arrive at the estimate
S3(α) = −S(N)
∑
n<N
Λ(n)µ(N − n) +O
(
N
(logN)A
)
. (20)
Next we treat S4(α) in a similar fashion. Again, we write
S4(α) =
∑
k<N−1
α
(k,N)=1
µ(k)
∑
n<N
n≡N mod k
Λ(n)µ(N − n) log(N − n)
=
∑
k<N−1
α
(k,N)=1
µ(k)
φ(k)
∑
n<N
Λ(n)µ(N − n) log(N − n) + E4(α),
where
E4(α) =
∑
k<N−1
α
(k,N)=1
µ(k)
 ∑
n<N
n≡N mod k
Λ(n)µ(N − n) log(N − n)− 1
φ(k)
∑
n<N
Λ(n)µ(N − n) log(N − n)
 .
By Lemma 4, we have
E4(α)≪
∑
k<N−1
α
(k,N)=1
∣∣∣∣∣∣∣
∑
n<N
n≡N mod k
Λ(n)µ(N − n) log(N − n)− 1
φ(k)
∑
n<N
Λ(n)µ(N − n) log(N − n)
∣∣∣∣∣∣∣
≪
∑
q≤N1−θ
max
y<N
max
(a,q)=1
∣∣∣∣∣∣∣∣
∑
n≤y
n≡a mod q
Λ(n)µ(N − n) log(N − n)− 1
φ(q)
∑
n≤y
Λ(n)µ(N − n) log(N − n)
∣∣∣∣∣∣∣∣
≪ N
(logN)A
.
Moreover, it follows by Lemma 1 that ∑
k<N−1
α
(k,N)=1
µ(k)
φ(k)

(∑
n<N
Λ(n)µ(N − n) log(N − n)
)
≪ N(logN)
2
ec1
√
log(N/α)
≪ N
(logN)A
,
where c1 is a positive constant.
Now, merging the above two estimates yields
S4(α) = O
(
N
(logN)A
)
. (21)
Therefore, we deduce the desired estimate (17) from (19)-(21).
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3.3. Proof of Theorem 1. Recall from (12) that∑
n<N
Λ(n)Λ(N − n) = S1(α) + S2(α) +O(N 12 (logN)3).
Moreover, for any A > 0, if we suppose that EH(N θ(logN)2A+8) and EHµ(N
1−θ) hold for some
constant 0 < θ < 1 , then we recall from (13) and (17) that
S1(α) = S(N)N +O
(
N
(logN)A
)
and
S2(α) = −S(N)
∑
n<N
Λ(n)µ(N − n) +O
(
N
(logN)A
)
.
Therefore, we have
∑
n<N
Λ(n)Λ(N − n) = S(N)
(
N −
∑
n<N
Λ(n)µ(N − n)
)
+O
(
N
(logN)A
)
. (22)
Thus to find a lower bound on
∑
n<N Λ(n)Λ(N−n), we only need an upper bound on |
∑
n<N Λ(n)µ(N−
n)|. We first apply the triangle inequality and obtain that∣∣∣∣∣∑
n<N
Λ(n)µ(N − n)
∣∣∣∣∣ ≤∑
n<N
Λ(n)µ2(N − n).
Since µ2(N − n) =∑b2|N−n µ(b), we have∑
n<N
Λ(n)µ2(N − n)
=
∑
n<N
Λ(n)
∑
b2|N−n
µ(b)
=
∑
b<(N−1) 12
µ(b)
∑
n<N
n≡N mod b2
Λ(n)
=
∑
b≤N 14−ǫ
µ(b)
∑
n<N
n≡N mod b2
Λ(n) +
∑
N
1
4
−ǫ<b<N
1
2
µ(b)
∑
n<N
n≡N mod b2
Λ(n). (23)
The sum over N
1
4
−ǫ < b < N
1
2 can be bounded by∑
N
1
4
−ǫ<b<N
1
2
µ(b)
∑
n<N
n≡N mod b2
Λ(n)≪ logN
∑
N
1
4
−ǫ<b≤N 12
N
b2
≪ N 34+ǫ. (24)
The contribution of those b ≤ N 14−ǫ such that (b, N) > 1 is∑
b≤N 14−ǫ
(b,N)>1
µ(b)
∑
n<N
n≡N mod b2
Λ(n)≪ N 14−ǫ. (25)
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On the other hand, for those b ≤ N 14−ǫ with (b, N) = 1, we apply the Bombieri-Vinogradov
theorem and obtain ∑
b≤N 14−ǫ
(b,N)=1
µ(b)
∑
n<N
n≡N mod b2
Λ(n)
=N
∑
b≤N 14−ǫ
(b,N)=1
µ(b)
φ(b2)
+
∑
b≤N 14−ǫ
(b,N)=1
µ(b)
 ∑
n<N
n≡N mod b2
Λ(n)− N
φ(b2)

=N
∑
b≤N 14−ǫ
(b,N)=1
µ(b)
φ(b2)
+O
 ∑
b≤N 14−ǫ
(b,N)=1
∣∣∣∣∣∣∣
∑
n<N
n≡N mod b2
Λ(n)− N
φ(b2)
∣∣∣∣∣∣∣

=N
∑
b≤N 14−ǫ
(b,N)=1
µ(b)
φ(b2)
+O
(
N
(logN)A+1
)
. (26)
It is easy to see that the infinite series∑
(d,N)=1
µ(d)
φ(d2)
=
∏
p∤N
p>2
(
1− 1
p(p− 1)
)
= A(N) (27)
converges and that its tail is bounded by∑
b>N
1
4
−ǫ
(d,N)=1
µ(d)
φ(d2)
≪
∑
b>N
1
4
−ǫ
log log d
d2
≪ N− 14+ǫ. (28)
Therefore, by (23)-(28), we have∑
n<N
Λ(n)µ2(N − n) = NA(N) +O
(
N
(logN)A+1
)
.
Thus, we deduce from (22) that∑
n<N
Λ(n)Λ(N − n) ≥S(N)
(
N −NA(N) +O
(
N
(logN)A+1
))
+O
(
N
(logN)A
)
≥S(N) (1−A(N))N +O
(
N
(logN)A
)
,
where in the line above we use the bound
S(N) =2
∏
p>2
(
1− 1
(p− 1)2
)∏
p|N
p>2
(
1 +
1
p− 2
)
≪
∏
2<m≤logN
m− 1
m− 2
≪ logN.
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Finally, it follows directly from (22) that the assertions∑
n<N
Λ(n)Λ(N − n) ∼ S(N)N
and ∑
n<N
Λ(n)µ(N − n) = o(N)
are equivalent. This completes the proof of Theorem 1.
3.4. Proof of Corollary 2. To prove the corollary, we just take A = 2+ ǫ
2
in our theorem and
obtain
r˜(N) ≥ S(N)(1−A(N))N +O
(
N
(logN)2+
ǫ
2
)
.
Since S(N)≫ 1, it suffices to show that
1−A(N)≫ 1
(logN)2
in order for r˜(N) > 0 for sufficiently large even N .
Since the number of distinct prime factors of N is at most logN , the least prime not dividing
N is at most 2 logN . Hence
1−A(N) = 1−
∏
p∤N
p>2
(
1− 1
p(p− 1)
)
>
1
2 logN(2 logN − 1) ,
which confirms the above claim and therefore completes the proof of the corollary.
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