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Let g be a Lie algebra over a field K . Endow the polynomial ring K [t] with a g-action
by derivations and consider the resulting crossed product K [t]⊙θ g in the category of
(K , K [t])-Lie algebras. We explore Lie-Rinehart bialgebra structures on (K [t], K [t]⊙θ g)
that arise via compatible pairs and ε-dynamical r-matrices. We give a complete
classification for g = sl(2, K).
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0. Introduction
In his seminal paper [26], Rinehart developed a formalism of differential forms for general commutative algebras which
relies on the notion of (R, A)-Lie algebra; here R is a commutative ring with unit and A a commutative R-algebra. When
the ground ring is the field of the reals and A the algebra C∞(M) of smooth functions on a smooth manifold M , a typical
example of an (R, A)-Lie algebra is the Lie algebra X(M) of smooth vector fields on M , and the notion of (R, A)-Lie algebra
arises by abstraction from the mutual properties of interaction between C∞(M) and X(M). Given the (R, A)-Lie algebra L,
it has become common to refer to the pair (A, L) as a Lie-Rinehart algebra [9]. The notion of Lie-Rinehart algebra includes
an abstract algebraic characterization of the algebraic structure which underlies a Lie algebroid [8,21]. Thus a Lie-Rinehart
algebra is an algebraic generalization of the notion of a Lie algebroid: the space of sections of a vector bundle is replaced by a
module over a ring, a vector field by a derivation of the ring, etc. Any attempt to extend Lie algebroid theory to singular spaces
leads to Lie-Rinehart algebras. The reader interested in Lie algebroids and groupoids is referred to the standard literature,
such as Mackenzie’s book [22] (or Chapters 8 and 12 of [2], I and III in [20]). For further details and a history of the notion of
Lie-Rinehart algebra, we refer to the expository paper of Huebschmann [13]. Lie-Rinehart algebras have been investigated
further in many papers [1,9–11].
In this paper, the base field K is that of the reals,R, or that of the complex numbers,C, andA is a commutative, associative
K -algebra. A (K ,A)-Lie algebra is an A-module L together with a Lie bracket over K and an action of L on A by derivations,
and these pieces of structure are required to be compatible in a certain sense (see Definition 1.1). The pair (A, L) is then
referred to as a Lie-Rinehart algebra.
Lie-Rinehart bialgebraswere introduced by Huebschmann [14]. This notion derives from that of Lie bialgebra, introduced
by Drinfel’d in [5], and the notion of Lie bialgebroid introduced by Mackenzie and Xu in [23] as the infinitesimal object
associated to a Poisson groupoid. A Lie algebroid can be considered as a generalized tangent bundle, while a Lie bialgebroid
can be considered as the generalization of both a Poisson structure and a Lie bialgebra. Roughly speaking, a Lie bialgebroid
is a Lie algebroid A whose dual A∗ is also equipped with a Lie algebroid structure and the two are compatible in a certain
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sense. The compatibility condition is phrased in terms of two operations on Γ (∧•A), the bracket coming from A and the
differential d∗ : Γ (∧•A) → Γ (∧•+1A) induced by the Lie algebroid structure on A∗. Analogously, a Lie-Rinehart bialgebra
(E, σ ) is a Lie-Rinehart algebra E endowed with an operator σ : ∧kAE → ∧k+1A E satisfying σ 2 = 0 and a condition similar to
Drinfel’d’s cocycle condition (see Definition 1.10). A related concept, namely that of a generalized Lie bialgebra, was defined
in [27], where the two Lie algebras need not be dual to each other in the usual sense.
In [5], Drinfel’d classified certain Lie bialgebras successfully. The classification of Lie-Rinehart bialgebras is more
challenging. However, if we restrict our attention to the special class of crossed products (introduced by Malliavin in [24]),
we can get some structural insight into the notion of Lie-Rinehart bialgebra.
The purpose of this paper is twofold. First, we investigate the structural properties of an action of a Lie algebra g on
the ring of polynomials K [t] and describe the special features of a K [t]-crossed product.1 Second, we classify all possible
Lie-Rinehart bialgebras of the kind (K(t) ⊗ g, d∗), where K(t) denotes the fraction field of K [t] and K(t) ⊗ g is a crossed
product coming from a g-action on K [t]. It turns out that our classification is very similar to the results of [19] and [3],
i.e., the operator d∗ (which determines the dual Lie-Rinehart algebra structure) is the sum [Λ, ·] + Ω of a bivector Λ and
some cocycleΩ . As in [3], we call the data (Λ,Ω) a compatible pair. In the particular case that g is semisimple, Lie-Rinehart
bialgebra structures are related to the so-called ε-dynamical r-matrices. In fact, Lie-Rinehart bialgebras arise as special cases
of dynamical r-matrices coupled with a Poisson manifold introduced in [19].
The paper is organized as follows:
Section 1 reviews the notions of Lie-Rinehart algebra, Lie-Rinehart bialgebra, Gerstenhaber algebra and that of a crossed
product, as well as some basic properties of the Schouten bracket.
Section 2 expands on the material in [4], namely the classification of actions of a finite dimensional Lie algebra on K [t].
The main result of that section is Theorem 2.4, which asserts that any K [t]-crossed product is an extended one.
Section 3 is devoted to the classification of Lie-Rinehart bialgebras for K [t]-crossed products. The main results are
Theorems 3.2 and 3.4; these can be summarized as follows.
When (K [t] ⊗ g, d∗) is a Lie-Rinehart bialgebra having d∗ non-trivial, then the differential operator d∗ decomposes as
d∗ = [Λ, ·] +Ω; hereΛ is a bivector of K(t)⊗ g, the notation L refers to the kernel of the action θ : K(t)⊗ g→ K(t), and
Ω is a map from g to L2 = L ∧K(t) L. We will then say that the data (Λ,Ω) constitute a compatible pair for K(t)⊗ g.
In Section 4 we explain some properties of the pair (Λ,Ω) in the particular case that g is a semi-simple Lie algebra.
Notice that, in this case, if g has a nontrivial action on K [t], i.e., the action g → Der(K [t]) is not zero, then sl(2, K) is an
ideal of g and the action of g on K [t] essentially comes from that of sl(2, K). The conclusion is that the corresponding Lie-
Rinehart bialgebra (K [t] ⊗ g, d∗) can be characterized by an ε-dynamical r-matrix Λ such that d∗ = [Λ, ·] + εD . Here
D : K [t] ⊗ ∧kg→ K [t] ⊗ ∧k+1g is a fixed operator and ε is a constant in K (see Definition 4.3 and Theorem 4.4).
1. Lie-Rinehart (Bi-)Algebras
Let A be a unitary commutative algebra over K = R orC. A derivation of A is a K -linearmap, say δ: A → A, satisfying the
Leibniz rule δ(ab) = δ(a)b+ aδ(b) as a and b range over A. Endowed with the commutator bracket, the A-module Der(A)
of all derivations of A is a K -Lie algebra.
In particular, for A = K [t], the ring of polynomials, any δ ∈ Der(K [t]) has the form δ = f ddt , where f ∈ K [t] is uniquely
determined by f = δ(t). The bracket is then given by:[
f
d
dt
, g
d
dt
]
= (fg ′ − f ′g) d
dt
, (1)
where f ′ = ddt f .
Thus, as a K [t]-module, Der(K [t]) is free with basis ddt , and the bracket is given by (1).
Definition 1.1. A Lie-Rinehart algebra is a pair (A, E), where A is a commutative K -algebra and E an A-module which is also
a K -Lie algebra, together with a Lie algebra morphism θ : E → Der(A) (called the anchor of E) which is also a morphism of
A-modules, such that
[X1, aX2] = a[X1, X2] + θ(X1)(a)X2, X1, X2 ∈ E, a ∈ A.
If A is fixed, we just say that E is a Lie-Rinehart algebra.
Let E be a Lie-Rinehart algebra and F an A-module. A representation of E on F is an A-map: E × F → F , x × s → x.s,
satisfying the following axioms:
(fx).s = f (x.s);
x.(fs) = f (x.s)+ θ(x)(f )s;
x.(y.s)− y.(x.s) = [x, y].s, ∀ s ∈ F , x, y ∈ E, f ∈ A.
1 In this paper, we mainly consider actions of Lie algebras on K [t]. Such actions can be easily extended to actions on K(t), the fraction field of K [t]. In
some situations, we need to use K(t) instead of K [t].
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Remark 1.2. In Rinehart’s terminology, a Lie-Rinehart algebra is called a (K ,A)-Lie algebra. A representation of E is also
referred to as an (A, E)-module by Huebschmann [10,12].
Given such a representation, a 1-cocycle is just an ordinary F-valued Lie algebra 1-cocycle on E that is also A-linear, i.e.,
an A-mapΩ : E → F satisfying
Ω[x, y] = x.Ω(y)− y.Ω(x), ∀ x, y ∈ E. (2)
For example, let L = Ker θ , which is clearly a A-submodule of E as well as a Lie ideal. Actually, L is a A-Lie algebra. We define
the adjoint representation of E on L:
x.l := [x, l], ∀ x ∈ E, l ∈ L.
This representation extends naturally to an E- representation on ∧•AL.
Crossed products
Let (g, [·, ·]) be a K -Lie algebra. In this section all tensor products are over K and the element a⊗ X is simply written as
aX . Suppose that A carries a g-action θ : g → Der(A).
We use the same notation θ : A⊗ g → Der(A) to denote the A-module morphism arising from this g-action. Then we
have an induced bracket defined on A⊗ g:
[aX, bY ] := ab[X, Y ] + a(θ(X)b)Y − b(θ(Y )a)X, ∀ a, b ∈ A, X, Y ∈ g
so that A⊗ g is a Lie-Rinehart algebra.
Definition 1.3 ([24]). The above triple (A⊗ g, [·, ·], θ), written A⊙θ g, is called a crossed product.
We say that the crossed product is (non-)trivial when the action θ is (non-)trivial.
As for the geometric background of crossed products the reader is invited to compare the notion of crossed product with
that of ‘‘action Lie algebroid’’ or ‘‘transformation algebroid’’ [20,25,2].
To introduce a special kind of crossed product we define the notion of derivation of a A-Lie algebra.
Definition 1.4. Let (L, [·, ·]L) be a A-Lie algebra. A derivation of L is a pair (D, δ), whereD : L → L is a K -linear operator,
δ is a derivation of A, andD and δ are required to satisfy the following compatibility conditions:
D[l1, l2]L = [D l1, l2]L + [l1,D l2]L, ∀ l1, l2 ∈ L,
D(al) = δ(a)l+ aD l, ∀ a ∈ A, l ∈ L.
Given such a derivation (D, δ), one can construct a Lie-Rinehart algebra structure on A⊕ L as follows:
θ(a, l) = aδ,
[(a1, l1), (a2, l2)] = (a1δ(a2)− a2δ(a1), [l1, l2]L + a1D l2 − a2D l1),
for every (a, l), (ai, li) ∈ A⊕ L.
Definition 1.5. Wewill call such a Lie-Rinehart algebra an extended crossed product of L associated to the derivation (D, δ)
and denote it by A n(D,δ) L.
We will say that it is (non-)trivialwhen δ is (non-)zero.
Remark 1.6. Let δ be a K -derivation of the K -algebra A, let K⟨b⟩ be the 1-dimensional K -vector space with basis element
b, view K⟨b⟩ as an abelian K -Lie algebra, and define a K⟨b⟩-action on A by letting act b via δ. Then the associated crossed
product (K ,A)-Lie algebra A⊙δ K⟨b⟩ is defined; by construction, the underlying A-module is the free A-module with single
basis element b. Given the A-Lie algebra L, endowed with an (A,A ⊙δ K⟨b⟩)-module structure that is compatible with the
A-Lie algebra structure, the split extension
L o (A⊙δ K⟨b⟩)
in the category of (K ,A)-Lie algebras is defined. The object An(D,δ) Lwe construct is precisely this split extension (K ,A)-Lie
algebra. In particular, the action on Lwith the basis element b amounts precisely to the operator we write asD .
A general theory of extensions of Lie-Rinehart algebras can be found in [12].
Definition 1.7. Let (Di, δi) (i = 1, 2) be a derivation of the A-Lie algebra (Li, [·, ·]i). (D1, δ1) and (D2, δ2) are said to be
equivalent, written (D1, δ1; L1) ∼ (D2, δ2; L2), if there exists a A-Lie algebra isomorphism Φ : L1 → L2, an invertible
element a0 ∈ A and l0 ∈ L2 such that
D1 = a0Φ−1D2Φ + [Φ−1(l0), ·]1,
δ1 = a0δ2.
It is obvious that ‘‘∼’’ is an equivalence relation. The following is straightforward.
Proposition 1.8. Assume that A has no zero-divisors. Let (Di, δi) (i = 1, 2) be a derivation of the A-Lie algebra (Li, [·, ·]i) such
that δi ≠ 0. Then A n(D1,δ1) L1 and A n(D2,δ2) L2 are isomorphic if and only if (D1, δ1; L1) ∼ (D2, δ2; L2).
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Gerstenhaber algebras
AGerstenhaber algebra consists of a triple (A = ⊕i∈ZAi,∧, [·, ·]) such that: (1) (A,∧) is a graded commutative associative
K -algebra; (2) (A = ⊕i∈ZA(i), [·, ·]) is a graded Lie algebra, where A(i) = Ai+1; (3) for every a ∈ Ai, the operation [a, ·] is a
derivation with respect to ∧ of degree (i− 1).
It is shown in [16] that a Lie-Rinehart algebra E corresponds to a Schouten algebra∧•AE, which is a particular Gerstenhaber
algebra [17] (see also Theorem 5 in [7]). The Schouten bracket is a K -bilinear bracket [·, ·]: ∧kAE × ∧lAE → ∧k+l−1A E and
(∧•AE,∧A, [·, ·]) forms a Gerstenhaber algebra such that:
a. The bracket coincides with the original Lie bracket on E.
b. [x, f ] = θ(x)f , for all f ∈ A, x ∈ E.
c. It is a derivation in the graded sense, i.e.,
[x, y ∧A z] = [x, y] ∧A z + (−1)(|x|−1)|y|y ∧A [x, z],
where x ∈ ∧|x|A E, y ∈ ∧|y|A E, z ∈ ∧•AE.
Conversely, the axioms of a Gerstenhaber algebra (A = ⊕i∈ZAi,∧, [·, ·]) imply that (A0, A1) is a Lie-Rinehart algebra
whose anchor is given by: θ(x)f := [x, f ], for all x ∈ A1 and f ∈ A0.
Lie-Rinehart bialgebras
A differential Gerstenhaber algebra is a Gerstenhaber algebra equipped with a derivative operator σ , called the
differential, which is of degree 1 and square zero. It is called a strong differential Gerstenhaber algebra if σ is also a
derivation of the graded Lie bracket [29]. We recall a similar concept, namely that of a Lie-Rinehart bialgebra, introduced by
Huebschmann [14].
Let E be a A-module. A graded derivation (of degree 1) on ∧•AE is a K -linear operator σ : ∧kAE → ∧k+1A E satisfying
σ(x ∧A y) = σ x ∧A y+ (−1)|x|x ∧A σy, ∀ x ∈ ∧|x|A E, y ∈ ∧•AE.
Such a graded derivation σ induces two structure maps on E∗A = HomA(E,A), the σ -anchor
θσ : E∗A → Der(A)
and σ -bracket
[·, ·]σ : E∗A ⊗ E∗A → E∗A.
These are given by the following expressions:
θσ (ξ)f = ⟨σ f , ξ⟩ ,
⟨[ξ, η]σ , x⟩ = − ⟨σ x, ξ ∧A η⟩ + θσ (ξ) ⟨x, η⟩ − θσ (η) ⟨x, ξ⟩ .
The following proposition yields a fundamental criterion.
Proposition 1.9 ([16]). Suppose that E is a finitely generated projective A-module. Given the graded derivation σ , the triple
(E∗A, [·, ·]σ , θσ ) is a Lie-Rinehart algebra if and only if σ 2 = 0.
Definition 1.10 ([14]). Let σ : ∧kAE → ∧k+1A E be a graded operator of degree 1. If σ 2 = 0 and
σ [x, y] = [σ x, y] + (−1)(|x|+1)[x, σy], ∀x ∈ ∧|x|A E, y ∈ ∧•AE, (3)
(E, σ ) is called a Lie-Rinehart bialgebra.
Thus for a strong differential Gerstenhaber algebra (∧•AE,∧A, [·, ·]) with differential σ , (E, σ ) is naturally a Lie-Rinehart
bialgebra.
Similarly to the Lie bialgebroid case, the following proposition shows that the definition of a Lie-Rinehart bialgebra can
be modified under some assumptions on A and E. The proof is straightforward.
Proposition 1.11. Suppose that a differential Gerstenhaber algebra (∧•AE,∧A, [·, ·], σ ) satisfies:
σ [x, y] = [σ x, y] + [x, σy], ∀ x, y ∈ E. (4)
(1) If (E,∧A) is nondegenerate, i.e., for any x ∈ E,
x ∧A y = 0, ∀ y ∈ E implies x = 0,
then one has
σ [x, f ] = [σ x, f ] + [x, σ f ], ∀ x ∈ E, f ∈ A.
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(2) If (E,∧A) is nondegenerate and faithful, i.e., for a ∈ A,
ax = 0, ∀ x ∈ E implies a = 0,
then Eq. (3) holds for all x ∈ ∧|x|A E and y ∈ ∧•AE. This means that (∧•AE,∧A, [·, ·], σ ) is a strong differential Gerstenhaber
algebra.
(3) Define a bracket on A as follows:
{a, b} = [σa, b], ∀ a, b ∈ A.
Then (A, {·, ·}) is a Leibniz algebra if (E,∧A) is nondegenerate. Moreover, the bracket is skew-symmetric if E is faithful. Thus,
A is a Poisson algebra if E is nondegenerate as well as faithful.
We will explore some additional properties of a Lie-Rinehart bialgebra that is subject to some extra conditions.
First we review a special kind of Lie-Rinehart bialgebras which generalizes the idea that a Poisson tensor π on amanifold
gives a Lie-bracket for the 1-forms. This is also referred to as the dualization of a Lie-Rinehart algebra (see [16]).
If Λ is a bivector of E, i.e., Λ ∈ ∧2AE, then it is clear that the operator σ = [Λ, ·] satisfies condition (3). When σ 2 = 0,
or equivalently, [[Λ,Λ], ·] = 0, (E, σ ) is a Lie-Rinehart bialgebra. This kind of σ is referred to as a coboundary (or exact)
element([18]). Especially, when [Λ,Λ] = 0, we callΛ a Poisson bivector and (E, [Λ, ·]) a triangular Lie-Rinehart bialgebra.
Several examples will be given after Theorem 4.1 below.
Let E be a Lie-Rinehart algebra and Λ a bivector. We will use the symbol Λ♯ to denote the contraction map E∗A → E,
defined byΛ♯(φ) = φyΛ (note that∧2AE is by definition the collection of finite linear combinations of wedge products, thus
Λ =∑ ai ∧ bi (a finite sum), and φyΛ =∑φ(ai)bi − φ(bi)ai). The operation
[φ,ψ]Λ = d ⟨Λ, φ ∧ ψ⟩ +Λ♯(φ)ydψ −Λ♯(ψ)ydφ, (5)
for all φ, ψ ∈ E∗A , is called theΛ-bracket on E∗A . An equivalent expression is given as follows.
⟨[φ,ψ]Λ, x⟩ = ⟨[x,Λ], φ ∧ ψ⟩ + θ(Λ♯(φ)) ⟨ψ, x⟩ − θ(Λ♯(ψ)) ⟨φ, x⟩ , (6)
for any two φ,ψ ∈ E∗A and x ∈ E. We omit the proof of these relations. The following proposition follows from Eq. (6).
Proposition 1.12. Let E be a Lie-Rinehart algebra and Λ a bivector of E such that [[Λ,Λ], ·] = 0. Then, for the Lie-Rinehart
bialgebra (E, [Λ, ·]), the corresponding Lie-Rinehart algebra structure on E∗A being given by Proposition 1.9, has the anchor map
θ∗ = θ ◦Λ♯ and bracket [·, ·]∗ = [· , ·]Λ.
2. Classification of K [t]-crossed products
Let A = K [t], the ring of polynomials in the indeterminate t , and let g be a finite dimensional K -Lie algebra. We also treat
K [t] = Der(K [t]) as a Lie algebra.
Recall that any Lie algebra g admits a unique maximal solvable ideal of g, denoted by J(g), and called the radical, or
Jacobson root. The Levi decomposition of a Lie algebra is expressed as g = J(g)om, wherem is a semisimple Lie subalgebra
(known as the Levi subalgebra of g, which is not necessarily unique [28]).
Next we quote the following result in [4] as the first step of the classification of crossed product structures on K [t] ⊗ g,
namely K [t] ⊙θ g, where all actions of an arbitrary Lie algebra g on K [t] are classified into three types according to the
Rank(θ), i.e., the dimension of Im (θ).
Theorem 2.1 ([4]). Let g be a Lie algebra, J(g) its radical and m a Levi subalgebra. If θ : g → K [t] is a nontrivial action, then
Rank(θ) ≤ 3 and the action has the following three possible types:
Type 1: Rank(θ) = 1. In this case, θ |m = 0, and there exists a polynomial h ∈ K [t] and a linear function λ ∈ g∗ (both nonzero)
such that
θ(X) = λ(X)h, ∀ X ∈ g. (7)
Type 2: Rank(θ) = 2. In this case, θ |m = 0, and there exist a nonnegative integer m ≠ 1, a constant b ∈ K, and two linearly
independent λ,µ ∈ g∗ such that
θ(X) = λ(X)(t + b)m + µ(X)(t + b), ∀ X ∈ g. (8)
Type 3: Rank(θ) = 3. In this case, one is able to decomposem = s⊕m0, where s ∼= sl(2, K),m0 is a semisimple Lie subalgebra
such that Ker(θ) = J(g) o m0. Moreover, one is able to find a standard basis X0, X1, X2 ∈ s such that θ(X0) = 1,
θ(X1) = t, θ(X2) = t2.
The following three vectors
E1 = 12

1 0
0 −1

, E2 =

0 −1
0 0

, E0 =

0 0
1 0

, (9)
constitute a standard basis of sl(2, K) ⊂ gl(2, K). They are related by [E1, E2] = E2, [E1, E0] = −E0, [E2, E0] = −2E1.
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Example 2.2. We define a special θs (called the standard action) of sl(2, K) on K [t]:θs(E1)= t,θs(E2)= t2,θs(E0)= 1.
It is an action of Type 3.
Proposition 2.3. Under the circumstances of Theorem 2.1, the following are true:
(1) The Lie algebra g admits an action of Type 1 if and only if [g, g] ( g. In this case, Eq. (7) defines an action if and only if
[g, g] ⊂ Kerλ.
(2) The Lie algebra g admits an action of Type 2 if and only if there exist two independent vectors x0, y0 ∈ g and an ideal S ⊂ g
such that
(2.1) g = S ⊕ ⟨x0⟩ ⊕ ⟨y0⟩;
(2.2) [g, g] ⊂ S ⊕ ⟨x0⟩;
(2.3) [x0, y0] + (m− 1)x0 ∈ S, for some nonnegative integer m ≠ 1.
In this case, letting
λ|S⊕⟨y0⟩ = 0, and λ(x0) = 1,
µ|S⊕⟨x0⟩ = 0, and µ(y0) = 1,
we obtain an action via Eq. (8).
(3) g admits an action of Type 3 if and only if g is not solvable and the Levi subalgebra of g admits sl(2, K) as an ideal.
Proof. The statements (1) and (3) are direct consequences of Theorem 2.1. We only elaborate on (2). In fact, a simple
calculation shows that the map θ defined by Eq. (8) is an action if and only if for all X, Y ∈ g,
µ([X, Y ]) = 0,
λ([X, Y ]) = (1−m)(λ(X)µ(Y )− λ(Y )µ(X)).
In this case, S = Kerµ∩Kerλ is an ideal. Select two elements x0, y0 ∈ g\S such that λ(x0) = µ(y0) = 1, λ(y0) = µ(x0) = 0.
Then the three conditions (2.1)–(2.3) are satisfied. The converse is also obvious. 
Recall that Proposition 1.8 gives a classification of nontrivial extended crossed products using the data (D, δ). The
following theorem claims that any nontrivial crossed product K [t] ⊙θ g can be realized as an extended one. Thus we obtain
a classification of such crossed products.
Theorem 2.4. For any nontrivial g-action θ : g → K [t], the corresponding crossed product K [t] ⊙θ g is isomorphic to an
extended crossed product K [t] n(D,δ) L. The data L,D and δ are specified as follows:
(1) If θ is of Type 1 defined by Eq. (7), then L = K [t] ⊗ Kerλ,D = [x0, ·]. δ = h ddt , where x0 ∈ g satisfies λ(x0) = 1.
(2) If θ is of Type 2 defined by Eq. (8), then L = K [t] ⊗ (S ⊕ x0 − (t + b)m−1y0),D = [y0, ·], δ = (t + b) ddt , where x0, y0 and
S are specified by (2) of Proposition 2.3.
(3) If θ is of Type 3, then
L = K [t] ⊗ (J(g)⊕ m0 ⊕ ⟨X2 − tX1, X1 − tX0⟩),
D = [X0, ·] and δ = ddt , where X0, X1, X2 is a basis of s ∼= sl(2, K) declared in (3) of Theorem 2.1.
Proof. (1) By (1) of Proposition 2.3, [g, g] ⊂ Kerλ,D(L) ⊂ L. Hence we have the claim.
(2) One only needs to check thatD(L) ⊂ L.
(3) By Theorem 2.1, we conclude that the Levi subalgebra m = s ⊕ m0 and θ must be trivial on J(g) o m0. Moreover,
[X1, X2] = X2, [X1, X0] = −X0, [X2, X0] = −2X1. Thus, the crossedproductK [t]⊙θg is spanned (overK [t]) byX0,A = X2−tX1,
B = X1 − tX0 and elements in J(g) o m0. Clearly, L = K [t] ⊗ (J(g) ⊕ m0 ⊕ ⟨A, B⟩) is the kernel of θ : K [t] ⊙θ g → K [t].
And (D = [X0, ·], ddt ) is a derivation of L. In this way, the Lie-Rinehart algebra K [t] ⊗ g ∼= K [t] n(D, ddt ) L by identifying
X0 = 1K [t]. 
Consider K(t), the fraction field of K [t] and treat K(t) and K(t)⊙θ g as K [t]-modules.
Proposition 2.5. Let θ be a nontrivial g-action on K [t]. Then,
(1) one can find a K [t]-module map γ : K [t] → K(t)⊙θ g such that θ ◦ γ = IdK [t];
(2) the corresponding crossed product is of extended type, i.e., for L being the kernel of θ : K(t) ⊙θ g → K(t), and (D, ddt ) a
derivation of L, one has K(t)⊙θ g ∼= K(t) n(D, ddt ) L.
(3) if θ is of Type 3, the values of γ lie in K [t] ⊙θ g.
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Proof. We directly construct γ . If θ is of Type 1, then we can find an X ∈ g \ [g, g] such that λ(X) = 1 and set γ (1) = 1hX .
If θ is of Type 2, then one can also find an X ∈ g \ [g, g] such that µ(X) = 1. In this case, we set
γ (1) = [λ(X)(t + b)m + (t + b)]−1X,
whence the first statement. If θ is of Type 3, we set γ (1) = X0, which was declared in (3) of Theorem 2.1. The second
statement is a direct consequence of the first one. 
We notice the interesting fact that, by Proposition 2.3, the effective part of a nontrivial action θ of a semisimple g on K [t]
merely comes from sl(2, K) and θ must be of Type 3.
Theorem 2.6. If E = K [t] ⊙θ sl(2, K) is a crossed product with the structure coming from a nontrivial action θ : sl(2, K) →
K [t], then the isomorphism class of E does not depend on the choice of θ .
Proof. It is not hard to see that for any two nontrivial morphisms θ1, θ2: sl(2, K) → K [t], there exists an automorphismΠ
of sl(2, K) such that θ1 = θ2 ◦Π . We write E1, E2 to indicate the two crossed products and define an isomorphismΠ from
E1 to E2, which maps fX to fΠ(X) (f ∈ K [t], X ∈ sl(2, K)). It is easy to check thatΠ is also an isomorphism of Lie-Rinehart
algebras. 
In general, a semisimple Lie algebra g which admits an action of Type 3 has a simple ideal isomorphic to sl(2, K), such
that g ∼= sl(2, K) ⊕ m0 for some semisimple ideal m0. Any nontrivial crossed product K [t] ⊙θ g is isomorphic to
K [t] ⊙θs sl(2, K)⊕ K [t] ⊙0 m0, where sl(2, K) has the standard action and m0 has the trivial action on K [t].
3. Lie-Rinehart bialgebras for crossed products
It seems that for a non-semisimple Lie algebra g, the structure of a Lie-Rinehart bialgebra on the crossed product
(K [t]⊙θ g, d∗) is quite complicated. We shall discuss conclusions for semisimple g in the next section. However, we can still
say something about the operator d∗ for general g.
In [3], we proved that for a transitive Lie algebroid (A, [·, ·]A, ρ), the structure of any Lie bialgebroid (A, d∗) can be
characterized by a bisection Λ ∈ Γ (∧2A) and a Lie algebroid 1-cocycle, Ω : A → ∧2L, with respect to the adjoint
representation ofA on∧2L, where L = Kerρ is the isotropic bundle ofA. Moreover, such a pair is unique up to a gauge term
in Γ (∧2L) and the differential d∗ is decomposed into d∗ = [Λ, ·]A +Ω .
We will establish a number of similar results for a Lie-Rinehart bialgebra on K [t] ⊙θ g.
Let g be a Lie algebra and θ a g-action onK [t]. For the crossed productK(t)⊙θ g, let L be the kernel of θ : K(t)⊙θ g → K(t)
and L2 = L ∧K(t) L. Recall that a K -linear mapΩ : g → L2 is called a 1-cocycle (cf. Eq. (2)) if
Ω[X, Y ] = [Ω(X), Y ] + [X,Ω(Y )], ∀ X, Y ∈ g.
Such a 1-cocycleΩ can be extended as a derivation of the graded module via
Ω : K(t)⊗∧kg → K(t)⊗∧k+1g, k ≥ 0.
For k = 0,Ω is zero. For k = 1,Ω is simply defined by fX → fΩ(X), for every f ∈ K(t), X ∈ g. For k > 1,Ω is defined
by
Ω(u1 ∧K(t) · · · ∧K(t) uk) =
k−
i=1
(−1)i+1u1 ∧K(t) · · · ∧K(t) Ω(ui) ∧K(t) · · · ∧K(t) uk, ∀ u1, . . . , uk ∈ K(t)⊙θ g.
It is easily seen that
Ω[u, v] = [Ω(u), v] + (−1)k+1[u,Ω(v)], ∀ u ∈ K(t)⊗∧kg, v ∈ K(t)⊗∧lg.
Definition 3.1. GivenΛ ∈ K(t)⊗∧2g,Ω: g → L2 a K -linear map, the pair (Λ,Ω) is called compatible ifΩ is a 1-cocycle
and satisfies[
1
2
[Λ,Λ] +Ω(Λ), ·
]
+Ω2(·) = 0,
as a map K(t)⊗∧•g → K(t)⊗∧•+2g.
If (Λ,Ω) is compatible, then so is the pair (Λ+ ν,Ω −[ν, ·]), for any ν ∈ L2. Thus, we call two compatible pairs (Λ,Ω)
and (Λ′,Ω ′) equivalent, written (Λ,Ω) ∼ (Λ′,Ω ′), if there exists some ν ∈ L2 such thatΛ′ = Λ+ ν andΩ ′ = Ω −[ν, ·].
Theorem 3.2. Let g be a Lie algebra and θ a nontrivial g-action on K [t]. Then, there is a one-to-one correspondence between
Lie-Rinehart bialgebra structures d∗ on K(t)⊙θ g and equivalence classes of compatible pairs (Λ,Ω) such that
d∗ = [Λ, ·] +Ω. (10)
We first prove the following lemma.
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Lemma 3.3. Under the circumstances of Theorem 3.2, there exists someΛ ∈ K(t)⊗∧2g such that
d∗f = [Λ, f ], ∀ f ∈ K(t). (11)
Proof. According to Proposition 2.5 , we can find an element γ (1) ∈ K(t) ⊙θ g such that θ ◦ γ (1) = 1. Then we define
Λ ∈ K(t)⊗∧2g by setting
Λ := d∗t ∧K(t) γ (1).
By (3) of Proposition 1.11, there is an antisymmetric pairing satisfying
{f , g} = [d∗f , g] = f ′g ′[d∗t, t], ∀ f , g ∈ K(t).
Hence it must be zero, i.e., [d∗f , g] = 0. So we have
[Λ, f ] = −[d∗t, f ]γ (1)+ [γ (1), f ]d∗t
= f ′θ ◦ γ (1)d∗t = f ′d∗t = d∗f , ∀ f ∈ K(t),
whence the result. 
Proof of Theorem 3.2. Suppose that a Lie-Rinehart bialgebra (K(t)⊙θ g, d∗) is given. Then with Λ chosen as in the above
lemma, we define
Ω := d∗ − [Λ, ·].
Eq. (11) implies thatΩ satisfies
Ω(fu) = fΩ(u), ∀ u ∈ K(t)⊙θ g, f ∈ K(t),
and hence it is indeed a K [t]-module morphism. To see thatΩ takes values in L2, it suffices to prove that [Ω(u), f ] = 0, for
all u ∈ K(t)⊙θ g, f ∈ K(t). In fact,
[Ω(u), f ] = [d∗u− [Λ, u], f ]
= d∗[u, f ] − [u, d∗f ] − [[Λ, f ], u] − [Λ, [u, f ]]
= 0,
due to the choice ofΛ.
Moreover, since both d∗ and [Λ, ·] are derivations of the bracket, so isΩ . In other words, it is a 1-cocycle. We claim that
(Λ,Ω) is a compatible pair. In fact, we have the identity
d2∗(u) =
[
1
2
[Λ,Λ] +Ω(Λ), u
]
+Ω2(u), ∀ u ∈ K(t)⊗ g.
Note that this equation already implies that
d2∗(f ) =
[
1
2
[Λ,Λ] +Ω(Λ), f
]
, ∀ f ∈ K(t).
Therefore the compatibility of the pair is equivalent to d2∗ = 0.
Lastly we show that if two compatible pairs (Λ,Ω) and (Λ′,Ω ′) correspond to the same Lie-Rinehart bialgebra
(K(t)⊙θ g, d∗), they must be equivalent. In fact, from the assumption, we have
d∗f = [Λ, f ] = [Λ′, f ], ∀ f ∈ K(t).
HenceΛ′ −Λ ∈ L2. We setΛ′ −Λ = ν and it follows thatΩ ′ = Ω − [ν, ·].
Conversely, given a compatible pair (Λ,Ω), then (K(t)⊙θ g, d∗) is clearly a Lie-Rinehart bialgebra, where the operator
d∗ : K(t)⊗∧kg → K(t)⊗∧k+1g is defined by (10). 
By (3) of Proposition 2.5 and the above proof, we have the following conclusion.
Theorem 3.4. Let θ be a g-action on K [t] of Type 3. Then there is a one-to-one correspondence between Lie-Rinehart bialgebras
(K [t] ⊙θ g, d∗) and equivalence classes of compatible pairs (Λ,Ω) such that d∗ = [Λ, ·] + Ω . Here Λ ∈ K [t] ⊗ ∧2g and
Ω : g → L ∧K [t] L, where L is the kernel of the anchor θ : K [t] ⊙θ g → K [t].
Note that in this case it is sufficient to consider only the polynomial ring K [t] over K .
Though most of this paper concentrates on nontrivial actions, we examine the case where the action is zero. Let A be the
ring K [t] or K(t). For any Y ∈ A⊗ gwe have an induced differential dY : A⊗∧kg → A⊗∧k+1g,
dY (fW ) := f ′Y ∧W , ∀ f ∈ A,W ∈ ∧kg.
Note that dY cannot be written as the form [Λ, ·],Λ ∈ A⊗∧2g. The following proposition can be easily verified.
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Proposition 3.5. Any Lie-Rinehart bialgebra structure d∗ on the trivial crossed product A ⊙0 g is uniquely determined by a 1-
cocycleΩ and an element Y ∈ A⊗ Z(g) such that
d∗ = Ω + dY .
Moreover,Ω and Y are subject to the following conditions (which are also sufficient):
Ω(Y ) = 0,
Ω2 + dY ◦Ω = 0, as a map g → A⊗∧2g.
In the next section we will show that, when g is semisimple, the operator d∗ is always a coboundary (Theorem 4.1).
4. Lie-Rinehart bialgebras for semisimple K [t]-crossed products
In this section we study the special properties of crossed products K [t] ⊙θ g and Lie-Rinehart bialgebras (K [t] ⊙θ g, d∗)
where g is semisimple.
Theorem 4.1. Let g be a semisimple Lie algebra. Then, for the trivial crossed product A⊙0 g (i.e., θ = 0), Lie-Rinehart bialgebras
(A ⊙0 g, d∗) are in one-to-one correspondence with bivectors Λ ∈ A ⊗ ∧2g satisfying [X, [Λ,Λ]] = 0, for all X ∈ g, via
d∗ = [Λ, ·].
We will need Whitehead’s lemma which claims that for any nontrivial, finite dimensional g-module V , the cohomology
groupsH1(g, V ) andH0(g, V ) are both trivial [15].
Proof of Theorem 4.1. Since A ⊙0 g = A ⊗ g is a freely generated A-module, it is easy to see that (A ⊙0 g, d∗) becomes a
Lie-Rinehart bialgebra if and only if the following three compatibility conditions hold:
d∗[X, Y ] = [d∗X, Y ] + [X, d∗Y ], (12)
d∗[a, Y ] = [a, d∗Y ] + [d∗a, Y ], (13)
[d∗a, b] = −[d∗b, a], (14)
for all X, Y ∈ g and a, b ∈ A.
It is obvious that d∗(g) is contained in a finite sum of some subspaces D = ∑mi=1 aig ∧ g, where ai ∈ A, m ∈ N, each of
aig ∧ g is clearly a g-module. It follows from relation (12) that d∗|g is a 1-cocycle, and by Whitehead’s lemma, there exists
Λ ∈ D such that d∗|g = [Λ, ·].
Notice that, for the trivial crossed product A ⊙0 g, condition (13) becomes [d∗a, Y ] = 0, for all Y ∈ g. Then, again by
Whitehead’s lemma, we know that d∗a = 0, for all a ∈ A. Thus, d∗(x) = [Λ, x] holds for all x ∈ A⊙0 g. Clearly, the condition
[X, [Λ,Λ]] = 0 is equivalent to d2∗(X) = 0. The uniqueness ofΛ is also guaranteed by Whitehead’s lemma. 
In what follows, we will study a nontrivial crossed product K [t] ⊙θ g, where g is a semisimple Lie algebra possessing a
nontrivial action θ on K [t] of Type 3 given in Theorem 2.1. We will classify all Lie-Rinehart bialgebras (K [t] ⊙θ g, d∗) of this
type.
By Theorem 2.6, we know that gmust be of the form:
g = sl(2, K)⊕ l
where l = Ker θ is a semisimple Lie algebra. Via the Killing form (·, ·) of g, one can identify g∗ with g and define the Cartan
3-formΩ by
Ω(X, Y , Z) = ([X, Y ], Z), ∀ X, Y , Z ∈ g,
which is a Casimir element in ∧3g (i.e., [Ω, X] = 0, for all X ∈ g). In particular, we denote the Cartan 3-form of sl(2, K) by
Ωsl(2). For the basis E0, E1, E2 of sl(2, K) given in Eq. (9), we have
(E1, E1) = 2, (E2, E0) = (E0, E2) = −4. (15)
Therefore,Ωsl(2) = 4E1 ∧ E2 ∧ E0.
The Killing form extends naturally to an inner product of K [t] ⊙θ g, taking values in K [t]. For f ∈ K [t], we denote
(dθ f )# ∈ K [t] ⊙θ g the element corresponding to dθ f ∈ K [t] ⊗ g∗, i.e.,
((dθ f )#, X) = θ(X)f , ∀X ∈ g.
We introduce a differential operator from K [t] ⊗ ∧kg to K [t] ⊗ ∧k+1g as follows,
D(fX1 ∧ · · · ∧ Xk) = (dθ f )# ∧ X1 ∧ · · · ∧ Xk. (16)
The operatorD is completely determined byDt sinceD f = f ′Dt , for all f ∈ K [t] andDX = 0, for all X ∈ g. Moreover, we
have
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Lemma 4.2.
D2t = 1
32
[Ωsl(2), t]. (17)
Proof. For the standard action θ given in Example 2.2, we have
(Dt, Ei) = θ(Ei) = t i, i = 0, 1, 2.
Thus the relations in (15) imply
Dt = (dθ t)# = 14 (2tE1 − t
2E0 − E2), (18)
and
D2t = 1
4
(2Dt ∧ E1 − 2tDt ∧ E0),
= 1
8
(tE2 ∧ E0 + E1 ∧ E2 − t2E1 ∧ E0)
= 1
8
[E1 ∧ E2 ∧ E0, t].
The latter one is exactly 132 [Ωsl(2), t]. By Theorem 2.6, this relation must hold for all nontrivial θ . 
Definition 4.3. Let ε ∈ K be a constant andΛ ∈ K [t] ⊗ ∧2g. The following equation is called the ε-dynamical Yang-Baxter
equation (ε-DYBE):
1
2
[Λ,Λ] + εDΛ+ ε
2
32
Ωsl(2) = ω ∈ (∧3l)l, (19)
where ω is some Casimir element in ∧3l. A solutionΛ of this equation is called an ε-dynamical r-matrix.
We remark that this notion is named after the notion of dynamical r-matrices coupled with a Poisson manifold introduced
in [19]. This is a natural generalization of the classical dynamical r-matrices of Felder [6].
The main theorem in this section is as follows:
Theorem 4.4. For every Lie-Rinehart algebra K [t] ⊙θ g, where g is a semisimple Lie algebra possessing a nontrivial action on
K [t], there is a one-to-one correspondence between Lie-Rinehart bialgebras (K [t] ⊙θ g, d∗) and ε-dynamical r-matricesΛ, via
d∗ = [Λ, ·] + εD.
We split the proof into several lemmas.
Lemma 4.5. For i = 0, 1, the cohomology groupsH i(g, K [t] ⊗ ∧2g) are zero.
In other words, for every K-linear operator D : g → K [t] ⊗ ∧2g satisfying
D[X, Y ] = [DX, Y ] + [X,DY ], ∀ X, Y ∈ g, (20)
there exists a uniqueΛ ∈ K [t] ⊗ ∧2g such that D = [Λ, ·].
Proof. Suppose that D(X) =∑mi=0 t iDi(X), for each X ∈ g, where the operators Di : g → ∧2g are all K -linear andm ∈ N is
the highest degree appearing in the image of D.
Claim 1. Dm(E1) = 0. This is seen by comparing the highest term on both sides of the relation
D(E2) = D([E1, E2]) = [D(E1), E2] + [E1,D(E2)]
=
m−
i=0
t i([Di(E1), E2] + [E1,Di(E2)] + iDi(E2))−
m−
i=1
it i+1Di(E1).
Claim 2. Dm(E0) = 0. This follows from the relation
−2D(E1) = D([E2, E0]) = [D(E2), E0] + [E2,D(E0)].
Claim 3. Dm(X) = 0, for all X ∈ l. This is due to [X, E2] = 0.
Claim 4. m ≠ 1. In fact, if m = 1, we can write D1(E2) = aE1 ∧ E2 + bE1 ∧ E0 + cE2 ∧ E0, for some a, b, c ∈ K . Then
comparing both sides of the relation below Claim 1, one is able to conclude that [E1,D1(E2)] = 0, which implies a = b = 0.
By comparing the relation below Claim 2, one gets [E0,D1(E2)] = 0, which implies c = 0. ThusD1(E2) = 0 and it contradicts
our assumption thatm = 1 is the highest degree appearing in the image of D.
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Now, we know that Dm(E2) ≠ 0. Ifm ≥ 2, we define a new operator
D(1) := D− 1
m− 1 [t
m−1Dm(E2), ·].
It obviously satisfies a 1-cocycle condition similar to Eq. (20). Assume thatD(1) =∑ni=1 t iD(1)i , where each ofD(1)i : g → ∧2g
is K -linear and n is the highest degree appearing in Im (D(1)). Then clearly n ≤ m. But it is easily seen that
D(1)m (E1) = D(1)m (E0) = D(1)m (E2) = D(1)m (l) = 0,
and hence n < m.
In this way, we define inductively D(i) and claim that for a sufficiently large l ∈ N, D(l) is a coboundary. It suffices to
choose l such that Im (D(l)) ⊂ ∧2g, because in this case Whitehead’s lemma can be applied and thus we proved that D is a
coboundary.
Next we show thatΛ is unique, i.e., if any τ ∈ K [t] ⊗ ∧2g satisfies [X, τ ] = 0, for all X ∈ g, then τ must be zero. Write
τ =∑mi=0 t iτi, for some τi ∈ ∧2g (τm ≠ 0), then [τ , E2] = 0 becomes
[τ0, E2] +
m−
i=1
t i([τi, E2] − (i− 1)τi−1)−mtm+1τm = 0.
Thus,mmust be zero, τ ∈ ∧2g. The conclusion τ = 0 follows from the fact thatH0(g,∧2g) = 0, since g is semisimple. 
By Lemma 4.5, we know that every degree 1 derivation d∗ of the Gerstenhaber algebra K [t] ⊗ ∧•g takes the form
d∗|g = [Λ, ·], whereΛ ∈ K [t] ⊗ ∧2g is unique. The next lemma gives some further information about d∗.
Lemma 4.6. The above notation being maintained, the operator
d := d∗ − [Λ, ·] : K [t] ⊗ ∧kg → K [t] ⊗ ∧k+1g
is of the form εD for some ε ∈ K.
Proof. Recall the three compatibility conditions Eqs. (12)–(14) listed in theproof of Theorem4.1. In particular, d∗ = [Λ, ·]+d
satisfies Eq. (12). So, it is a derivation of the bracket if and only if d∗ satisfies the other two conditions (13) and (14), i.e.,
[dt, t] = θ(dt) = 0; d[X, t] = [X, dt], ∀ X ∈ g.
Thus [X, dt] = 0, for all X ∈ l and we know that dt ∈ K [t] ⊗ ∧2sl(2, K). Suppose that
dt = αE1 + βE2 + γ E0,
for some α, β, γ ∈ K [t]. Then one obtains
dt = d[E1, t] = [E1, dt]
= tα′E1 + (tβ ′ + β)E2 + (tγ ′ − γ )E0.
Hence tα′ = α, β ′ = 0 and γ ′ = 2γ . So we get α = at , β = b, γ = ct2, where a, b, c are some constants. On the other
hand, we have
2tdt = dt2
= d[E2, t] = [E2, dt]
= (t2α′ − 2γ )E1 + (β ′ − α)E2 + γ ′E0.
Hence we get
2tα = t2α′ − 2γ , 2tβ = β ′ − α.
These two relations come down to a : b : c = −2 : 1 : 1. Therefore there exists a ε ∈ K such that
α = 1
2
εt; β = −1
4
ε; γ = −1
4
εt2.
Then by Formula (18), dt = εDt . 
Lemma 4.7. Any Γ ∈ K [t]⊗∧3g satisfying [Γ , X] = 0, for all X ∈ gmust be of the form Γ = kΩsl(2)+ω, where k is a constant
and ω is a Casimir element in ∧3l.
Proof. Using the same method as in the proof of Theorem 4.5, we obtain that Γ ∈ ∧3g. So we write
Γ = Γ 3,0 + Γ 2,1 + Γ 1,2 + Γ 0,3,
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where Γ i,j ∈ ∧isl(2, K) ∧ (∧jl). Clearly, Γ 0,3 is a Casimir element in ∧3l, and so is Γ 3,0. If we write
Γ 1,2 = E1 ∧ A+ E2 ∧ B+ E0 ∧ C, A, B, C ∈ ∧2l,
then [Γ , l] = 0 implies [A, l] = 0. Since l is semisimple, Amust be zero. Similarly, B = C = 0, and Γ 1,2 = 0. For the same
reasons, Γ 2,1 = 0. 
Proof of Theorem 4.4. By Lemma 4.6, any degree 1 derivation d∗ of the Gerstenhaber algebra K [t] ⊗ ∧•g has a unique
decomposition d∗ = [Λ, ·] + εD , without any compatibility conditions betweenΛ andD . It is easy to check that d2∗ = 0 if
and only if[
1
2
[Λ,Λ] + εDΛ, t
]
+ ε2D2t = 0 (21)[
1
2
[Λ,Λ] + εDΛ, X
]
= 0, ∀ X ∈ g. (22)
Now, due to Eq. (22) and Lemma 4.7, we have
1
2
[Λ,Λ] + εDΛ = kΩsl(2) + ω.
Moreover, by Eq. (21), (17), we obtain k = − ε232 . That is exactly Eq. (19). 
Using theΛ-bracket [·, ·]Λ defined in Eq. (5), we have:
Corollary 4.8. For a Lie-Rinehart algebra as in the above situation, we identify K [t]⊗g∗ with K [t]⊗g via the Killing form for the
second (dual) Lie-Rinehart algebra structure on K [t]⊗ g. Then the Lie bracket and the anchor are given by the following formulas
[x, y]∗ = [x, y]Λ + ε(θ(x).y− θ(y).x), ∀x, y ∈ K [t] ⊙θ g. (23)
θ∗ = θ ◦ (Λ♯ + εI). (24)
Moreover, K [t] ⊗ g endowed with the dual bracket and anchor as above is a crossed product if and only ifΛ ∈ ∧2g.
Proof. It is a straightforward calculation to verify Formulas (23) and (24). In particular, for X, Y ∈ g, by Eq. (6), we have
([X, Y ]∗, Z) = ([X, Y ]Λ, Z) = ([Z,Λ], X ∧ Y ), ∀ Z ∈ g.
Thus, [X, Y ]∗ ∈ g, holds for all X , Y if and only if [g,Λ] ∈ ∧2g, which simply suggests Λ ∈ ∧2g. Only when this happens,
K [t] ⊗ g is a crossed product. 
Next we construct the compatible pairs discussed in Theorem 3.2 from an ε-dynamical r-matrix.
Proposition 4.9. There exists some τ ∈ K [t] ⊗ ∧2sl(2, K), which is a (−1)-dynamical r-matrix, such that Dt = [τ , t].
Moreover, the operator defined by
Ω := D − [τ , ·] : K [t] ⊙θ g → ∧2K [t]l
is a 1-cocycle with respect to the adjoint representation.
Proof. Let θ be the standard action in Example 2.2. We can check that the following bivector
τ = −1
4
E2 ∧ E0 + t2E1 ∧ E0
satisfiesDt = [τ , t] (c.f. Eq. (18)), and it is a (−1)-dynamical r-matrix. This shows the existence of τ . From the fact that
D f = f ′Dt = f ′[τ , t] = [τ , f ], ∀ f ∈ K [t],
we have
Ω(fx) = D f ∧K [t] x+ fD(x)− [τ , f ] ∧K [t] x− f [τ , x] = fΩ(x),
for all x ∈ K [t] ⊙θ g. This shows thatΩ is a K [t]-linear map. Finally, it is easy to see thatΩ satisfies Eq. (2) and its image is
in ∧2K [t]l. 
Now we can determine the compatible pair declared by Theorem 3.2. In fact, the above proposition shows that for a
Lie-Rinehart bialgebra (K [t] ⊙θ g, d∗), d∗ = [Λ, ·] + εD can be written in the form
d∗ = [Λ+ ετ , ·] + ε(D − [τ , ·]) = [Λ+ ετ , ·] + εΩ.
So (Λ+ ετ , εΩ) is a compatible pair.
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It is seen that g = sl(2, K) is the simplest case (since Ω vanishes) for which we discuss the classification in details. Let
E = K [t] ⊙θ sl(2, K) be the Lie-Rinehart algebra coming from the standard action θ : (E1, E2, E0) → (t, t2, 1). Set
Λ = uE1 ∧ E2 + vE2 ∧ E0 + wE1 ∧ E0, u, v, w ∈ K [t].
By some straightforward calculations, we obtain
[Λ,Λ] =

−v2 − uw + 1
2
t2[u, v] + 1
2
[v,w] + 1
2
t[u, w]

Ωsl(2),
and
DΛ = 1
16
(2tv′ + w′ − t2u′)Ωsl(2).
Thus, we see that
1
2
[Λ,Λ] + εDΛ = fεΩsl(2),
where the function fε is defined by
fε(u, v, w) := −12 (v
2 + uw)+ 1
4
(t2[u, v] + [w, v] + t[u, w])+ ε
16
(2tv′ + w′ − t2u′).
Consequently, we have
Corollary 4.10. Let K [t] ⊙θ sl(2, K) be the Lie-Rinehart algebra with the standard action. Then
Λ = uE1 ∧ E2 + vE2 ∧ E0 + wE1 ∧ E0
is an ε-dynamical r-matrix if and only if fε(u, v, w) = − 132ε2, i.e.,
−16(v2 + uw)+ 8(t2[u, v] + [w, v] + t[u, w])+ 2ε(2tv′ + w′ − t2u′)+ ε2 = 0. (25)
Example 4.11. Assume that u = 0, v = v0, w(t) = w0t where v0, w0 are all constants, then Eq. (25) becomes
ε2 + 2w0ε − 8v0(w0 + 2v0) = 0. The two solutions are ε = 4v0 and ε = −2w0 − 4v0.
Example 4.12. One can also check that u = a0, v = a0t+ ε4 ,w = − ε2 t− a0t2 is a solution of Eq. (25), when a0 is a constant.
When Λ belongs to ∧2sl(2, K), or u, v, w are all constants, Eq. (25) becomes v2 + uw = ε216 . So we conclude from
Corollary 4.8 that
Corollary 4.13. For a Lie-Rinehart bialgebra (E = K [t]⊙θ sl(2, K), d∗), the dual Lie-Rinehart algebra E∗A is also a crossed product
if and only if there exists a unique quadruple (u, v, w, ε) ∈ K 4 satisfying v2 + uw = ε216 such that
d∗ = [uE1 ∧ E2 + vE2 ∧ E0 + wE1 ∧ E0, ·] + εD.
Finally we consider the example that g = g1 ⊕ g2 where g1 ∼= g2 ∼= sl(2, K). Suppose that g1 acts nontrivially on K [t]
and l = Ker(θ) = g2. Let (9) be the standard basis of g1, and (E1, E2, E0) the standard basis of g2. Again we assume that
θ : (E1, E2, E0) → (t, t2, 1).
Suppose that an element of K [t] ⊗ ∧2g is given by
Λ = aE1 ∧ E2 + bE2 ∧ E0 + cE1 ∧ E0 + uE1 ∧ E2 + vE2 ∧ E0 + wE1 ∧ E0,
where a, b, c, u, v, w ∈ K [t]. Then
1
2
[Λ,Λ] + εDΛ = fϵ(a, b, c)Ωsl(2) − 12 (v
2 + uw)Ω sl(2)
+

at2 + c + 1
2
εt

E1 +

b− 1
4
ε

− at

E2 −

b+ 1
4
ε

t2 + ct

E0

∧ (u′E1 ∧ E2 + v′E2 ∧ E0 + w′E1 ∧ E0).
There are many solutions Λ to the ε-DYBE. For example, a = a0, b = a0t + ε4 , c = − ε2 t − a0t2, u = b0 + g(t), v = g(t),
w = b0 − g(t) (where a0, b0 ∈ K are constants and g(t) ∈ K [t]).
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