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Abstract. The Bergstra-Klop free process algebras with silent actions form a distributive lattice 
with respect hi the sum, sometimes CL lled alternative, operator. If the iterative equation x = p(x) 
for polynomial p(x) over a free process algebra has a solution, the poiynomial lies in the ideal 
of left simple polynomials. This ideal is defined in the body of the paper--but approximately we 
have only the silent artion, T, appearing to the left of leftmost occurrences of the variable, x. The 
left simple polynomials are classified into linear, semilinear and nonlinear. The fixed point solutions 
for systems of iterative equations involving linear left simple polynomials are both characterized 
and explicitly given. The second part of the paper will consider iterative equations involving 
serrpilinear and nonlinear left simple polynomials. 
0. Introduction 
The process algebras of Bergstra nd Klop [2,3] are an equationai reformhtion 
of Milner’s CCS [S]. The implicit semantic intent is the expression of w lat systems 
of processes may accomplish; the semantics i  of the form sometimes called angelic. 
Fixed point equations in process algebras describe the possible actions of a system 
of communicating processes. However, the standard methods of solving such fixed 
point equations through 3 Kleene sequence of approximations to a least fixed point 
apparently fail in process algebras. To date, no researcher has found a suitable 
approximation order, and there is speculation that any approximation order would 
identify palpably different processes. 
The computer science interest lies in the free process algebras and in faithful, 
sometimes called conservative, extensions of the free process algebras, as these 
settings do not identify processes which by the bisimulation criterion should be 
considered istinct. In the setting of the free process algebras we solve certain classes 
of fixed point equations directly. 
In the projective process algebra, a faithful extension of the free process algebra, 
it is possible to use metric space methods to guarantee _ 5:;ed points for all polynomial 
equations, as in [7]. l-Iere we classify polynomials by leJ”t sim#ciby. The nodeft 
simple) polynomials form equations without fixed points in 3 free process algebra; 
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the fixed points to such equations lie strictly in the extension. The left simple 
polynomials are completely unguarded as only the silent action T may appear to 
the left of a variable. 
The left simple polynomials are further classified into the linear left simple 
polynomials and other types. Examples suggest that equations involving the linear 
left simple polynomials are important for applications. The set of fixed points for 
each system of equations of this class is both characterized and explicitly given. In 
the second part of this paper we consider the other classes of left simple polynomials. 
We show that the free process algebras are distributive lattices with respect o 
the sum operator. This is technically useful in proofs as well as an aid to intuition. 
I-lere and in the second part we only consider the sum and product operators in 
equations. 
The process algebras as defined in [2,3] include operators for merge and left 
merge. These are defined by mutual recursion over the fundamental operators of 
addition and multiplication. Therefore our definition agrees with [2,3]. However, 
interesting equations involving merge and left merge are beyond the scope of the 
proof techniques used here. 
In [2-51, process algebras include operations for encapsulation and abstraction. 
In our formulation, these operations are not algebraic homomorphisms in that the 
signature is changed under the action of these operations. This is of little import 
for the solution of equations in free prc -ess algebras as these operations may easily 
be removed from consideration. The details are given at the end of Section 3. 
1. Structure of process algebras 
The discussion of process algebras typically uses certain equivalence classes of 
trees as a concrete representation. With this representation, we shall see that the 
free process algebras form a distributive lattice in which the sum of processes 
participates as the join. All the necessary definitions appear in this section. 
IMnition 1.1. A grove (G, +, ., 6) is an abelian monoid with respect o + and 6, 
equipped with an associative multiplication, ‘.‘, which i? right distributive and has 
S as a left zero. Explicitly, the axioms are 
x+y=y+x, 
x+(y+z)=(x+y)+z, 
x+6=x, 
(x.y).z = x.(y.z), 
(x+y).z = x.z+y.z, 
6.x = as 
for all x, y, z E G. 
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J.D.P. Meldrum points out that a grove is the structure known to near-ring theorists 
as a right-distributive abelian seminearring with a left absorbing zero. For examples 
of literature using this terminology, see [9-l 11. 
We will show that free groves are isomorphic to certain sets of trees. To avoid 
unnecessary orderings on branches, we use the definition of a tree as a finite 
connected irected acyclic graph in which the indegree of each node does not exceed 
one. Here trees always have a distinguished node called the root and always have 
labeled arcs. Here is our notation for rooted, labeled trees: The nodes are either 
unlabeled, written l , or labeled by 6, written 0. The outdegree of a node labeled by 
S is always zero. The root node of a tree is written 0 if unlabeled. The arcs are 
labeled from some set A. For example, the tree in Fig. l(a) is such a tree. 
For each set A of arc labels with S & A, define G(A) as the least set such that: 
(0) The trivial tree l is in G(A). We write S E G(A). 
(1) For each a E A the tree in Fig. l(b) is in G(A). We w&e a E G(A). 
(2) For each tree t in G(A) and each a E A the tree in Fig. l(c) is in G(A). We 
write a.t E G(A). 
a -cl t 
Fig. 1. 
(3) For each unordered pair of trees t, , 2 t in G(A) with both tl and t2 not trivial, 
the tree obtained by identifying the roots of tl and t2 in Fig. l(d) is in G(A). We 
write tl + t2 E G(A). For t f S in G(A), 6 + t is the tree I with unlabeled root. Finally, 
set S+8=6. 
Since the addition is defined on unordered pairs of trees, we have the first three 
axioms for a grove. Define multiplication of trees, tl . t2, as attaching a copy of f2 
to each unlabeled leaf node of t,. The last three axioms for a grove follow. 
278 D.B. Benson, J. 7iuryn 
Proposition 1.2. G(A) is the free grove freely generated by A. 
proof. Let 7~ : A+ G(A) be the obvious insertion of the generators, q(a) = a. Let 
(S, +, ., 0) be any grove and let f: A -, S be a function from A to S. Then let 
f ! : G(A) + S be given by 
(0) fW)=O, 
(1) f!(a)=f(aL 
(2) f !(a.t) =f(a)S W, 
(3) $!(t1+ tz)=f !(t1)+f !(t*) 
fog o G A, t,tt ,t2 E G(A). The trees of G(A) give a canonical form for all words over 
lefters A involving the symbols ‘+‘, ‘.’ and ‘a’, as reduced by the congruence on 
such words determined by the grove axioms. Therefore f ! is a function on G(A). 
Then for tl , t2 E G(A), f ! (t,. t2) = f ! (t,).f ! ( t2) by induction on the depth of t, while 
taking the right distributive and left zero laws into account. Thus f ! is a morphism 
of groves. It is easy to check that f ! is the unique morphism of groves from G(A) 
to S with the property that f(a)=f !(s(a)). 0 
The free grove of trees G(A) has just the structure necessary to define rooted 
simulation and rooted bisimulation. Since we are interested in process algebras with 
a distinguished element r, we will define rooted simulation modulo T and rooted 
bisimulation modulo z In this paper these relations are called rooted 7-simulation 
and rooted r- bisimulation respectively. 
For each tree t in G(A), let Nodes(t) denote the set of nodes of the graph of the 
tree, Root(t) denote the root node of the tree, and Interior(t) = Nodes(t) - {Root(t)}. 
For u, v E Nodes(t), let w : u + v denote a directed path from u to v when this path 
exists. Two paths ma, v2, possibly in different rees, are congruent module T if the 
concatenation of all the labels, including possibly 6, along ml with the omission of 
7 is equal to the concatenation of all labels, including possibly 8, along 7r2 with the 
omission of T. This relation is denoted ml = ni(rnod 7). The length of a path is the 
length of its label sequence with all T labels removed. 
For example, a+ za denotes the tree shown in Fig. 2 which has two distinct 
maximal paths from the root, which we may denote as ‘a’ and %a’. These two paths 
are congruent modulo r and have length one. 
In the following, G(A) is the free grove freely generated by A. The definitions 
are appropriate whether or not T E A. 
Fig. 2. 
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Definitions 1.3. For t,, t2 E G(A), let R c Nodes( tl) x Nodes( t2) be a relation and 
let u E Nodes( tJ, v E Nodes( t2). The node u is R-simulated by v, denoted u sR v, iff 
for every U’E Nodes( t,) and for every path ?T : u + rd there exists vk Nodes( t2) and 
there exists a path p : v + v’ such that n = p(mod T) and (u’, v’) E R. Write u + v if 
v is R-’ -simulated by u. We say that u and v are R-bisimulated9 u =R v, iff u sR v 
and u SRv. 
Definition 1.4. For tl, t2E G(A), a rooted ?-simulation R : t3 + t2 from t, to t2 is a 
relation R s Nodes( t,) x Nodes( t2) satisfying: 
(1) (Root( t,), Root( t2)) E R, 
(2) k n (Interior( t,) x (Root( t2)}) = 0, 
(3) R A ({ Root( tl)} x Interior( t2)) = 0, 
(4) Root( t,) GR Root( t2), 
(5) (u, v) E R n (Interior( t,) X hterior( t2)) implies u = Q 2). 
We write t, s t2 if there exists a rooted +simulation R : t, + t2. 
Definition 1.5. If in the above definitl”n (4) is replaced by Root( tr) =R Root( t2) 
then the resulting notion is a rooted T-bisimulation, called a rooted bisimulation 
modulo T in 123. We write tl = t2 if there exists a rooted T-bisimulation between tl
and t2. 
Definition 1.6. Let R : rl + r2 and S : st + s2 be rooted 7-simulations for rl , r2, sl, s2 E 
G(A). The notation R w S denotes the relation 
RwS=[RuS-{(Root(r,), Root(r,)),(Root(s,), Root(s2))}] 
u {( Root( r, + s,), Root(r, z s2))}. 
Clearly R w S is a rooted r-simulation from rl + s1 to r2 + s2, R v S : rl +- s1 + r2 + s2, 
and may be called the rooted union of the rooted T-simulations R and S. 
The result of this series of definitions is a preorder elation, s, and an equivalence 
relation, =, on the trees of a free grove. The s relation is a preorder since the 
diagonal relation A, ={(u, U)~UE Nodes(t)} is a rooted T-simulation from t to t, for 
t E G(A), and if R : tl + t2 and S: t2 + t3 are rooted 7-simulations then R . S: tl + t3 
is a rooted r-simulation. Note that 8 is the least element of the preorder as the tree 
for S consists solely of a root. Next we show that tl = t2 iff t, G t2 and t2 s tl , but 
we need the fact that the preorder Q respects the sum modulo =. 
Lemma 1.7. For all s, t E G(A), s s t iff s+ t = t. 
Proof. Ifs s t then there is a rooted Ir-simulation R : s + t. Clearly R u A, is a rooted 
T-bisimulation from s + t to t which identifies the roots of s and t in s + t. If s + t G t 
there is a rooted Ip-bisimulation R 5 Nodes(s + t) x Nodes(t). Let 
S = R n [Nodes(s) x Nodes(t)] 
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where we understand that Root(; + t) E Nodes(s). Then S is a rooted +simulation 
by checking the definitions. Cl 
Corollary 1.8. For t, , t2 E G(A), tl = t2 iff tl s t2 and t2 < t, . 
Proof. If t, = t2 then there is a rooted T-bisimulation R between tl and t2. Then 
R: t,+ t2 and R-’ : t2 + t, are rooted r-simulations. If t, 6 t2 and t2 < t, , we have 
tp t*+tp t2+t*= t2. cl 
The system of rooted r-bisimulation equivalence classes, [t]-, is then partially 
ordered by 
[tJES[t2]s iff t,G t2 
for any representatives tt , t2 E G(A). The notion of rooted T-simulation provides a 
means of discussing the details of the partial order G on the equivalence classes [t]= . * 
The length of an equivalence class [t]= is the maximum of the lengths of paths 
in all representative trees. Clearly [ tJ_ s [ t2]= implies length[ t,]= s length[ t2]=. 
We may now turn to the process algebras themselves. 
Definition 1.9. A process algebra with constants A, (P, A, +, ., S, r), is a unital semilat- 
tice (P, +, S) with unit S, equipped with an associative multiplication which is right 
distributive over addition and has S as a left zero. Thus it is an additively idempotent 
grove. In addition, r is a right multiplicative unit, p.r = p for all p E P, with an 
absorptive law, p + 7.p = ~.p for all p E I? Finally, A is a distinguished subset of P 
with the absorptive law a.( p + 7.4) + a.q = a.( p + zq) for a E A and p, q E I? The full 
list of axioms is 
p+q=q+A 
p+(q+r)=(p+q)+r, 
P+P=P, p+S=p, 
(P4h = p.(q*r), 
(p+q).r=p.r+q.r, 
s.p = s, p-r=p, 
p + 7.p = a.p, 
a.(p + zq) + a.q = a.(p + 7.6) 
where p, q, r E P and a E A. 
TIE elements of P are called processes and the constants in A are called atomic 
actions or communication symbols. The entire collection of constants for P is then 
v (7, S} and we shall always take An{?, S} =Q)- For each set 
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denote the free process algebra with constants A freely generated by the set of 
generators X. Let P(A) denote P(A)[Q)], the free process algebra with constants A 
freely generated by the empty set. ereafter we abbreviate the unwieldly ‘free process 
algebra with constants A’ by ths shorter phrase ‘free process algebra’. The free 
process algebra P(A) is the system of rooted Ir-bisimulation equivalen 
over the free grove generated by A v (T), i.e., P(A) = G(A u (T))/ 
set cf constants A is understood from context we may write P fo 
we shall elide the multiplicative ‘.’ whenever clarity seems to be so served. 
As processes are rooted r-bisimulation equivalence classes, from Lemma 1.7 and 
Corollary 1.8 we have 
psq iff p+q=q 
for all p, q E P(A) and 
p=q iff psq and qsp 
for all p, q E P(A). 
Example 1.10. P((d) has five elements, with partial order given in the Hasse diagram 
shown in Fig. 3. 
The following lemma is frequently used in calculations. 
Lemma 1.11. Forallx,y~B(A), 7(p+q)=p+7(p+q)- 
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Proof. We calculate 
p+7(p+q)=p+p+q+dp+q) 
=p+q+7(p+q) 
= r(p+q). cl 
Corollary 1.12. For all p, q E P(A), 
I(p+Tq)+Tq=T(p+rq). 
The corollary above is the ‘7’ form of the axiom involving the constants in A, 
a( p + Tq) + ay = a( p + rq). We make no use of this latter axiom in either part of 
the paper, after this section. Of course it appears indirectly in the structure of free 
process algebras as rooted r-bisimulation equivalence classes. But as we shall see 
in Section 2, the structure of the left simple polynomials is such as to remove much 
interest in this axiom for us. 
We now proceed to show that each P(A) is a distributive lattice with + as the 
join operation. 
Lemma 1.13. For p, q E P(A), p + q is the least upper bound of p and q. 
Proof. The process p + 4 is an upper bound of both p and q, since for any representa- 
tive p^ of p and i of q there are ro *-ited T-simulations R : p^ + p^ + ij and S : $ + p^ + 8 
Let r be any upper bound of both p and q. Let r^ be a representative of r with rooted 
~-simulations R : p^ + r^ and S : ij + C? Then R CJ S is a rooted Ir-simulation from p^ +G 
to E Therefore p + q < r. Cl 
The next result provides a representation of processes in P(A), It is an easy 
consequence 
Proposition 
wwh,*-. 
of our definitions, and similar to a result in 161. 
P = 
1.14. For euery p E P(A) there exists n a 1 and pl, . . . , pn E 
1 a,, E A v (6, r) such that 
; P Qi. i. 
i= 1 
Proof. Let t E G(A u { 7)) be such that p = [ t]= . It follows from the definition of 
G(A u (7)) that t can be represented as 
t = i ai.ti+ i bj, 
i=l j=l 
where ns0, mal, QiEAu(7) and tiEG(AU{T)) for Kisn, bjEAU{T,S} for 
1 <j 6 m. Since = is a congruence with respect o ‘+’ and ‘.‘, and since x.7 = x holds 
in P(A), the representation i the conclusion follows. 0 
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e following concept from lattice theory, cf. [ 11: A process p is join 
irreducible if p = q + r implies p = q or p = r. In P(Q)) the elements T( T-L 6), T, ~8, 
and S are the join irreducibles. We say that p E P(A) is join reducible whenlever p 
is not join irreducible. If p E P(A) is join reducible there exist pl, pz E P(A) such 
that p=p1+p2, p#pl, p#p2, p13fp2 and p2?pp1. Call such a pair pt,p2 a join 
reduction of p. In these terms, Proposition 1.14 may be read as stating that each 
process is a sum of a finite nonempty set of join irreducibles. 
Notation 1.15. For a process p and a subset of processes Q s P, let pQ = { p.q 1 q E Q}. 
For 61,Q2cP, let Q*+Q2={q~+q2lq*EQ1,q2EQZ}. 
Lemma 1.16. ‘Pihe set of join irreducibles of P(A) is 
J(A)={S}urPu U al? 
aeA 
Proof. Clearly S is join irreducible. Consider up for p E P and suppose for some 
r, s E P that rp = r + s. Let p^ be a representative of p. Then up has a representative 
r$. Continuing with the notation for representatives, we have a rooted r-bisimulation 
R : r.fi + P-k s? Consider the path with exactly one label, that being r, from the root 
of 7.i. This corresponds via R to a path from the root of r^+ s^ to the interior of p, 
say, with sequence of labels XT.. . 7. Therefore every path in p^ is simulated below 
this node of ?., hence rp~t. Then rsr+s=Tpsr shows that r=r+s=Tp. The 
proof for processes in aP is similar. Now we observe by induction on the structure 
of trees in G(A u { 7)) that only the elements of J(A) are join irreducible. 
An atom cu in a lattice is an element different than the least element 6, 
all p, /3 s cy implies p = 6 or /3 = (1~. 
Lemma 1.17. The atoms of P(A) are exactly 
Atom(A)={~,7S}u U a(P-(P+rP)). 
aEA 
cl 
but for 
Proof. Consider p # 6, p E I? If p s 7 then p + r -  T whence rooted Ir-bisimulation 
shows p = 7. Similarly if p s ~5. If p =S aq for a E A, rooted T-simulation shows that 
p=arforsomerEP?husaq= aq + ar and the rooted r-bisimulation demonstrates 
that either p = aq or q = s1 + 7s2 for some sl, s2 E I? An induction on the structure 
of trees in G(A) shows that only the elements of Atom(A) are atoms. Cl 
Suppose a, b E A with a # 6. Then a, 6, a.a, 6.6, and a. 6 are all atoms of P(A) 
and in fact are mutually incomparable join irreducibles of P(A). Further, a( a + 76) 
is not an atom as a6 s a(a + 76). 
We have established that P(A) is a join-semila+4ice with least element 6. The 
process algebra P(A) is not an atomic join-semilattice since there are join irreducibles 
which are not atoms. 
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The next matter is to characterize processes related to a join irreducible. For 
convenience, we give two lemmas as part of the theorem to follow. 
Lemma 1.18. For all processes p, q E P(A), 7p s rq and rp # 7-q implies 7p s q. 
Proof. Fix representatives $,$ of p, q E P(A). If up s rq then there is a rooted 
7-simulation R : T$ -, ~.if with ~.a 7.i representatives of 7p, Tq respectively. Consider 
S = R n (Nodes(p) x Nodes(q)). 
There are two mutually exclusive and exhaustive possibilities. 
(1) S relates Root( p^) with Root@), or 
(2) S relates Root(p) with an internal node of 3 and (1) does not hold. 
In case (l), R : 7.3 + T.G is a rooted T-bisimulation: For each path n : Root( zq) + t, 
there is a path passing through the root of p^ with the requisite properties to establish 
that TP = Tq_ In case (2), as (Root(p), Root(q)) L S it follows that 
T = S v ((Root(@), Root(q))} 
is a rooted T-simulation from 7p^ to 4 as each path beginning at Root($) passes 
through the root of p^ and so Root(?=p^) s TRoot(G). q 
The above lemma cannot be improved since for some processes 
Tp==Tq but p % q. For example, let p = Ta and q = a with a E A. 
P94 we have 
mma 1.19. For all processes p, q E P(A), if p G rq and p is join reducible then p s q. 
Proof. Assume p s rq where p is join reducible with join reduction pl, p2. As rq is 
join irreducible, p # rq. Therefore for each representative ii of pi, i = l,2, q of 4; 
and rooted r-simulation R : :I + i2 + T.& R is not a rooted Ir-bisimulation. Further, 
for all u E Nodes( pl +p2), (u, Root( 4)) e R. Assume to the contrary that for u E 
Znterior( pI +p2), u is R-simulated by Root(q). By symmetry assume u E Znterior( p,). 
It follows that Tq s pl, contradiction. As 
Ri = R n [ Nodes( pi) X Nodes( r.q)] 
is a rooted T-simulation from ii to 7.4 for i = 1,2 when we regard Root( 8, +p2) as 
being an element of Nodes(pi), let 
Si =[Ri-((Root(pi), ROOt(T~~))}]U{(ROOt(~i), Root(i))} 
for i = 1,2. Then Si is a rooted T-simulation from A to 4. As this establishes that 
pi 6 4 for i = 1,2, the conclusion follows. 0 
20. For alZ processes p, q E P(A), ifp =G rq and p f rq then p s qg 
Proof. If p is join reducible, this is the conclusion of Lemma 1.19. If p is join 
irreducible there are three cases to consider. If p = S then as S is the least element, 
p s q. If p E TP, p G q follows from Lemma 1.18. If p E aP for some a E A, then an 
argument similar to the second case in the proof of Lemma 1.18 establishes that 
psq* El 
Fixed points in free process algebras, Part 1 285 
The above theorem is a sufficient characterization of processes less than a join 
irreducible in rP E J(A) for our purpose;. Concluding the characterizations immedi- 
ately required, we have that each irreducible less than a sum is less than at least 
one of the summands, as we next demonstrate. 
Lemma 1.21. lfj is join irreducible and j s p + q for somep, q E P(A) then j s p or j s q. 
Proof. Suppose j is join irreducible and j 6 p + q for some p, q E P(A). If j = 6 then 
j s p for all p E P(A). Otherwise consider a rooted r-simulation R :f+ p^ + 4 for 
representative trees i $, 4 of j, p, q respectively. If j = ar for some a E A and r E P(A), 
then there is a path 7~ : Root( p^+ 4) + u for some u E Interior( p^+ 3) with label 
sequence, modulo T, consisting of just a and the length one path from the root of 
j? labeled a corresponds, via R to p. For every nonempty path in i starting at the 
root, there is a path corresponding to it via R which either ends at u or passes 
through u. Now u is either a node of p^ or else it is a node of 4 since u is not the 
root of p^+ 4. Suppose u is a node of $. Then the restriction of R to R n 
{Nodes(j) x Nodes($)} is a rooted r-simulation from j to b. Similarly if u is a node 
of 4. If j = Tr for some r E P(A) then there is a path ?r, Root( p^+ i) + u for some 
u E Interior( p^ + 4) with the empty label sequence modulo T, and the root of r is 
related by R to u. The remainder of the proof is similar to the case that j = ar. 
Therefore j s p or j c q. Cl 
With these characterizations we show that P(A) is a lattice. Our next lemma is 
a technical one from which we may conclude that the lower set of each process 
p, {r 1 r s p}, is a finite set. We introduce the idea of the set of processes below a 
tree via the following definition. From the technical emma to follow, we immediately 
conclude that the set of processes below each tree is finite. 
Definition 1.22. For each t E G(A u {T}), I(t) = (p E P(A) Ip s [t]& 
Lemma 1.23. Every tree in G(A v {r}) has one of the forms a E A v (7, S}, 7. t for 
te G(Au{T}),a.t.foraEAandtE G(Au{r}), t+t2fortl, t2E G(Au(r}). Therefore 
the assertion consists of these four cases: 
(i) I(a) = (6, a} for a E Av(T, s). 
(ii) I(7.t) S {[r.tlr} v I(t). 
(iii) I (a. t) E U { aI( s) 1 s is a rooted subtree of t}. 
(iv) I(t,+t,)E I(t,)+fW 
Proof. Case (i) is trivial. Case (ii) follows from Theorem 1.20. In case (iii), for 
p s [a.?]= and 3 any representative of p, there is a rooted T-simulation R : b + a. t 
and hence p^ - as for some tree s. In case (iv), there are two subcases. If t, + t2 = tj, 
i being either 1 or 2, the conclusion is immediate. Otherwise consider any p E 
I( tl + t& From Proposition 1.14 p is a finite sum of join irreducibles, p = cy=, ji 
and from Lemma 1.21 each ji is less than or equal to [ l,J for some k E { 1,2}. Therefore 
p E I(?*)+ at,). 0 
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bmma 1.24. Every pair p, q E P(A) has a greatest lower bound, denoted by p A q = 
ImP, 91. 
Proof. For each p E P(A), {r 1 r s p} = I( p^) for any representative p^ of p. From 
Lemma 1.23, I( p^) is a finite set for all p E P(A). Therefore {r 1 r s p&r s q} is the 
greatest lower bound of p and q. Cl 
As each lower set is finite, P(A) satisfies the descending chain condition. In other 
words, the relation G is well-founded in P(A). Therefore every element of P(A) 
is a sum of finite nonempty set of mutually incomparable lements of .I( A), [I]. So 
for p E P(A) we have p = C in, ji for some finite nonempty set I and { ji 1 i E I} E .I( .A) 
with jk incomparable to ji for k # I. Each rooted T-simulation R : p^ + 4 from a 
representative tree p^ to a representative tree 4 of q, p s q, is the rooted union of the 
set of rooted Ir-simulations { Ri :i + i 1 i E I} for some system of representatives 
{ilkI}. Thus P(A) is a lattice. We obtain distributivity of the lattice from the 
next result. 
Lemma 1.25. For all p, q, r E P(A), 
pn(q+r)SpAq+pAr. 
Proof. For each p, q, r E P(A) let m = p A (q + r). For some finite nonempty subset 
(hmi 1 E I) of join irreducibles, m = CiE, mi. Each wti G q + r SO for each mi we have 
misq or mi<E Let I..={iEIImiGq} and Ir={iEIImiSr}. By the previous 
remark, I,uI,=I.A~eachm~~p,C~~~,,~)l~gphqandCi,,,m~~phr.Then 
m= mi= C mi+ C misp/\q+pAr. c q 
ifs1 iE I,, iE1, 
As p A (q + r) 3 p A q +p A r in any lattice, we have proved the following fact. 
Theorem 1.26. For each set A, P(A) is a distributive lattice. 
We 
(1) 
(2) 
(3) 
(4) 
list several well-known consequences from [ 11. In P(A): 
p is join irreducible iff for all q, r E P(A), p s q + r implies p s q or p s r. 
p is an atom iff p # 8 and for each q E P(A), either p A q = 8 or p s q. 
Every element is a sum of a uniquely determined finite nonempty subset of 
mutually incomparable Iernents of J(A). 
The function cp(p)={jEJ(A)-{S}(j<p} is a lattice isomorphism onto the 
ring of sets {q( p)(p E P(A)}. 
The next theorem is technically useful and clarifies the structure of P(A). ne 
function 9 defined in (4) above has a particular structure on processes in rI? 
For each process p E P(A), 
QbP) = Qt P) u bPh 
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Proof. Let j E Q( rp) - Q(P). The join irreducible j cannot be S be the definition of 
Q. By Theorem I.20 either j = rp or jsp. But as j&~(p), jPp, we must have 
j = rp. El 
This theorem guarantees the soundness of structural induction for a certain class 
of processes, defined later as left simple. The typical induction step is to note that 
some property holds for join irreducibles of a certain form and therefore holds for 
sums of the join irreducibles. 
Exampies 1.28. In P(0), Q( T(T+ 76)) = { T( T-I- ~a), T, 76). In Fig. 4 is a portion of 
the Hasse diagram of P( { a}). The diagram extends infinitely both up and to the right. 
In this lattice, 
(s(7a(7+7S))={74(7+7S),a,aS} 
and 
r(r(r + 76) i- a) 
I 
I 
I 7+76-i-74 
I 
1 
~(7 % 76) -t- a /\I 
r(r + 76) 7 + 76 -I- c 
I 
I //I 
\ 
\ 
I 
I /- I \ I 7 I 
7 + 76 r+a 7s +a! 
-a 
ra(7 + 76) 
/I 
/ 
/ 
/ 
a(7 -i- 76) 
aa 
Fig. 4 
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2. Polynomiais 
We will use x to denote the variable when considering the polynomials in one 
variable over a free process algebra. 
Definition 2.1. The free process algebra with constants A freely generated by the 
set of generators (x} is said to be the polynomial algebra over the free process algebra 
P(A), and is denoted P[x]. That is, P[x] denotes P( A)[{x}] as defined in Definition 
1.9. Elements of P[x] are denoted p(x), q(x), r(x), . . . and are called pdynomids. 
Clearly each free process algebra with constants A is a distributive lattice, 
irrespective of the cardinality of the free generating set. 
For each process p E P = P(A) there exists a unique process algebra morphism, 
called evaluation at p, 
&p : P[x] + P, 
which is the extension of the function from (x} to P assigning p to x. The morphism 
eP is uniquely determined as P[x] is a free process algebra. The collection of all eP 
provides a function E : P[x] x P+ P with ~(p(x), q) = EJ p(x)). By fixing the first 
argument, we obtain functions E( p(x), -) : P + P and in this way each polynomial 
is a function from processes to processes. Now if p(x) s q(x) with the partial order 
given in P[x], q(x)=p(x)+q(x) and for each tc P, 
40) = p(t)+ 4w so PW s q(t)* 
Thus the usual point-wise ordering on functions coincides with the given order on 
P[x]. Clearly P c P[x] is the set of constant polynomials. 
In a similar fashion one defines the algebra of polynomials in several variables, 
4 Y, l l l 3 z which is denoted by P[x, y, . . . , z] where each of the listed varibles is 
understood to be distinct from the other listed variables. 
As a matter of notation, for each polynomial p(x), p”(x) denotes x and p”“(x) 
denotes p( p”(x)) for all n 3 0. From the observations in Definition 2.3, p( pn (x)) = 
p”(p(x)) for all n 3 0. 
In the discussion of the fixed points of polynomials we shall need to consider 
certain sets of polynomials and processes determined by the polynomial being 
studied. 
Definition 2.2. Let p(x) be a polynomial in P[x]. The right multipliers of p(x) are 
the polynomials q(x) such that x.q(x) G p(x), 
RM( P(x)) = {q(x) Ix.q(x) s pm 
nition 2.3. Let p(x) be a polynomial in P[x]. The constants of p(x) are all the 
processes in P which are less than or equal to p(x), 
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Note that for every polynomial p(x) in P[x], 6 +p(x) = a(x). Therefore S E C(p) 
for every polynomial p(x). The constants of the polynomial p(x) = x + ~a, where 
Q E A, are C(p) = { 6, a, ru}. The right multiplier of this polynomial is T, RM( p(x)) = 
{ 7). The constants of the polynomial q(x) = x + T(U + b), with a, 6 E A, are 
C(q) = (8, u, 6, u + b, r(u + b)}. 
Every polynomial p(x) in P[x] which has a solution to the equation x = p(x) lies 
in a certain ideal of the lattice P[x]. We define the ideal and show that if the 
equation x = p:x) has a solution, p(x) is in the ideal. 
D~finitlon 2.4. The collection of left simple polynomials, L, is the least subset of 
P[x] such that 
(0) P(A) G L, 
(1) XP[X]E L, 
(2) L+Ls L, and 
(3) TLC. L. 
Proposition 2.5. L is an ideal of the lattice P[x]. 
Proof. By induction on p(x), p(x)+q(x) E L implies p(x) E L. 0 
In fact, L is a sub-(distributive lattice) of P[x] since ~(p A q) = Q(P) n cp(q), but 
we do not make use of this fact. However, the left simple polynomials are character- 
ized by the structure of the trees which represent hem. Each such tree has the 
property that the labels along any path from the root to the first occurrence of the 
variable are all r, or else the tree is in P. Furthermore, any tree with this property 
represents a left simple polynomial. Therefore a polynomial p(x) is not left simple 
if and only if for some u E A and some polynomial r(x), with x occurring in r(x), 
ur( X) s p(x). For example, the polynomial p(x) = rux is not left simple. Let r(x) = x 
to see that ur(x)~p(x). 
Theorem 2.6. Let p(x) E F ix] be a polynomial. If ther exists s E P such thut s = p(s) 
then p(x) E L. 
Proof. Suppose for some process s that s = p(s) and p(x) ti L. Then for some u E A 
and polynomial r(x) in which x occurs, ur(x) G p(x) and so at(s) s s. But then 
there is an infinite path from the root in every representation of s, contradicting the 
construction of P as equivalence classes of finite trees. Cl 
We now proceed to classify the left simple polynomials and provide solutions to 
fixed point equations for certain of these classes. 
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Definition 2.7. A left simple polynomial p(x) is said to be constant if RM( ) = 0, 
linear if RM(p) = { }, T semilinear if RM( p) s P, and nonlinear otherwise. 
Clearly a polynomial p is constant if a,. 4 only if x does not occur in any 
representation of p, except possibly af&- , . . &her-wise stated, p is constant if and 
only if pE I? 
3. Fixed points of linear polynomials 
We completely characterize all fixed points of linear polynomials, and in doing 
so justify Koomen’s fair abstraction principle. First note that the linear polynomials, 
p(x), have the property that if xr up then r = T. As the linear polynomials are 
non-constant, x is less than or equal to each linear polynomial. As p(x) is a function, 
c G p(c) for every process c. 
The trivial linear polynomials are of the form x + c for some c E l? Each equation 
x = x + c has as its fixed point set P + c as may be verified by direct substitution. 
Definition 3.1. A linear polynomial p(x) is nontrivial if there is some nonconstant 
left simple polynomial q(x) and some left simple polynomial r(x) such that p(x) = 
Tq(x)+ r(x). Necessarily q(x) is then linear and r(x) is either constant or linear. 
Note that a linear polynomial is either trivial or it is nontrivial. 
The next theorem chasacterizes the fixed points of the linear polynomials. This 
characterization is less satisfactory for applications than the following one. However, 
it is needed in the second part of this paper. Indeed, the proof method used here 
constitutes the main analysis method for the semilinear and nonlinear left simple 
polynomials. 
Theorem 3.2. If p(x) is a nontrivial linear polynomial, then p*(x) = r.p(x). If p(x) is 
any linear polynomial, then p*(x) = p3(x). 
Proof. Let p(x) be a nontrivial linear polynomial. Without loss of generality we 
may assume that ~(c+x)~p(x) for some CE P and from Lemma 1.11, cup. As 
p(x) is linear, 
r(c+ P(X)) s P*(x)* 
As c cp(x) we have 
r(c + P(X)) = 7PW 
and thereby q(x) <p*(x). We claim that for every 
q(x) s P’(X), q(x) s TP(X) 
from which p*(x) s up follows. The claim is proved by induction on the q(x) s 
p’(x). If&) is aconstant in P or if q(x) = x then q(x) 6 up. Suppose q(x) = w(x) 
Fixed points in free process algebras, Part I 291 
and t(x) G T&C). In this case q(x) = w(x) s mp(x) = up. As the last step in the 
induction, suppose q(x) = r,(x) + r2(x) with Q(X) s TV, i = 1,2. As addition forms 
the least upper bound, q(x) = r,(x) --t r*(x) s up. Now as p2(x) s 7p(x), we have 
p2(x) = 7p(x). Note that 
P3(4 = P’( P(x)) = TP(P(X)) = yp(x) = 7p(x) = p?(x) 
in this case. Finally, if p(x) is a trivial linear polynomial it is easy to see that 
p3(x) =p2(x). Cl 
Example 3.3. The power 2 in the previous theorem cannot be improved. Let a be 
a constant in A. The polynomial 
p(x)=Tx+a 
has square 
The polynomial p2( x) is a join irreducible while p(x) is join reducible so p(x) # p2( x)_ 
The concluding theorem exactly characterizes the nontrivial linear polynomials. 
Theorem 3.4. Let p(x) be a nontrivial linear polynomial. 73e set of all fixed points of 
the equation x =p(x) is 
F(p)= e+c (c:= apw))). 
proof. Suppose P(X) = Tq(x) -I- r(x) is a nontrivial linear polynomial. For every 
c~C(p), csq(p) since csp and psq(p). By a similar argument r~q(p). 
Therefore 
q(p)=q(p)+r+C (c: CC C(p)) 
so 
??(P)=ddP)+r+C(C:C~aP))) 
and by Lemma 1.11, 
7q(P)+P=7(q(p)+r+C(c: cEaP)))* 
Let s be a solution to x = p(x). Using the above equation we have 
s=P(Pw 
= 7q( P(4) + 4 P(S)) 
= rq(p(s))+ r(s) (as s =p(s)) 
=~(q(P(d)+w+C(C: CEC(P))) 
= T(q(s)+r(s)+C (c: CE G(p))). 
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As q(s) + r(s) E P, s E F(p). We proceed by structural induction to show each process 
in F(p) is a solution to x = p(x). The basis is the nontrivial polynomial p(x) = 
7(x + c) for c E P. The set in question is 
so consider s = r(t+c) for tE P. Then 
The first inductive case to consider is p(x) = pi(x) +p2(x). This situation has two 
subcases. First, if both pi(x) and p*(x) are nontrivial we must show that each process 
in 
F(P) =W+C ( c: CE C(pd~+C cc: CE COpdNltE PI 
is a fixed point of x = p(x). As each pi(X) is norMvial, by induction 
F(pi)={T(t+~ (C: CE C(pi)))l tE P} 
is the s t of fixed points for x = pi(X), i = 1,2. Therefore F(p) s F( pl) A F( p2). 
consider any s E F(p). As s = pl( s) and s = p2( s), 
Second and without loss of generality, assume that p,(x) is nontrivial and p2(x) is 
trivial or constant. However, as x G p,(x), p,(x) = pi(x) + x so we need only consider 
the subcsse in which p2(x) is constant, say p2(x) = 6 for b E I? Consider any 
s= T(t+x (c: c~,C(p,))+b)~ F(p). 
Then 
As) =-p,(s)+ b 
= sb (as s E F( Pl)) 
=S (as b s s). 
The other inductive case to consider is p(x) = Tq(x). If q(x) is nontrivial by induction 
F(q) is the fixed point set of q(x) and as rr = T, F(q) is the fixed point set of p(x). 
If q(x) is trivial, q(x) = x + c and p(x) is in the basis of the induction. The left 
simple polynomial q(x) cannot be constant as p(x) is nonconstant. This concludes 
all possible cases of a nontrivial linear left simple polynomial. 0 
The fixed point set F(p) for each linear polynomial p(x) has one free parameter. 
The least choice for the free parameter is 6, providing a canonical choice of fixed 
point T(C (c: c E C( p))) for nontrivial linear polynomial p(x) and canonical choice 
c for the trivial linear polynomial x + c. However, the fixed points of a nontrivial 
linear polynomial are in general iilcomparable processes, so the canonical choice 
of fixed point is not a least fixed point. 
Fixed points in free process algebras, Part I 293 
The operations of encapsulation and abstraction in [2-6, $1 are not homomorph- 
isms of process algebras with constants ince the constants arc not preserved. But 
as addition and multiplication are preserved by these operations, we may view these 
as functions taking polynomials to polynomials. For each such operation h and 
each polynomial p(x), let ph (x) denote the polynomial h( p(x)) where for this 
purpose only we take h(x) = x for the variable, or generator, X. 
Given an equation x = h( p(x)) we then equivalently have the equation x = 
ph( h(x)). The operations for encapsulation and hiding are idempotent in the sense 
that for each such operation h and each process q, h( h(q)) = h(q). So if s lies in 
the image of h and s = p,,(s), then s is a fixed point solution to the original equation. 
Clearly every solution to the equation x = h(p(x)) lies in the image of h, so the set 
of fixed point solutions is the intersection of the image of h with the set of solutions 
to y=ph(y)* 
The analysis of a computer communication protocol in [4, S] results in a system 
of equations 
x0 = P&d, 
Xl = P1(xA 
X” = P*hA 
in which, after converting the therein called internal actions to T via an abstraction 
operator, each pi is a nontrivial linear polynomial. We may repeatedly substitute to 
obtain the equation 
%I = Pd PA- l l p&) l l l )I* 
The polynomial in this equation is again a nontrivial linear polynomial. 
canonical choice of fixed point for this equation is, by the previous theorem, 
The 
7 ( i C (C: CE C(Pi)) i= 1 > 
which is the solution called Koomen’s Fair Abstraction Principle in [4,5]* 
References 
PI 
PI 
131 
W 
PI 
R. Balbes and 8. Dwinger, Distributive Lattices iC!,riversity of Missouri Press, Rolla, 1974). 
J.A. Bergstra and J.W. Klop, Process algebra for synchronous communication, inform. and Control 
40 (1984) 109-137. 
J.A. Bergstra and J.W. Klop, Algebra of communicating processes with abstraction, Theoret. Comput. 
Sci. 37 (1985) 77-121. 
J.A. Bergstra and J.W. Klop, Verification of an alternating bit protocol by means of process algebra, 
Report CSR8404, Centrum voor Wiskunde en Informatica, Amsterdam, 1984. 
J.A. Bergstra and J.W. Klop, Process algebra: specification and verification in bisimulation semantics, 
in: M. Hazewinkel, J.K. Lenstra, L.G.L.T. Meertens, eds., CWI Monographs 4 (North-Holland, 
Amsterdam, 1986) 61-94. 
294 D.B. Benson, J. Tiuryn 
[6] J.A. Bergstra and J.W. Klop, Algebra of communicating processes, in: J.W. de BakPer, M. 
Hazewinkel, J.K. Lenstra, eds., CWI Monographs 1 (North-Holland, Amsterdam, 1986j. 
[7) E. Kranakis, Fixed point equations with parameters in the projective model, Inform. and Comput.l§ 
(1987) 264-288. 
[8] R. Milner, n Calculus ofCommunicating Systems, Lecture Notes in Computer science 92 (Springer, 
Berlin, 1980). 
[9] H.-J. Wemert, Related representations theorems for rings, semirings, near-rings, and semi-near-rings 
by partial transformations and partial endomorphisms, Rot. Edinburgh Math. Sot. 20 (1977) 307-315. 
[ 101 H.-J. Weinert, Seminearrings, seminearfields and their semigroup-theoretical background, Semigroup 
Forum 24 (1982) 231-254. 
[II] H.-J. Weinert, Partially and fully ordered seminearringr, and nearrings, in: Proc. Int. ConJ on 
Near-rings and Near-fields, Tiibingen (North-Holland, P msterdam, 1986). 
