Abstract. We revisit an old assertion due to Rouquier, characterizing the perfect complexes as bounded homological functors on the bounded complexes of coherent sheaves. The new results vastly generalize the old statement-first of all the ground ring is not restricted to be a field, any commutative, noetherian ring will do. But the generalization goes further, to the abstract world of approximable triangulated categories.
Theorem 0.2. Let R be a noetherian, commutative ring, let X be a scheme proper over R, and assume that every closed subvariety of X admits a regular alteration in the sense of de Jong [3, 4] . Consider the following functors 
Then the functor Y is full and its essential image consists of the locally finite homological functors. The functor Y • ı is fully faithful, and its essential image consists of the finite homological functors.
One can generalize this to the world of appoximable triangulated categories, see [6] for the theory. With the notation as in [6] , Theorem 0.2 is an immediate consequence of [5, Theorem 2.3] , [6, Example 3.6 ] and the following general assertion.
Theorem 0.3. Let R be a noetherian, commutative ring. Let T be an R-linear, approximable triangulated category, and assume there is a compact generator H ∈ T such that Hom(H, Σ i H) is a finite R-module for all i ∈ Z. Let T − c and T b c be the ones corresponding to the preferred equivalence class of t-structures, and assume there is an object G ∈ T b
Conventions
Let T be a triangulated category, let G ∈ T be an object, and let a ≤ b and n > 0 be integers, possibly infinite. We will be using the notation of [5, Theorem 0.16 and Corollary 1.11], we briefly remind the reader. The subcategory G [a,b ] n ⊂ T is the full subcategory of T containing Σ −i G for all a ≤ i ≤ b, closed under direct sums and direct summands, and whose objects are obtainable using no more than n extensions. If T has coproducts we will also consider the big versions: the subcategory Coprod n G [a, b] contains Σ −i G for all a ≤ i ≤ b, is closed under all coproducts, and its objects are obtainable using no more than n extensions. Finally the subcategory G [a,b] n is the closure in T of the subcategory Coprod n G[a, b] under direct summands.
We adopt the convention that, if any of the integers a, b, n is left out, it should be taken to be infinite. For example G N = G ∞ . We also remind the reader of some constructions from [6] . Let T be a triangulated category. In [6, Definition 0.10] we declared two t-structures T . Now assume T has coproducts and a compact generator G. Then [6, Definition 0.14] defines a preferred equivalence class of t-structures, namely the one containing the t-structure generated by G in the sense of Alonso, Jeremías and Souto [1] -in the notation of the paragraph above the t-structure generated by G has T ≤0 = G (−∞ 
Lemmas that don't require approximability
We begin with the easy part of Theorem 0.3, showing that the images of the functors Y and Y • ı are contained where the theorem asserts they should be.
Lemma 2.1. Let R be a commutative, noetherian ring. Suppose T is an R-linear triangulated category. Suppose T has a single compact generator H, such that Hom(H, Σ i H) is a finite R-module for every i ∈ Z, and vanishes when i ≫ 0.
Then Hom(A, Σ i B) is a finite R-module whenever A ∈ T − c and B ∈ T b c . For fixed A and B it vanishes when i ≪ 0.
If A belongs to T c ⊂ T − c , then Hom(A, Σ i B) also vanishes for i ≫ 0. Proof. Fix A and B. Since A ∈ T − and B ∈ T + there will be some integer m > 0 such that Hom(A, Σ i B) = 0 for i < −m.
We need to prove the finiteness for fixed i, and without loss we may assume i = 0. Shifting if necessary we may assume B ∈ T ≥0 . But A ∈ T − c means that there must exist a triangle E −→ A −→ D with E ∈ T c and D ∈ T ≤−2 . In the exact sequence
we have Hom(D, B) = 0 = Hom(Σ −1 D, B), hence Hom(A, B) ∼ = Hom(E, B). The finiteness of Hom(E, B) is contained in [6, Lemma 7.2] . Now assume A ∈ T c . The vanishing of Hom(A, Σ i B) for i ≫ 0 follows from [6, Lemma 2.8].
Lemma 2.2. Let T be a triangulated category with coproducts, and let T ≤0 , T ≥0 be a t-structure on T. Let G ∈ T b be an object, and let N > 0 be an integer.
Then there exists an integer M > 0 so that any map A −→ C, with A ∈ T ≤0 and C ∈ G Proof. Because G ∈ T b we may choose an integer K > 0 so that G ∈ T ≥−K ∩ T ≤K . Fix such a K; for any integer n > 0 we clearly have G [K,∞) n ⊂ T ≥0 , and if T ≥0 is closed under coproducts then we also have G
Next we proceed to prove the assertion of the lemma beginning with "if we further assume". We leave to the reader the case with C ∈ G [−m,∞) N . We are given that
, and by [5, Corollary 1.11] we have
Therefore we may choose an object C ′ with C ⊕C ′ ∈ Coprod N G[−m, ∞) , and any map
It therefore suffices to show that, with K > 0 as in the paragraph above, we have
Now we proceed by induction on N . If N = 1 we are given a map A −→ C, with A ∈ T ≤0 and C ∈ Coprod 1 G[−m, ∞) . But
We have proved an improvement on (i) in the case N = 1. Next assume we know (i) for all integers ≤ N , and keep in mind that, for N = 1, we proved an improvement on (i) in the last paragraph. Now let S = T ≤0 and put
By the induction any pair of maps s −→ x and s −→ z, with s ∈ S, x ∈ X and z ∈ Z, factor (respectively) as s −→ a −→ x and s −→ c −→ z, with a ∈ A and c ∈ C. Now let d be an object of Σ −1 C * S. As Σ −1 C ⊂ T ≤2K+1 and S = T ≤0 we deduce that d ∈ T ≤2K+1 = Σ −2K−1 S, and induction tells us that any map d −→ x, with x ∈ X, must factor as d −→ a −→ x with a ∈ A. The hypotheses of [5, Lemma 1.5] are satisfied, hence any morphism Proof. Because G ∈ T b we may choose an integer K > 0 so that G ∈ T ≥−K ∩ T ≤K . Fix such a K. The fact that T ≤0 = ⊥ T ≥1 tells us that T ≤0 is (automatically) closed under coproducts, and hence for any integer n > 0 we have G
The rest of the proof is just the dual of the proof of Lemma 2.2; we sketch the proof of assertion (ii) and leave (i) to the reader. Any map C −→ A, with A ∈ T ≥0 and C in More precisely: let S = T ≥0 and
The hypothesis that T ≥0 is closed under coproducts gives that ΣC ⊂ T ≥−2K−1 = Σ 2K+1 S, and hence S * ΣC ⊂ S * Σ 2K+1 S ⊂ Σ 2K+1 S. Now induction coupled with [5, Lemma 1.5] guarantee that any map y −→ s, with y ∈ Z * X and s ∈ S = T ≥0 , must factor through
Lemma 2.4. Let T be a triangulated category with coproducts, as well as a t-structure T ≤0 , T ≥0 with T ≥0 is closed under coproducts. Let G ∈ T b be an object, let N > 0 be an integer, and assume T = G N . Then there exists an integer M > 0 such that, for any integers a ≤ b,
Proof. For the given integer N and object G, pick an integer M so that Lemmas 2.2 and 2.3 both hold. Let a be an integer, and suppose A is an object in T ≥a . The identity map A −→ A is a morphism from A ∈ G N to A ∈ T ≥a , and Lemma 2.3 (with m = ∞) guarantees that the map factors through an object B ∈ G Let T ≤0 , T ≥0 be a t-structure on T, in the preferred equivalence class. Given an integer K > 0 and a collection of objects
Proof. Because the t-structure is in the preferred equivalence class and H is compact, [6, Observation 0.12] tells us that there is some integer A > 0 with H ∈ T ≤A−1 , and therefore Hom(H, −) vanishes on T ≥A = T ≤A−1 ⊥ . And [6, Lemma 2.8] allows us to assume, possibly after increasing A, that Hom H, T ≤−A = 0. Therefore the functor Hom(H, −) vanishes on the union T ≤−A ∪ T ≥A . As X i is assumed to belong to T ≤K ∩ T ≥−K , we have that Hom H, Σ n X i = 0 whenever |n| > A + K. Any morphism Σ n H −→ ∞ i=−∞ Σ i X i will factor through a finite subcoproduct by the compactness of H, and any map Σ n H −→ ∞ i=−∞ Σ i X i will factor through a finite subproduct by the vanishing of Hom H, Σ i−n X i for all but finitely many i. Therefore the functor Hom(Σ n H, −) takes the map ϕ to an isomorphism, for every n ∈ Z, and as H is a generator the map ϕ must be an isomorphism.
Proposition 2.6. Let T be a triangulated category with coproducts, and assume it has a compact generator H with Hom(H, Σ
where we mean the T b that comes from the preferred equivalence class of t-structures.
Assume that there exists an integer
Proof. In the preferred equivalence class choose a t-structure T ≤0 , T ≥0 so that T ≥0 is closed under coproducts. We are given that G ∈ T b , hence we may choose an integer
For any X ∈ T we have the exact sequence
is an isomorphism for all X ∈ T ≥−i−K . Now choose an integer A > 0 so that Hom(F, Σ i G) = 0 for all i ≥ A. Pick an integer i ≥ A; the vanishing of Hom(F, Σ i G) implies the vanishing of Hom(E i , Σ i G), and the compactness of E i implies the vanishing of of Hom E i , Σ i Coprod 1 (G) . But T ≥−i−K is closed under coproducts and contains Σ i G, hence Σ i Coprod 1 (G) is contained in T ≥−i−K , and the vanishing of Hom N . We allow b to be infinite. Proof. Choose a t-structure in the preferred equivalence class, and pick it so that T ≥0 is closed under coproducts. By hypothesis G is contained in T b , hence we may choose and fix an integer K > 0 with G ∈ T ≥−K . Then, for any integer N > 0, we have
Now we prove the lemma by induction on N . Suppose first that N = 1; then any
is an isomorphism. But E is compact and Y is a coproduct, hence any map E −→ Y factors through a finite subcoproduct. This completes the proof in the case N = 1. Now assume we know the Lemma for all integers i with 0 < i ≤ N . Put
By the hypotheses of the lemma S = T − c is triagulated and contains C. The inductive hypothesis, coupled with [6, Lemma 1.5 and Remark 1.6], give that any map s −→ y, with s ∈ S and y ∈ X * Z, must factor through an object b ∈ A * C. The lemma follows immediately.
Proposition 2.8. Suppose T is a triangulated category, and assume it has a compact generator H with Hom(H, Σ i H) = 0 for i ≫ 0. Let T b c be the one corresponding to a preferred t-structure.
Suppose there is an object G ∈ T b c and an integer N > 0 with T = G N . Then
, T ≥0 be a t-structure in the preferred equivalence class, and choose it so that T ≥0 is closed under coproducts.
Take any object A ∈ T b c . Because A lies in T b is must belong to T ≥a ∩ T ≤b for some integers a ≤ b, and Lemma 2.4 guarantees that it must belong to G 
Proof. The construction of the sequence E i is just by iterating Lemma 2.9.
In view of Corollary 2.10, the next lemma becomes interesting.
Lemma 2.11. Suppose Y ∈ T − c is an object, mapping to an inverse system · · · −→ Proof. Any object Z ∈ T b c belongs to T ≥−n for some n > 0, and the sequence Hom(F i , Z) becomes stable and isomorphic to Hom(Y, Z) for i ≫ 0. Hence Hom(Y, −) is the colimit of the sequence Hom(F i , −). Therefore it must also be the colimit of the ind-isomorphic sequence Hom(E i , −).
Assume this inverse system is pro-isomorphic to
· · · −→ F 3 −→ F 2 −→ F 1 −→ F 0 ,
Lemmas that require approximability
Lemma 3.1. Suppose T is a weakly approximable triangulated category, and let T ≤0 , T ≥0 be a t-structure in the preferred equivalence class. Suppose · · · −→ Z 3 −→ Z 2 −→ Z 1 −→ Z 0 is an inverse sequence of objects in T so that, for any integer n, the functor (−) ≥n takes it to a sequence that is eventually stable.
Let Z = Holim More precisely: there exists an integer L > 0 so that, whenever the sequence
Proof. Let G be a compact generator for T and suppose T ≤0 , T ≥0 is a t-structure in the preferred equivalence class. By [2, Lemma 2.9] there exists an integer A > 0 so that, if Hom(Σ i G, X) = 0 for all i ≤ A, then X must belong to T ≤0 . Choose and fix such an integer A. Then choose an integer B > 0 with Hom G, T ≤−B = 0.
By shifting and passing to a subsequence it suffices to prove the "moreover" assertion, and we assert that L = A + B + 1 works. Suppose therefore that the sequence · · · −→ Z 
We may complete it to a 3 × 3 diagram of triangles . What we know about the object X is that it sits in the triangle given by the left column
By the choice of B we have that Hom(Σ i G, −) kills the two outside terms whenever i ≤ A + 1, hence the choice of A gives that the two outside terms lie in T ≤−1 . Therefore X ∈ T ≤−1 , and it follows that the truncation (−) ≥0 takes the map
to an isomorphism. Applying to the inverse system Z n = Y ≥−n , we learn that T is left-complete with respect to any t-structure in the preferred equivalence class.
Proof. By [2, Lemma 2.7] the t-structure is nondegenerate, hence it suffices to prove that the morphism ϕ ≥−i : Y ≥−i −→ Z ≥−i is an isomorphism for every i ∈ Z. By shifting it suffices to prove this for i = 0. Let L > 0 be the integer in the "moreover" part of Lemma 3.1, choose an integer N so large that
is an isomorphism whenever n ≥ N , and apply the functor (−) ≥0 to the commutative triangle below
N is also an isomorphism, the commutativity forces f ≥0 to be an isomorphism.
Lemma 3.3. Let T be a weakly approximable triangulated category, and choose a tstructure T ≤0 , T ≥0 in the preferred equivalence class. Suppose
· · · −→ Z 3 −→ Z 2 −→ Z 1 −→ Z 0
is an inverse sequence of objects in T −
c so that, for any integer n, the functor (−) ≥n takes it to a sequence that is eventually stable.
Then Z = Holim
Proof. Since T is weakly approximable, the "moreover" part of Lemma 3.1 provides an integer L > 0 such that, given an inverse sequence
all isomorphisms, we have that the map Holim
0 is an isomorphism. Also: since T is weakly approximable it has a compact generator H, and [6, Corollary 2.14] permits us to choose an integer B > 0 such that
. OK: we have chosen the integers L and B and it's time to get to work. Suppose we are given in T − c a sequence
c . Choose any integer m > 0. We choose an integer i > 0 so that the maps in the subsequence
are all isomorphisms. By (ii) we may choose a triangle
By the choice of L the map
is an isomorphism, and in the triangle
and vanishes by (i). We may therefore factor
Notation 3.4. In the next lemmas R will be a commutative ring and T will be an Rlinear, weakly approximable triangulated category. Let T b c and T − c be understood with respect to the preferred equivalence class of t-structures. We will be considering two functors
The object A ∈ T goes under the functors, respectively, to Proof. By Corollary 2.10 we may construct for b an inverse sequence
, and do it in such a way that C i all belong to T b c . Lemma 2.11 tells us, moreover,
is a morphism from a representable functor. Yoneda tells us that it must be Y of a unique map f i : a −→ C i . These maps are compatible, and hence all factor through a morphism f : a −→ z with z = Holim 
is a locally finite cohomological functor, hence so is any direct summand, and by [6, Theorem 7.20] there exists an object Y ′ ∈ T − c and morphisms
composes to the identity. The current lemma follows.
Proof of the main theorems
The proof of the main theorems will be by applying to the current situation the lemmas of [6, Section 6] . More precisely and an integer N > 0 such that T = G N . Assume also that we have fixed a t-structure (T ≤0 , T ≥0 ) in the preferred equivalence class, with T ≥0 closed under coproducts. Let A be the heart of the t-structure, and H : T −→ A the standard homological functor.
The lemmas of [6, Section 6] 
Suppose we are also given an object F ∈ T, together with (iii) A map from F to the approximating system E * .
Then we declare E * to be a powerful G n -approximating system for F .
Lemma 4.3. With the conventions of Definition 4.2 we have (i)
Given an object F ∈ T and a powerful G n -approximating system E * for F , then
subsequence which is a powerful G n -approximating system of the homotopy limit
Proof. Assertion (i) is contained in Proposition 3.2, and the "moreover" part of (ii) is contained in Lemma 3.3. Let L > 0 be the integer of Lemma 3.1. Then Lemma 3.1 says that, for any G npowerful approximating system · · · −→ E 3 −→ E 2 −→ E 1 −→ E 0 and with F = Holim ✛ E m , the maps H i (F ) −→ H i (E m+L ) are isomorphisms whenever i ≥ −m. In other words the subsequence · · · −→ E 3+L −→ E 2+L −→ E 1+L −→ E L is a powerful approximating sequence for F . This proves the first half of (ii). B m is an isomorphism, hence a powerful G n -approximating system for B, as in Definition 4.2, is also an approximating system for B as in [6, Remark 4.6] .
Note also that in Lemma 4.3(ii) we learned that any powerful G n -approximating system B * has a subsequence which is a powerful G n -approximating system of Holim ✛ B i . Next assume we are given (ii) A morphism β : B −→ C in the category T − c . (iii) Two integers n and n ′ , as well as a powerful G n -approximating system B * for B and a powerful G n ′ -approximating system C * for C.
The dual of [6, Lemma 4.5] allows us to choose a subsequence of B ′ * ⊂ B * and a map of sequences β * : B ′ * −→ C * compatible with β : B −→ C. A subsequence of a powerful G n -approximating sequence is clearly a powerful G n -approximating sequence, hence B ′ * is a powerful G n -approximating sequence for B. Now as in [6 
