Abstract. Recently (see [1] ), two of the authors applied the Lieb method to the study of the negative spectrum for particular operators of the form H = H 0 − W . Here, H 0 is the generator of the positive stochastic (or sub-stochastic) semigroup, W (x) ≥ 0 and W (x) → 0 as x → ∞ on some phase space X. They used the general results in several "exotic" situations, among them the Anderson Hamiltonian H 0 . In the 1-d case, the subject of the present paper, we will prove similar but more precise results.
Introduction
The basic Anderson Hamiltonian H 0 has the form H 0 ψ = −ψ ′′ + V ω ψ where V ω (x) is a nonnegative random potential. We'll consider here V ω in the following way. Let x n ∈ R be an increasing sequence and consider a partition of R into intervals I k defined by I k = {x : −l ≤ x − x k ≤ l} for k ∈ Z and positive l. Let L k = x k+1 − x k − 2l represent the distance between consecutive intervals I k . We'll suppose that L k (ω) ≥ 0, ω ∈ (Ω, F , P ) are independent and identically distributed random variables which are unbounded from above, with some density p(x) and finite expectation
Define the random potential V ω by
where I k is the indicator function of the interval I k and h > 0. It is easy to see that H 0 ≥ 0 and that each realization P -a.s contains arbitrarily long intervals where V ω = 0. This implies that Sp(H 0 ) = [0, ∞) P -a.s. Let W (x) be a continuous function on R such that W (x) ≥ 0 and W (x) → 0 as |x| → ∞. Then the negative spectrum Sp(H) of the non-random perturbation of H 0 defined by H = H 0 − W is discrete with a possible accumulation point only at 0, and the random variable N 0 (W ) = #{λ i (ω) < 0} can be either finite or infinite. Here, {λ i } = Sp(H) ∩ (−∞, 0) so that N 0 (W ) represents the number of negative eigenvalues. Note that the event {ω ∈ Ω : N 0 (W ) = ∞} belongs to the tail σ-algebra of the potential V ω and therefore the Kolmogorov zero-one law implies that either P {N 0 (W ) < ∞} = 1, or P {N 0 (W ) < ∞} = 0. Our goal in this work is to find conditions on W for which P ({N 0 < ∞}) = 1 and E[N 0 ] < ∞. In particular, we'll establish the following fact for a Bernoulli potential as a consequence of our general results on the wider class of Kronig-Penney type potentials. Such results are related to the classical renewal process in reliability theory. Theorem 1.1. For h > 0 and any 0 < p < 1 let V ω = h k∈Z ǫ k (ω)X k where {ǫ k (ω)} are independent and identically distributed with P (ǫ k = 1) = p and P (ǫ k = 0) = 1 − p. Here X k is the indicator of the interval
Our results here are similar to the d-dimensional results obtained in [1] . However, whereas we were able to establish a distinct borderline between finitely many and infinitely many negative eigenvalues in the one dimensional case by finding C p exactly, the result in [1] only shows the following:
Remark. Estimations of the constants C − and C + in the above theorem are not known as they are related to difficult problems in percolation theory.
Remark. Let's note that V ω (x) can be viewed as an an asymptotically stationary "renewal" process in which L k can be thought of as the time between successive occurrences of the event V ω (x) = h.
Additionally we formulate and prove two more results showing a clear relationship between the tails P (L k > x) and the function W , and which also demonstrate a distinct borderline between finite and infinitely many eigenvalues. The first of these results when L k have very "light tails", that is P (L k > x) ∼ exp(−ηx α /α) as x → ∞ where η, α > 0, is actually a generalization of Theorem 1.1. In fact, Theorem 1.1 can be obtained by considering the case α = 1.
Remark. It shows that the borderline between P -a.s finiteness of N 0 (W ) goes along the line 
Remark. Both of these asymptotic equivalences are corollaries of more general results established in Theorems 4.1 and 4.2.
It is helpful to first consider the Anderson Hamiltonian H 0 on the half axis defined by
and the case where h = ∞ and W constant on the intervals
with Dirichlet boundary conditions at the edges. For each k, the spectrum of H k is discrete with eigenvalues
The total number of negative eigenvalues for H is then
This series of independent random variables is finite if and only if the series contains finitely many non-zero terms. But,
Due to the Borel-Cantelli lemmas, we have the following proposition:
s. if and only if
Considering the expectation for N 0 (W ), it is clear that
and the condition of finiteness of the expectation of L k , it follows by integration by parts that
It gives immediately necessary and sufficient conditions for the finiteness of the expectation.
Before considering the general case, we present a few examples to demonstrate how the borderline behavior between finitely many and infinitely many negative eigenvalues depend on the decay of W and the bump separation lengths L k . Example 1.6. Let's consider the situation when L k ≥ 0 are distributed with exponential tails, that is P {L k > x} = e −ηx for some η > 0. If
It shows that the borderline between P -a.s finiteness of N 0 (W ) goes along the line
Remark. Actually, we can say even more in the previous example. Again, assuming that
. These exponential tails are given by the density function p(x) = ηe −ηx . Therefore by (1)
as w k → 0. So, for small δ > 0 and
This shows that the decay in W and the borderline between E[N 0 (W )] < ∞ and
Example 1.7. Let's consider the heavy tailed case where 
Description of the Model in the General Case
One can split the real line R into two half axes, and introduce a Dirichlet boundary condition at the point of splitting, and reduce the initial spectral problem on R to the union of two similar problems on the half axes. Consider the 1-D Schrödinger operator H 0 ψ = −ψ ′′ + V ω (x)ψ with boundary condition ψ(0) = 0 for x ≥ 0. The random potential V ω is defined by
where h > 0, I k is the indicator of the interval I k = [x k − l, x k + l] and x k > 0 is a random increasing sequence of real numbers. A typical realization of V ω is given in Figure 1 below, and consists of bumps of constant height h > 0 and width 2l > 0, separated by wells of random length L k = x k+1 − x k − 2l where the potential V ω = 0. We will assume that L k are independent and identically distributed with some density p(x) and finite expectation
Figure 1.
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Dirichlet-Neumann Bracketing
Consider the partition of R + defined by the set P = {0, The following definition will be important in what follows. Two functions W + (x) and W − (x) will be called upper and lower approximations for W (x) if for some z 0 > 0, W − (x) ≤ W (x) ≤ W + (x) whenever x ≥ z 0 . We will construct them in the following way. Let us note that under the assumptions on L i we have x k = L 1 + · · · + L k + (2k − 1)l for each k and by the strong law of large numbers, x k /k → α P -a.s. where α = E[L i ] + 2l. Therefore, given ε > 0 there exists k 0 = k 0 (ε, ω) such that when k ≥ k 0 , (1 − ε)αk ≤ x k ≤ (1 + ε)αk. Now, for any x ≥ x k 0 there is some k for which x ∈ I k , and since W is monotonically decreasing,
So, for any ε > 0, the functions W By the Sturm comparison and oscillation theorems (see [3] ) it immediately follows that
can be determined exactly (see below). We first consider a simple example, the results of which will be used in the next section. 
The continuity conditions,
Looking ahead to the "real" model, we solve the above equation for L → ∞. Equation (4) then implies k 0 → 0 and that for some δ 0 > 0
The right side of (4) is analytic in k, and after expansion as a Taylor series, we have
or equivalently (5) into (6) gives
Iterating (7) in k 0 gives
Similar steps give also the lowest eigenvalue for h N . In fact, the eigenvalue equation for h N is
and gives the lowest eigenvalue
where B 0,N is a positive constant depending only on h and l.
Remark. It is interesting to note that the lowest eigenvalue for h N is asymptotically equivalent to the lowest eigenvalue for h D .
The Central Theorems
The following results will be important in the study of the borderline decay of W (x).
Given ε > 0, set w
with Dirichlet boundary conditions at x k and x k+1 and
with Neumann boundary conditions at x k and x k+1 . Theorem 4.1. Let ε > 0 be given. If
Proof. By the strong law of large numbers, there is some k 0 = k 0 (ω, ε) so that if k ≥ k 0 and x ∈ I k , then (1 − ε)αk ≤ x in which case W (x) ≤ W ((1 − ε)αk). For such k, the Sturm oscillation and comparison theorems imply that N 0,k,N (W ) ≤ N 0,k,N (W + ε I k ), i.e., the number of negative eigenvalues for the operator H N,k − W is not greater than the number of negative eigenvalues of (11) holds, then the Borel-Cantelli lemma implies that µ
Independence of the events {µ 
Proof. Suppose that P -a.s N 0 (W ) = ∞. Then, by Theorem (4.1)
Since µ
0,k are independent random variables the second Borel-Cantelli lemma implies that P -a.s, there is a collection of intervals I k with
0,k → 0 and by (9) it follows that L k → ∞. In this case by the asymptotic formula (10)
for all k sufficiently large. Recall that B 0,N is a positive constant depending only on l and h. This inequality and the fact that L k → ∞ immediately give
for sufficiently large k where c N is a positive constant depending only on l and h. In this case
Similar steps lead to the proof of the following lemma: 
for some positive constant C. The borderline for convergence or divergence of the sums
In a similar way, if 
Examples
Our goal in this section is the proof of the following theorem. 
