Comment on "Characterizing the population of pulsars in the Galactic
  bulge with the $\textit{Fermi}$ Large Area Telescope" [arXiv:1705.00009v1] by Bartels, Richard et al.
MCTP-17-20
MIT-CTP/4945
FERMILAB-PUB-17-427-A
PUPT-2538DRAFT VERSION OCTOBER 31, 2017
Preprint typeset using LATEX style emulateapj v. 12/16/11
COMMENT ON “CHARACTERIZING THE POPULATION OF PULSARS IN THE GALACTIC BULGE WITH THE
FERMI LARGE AREA TELESCOPE” [ARXIV:1705.00009v1]
RICHARD BARTELS,1 DAN HOOPER,2,3,4 TIM LINDEN,5 SIDDHARTH MISHRA-SHARMA,6 NICHOLAS L. RODD,7 BENJAMIN R. SAFDI,8
TRACY R. SLATYER7
Draft version October 31, 2017
ABSTRACT
The Fermi-LAT Collaboration recently presented a new catalog of gamma-ray sources located within the
40◦× 40◦ region around the Galactic Center (Ajello et al. 2017) – the Second Fermi Inner Galaxy (2FIG) cata-
log. Utilizing this catalog, they analyzed models for the spatial distribution and luminosity function of sources
with a pulsar-like gamma-ray spectrum. Ajello et al. (2017) v1 also claimed to detect, in addition to a disk-
like population of pulsar-like sources, an approximately 7σ preference for an additional centrally concentrated
population of pulsar-like sources, which they referred to as a “Galactic Bulge” population. Such a population
would be of great interest, as it would support a pulsar interpretation of the gamma-ray excess that has long
been observed in this region. In an effort to further explore the implications of this new source catalog, we at-
tempted to reproduce the results presented by the Fermi-LAT Collaboration, but failed to do so. Mimicking as
closely as possible the analysis techniques undertaken in Ajello et al. (2017), we instead find that our likelihood
analysis favors a very different spatial distribution and luminosity function for these sources. Most notably, our
results do not exhibit a strong preference for a “Galactic Bulge” population of pulsars. Furthermore, we find
that masking the regions immediately surrounding each of the 2FIG pulsar candidates does not significantly im-
pact the spectrum or intensity of the Galactic Center gamma-ray excess. Although these results refute the claim
of strong evidence for a centrally concentrated pulsar population presented in Ajello et al. (2017), they neither
rule out nor provide support for the possibility that the Galactic Center excess is generated by a population of
low-luminosity and currently largely unobserved pulsars. In a spirit of maximal openness and transparency, we
have made our analysis code available at https://github.com/bsafdi/GCE-2FIG.
1. A COMPARISON WITH AJELLO ET AL.
The Fermi-LAT Collaboration recently presented the Sec-
ond Fermi Inner Galaxy (2FIG) source catalog (Ajello et al.
2017).1 This catalog consists of 374 sources that have been
detected with a test statistic (TS) of 25 or greater, located
within the 40◦ × 40◦ region surrounding the Galactic Cen-
ter. Among this list, there are 104 sources (86 of which are
not contained in the 3FGL catalog (Acero et al. 2015)) that
exhibit best-fit spectral parameters that are characterized as
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1 A revised version of Ajello et al. (2017) is being submitted simulta-
neously with (and in response to) this comment. Throughout this work,
when we discuss Ajello et al. (2017), we refer to the original version
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pulsar-like by Ajello et al. (2017).2 More specifically, Ajello
et al. (2017) classifies a source as a pulsar candidate if its
spectrum prefers a power-law with an exponential cutoff over
that of a simple power-law at a level of TS > 9 and is best-fit
by a spectral index Γ < 2 and a cutoff energyEcut < 10 GeV.
By combining the Galactic coordinates and fluxes of these
sources with an efficiency function that describes the proba-
bility of detecting a given source at a particular sky location
and flux, one can test various models for the underlying spatial
distribution and luminosity function of the pulsar-like source
population. For the disk-like component of pulsars, Ajello
et al. (2017) adopt the standard Lorimer distribution (Lorimer
2003):
ndisk ∝ Rn exp(−R/σ) exp(−|z|/z0) , (1)
with n = 2.35 and σ = 1.528 kpc. The quantities R and z
represent the location of the source in cylindrical coordinates.
The vertical scale height of this distribution, z0, is allowed to
float in the fit.
In addition to this disk population of pulsars, Ajello et al.
(2017) include a centrally concentrated and spherically sym-
2 Throughout this paper, we will discuss the results presented by Ajello
et al. (2017) obtained using their “official” interstellar emission model (IEM).
Although they also present results for an “alternative” IEM, they only provide
an efficiency function corresponding to the case of the official IEM, making
it impossible for us to evaluate the results obtained using the alternative IEM.
In any case, the results presented by the Fermi-LAT Collaboration are nearly
identical regardless of which IEM model was adopted.
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2Results of Ajello et al. (2017)
ND z0[kpc] β NB α TS
22500+5200−4800 0.71
+0.16
−0.16 1.34
+0.07
−0.07 0 · · · 0
3560+980−870 0.72
+0.17
−0.17 1.24
+0.06
−0.06 1330
+270
−210 2.60 63
3610+1010−930 0.75
+0.18
−0.18 1.25
+0.07
−0.07 1370
+280
−220 2.57
+0.23
−0.23 69
Results of This Study
ND z0[kpc] β NB α TS
(1.26+0.48−0.40)×106 0.13+0.06−0.04 2.08+0.07−0.07 0 · · · 0
(1.06+0.42−0.34)×106 0.08+0.05−0.03 2.11+0.08−0.07 (5.03+4.89−2.52)×105 2.60 8.3
(1.04+0.40−0.34)×106 0.09+0.05−0.03 2.11+0.07−0.07 (8.30+11.50−5.16 )×105 2.78+0.15−0.34 8.5
Table 1
The best-fit values and 1σ uncertainty for the number of disk pulsars, ND , the scale-height of the disk population, z0, the index of the luminosity function, β,
the number of bulge pulsars, NB , and the slope of the bulge population’s inner profile, α. Also listed is the value of the test statistic (TS) with respect to the
disk-only hypothesis (first row). In the second and third rows, results are shown with the inclusion of a bulge-like component, fixing the profile of that
component to α = 2.6 or letting α float, respectively. All of the results shown here have utilized the “official” interstellar emission model (as presented by
Ajello et al. (2017)) and were calculated using 3.3◦ spatial bins. The results of this study (bottom) vary substantially in almost every respect from those found
by Ajello et al. (2017) (top).
metric population, described as follows:
nbulge ∝ r−α, r < 3 kpc , (2)
where r is the distance from the Galactic Center. We will re-
fer to this centrally located source population as the “bulge”
population. The parameter α is either set to 2.6 in order to
match the spatial distribution of the observed gamma-ray ex-
cess (Goodenough & Hooper 2009; Abazajian & Kaplinghat
2012; Gordon & Macias 2013; Daylan et al. 2016; Calore
et al. 2015; Ajello et al. 2016; Ackermann et al. 2017) or is
allowed to float.
For the gamma-ray luminosity function of these sources,
Ajello et al. (2017) adopt a power-law functional form,
dN/dL ∝ L−β , which is assumed to extend unbroken be-
tween 1031 and 1036 erg/s (integrated from 0.3 GeV to 500
GeV).
For a given spatial distribution and luminosity function, the
expected number of sources in a given spatial bin (labeled by
i, j) and flux bin (labeled by k) is calculated as follows:
Nmodeli,j,k =ωi,j,k
∫ ∞
0
ds s2
∫
∆Ωi,j
dΩ
∫ 4pis2Smaxk
4pis2Smink
dN
dL
dL
× [ndisk(s, l, b) + nbulge(s, l, b)] , (3)
where s denotes the distance along the line-of-sight, l and
b are Galactic coordinates, Smink and S
max
k correspond to
the range of fluxes across bin k (integrated between 0.3
and 500 GeV), and ωi,j,k is the efficiency factor, defined as
the probability that a point source with a pulsar-like spec-
trum present in a given spatial and flux bin will be de-
tected and included in the 2FIG catalog. Following Ajello
et al. (2017), we adopt a 12×12 array of equally sized
spatial bins across the 40◦×40◦ region-of-interest and 8
logarithmically-spaced flux bins, with six equally sized bins
spanning the range of (1–10) × 10−6 MeV cm−2 s−1 and
two larger logarithmically spaced bins covering the range of
(1–10) × 10−5 MeV cm−2 s−1.
The model prediction for the expected source distribution
can then be compared to the pulsar candidates in the inner
galaxy, binned identically and labelled Nobsi,j,k. The fitting is
performed using a Poisson inspired likelihood:3
lnL =
∑
i,j,k
[
Nobsi,j,k ln
(
Nmodeli,j,k
)−Nmodeli,j,k ]− Lprior . (4)
The final term here, Lprior, was applied by Ajello et al. (2017)
in order to ensure that the number of very bright pulsars pre-
dicted by their model is in reasonable agreement with the
number of pulsars observed across the sky. More specifically,
they apply the following Gaussian prior:
Lprior =
(NmodelS>S0 (λ)−NdataS>S0)2
2σ2N
, (5)
where S0 ≡ 1.8 × 10−5 MeV cm−2 s−1, NdataS>S0 = 174 and
σN = 63.4
Ajello et al. (2017) present the results of their likelihood
analysis for both a disk-only model and for a model which
includes both a disk and bulge population of pulsars. Their
results are listed in Table 1 (top), compared with those found
by our likelihood analysis of the same list of sources (bottom),
which we now describe in detail.
In order to replicate the analysis of Ajello et al. (2017), we
performed a parameter scan using MultiNest, which effi-
ciently implements nested sampling of the posterior distribu-
tion in the Bayesian framework (Feroz et al. 2009; Buchner
et al. 2014). We performed the fit with the nlive parameter
set to 1500, specifying the number of live points used during
the posterior sampling. In Figs. 1, 2 and 3, we present the
results of our likelihood analysis, for each of the three cases
listed in Table 1. Those figures display the posterior distri-
bution, with 2-dimensional 1, 2, and 3σ contours around the
best-fit points indicated. The dotted vertical lines indicate the
16, 50, and 84th percentiles for the 1-dimensional posteriors,
while the solid green lines indicate the best-fit values found
in Ajello et al. (2017). In producing these results, we adopted
3 There is a typo in the sign of the last two terms of this equation in Ajello
et al. (2017). We have confirmed with the corresponding authors of that work
that the signs are correct in the underlying code, and this is not the origin of
our disagreement.
4 Although this was not stated in the text of Ajello et al. (2017), we treated
NmodelS>S0 to be the number of sources predicted by the model with a flux
between S0 and that of the brightest pulsar in the 3FGL catalog, 3.896 ×
10−3 MeV cm−2 s−1. The exact choice of the maximum flux has essentially
no impact on our results.
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Figure 1. The range of parameters favored by our fit when no bulge-like
component is present (corresponding to the first row in Table 1). The two-
dimensional contours indicate the 1, 2, and 3σ 2-D contours around the best-
fit points, while the vertical dotted lines in the 1-dimensional posteriors indi-
cate the 16, 50, and 84th percentiles. The solid green lines mark the best-fit
values found in Ajello et al. (2017) and displayed in the first row of Table 1.
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Figure 2. The range of parameters favored by our fit when a bulge-like com-
ponent with a α = 2.6 profile is allowed to be present (corresponding to the
second row in Table 1).
flat priors for each free parameter, extending from NB = (0-
3) × 107, ND = (0-3) × 107, α = 2.1-5.0, z0 = 0.01-2.0
kpc, and β = 1.1-3.0. In order to maximize the transparency
of these results, we have made all of the programs and data
inputs/outputs utilized in this analysis publicly available.5
The results calculated in this work vary substantially in al-
5 https://github.com/bsafdi/GCE-2FIG/
most every respect from those found by Ajello et al. (2017). In
particular, we find that the distribution of sources with pulsar-
like spectra are best-fit by a distribution which features an
extremely thin disk, z0 ∼ 0.1 kpc, and a much softer lumi-
nosity function, β ≈ 2.1, than that presented by Ajello et al.
(2017). Furthermore, our fit much more modestly prefers the
presence of a central source component, at a level of TS ∼ 8,
in contrast to TS ∼ 63-69 found by Ajello et al. (2017). We
additionally note that whereas the application of the prior (see
Eq. 5) strongly impacted the results of Ajello et al. (2017),6
our fit naturally yields a total number of bright sources that
is compatible to that observed, and the prior has a negligible
impact on our results. We will return to discuss the physical
significance of these results later in this article.
Throughout this analysis, we attempted to mimic as closely
as possible the likelihood calculation presented by Ajello et al.
(2017). In particular, we adopted the same bin sizes and iden-
tically masked the innermost 2◦ in order to avoid problems as-
sociated with source confusion. In one respect, however, our
analysis necessarily differs from that of Ajello et al. (2017).
In particular, Ajello et al. (2017) have applied an extended ef-
ficiency function that depends on Galactic longitude and ac-
counts for the dispersion between true and observed flux of
sources, whereas only a 2-dimensional version of this func-
tion, describing the dependence of the efficiency on Galactic
latitude and the flux without accounting for dispersion, has
been made available to those who are not members of the
Fermi-LAT Collaboration. The publicly available efficiency
function corresponds to that shown in Fig. 7 of Ajello et al.
(2017). We have been assured by the corresponding authors
of this study, however, that the original results of Ajello et al.
(2017) are only mildly sensitive to the distinction between the
true and measured flux of these sources. In an effort to esti-
mate the impact of any longitude dependence in the efficiency
function, we have evaluated the efficiency function in each
longitude bin after rescaling the flux proportionally to the sen-
sitivity map for pulsar-like sources, as presented by the Fermi-
LAT Collaboration as part of the Second Pulsar Catalog (see
Fig. 16 of Abdo et al. (2013)). The best-fit parameter values
we obtained using this modified efficiency function varied by
less than 1σ from those presented in Table 1 and only mod-
estly increased the preference for a bulge-component, by ∆TS
∼ 3.
2. DEPENDENCE ON THE PARAMETERIZATION OF THE
LUMINOSITY FUNCTION
We would like to emphasize that although we are confident
in our results as presented here, we do not necessarily find
their physical significance to be straightforward to interpret.
More specifically, we do not necessarily believe that the best-
fit parameters of our study reflect an accurate description of
the distribution of pulsars in the Milky Way. For one thing,
while we have utilized the Ajello et al. (2017) classification of
2FIG sources as “pulsar-like” or “blazar-like”, we are not nec-
essarily convinced that all, or even most, of the sources within
the 2FIG catalog that are classified as “pulsar-like”, are, in
fact, pulsars. Although Ajello et al. (2017) demonstrate that
the spectral shapes of pulsars and blazars can be used among
sources in the 3FGL catalog to efficiently differentiate these
source classes, it seems likely that such techniques will be far
less effective for the much fainter, and thus much less well
measured, sources that dominate the 2FIG catalog. The ef-
6 Mattia Di Mauro, private communication.
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Figure 3. The range of parameters favored by our fit when a bulge-like component with a floating value for the profile slope, α, is allowed to be present
(corresponding to the third row in Table 1).
ficiency functions we used, taken from Ajello et al. (2017),
were also calibrated for a source population resembling the
best-fit model of that work, which differs substantially from
ours; the efficiency functions for our best-fit model might be
non-negligibly modified due to the different distribution of
sources by latitude and flux.7
Furthermore, the very narrow disk distribution favored by
our fit (z0 ∼ 0.1 kpc) appears inconsistent with the combined
young and millisecond pulsar population as identified by ra-
dio observations, which is ∼ 0.3 kpc. A thin disk with a scale
height of∼ 0.1 kpc is appropriate for young pulsars, however,
millisecond pulsars are expected to follow a thicker distribu-
tion with a scale height of ∼ 0.5 kpc and contribute signifi-
cantly to the overall pulsar population (Mdzinarishvili & Me-
likidze 2004; Lorimer et al. 2006; Levin et al. 2013; Calore
et al. 2014). We consider it likely that this inconsistency is in
large part the result of our luminosity function parameteriza-
tion, and we note that past studies have found there to be sig-
nificantly fewer low-luminosity pulsars than this power-law
parameterization would suggest. In particular, the luminos-
ity function of millisecond pulsars can be well-fit by either a
broken power-law or log-parabola, centered around interme-
diate luminosities (roughly 1033 erg s−1) (Cholis et al. 2014;
Hooper & Mohlabeng 2016; Hooper & Linden 2016). The
fact that low-luminosity sources are so prevalent in our best-
fit model forces the majority of the pulsar contribution to stem
7 We thank the corresponding authors of Ajello et al. (2017) for clarifying
the methodology utilized in their efficiency function.
from very local sources, significantly impacting the value of
the disk width, z0, preferred by our fit.
To explore the impact of the lowest luminosity pulsars in
our fit, we show in Table 2 results adopting minimum lumi-
nosities of Lmin = 1032 and 1033 erg/s (in contrast, Ajello
et al. (2017) adopted Lmin = 1031 erg/s). As anticipated, this
change results in significantly larger values of z0, in greater
concordance with radio observations. We also note that this
modification does not significantly alter the degree to which
the fit prefers the presence of a bulge population of pulsars.
3. THE ROBUSTNESS OF THE GALACTIC CENTER GAMMA-RAY
EXCESS TO THE MASKING OF 2FIG PULSAR CANDIDATES
If there exists a centrally-concentrated population of pulsars
with the characteristics claimed by Ajello et al. (2017), we
should expect the brightest of these sources to account for
the majority of the gamma-ray emission associated with this
population. In particular, their best-fit population can account
for all Galactic-Center excess emission (see Fig. 5 of Ajello
et al. 2017), however, given the efficiency function we expect
∼ 70% of the emission to be resolved as pulsar candidates.
Consequently, the 2FIG should absorb most of the excess.
To test this hypothesis, we have carried out a basic template
analysis, similar to that performed in Daylan et al. (2016),
with and without masking the 95% containment radii regions
around each of the 86 pulsar candidate sources contained in
the 2FIG catalog and identified using the “official” diffuse
model, as well as all 3FGL pulsar candidates in the region.8
8 Specifically those sources classified as either PSR or psr in the 3FGL
5Lmin = 10
32 erg/s
ND z0[kpc] β NB α TS
(1.21+0.44−0.35)×105 0.19+0.07−0.05 2.08+0.10−0.09 0 · · · 0
(1.07+0.45−0.33)×105 0.13+0.06−0.04 2.15+0.12−0.10 (5.14+5.50−2.62)×105 2.60 8.1
Lmin = 10
33 erg/s
ND z0[kpc] β NB α TS
(1.24+0.36−0.29)×104 0.32+0.08−0.06 2.10+0.13−0.13 0 · · · 0
(1.02+0.40−0.29)×104 0.23+0.09−0.06 2.20+0.17−0.14 (4.57+3.95−2.07)×103 2.6 10.1
Table 2
As in Table 1, but adopting a minimum luminosity of 1032 erg/s (top) or 1033 erg/s (bottom). By increasing the value of Lmin relative to that adopted by Ajello
et al. (2017), we find that our fit can accommodate values of z0 which are more consistent with the results of radio surveys.
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Figure 4. The spectrum and intensity of the Galactic Center gamma-ray ex-
cess performed over the standard region-of-interest (red), and after masking
the 95% containment regions surrounding each of the 86 pulsar candidates
contained within the 2FIG catalog and identified using the “official” diffuse
emission model, as well as all identified 3FGL pulsars (blue). In the upper
frame, we show the best-fit values and statistical error bars, as found using
the p6v11 diffuse emission model. In the lower frame, the bands repre-
sent the envelope of best-fit values found over an ensemble of 14 GALPROP
models (without error bars). From this comparison, it is clear that masking
these sources has a negligible impact on the intensity and spectral shape of
the measured excess.
In the case that the brightest 2FIG pulsars provide a signif-
icant fraction of the flux associated with the Galactic Center
excess, this analysis should find a significantly diminished ex-
cess component. The results of this test are shown in Fig. 4.
From this comparison, it is clear that masking these sources
catalog.
has a negligible impact on the intensity and spectral shape of
the measured excess.
In producing Fig. 4, we utilized the top quartile of
UltracleanVeto Pass 8 events collected between August
4, 2008 and July 7, 2016. We also applied the fol-
lowing quality cuts: zenith angle greater than 90◦ and
(DATA QUAL>0)&&(LAT CONFIG==1).9 This set of
gamma rays is then binned spatially into an nside=256
HEALPix map (Gorski et al. 2005) and into 30 logarithmi-
cally spaced energy bins between 200 MeV and 200 GeV.
We adopted a 30◦×30◦ region-of-interest around the Galac-
tic Center, masking the regions within 1◦ of the Galactic Plane
and around the 68% containment radii of the 300 brightest and
most variable sources contained in the 3FGL catalog (Acero
et al. 2015).10 To obtain the results shown in this figure, we
performed a template based analysis of this dataset, imple-
mented using NPTFit (Mishra-Sharma et al. 2017). The fit
includes templates intended to describe the Galactic diffuse
emission, isotropic flux, emission associated with the Fermi
bubbles (Su et al. 2010), emission from the known 3FGL
sources, and the flux corresponding to the excess. The mor-
phology of the excess is characterized by a generalized NFW
profile squared and integrated along the line-of-sight, adopt-
ing an inner slope of γ = 1.2 (equivalent to α = 2.4), which
is the best-fit value for this dataset (Daylan et al. 2016; Calore
et al. 2015; Keeley et al. 2017).
In each of the two frames of Fig. 4, the results shown in
red (blue) are those corresponding to the analysis performed
without (with) a mask for the 2FIG pulsar candidates and
identified 3FGL pulsars. In the upper frame, we adopted the
p6v11 Fermi diffuse model.11 Although this is not the latest
diffuse model released by the Fermi-LAT Collaboration, the
more recent models have had large-scale residuals added back
in, such as those associated with the Fermi bubbles or even the
excess itself. For this reason, the most recent diffuse models
are unsuitable for studying the properties of the Galactic Cen-
ter excess. In the lower panel, we show the envelope of the
best-fit spectra that is found across a range of 14 GALPROP
9 For a complete list of recommended data criteria, see
https://fermi.gsfc.nasa.gov/ssc/data/analysis/
documentation/Cicerone/Cicerone_Data_Exploration/
Data_preparation.html.
10 Our region-of-interest is somewhat smaller than the 40◦ × 40◦ consid-
ered in earlier works, such as Daylan et al. (2016) and Calore et al. (2015),
but was shown in Linden et al. (2016) to be more stable for analyzing the
excess.
11 This is a common abbreviation for the full name of this
model, which is gll iem v02 P6 V11 DIFFUSE. The model is avail-
able here: https://fermi.gsfc.nasa.gov/ssc/data/p6v11/
access/lat/BackgroundModels.html.
6based diffuse emission models.12 For each of these models,
we used separate templates to describe the emission associ-
ated with firstly the pi0 and bremsstrahlung emission and sec-
ondly the inverse Compton emission.
4. SUMMARY AND DISCUSSION
In this study, we have attempted to utilize the sources con-
tained in the Second Fermi Inner Galaxy (2FIG) catalog to
characterize the spatial distribution and luminosity function
of those sources which exhibit a pulsar-like gamma-ray spec-
trum. In doing so, we attempted to mimic the analysis tech-
niques employed by the Fermi-LAT Collaboration, but found
that our likelihood analysis favors a very different spatial dis-
tribution and luminosity function for these sources. Most
notably, our results do not exhibit a strong preference for a
“Galactic Bulge” population of pulsars. Whereas Ajello et al.
(2017) find strong evidence (TS ∼ 60 − 70) in support of
a centrally concentrated population of pulsar-like gamma-ray
sources, we find a significantly weaker preference for any
such population (TS ∼ 8).
Furthermore, we find that masking the regions immediately
surrounding each of the 2FIG pulsar candidates does not sig-
nificantly impact the spectrum or intensity of the Galactic
Center gamma-ray excess. We thus conclude that the pul-
sar candidates contained in the 2FIG catalog do not substan-
tially contribute to the observed excess, in contrast to what
is implied by the best-fit luminosity function of Ajello et al.
(2017).
We would like to emphasize that we are not attempting to
make the case here that there is not a significant population of
pulsars located in the Inner Galaxy, or that such sources are
not potentially responsible for the Galactic Center gamma-ray
excess. Instead, we have argued that the characteristics of the
2FIG catalog, as presented by Ajello et al. (2017), do not pro-
vide significant support for the existence of such a source pop-
ulation. Past studies have identified evidence of small scale
power in the gamma-ray emission from the Inner Galaxy (Lee
et al. 2016; Bartels et al. 2016), suggestive of an unresolved
point source population. On the other hand, the relative lack
of both bright pulsars (Hooper & Linden 2016; Hooper &
Mohlabeng 2016; Cholis et al. 2015) and low-mass X-ray bi-
naries (Haggard et al. 2017; Cholis et al. 2015) in the Inner
Galaxy suggests that if such a pulsar population is in fact re-
sponsible for the excess emission, that population would have
to exhibit rather different characteristics than those observed
in the disk of the Milky Way and in globular clusters. Regard-
less of these and other arguments, the question of the origin of
the Galactic Center gamma-ray excess remains an open one.
Our analysis of the characteristics of the 2FIG catalog does
not provide significant support for either a pulsar or a dark
matter interpretation of this signal.
Note added: While completing the final stages of this
manuscript, we were in regular contact with the correspond-
ing authors of Ajello et al. (2017), and provided them with our
results and code. While comparing their results with those
presented here, the authors of Ajello et al. (2017) identified,
and alerted us to, an error in their analysis framework. When
corrected, their analysis yields results that are more conso-
nant with the analysis shown here. The revised version of
Ajello et al. (2017), to appear simultaneously with this work,
removes the incorrect analysis.
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