ABSTRACT The emergence of mobile edge computing enables many new mobile applications to run with relatively low costs by offloading the modules to nearby edge clouds. The edge cloud always and has limited resources and serves multiple users in the proximity. As a result, it is important to partition the computations between the mobile devices and the edge cloud, and meanwhile allocate the resources for multiple users with the aim of maximizing the average performance of the users. Existing optimization methods are usually costly in time especially when the number of users is large. In this paper, we propose a parallel method for achieving high efficiency as well as good performance in multi-user mobile edge computation partitioning. Our proposed method divides the users into small groups, and performs the genetic algorithm for the groups in parallel to find the in-group optimal solutions. By iteratively allocating the resources among the groups, the method converges to a near-optimal solution in global. Through extensive simulations, we show that our parallel method significantly reduces the execution time while guaranteeing competitive performance in average throughput compared with the benchmark algorithm.
I. INTRODUCTION
The increasing popularity of data stream applications today such as object/gesture recognition, mobile gaming and mobile augmented reality brings a high demand on the device computing capability in order to achieve satisfactory data processing throughput. The emergence of edge computing can increase the application throughput by offloading computations from end devices to the edge clouds [1] , [10] , which have advantages over traditional cloud due to the closer distance to the end devices.
However, the edge cloud always serves multiple users in proximity and has limited resources. The multi-user scenario and resource constraints of edge clouds cause new challenges which do not exist in traditional cloud offloading. On the one hand, for every user served by the edge cloud, it is important to decide on which part of an application should be offloaded to the edge cloud while others are executed on the local device, which is called computation partitioning.
On the other hand, due to the intensive competition for resources, the allocation of the constrained resources at the edge cloud to multiple users significantly affects the average throughput of the users. In this paper, we study the computation partitioning for data stream applications in mobile edge computing, i.e., to jointly optimize the partitioning of the user application and the resource allocation among the users such that the average throughput over all the users is maximized.
It is uneasy to solve this problem. As data stream applications need continuously sampling and processing of high rate sensors, they take throughput as the primary performance metric. Modeling and optimizing the throughput of data stream applications is more complex and difficult than the make-span in a work-flow application. Although our previous work studies the partitioning of data stream application, it focuses on the single user scenario in traditional cloud offloading [8] . Recent work solves the computation partitioning for a multi-user environment, but it can only be applied to a sequential work-flow application [9] . So far, to the best of our knowledge, there is no such work proposing a parallel method for partitioning data stream applications in a multi-user environment with resource competition. More importantly, when the number of users scales up, existing optimization methods are not time-efficient due to the explosion of the decision variables [11] - [14] .
In order to effectively solve this issue, we will introduce a parallel method for partitioning the data stream applications. This method makes use of the idea of divide and conquer. It starts by dividing an extensive number of users into groups, and then performs the genetic algorithm on each group in parallel, which is called in-group optimization. After obtaining the optimal solutions within each group, we adjust the resource allocation among the groups repeatedly, including server allocation and bandwidth allocation. The adjustment processes is done iteratively until the solution converges to an near optimal solution in globe.
We evaluate our method through extensive simulations. The results reveal that compared with the original genetic algorithm, our parallel method consumes much less execution time while achieving higher average throughput. We highlight our contributions of this paper as follows.
• We define and develop a set of novel models for the problem of partitioning data stream applications in a multi-user mobile edge environment. The problem aims at maximizing the average throughput of users by jointly partitioning the applications and allocating resources among users.
• We develop a parallel method for the problem. The method applies the idea of divide and conquer, and can work efficiently in the environment with a large number of users where the traditional optimization methods are costly in execution time.
• We evaluate the parallel method and demonstrate that the method outperforms significantly the benchmark algorithm in terms of execution time and average throughput. The remaining part of this paper is organized as follows. We present the system model and problem formulation in Section II. In Section III, we describe the parallel method for partitioning the data stream application. After presenting the evaluation results of our proposed method in Section IV, we summarize related works on mobile edge computing and computation partitioning in Section V. Finally, we conclude the our work in Section VI.
II. SYSTEM MODEL AND PROBLEM FORMULATION A. APPLICATION MODEL
Our system targets for the data stream applications. Taking the streaming data as input, the applications perform operations on the data and then output the result. The most common example for this kind of application is the AR (i.e., Augmented Reality) application. AR applications can provide a live view of real-world environment augmented by computer generated or extracted sensory input which is periodically sampled by sensors.
We use a dataflow graph G = (V , E) to represent the application. A simplified model is shown in Fig.1 . The application consists of modules V = {j|j = 1, 2, . . . N } and channels E = {(u, v)|(u, v) ∈ V } connecting them. Each module j performs its own specific operation on the input data either on the edge cloud or on local devices. When offloaded, the computation cost of the module is relatively smaller than that on the local device. There are input ports and output ports which receive and send out data. The module processing the input data is called the entry node, and the one generating the output data is named the exit node. The channel between modules provides the function of transmitting data only if the adjacent modules are executed on different sides (i.e., one module is executed on mobile device while the other is executed on a server). These channels are implemented by means of TCP sockets, shared memory or persistent storage. Overall, the data stream application takes the advantage of pipeline and can accelerate data processing.
The performance of an application is measured by the throughput of the model, which is determined its critical channel. The critical channel has the slowest speed to compute or transfer data, which can either be determined by the maximum computation cost of a module or the greatest data transmission time on a channel. It is denoted by T = 
B. AN EXAMPLE OF THE REAL APPLICATION
One real mobile AR application example based on the model above is presented here. As is shown in Fig. 2 , this application is able to recognize the buildings in the campus, aiming at helping students get familiar with the college. When the user walks around the campus and take photos of some unfamiliar buildings, the application can take them as input from the camera and execute the object recognition function. Related information and events of this building will be displayed on the screen. As students move around the campus holding their mobile phone at hand, the camera will periodically collect 5038 VOLUME 6, 2018 image data from the camera and recognize the building in the picture. We measure the execution time of object recognition on a simple mobile device which has 1.7G HZ 4 Core CPU and 2GB RAM. It takes the mobile device at least 1 minute to process a 1000*800 frame in the video. As the resolution of the image increase, the speed will be much slower. To speed up the object recognition process, we have implemented a platform to partition the application between local device and cloud.
C. MULTI-USER COMPUTATION PARTITIONING
In real situation, the computation and bandwidth resources are always limited. So it is necessary to introduce a multi-user computation partitioning model. Based on the data stream application model, each user requests for computation partitioning (i.e., to decide on each module of the application whether it is offloaded to the edge cloud or executed on mobile) while competing for computation and bandwidth resources. To simplify the problem, we assume that all the user devices run the same data stream application. The overall performance is measured by the average throughput of all users. As a result, we need to decide for each user the computation partitioning, and how much resource is allocated to each of them, in order to achieve the maximum average throughput of the whole system. Our system model is shown in Fig. 3 . We divide the system into three parts: mobile devices, edge cloud and cloud. Compared with cloud servers, the edge cloud is deployed much closer to users and can reduce latency effectively. There are limited number of servers on the edge cloud, which are able to simultaneously run the modules of mobile applications. A number of mobile devices connect to the edge cloud via one BS (Base Station) or wireless AP (Access Point). The bandwidth provided by BS or wireless AP is divided among the connected users. The inner structures are presented at the top of the figure. On one mobile device, there is a client middleware between the layer of application and OS. The monitor agent inside can send the execution costs and transmission costs to the partitioner of the edge cloud in order to request for computation partitioning and bandwidth allocation. Upon receiving the requests, the partitioner decides the best partition for each user as well as allocates the bandwidth to them. The remote cloud provides App store service and programming support for mobile applications. Our system model can be extended by considering that the users are running various applications. In this case, we can also easily apply our proposed method to it. Next, we are going to focus on the formulation of our problem and the solution. 
D. PROBLEM FORMULATION
In this section, we will illustrate the formulation of the problem. Table 1 presents the mathematic notations in the formulation. Given the dataflow application {G(V , E), d u,v }, {C j }, the local execution cost of modules {W i,j } for each user and the total wireless bandwidth B. The problem is to allocate each module of different users to a specific server at the edge cloud as well as distributing the total bandwidth B to all the users such that the average throughput is maximized. It is formulated by (1) max
Equation (1) defines the average throughput which is our main target. Equation (2) formulates the time of the critical channel. It is determined by the bottleneck of the application which can either be the maximum data transmission time on an edge or the maximum execution time of a module. Equation (3) and (4) indicate the formulation of data transmission time and module execution time. The data transmission time on an edge is determined by the size of data divided by the bandwidth on the edge. The module execution time depends on the offloading status of the module. Assume that the modules averagely share the computation resources of a server or device. If the module is not offloaded, the execution time is the multiplication of the execution time on local device and the number of local modules of the device. On the contrary, when the module is offloaded to a server, the execution time is the multiplication of the number of modules occupying that server and the offloaded execution time. We include both of the situations in Equation (4). Equation (5) and (6) respectively define the number of modules that share the computing resource of the same server and the same device. The equations above are subjected to:
Constraint (i) guarantees that all the modules must be executed on a specified server k (when k = 0, it refers to the mobile device itself). Constraint (ii) indicates that the binary variable x i,j,k must be either 0 or 1. When it equals to 0, the j th module of user i does not executed on server k, vise versa. Constraint (iii) shows that the first and the last module must be executed on the mobile side. Constraint (iv) and (v) make sure that the bandwidth does not exceed the total amount. Constraint (vi) limits the number of modules that are allowed to be executed on the same server. 
III. DESIGN OF ParGen
In this section, we introduce a parallel method based on the genetic algorithm to solve the problem, which is named ParGen. Fig.4 shows the flowchart of ParGen. At the beginning of the method, we divide the users into groups, and have an initial allocation of the edge cloud servers and bandwidth to the groups. Since we formulate the partitioning problem as a nonconvex 0-1 programming problem, we can only apply heuristic methods to find the relatively optimal solution. So we choose and improve the genetic algorithm which can effectively solve the single user partitioning problem based on previous work [8] . For each group, we perform the genetic algorithm on different machine simultaneously in order to obtain the initial partition. We name this phase as in-group optimization. Next, we adjust the edge cloud servers among the groups repeatedly. We name this phase as server allocation. After that, we adjust bandwidth among all users to obtain a better average throughput. We name this phase as bandwidth allocation. The servers allocation and bandwidth allocation are performed alternatively and iteratively until the increase of average throughput is under a threshold. Finally, the best partition and bandwidth allocation which bring the highest average throughput are selected. The pseudo code of ParGen is shown in Algorithm 1. In the following, we will present the details of ParGen.
Algorithm 1 Algorithm of ParGen
Input : users, servers, bandwidth, application model Output: The best partitions and bandwidth allocation 1 Divide all the users into groups; 2 Get the initial partition through In-Group Genetic Algorithm; 3 pre ← −INFINITY ; 4 cur ← average throughput of groups; 5 while cur − pre > THRESHOLD do 6 Adjust server allocation among groups; As the number of users scale up, solving the integer programming in section (1) leads to an explosion of the decision variables. Direct use of the genetic algorithm would lead to very long encoding of the solution representation and thus can not effectively converge to the optimal solution. Therefore, we divide the users into small groups, and attempt to perform the genetic algorithm for each group of users in parallel. ParGen has a preset parameter for selecting the number of groups. The users are randomly and uniformly distributed to the groups. Correspondingly the edge cloud servers and the bandwidth are initially allocated to the groups on average.
In section IV, we analyze how the number of groups in ParGen affects the performance.
B. IN-GROUP OPTIMIZATION BY GENETIC ALGORITHMS
After group division, we need to obtain the best partition within each group. To achieve our goal, we introduce a group genetic algorithm, as is shown Algorithm 2. Based on the tradition genetic algorithm, we do it in group form which is much smaller in size and takes less time to complete. Each group owns its server and bandwidth resources. In this case, we can perform group genetic algorithm in a parallel way independently, i.e., all the groups genetic methods can be executed on different machines at the same time. After that, we can obtain the best partition within each group while consuming relatively low amount of time.
Next, we are going to illustrate the detailed steps of our genetic algorithm. We regard different decisions on partitions of users as different chromosomes. The chromosome is represented by a binary vector chrom = {x 1 , x 2 , . . . , x v }. An argument NUM is to denote how many bits are used to determine the partition of one module. Each part of the vector sized NUM , denoted by x i , x i+1 , . . . , x i+NUM where i < v, can be regarded as a binary number to determine the partition of a module. When it equals 0, it indicates that this module is executed on mobile, otherwise, the module is executed on the specified server. Convert the best chromosome into partition of g;
return The best partitions;
The algorithm starts by randomly generating a group of individuals (i.e., chromosomes). NIND represents the number of individuals, and NVAR indicates the encoding length of a chromosome, denoted by NVAR = N × λ × NUM , where NUM determines the bit NUM determines the bit length of a single module partition, denoted by NUM = log 2 K + 1 . Next, the objective values of individuals, denoted by ObjV , are calculated by an objective function Objf . The objective value is the average throughput. The best chromosome with the highest throughput at this point is recorded. The fitness values, denoted by FitnV , are the same as ObjV . Then, according to the fitness value, individuals are probabilistically selected from the current population through roulette wheel selection. The selected individuals are represented by Selch. Then, the selected individuals are modified through crossover and mutation, where new individuals are created. Function Reinsert is called in order to insert these new individuals into the selected group. Finally, the individuals selected and created are reserved as the new generation of the next iteration. The whole algorithm stops when the number of generations reaches the upper bound MAXGEN . The best chromosome which has the highest average throughput among the population is chosen and converted to be our final partition.
C. SEVERS ALLOCATION
After group genetic algorithm, we need to adjust servers among all groups in order to acquire higher average throughput. To achieve this goal we introduce an algorithm to get the best solution. This process is done iteratively. At the end of the algorithm, if the overall profit of average throughput is under a threshold, the server allocation step is ended. If not, go on to the next iteration. The detailed steps are shown in Algorithm 3. VOLUME 6, 2018
Algorithm 3 Servers Allocation
Input : All the groups groups Output: groups and a boolean variable indicating whether servers are adjusted 1 for each group g in groups do 2 Calculate the benefits and decreases when one server is added and removed; The server allocation algorithm starts by calculating the benefits and decreases after adding and removing one server of each group. This procedure is done by group genetic approach on different machines simultaneously. The parameter MAXGEN should be considered carefully based on the size of a group and the encoding length, as each of the genetic methods finally should be converged to its best throughput.
Some states in the algorithm are shown in Fig.5 . After calculating the benefits and decreases, we sort them in descendent order and get the sorted index bIndex and dIndex. Two pointers a and b are set, respectively pointing to the head and tail, related to Fig. 5 (A) . Since when one server is added, there must be one server removed. Let group bIndex a be the group that one server is added to, and group dIndex b be the group one server is removed from. We move these two pointers until they meet. In the while loop, there are two situations. The first one is when group bIndex a and dIndex b are not the same (as Fig. 5 (B) shows). Then we should make sure that the number of server to be removed in group dIndex b should be greater than zero, otherwise move b backward. Next, consider whether the decision of moving a server from group dIndex b to group bIndex a will make profits. If it does, implement this allocation, otherwise, escape the while loop. The other circumstance is that group bIndex a and dIndex b are the same(as Fig. 5 (C) shows). When two indices are not adjacent, we need to move either a or b forward or backward depending on which choice will bring more profit.
Finally, we determine whether the total benefit is greater than zero. If not, we restore the state and set the boolean variable to indicate that the server has been allocated to the best condition. If the allocation does bring benefit, we update the group state, and then repeat the steps above until we obtain the maximum average throughput of the current partition.
D. BANDWIDTH ALLOCATION
The process of bandwidth allocation is similar to the server allocation process except that it can directly calculate the benefit and decrease by adjusting a unit of bandwidth without performing group genetic algorithm. The allocation unit for bandwidth is the denoted by a parameter bw which is a small portion of the total bandwidth. Besides, the allocation of bandwidth is performed on each user rather than group. The bandwidth allocation algorithm is also implemented iteratively until the growth of average throughput is under a threshold. The detailed steps of the whole process are shown in Algorithm 4. 
Theorem 1 (Complexity): Given λ users and each of them runs an application of N modules, the complexity of Algorithm 4 is O(N λ).
Proof: In the bandwidth allocation algorithm, the major cost comes from these two parts: the while loop and the calculation of benefits and decreases. In the while loop process, two pointers relatively move within a λ-length array from one side to the other until they meet. The worst case is when each time we move either i or j, which needs λ iteration. In average case, the algorithm may terminate as the allocation no longer brings profit or we move both i and j in one iteration. Overall, the complexity of the while loop is O(λ).
As for the benefits and decreases calculation, we need λ iterations in order to obtain the benefit and decrease of an user. In each iteration, first we need to determine whether the critical channel is on edge or on module. In the case of module, we just need O(1) operations. While in the case of edge, we have to go through all modules in order to find the maximum cost among them, which obviously costs N times of iteration. Therefore, the complexity of this process is O(N λ).
To sum up, the complexity of the algorithm is O(λ + N λ), which can be simplified to O(N λ).
F. BENCHMARK SEQUENTIAL SOLUTION
Here, we introduce a benchmark solution which can also solve the partition problem. Instead of dividing users in groups, we can perform genetic algorithm on all users sequentially. The advantage of this method is that it gets rid of the step of server allocation, which requires implementation of genetic algorithm. However, the encoding length of one chromosome will be much larger than the one of our previous parallel method, since we regard the whole partition as individual. In this case, though it takes only one execution of genetic algorithm to complete, the number of generation needed to obtain the best partition may be extremely large. Besides, with the increasing encoding length of chromosomes, the computation cost of one iteration will become more significant, and the algorithm may not converge to an ideal result. We will evaluate this approach and compare it with our parallel solution in the next section.
IV. EVALUATION A. ENVIRONMENT SETUP AND METRICS
In our evaluation experiments, we generate a number of users and servers, as well as the total bandwidth to be divided. On the local side, we implemented a graph generator to generate a weighted streaming application graph with 8 nodes, including 1 start node and 1 end node. Each user has the same data flow graph but the cost of each module running locally, denoted by w i,j , is different. On the cloud side, we assume that each server can simultaneously run 4 modules with a fixed cost C j for module j, which is about 1 10 of the local cost. The transmission cost between two nodes is constant for all the users. The set up of parameters for each experiment is shown in TABLE 2, where γ represents the number of users per group. MAXGEN refers to the maximum number generation in genetic algorithm. In each experiment, we choose one parameter as variable, which is indicated by '*', while keeping other parameters constant.
The experimental environment is simulated on Matlab. Our hardware environment includes three computer running MDCE (Matlab Distribute Computing Engine) service. The three computers are connected through local area network. Each of them has a 4-core, 2.6G HZ CPU and can support up to four workers to perform tasks at the same time. One of the computers serves as the head node which is responsible for job scheduling, while the other computers serve as the worker nodes. One worker can run genetic algorithm for one group independently and simultaneously. The simulation environment is presented in Fig.6 . The evaluation metrics we concern on are described as follows.
• Metric 1: Average throughput. As in the previous part, we have illustrated that throughput is the main measurement of data stream application performance. Therefore, it is necessary to regard average throughput as the main performance measure for multi-user partitioning problem. The average throughput of the system is defined by
In the equation, tp i is the cost of the critical channel of user i which can either be a module or an edge. The higher the throughput is, the better the performance can be.
• Metric 2: Running time of the algorithm. The running time of the algorithm is the execution time of in-group optimization steps, server allocation and bandwidth allocation. It is considered as an important evaluation factor to evaluate the efficiency of the approach.
• Metric 3: Processor occupancy rate. The processor occupancy rate is chosen as an evaluation metric when we measure the effect of core number. Given a specific number of cores, the processor occupancy rate refers to the percentage of time when the processors are working. In Matlab, if we add one worker of a new computer to the cluster, in reality all the cores rather than one core will perform tasks simultaneously. Therefore, we measure the processor occupancy rate of a computer in the following way. Given the total number of cores n, the number of workers w on our cluster as well as the occupancy rate β i of core i, the processor occupancy rate β of this computer is denoted by
The overall processor occupancy rate of all the computers is the average of β on each of them. A higher processor occupancy rate means the greater resource utilization which is an important factor of parallel algorithms.
B. RESULT 1) OVERALL PERFORMANCE
To evaluate the overall performance of our parallel algorithm, we need to study the effect of the number of cores. The set up of parameters is shown in experiment No.1. In ideal situation, the increase of core number should bring the same amount of profit in running time. However, in reality, it does not. Therefore, it is necessary to study the effect of core number to our experimental metrics.
The results are shown in Fig.7 . Fig.7(a) presents the relationship between core number and throughput. Notation pre and cur respectively present the throughput before and after one iteration of the algorithm. Obviously, the number of cores has little effect on the throughput. As for Fig.7(b) , the execution time gradually decreases with the increasing core number. This effect is remarkable when the core number changes from 4 to 5 or 8 to 10, which indicates that an additional computer is added to the cluster. From Fig.7(c) , the processor occupancy rate reaches a peak value about 95% when we have 5 cores. As we add more cores into the cluster, the processor occupancy rate drops down to 60%, because there are more idle cores during execution time.
We also perform tests on the sequential algorithm. The parameters are set according to the previous experiment, but there is only one core working. According to TABLE 3, the result shows that it normally takes about 3200s for the algorithm to complete, while the average throughput can only reach about 9s −1 . According to the best result in our parallel algorithm, the execution time is 3 times less than the sequential one while the average throughput is 30% higher. When we perform our algorithm in groups, we can reduce execution time by doing it in parallel. In addition, compared with the sequential algorithm, the genetic algorithm is executed on relatively small group of users. With a shorter encoding length of gene, it can obtain a higher throughput under the same generation. Above all, there is no doubt that our parallel method has much greater performance over the sequential algorithm.
2) EFFECT OF GROUP NUMBER TO THE PERFORMANCE
The number of groups is an essential parameter for our parallel algorithm, as the genetic algorithms which are the bottleneck, are performed independently on each group. The environment set up is shown in experiment No.2. In each test, we keep the total number of user λ constant and change the number of groups as variable. The number of groups is denoted by λ γ . The two metrics are throughput and running time. Results are shown in Fig. 8 and Fig.9 . Fig. 8 presents the effect of group number on average throughput. At first, the average throughput increases as the group number grows. It occurs when the number of groups is relatively small (from 5 groups to 16 groups), which also implies that the size of each group is quite large (from 40 user per group to 12 user per group). In this case, with a fixed parameter MAXGEN of 300, the genetic algorithm can not fully converge. As a result, the increase in group numbers can bring much benefit to average throughput. However, when the group number is over 16, the genetic algorithm can converge to the best throughput. This explanation can also apply to the fluctuation around 6 groups. As a result, the number of groups has little effect on throughput when the number of groups exceeds 16 . Fig. 9 indicates the relationship between group number and time. We can see that the time drops rapidly at first and then gradually rise again. This phenomenon is because of the tradeoff between the size of groups and the number of groups. At first, as the group number rises, the size of group drops very quickly. In this period, the extremely large size of groups is the bottleneck of the genetic algorithms because the encoding length of genes in each group is quite long. As the group number grows, the size of group rises more and more slowly, and the large number of groups becomes the bottleneck as we have to perform genetic algorithms on a extensive number of groups. In conclusion, under this configuration, we can reach the best performance by setting the group number to around 16.
3) SENSITIVITY TEST
In this section, we are going to introduce the sensitivity test on three important variables, including user number, VOLUME 6, 2018 Table 2 . Results are presented in Fig.10 .
In sensitivity test of user number, from the perspective of overall trend, the throughput gradually decreases and the running time increases as we add users to the system. With a constant amount of resources, i.e., servers and total bandwidth, the average throughput will drop as more users are added because the resources need to be distributed among more users. Besides, the growth of users will result in a larger number of groups, which lengthens the code of genes in genetic algorithm. Therefore, the execution time rises as we add users to the system.
As for the sensitivity test of server number, we gradually increase the number of servers from 90 to 300. The result indicates the overall trend of the effect. As we add servers to the system, the average throughput and running time grows. The growth speed of execution time is slower than the previous user sensitivity test, because in genetic algorithm, the number of server k is logarithmically encoded. The growth speed of throughput gradually slows down when the server number is over 250, as the number of servers has nearly satisfied all the users in the system, the increase in servers has less effect to throughput than before.
Finally, sensitivity test of bandwidth we study the relationship between total bandwidth and the first two metrics. We assume that initially, the throughput is distributed averagely to all the users. It is obvious that the increase of bandwidth will bring profits to average throughput because the transmission time drops as more bandwidth is provided. However, as is indicated in Fig.10(f) , bandwidth has no effect on running time of the algorithm. The running time keeps steady as the bandwidth changes.
V. RELATED WORK
In this section, we present the related works in mobile edge computing and mobile cloud computation partitioning.
• Mobile Edge Computing. The related researches on mobile edge computing include architecture design [2] , [3] , application system design [4] , data management [6] and performance optimization [5] , [7] as well as computation partitioning [1] . Ceselli et al. [2] designs an edge cloud network in order to correctly place cloudlet on available sites as well as assign sets of access points. Tou et al. [3] presents a tree-based hierarchy of geo-distributed servers to efficiently handle the peak load and satisfy the requirements of remote program execution. Yan et al. [4] proposes a hybrid edge cloud and application framework for HTTP adaptive streaming. Guo et al. [5] studies the joint optimization of two dimensional allocation(time-division and orthogonal frequency-division multiple access) and Rodrigues et al. [7] presents a method for minimizing service delay in twocloudlet scenario. Zeydan et al. [6] puts forward a model and method for big data caching, aiming at avoiding long latency in accessing data from remote Internet. Chen et al. studies multi-user computation offloading for mobile edge cloud computing. They prove that it is a NP-hard problem and therefore designed a game theoretic approach to solve it [1] .
The related researches above for mobile edge computing have studied the computation partitioning for multiple users, which is close to the topic we discuss. However, it fails to consider the allocation of limited bandwidth on edge servers. Our paper studies the computation partitioning as well as bandwidth allocation for multiple users for mobile edge computing. Besides, our method can be applied to data stream application which is more complex and efficient.
• Mobile Cloud Computation partitioning. The most related works are computation partitioning in mobile cloud computing. We present these works in term of the issues of computation partitioning such as application modeling, environment parameters estimation and implementation.
There exist three application models: procedure call model, service invocation model and dataflow model. The works [15] , [16] , [21] pertain to the procedure call mode. A procedure call tree or graph is used to model the structure of the application. The partitioning problem is to decide for each procedure whether it should be offloaded or not. The works [17] , [18] pertain to the service invocation model. The work [18] builds the partitioning system based on a distributed service computing platform. References [20] and [25] model the applications as dataflow graphs in which each node is the stage, and each edge indicates the data dependence between the two connecting stages.
Environment parameters estimation includes the estimation of network status and device status. MAUI [15] conducts an online estimation of the network parameters such as bandwidth and latency through the recent offloading opportunities. It updates the estimation by transferring one 10K file to the server. CloneCloud [16] calculates optimal partitions of application under various execution conditions in offline phase. The partitions and corresponding execution conditions are stored at the database on the device. In online phase, the system estimates the execution condition and searches the matching partition from the database. References [20] and [22] directly estimate the running time of each stage and data transmission time between the stages. This approach avoids the overhead of estimation for the network and device status.
In terms of implementation of mobile-cloud computation partitioning, there exist three approaches, client-server communication, VMs migration, and mobile agent. Reference [22] use the client-server communication method to implement the partitioned execution. The method requires the pre-installation of the program codes on the cloud servers. Scavenger [23] uses mobile agent to implement the remote execution. Dynamic deployment of application is realized in this approach. However, it needs agent management that causes overhead on the mobile devices. References [16] , [17] , [21] , [22] , and [26] implement the partitioned execution by Virtual Machine migration. The method does not require preinstallation of application on the cloud side.
Compared with Mobile Edge computing, traditional mobile cloud computing has the disadvantage of high latency because data needs to be sent to distant data centers over the Internet back and forth. Especially for data stream applications, their performance will be seriously affected if adopting cloud computing because they need to process a large amount of data continuously and require high throughput. In Mobile Edge computing, such limitation is addressed as there are edge servers located at the edge of network, which are much closer to our mobile devices. Nevertheless, the computation and bandwidth resources on edge servers are rather limited [1] . As a result, we need to design a time efficient method for computation partitioning and bandwidth allocation on limited resources.
Moreover, the related works in computation partitioning either consider the computation partitioning for a single user, or have high time cost in multi-user computation partitioning. Our paper focuses on the design of time efficient method for partitioning the data stream applications especially when there exist a large number of users.
VI. CONCLUSION
In this paper, we study the multi-user computation partitioning for data stream applications in mobile edge computing. We present a parallel and time efficient method, named ParGen, to solve this problem. Our method starts by dividing all the users into small groups, and then perform genetic algorithm on each group in parallel to obtain the in-group optimal result. After that, we improve the result by repeatedly adjusting the server and bandwidth allocation until the average throughput converges to a stable value. In the optimization, the in-group genetic algorithms are done in parallel. After extensive simulations, we conclude that ParGen significantly outperforms the benchmark algorithm like the original genetic algorithm. His research interests include distributed computing and SOA, operating systems, software engineering, and large-scale application design and development.
