In this paper, we prove new upper bounds on the complexity of the Certi ed Write All Problem with respect to an adaptive adversary. Our strongest result is that for any > 0, there exists an O(p 1+ ) work algorithm for the p processor, p memory cell write all. We also give a randomize O(p 2 log p) work algorithm for a p processor p 2 memory cell write all.
Introduction
A fundamental problem in asynchronous computation is to have p processors set n memory cells to a xed value, and then signal the completion of the task. This problem is important in its own right as well as capturing the di culty of other problems in asynchronous computation, such as the step-by-step simulation of a synchronous computation on an asynchronous machine.
Formally, the input to the Certi ed Write All Problem is an array B 1: : n] and a variable c. The variables are all initialized to 0. The problem is to set all the variables to 1, with the restriction that c cannot be set to 1 until all the B i]'s are guaranteed to be 1. We have p processors available. We assume a fully asynchronous model, where processors read and write to a global memory.
Each processor issues a stream of read and write instructions. A computation is an interleaving of these instructins. We are interested in worst case asynchronous computation, so we consider the interleaving which maximizes the cost of the computation. A common way to view this is to assume an all powerful (or adaptive) adversary constructs the interleaving sequence.
We use the work measure as the cost of the algorithm. The work of the algorithm is the total number of instructions executed up until the point that the problem is solved.
The write all problem was introduced by Kanellakis ) work (log 2 3 1:79). Our algorithm can be viewed as an extention of their method. They also established an (p log p) work lower bound for the write-all problem.
Block write algorithm
In the writeall problem, we must write to n memory cells using p processors. The di culty is that an adversary controls the order in which the processors execute. The adversary can cause all processors to halt except for one. This means that a processor must write to all memory cells when the other processors appear to have stopped. To avoid using (np) work, processors must detect when other processors have written to regions of memory.
One method for reducing the work is to have the processors perform block writes. The memory is divided into blocks B 1 ; : : :; B k , each of size b. Each block B i has an associated completion bit b i . A block write to B i is done by rst reading b i , and if b i is 0, writing to the memory cells of B i , and then setting b i to 1. In other words, B i is written to only if the completion bit is not set when the write begins. If the processors perform block writes in the same order, then the adversary can cause (pn) work by having the processors execute in lock step. However, if the processors perform block writes in di erent orders, then the worst case work can be reduced. For example, suppose that there are two processors P 1 and P 2 , and two blocks B 1 and B 2 . P 1 does block writes in the order B 1 ; B 2 , and P 2 does block writes in the order B 2 ; B 1 . Either b 2 = 1 when P 1 reaches B 2 , or b 1 = 1 when P 2 reach B 1 . This means that the amount of work is at most 3 2 n+7 instead of 2n. (The \+7" comes from reading and writing completion bits.) All of our algorithms are based upon using this idea to limit the amount of duplicated work.
The block write algorithm has each processor perform block writes to all cells. The order of the block writes is governed by a di erent permutation for each processor. A processor with permutation = 1 ; : : : ; k performs the block writes in the order B 1 ; : : :; B k . We discuss how to analyze the performance of this algorithm, and how to pick the permutations to use. We also generalize the algorithm to work with hierarchies of blocks to get di erent performance bounds.
The adversary chooses an interleaving of the instruction streams to maximize the amount of work. We can summarize this order by looking at the order in which the completion bits are set to 1. For a xed interleaving of instructions, there is a permutation = 1 ; : : : ; k such that the assignments to the completion bits occur in the order b 1 ; : : :; b k .
A processor succeeds on a block write if the completion bit is zero when the write starts, so that the processor writes to the cells of the block. We want to be able to compute the maximum number of successful block writes for a processor, given the processor's permutation and the adversaries interleaving . A processor maximizes its number of successful block writes by having the writes occur as early as possible in the interleaving sequence subject to the constraint that they are consistent with . For example, suppose = (4; 3; 1; 5; 2; 6) and = (3; 4; 6; 1; 2; 5). The processor can succeed in its writes to blocks B 4 ; B 1 and B 5 . In general, a processor can succeed in its write to block B i , if the blocks B 1 ; : : : ; B i?1 are completed before B i according the to permutation . This means that i occurs in after 1 ; : : :; i?1 . The permutation ?1 gives the position of i in the permutation , so the permutation ?1 gives the position of i in . We shall now turn our attention to bounding the number of left-to-right maxima in a set of permutations before returning to the writeall algorithms.
Contention of permutations
We de ne the contention of a set of permutations in order to quantify the worst case work that an adversary can cause. This allows us to express our bounds in terms of a simple combinatorial quantity. In this section, we assume that permutations are over the set f1; : : : ; ng unless we say otherwise. A random permutation is a permutation which has been chosen uniformly from the set of all permutations of f1; : : : ; ng, and a set of random permutations is a set of independently chosen random permutations. The harmonic series is H n = P n j=1 1 j . This quantity occurs in our bounds on contention of permutations. The value of H n is very close to the natural logarithm, satisfying the bound: lnn H n ln n + 1. Let = 1 ; : : :; n be a permutation. We say i is a left-to-right maxima if i > k for k < i. It is well known that the expected number of left-to-right maxima in a random permutation is H n Knu73]. We need a bound on the expected number of left-to-right maxima in a set of n random permutations.
We use LR( ) to denote the number of left-to-right maxima in a permutation and LR(S) to denote the total number of left-to-right maxima in a set S of permutations, so LR(S) = P 2S LR( ). We begin with a lemma which can be used to analyze the distribution of LR( ) when is a random permutation.
Lemma 2 Suppose = 1 ; : : :; n is a random permutation. For 1 i n, let X i = 1 if i is a left-to-right maxima and X i = 0 otherwise. The random variables X 1 ; : : :; X n are independent random variables with Prob X i = 1] = 1 i .
Proof: The proof is by induction. The key to the proof is to generate random permutations by an algorithm which converts a random permutation on f1; : : : ; n ? 1g into a random permutation on f1; : : : ; ng without changing the values of X 1 ; : : :; X n?1 .
Our method for generating a random permutation is: n . This holds for any permutation 0 , so there is no conditioning between the X 1 ; : : : ; X n?1 and X n , so the random variables are independent.
From Lemma 2 it follows that if S is a set of n random permutations, then the expected size of LR(S) is nH n . We need to show that it is very unlikely for LR(S) to be larger than cnH n for some c. Our proof relies on a \Cherno bound" due to Raghavan. We restate his result here for completeness. Lemma 4 Let S be a set of n random permutations. The probability that LR(S) > 3nH n is at most 1 2 n n! .
Proof: Let S = f 1 ; : : : ; n g be a set of random permutations. If n 3 the result is trivial, so we assume n 4. Let X ij be a random variable that is one if i j is a left-to-right maximum in i and zero otherwise. The key observation for the proof is that this is a set of independent random variables. It is clear that random variables which correspond to di erent permutations are independent, and Lemma 2 shows that random variables associated with the same permutation are also independent. Let = e n ln n = 1 n n < 1 2 n n! :
(We use the assumption that n 4 in the last inequality.) For permutations and , the contention of with respect to (denoted Cont( ; )) is de ned to be LR( ?1 ). For a set S of permutations and a permutation , the contention of S with respect to is de ned Cont(S; ) = P 2S Cont( ; ). The maximum contention of S is Cont(S) = max Cont(S; ). We will show that there exists a set S of n permutations with Cont(S) 3nH n . First, we show that Lemma 4 applies, and then we prove the theorem using a probabilistic argument.
Lemma 5 Let be a xed permutation and S a set of n random permutations. The probability that Cont(S; ) > 3nH n is at most 1 2 n n! .
Proof: The set of permutations S 0 = f ?1 j 2 Sg is a random set of permutations since multiplication by a xed permutation can be viewed as a one-to-one mapping. Lemma 4 applies directly to give the result.
We now prove that there exists a set of permutations with low contention. Our proof is based on the probabilistic method pioneered by Erd os ES74], where we show the existence of a set with a certain property by showing that a random set has the property with probability greater than zero.
Theorem 1 Let S be a random set of n permutations. The probability that Cont(S) > 3nH n is at most 1 2 n .
Proof: We say that a set S of n permutations is bad for a permutation if Cont(S; ) > 3nH n . By Lemma 5 the probability that a random set of n permutations is bad for a xed is less than 1 2 n n! . Summing over all permutations shows that with probability less than 1 2 n , a random set of n permutations is bad for some .
Corollary 1 There exists a set of S permutations with Cont(S) 3nH n .
Randomized algorithms for the write-all problem
We use the results of the previous sections to derive several writeall algorithms. The algorithms di er in their ratios of processors to memory locations. The algorithms perform block writes in an order given by a random set of permutations. The following lemma relates the amount of work to the contention.
Lemma 6 Let S = Proof: If the adversary xes the order of writes to b 1 ; : : : ; b p to the permutation , then Lemma 1 says that the number of successful block writes for processor j is at most Cont( j ; ). If we sum over all processors, the number of successful block writes for interleaving is at most Cont(S; ). Hence, Cont(S) is an upper bound on the number of successful block writes.
Our rst algorithm is for the case n = p 2 , so we want to write to p 2 memory locations using p processors. In this case, we use the Block Write algorithm described in Section 2. The memory is divided into p blocks of size p. A set S = f 1 ; : : :; p g of random permutations on f1; : : :; pg is constructed. The code for processor j is: Proof: We divide the processors into groups G i = fP i1 ; : : :; P i p p g. A group G i succeeds in a block write to B k if at least one processor in the group succeeds. By considering permutations of writes to b 1 ; : : :; b p p , Lemma 6 implies that the number of successful group writes is at most Cont(S).
When group G i has a successful write to B k , we make the pessimistic assumption that all processors in the group succeed. Lemma 6 now implies that the number of successful writes by processors in G i to the small blocks in B k1 ; : : :; B k p p is at most Cont(S), and the associated work is O( p pCont(S) + p). Putting these two together, we get a work bound of p pCont 
Deterministic algorithm for the write-all problem
We can adapt the ideas used in the randomized algorithm to get a deterministic algorithm. The only use of randomness is that we do not know how to construct a set of permutations with low contention, so we rely on using a random set, which is good with overwhelming probability. In our deterministic algorithm we increase the number of levels of recursion. As the number of levels of recursion increases, the size of the permutations decreases. When we reduce the size of the permutations used to a constant q, we claim that we can nd a good set in constant time by a brute force search. The brute force algorithm tests every set of q permutations by evaluating the set's contention with respect to all permutations. This takes O( q!!q 2 log q) time, which is a constant. We show that for any > 0, there exists a deterministic p-processor algorithm for writing to p memory cells that takes O(p 1+ ) work. Suppose p = q d for integers q and d. We view the computation as taking place on a q-ary tree of height d. Each internal node of the tree contains a single bit, which corresponds to the completion bit of a block, and the leaf nodes contain the memory cells. We use a set S = f 1 ; : : : ; q g of permutations over f1; : : : ; qg with Cont(S) 3qH q . The existence of such a set is guaranteed by Corollary 1. When a processor is at a node, it visits the children of that node in an order given by a permutation of S. We label the processors with distinct strings of length d over the alphabet f1; : : :; qg. Since each processor will write to all of the cells in the absence of other processors, it is easy to see that the algorithm solves the writeall problem. We now establish the work bound.
We divide the processors into groups, with the groups indexed by strings over f1; : : :; qg.
For , a string of length l, the group G l is the set of all processors whose name has as a pre x the string . We say that G l has a successful write to B l if some processor in G l makes a call to BlockWriteIII (l; ). The next lemma is the key to the performance analysis.
Lemma 8 If G l has a successful write to B l , then there are at most Cont(S) pairs s and t where G l+1 s has a successful write to B l+1 t .
Proof: Suppose that G l has a successful write to B l . Assume that every processor in G l is successful in writing to B l . A processor in G l+1 s reads and writes b l+1 1 ; : : : ; b l+1 q in the order given by s . This is precisely the situation covered in Lemma 6, so the number of pairs of s and t where G l+1 s has a successful write to B l+1 t is at most Cont(S).
We can now prove the main theorem. We refer to a successful write of G l to B l as a write on level l. log (c 0 log q) log q p ] = log q p log log q c 0 = log p log log q c 0 = log q: So W cp 1+log log q c 0 =log q :
Since log log q c = log q ! 0, for any > 0 we can nd a q such that W p 1+ .
