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1 Introduction
Let X be a complex algebraic variety, and X◦ ⊂ X be the smooth part of X.
Consider the scheme L(X) of formal arcs in X. The C-points of L(X) are just maps
D = SpecC[[t]] → X (see, for example, [DL] for a definition of L(X) as a scheme).
Let L◦(X) be the open subscheme of arcs whose image is not contained in X \X◦.
Fix an arc γ : D → X in L◦(X), and let L(X)γ be the formal neighborhood of γ in
L(X). The purpose of this paper is to prove the following.
Theorem 1.1 There exists a scheme Y = Y (γ) of finite type over C, and a point
y ∈ Y (C), such that:
L(X)γ ∼= Yy ×D
∞,
the formal neighborhood of y in Y , times a product of countably many copies of D.
The finite-dimensional piece Yy may be called the parameter space of a versal
deformation of γ. It gives a model for the singularity of L(X) at γ. It is not hard
to check that the analytic germ (Y, y) is determined uniquely up to multiplying
by a finite-dimensional vector space. We note, as a pitfall, that the embedding
Yy → L
◦(X) given by Theorem 1.1 does not extend to a map of the analytic germ
(Y, y)→ (L◦(X), γ). Intuitively, this is because the versal deformation captures the
breaking-up of singularities, but the formal disc has only one point.
The study of formal arcs in an algebraic variety was originated by J. Nash in
[Na]. It has been a focus of much recent activity (see [Ba], [DL]). However, this
recent work has mostly concentrated on the spaces of truncated arcs.
We expect the singularities of the spaces Y (γ) to arise in many problems in-
volving maps of smooth curves into singular varieties, or other objects which can be
locally described as such maps. The original motivating example of this is the work
of Feigin, Finkelberg, Kuznetsov, and Mirkovic´ (see [K], [FK], [FFKM], and their
∗
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references) on quasimap spaces QDα . Conjecturally, the singularities of the Q
D
α are
the same as those of L◦(X), where X = G/U is the affine closure of the quotient of
an algebraic group by the unipotent radical of a Borel.
Theorem 1.1 was conjectured by V. Drinfeld [Dr]. Drinfeld also proved a weaker
version of it, in which the finite-dimensional piece Yy is not identified as the formal
neighborhood of a point of a scheme of finite type.
The paper is organized as follows. In Section 2 we prove a lemma about plane
curves depending on parameters on which the proof of Theorem 1.1 is based. The-
orem 1.1 is proved in Section 3, and Section 4 contains a few simple examples.
We would like to thank V. Drinfeld for generously sharing his ideas. We are also
grateful to A. Braverman and D. Gaitsgory for many useful conversations, and to
R. Vakil for his help with Lemma 3.13.
A notational convention. Throughout this paper, a test-ring A is a finite-
dimensional, local commutative C-algebra with 1. If S is a scheme over C, and
p ∈ S(C) is a C-point, we think of the formal neighborhood Sp in terms of its
functor of points: A 7→ Sp(A), from test-rings to sets.
2 Plane Curves Depending on Parameters
In this section, we prove a lemma about plane curves depending on parameters which
will be used in the proof of Theorem 1.1. Let f(x, y) be a polynomial vanishing at
the origin. Denote the curve {f(x, y) = 0} by C. Let U be a small neighborhood of
0 in C2. Assume that f has no critical points in U \ {0}. In addition, assume that
C∩U = C1∪C2, where C1 is a smooth analytic branch of C, which is tangent to the
x-axis at 0, and C1 ∩C2 = {0}. In other words, we have f |U = f1 · f2, where f1, f2 :
U → C are analytic functions, the differential d0f1 = y, and f1(x, y) = f2(x, y) = 0
implies x = y = 0.
Let m be the multiplicity of 0 as a point of intersection of C1 and C2. In other
words, m is the order of vanishing of the restriction f2|C1 at 0. Pick a large integer
M , and let C[x, y]≤M ⊂ C[x, y] be the affine space of all polynomials of degree ≤M .
Denote by P a small analytic neighborhood of f in C[x, y]≤M . Let R ⊂ P be the
locus of g ∈ P , such that the curve {g(x, y) = 0} has an analytic branch near the
origin which is C∞-close to C1. We may choose a neighborhood D of zero in C,
such that for any g ∈ R, there is a unique analytic function hg : D → C satisfying
g(t, hg(t)) = 0 for all t ∈ D. Let bk(g) be the k-th coefficient of the Taylor series for
hg, so that hg(t) =
∑∞
k=0 bk(g)·t
k. Finally, let Rf ⊂ Pf be the formal neighborhoods
of f in R and P .
Lemma 2.1 (i) R is a smooth analytic subvariety of P , of codimension m.
(ii) R is a local analytic branch of some algebraic subvariety of C[x, y]≤M .
(iii) The functions bk : R→ C are complex analytic.
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(iv) Let A be a test-ring with maximal ideal m. Then Rf (A) is the set of all
f˜ ⊂ A[x, y]≤M such that f˜ ≡ f (mod m), and there exists an h˜ ∈ A[[t]] satisfying
h˜ ≡ hf (mod m) and f˜(x, h˜(x)) ≡ 0.
Our proof of Lemma 2.1 will use the following basic result of Tougeron (see [To]).
Lemma 2.2 [AVG, Part I, Ch 6.3] Let f : (Cr, 0) → (C, 0) be a germ of a complex
analytic function with an isolated singularity at the origin. Then there exists an
n ∈ Z+, such that any germ f
′ : (Cr, 0) → (C, 0), with the same n-jet as f , is
analytically right-equivalent to f . ✷
Both [To] and [AVG] state Lemma 2.2 for real C∞ functions. However, the proof
in [AVG] goes through word-for-word in the complex analytic setting.
Proof of Lemma 2.1: The set P gives a right-versal deformation of the singularity
of f at the origin (see [AVG] for a discussion of versal deformations of singularities of
functions). Therefore, to prove (i), (iii), and (iv), we can replace f by any polynomial
f ′ which satisfies the hypothesis of the lemma, and is analytically right-equivalent
to f near zero. Using Lemma 2.2, it is not hard to check that such an f ′ can be
chosen to be divisible by y. In other words, in the proof of parts (i), (iii), and (iv),
we can assume that C1 is the x-axis. We proceed with this assumption.
Part (iii) is a combination of the Cauchy integral formula and the implicit func-
tion theorem. To be precise, fix a small ǫ > 0, and let Sǫ be the ǫ-circle in the
x-axis. Then the {bk(g)} can be computed as the positive Fourier coefficients of
the restriction hg|Sǫ . But this restriction depends analytically on g, by the implicit
function theorem.
Note that this argument shows that we have a uniform bound on the size of the
bk = bk(g) in terms of the size of g − f . More precisely, let
g(x, y) = f(x, y) +
∑
i,j
ci,j x
iyj
(0 ≤ i, j ≤M). Then there exists a σ > 0 such that:
|bk| < σ · ǫ
−k ·max
i,j
|ci,j|, (1)
for any g ∈ R, and any k ∈ Z+.
Turning now to part (i), let f(x, y) =
∑
i,j
ai,j x
iyj (ai,j ∈ C). By assumption,
ai,0 = 0 for all i, and ai,1 = 0 for i < m. Our proof of part (i) is based on analyzing
the identity g(x, hg(x)) = 0. Specifically, setting each coefficient of the power series
g(x, hg(x)) ∈ C[[x]] to zero, we obtain an infinite system of equations in the {ci,j}
and the {bk}. Let us inspect the first few equations of this system. We write O(b
2)
for terms that contain a product of at least two of the bk.
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c0,0 + c0,1 b0 +O(b
2) = 0
c1,0 + c1,1 b0 + c0,1 b1 +O(b
2) = 0
c2,0 + c2,1 b0 + c1,1 b1 + c0,1 b2 +O(b
2) = 0
. . . (2)
cm,0 + am,1 b0 + cm,1 b0 + cm−1,1 b1 + . . . + c0,1 bm +O(b
2) = 0
cm+1,0 + am+1,1 b0 + cm+1,1 b0 + cm,1 b1 + . . .+ c0,1 bm+1 +O(b
2) = 0
. . .
We are interested in finding small solutions {ci,j , bk} of the system (2). For this,
let us first fix a test-ring A with maximal ideal m, and look for solutions {ci,j, bk} in
m (while the ai,j are still in C). Let I = {0, . . . ,M}
2 \ {0, . . . ,m − 1} × {0}. Then
it is obvious from inspecting the system (2) that it has a unique solution for any
{ci,j ∈ m}(i,j)∈I . Indeed, we can first construct the solution modulo m
2 by solving the
first equation for c0,0, the second equation for c1,0, . . . , the m-th equation for cm−1,0,
the (m+1)-st equation for b0, the (m+2)-nd equation for b1, and so on. Note that
at this stage we have c0,0, c1,0, . . . , cm−1,0 ∈ m
2. Once the solution is constructed
modulo m2, we can go back to the first equation and solve for c0,0 modulo m
3, and
so on.
This observation means that there are power series s0, . . . , sm−1 ∈ C[[ci,j ]](i,j)∈I ,
such that for any solution {ci,j , bk} of (2) in the maximal ideal of any test-ring, we
have:
cl,0 = sl(ci,j)(i,j)∈I , for l = 0, . . . ,m− 1. (3)
It is a straightforward exercise in combinatorics to show that the coefficients of
the power series sl can not grow super-exponentially, and that the sl all converge in
some neighborhood of zero in CI . It follows that the locus R ⊂ P is the submanifold
defined by the equations (3), where the ci,j are now small complex numbers. The
passage from the formal solution of (2) to the solution in small {ci,j , bk} presents
no difficulties because of the estimate (1). This completes the proof of (i).
For part (iv), note that
Pf (A) = {f˜ ⊂ A[x, y]
≤M | f˜ ≡ f (mod m)}.
Any f˜ ∈ Pf (A) can be written as f˜(x, y) = f(x, y) +
∑
i,j
ci,j x
iyj, with ci,j ∈ m
(0 ≤ i, j ≤ M). The point f˜ is in Rf (A) if and only if the {ci,j} satisfy equations
(3). By construction, this means that there exist {bk ∈ m}k∈Z+ , such that {ci,j, bk}
is a solution of (2). Setting h˜ =
∑∞
k=0 bk · t
k proves part (iv).
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For part (ii), let Z ⊂ C[x, y]≤M be the set of all polynomials g(x, y) such that
the curve {g(x, y) = 0} has at least m singular points (counted with multiplicities).
Then Z is a closed subvariety of C[x, y]≤M , containing R. A generic point g ∈ R
corresponds to a curve with m simple double points q1, . . . , qm near the origin. Let
g˜ ∈ P be a polynomial very near g. For each of the qi, the condition on g˜ that the
curve {g˜(x, y) = 0} has a double point near qi is smooth of codimension 1. Further-
more, if M is sufficiently large, these conditions for different qi are independent. It
follows that the codimension of Z at g is m. Therefore, R is a local analytic branch
of Z. ✷
Remark 2.3 The proof above shows that the tangent space TfR ⊂ TfP is the
coordinate plane c0,0 = c1,0 = . . . = cm−1,0 = 0.
3 Proof of Theorem 1.1
We break the proof up into six steps.
Step 1: Approximating by analytic arcs. Without loss of generality, we may
assume that X is a closed subvariety of a finite-dimensional vector space U , and
that γ(0) is the origin. Below, we state three preliminary lemmas whose proofs are
routine. For n ∈ Z+, let Dn = SpecC[t]/t
n+1, and let A(X, γ, n) be the set of all
arcs α : D → X which agree with γ on Dn.
Lemma 3.1 For any n ∈ Z+, there exists an analytic α ∈ A(X, γ, n). ✷
Lemma 3.2 There is an n(γ) ∈ Z+, such that the limit limt→0 Tα(t)X is the same
for all analytic α ∈ A(X, γ, n(γ)). We call this limit V = V (γ); it is a linear
subspace of U of dimension d = dimX. ✷
Choose a direct sum decomposition U = V ⊕ W . Let p : U → V be the
projection along W , and p∗ : L(X) → L(V ) be the map induced by p. We will use
the abbreviation p∗γ = pγ. Denote by A(V, pγ, n) the set of all arcs β : D → V
which agree with pγ on Dn.
Lemma 3.3 The number n(γ) in Lemma 3.2 can be chosen so that, for any choice
of W , the map p∗ induces a bijection A(X, γ, n(γ)) ∼= A(V, pγ, n(γ)) which takes
analytic arcs to analytic arcs.
Proof: Fix a Hermitian metric on U . Let B(x, r) (x ∈ X, r > 0) be the r-ball
around x. It suffices to choose n(γ) so that for some analytic α ∈ A(X, γ, n(γ)),
and every small t 6= 0, the restriction of p to X ∩ B(α(t), |t|n(γ)−1) is injective. ✷
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Step 2: Truncating the arc. Since V is a vector space, an arc in V has well-
defined higher derivatives. Therefore, for any N ∈ Z+, we can write
L(V ) = L(V )≤N × L(V )>N , (4)
where L(V )≤N = {β : D → V | β(n)(0) = 0, for n > N}, and L(V )>N = {β : D →
V | β(n)(0) = 0, for n ≤ N}.
Lemma 3.4 For any sufficiently large N , there exists an analytic arc α : D → X
such that:
(i) α agrees with γ on DN ;
(ii) p∗α ∈ L(V )
≤N ; and
(iii) L(X)α is isomorphic to L(X)γ .
Proof: The idea is to use the fact that L(X) has a very rich set of symmetries.
Specifically, any map t 7→ ξt from the formal disc to the vector fields on X produces
a vector field ξˆ on L(X). Such a vector field, in turn, produces a time-1 flow map
Ξ1 : L(X)
ξ → L(X). This Ξ1 should be understood as follows. Let X
ξ(C) be the set
of C-points of X where the time-1 flow of ξ0 is defined (it is an open subset ofX(C) in
the analytic topology). Let now A be a test-ring. Denote by L(X)ξ(A) ⊂ L(X)(A)
the set of all maps SpecA×D → X which send the unique C-point of the domain
to Xξ(C). Then Ξ1 is a natural transformation between the functor A 7→ L(X)
ξ(A)
and the functor A 7→ L(X)(A).
Pick a set of coordinates (u1, . . . , ud) on V , and consider the basic vector fields
( ∂
∂u1
, . . . , ∂
∂ud
). They lift to meromorphic vector fields (p∗ ∂
∂u1
, . . . , p∗ ∂
∂ud
) on X◦.
We may choose regular functions (g1, . . . , gd) on X to ‘cancel out the poles’ of
(p∗ ∂
∂u1
, . . . , p∗ ∂
∂ud
), so that each ηi = gi · p
∗ ∂
∂ui
is a regular vector field on X. Note
that the image of γ is not contained in the closure of the critical set of the restriction
of p to X◦. This means that the gi can be chosen not to vanish identically along
γ. Let ni be the order of vanishing of gi along γ, that is, the smallest n such that
the n-th coefficient (gi ◦ γ)n 6= 0. Set N0 = max(n1, . . . , nd, n(γ)), where n(γ) is as
in Step 1. The claims of the lemma will hold for any N ≥ N0. Fix such a number
N . We construct the arc α in a series of d steps. As a first approximation we take
α0 = γ. The first step is accomplished by the following claim.
Claim: There is a unique f ∈ tN+1−n1 ·C[[t]] with the following property. Define a
family ξt of vector fields on X by ξt = f(t) · η1. Let ξˆ be the corresponding vector
field on L(X), and Ξ1 be the time-1 flow of ξˆ. Let α1 = Ξ1(α0). Then α1 agrees
with α0 on DN , and u1 ◦ p∗α1 is a polynomial of degree ≤ N .
To prove the claim, we construct the power series
f =
∞∑
i=N+1−n1
fi · t
i
6
inductively, coefficient by coefficient. Let (g1 ◦ γ)n1 be the first non-zero coefficient
of g1 ◦ γ, and (u1 ◦ p∗γ)N+1 be the (N + 1)-st coefficient of u1 ◦ p∗γ. We set
fN+1−n1 = −
(u1 ◦ p∗γ)N+1
(g1 ◦ γ)n1
.
This ensures that (u1 ◦ p∗α1)N+1 = 0. Once fN+1−n1 is fixed, the next coefficient,
fN+2−n1 , is determined uniquely by the requirement (u1 ◦ p∗α1)N+2 = 0, and so on.
Note that the time-1 flow map Ξ1 restricts to an isomorphism of formal neighbor-
hoods: L(X)α0
∼= L(X)α1 .
The next d − 1 steps of the construction are completely analogous. Each time
we obtain an arc αk (k = 2, . . . , n) which agrees with αk−1 on DN , and satisfies:
ui ◦ p∗αk = ui ◦ p∗αk−1, for i 6= k, and uk ◦ p∗αk is a polynomial of degree ≤ N .
In the end, we obtain the required arc α = αd. Claims (i)-(iii) of the lemma follow
from the construction, and the complex analyticity of α follows from Lemma 3.3. ✷
Step 3: General position assumptions. Using Lemma 3.4, we can assume from
now on that the arc γ is analytic, and that the image of γ is a local branch of some
algebraic curve. For the arguments in Steps 5 and 6, we will also need to assume
that the complement W is in general position with respect to γ. The purpose of
Step 3 is to specify this general position assumption.
Given any x1 6= x2 in X, denote by L(x1, x2) ⊂ U the straight line through x1
and x2. For x ∈ X, let
K(x) =
⋃
x′∈X\{x}
L(x, x′) ⊂ U,
and let K¯(x) be the closure of K(x) in U . Given an analytic arc α ∈ L(X), let
K(α) = lim
t→0
K¯(α(t)) ⊂ U . Note that K(α) automatically contains K(α(0)).
Lemma 3.5 The set K(γ) is a closed algebraic cone, with dimK(α) ≤ d+ 1. ✷
Given an analytic arc α ∈ L(X), we denote by Dα ⊂ C a small disc around the
origin, such that α can be viewed as a map Dα → X. We also let D
◦
α = Dα \ {0}.
Lemma 3.6 For a suitably generic choice of the complement W to V in U , there
is a positive integer N = N(W ), such that for any analytic α ∈ A(X, γ,N), there
is a neighborhood U of 0 in U , such that:
(i) dim(W ∩K(α)) ≤ 1.
(ii) W ∩X ∩ U = {0}.
(iii) The intersection p−1(p ◦ α(D◦α)) ∩X ∩ U in contained in X
◦.
(iv) The intersection in part (iii) is transverse. That is, p−1(p ◦ α(D◦α)) ∩ U is
transverse to X◦ ∩ U as (non locally closed) submanifolds of U .
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Proof: This is a standard general position argument. The complement W is chosen
as follows. Let C(X) ⊂ U be the tangent cone of X at zero; it is a conical subvariety
of U of dimension d. Write Xsing = X \X◦. For x ∈ X, let
S(x) =
⋃
x′∈Xsing\{x}
L(x, x′) ⊂ U,
and let S¯(x) be the closure of S(x) in U . Let S(γ) = limt→0 S¯(α(t)). By analogy
with Lemma 3.5, S(γ) is a closed algebraic cone, with dimS(γ) ≤ d.
Let c = dimU − dimV . Define P◦ to be the set of all affine c-planes in U which
have a point of non-transverse intersection with X◦. Let P be the closure of P◦ in
the Grassmannian of all affine c-planes. For any x ∈ X, let P(x) the set of all P ∈ P
passing through x. By standard general position, P(x) is a proper, closed subvariety
of the Grassmannian of all c-planes through x. Set P(γ) = limt→0 P(γ(t)); it is a
proper, closed subvariety of the Grassmannian of linear c-planes in U . To satisfy
conditions (i) - (iv) of the lemma, it is enough to choose W so that:
(1) dim(W ∩K(γ)) ≤ 1;
(2) W ∩ C(X) = {0};
(3) W ∩ S(γ) = {0};
(4) W /∈ P(γ).
Manifestly, each of these four conditions is Zariski open and dense. ✷
Using Lemmas 3.6 and 3.4, we assume from now on that the arc γ and the
complement W satisfy conditions (i) - (iv) of Lemma 3.6, and that pγ ∈ L(V )≤N
for some large N ∈ Z+.
Step 4: A product decomposition.
Lemma 3.7 The map p∗ : L(X)→ L(V ) induces a closed immersion
L(X)γ →֒ L(V )pγ .
The differential dγp∗ : TγL(X)→ TpγL(V ) is an isomorphism.
Proof: This is an exercise in the inverse function theorem. ✷
Decomposition (4) induces a decomposition of formal neighborhoods
L(V )pγ = L(V )
≤N
pγ × L(V )
>N
pγ .
Let p∗L(X)γ ⊂ L(V )pγ be the image of the closed immersion in Lemma 3.7. Set
F = p∗L(X)γ ∩ L(V )
≤N
pγ .
Lemma 3.8 We have p∗L(X)γ ⊃ L(V )
>N
pγ , and
p∗L(X)γ ∼= F ×L(V )
>N
pγ .
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Proof: Containment p∗L(X)γ ⊃ L(V )
>N
pγ follows from Lemma 3.3. The proof of
the product decomposition is similar to the proof of Lemma 3.4. We sketch it below,
continuing with the notation of the proof of Lemma 3.4.
Define an index set J ⊂ {1, . . . , d} × Z+ by J = {(i, k) | k > N − ni}. Write C
J
for the set of all maps a : J → C. For any a ∈ CJ , let
ξat =
∑
(i,k)∈J
a(i, k) tk · ηi ;
this gives a family of vector fields onX parametrized byD. Let ξˆa be the correspond-
ing vector field on L(X), and Ξa1 : L(X)
ξa → L(X) be the time-1 flow of ξˆa. Define
a map Ψ : F ×CJ → L(V ) by Ψ(α, a) = p∗Ξ
a
1(α), where α ∈ F (A) for some test-ring
A. It is not hard to check that Ψ induces an isomorphism Ψ(γ,0) : F×D
J ∼= p∗L(X)γ ,
and that the image Ψ(γ,0)({γ} ×D
J) = L(V )>Npγ . ✷
Step 5: Generic projections. In order to prove Theorem 1.1, we now need to
identify the finite-dimensional piece F ⊂ L(V )≤Npγ . Our strategy is to present F as
an intersection of finitely many closed subschemes of L(V )≤Npγ ; then to analyze each
of them using the results of Section 2.
For l ∈W ∗, define πl : U → V ⊕C by (v,w) 7→ (v, l(w)). Let W
∗,◦ ⊂W ∗ be the
set of all l, such that γ(t) lands in the domain of injectivity of the restriction πl|X
(that is, X ∩ π−1l (πl ◦ γ(t)) = {γ(t)}), for small t.
Lemma 3.9 The subset W ∗,◦ ⊂W ∗ is non-empty and Zariski open.
Proof: This follow from condition (i) of Lemma 3.6. ✷
Pick a basis L of W ∗, such that L ⊂ W ∗,◦. For each l ∈ L, let Xl = πl(X) ⊂
V ⊕ C, and γl = πl ◦ γ : D → Xl. We can make all the constructions of Step 4 for
each of the arcs γl. In particular, we obtain a finite piece Fl = p∗L(Xl)γl ∩L(V )
≤N
pγ ,
for each l.
Lemma 3.10 We have F =
⋂
l∈L Fl, as subschemes of L(V )
≤N
pγ .
Proof: Let A be a test-ring with maximal ideal m, and α ∈ L(V )≤Npγ (A) be a map
SpecA×D → V . Let D◦ = SpecC((t)) ⊂ D be the punctured formal disc, γ◦ be the
restriction of γ to D◦, and α◦ be the restriction of α to SpecA×D◦. Then there is a
unique map α˜◦ : SpecA×D◦ → X such that α˜◦ restricted to D◦(= SpecA/m×D◦)
equals γ◦, and p ◦ α˜◦ = α◦.
By definition, α ∈ F (A) if and only if α˜◦ extends to a map of SpecA×D. This
will happen if and only if l ◦ α˜◦ ∈ A[[t]], for all l ∈ L. But for each individual l, this
condition is equivalent to saying that α ∈ Fl(A). ✷
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Step 6: Reduction to plane curves. We now proceed to identify each of the Fl
(l ∈ L). Consider coordinates (u1, . . . , ud, z) on V ⊕ C, such that C is the z-axis,
and V is the plane {z = 0}. Let φl(u1, . . . , ud, z) be the defining equation of the
hypersurface Xl ⊂ V ⊕ C. Define an evaluation map ψl : L(V )
≤N → C[x, y] by
ψl : β 7→ φl((u1 ◦ β)(x), . . . , (ud ◦ β)(x), y),
and let fl = ψl(pγ).
Lemma 3.11 The polynomial fl ∈ C[x, y] has no critical points in some punctured
neighborhood of the origin.
Proof: This follows from conditions (ii) - (iv) of Lemma 3.6. ✷
The rest of the proof is based on applying Lemma 2.1 to f = fl. Let C ⊂ C
2 be
the curve {f(x, y) = 0}, and (C1, 0) ⊂ (C, 0) be the germ of the graph {y = z◦γl(x)}.
Fix an integer M ≫ N · deg(φl), and let P = Pl be a small analytic neighborhood
of f in C[x, y]≤M . Based on this data, we can define the locus R = Rl ⊂ Pl
as in Section 2. Consider the formal neighborhoods (Rl)f ⊂ (Pl)f , and the map
(ψl)pγ : L(V )
≤N
pγ → (Pl)f induced by ψl.
Lemma 3.12 We have: Fl = (ψl)
−1
pγ (Rl)f .
Proof: Begin with the inclusion Fl ⊂ (ψl)
−1
f (Rl)f . Let A be a test-ring, and
α ∈ Fl(A). This means that α ∈ L(V )
≤N
pγ (A) admits a lift α˜ : SpecA × D → Xl
such that α˜|D = γl, and p ◦ α˜ = α. Consider the image
f˜ = (ψl)pγ (α) ∈ (Pl)f (A) ⊂ A[x, y]
≤M .
Let h˜ ∈ A[[t]] be the composition z ◦ α˜ : SpecA×D → C. It is a tautology that f˜
and h˜ satisfy the conditions of Lemma 2.1 (iv). Inclusion ⊂ follows. The opposite
inclusion in analogous. ✷
To complete the proof of Theorem 1.1, we need a basic result of M. Artin.
Lemma 3.13 [Ar, Corollary 2.1] Let E ∼= Cn be an affine space, Z ⊂ E be a
closed algebraic subvariety, and e be a point in Z. Suppose the analytic germ (Z, e)
is reducible: (Z, e) = (Z1, e) ∪ (Z2, e). Then there exists an etale neighborhood
π : E˜◦ → E◦ ⊂ E of e in E, and a point e˜ ∈ π−1(e), such that the preimage
Z˜ = π−1(Z) is reducible as an algebraic variety: Z˜ = Z˜1 ∪ Z˜2, and π induces an
isomorphism of analytic germs (Z˜1, e˜) ∼= (Z1, e). ✷
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Let now E =
∏
l∈L C[x, y]
≤M , where M ≫ N · deg(φl) for all l. We have a map
ψ : L(V )≤N → E given, in components, by the {ψl}l∈L. Let e = ψ(γ) = {fl}l∈L.
For each l ∈ L, let Zl ⊂ C[x, y]
≤M be a closed subvariety having Rl as an analytic
irreducible component near fl (cf. Lemma 2.1 (ii)). Let Z =
∏
l∈L Zl ⊂ E, and
Z1 =
∏
l∈LRl. Then Z1 is an analytic component of Z near e. Applying Lemma
3.13, we obtain an etale neighborhood π : E˜◦ → E◦ ⊂ E of e, a point e˜ ∈ π−1(e),
and an irreducible component Z˜1 of Z˜ = π
−1(Z), such that (Z˜1, e˜) ∼= (Z1, e). The
scheme Y of Theorem 1.1 is defined as the fiber product Y = L(V )≤N ×E Z˜1, and
the point y is taken to be (γ, e˜). The theorem follows from Lemmas 3.8, 3.10, and
3.12.
4 Examples
The proof of Theorem 1.1 described above is far from being constructive. Here are
a few simple examples where we can explicitly present the versal deformation of an
arc.
Example 1. Let X = {(x, y, z) ∈ C3 | xy = z2}, and γ ∈ L◦(X) be the arc
γ(t) = (t, 0, 0). Then the scheme Y = Y (γ) of Theorem 1.1 is just a double point:
Y = SpecC[a]/(a2). The point y ∈ Y (C) is the only C-point of Y , and a versal
deformation α : Yy × D → X of γ is given by α(a, t) = (t, 0, a). Note that this
means that “topologically” γ is a smooth point of L◦(X).
Example 2. Let now X = {(x, y, z) ∈ C2+r | xy = z2} be the quadric cone in
C
2+r, for any r ≥ 1. Here z ∈ Cr, and z2 ∈ C is the standard dot-product z · z. Let
γ ∈ L◦(X) be the arc γ(t) = (t, 0, 0). Then Y = Y (γ) is the quadric cone in Cr:
Y = {w ∈ Cr | w2 = 0} (in its reduced structure, if r > 1). The point y ∈ Y (C) is
zero, and a versal deformation α : Yy ×D → X of γ is given by α(w, t) = (t, 0, w).
Note that this means that γ “lies on a stratum of codimension r − 1 in L◦(X).”
Example 3. Let X be as in Example 2, and γ ∈ L◦(X) be the arc γ(t) = (t2, 0, 0).
Then Y = {(a, b, v, w) ∈ C× C× Cr × Cr | aw2 = v2, b w2 = 2vw} (in its reduced
structure). The point y ∈ Y (C) is zero, and a versal deformation α : Yy ×D → X
of γ is given by α(a, b, v, w, t) = (a + b t + t2, w2, v + t w). This means that γ “lies
on a stratum of codimension 2r in L◦(X).”
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