Abstract-It is shown that the encoding/decoding problem for any asynchronous -user discrete memoryless multiple-access channel can be reduced to corresponding problems for at most 2 1 single-user discrete memoryless channels. This result, which extends a similar result for Gaussian channels, reduces the seemingly hard task of finding good multiple-access codes to the much better understood task of finding good codes for single-user channels. As a by-product, some interesting properties of the capacity region of -user asynchronous discrete memoryless channels are derived.
I. INTRODUCTION
R ATE-SPLITTING multiple-access (RSMA) is a new multiple-access technique that allows one to approach any rate in the capacity region of any (asynchronous) discrete memoryless multiple-access channel using essentially only two powerful error-control codes at each transmitter and the corresponding decoders at the receiver.
Consider an -user discrete memoryless multiple-access channel. This is defined in terms of finite-input alphabets , , an output alphabet , and a stochastic matrix with entries describing the probability that the channel output is when the inputs are . Define to be the set of rate tuples such that (1) Manuscript received October 28, 1996 ; revised October 1, 1999 and October 1, 2000. The work of B. Rimoldi was supported by National Science Foundation under Grants NCR-9357689 and NCR-9304763. The material in this paper was presented in part at the IEEE International Symposium on Information Theory, Whistler, BC, September [17] [18] [19] [20] [21] [22] 1995 where we introduce the convenient notations
and denotes the nonnegative real numbers. The capacity region depends on whether or not there is synchronism. For a discrete-time channel (the only type of channel considered in this paper), synchronism means codeword synchronism. This refers to the ability of the transmitters to ensure that codeword boundaries are aligned at the receiver. If this is the case, then the channel is synchronous. Otherwise, it is asynchronous.
The capacity region for either the synchronous or asynchronous channel may be described in terms of the region (6) where the union is over all product input distributions. Ahlswede [1] and Liao [2] proved that the capacity region of the synchronous channel is the closure of the convex hull of . This was also proved by Slepian and Wolf [3] as a special case of a more general result. Subsequently, Poltyrev [4] and Hui and Humblet [5] showed that the capacity region of the asynchronous channel is the closure of . 1 In many instances is already convex and, hence, the synchronous and the asynchronous capacity region coincide. Nevertheless, there are channels where this is not the case [7] .
For each input distribution , there are certain points 2 in that are known to be achievable via successive decoding. These are the points which, after a possible re-indexing, fulfill (7) Such rate tuples can be achieved as follows. The decoder consists of constituent decoders, one for each user. The 1 It should be pointed out that if it is not possible to guarantee alignment of codeword boundaries at the receiver (hence, the channel is asynchronous according to our definition) but one can guarantee that codeword boundaries lie within a (possibly large but) fixed number of time indexes, then the capacity region of this channel is the closure of the convex hull of C (as for the synchronous channel) [6] . This is so because one can choose the codeword length sufficiently large to guarantee that the misalignment has a negligible effect. 2 Throughout the paper, the terms "points" and "rate tuples" will be used interchangeably.
0018-9448/01$10.00 © 2001 IEEE constituent decoder of user 1 observes the channel output (sequence) and decodes the first codeword without additional information. Its decision is passed (as a form of side information) to the constituent decoder of user 2. In general, the constituent decoder of user observes the channel output and receives the decisions made by the constituent decoders with index smaller than . Hence, the name successive decoding. For the outline of a proof showing that successive decoding indeed allows one to approach any rate that satisfies (7) we refer to Appendix C.
As discussed in Appendix A, there is a one-to-one correspondence between rate tuples that fulfill (7) with equality and those vertices of the region which have maximum sum rate. Hence, in the sequel we will refer to these rate tuples as vertices.
The fact that vertices of the region fulfill (7) with equality was first observed in the Gaussian case by Bergmans and Cover [8] and independently by Wyner [9] . Another account of this idea was given in [10] . For the Gaussian case, the decoding procedure described above is particularly simple, since decoded users can simply be subtracted from the received word. Alternative names for this decoding procedure are onion peeling, stripping, and successive cancellation. To emphasize that this procedure, when applicable, also simplifies the search for good codes and thus affects both the encoder and the decoder, we will refer to it as single-user coding. An equally valid name is superposition coding. 3 Rate tuples contained in but not of the type described above were previously known to be attainable only by one of two methods. The first method known to achieve these difficult rate tuples was time sharing between vertices. This approach can require as many as multiple-access codes, each multiple-access code requiring individual codes (one for each user). Thus, this scheme requires on the order of individual codes. More-over, time sharing requires synchronization among users. 4 The second approach to achieve these difficult rate tuples is joint decoding of all users, as shown in [12] . This is very difficult to implement in practice since random codes have a decoding complexity of the order of , where is the block length, and since the construction of (joint) codes in such a way as to approach the achievable rate region seems to be a formidable task. To our knowledge, the only channel model with a nontrivial capacity region for which explicit codes have been constructed to achieve all rate points in the capacity region is the collision channel without feedback studied by Massey and Mathys [13] . For the -user synchronous binary-input real-adder channel (which is noiseless), a family of asymptotically optimal codes with two codewords per user has been constructed [14] . For a survey on codes for specific multiple-access channels see [15, Introduction] .
The practical implication of this paper is that the tasks of constructing good codes for an -user discrete memoryless multiple-access channel, of encoding, and of decoding can be reduced to those corresponding to a set of up to independent (and asynchronous) point-to-point discrete memoryless channels. More precisely, we prove that any point in the capacity region of an asynchronous discrete memoryless multiple-access channel can be achieved in the manner shown by the general block diagram in Fig. 1 . From the original -input channel we create a "virtual channel" with up to inputs. The original sources are split into "virtual sources." Virtual sources are interfaced to virtual inputs via point-to-point errorcontrol codes for discrete memoryless channels. The receiver performs single-user decoding. Proving that the rate tuple can be achieved as shown in Fig. 1 is equivalent to showing that the rate tuple is a vertex of the region of the newly created channel.
Rate splitting was first used by Carleial for the two-user interference channel and the two-user Gaussian multiple-access channel [16] . Subsequently, van der Meulen outlined the analogous proof for two-user discrete memoryless multiple-access channels [17] . The results equivalent to the one in this paper for the Gaussian multiple-access channel were proved in [18] . This paper is organized in the following way. In Section II, we prove that RSMA with at most virtual inputs can indeed achieve any point in the capacity region of an asynchronous discrete memoryless -user multiple-access channel. In Section III, we show a stronger result, namely, that any point in the capacity region of an asynchronous discrete memoryless multiple-access channel can be achieved as shown in Fig. 1, i .e., with user 1 un-split and at most two virtual users per original user. For the reader who is mainly interested in understanding the idea behind RSMA for discrete memoryless multiple-access channels we suggest focusing attention on the one-and two-user examples of the following section.
II. RSMA WITH AT MOST VIRTUAL USERS
In this section, we show that RSMA allows one to approach any point in the capacity region of an -user channel with at most virtual users. For a given -user discrete memoryless multiple-access channel , let be a rate tuple contained in the union region . This implies that there exists an input distribution such that is contained in
In the sequel, we will assume that the input distribution has been fixed and we will focus on rate tuples contained in . The region is a convex polytope. 5 
Definition 1 [Dominant Face]:
The dominant face of is the convex polytope consisting of all points such that (8) This is the set of rate tuples in which have maximum sum rate.
Any point in is dominated (with respect to the standard partial order on ) by a point in the dominant face. 6 Hence, it suffices to restrict our attention to the dominant face of .
A key tool in this paper is the chain rule for mutual information (Chain Rule) which holds for any . If are independent random variables (which is always the case in this paper) then we obtain the alternative version (Chain Rule for Independent Inputs) 5 A few basic facts on convex polytopes may be found in Section II-A. 6 This follows from the fact that, as observed by Hanly, Tse, and Whiting [19] , [20] , R is actually a convex polytope of a special kind called bounded polymatroid. One of the properties of bounded polymatroids is that they have a face that dominates every point.
Both versions of the chain rule still hold if we condition each mutual information by where . As a first application of the chain rule we derive an alternative description of the dominant face which will be useful in Section III. From (1) and (8), we obtain Hence, (1) and (8) imply (9) Conversely, it is straightforward to verify that the latter set of inequalities implies (1) and (8) . Hence, we may write
The most important concept in this paper is the notion of splitting of a channel input. This is done by connecting the channel input under consideration to the output of a function where is the alphabet of the channel input being split. To the newly created inputs (the inputs to ) we assign the probability mass functions (pmfs) and and we let and be independent random variables with pmfs and , respectively. There are many functions that can be used to split a specific input. In any case, to split a channel input we will need to know its alphabet and the pmf assigned to it. Hence, a channel input will be characterized by a pair . , where and are independent random variables with pmf and , respectively. In words, the pmf of the output of when the inputs are and is , regardless of . This property ensures that the channel input has the predetermined pmf . ii) For fixed values of and and and as in i), is a continuous function of . Moreover, for , (i.e., is independent of ) whereas for and any , puts all of its mass on one element (i.e., is completely determined by ). This property ensures that by varying we can choose the amount of mutual information between and (or and ).
The following example shows that it is possible to find a family of with the desired properties.
Example 3 [Splitting Function]:
Without loss of generality let the channel input alphabet be . For this example, it is more convenient to work with distribution functions instead of pmfs. In general, we will use capital letters to denote distribution functions and lower case letters for the corresponding pmfs. Hence, Let , , be an arbitrary (target) distribution function assigned to channel input . For every , let be a random variable with distribution function (10) and let be an independent random variable with distribution function (11) Let the splitting function be the function that maps to .
Now we show that all the requirements in Definition 2 are met. First, it is straightforward to verify that and are indeed distributions. For i) we need to show that has distribution function , regardless of . This follows from
For ii) we determine which is a continuous function of . Moreover, implies and thus (which is independent of ) whereas implies and . Some intuition behind this choice of splitting function can be gained from the case . Consider the sample space and construct random variables , , and as shown in Fig. 2 . The vertical and horizontal separations are varied (continuously in ) in such a way as to keep the area of the lower left square constant and equal to . When the vertical separation is at the right end, equals , whereas when the horizontal separation is to the top, equals .
Example 4 [Gaussian Channel]:
Although we focus in this paper on the case of finite-input alphabets the approach can be extended to the case of infinite-or even continuous-input alphabets. The key example is the additive white Gaussian channel with average power constraint . In this case, it is particularly appealing to pick the input distributions on and to be Gaussian with variance and , respectively, and to let . It is easy to check that this splitting function fulfills Definition 2 when rephrased in the appropriate way for densities instead of pmfs. This particular splitting function has been investigated in detail in [18] .
The key implications of the conditions required in Definition 2 are summarized in the following two lemmas.
, be an arbitrary function and let , , , , and be random variables such that form a Markov chain. Then (12) Proof: That the left-hand side in (12) is greater or equal to the right-hand side follows since and uniquely determine . The reverse inequality follows from the data processing inequality since, by assumption, .
Although the invariance lemma holds for any function , we will use it with functions according to Definition 2. The continuity of (see ii) of Definition 2) implies the continuity of as shown from the following chain of equalities:
The continuity of the mutual information with respect to the underlying distributions in turn implies the continuity of . That the range of is contained in follows from the following chain of inequalities:
That the end points of the interval are in the image of follows from ii) in Definition 2. That every point in between is also in the image of follows from the continuity of with respect to and the intermediate value theorem [21] . 
A. The Single-User Case
If there is only one user, it may not seem very useful to split it into two virtual users-after all, our main motivation is to reduce the multiple-access coding/decoding problem to multiple point-to-point coding/decoding problems. However, we find it instructive to start with a single user since, in spite of its simplicity, it captures the key ideas involved in our construction. We should also point out that, although outside the scope of this paper, it is of interest to explore if splitting the input of a single-user channel may make it possible to approach the channel capacity at lower complexity by using several low-rate codes instead of one high-rate code.
Consider a point-to-point channel and let be a fixed input distribution which may or may not maximize the mutual information . Let be the maximal achievable rate with input distribution . Split according to Definition 2, obtaining . By the invariance lemma we have (15) Using the chain rule for independent inputs we obtain (16) As shown in Fig. 3(a) , the function creates a new two-user channel. If the inputs to the new channel have distributions and , respectively, then the input to the original channel has distribution . Hence, the sum rate achievable on the new channel may not exceed or, equivalently, its capacity region must be contained in the region below the 45 line shown in Fig. 3(b) . We now show that the capacity region of the new channel is indeed the region below the 45 line and that it can be achieved by single-user coding. Let us agree to use the new channel by means of random codes for point-to-point channels [22, Sec. 8.7] generated according to the distributions and , respectively. By the single-user coding theorem ( [22, Sec. 8.7] ) the user of input may approach the rate (17) viewing the input as part of the stochastic behavior of the new channel, 7 i.e., assuming a point-to-point channel described by Hence, the user corresponding to may assume that and are known to the receiver and, by the single-user coding theorem, may achieve the rate (18) Equation (16) tells us that equals the maximal rate . Hence, the rate tuple lies on the 45 line as shown in Fig. 3(b) . Note that in this single-user example, the maximum rate is achievable regardless of the parameter . Moreover, the range lemma (which we did not use for this example so far but which will play a prominent role for ) implies that as varies in , the rate tuple sweeps out the 45 line. This shows that the region below the 45 line is, indeed, the capacity region of the new channel.
Example 7 [Noiseless Binary Channel]:
The simplest single-user channel, is the noiseless binary channel described by and . The capacity of this channel is , achieved if and only if the input is zero with probability . Let us use the splitting function , where . The resulting two-user channel is the binary OR channel shown in Fig. 4 . It is known (and it follows from the discussion of this subsection) that its capacity region is the set of rate tuples such that .
For , let and be binary random variables taking value with probability and , respectively, in accordance with continuously from to and as required. 8 As a by-product, the above example shows that the capacity region of the binary OR channel can be achieved by single-user coding without splitting. This is not a typical situation. The next example shows why splitting is necessary in general. It is also interesting to observe that one could have alternatively used the splitting function , which would have resulted in the binary multiplier channel [22, p. 390] .
B. The Two-User Case
Consider a two-input channel with some arbitrary but fixed product distribution on its input alphabet, let be the dominant face of the feasible region , and let . Let the split of be . Using the invariance lemma and the chain rule for independent inputs we get (19) By the range lemma (with and ), we can set such that . Define and . From the coding theorem for point-to-point channels it follows that the rate tuple is achievable via single-user coding. Moreover, (19) implies that . Stated in another way, the rate tuple is a vertex of the region of the three-user virtual channel created by and input distributions , , and . 8 At the beginning of this subsection, we commented that splitting the input to a single-user channel may be a way to approach the channel capacity at lower complexity. This is not the case for the particular channel and splitting function considered in this example where the original channel is trivial (from the point of view of achieving its capacity) whereas the resulting channels are not. Clearly, the resulting channels depend on the splitting function and there are many splitting functions that can be used. In this example, we used the general function given in Example 3 which is by no means matched to the noiseless binary channel. In [23] and [24] , a splitting function leading to two trivial channels was discussed. Vertices are exactly those rate tuples that are obtained by expanding into terms via applications of the chain rule and assigning to the value of the unique term in the expansion having the form for some set . There are ways of expanding , one for each permutation on the index set , and there are vertices of the dominant face .
The following two-user example shows why, in general, single-user coding requires splitting.
Example 8 [Binary Erasure Multiple-Access Channel]:
Consider the binary erasure multiple-access channel, defined by with , , and where addition is over the integers. This channel is shown in Fig. 6(a) .
The region is the set of rate tuples such that It is well known that and, similarly, . One can easily verify that . One can also verify that all three inequalities are satisfied with equality if and only if , i.e., if both users transmit using the uniform distribution on the input alphabet . The capacity region is therefore the region with dominant face shown in Fig. 6(b) . One might ask if, as in the previous example, we can achieve any via single-user coding without splitting. The following argument shows that this is not the case. If then where the mutual information is determined by the uniform input distributions. If we employ single-user coding and user 1 is decoded first, then from and the fact that and are both required from the single-user theorem, it follows that the latter two inequalities have to hold with equality. Hence, there is only one point of achievable via single-user coding if user 1 is decoded first. Clearly, we can reverse the roles of users 1 and 2. We see that the only rate tuples of which are achievable via single-user coding are the vertices of .
We see that we need the method of rate splitting to introduce an extra degree of freedom represented by the parameter which controls the amount of information that gives about (assuming that we split ). This parameter allows us to set without changing the distribution at the input of the original channel. This distribution cannot be changed without decreasing the achievable sum rate.
As a specific example, we now calculate the required parameters to achieve the equal rate point on the dominant face,
. We shall split . Let the splitting function be . Let and be independent binary random variables with and , according to (10) and (11) . Assume that the decoding order is , followed by , then . After some simplification, we obtain (20) By setting
, we obtain the rates (21) with and .
C. The -User Case
In a similar manner, we can apply the splitting procedure to discrete memoryless multiple-access channels with users, . In this subsection we give a simple recursive argument which yields a generalization of our two-user result. As pointed out in Section I, in this section we will show that virtual users are sufficient. The stronger result, namely, that each user has to split into at most two virtual users and one user may remain un-split, is left for Section III.
Consider an -user channel with some arbitrary but fixed product input distribution on its input alphabet, let and be the corresponding regions, and let . Applying the split to input we get . For each the inequality (22) is valid for all sufficiently small . Indeed, it is valid for since Moreover, is continuous in implying the existence of a largest interval such that (22) 
and let . Note that where in the third step we have used the invariance lemma. We next show that , where is the dominant face of channel . First note that by the invariance lemma and the definition of (27) It remains to be shown that (28) If either or then (28) follows directly from (1) by using the invariance lemma. For the remaining cases we will prove that (29) which, together with (27) and the chain rule, implies (28 . This follows from (30) and the coding theorem for memoryless multiple-access channels. Similarly, (31) says that knowing and we can decode the remaining group of users. Note that each of these three groups has size at most . From the case we know that in a two-user discrete memoryless channel every rate point can be achieved by RSMA with at most virtual inputs. Assume, by induction hypothesis, that for an -user discrete memoryless multiple-access channel, every rate tuple can be achieved by RSMA with at most virtual inputs. We just saw that an -user discrete memoryless multiple-access channel can be decomposed in one single-user channel and two multiple-access channels of size and , respectively, where . Applying the induction hypothesis on these two smaller multiple-access channels we see that any rate tuple in an -user discrete memoryless multiple-access channel can be achieved via RSMA with at most virtual inputs, which proves the claim. While we have proved that the total number of virtual inputs is bounded by , the presented proof does not exclude the possibility of one user being split several times, whereas other users remain un-split. In the next section, we present an entirely different proof which shows that indeed each user has to be split at most once. The proof of the next section is much more involved than the one given here.
III. RSMA WITH AT MOST ONE SPLIT PER USER AND ONE USER UN-SPLIT
As in the previous section, we assume that the input distribution is fixed and consider arbitrary rate tuples in the dominant face of . The aim of this section is to prove that any such rate tuple can be achieved as described in Fig. 1 .
Explicitly, for we split the input into two virtual inputs and , respectively. Input 1 will remain un-split. Recall that given , the splitting parameter uniquely specifies the input distributions of and . For a given decoding order, described by a permutation on and splitting tuple in , we let , , be the mutual information from virtual input to the output , given earlier decoded inputs. This rate may be approached by the virtual input under consideration via single-user decoding. , , is then the sum of and is a point in the region of the original channel. By varying over all possible decoding orders and splitting tuples we will show that will "cover" the entire dominant region .
The first step is to parameterize the splitting tuples and decoding orders so that becomes a function defined on some parameter space. As parameter space we choose . An order, or simply order if the number of channel inputs is understood, is a list consisting of some permutation of . For instance, for , the order specifies that the un-split input is decoded first, that input is second, input is third, input is fourth, and input is last. Sometimes it will be convenient to visualize the order via the layered configuration shown in Fig. 7 , where the upper layer is the one which is decoded first and the bottom layer is decoded last.
To associate an order to each , we first define a generalized order according to the following recursion. Let and for any positive integer let be the list obtained by interleaving with . For example, , , and . Fig. 8 shows the equivalent layered representations. Two entries of are considered consecutive if their first index (the user index) is identical and their second index differs by . In other words, and are considered consecutive. We will consider only -user orders obtained from by deleting all but two consecutive entries for each user index greater than . The remaining entries will be considered as "active." Layer is always active, as it is the only layer associated to user 1. Such an order can be specified by giving the position of the first active entry of each user. For user this is specified by an index , where . The following example illustrates the relationship between the chosen indices , the generalized order , and the derived order .
Example 9:
Let and assume that we choose and . The situation is depicted in Fig. 9 , where the active layers are labeled with bold-faced letters. The order can now conveniently be read off from top to bottom and we have in which second indexes have been relabeled with (first occurance) and (second occurrence), respectively.
The active entry is determined by the parameter as follows. We partition the unit interval into equal intervals as shown in Fig. 10 . Each such interval has width . We choose to be the index of the subinterval containing and choose the rate-sharing parameter of user as the normalized position of in its containing subinterval. Formally, for where denotes the largest integer not exceeding the enclosed number.
For every , this defines an order and a product distribution where, for notational convenience, we have suppressed the dependence on the parameter .
To the th decoded virtual input we associate the rate
The rate of user is then
As moves from to , the two consecutive active layers of user move down in the layered representation of of Fig. 9 . Notice that the transition is "smooth" in the sense that at those values of for which jumps, we merely relabel the only active virtual input of user from to . Hence, is a continuous function of . We have defined a continuous function That , which takes values in , is indeed an element of follows from Since there is no need for a parameter for user 1, we have defined the domain of the mapping to be -tuples as opposed to -tuples with set to the constant . The price for this choice is that is not defined for since its domain is an empty set. By way of convention we define . Since in the case the dominant face is also a singleton, we let be the unique map that sends the singleton to the singleton . We are now ready to state the main result of this section which states that this map is onto and, hence, that each point in the dominant face can be achieved by splitting each user at most once.
Theorem 10:
The map is onto.
Before proceeding with the proof we demonstrate the theorem by means of two specific examples which are shown in Figs. 11 and 12. Fig. 11 corresponds to a Gaussian multiple-access channel with , whereas Fig. 12 corresponds to a Gaussian multiple-access channel with . The power constraint for both examples is given by , , and . Note that the splitting function used in these figures is the one discussed in Example 4. In both cases, the lines (surfaces) corresponding to specific values of are plotted. We see that these lines (surfaces) sweep out the whole dominant face, i.e., each point of is achieved for some parameter .
Proof: Let denote the given channel and let be an arbitrary but fixed product input distribution.
We first restrict our attention to maps such that . We will call a discrete memoryless multiple-access channel with nondegenerated. To prove that under this condition the map is onto we will employ tools from algebraic topology reviewed in Appendix B. In particular, we will use the notion of degree of a continuous map. This notion is a natural extension of the more familiar notion of winding number used in complex analysis. The main property we will rely on is the fact that if the degree of a continuous map between two convex polytopes is nonzero and if the map carries boundary into boundary then the map is actually onto. We will apply this fact to our map . Since we know already that is continuous it only remains to be shown that , where and denote the topological boundaries of and of , respectively, and that , where denotes the degree of the enclosed function. We shall also use some properties of the dominant face described in Appendix B, including the definition of . We start by showing that . Assume that . Then there exists an such that or . Since both cases are very similar, we will focus on the case . We want to show that with there exists a set , , such that . Recall that implies that the active layer of user is on top of all active layers of users in . We construct a set that contains , and such that its complement contains . Start with and . ( is not yet the complement of but we will add elements to and so that they become complements of each other.) Look at user . If its top active layer is on top of the active layer of user then we know that all active layers of user are on top of all active layers of users in . Hence, we add to . If the top active layer of user is below the active layer of user then we add to . By a similar argument we can add to either or . At the end, all active layers of user indexed by are above all active layers of users indexed by . Hence, . To show that we use induction on the number of inputs . Assume that for all nondegenerated discrete memoryless multiple-access channels with at most inputs. The induction is anchored for the two-user case. In this case, and and from the definition of , we have But a surjective map between two two-point sets has indeed nonzero degree. This follows from Theorem 19 v) and the fact that a two-point set is homeomorphic to , the sphere in . Hence, consider a nondegenerated discrete memoryless multiple-access channel with inputs, . Since there must exist a set , , such that . This is true since the boundary of a convex polytope of dimension has dimension and since
. Without loss of generality (reindexing if necessary), we can assume that , .
We next define a rectangular subset of which maps into and such that maps into , where and are the closures of and , respectively. Using Corollary 22 this will allow us to infer that the degree of the map is the same as the degree of its restriction to . Let where is determined in such a way that if then active layers of users indexed by are on top of active layers of users indexed by . To see that this can be done, we refer to and observe that the lowest possibly active layer of users in , call it , is the bottom layer of user . In order for the active layer of user to be below layer in we have to choose . Hence, we need to choose . Similarly, for each index we may determine as the smallest value of such that the corresponding active layer of user is just below layer in . Although the precise value of will not be needed, one can verify that it is given by As we just saw, if then . It follows that . Furthermore, by construction, since when then all active layers of users in are on top of all active layers of users in . It remains to be shown that . Fig. 13 shows the situation for the case and . Let and assume first that is on the same facet of as . More precisely, the coordinates of are arbitrary, , and must be in the closure of the complement of . It follows that there must exist an index such that (see point a in Fig. 13 ). By convention, we let be the smallest such index. Recall that was the smallest value of such that user belongs to the bottom part in the associated order. Hence, if then the active layers of user will be included in the top part, i.e., for some with . Next assume that is on a different facet of than (see point b in Fig. 13 [25] , an -polyhedron is the intersection of closed half-spaces in some . An -polytope is an -poly-hedron which is bounded. A -polytope is the convex hull of a finite set of points in some . It is a fundamental fact that every -polytope has also a representation as a -polytope and vice versa. Hence, both concepts are equivalent and we will refer to an -polytope ( -polytope) simply as convex polytope. A face of a convex polytope is the intersection of the convex polytope with a hyperplane for which the convex polytope is entirely contained in one of the two half-spaces determined by the hyperplane. Faces of convex polytopes are again convex polytopes. Let be a finite set of points in and let be the -polytope defined by this set. We say that has dimension , denoted by , if the dimension of the affine subspace for is equal to . Finally, a face of a convex polytope is called a vertex, edge, or facet of if , respectively.
For a fixed product distribution on the input, let again denote the achievable rate region as defined in (1) and be the dominant face of . As can be seen from their definitions, the regions and are convex polytopes. It can be shown that for the Gaussian case, is a facet of , i.e., is of dimension . 9 For the general discrete memoryless case, the dimension of can be strictly less than as shown in the following example.
Example 11: Let and and let . For uniform input distributions, the region is the unit square . The dominant face is the upper right corner of this region and has dimension .
Let
, , denote the intersection of with the plane . By (9) , this plane lives entirely on one side of and, therefore, the intersection yields a face of . Conversely, every face of is the intersection of one or more such . It is possible to show that for the Gaussian case is always a facet of . Again, for the general discrete memoryless case might be strictly less than as the next example shows.
Example 12: Let , , and let . One can check that for uniform input distributions whereas . Hence, is a facet of but is not a facet of .
We now describe the operational meaning of . A few definitions are in order. Let denote the channel described by the stochastic matrix with entries This is the channel with inputs indexed by when the remaining inputs are considered as "noise." Similarly, 9 One way to see this is to note that condition a) of Lemma 16, which is proved later, can never be fulfilled. This is true, since conditioning always reduces the noise level by a positive amount unless the conditioning set has zero transmit power. will denote the channel described by the stochastic matrix with entries This is the channel with inputs indexed by when the remaining inputs are available to the output. Let and denote the dominant face associated to the channel and , respectively. Explicitly and Using (1) and (8) The fact that mutual information is always nonnegative implies that any term in a chain rule expansion of (39) is also zero. Because of this (40) Further, note that due to the independence of the users and the chain rule we can write (38) as which, considering (40) and once again the independence of users, yields the result.
The above lemma suggests that when (37) holds then the multiple-access problem for the given channel decomposes into two noninterfering problems. This is the essence of the following lemma.
Lemma 15: For any , the following are equivalent: a) (41) b) (42) Proof: We will make use of the fact that (41) directly implies (39) and, hence
We now proceed to show that (41) implies (42). First, we show that . Let , and write as , , and . By (9), we require that for all such
The following chain of inequalities shows that given (41) which gives a formal way of calculating the projection of a polyhedron, this is the projection of onto the coordinates indexed by . Similarly, using (43) instead of (41), one shows that is the projection of onto the coordinates indexed by . Hence, . To prove that (42) implies (41) assume that . Let . Since we conclude that the sum rate is equal to . From we conclude that the sum rate is also equal to . The claim now follows by using the chain rule on and comparing terms.
As remarked above, for the Gaussian case is of dimension . Now we show that if for a discrete memoryless multipleaccess channel then the channel can be decomposed into several independent subchannels.
Lemma 16:
The following statements are equivalent: a) for some set , ; b)
.
Proof: If a) is true then (42) holds. Hence, which implies b).
To show that b) also implies a) we will use negation. Hence, assume to the contrary that for each ,
We will show that then . By (44), is uniquely defined given . Let be the restriction of to the first coordinates. Then, clearly,
. For a given , , let denote the hyperplane in defined by and let denote the hyperplane in defined by Let be the "slice bounded by and ," i.e., the unbounded polyhedron defined by Note that from (44),
. The convex polytope (box) has then also dimension . By the Fourier-Motzkin Elimination Theorem, [25, p. 35] ,
. We now add one to the intersection at a time. At each point, the result is again a convex polytope (since it is the intersection of a convex polytope and a convex polyhedron). It is then enough to show that, at each step , the dimension stays . Let denote the convex polytope at some step of this procedure and assume that , having verified this condition for the initial convex polytope . Take any , . Let and let
Let
. Then, by (44), there exists an such that the ball with radius and center is contained in . But is also contained in (since is convex) and .
From the last two propositions we obtain the following corollary.
Corollary 17:
The following statements are equivalent:
for some set , .
We conclude this section with some remarks about the vertices of . Instead of characterizing by the set of hyperplanes that bound it, as was done in (9), we can characterize by its vertices. To this end, we define the set of rate tuples that are achievable by stacking up always one user on top of the next one, i.e., the rate tuples of which are single-user decodable. There are different ways of doing so, each corresponding to a permutation of . Let be a permutation on and let denote the set of all such permutations. We interpret as the position that user , , gets assigned, where corresponds to the position at the very top (bottom). In this way, each defines a rate tuple with
It was observed by Hanly, Tse, and Whiting [19] , [20] that is, in fact, a bounded polymatroid. Polymatroids were introduced by Edmonds [26] , who also derived their basic properties. For an introduction to polymatroid theory see, e.g., [27] . The following lemma is a direct consequence of the fact that is a bounded polymatroid.
Lemma 18 (See [27] ): and each , , is a vertex of , where denotes the convex hull of the enclosed set.
APPENDIX B THE DEGREE OF A MAP
Assume we have a continuous map from the unit ball into itself such that , the restriction of to maps into itself. We are looking for some easily verifiable sufficient condition for the map to be surjective.
Toward this goal, we "borrow" the following facts from algebraic topology. Exact definitions and proofs of many statements below can be found in most introductory textbooks on algebraic topology such as [28] , [29] .
To the reader interested in the definition of the functor and its basic properties to [28] , [29] .)
Since it follows that . But contradicts the fact that is multiplicative with .
There would be no advantage in using to determine the surjectivity of unless there was some easy way to actually determine the degree of a given . One such way is provided by the following theorem. Let and, correspondingly, Although and are strictly speaking defined on different domains it will be useful to identify with the "equator" of by appending to the points of an extra component which is equal to zero. [30, p. 304] ): Let be a continuous map such that and and let be the restriction of to the equator of . Then .
Theorem 21 [Equator Theorem] (See
We are interested in continuous maps between convex polytopes. As discussed in [29, p. 190] , the notion of a degree of a function can be extended to this case, and all statements made in Theorem 19 and Lemma 20 are still valid, if we replace with a convex polytope of dimension and with the boundary of this polytope. 10 There are also natural extensions of Theorem 21. We will now formulate one such possible extensions which will be used in the proof of Theorem 10.
Given a convex polytope of dimension and an -dimensional convex polytope contained in , the boundary of , we denote by the complement of in . More precisely, let , where denotes the closure of the enclosed set. To simplify notation, we will use the following convention. Let be a continuous map between two -dimensional convex polytopes such that . By the remarks above, the degree of is well defined. We now define , i.e., we associate to the degree of its boundary map.
Corollary 22: Let and be two convex polytopes of dimension . Let be an -dimensional convex polytope contained in and let be a facet of . Let be a continuous map such that and and let denote the restriction of to . Then . The idea is to first exhibit a homeomorphism between and . This is shown in Fig. 14(a) . In the second step we map homeomorphically onto by projecting the points of onto as shown in Fig. 14(b) . An equivalent procedure exists for any (see Fig. 14(b) ). An equivalent procedure exists for any . We now prove the slight generalization where is still of dimension but is just contained in a facet. In light of the above proof it suffices to show that there exists a homeomorphism such that is a facet of the (necessarily) -dimensional convex polytope (apply Corollary 22 to the composite map ). Pick a point contained in the interior of . Let be the cone with apex and basis . Hence, is an -dimensional convex polytope and, since is an interior point of , . Pick a second point in the interior of . The desired homeomorphism is now determined by letting , , be the unique point where the ray from to intersects . This is shown in Fig. 15 . We need one more tool to calculate the degree of a map between convex polytopes. we conclude from our induction hypothesis that , which proves the claim.
In order to avoid fussing with special cases, we will make the following definition. Given a map between two singletons we will associate to it the degree . Note that such a map does not have a degree associated to it by our original definition since a singleton is not homeomorphic to any sphere. Nevertheless, one can check that this definition is consistent and that all above statements, if applicable, are still valid under this extended definition.
APPENDIX C ACHIEVABILITY OF VERTICES VIA SUCCESSIVE DECODING
While it is widely accepted that vertices of are achievable via successive decoding, to our knowledge no proof of this result has been published for general discrete memoryless multipleaccess channels. Below is the outline of a proof that successive decoding does indeed allow one to achieve any vertex of .
There are four issues that require attention.
1) Consider a constituent decoder, e.g., that of user . Users are decoded before use whereas users are decoded after. Both subsets of users affect the input/output behavior of the single-user channel seen by the constituent decoder at hand. Since codewords do not consist of independent and identically distributed (i.i.d.) components, these codewords turn the original multiple-access channel into a point-to-point channel with conditional distribution that varies with time and is no longer a product distribution.
2) Already decoded codewords are only estimates of the transmitted codewords. To show that the probability of error of a user goes to zero as the block length increases, one is tempted to condition on already decoded codewords being correct. This condition puts us in a probability space in which the channel is different than without conditioning. This is easily seen in terms of a Gaussian channel: if we know that a user has decoded correctly, we know that the noise lies within a certain decoding region. Conditioned on this fact, the noise is no longer Gaussian. This problem is independent of the first one. In fact, the first goes away if we use random codebooks and change the codebook after each use whereas the second persists. We circumvent the second by introducing, temporarily, a genie for each constituent decoder.
3) To make the case that successive cancellation does not requires users to be synchronized among themselves, we have to assume that codeword boundaries are not aligned. This introduces additional dependence among layers that makes the removal of the genie slightly more tricky.
4) Finally, one has to argue that there exists a code that satisfies the desired rate and probability of error for all possible delay combinations.
Using random codes, random delays, and genie-aided constituent decoders allows us to circumvent all of the above problems and compute an upper bound to the probability of error which holds for at least one code, all possible delays, and without genies.
Here is an outline of the arguments. Let be a rate tuple that satisfies (7) for some product input distribution . Fix the block length . For each user , perform the following three random experiments.
• Generate a random code of block length and rate , where is arbitrarily small. The random code of user is revealed to the encoder and to the constituent decoder of user but not to the other decoders. The constituent decoder of user is helped by a genie that knows (at all time indexes).
• Generate a random delay with uniform distribution on the set of integers . The delay of user is known to the corresponding decoder.
• Generate a sequence of independent and uniformly distributed messages.
Encode and transmit the information sequence of each user. Decode each user with the help of a genie. The channel seen at level is the one depicted in Fig. 16 . This is a discrete memoryless point-to-point channel.
By the single-user random coding argument, the probability of error at level can be made arbitrarily small by choosing a sufficiently large blocklength, provided that
We think of as being the average block-error probability of the codeword being decoded at some arbitrary but fixed time Mth level (bottom) is decoded last. Misalignment indicates that users are not block-synchronized. The vertical line indicates an arbitrary time index used to define the probability of error. The joint probability of error is the probability that at least one codeword under the vertical line is decoded incorrectly. For a successive decoder, errors made at early stages my affect subsequent decisions. Gray codewords are the ones that can potentially affect the decoding result of any codeword under the vertical line.
(indicated by a vertical line in Fig. 17) . The joint probability of error , defined as the probability that any one of the users makes an error at the indicated time, also goes to zero exponentially fast since it is upper-bounded by . By the usual argument, there must be a multiple-access code that, averaged over delays and messages, yields a joint probability of error smaller than .
There are delay combinations and so, for the above code, the error probability for the worst such combination cannot exceed . Since decreases exponentially fast in the block length , by choosing sufficiently large we make arbitrarily small. Hence, there is a fixed multiple-access code such that, when constituent decoders are helped by genies, the joint probability of error is arbitrarily small, regardless of the delay. Notice that changing the position of the reference line if Fig. 17 has the only effect of changing the relative delays. Hence, the bound applies regardless of this position. To get rid of the genies we consider a larger probability of error. Namely, the probability that at least one of the gray codewords in Fig. 17 is decoded incorrectly. These are the codewords that, through error propagation, can potentially affect the decoding result of those codewords under the vertical line when we perform successive decoding. Repeating the argument above with instead of , there must be a multiple-access code such that its average probability of error for the worst case delay is less than where on the right side of the inequality we used the union bound. This expression goes to zero exponentially fast in the block length .
But the probability that any one of the gray codewords in Fig. 17 is decoded incorrectly remains the same if we decode successively instead of using the genies.
We have shown that for any vertex of and for any , there exists a multiple-access code of rate arbitrarily close to such that, when decoded successively, it achieves probability of error smaller than , regardless of individual channel delays.
