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Seznam uporabljenih kratic
kratica anglesˇko slovensko
CNN convolutional neural network konvolucijska nevronska mrezˇa
FCN fully convolutional network popolnoma konvolucijska mrezˇa
MSI modified Swiss index modificirani Sˇvicarski indeks
CSF Cityscape dataset with
fina annotations
podatkovna zbirka Cityscape
z natancˇno oznacˇenimi podatki
CSC Cityscape dataset with
coarse annotations
podatkovna zbirka Cityscape
z grobo oznacˇenimi podatki
CSCE Cityscape dataset with
coarse extra annotations
podatkovna zbirka Cityscape
z dodatnimi grobo oznacˇenimi podatki
RSTS segmentation dataset
for road surface type
podatkovna zbirka
za segmentacijo tipa cestiˇscˇa
RST classification dataset
for road surface type
podatkovna zbirka
za klasifikacijo tipa cestiˇscˇa
FP false positive lazˇno pozitivni primer
TP true positive resnicˇno pozitivni primer
FN false negative lazˇno negativni primer
TN true negative resnicˇno negativni primer
FPR false positive rate lazˇna pozitivna stopnja
CA classification accuracy klasifikacijska tocˇnost
SSD sum of squared difference vsota kvadratnih razlik

Povzetek
Naslov: Globoko ucˇenje za segmentacijo in klasifikacijo cestiˇscˇa
Eden izmed problemov, s katerim se srecˇujejo vzdrzˇevalci cestiˇscˇ, je zah-
teva po rednem posodabljanju evidence o kvaliteti voziˇscˇ. Podatke o posˇkodbah
trenutno belezˇijo rocˇno, kar pa je cˇasovno zamudno in pogosto nekonsisten-
tno.
V nalogi smo s tem razlogom predstavili pristop k podobnemu problemu,
kjer namesto posˇkodovanosti voziˇscˇa avtomaticˇno dolocˇamo tip povrsˇine.
Za resˇevanje tega problema smo uporabili klasifikacijsko umetno nevron-
sko mrezˇo, ki temelji na arhitekturi ResNet-50. Da pa bi izboljˇsali njeno
uspesˇnost, smo v vhodne slike vkomponirali informacijo o polozˇaju cestiˇscˇa,
pridobljeno s segmentacijsko mrezˇo U-Net. Pokazali smo, kako lahko v pri-
meru segmentacije uporabimo informacijo o polozˇaju robov cestiˇscˇa in slikov-
nim elementom v neposredni blizˇini dodelimo vecˇjo utezˇ ter s tem usmerimo
pozornost mrezˇe v dele slike, kjer se napake najpogosteje nahajajo. Pokazali
smo tudi, kako v primeru delno oznacˇenih podatkov uporabimo neoznacˇene
dele slike, jim dodelimo nizˇjo utezˇ in jih nato uposˇtevamo v cˇasu ucˇenja.
Primerjali smo tudi dva pristopa k usmerjanju pozornosti klasifikacijskih
mrezˇ. Prvi pristop uporablja maskiranje vhodne slike z nicˇelno vrednostjo,
kjer je segmentacijska mrezˇa detektirala ozadje, drugi pa temelji na razsˇiritvi
vhodne slike z izhodom segmentacijske mrezˇe. Pokazali smo, da se uporaba
informacije o polozˇaju cestiˇscˇa s pomocˇjo segmentacije obrestuje, saj se mera
uspesˇnosti F1 pridobljena na testni zbirki povecˇa iz 0,947 na 0,971, v kolikor
uporabimo slednji pristop.
Kljucˇne besede
nevronske mrezˇe, segmentacija, klasifikacija, usmerjanje pozornosti, cestiˇscˇa,
racˇunalniˇski vid
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Title: Deep learning for road segmentation and classification
One of the problems road holders are facing is maintaining a record of
road’s surface quality. They acquire a vast amount of image data and then
assess the surface quality by manually inspecting those images, which is time
consuming and often inconsistent.
In this work we show how to tackle a similar problem of automatic recog-
nition of road surface type. To solve this problem we use the artificial neural
network for classification tasks based on ResNet-50 architecture. To boost
it’s performance we use the information of the road’s position in the input im-
age which is obtained with U-Net neural network for semantic segmentation.
In case of segmentation we show how to emphasize pixels located near road’s
edges and focus the network’s attention during training to the parts where
errors are most frequent. We also consider coarsely annotated images and
show how we can use unlabeled pixels assigning them lower weights during
the training process.
We compare two attention mechanisms for neural networks used for clas-
sification tasks. The first mechanism masks input images with zero values
where segmentation network detects background. The second mechanism is
based on extending the input image with an output of U-Net. We show that
by using the second approach F1 score evaluated on the test dataset improves
from 0.947 to 0.971.
Keywords





V zadnjem stoletju je v zahodni druzˇbi avto postal del vsakdana. Sˇtevilo vo-
zil se iz dneva v dan povecˇuje, hkrati pa smo na prelomni tocˇki zgodovine, ko
bodo avtonomna vozila postala nekaj obicˇajnega. Za uspesˇno avtonomnost
in varno navigacijo v prostoru, kateri smo danes pricˇa, so v glavnem zasluzˇni
cˇedalje zanesljivejˇsi senzorji, sˇe bolj pa nedavni napredki na podrocˇju obde-
lave enormne kolicˇine podatkov, ki jih senzorji proizvajajo. Cˇe za trenutek
odmislimo vse prometne predpise in nepredvidljive faktorje, kot so pesˇci in
vozila, lahko opazimo, da je za varno avtonomno vozˇnjo kljucˇnega pomena
kvalitetna in dobro vzdrzˇevana cesta. Uporabniki cestiˇscˇ to marsikdaj od-
mislimo, za samovozecˇa vozila pa je zanesljiva detekcija cestiˇscˇa in njenega
stanja bistvenega pomena.
Avtonomna vozila pa niso edina, ki zahtevajo temeljito analizo cestiˇscˇ.
Potreba po podobnem prepoznavanju cestnih posˇkodb in celovitem pregledu
stanja cestiˇscˇ prihaja tudi s strani njihovih lastnikov in vzdrzˇevalcev. Tako
kot sˇtevilo vozil se iz dneva v dan povecˇuje tudi sˇtevilo cestiˇscˇ, kar za
vzdrzˇevalce posledicˇno predstavlja tezˇji nadzor nad obrabo in posˇkodovanostjo
posameznih odsekov voziˇscˇ.
V praksi se posˇkodbe cestiˇscˇ obicˇajno ocenjujejo po metodi modificiranega
1
2 POGLAVJE 1. UVOD
Slika 1.1: Primer vozila za periodicˇno zajemanje slik cestiˇscˇa [1].
sˇvicarskega indeksa (v nadaljevanju MSI), ki uposˇteva sˇtiri vrste posˇkodbe:
razpoke, obrabo, udarne jame in krpe. MSI se izracˇuna tako, da za vsako od
sˇtirih kategorij vizualno oceni jakost in obseg posˇkodbe za 50 metrski odsek
cestiˇscˇa.
V preteklosti so vzdrzˇevalci popis posˇkodb opravljali rocˇno, pri cˇemer
so na terenu opisali ali skicirali posˇkodbe in jih kasneje vnesli v podat-
kovno bazo, ki je sluzˇila nadaljnjim analizam. Proces zajemanja informacij o
posˇkodbah je bil v preteklih letih do velike mere avtomatiziran. Danes imajo
vzdrzˇevalci vozila, opremljena s specializiranimi kamerami, ki periodicˇno za-
jemajo slike cestiˇscˇ. Primer takega vozila je prikazan na Sliki 1.1. Z njimi so
si vzdrzˇevalci pridobili ogromno podatkovno zbirko slik cestnih odsekov, ki
jih sedaj rocˇno pregledujejo in ocenjujejo njihove posˇkodbe.
Tako ocenjevanje ni le naporno in zamudno za vzdrzˇevalce, temvecˇ zna
biti tudi neobjektivno, saj dva razlicˇna ocenjevalca zaradi lastne presoje lahko
isto posˇkodbo ocenita na drugacˇen nacˇin. Zamudnost in neobjektivnost oce-
njevanja pa sta samo dva od mnogih razlogov, ki klicˇeta po avtomatizaciji
ocenjevalnega postopka.
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1.2 Umestitev problema
Zasluge, da se lahko ucˇinkovito soocˇimo s problemom avtomaticˇnega oce-
njevanja posˇkodb vozne povrsˇine, gredo nedavnim prebojem na podrocˇju
racˇunalniˇskega razumevanja slikovne vsebine. Na tem podrocˇju je zaslovela
druzˇina algoritmov t.i. umetnih nevronskih mrezˇ oziroma posebna skupina
nevronskih mrezˇ, katerih prevladujocˇa operacija je konvolucija in jih zato po-
gosto imenujemo konvolucijske nevronske mrezˇe (angl. Convolutional Neural
Network, ali krajˇse CNN).
Problematiko racˇunalniˇskega razumevanja slikovne vsebine lahko v gro-
bem razdelimo v tri kategorije: klasifikacija, detekcija oziroma lokalizacija in
segmentacija. Pri klasifikaciji slik obicˇajno zˇelimo sliko uvrstiti v eno izmed
vnaprej znanih kategorij. Pri detekciji oziroma lokalizaciji zˇelimo ugotoviti,
ali se in kje na sliki se dolocˇen objekt nahaja. Segmentacija od vseh treh
kategorij predstavlja najpodrobnejˇse razumevanje slikovne vsebine. Tu na-
povedujemo, kateri od vnaprej znanih kategoriji pripada posamezni slikovni
element. Lahko bi rekli, da gre za klasifikacijo na ravni slikovnih elementov.
Potrebno je razumeti, da kljucˇno vlogo za uspesˇno ucˇenje in delovanje
umetnih nevronskih mrezˇ igrajo ucˇni podatki. Brez le-teh nam konvolucijske
nevronske mrezˇe ne bi kaj dosti pomagale. Ucˇni podatki so sestavljeni iz
mnozˇice ucˇnih primerov, kjer slika in sliki pripadajocˇa oznaka predstavljata
en ucˇni primer. Kaksˇna je oznaka pa je odvisno od problema, ki ga zˇelimo
resˇiti. V primeru klasifikacije oznako predstavlja kategorijo, v katero spada
pripadajocˇa slika. Ko govorimo o lokalizaciji, je oznaka obicˇajno predsta-
vljena s sˇtirimi parametri - x in y koordinati ter viˇsina in sˇirina najdenega
objekta, v primeru detekcije pa sˇe kategorija, v katero spada najden objekt.
Segmentacijska oznaka pa je pravzaprav maska istih dimenzij, kot jih ima
njej pripadajocˇa slika, kjer pa vrednosti elementov predstavljajo kategorije
istolezˇnih slikovnih elementov pripadajocˇe slike. Primer segmentacijske ma-
ske je prikazan na Sliki 1.2.
Problem prepoznave kvalitete cestiˇscˇa lahko uvrstimo med klasifikacij-
ske probleme, saj posamezni sliki zˇelimo dolocˇiti vrednost, ki predstavlja
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Slika 1.2: Primer ucˇnega primera za semanticˇno segmentacijo vzet iz zbirke
Cityscape [2]. Levo vhodna slika in desno segmentacijska maska, kjer vsaka
barva ponazarja eno od kategorij.
kvaliteto cestiˇscˇa prikazanega na tej sliki. A ker obicˇajno velik del slike ne
predstavlja voziˇscˇa, bi zajeten del vhoda v nevronsko mrezˇo predstavljal sˇum.
Zato lahko celotni problem razdelimo na dva podproblema. Nasˇa prva naloga
je zaznati, kaj predstavlja cesto in kaj ozadje, pri cˇemer je ozadje definirano
kot vse, kar ni cesta. Resˇitev prvega problema nam nato predstavlja infor-
macijo o polozˇaju cestiˇscˇa, ki jo lahko uporabimo za usmerjanje pozornosti
klasifikacijske mrezˇe, s katero napovedujemo kvaliteto vozne povrsˇine.
Prvi podproblem bi lahko obravnavali kot lokalizacijski problem, saj mo-
ramo dolocˇiti, kje na sliki se nahaja cesta. V tem primeru bi bil izhod iz
nevronske mrezˇe omejitveni okvir (angl. bounding box), v katerem se na-
haja cesta. A ker lahko pricˇakujemo, da ceste niso vedno pravokotne oblike
in se na cestah pogosto nahajajo tudi kaksˇne ovire, kot na primer vozila, je
problem bolj primerno obravnavati kot segmentacijski problem. Na ta nacˇin
se resnicˇno znebimo odvecˇne informacije na sliki, ostane pa nam le del slike,
ki predstavlja cesto. Za ucˇenje nevronske mrezˇe v tem primeru poleg slik
potrebujemo sˇe njihove segmentacijske maske. Ker se plocˇniki ne razlikujejo
bistveno od cestiˇscˇa, imajo nevronske mrezˇe v praksi pogosto tezˇavo z razli-
kovanjem robnih delov cestiˇscˇa. V kolikor bi radi usmerili pozornost nevron-
ske mrezˇe na robove voziˇscˇa, je preciznost segmentacijskih mask kljucˇnega
pomena.
Na zˇalost pa vzdrzˇevalci cestiˇscˇ takih mask obicˇajno nimajo, saj je nji-
hova priprava zelo zahtevna in cˇasovno potratna. Raziskava [3] je pokazala,
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da rocˇno oznacˇevanje enega samega objekta na nivoju posameznih slikovnih
elementov v povprecˇju traja priblizˇno 80 sekund, medtem ko oznacˇevanje
na nivoju slike (torej oznacˇevanje, primerno za klasifikacijo), traja le kaksˇno
sekundo. Avtorji cˇlanka [2] pa porocˇajo, da oznacˇevanje celotne slike na
nivoju slikovnih elementov zahteva uro in pol cˇlovesˇkega truda - vkljucˇno
s kontrolo kvalitete. Za uspesˇno ucˇenje nevronskih mrezˇ obicˇajno potre-
bujemo tudi po vecˇ tisocˇ ucˇnih slik, zato se poraja vprasˇanje, ali obstaja
kaksˇna blizˇnjica, ki bi izpustila ali pa vsaj skrajˇsala potratno oznacˇevanje
posameznih slikovnih elementov. Cˇas priprave segmentacijskih oznake lahko
skrajˇsamo tako, da namesto oznacˇevanja posameznih slikovnih elementov, le
priblizˇno oznacˇimo robove cestiˇscˇa. Takim oznakam pogosto pravimo grobe
oznake, saj so obicˇajno manj natancˇne, vendar pa jih v istem cˇasu lahko
pridobimo veliko vecˇ.
1.3 Sorodna dela
Z zˇeljo po hitrejˇsem napredku na podrocˇju avtonomnih vozil se je v preteklih
letih pojavilo veliko zbirk namenjenim segmentaciji urbanih obmocˇij [2] [4].
Ker je rocˇno oznacˇevanje slik cˇasovno zahtevno, se veliko pozornosti namenja
ustvarjanju sinteticˇnih zbirk, kjer slike in oznake proizvede kar racˇunalnik [5].
Drugi pristopi so se osredotocˇili na uporabo obstojecˇih zbirk namenjenim
klasifikaciji [6]. Gre za tako imenovano oddaljeno nadzorovano ucˇenje (angl.
distantly supervised learning), kjer avtorji cˇlanka za generiranje sˇibkih se-
gmentacijskih mask cestiˇscˇa uporabljajo obstojecˇe zbirke slik drugih domen.
Sˇibke oznake nato kompenzirajo z vecˇjim sˇtevilom slik, ki jih uporabijo za
iterativno ucˇenje popolnoma konvolucijske nevronske mrezˇe.
Prav tako je bilo v preteklosti opravljenih zˇe veliko raziskav na podrocˇju
semanticˇne segmentacije cestiˇscˇa. Cˇlanek [7] predlaga izboljˇsavo segmenta-
cije z vpeljavo geometrijskih zakonitosti, pridobljenih s pomocˇjo statisticˇnih
metod, kot je mesˇanica Gaussovih modelov (angl. Gaussian Mixture Mo-
del). Uporaba dodatne informacije o polozˇaju cestiˇscˇa, kot je predstavljeno
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v cˇlanku, prinese izboljˇsave predvsem na slikah zasnezˇenih voziˇscˇ, kjer robovi
ceste niso dobro vidni.
Ker problem semanticˇne segmentacije ni omejen le na podrocˇje avtono-
mnih vozil, vecˇina znanstvenih raziskav v povezavi z arhitekturami segmen-
tacijskih mrezˇ izhaja iz drugih domen. V grobem bi lahko razdelili segmenta-
cijske nevronske mrezˇe v dve skupini. V prvo uvrsˇcˇamo t.i. nevronske mrezˇe
arhitekture kodirnik-dekodirnik. Njihova glavna znacˇilnost je, da so sesta-
vljene iz kodirnika, ki ga najpogosteje predstavlja kar klasifikacijska mrezˇa
kot je ResNet-50 [8], InceptionV3 [9], DenseNet [10], ipd. in dekodirnika, ki
je odgovoren za zviˇsevanje locˇljivosti in koncˇno napovedovanje kategorij po-
sameznih slikovnih elementov. Primeri take arhitekture so nevronske mrezˇe
FCN [11], RefineNet [12] in U-Net [13], katero si bomo v nadaljevanju tudi
podrobneje ogledali.
V drugo skupino uvrsˇcˇamo nevronske mrezˇe, ki nimajo kodirnika in se
locˇljivost posledicˇno ne znizˇuje z globino mrezˇe. Namesto nivojev zdruzˇevanja
obicˇajno uporabljajo razsˇirjeno konvolucijo (angl. dilated convolution) [14],
s katero si pomagajo zajeti sˇirsˇi globalni kontekst. Zviˇsevanje locˇljivosti v
tem primeru ni potreben, saj so dimenzije izhodov skritih nivojev pa tudi iz-
hodnega nivoja ne spreminjajo. V praksi nevronske mrezˇe te arhitekture do-
segajo nekoliko boljˇse rezultate, vendar pa so racˇunsko pogosto nekoliko bolj
zahtevne. Najbolj znana primera mrezˇ take arhitekture sta DeepLabV3+ [15]
in PSPNet [16].
Zaradi pomanjkanja vecˇjih zbirk za detekcijo cestnih posˇkodb v preteklo-
sti sˇe ni bilo veliko pristopov k resˇevanju tega problema s pomocˇjo konvo-
lucijskih mrezˇ. Delo [17] predstavlja tak pristop, kjer avtorji dela porocˇajo
o omejitvah konvolucijskih mrezˇ, saj pogosto zamenjujejo sence z razpokami
voziˇscˇa in luzˇe z luknjami na cestiˇscˇu. A kljub omejitvam avtorji v delu
s konvolucijskimi mrezˇami dosezˇejo 98% natancˇnost napovedi, kar je 3%




Detekcija posˇkodb cestiˇscˇ omogocˇa analizo, ki daje vpogled v obrabljenost
cestnih odsekov in vzdrzˇevalcem nudi nekoliko bolj objektivno primerjavo
posˇkodovanosti razlicˇnih odsekov ter vpogled nad tem, kateri deli ceste so
bolj posˇkodovani, kako velike in kaksˇne so te posˇkodbe. Hkrati pa taki sistemi
dajejo vpogled nad hitrostjo obrabe posameznih cestiˇscˇ in pomagajo pri bolj
ucˇinkovitem nacˇrtovanju obnove posˇkodovanih odsekov.
Nasˇa zˇelja je ustvariti algoritem, ki zna iz slike cestiˇscˇa oceniti njegovo
kvaliteto s pomocˇjo metrike MSI. Ker pa slikovne zbirke cestiˇscˇ, oznacˇenih
s pripadajocˇim indeksom MSI, zˇal niso javno dostopne, bomo nasˇ problem
nekoliko poenostavili in namesto indeksa MSI napovedovali tip povrsˇine ce-
stiˇscˇa. Ta bo predstavljal eno od treh vrednosti - makadamske cestiˇscˇe, as-
faltirano cestiˇscˇe ali pa asfaltirano cestiˇscˇe s talnimi oznakami oziroma talno
signalizacijo.
V nalogi bomo pokazali, kako k takemu problemu pristopiti z uporabo ne-
vronskih mrezˇ. Podrobneje si bomo pogledali, kako lahko uporabimo konvo-
lucijske nevronske mrezˇe za segmentacijo cestiˇscˇa in klasifikacijo tipa povrsˇine
voziˇscˇa. Hkrati bomo pokazali tudi, kako lahko uporabimo segmentacijo za
izboljˇsavo klasifikacije.
Glavni znanstveni prispevek bo raziskava mehanizmov za usmerjanje po-
zornosti nevronskih mrezˇ v cˇasu ucˇenja. V primeru segmentacije bomo pogle-
dali, kako lahko dolocˇenim delom slike dodelimo razlicˇno tezˇo in s tem poiz-
kusimo izboljˇsati natancˇnost prepoznave cestiˇscˇa. Klasifikacijo tipa povrsˇine
voziˇscˇa pa bomo poizkusili izboljˇsati z vpeljavo informacije o polozˇaju ce-
stiˇscˇa, ki jo pridobimo s pomocˇjo segmentacijske nevronske mrezˇe.
1.5 Pregled poglavij
Naloga je razdeljena na sˇest poglavij. V naslednjem poglavju se bomo po-
globili v osnovne koncepte navadnih in konvolucijskih nevronskih mrezˇ ter
njihovo ucˇenje. V tretjem poglavju bomo obravnavali klasifikacijske mrezˇe in
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mrezˇe namenjene segmentaciji slik, prav tako pa bomo predstavili predlagane
izboljˇsave. V cˇetrtem poglavju se bomo seznanili s podatki, ki jih imamo na
razpolago za segmentacijo in s podatki za klasifikacijo ter si ogledali metode,
s katerimi bomo ocenjevali uspesˇnost nasˇih resˇitev, hkrati pa nam bodo v
pomocˇ pri primerjavi razlicˇnih modelov. Eksperimentalne rezultate bomo
zbrali v petem poglavju. V zadnjem poglavju pa bomo opisali sˇe sklepne
ugotovitve, ki smo jih spoznali skozi celotno delo.
Poglavje 2
Umetne nevronske mrezˇe
V tem poglavju si bomo pogledali, kaj umetne nevronske mrezˇe sploh so, iz
kje izhajajo in zakaj so v zadnjih letih postale tako popularne.
Pristopa, ki ju bomo uporabili za segmentacijo ceste in klasifikacijo tipa
njene povrsˇine spadata v skupino nadzorovanega ucˇenja (angl. supervised
learning). Nadzorovano ucˇenje je podrocˇje strojnega ucˇenja, ki se v glavnem
ukvarja z napovedovanjem. Bistvo nadzorovanega ucˇenja je dostopnost in
uporaba izhodnih podatkov oziroma napovedi, ki jim pogosto pravimo tudi
temeljna resnica (angl. ground truth). Cilj nadzorovanega ucˇenja je poiskati
funkcijo, ki bo vhodne podatke ucˇinkovito preslikala v izhodne podatke.
V nasˇem primeru bomo to funkcijo predstavili z umetno nevronsko mrezˇo.
Proces iskanja ustreznih parametrov funkcije pa imenujemo ucˇenje nevronske
mrezˇe, za katerega potrebujemo podatkovno zbirko, ki jo sestavljajo pari
vhodnih in izhodnih podatkov.
Kot pove zˇe samo ime, inspiracija za umetne nevronske mrezˇe izvira iz
mozˇganov. Tako kot mozˇgani je tudi umetna nevronska mrezˇa sestavljena iz
mnogih nevronov, ki so med seboj povezani s povezavami, namenjenimi ko-
municiranju in na ta nacˇin tvorijo mrezˇo. Kljub analogiji pa je potrebno
poudariti, da so umetne nevronske mrezˇe zgolj poenostavitev katerihkoli
mozˇganov, sˇe posebej cˇlovesˇkih.
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2.1 Arhitektura
2.1.1 Umetni nevron
Nevroni so torej osnovni gradniki umetne nevronske mrezˇe. Imajo vecˇ razlicˇno
utezˇenih vhodnih povezav, katerih utezˇeno vsoto s pomocˇjo t.i. aktivacijske







Enacˇba (2.1) prikazuje matematicˇen zapis aktivacijske funkcije. Gre za
parametricˇno funkcijo, kjer xi predstavlja vhodni podatek, y izhod oziroma
odziv nevrona na vhod, wi in b pa parametre funkcije oziroma utezˇi, ki pred-
stavljajo lastnosti in notranje stanje nevrona. Kaksˇna naj bo preslikava iz
utezˇene vsote vhodov v izhod, je v veliki meri odvisno od problema, ki ga
zˇelimo resˇiti. V praksi se za aktivacijske funkcije obicˇajno uporablja neline-
arne funkcije, kot so sigmoidna funkcija, hiperbolicˇni tangens ali pa ReLU
(angl. Rectified Linear Unit), ki je definiran z enacˇbo
f(z) = max(0, z). (2.2)
2.1.2 Povezovanje v mrezˇo
Povezovanje nevronov dosezˇemo tako, da izhod nekega nevrona oz. razlicˇnih
nevronov uporabimo kot vhod v naslednjega. Tako lahko prepletamo mnogo
nevronov na zelo razlicˇne nacˇine. Prepletanje lahko vsebuje cikle ali pa tudi
ne, a najpogosteje se srecˇujemo z naprej-povezanimi nevronskimi mrezˇami
(angl. Feedforward Neural Network). V takih mrezˇah lahko nevrone raz-
vrstimo v nivoje, kjer so globlji nivoji odvisni le od viˇsjih nivojev. Vsaka
nevronska mrezˇa ima vhodni in izhodni nivo, ter poljubno mnogo t.i. skri-
tih nivojev (angl. hidden layers). Slika 2.1 prikazuje primer naprej-povezane
zgradbe nevronske mrezˇe s tremi skritimi nivoji. Vsi nivoji so polno-povezani
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Slika 2.1: Prikaz ene izmed mozˇnih naprej-povezanih arhitektur nevronske
mrezˇe s petimi vhodnimi in petimi izhodnimi nevroni ter tremi skritimi nivoji.
(angl. fully connected layers), kar pomeni, da so vsi nevroni na nekem nivoju
povezani z vsemi nevroni na naslednjem nivoju.
Tako povezovanje osnovnih gradnikov spominja na zlaganje otrosˇkih Lego
kock, kjer zgornjo stranico vsake kocke lahko uporabimo za nadaljnjo gradnjo.
Koliko in katere gradnike bomo uporabili, kako jih bomo sestavili v celoto in
kako visoka oziroma globoka (pri nevronskih mrezˇah namrecˇ obicˇajno govo-
rimo o globini nivojev) bo koncˇna struktura, pa je odvisno od razvijalca ter
predvsem od problema, ki ga zˇelimo resˇiti.
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2.2 Tok podatkov
Vhodni nivo je odgovoren za sprejem vhodnih podatkov, zato morajo biti
ti predstavljeni na primeren nacˇin. Vsak nevron na podlagi pripadajocˇih
vhodnih podatkov izracˇuna utezˇeno povprecˇje njegovih vhodov in s pomocˇjo
aktivacijske funkcije izracˇuna svoj odziv, ki predstavlja njegov izhod. Na
Sliki 2.1 lahko vidimo, da vhodne podatke nevrona na prvem skritem nivoju
predstavljajo vsi izhodi nevronov na vhodnem nivoju. To pomeni, da je za
izracˇun aktivacije nevrona na drugem skritem nivoju potrebno predhodno
izracˇunati vse izhode nevronov na prvem skritem nivoju. Tako se postopek
racˇunanja izhodov in njihovega sˇirjenja odvija vse do izhodnega nivoja (na
Sliki 2.1 torej iz leve proti desni), proces pa imenujemo razsˇirjanje naprej
(angl. forward pass ali forward propagation).
Sˇtevilo izhodnih nevronov je odvisno od problema, ki ga resˇujemo oziroma
predstavitve izhodnih podatkov. V kolikor uporabljamo razredno predstavi-
tev z bitnim kodiranjem, imamo za vsak izhodni podatek K izhodnih nevro-
nov, kjer K predstavlja sˇtevilo razredov. V primeru klasifikacije imamo le en
izhodni podatek - razred, ki predstavlja tip cestiˇscˇa. Za potrebe segmentacije
pa imamo toliko izhodnih podatkov, kot je locˇljivost vhodne slike, zato ima
izhodni nivo viˇsina slike × sˇirina slike × K nevronov.
2.3 Vzvratno razsˇirjanje
Tako kot vecˇina algoritmov strojnega ucˇenja tudi nevronske mrezˇe za uspesˇno
delovanje potrebujejo predhodno ucˇenje. Ucˇenje poteka tako, da na zacˇetku
nakljucˇno inicializiramo vse parametre nevronske mrezˇe, nato pa cˇez mrezˇo
spustimo vse ucˇne primere in vrednosti na izhodu mrezˇe primerjamo s te-
meljnimi resnicami.
Za primerjavo napovedi in temeljnih resnic definiramo funkcijo izgube
(angl. loss function), katere lastnost je, da zavzema nizko vrednost, kadar so
si temeljne resnice in napovedi podobne, oziroma visoko vrednost, kadar so si
razlicˇne. Enostaven primer funkcije izgube je vsota kvadratov razlik ali SSD
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(angl. Sum of Squared Difference). Za nasˇe potrebe pa bomo za funkcijo iz-
gube uporabili kategoricˇno precˇno entropijo (angl. categorical cross entropy).
Kategoricˇno precˇno entropijo matematicˇno zapiˇsemo z enacˇbo (3.3), kjer w
predstavlja parametre oziroma utezˇi nevronske mrezˇe, N sˇtevilo primerov v
ucˇni mnozˇici, K sˇtevilo klasifikacijskih razredov, y
(k)
true temeljno resnico k -tega
ucˇnega primera in y
(k)








true ∗ log(y(k)predicted) (2.3)
Tu je potrebno poudariti, da smo izraz ucˇni primer nekoliko izrabili, saj
ima razlicˇen pomen glede na to ali govorimo o klasifikaciji ali segmentaciji.
Enacˇba (3.3) nekoliko bolje opisuje funkcijo izgube, ki jo pogosto upora-
bljamo pri ucˇenju klasifikacijskih mrezˇ, vendar pa se od funkcije, ki bi jo
uporabili v primeru segmentacije, ne razlikuje bistveno. Ker pri segmenta-
ciji ucˇni primer predstavlja slikovni element, se na sliki nahaja toliko ucˇnih
primerov, kot je locˇljivost slike. Enacˇbo (3.3) za potrebe segmentacije zato




predicted ne predstavljata vecˇ napake na ravni slike
temvecˇ na ravni slikovnih elementov. Tako v cˇasu ucˇenja sesˇtevamo napake
posameznih slikovnih elementov oziroma segmentacijski ucˇnih primerov.
Matematicˇno gledano ucˇenje predstavlja iskanje taksˇnih parametrov ne-
vronske mrezˇe, da je povprecˇna vrednost funkcije izgube vseh ucˇnih primerov




(w) = 0 (2.4)
Za zapletene funkcije, kot je izhod nevronske mrezˇe, je odvod analiticˇno
nemogocˇe poiskati, zato si v praksi pomagamo z iterativnimi optimizacij-
skimi algoritmi. Verjetno najbolj prepoznaven primer takega algoritma je
gradientni sestop (angl. gradient descent ali steepest descent). Danes pa se
v praksi uporabljajo tudi izboljˇsave te metode, kot je Adam (krajˇse za Adap-
tive Moment Estimation), katerega pri ucˇenju nevronske mrezˇe uporabljamo
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tudi mi. Oba algoritma v osnovi delujeta tako, da izracˇunata negativni gra-
dient funkcije izgube, ki nam pove, kako je potrebno spremeniti parametre
mrezˇe, da zmanjˇsamo vrednost funkcije izgube.
Ker so nevroni na nizˇjih nivojih odvisni od nevronov na viˇsjih nivojih,
je za spremembo parametrov mrezˇe potrebno izracˇunati, kaksˇen vpliv na
vrednost funkcije izgube ima posamezen parameter. To storimo tako, da z
uporabo verizˇnega pravila za odvajanje izracˇunamo lokalne gradiente akti-
vacijskih funkcij, ki nam povedo, kako spremeniti njihove vhode. Tej tehniki
propagiranja napake obicˇajno pravimo vzvratno razsˇirjanje, saj napako pri-
dobljeno na izhodnem nivoju sˇirimo v obratni smeri toka podatkov nazaj po
mrezˇi (na sliki 2.1 od desne proti levi).
Ucˇenje nevronske mrezˇe torej poteka v treh korakih. V prvem koraku cˇez
mrezˇo spustimo vse ucˇne primere in na izhodih sesˇtevamo napake. V drugem
koraku v obratni smeri propagiramo napake in izracˇunamo lokalne gradiente
aktivacijskih funkcij. Nazadnje na podlagi lokalnih gradientov posodobimo
parametre nevronske mrezˇe. Postopek ponavljamo vse do konvergence, ki jo
dolocˇimo na podlagi napake, narejene na validacijski mnozˇici (angl. valida-
tion set). Locˇeno mnozˇico za dolocˇanje konvergence potrebujemo zato, ker je
ocenjevanje na ucˇni mnozˇici pristransko in lahko ucˇenje vodi v prekomerno
prilagajanje ucˇni mnozˇici (angl. overfitting). Pogosta lastnost prekomernega
prilagajanja je, da parametri mrezˇe zavzemajo visoke vrednosti. Proti pre-
komernem prilagajanju se borimo tako, da funkciji izgube dodamo cˇlen za
regularizacijo parametrov (angl. weight regularization), zapiˇsemo pa jo lahko
na sledecˇi nacˇin:
Ctotal = C(f(x),W) + λR(W), (2.5)
kjer parameter λ predstavlja stopnjo regularizacije in dolocˇa, koliksˇen vpliv
naj ima sama regularizacija, funkcija R pa dolocˇa, na kaksˇen nacˇin vredno-
timo skupno velikost parametrov mrezˇe. V praksi za funkcijo R obicˇajno
uporabljamo kar normo L1 ali L2, stopnjo regularizacije pa obravnavamo kot
dodatni hiper-parameter ucˇenja, katero vrednost obicˇajno dolocˇimo eksperi-
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mentalno.
2.4 Konvolucijske nevronske mrezˇe
Sedaj, ko razumemo osnovno delovanje in potek ucˇenja nevronskih mrezˇ, si
poglejmo, v cˇem se razlikujejo konvolucijske nevronske mrezˇe (angl. Con-
volutional Neural Networks, v nadaljevanju tudi CNN) in zakaj je njihova
uporaba tako priljubljena na podrocˇju racˇunalniˇskega vida.
Glavni problem nevronskih mrezˇ s polno-povezanimi nivoji je sˇtevilo
ucˇnih parametrov. Problem postane sˇe posebej ocˇiten pri globokih nevron-
skih mrezˇah in mrezˇah z veliko vhodnimi podatki. Ker je pri razpoznavi
slikovne vsebine vhodnih podatkov toliko, kolikor je locˇljivost vhodne slike,
je uporaba polno-povezanih nivojev v veliki meri neprimerna. Resˇitev je upo-
raba konvolucijskih nivojev, ki namesto povezovanja vseh nevronov nekega
nivoja, povezuje nevrone, ki se nahajajo znotraj nekega omejenega obmocˇja.
To zmanjˇsuje sˇtevilo ucˇnih parametrov nevronske mrezˇe, hkrati pa ohranja
predpostavko, da so blizˇnji slikovni elementi vsebinsko bolj povezani, kot tisti
bolj oddaljeni.
Poglejmo si zato podrobneje, kaj pravzaprav je konvolucija in kako jo
uporabimo za gradnjo nevronskih mrezˇ.
2.4.1 Konvolucijski nivo
Tako kot obicˇajne nevronske mrezˇe so tudi CNN sestavljene iz posameznih
nivojev. V domeni slikovnega vhoda je vsak od nivojev konvolucijske mrezˇe
odgovoren za prevzem tri-dimenzionalnega tenzorja in njegovo preslikavo v
nov tri-dimenzionalni izhodni tenzor s pomocˇjo odvedljive aktivacijske funk-
cije.
Najpomembnejˇsi gradnik CNN je konvolucijski nivo, ki je hkrati tudi
prvi nivo konvolucijske nevronske mrezˇe. Vsak konvolucijski nivo vsebuje
enega ali vecˇ konvolucijskih filtrov oziroma jeder, s katerimi izracˇuna izhode
lokalno povezanih nevronov. Konvolucijski filtri pravzaprav predstavljajo
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parametre nevronske mrezˇe, kar pomeni, da se jih v fazi ucˇenja optimiziramo
s pomocˇjo gradientnega sestopa in vzvratnega razsˇirjanja, kot smo si to ogle-
dali v prejˇsnjem poglavju. Filtri so v praksi najpogosteje majhni in imajo
obicˇajno viˇsino enako sˇirini.
Konvolucijo si lahko predstavljamo kot drsenje filtra cˇez vhodni tenzor,
matematicˇno pa jo lahko opiˇsemo s formulo:





I(i, j)f(x− i, y − j), (2.6)
kjer f predstavlja filter in I vhodni tenzor, ki na prvem nivoju predsta-
vlja kar vhodno sliko. Viˇsina oziroma sˇirina filtra sta obicˇajno manjˇsi ali pa
kvecˇjemu enaki viˇsini in sˇirini vhodnega tenzorja, medtem ko je globina filtra
vedno enaka globini vhodnega tenzorja. V nadaljevanju bomo obravnavali
simetricˇno konvolucijo, kar pomeni, da sta sˇirina in viˇsina jedra enaki, upo-
rabljali pa bomo raje izraz velikost jedra. Podobno velja tudi za vhodni in
izhodni tenzor, saj v praksi pogosto vhodno sliko predhodno preoblikujemo
v kvadratno obliko.
V kolikor je velikost filtra vecˇja od ena, je izhodni tenzor konvolucije
manjˇsi od vhodnega. V kolikor si zˇelimo ohraniti dimenzijo vhodnega ten-
zorja, moramo vhodni tenzor pred samo operacijo konvolucije razsˇiriti. Za-
radi preprostosti za razsˇiritev (angl. padding) najpogosteje uporabimo kar
vrednost nicˇ, cˇeprav obstajajo tudi alternativne mozˇnosti, kot na primer
kopiranje najblizˇjih elementov.
Samo drsenje jedra je mozˇno izvajati na vecˇ nacˇinov. Osnovna mozˇnost
je premikanje s korakom (angl. stride) enakim ena, kar pomeni, da filter
polozˇimo na vsa mozˇna mesta vhodnega tenzorja. Korak pa je lahko tudi
vecˇ kot ena, kar pomeni, da dolocˇena mesta vhodnega tenzorja preskocˇimo.
Vrednost koraka je enden izmed hiper-parametrov konvolucijskega nivoja,
katerega nastavimo pred ucˇenjem in se ga ne ucˇimo.
Velikost izhodnega tenzorja je odvisna od velikosti vhodnega tenzorja,
razsˇiritve pred samo operacijo, velikosti jedra in koraka konvolucije. Izracˇunamo
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pa jo lahko po naslednji formuli:
O =
N + 2P − F
S
+ 1, (2.7)
kjer je O velikost izhoda, N velikost vhodnega tenzorja, F velikost filtra, P
razsˇiritev, S pa korak s katerim premikamo jedro.
Kot zˇe omenjeno na nekem konvolucijskem nivoju obicˇajno uporabimo vecˇ
filtrov, kar tudi definira samo globino izhodnega tenzorja. Izhodi konvolucij z
vsemi filtri na nekem nivoju imajo namrecˇ vedno enako viˇsino in sˇirino, zato
jih lahko zlozˇimo skupaj in iz njih sestavimo nov tri-dimenzionalni izhodni
tenzor. Le-ta pa predstavlja vhod v naslednji nivo, ki je najpogosteje kar
nivo paketne normalizacije [19] (angl. Batch Normalization), sledi pa mu nivo
nelinearnosti (obicˇajno je to enota ReLU, ki smo jo spoznali zˇe v predhodnem
poglavju).
Izhodnim tenzorjem po nivoju nelinearnosti pogosto pravimo tudi akti-
vacijske maske (angl. activation map) ali maske znacˇilk (angl. feature map).
Z ucˇenjem konvolucijske mrezˇe namrecˇ prilagajamo filtre konvolucijskih ni-
vojev, ki se spreminjajo na tak nacˇin, da rezultat konvolucije med filtrom in
vhodnim tenzorjem zavzema visoko vrednost, na mestih kjer je filter podoben
vhodnemu tenzorju.
Vizualiziranje odzivov slik na posamezne filtre predhodno naucˇene kon-
volucijske mrezˇe pokazˇe, da se filtri nizˇjih konvolucijskih nivojev ucˇijo eno-
stavnih znacˇilk, kot so robovi, cˇrte ali barvne spremembe. Ker so viˇsji konvo-
lucijski nivoji odvisni od izhodov nizˇjih nivojev, se posledicˇno ucˇijo komple-
ksnejˇsih slikovnih znacˇilnosti, kot so krivulje, vzorci, itd. Na konvolucijske
filtre zato lahko gledamo kot na nekaksˇne predloge znacˇilk, ki jih CNN upo-
rabi za ekstrakcijo vecˇdimenzionalne maske znacˇilk pripadajocˇe vhodne slike.
2.4.2 Nivo zdruzˇevanja
Poleg konvolucijskega nivoja in nivoja nelinearnosti v CNN najpogosteje
srecˇamo sˇe nivo zdruzˇevanja (angl. Pooling layer). Nivo zdruzˇevanja za
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razliko od konvolucijskega ne vsebuje filtrov in posledicˇno nima ucˇnih para-
metrov, njegova naloga pa je zmanjˇsati prostorsko dimenzijo maske znacˇilk. S
tem dosezˇemo, da se zmanjˇsa sˇtevilo ucˇnih parametrov, hkrati pa se zmanjˇsa
tudi lokacijska odvisnost znacˇilk naucˇenih na nekem viˇsjem nivoju.
Tudi operacijo zdruzˇevanja si lahko predstavljamo kot drsno okno, kjer
je obicˇajno premicˇni korak enak velikosti okna, okno pa drsi po vsaki globin-
ski rezini posebej. Izhod na danem polozˇaju je najvecˇkrat kar maksimalna
vrednost vhodnega tenzorja znotraj okna, v tem primeru govorimo o maksi-
malnem zdruzˇevanju (angl. Max Pooling). Matematicˇno bi operacijo zapisali
na sledecˇ nacˇin:
y(x′, y′, z) = max(I(xi:i+s, yj:j+s, z)), (2.8)
kjer I predstavlja vhodni tenzor, s pa velikost okna in premicˇni korak. Spre-
menljivki x’ in y’ predstavljata lokacijo na izhodnem tenzorju manjˇsih di-
menzij.
Alternativno bi lahko namesto maksimalne vrednosti uporabili tudi kaksˇen
drugacˇen izracˇun, na primer povprecˇje (angl. Average Pooling) elementov
znotraj okna ali pa normo L2 (angl. L2 norm Pooling), a to v praksi redko
zasledimo.
2.4.3 Polno-povezani nivo
Polno-povezani nivo (angl. Fully Connected Layer) smo sicer zˇe spoznali.
Gre za nivo, kjer so vsi nevroni povezani z vsemi nevroni naslednjega nivoja.
Prav tako smo se seznanili, da uporaba polno-povezanih nivojev pogosto ni
primerna, saj vsebuje veliko sˇtevilo parametrov. Cˇeprav to v veliki meri
drzˇi, polno-povezane nivoje v konvolucijskih mrezˇah kljub temu zasledimo.
Obicˇajno se nahajajo globoko v mrezˇi, kjer je resolucija maske znacˇilk zˇe
dovolj nizka. Delu nevronske mrezˇe, ki se nahaja viˇsje od prvega polno-
povezanega nivoja, pogosto pravimo kodirnik ali ekstraktor znacˇilk (angl.
encoder ali feature extractor), saj iz prvotnega vhoda izlusˇcˇi le relevantne
znacˇilnosti. Te znacˇilnosti v primeru klasifikacije nato uporabimo za vhod v
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polno-povezani nivo, ki je namenjen uporabi naucˇenih znacˇilk za napovedo-
vanje tarcˇne spremenljivke.
V segmentacijskih nevronskih mrezˇah pa polno-povezanih nivojev pona-
vadi ne srecˇamo, saj kodirniku obicˇajno sledi dekodirnik (angl. decoder), kot
bomo to spoznali v prihodnjih poglavjih. Na tem mestu omenimo le, da je
naloga dekodirnika zviˇsevanje resolucije maske znacˇilk, pridobljene s pomocˇjo
kodirnika.
2.4.4 Popolnoma konvolucijska mrezˇa
Do nedavnega je bila uporaba polno-povezanih nivojev na koncu nevronske
mrezˇe nekaj obicˇajnega. Leta 2014 se je to spremenilo, ko je bila predsta-
vljena t.i. popolnoma konvolucijska mrezˇa (angl. Fully Convolutional Ne-
twork) ali krajˇse FCN. Glavni prispevek cˇlanka [20] je ugotovitev, da lahko
polno-povezani nivo implementiramo s pomocˇjo konvolucijskega nivoja.
Opazimo lahko, da je edina razlika med polno-povezanim in konvolucij-
skim nivojem v tem, da so nevroni konvolucijskega nivoja med seboj pove-
zani le v lokalni regiji velikosti filtra. Sama funkcionalnost obeh nivojev pa je
ista, saj lahko obe operaciji matematicˇno predstavimo kot vsoto produktov
istolezˇnih elementov matrik. Posledicˇno lahko polno-povezane nivoje nado-
mestimo s konvolucijskimi tako, da pri konvoluciji uporabimo filter enakih
dimenzij, kot je dimenzija vhodnega tenzorja.
Glavna razlika med tradicionalnimi konvolucijskimi mrezˇami s polno-
povezanimi nivoji in FCN je v tem, da je izhod FCN maska znacˇilk in ne
le klasifikacijski rezultat za posamezen razred. To ima izjemen pomen za
segmentacijo, saj znacˇilke izhodne maske FCN ohranjajo lokacijsko informa-
cijo o znacˇilkah predhodnega nivoja na katere se posamezna znacˇilka izhodne
maske odziva. To je v neposredni relaciji s tako imenovanim sprejemnim
poljem (angl. receptive field), katerega razumevanje igra kljucˇno vlogo pri
nacˇrtovanju segmentacijske mrezˇe in si ga zato poglejmo v naslednjem po-
glavju.
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Slika 2.2: Prikaz dveh razlicˇnih nacˇinov vizualizacije mask znacˇilk (vsak v
svojem stolpcu). V levem stolpcu lahko vidimo obicˇajni prikaz mask znacˇilk
dveh (v prvi vrsti) oziroma treh nivojev (v drugi vrsti). Iz slik v levem
stolpcu je sprejemno polje tezˇko razbrati, zato za prikaz sprejemnega polja
velikost mask znacˇilk raje fiksiramo, kot je to prikazano v desnem stolpcu
[21].
2.4.5 Sprejemno polje
Sprejemno polje (angl. receptive field) je definirano kot del vhodnega ten-
zorja, ki vpliva na neko znacˇilko na viˇsjem nivoju konvolucijske mrezˇe. Vho-
dni tenzor lahko predstavlja vhodna slika ali pa izhod nekega nizˇjega nivoja,
zato sprejemno polje vedno racˇunamo relativno na nek dolocˇen nivo. A v pra-
ksi nas najpogosteje zanima, kaksˇno je sprejemno polje na izhodu nevronske
mrezˇe glede na vhodno sliko.
Slika 2.2 prikazuje uporabo konvolucije z jedrom velikosti 3×3 in korakom
2 na vhodnem tenzorju 5× 5, ki ga pred operacijo razsˇirimo za ena. Velikost
izhodnega tenzorja je enaka 3 × 3, velikost sprejemnega polja nevronov po
operaciji pa je enaka velikosti jedra, kar je na Sliki 2.2 prikazano v prvi
vrstici. Cˇe konvolucijo z istimi lastnosti ponovimo na izhodnem tenzorju,
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dobimo nov tenzor velikost 2× 2, velikost efektivnega sprejemnega polja pa
se povecˇa na 7× 7 - prikazano v drugi vrstici Slike 2.2.
Iz tega lahko razberemo, da sta velikost efektivnega sprejemnega polja
in velikost izhodnega tenzorja v obratnem sorazmerju. Z zmanjˇsevanjem
dimenzije izhodnih tenzorjev povecˇujemo sprejemno polje, kar v konvolucij-
skih mrezˇah pogosto dosezˇemo z uporabo nivojev zdruzˇevanja. Zmanjˇsevanje
locˇljivosti pa ni edini pristop k povecˇevanju sprejemnega polja. Tega lahko
lahko povecˇamo tudi s t.i. razsˇirjenimi konvolucijami (angl. dilated convo-
lution), ki si jih bomo podrobneje ogledali v naslednjem poglavju.
Veliko sprejemno polje si zˇelimo predvsem zaradi globalnega konteksta.
Kot zˇe vemo iz preteklega poglavja, s konvolucijskimi nivoji odkrivamo lo-
kalne znacˇilnosti vhodnih tenzorjev. Razsˇiritev sprejemnega polja pa nam
omogocˇa zajemanje informacije vecˇje prikazanih objektov [22], s tem pa od-
krivanje globalnega konteksta, ki je kljucˇnega pomena za racˇunalniˇsko razu-
mevanje slikovne vsebine.




Sedaj, ko razumemo delovanje konvolucijskih nevronskih mrezˇ in poznamo
proces njihovega ucˇenja, si poglejmo, kako lahko uporabimo obstojecˇe ne-
vronske mrezˇe, ki so se zaradi svoje arhitekture v preteklih letih izkazale za
zelo ucˇinkovite, na problemih, ki so podobni nasˇemu.
3.1.1 ResNet-50
Analiza naucˇenih nevronskih mrezˇ je pokazala, da se konvolucijski filtri na
zacˇetnih konvolucijskih nivojih ucˇijo preprostih znacˇilk, kot so robovi, prepro-
ste barve, krivulje, ipd. Za prepoznavanje kompleksnejˇsih slikovnih lastnosti
pa potrebujemo vecˇ konvolucijskih nivojev, zato se je v preteklih letih uvelja-
vil trend globokih nevronskih mrezˇ (angl. Deep neural networks). Globoke
nevronske mrezˇe so v praksi pokazale izjemen napredek z vidika klasifikacijske
tocˇnosti, vendar pa je postopek ucˇenja hkrati postal tezˇji. Ucˇenje globokih
nevronskih mrezˇ je zapletenejˇse predvsem zaradi pojava, ki mu pravimo pro-
blem izginjajocˇega gradienta (angl. vanishing gradient problem). Problem
nastopi, ko v fazi vzvratnega razsˇirjanja gradient propagiramo proti nizˇjim
nivojem. Vrednost gradienta se tako zaradi vecˇkratnega mnozˇenja lahko pri-
blizˇa nicˇelni vrednosti, kar pa onemogocˇa ucˇenje.
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Slika 3.1: Prikaz rezidualne povezave, kot je bila prvicˇ predstavljena v
arhitekturi mrezˇe ResNet.
Resˇevanje problema je naslovila ekipa Microsoftovih raziskovalcev, ki je
leta 2015 predstavila druzˇino t.i. rezidualnih konvolucijskih nevronskih mrezˇ
(angl. Residual Networks), ali krajˇse ResNet[23]. Kljucˇni napredek, ki ga je
predstavila raziskava, je vpeljava rezidualnih povezav (angl. residual connec-
tion, pogosto tudi identity shortcut connection), ki sluzˇijo kot blizˇnjice med
nivoji, ki med seboj sicer niso neposredno povezani. Uporaba rezidualnih po-
vezav zato omogocˇa preprostejˇse in ucˇinkovitejˇse ucˇenje globjih nevronskih
mrezˇ.
V prakticˇnem delu naloge si bomo za potrebe klasificiranja tipa cestiˇscˇa
pomagali z mrezˇo arhitekture ResNet-50. Tudi za potrebo segmentacije ce-
stiˇscˇa bomo za kodirnik vzeli mrezˇo ResNet-50, ki pa jo bomo prilagodili
tako, da bodo konvolucijski nivoji uporabljali razsˇirjeno konvolucijo, kot je
to opisano v cˇlanku [24]. K razsˇirjenim konvolucijam se bomo sˇe vrnili v
prihodnjem poglavju, sˇe prej pa si poglejmo, kaksˇne prednosti nam prinese
uporaba popularne arhitekture kot je ResNet-50.
3.1.2 Prenos znanja
V prejˇsnjem poglavju smo omenili, da ob zacˇetku ucˇenja ucˇne parametre
nastavimo na nakljucˇno vrednost. To pogosto ni najprimernejˇsa resˇitev, saj
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lahko zaradi nakljucˇne izbire konvergenca traja dolgo cˇasa ali pa obticˇi v
lokalnem optimumu. Ucˇenje nevronske mrezˇe namrecˇ lahko traja tudi vecˇ
dni, v kolikor imamo veliko podatkovno zbirko z zelo raznolikimi podatki.
Prednost, ki si jo lahko privosˇcˇimo zaradi izbire mrezˇe ResNet-50, je
uporaba predhodno naucˇenih parametrov. Po dolgotrajnem ucˇenju mrezˇ
priljubljenih arhitektur, znanstveniki za raziskovalne potrebe sˇirsˇi javnosti
pogosto omogocˇijo dostop do njihovih modelov. Ti so ponavadi naucˇeni na
splosˇnih zbirkah, kot sta ImageNet [25] ali MS COCO [26], ucˇenje pa pogosto
traja vecˇ dni. Kljub temu da je domena omenjenih zbirk obicˇajno bistveno
drugacˇna od ciljne domene, se uporaba predhodno naucˇenih utezˇi v praksi
obrestuje.
V kolikor bi bili domeni podobni, bi lahko uporabili kar model, naucˇen
na eni od omenjenih zbirk, ker pa imamo zelo specificˇno domeno, bomo utezˇi
predhodno naucˇenih modelov uporabili le za inicializacijo nasˇe nevronske
mrezˇe. Nato bomo nevronsko mrezˇo doucˇili s podatki nasˇe domene, kot
bi to tudi sicer storili v primeru nakljucˇne inicializacije ucˇnih parametrov.
Uporaba predhodno naucˇenih modelov je v praksi nekaj obicˇajnega, metode
pa se je prijel izraz prenos znanja (angl. transfer learning) [27].
Kot smo omenili, bomo v nasˇem primeru za klasifikacijo tipa cestiˇscˇa
uporabili arhitekturo ResNet-50. Njene ucˇne parametre bomo inicializirali s
parametri, naucˇenimi na podatkovni zbirki ImageNet. Tu je potrebno izpo-
staviti, da ima zbirka ImageNet 1000 kategorij, kar pomeni, da ima predho-
dno naucˇena mrezˇa ResNet-50 na izhodnem nivoju 1000 izhodnih nevronov,
medtem ko nasˇa arhitektura potrebuje le tri. Prenos znanja koncˇnih polno-
povezanih nivojev zato ne bo mogocˇ. Kljub temu da so znacˇilke na globljih
nivojih najbolj specificˇne za neko domeno, to ne predstavlja problema, saj
nameravamo celotno mrezˇo doucˇiti s pomocˇjo nasˇe podatkovne zbirke. Tako
bomo ucˇne parametre polno-povezanih nivojev inicializirali nakljucˇno, za vse
predhodne nivoje pa bomo uporabili tehniko prenosa znanja.
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3.2 Segmentacija ceste
V prejˇsnjem poglavju smo si pogledali vse operacije potrebne za sestavo pre-
proste konvolucijske mrezˇe. Omenili smo, da bi samo strukturo nevronske
mrezˇe lahko razdelili na dva dela. Prvi del v vecˇini sestavljajo konvolucijski
nivoji in nivoji zdruzˇevanja. Vecˇkrat ga imenujemo kodirnik (angl. encoder),
saj nam omogocˇa ekstrakcijo slikovnih znacˇilnosti, katere nato uporabi drugi
del, pogosto imenovan klasifikacijska glava (angl. classification head), ki je
odgovoren za napovedovanje (klasifikacijo ali regresijo). Semanticˇna segmen-
tacija gradi na temeljih, ki smo jih opisali v prejˇsnjih poglavjih, razsˇirja pa
mrezˇo z novim arhitekturnim delom, ki ga pogosto imenujemo dekodirnik
(angl. decoder). Ta je umesˇcˇen med sam kodirnik in klasifikacijsko glavo,
odgovoren pa je za obravnavo nizko locˇljivostne maske znacˇilk in povecˇanje
velikosti na dimenzije enake vhodni sliki.
3.2.1 Zviˇsevanje locˇljivosti
Ko govorimo o skaliranju tenzorja (slike ali maske znacˇilk), pravzaprav go-
vorimo o spreminjanju njegove locˇljivosti. Z zviˇsevanjem locˇljivosti tenzorju
med obstojecˇe elemente vrivamo nove, katerih vrednost lahko izracˇunamo na
razlicˇne nacˇine.
Ena najenostavnejˇsih metod za izracˇun vrednosti novih elementov je me-
toda najblizˇjih sosedov (angl. nearest neighbors). Metoda novemu elementu
preprosto dodeli vrednost najblizˇjega elementa originalnega tenzorja. Zaradi
svoje preprostosti je v izhodnem tenzorju mozˇno opaziti nezˇelene kockaste
artefakte, zaradi cˇesar se metoda v praksi pogosto ne uporablja.
Nekoliko bolj zanimivi pa sta metodi linearna interpolacija in transponi-
rana konvolucija, ki ji vecˇkrat pravimo tudi dekonvolucija (angl. transposed
convolution, deconvolution ali pa tudi fractionally-strided convolution). Na
tem mestu je potrebno poudariti, da izraz dekonvolucija morda ni najbolj
primeren, saj v matematicˇni terminologiji predstavlja obratno operacijo kon-
volucije, ki pa se od transponirane konvolucije razlikuje. Izraz se je na po-
3.2. SEGMENTACIJA CESTE 27
drocˇju globokega ucˇenja vseeno prijel, zato je prav, da ga omenimo, cˇeprav
se ga bomo v nadaljevanju izogibali.
Obe metodi je v praksi mogocˇe srecˇati, zato si poglejmo, na kaksˇen nacˇin
izracˇunata vrednosti novo vpeljanih slikovnih elementov.
Linearna interpolacija
Ker locˇljivost kodirnikovega izhoda najpogosteje povecˇujemo v viˇsino in sˇirino
hkrati, obicˇajno govorimo o bi-linearni interpolaciji. Gre za dvokratno line-
arno interpolacijo, kjer v prvem koraku izracˇunamo vrednost tocˇke v smeri
x in nato sˇe vrednost v smeri y.
Metoda predpostavlja, da so vrinjeni elementi v linearnem razmerju z
najblizˇjimi elementi tenzorja osnovne locˇljivosti. Vrednost novih elementov
se tako izracˇuna kot utezˇeno povprecˇje najblizˇjih sosedov v dani smeri, kjer
sta utezˇi odvisni od razdalje vrinjenega elementa do posameznega soseda.
Gre za enostaven in ucˇinkovit izracˇun novih vrednosti, ki ne potrebuje
nobenih ucˇnih parametrov in zato v cˇasu ucˇenja ne potrebuje dodatnega
racˇunalniˇskega spomina.
Transponirana konvolucija
Nekoliko drugacˇen pristop uporablja transponirana konvolucija. Cilj opera-
cije je, empiricˇno ucˇenje optimalnega zviˇsevanja locˇljivosti. Za te potrebe
uporablja ucˇne parametre, katere tekom ucˇenja optimiziramo s pomocˇjo
vzvratnega razsˇirjanja napake, tako kot vse ostale ucˇne parametre nevronske
mrezˇe.
Kljub temu da se na prvi pogled resˇitev zdi nekoliko bolj obetavna, se
transponirana konvolucija v praksi pogosto ne uporablja. Glavni razlog za
to je, da zviˇsevanje locˇljivosti s pomocˇjo transponirane konvolucije pogosto
vpelje nezˇelene artefakte, ki spominja na vzorec sˇahovnice (angl. checkerbo-
ard artifact) [28]. Prav tako z uporabo transponirane konvolucije dodamo
mnogo ucˇnih parametrov, kar terja vecˇji racˇunalniˇski pomnilnik, hkrati pa
tudi vecˇ podatkov in daljˇse ucˇenje.
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V nadaljevanju zato ne bomo uporabljali transponirane konvolucije, temvecˇ
le preprosto bi-linearno interpolacijo, s katero v praksi lahko dosezˇemo zado-
voljive rezultate.
3.2.2 Razsˇirjena konvolucija
Poleg polno-povezanih nivojev, ki jih za potrebe segmentacije lahko nado-
mestimo s konvolucijskimi nivoji, kot smo to opisali v prejˇsnjem poglavju,
eden od glavnih problemov ostaja uporaba nivojev zdruzˇevanja. Nivoji
zdruzˇevanja nam omogocˇijo vecˇje sprejemno polje, ki je pomembno za razu-
mevanje globalnega slikovnega konteksta, a hkrati tudi zmanjˇsa prostorsko
locˇljivost maske znacˇilk in s tem do neke mere zavrzˇe informacijo o lokaciji
znacˇilnosti, ki jo posamezna znacˇilka opisuje.
Sprejemno polje lahko povecˇamo tudi z uporabo tako imenovane razsˇirjene
konvolucije (angl. dilated ali atrous convolution) [14], katere glavna prednost
je, da preprecˇuje zmanjˇsevanje izhodne locˇljivosti. Osnovna ideja razsˇirjene
konvolucije je povecˇanje jedra z vstavljanjem praznih mest med sosednje ele-
ment jedra. Gre za bolj genericˇen opis konvolucijske operacije z dodatnim
parametrom imenovanim faktor razsˇiritve (angl. dilation rate), ki opisuje
razmak med posameznima elementoma jedra. Obicˇajna konvolucija je torej
le poseben primer razsˇirjene konvolucije, kjer je faktor razsˇiritve enak ena.
Primer razsˇiritve jedra je prikazan na Sliki 3.2, kjer skrajno leva skica pri-
kazuje jedro obicˇajne konvolucije, srednja in desna skica pa razsˇirjeni jedri s
faktorjem razsˇiritve enakim dve in tri.
Enacˇbo (2.7) za izracˇun velikosti izhoda konvolucije tako lahko dopolnimo
na sledecˇ nacˇin:
O =
N + 2P − F − (F − 1)(D − 1)
S
+ 1, (3.1)
kjer tako kot v enacˇbi (2.7) O predstavlja velikost izhoda, N velikost vhoda,
F velikost filtra, P razsˇiritev, S pa korak, s katerim premikamo jedro. Dodali
pa smo le sˇe parameter D, ki predstavlja faktor razsˇiritve.
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Slika 3.2: Prikaz treh razlicˇnih razsˇiritev jedra. Od leve proti desni so jedra
razsˇirjena s faktorjem razsˇiritve enakim ena (jedro, uporabljeno v tradicio-
nalni konvoluciji), dve in tri.
3.2.3 U-Net
Za enega najpomembnejˇsih prebojev z vidika natancˇnosti semanticˇne se-
gmentacije so poskrbeli avtorji cˇlanka [29]. Nevronska mrezˇa U-Net uvaja
novost zdruzˇevanja (angl. concatenation) znacˇilk na globljih nivojih s tistimi,
naucˇenimi na viˇsjih nivojih. Dekodirnik ima tako dostop do znacˇilk, ki se
nahajajo v kodirniku. Zdruzˇevanje se obicˇajno nahaja za nivojem zviˇsevanja
locˇljivosti, kjer se izhod zdruzˇi z znacˇilkami iste locˇljivosti dolocˇenega ko-
dirnikovega nivoja. Arhitektura in zdruzˇevanje znacˇilk istih locˇljivosti je
prikazana na Sliki 3.3.
Za uporabo novosti, ki jo uvaja U-Net, ne potrebujemo posebne arhi-
tekture kodirnika. V nasˇem primeru bo vlogo kodirnika prevzela nevronska
mrezˇa ResNet-50. To nam omogocˇa uporabo prenosa znanja, kot smo to opi-
sali v poglavju 3.1.2. Tu bomo za inicializacijo ucˇnih parametrov (kjer je to
mogocˇe) uporabili utezˇi, pridobljene s predhodnim ucˇenjem na zbirki Image-
Net, ostale pa bomo pred zacˇetkom ucˇenja nastavili na nakljucˇno vrednost.
Mrezˇo bomo nato naucˇili na zbirki Cityscape [2], s pomocˇjo katere bomo
opravili nekaj raziskovalnih eksperimentov, opisanih v naslednjem poglavju.
Nato bomo ucˇne parametre modela, s katerim smo dobili najboljˇse rezultate,
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Slika 3.3: Prikaz arhitekture nevronske mrezˇe U-Net, kjer modri pravoko-
tniki predstavljajo konvolucijske nivoje s paketno normalizacijo in nivo neli-
nearnosti ReLU. Rdecˇe pusˇcˇice predstavljajo operacijo znizˇevanja dimenzije,
zelene operacije zviˇsevanja dimenzije, sive pa operacijo zdruzˇevanja [29].
uporabili za ponovno inicializacijo in doucˇili isto nevronsko mrezˇo na zbirki
slik, podobnim tistim za klasifikacijo tipa cestiˇscˇa.
3.3 Nadgradnje
V tem poglavju si bomo pogledali pristope s katerimi smo poiskusili izboljˇsati
uspesˇnost klasifikacije in segmentacije ter zmanjˇsati razmak med uspesˇnostjo
pri uporabi grobih anotacij v primerjavi z natancˇnimi.
3.3.1 Segmentacija
Obravnava robov cestiˇscˇa
Obstojecˇe raziskave so pokazale, da imajo konvolucijske mrezˇe na podrocˇju
segmentacije cest pogosto tezˇavo z razlikovanjem med cestiˇscˇem in plocˇnikom.
To izzove vprasˇanje, ali je med ucˇenjem mozˇno usmeriti pozornost nevronske
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mrezˇe v robove cestiˇscˇa.
Mehanizem za usmerjanje pozornosti je na podrocˇju semanticˇne segmen-
tacije nekoliko bolj intuitiven kot pri klasifikaciji, saj je rezultat segmentacije
enakih dimenzij kot vhodna slika in vsak izhodni nevron predstavlja razred
istolezˇnega vhodnega slikovnega elementa. Kot smo opisali v prejˇsnjem po-
glavju, v cˇasu ucˇenja vodimo napako za vsak izhodni nevron posebej, zato
lahko pozornost enostavno usmerimo z manipulacijo napak posameznih iz-
hodov. Podobno kot neoznacˇenim delom, ki jim obicˇajno ne dodelimo nicˇ
pozornosti in v cˇasu ucˇenja zato njihove napake nastavili na vrednost nicˇ,
pri obravnavi robov cestiˇscˇa zˇelimo, da bi slikovni elementi, ki prestavljajo
rob cestiˇscˇa, imeli vecˇjo utezˇ. Njihove napake zato v cˇasu ucˇenja mnozˇimo
z vrednostjo vecˇjo od ena in s tem povecˇamo vpliv napake teh slikovnih
elementov.
Slednje predpostavlja, da poznamo, kje se nahaja rob cestiˇscˇa. V kolikor
imamo natancˇne oznake, kot so npr. tiste zbrane v zbirki Cityscape, je
dolocˇanje robov cestiˇscˇa enostavno. Na podrocˇju racˇunalniˇskega vida za
detekcijo robov obicˇajno uporabimo gradient slike, vendar pa nas v nasˇem
primeru ne zanima le rob cestiˇscˇa. Poudarili bi namrecˇ radi rob cestiˇscˇa,
nekoliko manj pa tudi slikovne elemente, ki so v neposredni blizˇini samega
roba. Za dolocˇanje obrobnega pasu, ki predstavlja rob cestiˇscˇa in plocˇnika
(oziroma ozadja), bomo zato uporabili morfolosˇko sˇiritev in erozijo. Obrobni
pas tako dolocˇimo na sledecˇ nacˇin:
obrobni pas = (cesta ⊕strukturni el)− (cesta	 strukturni el), (3.2)
kjer simbol⊕ predstavlja sˇiritev, simbol	 erozijo in− razliko med binarnima
slikama. Sˇirino obrobnega pasu dolocˇamo z obliko in velikostjo strukturnega
elementa. V nasˇi resˇitvi smo uporabili kvadratni strukturni element velikost
100 × 100 slikovnih elementov. Izbrali smo ga eksperimentalno na podlagi
32 POGLAVJE 3. KLASIFIKACIJA IN SEGMENTACIJA
lastne presoje. Izbira bi lahko bila kompleksnejˇsa, v kolikor bi temeljila na
statistiki povprecˇne oddaljenosti napacˇno klasificiranih slikovnih elementov
predhodnih resˇitev, vendar pa smo se za potrebe demonstracije odlocˇili za
enostavnejˇsi pristop.
Obrobni pas bi torej zˇeleli primerno utezˇiti. Pri tem bi radi uposˇtevali,
da so elementi na robovih pasu manj utezˇeni, kot tisti proti sredini. Za
dolocˇanje utezˇi si lahko pomagamo s t.i. transformacijo razdalje (angl. di-
stance transform) [30], ki za vsak slikovni element znotraj obrobnega pasu
izracˇuna evklidsko razdaljo do najblizˇjega roba cestiˇscˇa. Slikovne elemente
znotraj obrobnega pasu nato utezˇimo z vecˇkratnikom obratne vrednosti ev-
klidske razdalje, kot je to vidno na Sliki 3.4. Obratno vrednost potrebujemo
zato, ker zˇelimo, da imajo slikovni elementi, ki se nahajajo tik ob robu,
najvecˇjo utezˇ, tisti najdlje pa najnizˇjo. Novo funkcijo izgube bi tako lahko








true ∗ log(y(k)predicted) ∗ αu(k), (3.3)
kjer u(k) predstavlja utezˇ k -tega slikovnega elementa, α pa vecˇkratnik, ki nam
omogocˇa reguliranje mocˇi utezˇi. Gre za nov hiper-parameter, ki neposredno
vpliva na samo karakteristiko funkcije izgube. Izbira tega parametra je pri-
merljiva z nastavljanjem stopnje regularizacije, zato ga je potrebno dolocˇiti
eksperimentalno s pomocˇjo validacijske mnozˇice.
Obravnava pomanjkljivih oznak
V praksi pogosto nimamo dostopa do natancˇnih oznak, saj je rocˇno oznacˇevanje
segmentacijskih mask dolgotrajna naloga. Zato si oznacˇevalci pogosto poma-
gajo z dodatno kategorijo za neoznacˇene dele, kot si bomo to podrobneje po-
gledali v poglavju 4.1.2. Pogosto se za pridobivanje oznak uporabljajo tudi
enostavnejˇsi algoritmi racˇunalniˇskega vida. Ti so obicˇajno manj natancˇni,
zato napovedi slikovnih elementov, za katere algoritem ni izrazil visoke za-
nesljivosti, ne vkljucˇimo v oznako.
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Slika 3.4: Leva slika prikazuje obrobni pas obarvan z rdecˇo barvo, ozadje
z oranzˇno in cesto z modro. Na desni sliki pa vidimo primer utezˇi slikovnih
elementov, ki pripadajo obrobnemu pasu. Tu tople barve (rumena) pred-
stavljajo viˇsjo utezˇ, medtem ko hladne barve (vijolicˇna) predstavljajo nizˇjo
utezˇ [2].
Rezultate eksperimentov si bomo podrobneje pogledali v prihodnjem po-
glavju, za zdaj pa le omenimo, da je uspesˇnost nevronske mrezˇe, naucˇene
na grobo oznacˇenih podatkih, nekoliko slabsˇa od tiste, naucˇene na natancˇno
oznacˇenih podatkih. Iz tega sledi, da so neoznacˇeni deli pomembni za ne-
vronsko mrezˇo. Posledicˇno se lahko vprasˇamo, ali lahko na kaksˇen nacˇin
uporabimo neoznacˇene dele sliki in razliko med uspesˇnostjo teh dveh mode-
lov zmanjˇsamo.
Pristop, ki smo ga obravnavali v nasˇi raziskavi, temelji na uporabi ne-
oznacˇenih delov, katerim v cˇasu ucˇenja dodelimo nizˇjo utezˇ od oznacˇenih. Z
vidika utezˇevanja slikovnih elementov oziroma usmerjanja pozornosti je pri-
stop zelo podoben tistemu, ki smo ga opisali v prejˇsnjem poglavju. Glavna
razlika je, da nam tokrat pripadajocˇe kategorije neoznacˇenih slikovnih ele-
mentov niso znane. Nasˇ eksperiment temelji na predpostavki, da sosednji sli-
kovni elementi pogosto pripadajo isti kategoriji. Uposˇtevanje te predpostavke
nam omogocˇa enostaven mehanizem za dolocˇanja kategorij neoznacˇenih pre-
delov slik. Ponovno si lahko pomagamo z transformacijo razdalje, ki nam za
vsak slikovni element vrne dve evklidski razdalji. Prva razdalja predstavlja
oddaljenost danega slikovnega elementa do najblizˇjega slikovnega elementa,
oznacˇenega kot cestiˇscˇe, druga pa do najblizˇjega elementa, oznacˇenega kot
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Slika 3.5: Prikaz dveh ucˇnih primerov (vsak v svojem stolpcu). V prvi
vrsti so prikazane pomanjkljive oznake, v drugi vrsti oznake pridobljene z
opisanim postopkom in v tretji vrsti utezˇi novo oznacˇenih delov.
ozadje. Neoznacˇenim slikovnim elementom tako dodelimo kategorijo, ki jo
ima najblizˇji oznacˇen slikovni element.
Slika 3.5 prikazuje rezultat opisanega postopka dodeljevanja kategorij ne-
oznacˇenim delom dveh ucˇnih primerov (vsak v svojem stolpcu). V prvi vrsti
se nahaja prikaz, kjer je vhodna slika prekrita z originalno oznako. Oranzˇna
barva predstavlja ozadje, modra cestiˇscˇe in rdecˇa neoznacˇen del slike. V
drugi vrsti je prikazana oznaka, pridobljena s pomocˇjo transformacije raz-
dalje, kjer oranzˇna barva predstavlja ozadje, modra pa cesto. Zadnja vrsta
prikazuje utezˇi neoznacˇenih delov, kjer toplejˇse barve (rumena) v primerjavi
s hladnejˇsimi (vijolicˇna) predstavljajo nizˇjo utezˇ.
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3.3.2 Klasifikacija
V primerjavi s segmentacijskimi mrezˇami, ki smo jih spoznali v prejˇsnjem
poglavju, je pristop k usmerjanju pozornosti klasifikacijske mrezˇe nekoliko
drugacˇen. Ker izhod klasifikacijske mrezˇe nima istih dimenzij kot vhodna
slika in izhodni nevroni ne odrazˇajo kategorij istolezˇnih slikovnih elemen-
tov, pozornosti ne moramo usmerjati z manipulacijo posameznih komponent
funkcije izgube. Za usmerjanje pozornosti si bomo zato pogledali dva razlicˇna
pristopa, obema pa je skupno, da temeljita na informaciji o polozˇaju cestiˇscˇa,
pridobljeni s pomocˇjo segmentacije, kot je bilo to predstavljeno v zadnjem
poglavju.
Maskiranje z nicˇelno vrednostjo
Najpreprostejˇsa zamisel za usmerjanje pozornosti je maskiranje vhoda z nicˇelno
vrednostjo. V tem primeru slikovne elemente vhodne slike, katere je segmen-
tacijska nevronska mrezˇa oznacˇila za ozadje, sˇe pred vstopom v nevronsko
mrezˇo nastavimo na nicˇ. Maskiranje z nicˇelno vrednostjo si lahko predsta-
vljamo, kot zamenjavo ozadja s cˇrno barvo. Vhodna slika tako ne vsebuje in-
formacije, za katero segmentacijska nevronska mrezˇa meni, da ni relevantna.
Klasifikacijska nevronska mrezˇa in postopek njenega ucˇenja se v tem primeru
ne razlikuje od tistega, ki bi ga uporabili, v kolikor vhodne slike predhodno
ne bi maskirali z nicˇelno vrednostjo. Primer vhodnih slik je mozˇno videti v
desnem stolpcu Slike 3.6.
Razsˇiritev z novim kanalom
Z maskiranjem torej izkljucˇimo vse, kar ni cestiˇscˇe. To pa ni vedno najboljˇsa
resˇitev, saj kontekst lahko nosi veliko relevantnih informacij. V nasˇi domeni
je dober primer okolica - makadamske ceste se pogosteje nahajajo v naravi
kot pa mestnih srediˇscˇih. Tako nam kontekst lahko zelo pomaga pri napovedi
tipa cestiˇscˇa in bi ga bilo nesmiselno izlocˇiti. Maskiranje z nicˇelno vrednostjo
zato lahko nadomestimo z razsˇiritvijo vhodne slike z novim kanalom, ki ga
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Slika 3.6: Slika prikazuje tri primere vhodnih slik (vsak v svoji vrsti), kjer
levi stolpec predstavlja originalno vhodno sliko, desni pa vhodno sliko, ma-
skirano z nicˇelno vrednostjo.
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Slika 3.7: Prikaz zdruzˇevanja kanalov slike in segmentacijske maske.
predstavlja izhod segmentacijska mrezˇe. Na ta nacˇin mrezˇi zagotovimo vso
informacijo, ki bi jo sicer dobila z vhodno sliko, hkrati pa jo obogatimo z
informacijo o polozˇaju cestiˇscˇa.
Uporaba tega pristopa ima za razliko od maskiranja z nicˇelno vrednostjo
nekaj posledic na samo arhitekturo nevronske mrezˇe. V tem primeru je vhod
drugacˇnih dimenzij in posledicˇno tudi prvi konvolucijski nivo. Prenos znanja
zato ni vecˇ trivialen, saj se arhitektura mrezˇe ResNet-50 nekoliko spremeni.
Prenos znanja sicer sˇe vedno lahko uporabimo za ucˇne parametre, ki so skupni
obema arhitekturama, na novo dodane utezˇi pa inicializiramo z nakljucˇnimi
vrednostmi.
Vhoda posledicˇno tudi ni mogocˇe prikazati, lahko pa si ga enostavno
zamislimo kot zdruzˇitev posameznih kanalov slike in segmentacijske maske,
kot je to prikazanih na Sliki 3.7.




Kot smo omenili na zacˇetku poglavja 2 potrebujemo za proces iskanja ustre-
znih parametrov nevronske mrezˇe podatkovno zbirko, ki jo sestavljajo pari
vhodnih in izhodnih podatkov. Podatke, ki jih uporabljamo za ucˇenje, imenu-
jemo ucˇni podatki. To pa niso edini podatki, ki jih potrebujemo za resˇevanje
problemov, kot sta klasifikacija in segmentacija. Da se lahko prepricˇamo,
ali je pridobljena resˇitev po koncˇanem ucˇenju zares uporabna, moramo samo
resˇitev evalvirati. Za ocenjevanje uspesˇnosti potrebujemo pare vhodnih in iz-
hodnih podatkov, katerih nismo uporabili za potrebe ucˇenja, saj bi bila ocena
v tem primeru pristranska. Za evalvacijo zato potrebujemo tako imenovane
testne podatke. Ker ucˇenje modelov pogosto zahteva eksperimentalno nasta-
vljanje razlicˇnih hiper-parametrov (tj.parametrov, ki definirajo lastnosti mo-
dela ali spreminjajo proces ucˇenja), v praksi pogosto potrebujemo sˇe podatke
za validacijo. Gre za mnozˇico podatkov, s pomocˇjo katere ocenimo primer-
nost izbranih hiper-parametrov. Da je ocenjevanje resnicˇno nepristransko,
mora validacijska mnozˇica vsebovati podatke, ki niso vsebovani ne v ucˇni ne
v testni mnozˇici.
Podatkovno zbirko torej lahko razdelimo na tri dele (ucˇno, validacijsko
in testno mnozˇico), vsak vsebovan primer pa je pravzaprav par vhodnega
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podatka in temeljne resnice. Tako za klasifikacijo kot tudi segmentacijo bo
vhodni podatek predstavljala slika, temeljna resnica pa je za klasifikacijo
nekoliko drugacˇen kot za segmentacijo. V nadaljevanju si zato poglejmo,
kaksˇne podatke bomo uporabili za resˇevanje obeh podproblemov.
4.1.1 Podatki za klasifikacijo
Za nasˇ klasifikacijski problem je izhodni podatek kategorija oziroma razred
(angl. class), ki predstavlja tip povrsˇine cestiˇscˇa. Za potrebe ucˇenja moramo
kategorije predstaviti na ustrezen nacˇin, tako da bo z njimi matematicˇno lazˇje
operirati. V praksi se najpogosteje pojavljata dve mozˇnosti predstavitve:
predstavitev s celosˇtevilskim zapisom (angl. sparse encoding) ali pa bitno
kodiranje (angl. one-hot encoding), pri katerem vsako kategorijo predsta-
vimo s svojim bitom, nastavljen na vrednosti ena pa je le tisti bit kategorije,
kateri pripada slika (oziroma slikovni element v primeru semanticˇne segmen-
tacije). Pri resˇevanju nasˇega problema bomo bitno kodiranje uporabili tako
za predstavitev klasifikacijskih kot tudi segmentacijskih podatkov.
Za potrebe eksperimentiranja smo oznacˇili 2500 slik, vsako z eno od treh
kategorij, predstavljeno z bitnim zapisom. Od tega jih 2000 predstavlja ucˇno
mnozˇico, 250 validacijsko in 250 testno mnozˇico. Razredno porazdelitev za
vsako izmed mnozˇic si je mogocˇe ogledati na Sliki 4.1. Podatkovno zbirko
bomo v nadaljevanju imenovali RST (kot tip vozne povrsˇine - angl. Road
Surface Type).
Nekaj primerov vhodnih slik je prikazanih na Sliki 4.2. Prva vrsta vsebuje
sliki makadamskega, druga vrsta asfaltiranega cestiˇscˇa in tretja vrsta cestiˇscˇe
s talno signalizacijo. Slike v desnem stolpcu prikazujejo primere, katerih tip
povrsˇine je tezˇavno dolocˇiti zˇe za cˇlovesˇko oko. To so pogosto presvetljene ali
osencˇene slike, slike na katerih so talne signalizacije na neobicˇajnih mestih ali
pa slika vsebuje dve voziˇscˇi razlicˇnih tipov. V slednjem primeru smo tezˇavo
zaobsˇli na nacˇin, da smo sliki dodelili prevladujocˇo kategorijo, v kolikor se je
to zdelo smiselno.
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Slika 4.1: Slika prikazuje distribucijo kategorij za vsako od mnozˇic. Ze-
lena barva predstavlja ucˇno mnozˇico, modra validacijsko in oranzˇna testno
mnozˇico.
4.1.2 Podatki za segmentacijo
Tako kot za klasifikacijo je tudi za problem semanticˇne segmentacije vhodni
podatek slika. Zaradi same narave problema pa je izhodni podatek neko-
liko drugacˇen. Semanticˇna segmentacija je razumevanje slikovne vsebine na
ravni slikovnih elementov, kar pomeni, da napovedujemo kategorije za vsak
slikovni element posebej. Za vsak slikovni element imamo torej svojo katego-
rijo, ki jo, tako kot pri klasifikaciji, predstavimo ali s celim sˇtevilom ali pa z
bitnim kodiranjem. Temeljno resnico nam zato predstavlja slika kategorij, ki
ji vecˇkrat recˇemo segmentacijska maska. V nasˇem problemu segmentacije ce-
stiˇscˇa imamo opravka z dvema kategorijama - cesto in ozadjem (vsem, kar ne
predstavlja cestiˇscˇa). Gre torej za binarno klasifikacijo slikovnih elementov,
zato bo segmentacijska maska kar binarna slika, oziroma dve komplementarni
sliki v primeru bitnega kodiranja.
Rocˇna priprava segmentacijskih mask je dolgotrajen proces, hkrati pa
tudi tezˇka naloga za oznacˇevalca, kajti pogosto dolocˇeni deli slike tudi za
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Slika 4.2: Prikaz sˇestih primerov zbirke RST, kjer sliki v prvi vrsti vsebujeta
makadamsko cestiˇscˇe, v drugi vrsti asfaltirano in v tretji asfaltirano cestiˇscˇe
s talno signalizacijo.
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cˇlovesˇko oko niso prepoznavni. S tem razlogom se obstojecˇim kategorijam v
praksi pogosto doda posebno kategorijo, ki predstavlja neoznacˇen del slike
(angl. void label). Oznacˇevalci kategorijo pogosto uporabljajo za lazˇje in
hitrejˇse ustvarjanje segmentacijskih mask, ki pa so posledicˇno nekoliko manj
natancˇne. Na tem mestu izpostavimo, da napoved, pridobljena z nevron-
sko mrezˇo nikoli ne vsebuje te kategorije, zato problem na ravni slikovnega
elementa ostaja binaren, kljub temu da rocˇno pridelana podatkovna zbirka
vsebuje tri kategorije.
Ker je rocˇno oznacˇevanje segmentacijskih mask cˇasovno zamuden proces,
si bomo pomagali s podatkovno zbirko Cityscape [2], ki je javno dostopna
za raziskovalne namene. V nadaljevanju si bomo pogledali, kaksˇne podatke
omenjena zbirka vsebuje in kako jih je potrebno predhodno obdelati, da so
primernejˇsi za nasˇe eksperimentalne potrebe.
Podatkovna zbirka Cityscape
Podatkovna zbirka Cityscape vsebuje 23.473 razlicˇnih slik, ki so razdeljene v
tri podmnozˇice:
• ucˇno mnozˇico - vsebuje 2.975 in je namenjena ucˇenju modela
• dodatno ucˇno mnozˇico - je prav tako namenjena ucˇenju modela, vsebuje
pa 19.998 slik
• validacijsko - vsebuje 500 slik in je namenjena evalvaciji naucˇenega
modela
Za ucˇno in validacijsko mnozˇico imamo na razpolago dve vrsti segmenta-
cijskih mask - natancˇno oznacˇene (angl. fine anotations) in grobo oznacˇene
(angl. coarse anotations). Za dodatno ucˇno mnozˇico pa imamo na razpolago
le grobo oznacˇene segmentacijske maske. V nadaljevanju bomo uporabljali
kratico CSF (krajˇse za Cityscape Fine) za mnozˇico, ki vsebuje natancˇno
oznacˇene slike ucˇne mnozˇice. S kratico CSC (krajˇse za Cityscape Coarse)
bomo oznacˇili mnozˇico podatkov ucˇne mnozˇice z grobo oznacˇenimi temelj-
nimi resnicami. Kratica CSCE (krajˇse za Cityscape Coarse Extras) pa bo
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Slika 4.3: Primer natancˇno oznacˇene (levo) in grobo oznacˇene segmentacij-
ske maske (desno), ki pripadata isti sliki.
predstavljala mnozˇico podatkov iz dodatne ucˇne mnozˇice, ki prav tako vse-
bujejo grobo oznacˇene temeljne resnice.
Primer natancˇno in grobo oznacˇenih segmentacijskih mask je prikazan na
Sliki 4.3.
Tako natancˇno oznacˇene kot tudi grobo oznacˇene segmentacijske maske
vsebujejo 30 kategorij. Za nas so pomembne le tri - cesta, ozadje in kategorija,
ki predstavlja neoznacˇene slikovne elemente. Vse oznacˇene slikovne elemente,
ki niso oznacˇeni kot cesta, bomo zato obravnavali kot ozadje. Ko zdruzˇimo
vse irelevantne kategorije z ozadjem, se pojavljajo neoznacˇeni deli slike tudi
na mestih, ki bi jih sicer enostavno razglasili za ozadje, v kolikor bi podatke
oznacˇevali sami. Pojav je mozˇno opaziti na Sliki 4.6.
Analiza ucˇne in dodatne ucˇne mnozˇice pokazˇe, da je med grobo oznacˇenimi
segmentacijskimi maskami kar tretjina slikovnih elementov neoznacˇenih. Delezˇ
kategorij je prikazan na Sliki 4.4, kjer zelena barva prikazuje distribucijo kate-
gorij za natancˇno oznacˇene temeljne resnice podatkov ucˇne mnozˇice, modra
barva distribucijo grobo oznacˇene iste ucˇne mnozˇice in oranzˇna barva di-
stribucijo razredov grobo oznacˇenih temeljni resnic dodatne ucˇne mnozˇice.
Statistika je bila izracˇunana na podlagi 1000 primerov za vsako od treh ome-
njenih zbirk. Opazimo lahko, da so kategorije na grobo oznacˇenih maskah
priblizˇno enakomerno zastopane, pri natancˇno oznacˇenih podatkih pa je delezˇ
elementov, ki predstavljajo ozadje, bistveno vecˇji. Sklepati je mozˇno, da je
delezˇ ozadja vecˇji na racˇun manjˇsega delezˇa neoznacˇenih slikovnih elemen-
tov, oziroma da vecˇino neoznacˇenih slikovnih elementov v resnici predstavlja
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Slika 4.4: Prikaz razredne porazdelitve za vsako od treh omenjenih mnozˇic.
ozadje. Da pa je temu res tako, uporabimo ucˇno in validacijsko mnozˇico, ki
vsebujeta tako natancˇno kot tudi grobo oznacˇene maske ter opravimo analizo
neoznacˇenih podatkov.
Ker imamo za ucˇno mnozˇico zbirke Cityscape na razpolago tako natancˇno
oznacˇene kot tudi grobo oznacˇene temeljne resnice, lahko naredimo analizo
resnicˇnih kategorij neoznacˇenih delov grobih temeljnih resnic. Slika 4.5 pri-
kazuje primerjavo delezˇa kategorij glede na tip oznacˇevanja. Iz slike je mozˇno
razbrati, da dodatnih 27% slikovnih elementov predstavlja cesto, kar je pri-
blizˇno 86% vseh neoznacˇenih podatkov. Cˇe delezˇa sesˇtejemo, vidimo, da v
povprecˇju priblizˇno 65% slike predstavlja ozadje, kar se sovpada z rezultati
prikazanimi na Sliki 4.4
Da bi porazdelitev grobo oznacˇenih mask priblizˇati distribuciji natancˇno
oznacˇenih, si lahko pomagamo z morfolosˇkimi operacijami in tako zmanjˇsamo
neoznacˇene luknje, ki so nastale ob zdruzˇevanju odvecˇnih kategorij z ozadjem.
Nasˇa zˇelja je spremeniti le dolocˇene neoznacˇene dele v ozadje, zato bomo
masko ceste pustili nedotaknjeno. Prav tako bomo ohranili neoznacˇene dele,
ki se nahajajo blizu robov cestiˇscˇa, saj tam obstaja vecˇja mozˇnost, da prav-
zaprav predstavljajo cesto. Spremenili bomo torej le tiste neoznacˇene dele,
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Slika 4.5: Slika prikazuje primerjavo razrednih delezˇev natancˇno in grobo
oznacˇenih temeljnih resnic istih slik. Statistika je bila izracˇunana na podlagi
1000 primerov.
ki niso blizu ceste. To dosezˇemo tako, da v prvem koraku na maski ceste
uporabimo morfolosˇko sˇiritev (angl. morphological dilation) ter s tem pri-
dobimo kriticˇne dele slike, kjer je vecˇja mozˇnost, da so neoznacˇeni elementi
v resnici cesta. Nato poiˇscˇemo presek med dobljeno masko in obstojecˇo
masko neoznacˇenega dela slike. Elemente, ki niso v preseku in pripadajo
prvotni maski neoznacˇenega dela, razglasimo za ozadje, medtem ko tiste v
preseku obravnavamo kot novo masko neoznacˇenih slikovnih elementov, ki jo
bomo v nadaljevanju imenovali erodirana segmentacijska maska neoznacˇenih
slikovnih elementov. Erodirana zato, ker rezultat spominja na morfolosˇko
erozijo (angl. morphological erosion) maske neoznacˇenega dela slike, vendar
pa je potrebno poudariti, da bi z uporabo morfolosˇka erozija dobili nekoliko
drugacˇen rezultat.
Slika 4.6 prikazuje primerjavo med prvotno segmentacijsko masko in ma-
sko pridobljeno po predstavljenem postopku.
Vse grobo oznacˇene maske iz ucˇne in validacijske mnozˇice lahko obdelamo
po omenjenem postopku in novo statistiko primerjamo s predhodno. Novo
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Slika 4.6: Primer originalne (levo) in erodirane segmentacijske maske (de-
sno).
statistiko lahko vidimo na Sliki 4.7.
Prav tako lahko izracˇunamo napako, ki smo jo naredili pri zgoraj opisa-
nem postopku. Od vseh novo oznacˇenih primerov nam napako predstavlja
delezˇ tistih, ki so bili napacˇno klasificirani. To so tisti primeri, ki so bili na
grobo oznacˇeni maski neoznacˇeni, na natancˇno oznacˇeni so pripadali cesti, mi
pa smo jih dolocˇili za ozadje. Napaka, izracˇunana na podlagi tisocˇih slik, za
katere imamo na razpolago tako grobe kot tudi natancˇne oznake, znasˇa 1.13%
vseh slikovnih elementov, ki smo jim tekom postopka spremenili kategorijo.
V poglavju 3.3.1 smo opisali tehniko obravnavanja pomanjkljivih oznak s
pomocˇjo transformacije razdalje, ki jo bomo vecˇkrat uporabili v eksperimen-
tih. Slika 4.8 prikazuje postopek dodeljevanja kategorij neoznacˇenim delom.
Opazimo lahko, da pridobljena oznaka pogosto vsebuje napake. Ker gre za
raziskavo in imamo na razpolago tudi natancˇne oznake, imamo mozˇnost, da
lahko opravimo primerjavo pridobljenih oznak z natancˇnimi in analiziramo
tipe storjenih napak. Te mozˇnosti v praksi sicer pogosto ne bi imeli.
Relativne napake so prikazane s pomocˇjo matrike zamenjav na Sliki 4.9,
kjer lahko opazimo, da smo v 22% ozadje nepravilno oznacˇili za cesto in v
31% cesto nepravilno oznacˇili za ozadje
Podatkovna zbirka RSTS
Ker so slike zbrane v podatkovni zbirki Cityscape precej drugacˇne od tistih
v zbirki RST, ki jih bomo uporabili za klasifikacijo, smo za potrebe segmen-
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Slika 4.7: Ponoven prikaz razrednih porazdelitev za vsako od mnozˇic, kjer
tokrat zbirki CSC in CSCE vsebujeta erodirane maske.
Slika 4.8: Prikaz pridobljene napake pri oznacˇevanju neoznacˇenih delov slike
s pomocˇjo transformacijo razdalje.
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Slika 4.9: Prikaz matrike zamenjav pridobljene na podlagi 1000 primerov,
kjer se za izracˇun uporabi le neoznacˇene slikovne elemente (slikovne elemente,
katerim smo z transformacijo razdalje dodelili kategorijo).
tacije rocˇno oznacˇili dodatnih 600 slik, pridobljenih z isto opremo kot tiste
v zbirki RST. Od tega 70 slik predstavlja validacijsko mnozˇico, 70 testno
mnozˇico in 460 ucˇno mnozˇico. V poglavju 3.1.2 smo si zˇe pogledali, kako
lahko znanje pridobljeno z ucˇenjem nevronske mrezˇe na eni zbirki prenesemo
in doucˇimo nevronsko mrezˇo z uporabo druge ucˇne mnozˇice. To zbirko bomo
v nadaljevanju imenovali RSTS (krajˇse za Road Surface Type for Segmenta-
tion). Sliki 4.11 in 4.10 prikazujeta nekaj primerov slik zbirke RSTS.
V praksi ucˇenje z vecˇ podatki pogosto prinese boljˇso uspesˇnost, po drugi
strani pa se s tem cˇas ucˇenja povecˇa. Ker je ucˇenje nevronskih mrezˇ samo po
sebi dolgotrajen proces, hkrati pa ima veliko nastavljivih hiper-parametrov,
kar pomeni vecˇkratno ucˇenje, bomo za potrebe eksperimentiranja uporabili le
podmnozˇico zbirke Cityscape. Hkrati je uporaba manjˇse ucˇne mnozˇice tudi
nekoliko bolj realna slika problemov, s katerimi se v praksi pogosto srecˇujemo.
Tako smo za potrebe eksperimentiranja uporabili le del omenjenih zbirk.
Iz zbirk CSF in CSC smo vzeli istih 1200 primerov, ki pa se razlikujejo
le v tipu oznak (CSF vsebuje natancˇne oznake, CSC pa grobe). Zbirko
CSCE smo sestavili tako, da smo zbirki CSC dodali sˇe dodatnih 1000 slik z
grobimi oznakami. Vsi rezultati prikazani v poglavju 4 so povprecˇja evalvacij
petih modelov, katere smo naucˇili na petih razlicˇnih razdelitvah 1200 ucˇnih
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Slika 4.10: Prikaz nekaj primerov slik zbirke RSTS.
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Slika 4.11: Prikaz dveh primerov zbirke RSTS, kjer je robove cestiˇscˇa ne-
koliko tezˇje dolocˇiti.
Zbirka
Ucˇna mnozˇica Validacijska mnozˇica Testna mnozˇica
Oznake Sˇt. slik Oznake Sˇt. slik Oznake Sˇt. slik
CSF Natancˇne 1000 Natancˇne 200 Natancˇne 400
CSC Grobe 1000 Grobe 200 Natancˇne 400
CSCE Grobe 2000 Grobe 200 Natancˇne 400
RSTS Grobe 459 Grobe 70 Grobe 70
Tabela 4.1: Povzetek zbirk in njihovih podmnozˇic.
primerov oz. 2200 v primeru zbirke CSCE. Od teh je bilo 200 nakljucˇno
izbranih primerov namenjenih validaciji, preostali pa so predstavljali ucˇno
mnozˇico. Vse modele smo evalvirali na testni mnozˇici, katero smo sestavili iz
400 slik z natancˇnimi oznakami in niso bile vsebovane v nobeni drugi zbirki.
Za lazˇjo primerjavo rezultatov je testna mnozˇica vedno vsebovala iste slike
z natancˇnimi oznakami, razen v primeru zbirke RSTS, kjer smo vse slike
rocˇno oznacˇili z grobimi oznakami. Povzetek zbirk oziroma razdelitev na
podmnozˇice si je mozˇno ogledati v Tabeli 4.1.
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4.1.3 Umetno bogatenje ucˇne mnozˇice
Kot smo zˇe vecˇkrat omenili, je za ucˇenje kompleksnih modelov kot so konvo-
lucijske nevronske mrezˇe predpogoj dostopnost ogromne kolicˇine raznolikih
podatkov. Popularne zbirke kot je Cityscape pogosto vsebujejo po vecˇ tisocˇ
ali deset tisocˇ ucˇnih primerov. Pogosto nam toliko podatkov ni na voljo, ali
pa je proces oznacˇevanja predrag, prezahteven ali cˇasovno prevecˇ potraten,
zato se v praksi pogosto uporablja tehnika umetnega bogatenja podatkovne
zbirke (angl. data augmentation)[31]. Gre za manipulacijo slik in oznak
obstojecˇe zbirke s pomocˇjo enostavnih operacij, tako da rezultat predsta-
vlja nov ucˇni primer, ki se razlikuje od ostalih ucˇnih primerov. Enostavne
operacije, ki se najpogosteje uporabljajo so zrcaljenje, povecˇava, translacija,
spremembe osvetljenosti, ipd.
Na tem mestu izpostavimo, da je poleg manipulacije vhodne slike po-
trebno ustrezno prilagoditi tudi pripadajocˇo oznako. V primeru klasifika-
cijskih oznak ta korak ni potreben, saj se tip cestiˇscˇa z uporabo omenjenih
preprostih operacij ne spremeni. Nekoliko vecˇ pozornosti je potrebno posve-
titi segmentacijskim oznakam, kjer je kategorija definirana za vsak slikovni
element posebej. Nekatere operacije (npr. rotacija ali zrcaljenje) neposredno
vplivajo na razred manipuliranih slikovnih elementov, medtem ko uporaba
dolocˇenih operacij (npr. spreminjanje osvetljenosti) ne potrebuje dodatnega
prilagajanja segmentacijske maske.
Umetni nevronski mrezˇi sinteticˇno modificiran primer predstavlja drugacˇen
ucˇni primer. S tehniko bogatenja zbirke tako omogocˇimo, da nevronska mrezˇa
med ucˇenjem vidi primere, ki sicer niso bili prisotni v originalni podatkovni
zbirki. Na ta nacˇin postane nevronska mrezˇa bolj robustna oziroma inva-
riantna na spremembe, kot so translacija, rotacija, velikost, ipd. Uporaba
omenjenih operacij je v praksi priljubljena predvsem zaradi preproste imple-
mentacije. Hkrati pa je uporaba samo enostavnih operacij za umetno boga-
tenje zbirke nekoliko omejena, saj z njimi lahko generiramo nove primere, ki
so relativno podobni obstojecˇim. Pogosto pa bi zbirko radi obogatili tudi s
primeri, ki se bistveno razlikujejo od vseh originalnih ucˇnih primerov. Za-
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Slika 4.12: Na levi strani je prikazana originalna slika, desno pa slika pri-
dobljena s pomocˇjo nevronskega prenosa stila [33].
mislimo si, da podatkovna zbirka vsebuje le slike cestiˇscˇa, ki so bile posnete
sredi soncˇnega dne. V zbirki tako primanjkuje primerov cestiˇscˇa v nocˇnih
ali dezˇevnih razmerah. V kolikor taki podatki niso prisotni v cˇasu ucˇenja,
je smiselno predvidevati, da bo razpoznavanje cestiˇscˇa na nocˇnih posnetkih
manj uspesˇno. Posledicˇno je danes mozˇno najti veliko raziskav na temo kom-
pleksnejˇsih metod umetnega bogatenja podatkovnih zbirk. En od pristopov
je uporaba tako imenovanega nevronskega prenosa stila (angl. neural style
transfer)[32], kjer s pomocˇjo nevronske mrezˇe prenesemo stil ene domene na
sliko iz druge domene. Tako bi lahko slike, posnete poleti, s pomocˇjo nevron-
skega prenosa stila transformirali v slike, podobne tistim, ki bi bile posnete
v snezˇnih zimskih razmerah.
S kompleksnejˇsimi pristopi se v praksi srecˇujemo redkeje, saj terjajo zah-
tevno implementacijo prenosa stila, hkrati pa so racˇunsko bolj zahtevni. V
kolikor bi razvijali resˇitev za avtonomna vozila, bi bil razmislek o uporabi
kompleksnejˇsih pristopov bogatitve podatkovne zbirke smiseln. Za resˇitev,
ki jo potrebujejo vzdrzˇevalci cestiˇscˇ pa nam zadostuje zˇe uporaba prepro-
stih operacij, saj lahko predpostavljamo, da so slike cestiˇscˇ zajete tekom
delavnega cˇasa ter ob lepem vremenu. V nadaljnjih eksperimentih smo med
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ucˇenjem uporabili tehniko umetnega bogatenja ucˇne mnozˇice, da pa bi bili
rezultati med seboj primerljivi, sam pred vsakim zacˇetkom ucˇenja fiksirali
vse parametre generatorjev nakljucˇnih sˇtevil. Operacije, ki smo jih uporabili
za umetno obogatitev ucˇne mnozˇice so bile:
• horizontalno zrcaljenje v 50% primerih,
• rotacija okoli srediˇscˇa slike za nakljucˇni kot do pet stopinj v obratni
smeri ali smeri urinega kazalca,
• povecˇava slike za nakljucˇni faktor med 0,9 in 1,1,
• premik slike za do 10% v vertikalni in za do 10% v horizontalni smeri.
4.2 Ocenjevanje uspesˇnosti
Kot smo zˇe omenili v zacˇetku poglavju, uspesˇnost vedno ocenjujemo s pomocˇjo
testne mnozˇice (angl. test set), katero sestavljajo primeri, ki jih nevronska
mrezˇa med ucˇenjem ne vidi. V tem poglavju si bomo pogledali nekaj pre-
prostih metrik, ki se pogosto uporabljajo na podrocˇju klasifikacije. Za lazˇjo
razlago si bomo najprej ogledali izracˇun metrik na primeru segmentiranja
cestiˇscˇa, kjer je problem binaren. Nato si bomo pogledali sˇe, kako lahko iste
metrike uporabimo tudi za evalvacijo resˇitev nebinarnih problemov, kot je
klasifikacija tipa cestiˇscˇa.
4.2.1 Uspesˇnost segmentacije
Ker segmentacija predstavlja klasificiranje slikovnih elementov, je na posa-
mezni sliki pravzaprav viˇsina× sˇirina primerov, ki jih je potrebno klasificirati
v eno izmed dveh skupin - cesto ali ozadje. Gre torej za binarno klasifika-
cijo, zato si pri predstaviti uspesˇnosti lahko pomagamo z matriko zamenjav
(angl. confusion matrix). Cˇe izberemo, da cesta predstavlja pozitivni in
ozadje negativni razred, lahko definiramo resnicˇno pozitivni primer (angl.
true positive) kot slikovni element, ki na sliki predstavlja cesto, kot cesto














Tabela 4.2: Prikaz matrike zamenjav.
pa ga je prav tako klasificirala nevronska mrezˇa. Lazˇno negativni primer
(angl. false negative) prav tako predstavlja primer, kjer slikovni element pri-
pada cesti, vendar pa ga je nevronska mrezˇa napacˇno klasificirala za ozadje.
Na podoben nacˇin definiramo sˇe resnicˇno negativni (angl. true negative) in
lazˇno pozitivni (angl. false positive) primer, kjer je nevronska mrezˇa pravilno
oziroma napacˇno dodelila kategorijo slikovnemu elementu, ki na sliki pred-
stavlja ozadje. Matriko zamenjav tako sestavimo iz teh sˇtirih statistik, kjer
za izracˇun vsake statistike uporabimo vseh sˇt. slik×viˇsina× sˇirina primerov.
Matrika zamenjav je prikazana s tabelo 4.2.
Iz omenjenih sˇtirih statistik lahko izpeljemo veliko uporabnih metrik, a
tu bomo omenili le sˇtiri, katere bomo uporabljali za primerjavo razlicˇnih
naucˇenih modelov.
Klasifikacijska tocˇnost (angl. Classification Accuracy) je verjetno najbolj
prepoznavna matrika. Definirana je kot delezˇ pravilno klasificiranih prime-
rov, oziroma z enacˇbo:
CA =
TP + TN
TP + TN + FP + FN
. (4.1)
Priklic ali senzitivnost (angl. recall ali sensitivity) je delezˇ pozitivnih pri-
merov, ki so bilo pravilno klasificirani kot pozitivni. V primeru segmentacije
ceste priklic predstavlja delezˇ ceste, ki smo ga pravilno oznacˇili z oznako
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Preciznost ali pozitivna prediktivna vrednost (angl. precision ali positive
predictive value - krajˇse PPV) se izracˇuna na podoben nacˇin. Gre za razmerje
med pravilno klasificiranimi pozitivnimi primeri in vsemi primeri, ki so bili





S preciznostjo in priklicem tako lahko opiˇsemo uspesˇnost poljubnega bi-
narnega klasifikatorja. Pogosto pa radi primerjamo uspesˇnost razlicˇnih naucˇenih
modelov, kar pomeni, da je potrebno primerjati preciznosti in priklic vsakega
modela. Da bi bila primerjava enostavnejˇsa definiramo eno samo mero - tako
imenovano mero F1 (angl. F1 score). Ta predstavlja harmonicˇno povprecˇje





Zato da je ocena uspesˇnosti za poljuben modela realisticˇna, mora testna
mnozˇica vsebovati veliko slik. Ker pri segmentaciji za vsako vhodno sliko
klasificiramo vse njene slikovne elemente, najprej izracˇunamo opisane metrike
za vsako vhodno sliko posebej, nato pa rezultate povprecˇimo s sˇtevilom slik.
Pridobljen rezultat nam tako predstavlja oceno povprecˇne uspesˇnosti nasˇega
modela.
Na tem mestu omenimo sˇe obravnavno neoznacˇenih slikovnih elementov.
Kadar slikovni element nima pripadajocˇe oznake, za napoved ne moramo tr-
diti, da je pravilna ali napacˇna, zato za izracˇun omenjenih metrik neoznacˇenih
slikovnih elementov obicˇajno ne obravnavamo.
Ker segmentacijski problem na eni sami sliki vsebuje toliko ucˇnih prime-
rov, kot je locˇljivost slike, je matriko zamenjav, pridobljeno na evalvaciji ene
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Slika 4.13: Primer vizualizacije metrike razporeditev pridobljeno z evalva-
cijo ene same vhodne slike.
same slike, mozˇno lepo vizualizirati. S tako vizualizacijo se bomo srecˇevali
skozi celo nalogo, zato si poglejmo, kako vizualizacija izgleda in kako jo ra-
zumeti. Slika 4.13 prikazuje vizualizacijo metrike razporeditev pridobljeno z
evalvacijo ene same vhodne slike. S temno modro so obarvani pravilno kla-
sificirani pozitivni primeri (torej pravilno zaznana cesta). Z oranzˇno barvo
so obarvani pozitivno negativni primeri (pravilno zaznano ozadje). Svetlo
modra barva predstavlja lazˇno pozitivne primere (ozadje, ki smo ga napacˇno
oznacˇili za cesto). Z rumeno pa so obarvani lazˇno negativni primeri (napacˇno
oznacˇena cesta). Poleg sˇtirih barv obcˇasno zasledimo tudi sivo barvo, s katero
opiˇsemo neoznacˇene dele slike.
4.2.2 Uspesˇnost klasifikacije
Za ocenjevanje uspesˇnosti napovedovanja tipa cestiˇscˇa bomo uporabljali me-
trike, ki smo jih pravkar predstavili. Izracˇun pa se bo v tem primeru nekoliko
razlikoval, saj se problem klasifikacije tipa cestiˇscˇa od segmentacije ceste raz-
likuje v dveh aspektih.
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Prva razlika je v sˇtevilu primerov glede na posamezno vhodno sliko. Pri
segmentaciji klasificiramo toliko primerov, kolikor je locˇljivost vhodne slike,
medtem ko pri napovedovanju tipa cestiˇscˇa nam vhodna slika predstavlja
en sam primer. Izracˇun metrik se zato nekoliko poenostavi, saj metrik ne
racˇunamo za vsako sliko posebej, temvecˇ kar za celotno testno mnozˇico.
Druga kljucˇna razlika je v sˇtevilu razredov, ki jih napovedujemo pri kla-
sifikaciji tipa cestiˇscˇa. Medtem ko je problem segmentacije binarni problem,
bomo tip cestiˇscˇa uvrsˇcˇali v enega od treh kategorij. Ker problem ni bina-
ren, se tudi matrika zamenjav nekoliko razlikuje od tabele 4.2 prikazane v
prejˇsnjem poglavju. Kadar imamo vecˇ kot dva razreda, lahko problem za
potrebe evalvacije binariziramo. V nasˇem primeru to pomeni, da izberemo
prvi razred, ga proglasimo za pozitivnega, ostala razreda pa obravnavamo
kot negativni razred. Nato izracˇunamo omenjene metrike, kot bi to naredili
za binarni problem. Postopek nato ponovimo, le da za pozitivni razred izbe-
remo drugi razred in navsezadnje sˇe za tretji razred. Tako za vsako metriko
dobimo tri rezultate, ki jih pogosto povprecˇimo, kar pa nam nato predstavlja
oceno povprecˇne uspesˇnosti nasˇega klasifikatorja.
Poglavje 5
Eksperimentalni rezultati
V tem poglavju si bomo pogledali, kaksˇne rezultate dobimo, v kolikor upo-
rabimo metode, opisane v prejˇsnjih poglavjih.
V prvem delu bomo raziskali, kaksˇno uspesˇnost dosezˇemo z uporabo ne-
vronske mrezˇe U-Net, ki za kodirnik uporablja ResNet-50. Pogledali si bomo
tudi rezultate pridobljene z razlicˇnim utezˇevanjem slikovnih elementov in re-
zultate, ki jih dobimo s pomocˇjo prenosa znanja, pridobljenega z ucˇenjem
mrezˇe na zbirki Cityscape in doucˇeno na zbirki RSTS.
V drugem delu pa se bomo posvetili klasifikaciji tipa povrsˇine cestiˇscˇa.
Pogledal si bomo klasifikacijsko uspesˇnost mrezˇe ResNet-50. Nato bomo
pridobljene rezultate primerjali z rezultati dveh eksperimentov, v katerih
smo klasifikacijski mrezˇi pomagali z informacijo o polozˇaju cestiˇscˇa, ki nam
jo je vrnila segmentacijska mrezˇa.
5.1 Segmentacija
5.1.1 Natancˇne oznake
Cilj prvega eksperimenta je poiskati izhodiˇscˇno vrednost uspesˇnosti, s ka-
tero lahko nato primerjamo rezultate vseh nadaljnjih eksperimentov. S tem
namenom smo naucˇili dve nevronski mrezˇi. Obe mrezˇi sta arhitekture U-
Net, kjer prva za kodirnik uporablja mrezˇo ResNet-50, druga pa modificiran
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Model Preciznost Priklic F1
U-Net ResNet-50 0.9821 0.9700 0.9747
U-Net DRN-ResNet-50 0.9858 0.9677 0.9754
Tabela 5.1: Prikazuj uspesˇnosti dveh nevronskih mrezˇ arhitekture U-Net,
naucˇenih s pomocˇjo zbirke CSF (natancˇno oznacˇeni podatki). Prvi model
za kodirnik uporablja mrezˇo ResNet-50, medtem ko drugi model uporablja
modificiran ResNet-50.
ResNet-50 z razsˇirjenimi konvolucijami, kot je to opisano v cˇlanku [24]. Iz
Tabele 5.1 je mozˇno razbrati, da z uporabo razsˇirjene konvolucije dosezˇemo
malenkost boljˇse rezultate (viˇsja vrednost metrike F1), zato smo v nadalj-
njih segmentacijskih eksperimentih za kodirnik uporabili mrezˇo ResNet-50,
ki uporablja razsˇirjeno konvolucijo.
Na Sliki 5.1 je zbranih nekaj primerov segmentacije, pridobljene z mrezˇo
U-Net, ki za kodirnik uporablja ResNet-50 z razsˇirjeno konvolucijo, naucˇeno
na zbirki CSF.
5.1.2 Utezˇevanje obrobnega pasu
Naslednji eksperiment je predstavljal poizkus izboljˇsanja uspesˇnosti z vecˇjim
utezˇevanjem obrobnega pasu. Naucˇili smo sˇest nevronskih mrezˇ arhitekture
U-Net, kjer smo v cˇasu ucˇenja za obrobni pas uporabili razlicˇne utezˇitvene
koeficiente, kot smo to opisali v poglavju 3.3.1. V Tabeli 5.2 si je mozˇno ogle-
dati uspesˇnost vseh sˇestih nevronskih mrezˇ, naucˇenih s pomocˇjo zbirke CSF.
Vsaka vrstica tabele prikazuje uspesˇnost modela naucˇenega na istih podat-
kih, kjer smo za poudarek robov cestiˇscˇa uporabili drugacˇno utezˇ (prikazano
v prvem stolpcu tabele). Iz tabele je mozˇno razbrati, da smo najboljˇsi rezul-
tat pridobili z utezˇitvenim koeficientom enakim vrednosti sˇest. V primerjavi
z uspesˇnostjo nevronske mrezˇe, naucˇene na podatkih, kjer robov cestiˇscˇa ni-
smo poudarili (prikazano v Tabeli 5.1), lahko vidimo, da smo s poudarkom
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Slika 5.1: Slika prikazuje nekaj primerov uspesˇne (levi stolpec) in neuspesˇne
(desni stolpec) segmentacije na zbirki CSF.




1 0.9810 0.9665 0.9724
2 0.9844 0.9728 0.9776
3 0.9822 0.9715 0.9754
4 0.9845 0.9737 0.9779
5 0.9823 0.9702 0.9748
6 0.9854 0.9737 0.9785
Tabela 5.2: Prikaz uspesˇnosti sˇestih nevronskih mrezˇ arhitekture U-Net,
naucˇenih s pomocˇjo zbirke CSF z razlicˇnimi utezˇitvenimi koeficienti robov
cestiˇscˇa.
robov dosegli nekoliko boljˇso uspesˇnost, cˇeprav razlika ni bistvena.
5.1.3 Grobe oznake
V drugem sklopu eksperimentov smo uporabili grobe oznake. Tu smo primer-
jali, ali uporaba vecˇjega sˇtevila ucˇnih primerov izboljˇsa uspesˇnost naucˇenega
modela. Tabela prikazuje uspesˇnost dveh nevronskih mrezˇ arhitekture U-
Net, kjer smo prvo nevronsko mrezˇo naucˇili na zbirki z manj ucˇnimi primeri
(zbirka CSC), drugo pa na zbirki CSCE, ki vsebuje vecˇ podatkov (kot je
to opisano v poglavju 4.1.2). Iz tabele je razvidno, da se uspesˇnost modela
(vrednosti metrike F1) ne razlikujeta bistveno in da z uporabo vecˇje kolicˇine
grobo oznacˇenih podatkov uspesˇnosti nismo izboljˇsali.
5.1.4 Utezˇene grobe oznake
Ker je v povprecˇju skoraj tretjina grobe oznake neoznacˇene, nas je zanimalo,
ali lahko izboljˇsamo uspesˇnost modela, v kolikor uposˇtevamo tudi neoznacˇene
dele, ki jim dodelimo nizˇjo utezˇ. S tem namenom smo izvedli osem ekspe-
rimentov, kjer smo neoznacˇenim dodelili oznako s pomocˇjo transformacijo
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Zbirka Preciznost Priklic F1
CSC 0.9585 0.9455 0.9496
CSCE 0.9486 0.9578 0.9491
Tabela 5.3: Prikaz uspesˇnosti dveh nevronskih mrezˇ arhitekture U-Net,




CSC 1 0.9509 0.9589 0.9525
CSC 0.5 0.9601 0.9495 0.9525
CSC 0.33 0.9599 0.9495 0.9525
CSC 0.25 0.9610 0.9460 0.9512
CSC 0.1 0.9496 0.9569 0.9509
CSCE 0.5 0.9585 0.9443 0.9492
CSCE 1 0.9629 0.9407 0.9493
CSCE 0.33 0.9556 0.9519 0.9515
Tabela 5.4: Prikaz uspesˇnosti nevronskih mrezˇ arhitekture U-Net, kjer
smo pred ucˇenjem pomanjkljivo oznacˇene dele oznake dopolnili z uporabo
transformacije razdalje.
razdalje, kot je to opisano v poglavju 3.3.1. Tabela 5.4 prikazuje uspesˇnosti
petih konvolucijskih mrezˇ arhitekture U-Net, naucˇenih na zbirki CSC in tri
mrezˇe iste arhitekture, naucˇene na zbirki CSCE, kjer smo eksperimentirali z
razlicˇnimi vrednostmi utezˇitvenega koeficienta. Iz tabele je mozˇno razbrati,
da najboljˇse rezultate pridobimo, ko imamo utezˇitveni koeficient nastavljen
na vrednost 0,33 (najviˇsja vrednost F1 za obe zbirki).
V primerjavi s Tabelo 5.3 je mozˇno opaziti, da z uporabo neoznacˇenih
delov slik, ki smo jih oznacˇili s pomocˇjo transformacije razdalje, dosezˇemo
nekoliko boljˇse rezultate, kot z modeli, ki so v cˇasu ucˇenja neoznacˇene dele
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slike ignorirali. Uspesˇnost sicer ni bistveno vecˇja in se sˇe vedno bistveno
razlikuje od uspesˇnosti modelov, naucˇenih na natancˇno oznacˇenih podatkih
(zbirki CSF), prikazanih v Tabeli 5.1.
5.1.5 Prenos znanja na zbirko RSTS
Slika 5.2 prikazuje nekaj primerov segmentacije slik zbirke namenjene klasifi-
kaciji tipa povrsˇine cestiˇscˇ (RST). Prikazana segmentacija je bila pridobljena
z nevronsko mrezˇo naucˇeno na podatkovni zbirki CSF, ki je v opisanih eks-
perimentih pokazala najboljˇse rezultate. Opaziti je mozˇno, da je uspesˇnost
segmentacije bistveno nizˇja v primerjavi s Sliko 5.1, kjer so primeri vzeti iz
testne mnozˇice zbirke CSF.
Da bi podobno uspesˇnost segmentacije dosegli na slikah zbirke RST in
nato segmentacijo uporabili pri klasifikaciji tipa cestiˇscˇa, smo nevronsko
mrezˇo U-Net naucˇeno na zbirki CSF doucˇili na zbirki RSTS. Uspesˇnost mrezˇe
je prikazana v Tabeli 5.5. Opaziti je mozˇno, da je uspesˇnost nekoliko nizˇja
od predhodno opisanih mrezˇ. Razlog za to se najverjetneje skriva o sami
zbirki RSTS. Kot smo pokazali v poglavju 4.1.2 vsebuje zbirka RSTS neko-
liko tezˇje primere, saj so slike pogosto presvetljene, ali pa so makadamske in
je dolocˇanje robov cestiˇscˇa tezˇka naloga zˇe za cˇlovesˇko oko. Iz tabele je prav
tako mozˇno razbrati, da smo v primerjavi z mrezˇo naucˇeno le na zbirki RSTS,
s tehniko prenosa znanja in doucˇenjem mrezˇe U-Net, ki je bila predhodno
naucˇena na zbirki CSF, izboljˇsali uspesˇnost na testni mnozˇici zbirke RSTS.
Nekaj primerov segmentacije mrezˇe, naucˇene na zbirki RSTS, je mozˇno
videti na Sliki 5.3.
5.2 Klasifikacija
Za vse nadaljnje eksperimente smo v cˇasu ucˇenja uporabili isto tehniko ume-
tnega bogatenja ucˇne mnozˇice in za evalvacijo isti postopek, kot smo ju opisali
v poglavju 5.1, le da smo tu uporabili zbirko RTS, opisano v poglavju 4.1.1.
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Slika 5.2: Prikaz nekaj primerov uspesˇne (levi stolpec) in neuspesˇne (desni
stolpec) segmentacije slik zbirke RST, kjer smo za segmentacijo uporabili
mrezˇo naucˇeno na zbirki CSE.
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Slika 5.3: Prikaz nekaj primerov uspesˇne (levi stolpec) in neuspesˇne (desni
stolpec) segmentacije slik zbirke RST, kjer smo za segmentacijo uporabili
mrezˇo naucˇeno na zbirki CSE in doucˇeno na zbirki RSTS.
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Zbirka Preciznost Priklic F1
CSF 0.7220 0.8174 0.7433
RSTS 0.9428 0.9481 0.9396
CSF + RSTS 0.9428 0.9608 0.9450
Tabela 5.5: Prikaz uspesˇnosti nevronske mrezˇa arhitekture U-Net, naucˇene
na podatkovni zbirki CSF (prva vrstica), RSTS (druga vrstica) in RSTS s
predhodnim ucˇenjem na zbirki CSF (tretja vrstica).
Mehanizem usmerjanja pozornosti Preciznost Priklic F1
Brez 0.9481 0.9490 0.9477
Maskiranje z nicˇelno vrednostjo 0.9111 0.9123 0.9116
Razsˇiritev z novim kanalom 0.9697 0.9751 0.9714
Tabela 5.6: Uspesˇnost klasifikacije brez dodatne informacije o polozˇaju
cestiˇscˇa in rezultati z uporabo pristopov opisanih v prejˇsnjem poglavju.
V Tabeli 5.6 si je mozˇno ogledati rezultate klasifikacije, ki smo jih prido-
bili z razlicˇnimi mehanizmi usmerjanja pozornosti. Primerjati jih je mozˇno
z rezultati klasifikacije, ki ne uporablja nikakrsˇne informacije o polozˇaju ce-
stiˇscˇa. Opazimo lahko, da je tehnika maskiranja z nicˇelno vrednostjo dosegla
najslabsˇi rezultat. Do tega najverjetneje pride zaradi izgube relevantnega
konteksta, ki je sicer v ostalih dveh primerih prisoten. Z maskiranjem prav
tako vpeljemo nove navidezne oblike, ki se jih nevronska mrezˇa lahko naucˇi
in zaradi njih izgubi sposobnost generaliziranja.
Ker v primeru napovedovanja tipa povrsˇine cestiˇscˇa ne gre za binarni pro-
blem, si je napako klasifikacije smiselno pogledati s pomocˇjo matrik zamenjav,
prikazanim na Sliki 5.4. Iz slike je mozˇno je razbrati, da nevronska mrezˇa, ki
ne uporablja nobene dodatne informacije o polozˇaju cestiˇscˇa, najpogosteje (v
10%) zamenjuje asfaltirano cestiˇscˇe z makadamskim. V 3% zamenjuje talno
signalizacijo z navadnim asfaltiranim cestiˇscˇem in v 2% obratno.
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Slika 5.4: Prikaz matrik zamenjav napovedi, kjer nismo uporabili infor-
macije o polozˇaju cestiˇscˇa (levo), kjer smo uporabili tehniko maskiranja z
nicˇelno vrednostjo (sredina) in kjer smo uporabili tehniko z razsˇiritvijo ka-
nalov vhodne slike (desno).
Tudi nevronska mrezˇa, ki uporablja tehniko maskiranja vhodne slike, kjer
segmentacijska mrezˇa ni detektirala cestiˇscˇa, ima v glavnem tezˇavo z napo-
vedovanjem asfaltiranih cestiˇscˇ, ki jih najpogosteje zamenja za makadam - v
12%. Za razliko od nevronske mrezˇe, ki ne uporablja nobene informacije o
polozˇaju cestiˇscˇa, ima mrezˇa s predhodnim maskiranjem z nicˇelno vrednostjo
nekoliko vecˇ tezˇav tudi z napovedovanjem makadamske ceste, ki jo pogosto
zamenja za asfaltirano cestiˇscˇe. V nasˇem primeru se to zgodi v 7% vseh
primerov. To se nekako sovpada z razmislekom o globalnem kontekstu, ki ga
izgubimo z maskiranjem ozadja. Prav tako zamenjuje asfaltirano cestiˇscˇe s
cestiˇscˇem, na katerem je prisotna talna signalizacija, v 4% in v 3% zamenjuje
razreda v obratni smeri.
Najboljˇse rezultate smo pridobili s tehniko razsˇiritve vhodne slike z novim
kanalom, ki vsebuje informacijo o polozˇaju voziˇscˇa. Iz matrike zamenjav
je mozˇno razbrati, da je mrezˇa v 5% zamenjala makadamsko cestiˇscˇe za
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asfaltirano. V 2% na asfaltiranem cestiˇscˇu ni prepoznala talne signalizacije
in je cestiˇscˇe zato oznacˇila za asfaltirano. Nekaj uspesˇnih in neuspesˇnih
primerov si je mozˇno ogledati na Sliki 5.5.
Na tem mestu je potrebno poudariti, da tudi pri 100% uspesˇnosti ne
smemo pricˇakovati, da se nevronska mrezˇa v praksi na podobnih primerih ne
bi motila. Nasˇa testna mnozˇica je namrecˇ vsebovala le 250 primerov, kot je
to opisano v poglavju 4.1.1. Kljub temu pa je uspesˇnost pristopa z uporabo
informacije o polozˇaju cestiˇscˇa kot cˇetrtega kanala vhodne slike nedvomno
boljˇsa od preostalih opisanih resˇitev.
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Slika 5.5: Prikaz nekaj primerov uspesˇne in neuspesˇne klasifikacije.
Poglavje 6
Sklepne ugotovitve
V delu smo pokazali, kako pristopiti k problemu avtomaticˇnega dolocˇanja tipa
povrsˇine voziˇscˇa. Pokazali smo, kako uporabiti nevronsko mrezˇo ResNet-50 in
prenos znanja, da nekoliko zmanjˇsamo potrebo po ogromni kolicˇini podatkov
in dolgotrajnem procesu rocˇnega oznacˇevanja.
Da bi klasifikacijsko uspesˇnost izboljˇsali, smo si pomagali z informacijo,
kje na sliki se nahaja cestiˇscˇe. Pokazali smo, v cˇem se razlikujejo segmen-
tacijske nevronske mrezˇe od klasifikacijskih, kako natancˇnost segmentacije
izboljˇsamo z uporabo razsˇirjene konvolucije in kako naucˇiti mrezˇo U-Net na
podatkovni zbirki Cityscape.
Ker je vecˇina slik v zbirki Cityscape grobo oznacˇenih, nas je zanimalo,
ali lahko z uporabo pomanjkljivih oznak dosezˇemo primerljivo uspesˇnost se-
gmentacije, kot v primeru natancˇno oznacˇenih podatkov. Da smo lahko
uporabili neoznacˇene dele slik, smo si pomagali s transformacijo razdalje in
predpostavko, da imajo neoznacˇeni slikovni elementi verjetno isti razred kot
najblizˇje oznacˇeni slikovni element. Raziskava je pokazala, da z uporabo
neoznacˇenih delov in razlicˇnim utezˇevanjem teh delov lahko izboljˇsamo se-
gmentacijsko tocˇnost, vendar pa se kljub temu ne priblizˇamo natancˇnosti, ki
jo pridobimo z uporabo natancˇno oznacˇenih podatkov, cˇetudi jih je manj.
Posledicˇno smo se odlocˇili za uporabo natancˇno oznacˇenih podatkov in
natancˇnost poiskusili izboljˇsati z utezˇevanjem slikovnih elementov, ki se na-
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hajajo na robovih cestiˇscˇa, kjer se pri segmentaciji napaka najvecˇkrat po-
javi. Eksperimenti so pokazali, da z utezˇevanjem obrobnega pasu nekoliko
izboljˇsamo uspesˇnost, vendar pa ne bistveno.
Ker so slike zbirke Cityscape precej drugacˇne od tistih, ki smo jih upora-
bili za klasifikacijo tipa povrsˇine cestiˇscˇa, smo nekaj takim slikam rocˇno ustva-
rili segmentacijske maske, uporabili prenos znanja in mrezˇo U-Net doucˇili
tako, da je bila primerna tudi za slike, namenjene klasifikaciji. S tem mode-
lom smo nato za vsako vhodno sliko pridobili informacijo o tem, kje na njej
se nahaja cestiˇscˇe. To informacijo smo uporabili za usmerjanje pozornosti
klasifikacijske nevronske mrezˇe ResNet-50.
Opravili smo dva eksperimenta in rezultate primerjali z uspesˇnostjo mrezˇe,
ki v cˇasu ucˇenja ni imela dostopa do informacije o polozˇaju cestiˇscˇa. Prvi
eksperiment je pokazal, da maskiranje vhodnih slik z nicˇelno vrednostjo
uspesˇnost celo nekoliko poslabsˇa. Predvidevamo, da je glavni razlog za to,
izguba konteksta, ki ga nevronska mrezˇa uporabi v nekaterih primerih. V
drugem eksperimentu, smo izhod segmentacijske mrezˇe vhodni sliki dodali
kot cˇetrti kanal. Rezultati so v tem primeru pokazali, da se je uporaba in-
formacije o polozˇaju cestiˇscˇa izplacˇala, saj se je mera F1 na testni mnozˇici
povecˇala iz 0,9477 na 0,9714.
Kljub temu da na podrocˇju semanticˇne segmentacije z utezˇevanjem robov
cestiˇscˇa in uporabe pomanjkljivih temeljnih resnic nismo dosegli bistvenih
izboljˇsav, smo uspeli izboljˇsati klasifikacijsko uspesˇnost napovedovanja tipa
povrsˇine cestiˇscˇa.
6.1 Nadaljnje delo
Kljub temu da sta si problema napovedovanja tipa in kvalitete cestiˇscˇa zelo
podobna, je dolocˇanje kvalitete verjetno nekoliko bolj zapleteno. Tezˇava, s
katero bi se najverjetneje soocˇili, je zamenjevanje senc s posˇkodbami. Poleg
dejanskega napovedovanja indeksa MSI, ki bi bil za vzdrzˇevalce bolj upora-
ben, pa bi delu lahko sledilo sˇe nekaj zanimivih raziskav, za katere predvide-
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vamo, da bi lahko izboljˇsale natancˇnost napovedovanja tipa cestiˇscˇa oziroma
indeksa MSI. Ker vzdrzˇevalci obicˇajno zajemajo slike cestiˇscˇ periodicˇno s
pomocˇjo kamer, namesˇcˇenih na vozilih, se zaporedne slike med seboj ne raz-
likujejo bistveno. Posledicˇno lahko predpostavimo, da se tudi polozˇaj cestiˇscˇa
v dveh ali vecˇ zaporednih slikah ne razlikuje bistveno. S to predpostavko bi
lahko uporabili rekurencˇne nevronske mrezˇe, ki bi tako za napovedovanje
uporabile sˇe cˇasovno oziroma prostorsko dimenzijo. Podobno bi lahko pred-
postavili, da se v nekaj zaporednih slikah bistveno ne razlikuje tip cestiˇscˇa
oziroma njegova kvaliteta. Taka raziskava bi bila zanimiva z vidika analize,
ali lahko z rekurencˇnimi mrezˇami zmanjˇsamo zamenjavo senc s posˇkodbami
in ali uporaba sekvencˇnih podatkov privede do bolj robustnega ocenjevanja
tipa oziroma kvalitete voziˇscˇa.
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