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Zusammenfassung
Unendliche Spiele mit zwei Spielern stellen ein Rahmenwerk für das Studi-
um des Problems der Controllersynthese in reaktiven Systemen dar. Das
fundamentale Büchi-Landweber Theorem war eine erste Lösung dieses Pro-
blems für reguläre Gewinnbedingungen. Wir erweitern dieses Resultat in der
vorliegenden Arbeit, indem wir verschiedene Möglichkeiten zur Bewertung
die Komplexität von Strategien in unendlichen Spielen untersuchen.
Im ersten Teil verbessern wir die 50 Jahre alte Ramsey-basierte Kom-
plementierung von Büchi-Automaten, sowohl auf der praktischen als auch
auf der theoretischen Seite. Wir stellen Heuristiken vor, die den Ramsey-
basierten Ansatz optimieren. Diese Heuristiken wurden auch in einem Java-
Programm von uns implementiert. Durch Experimente verifizieren wir, dass
dieser neue verbesserte Ramsey-basierte Algorithmus tatsächlich mit den
modernen Komplementierungsmethoden konkurrieren kann. Wir stellen au-
ßerdem eine neue theoretische Komplementierungsmethode vor, die auf
totalen Quasiordnungen (weak-orders) basiert. Die weak-order-basierte Me-
thode hat eine 2O(n logn) obere Schranke für die Größe des Komplements
und ist eng mit dem verbesserten Ramsey-basierten Ansatz verknüpft.
Im zweiten Teil betten wir das Konzept der Spiele in den Bereich der
formalen Sprachen ein und erhalten ein qualitatives Maß für die Komple-
xität von Gewinnstrategien und -bedingungen. Wir verfeinern das Büchi-
Landweber Theorem auf Teilklassen der regulären Sprachen, insbesonde-
re auf Hierarchien unterhalb der sternfreien Sprachen. Wir unterscheiden
zwischen starken Spielen, die auf unendlichen Vorkommen von Mustern in
einem Wort basieren, und schwachen Spielen, die nur auf endlichen Mustern
beruhen. Wir zeigen dass zum Lösen schwacher Spiele Gewinnstrategien
benötigt werden, die ein Level über dem Level der Gewinnbedingung liegen.
Für starke Spiele auf Level i reichen Gewinnstrategien auf Level i+ 2 aus.
Im dritten Teil stellen wir ein weiteres Maß für die Komplexität von
Strategien vor, dieses Mal über Paritätsspielen auf Graphen. Die Permis-
sivität ist ein quantitatives Maß für nichtdeterministische Strategien. Sie
wird bestimmt, indem einer Strategie eine Strafe zugewiesen wird, nämlich
der Mittelwert vom Gewicht der geblockten Kanten (im Limes). Wir redu-
zieren das Problem, den Wert eines solchen Mean-Penalty-Paritätspiels zu
bestimmen, auf das Wert-Problem in einem entsprechenden Mean-Payoff-
Paritätsspiel und wir zeigen, dass beide Probleme in NP ∩ coNP liegen.
Wir entwickeln einen deterministischen Algorithmus der die Werte berech-
net und der schneller ist als alle bekannten Algorithmen. Ein ähnlicher
Algorithmus für Mean-Penalty-Paritätspiele wird ebenfalls vorgestellt.
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Abstract
The theory of two-player infinite games provides a framework for studying
the controller synthesis problem in reactive system. This problem was solved
for regular winning conditions for the first time by the fundamental Büchi-
Landweber Theorem. The present work extends this result by investigating
possibilities to measure the complexity of strategies in infinite games.
In the first part of this work, we improve a 50 years old algorithm,
the Ramsey-based Büchi automata complementation method, both on the
practical as well as on the theoretical side. On the practical side, we present
some heuristics for improving the Ramsey-based approach, which we also
implemented in a Java program. We show that this algorithm in fact can
compete with the more modern ones. On the theoretical side, we introduce
a novel complementation construction, based on weak-orders, to which the
improved Ramsey-based approach is tightly connected, and we prove a
2O(n logn) upper bound on the size of the complement automaton.
In the second part, we embed the concept of games into the domain of
formal languages. By doing this, we are able to give a qualitative measure
of the complexity of a winning strategy, as well as of the complexity of
the corresponding winning condition. In this way, we extend and refine
the fundamental Büchi-Landweber Theorem to subclasses of the class of
regular languages, in particular we consider hierarchies below the starfree
languages. We distinguish between weak games and strong games. Strong
games rely on infinite occurrence of patterns in a word, while weak games
only rely on finite occurrences of patterns. We show that for solving weak
games, winning strategies lie one level above winning conditions inside the
hierarchy. For strong games on level i, we show that winning strategies on
level i+ 2 suffice.
In the third part, we introduce another measure for the complexity of
strategies, but this time on graph-games with parity conditions. This
measure is of quantitative nature and it determines the permissiveness
of a given nondeterministic strategy. The permissiveness is measured by
assigning to each strategy a penalty, namely the average sum (in the limit)
of the weight of edges that are to be disallowed. We reduce the problem
of determining the value of such a mean-penalty parity game to the value
problem of a corresponding mean-payoff parity game, and we show that
both problems are in NP∩coNP. We revisit the study of mean-payoff parity
games and obtain a deterministic algorithm, which computes the value and
which runs faster than all previously known algorithms. A similar algorithm
for mean-penalty parity games is developed as well.
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Chapter 1
Introduction
In today’s computer science, the design and analysis of reactive systems that
have a nonterminating behavior [57] is a central issue of growing importance.
Control systems, database systems, operating systems, integrated circuits
all share these properties of being reactive and designed not to terminate.
The theoretical challenges of these application domains are best met by
game-theoretic models and terminology. The most basic case, which has
led to a beautiful theory, is concerned with two-player games of complete
information and with “regular winning conditions” [75, 33]. In this setting
of two antagonistic players, often called the environment and the controller,
the aim of the controller is to fulfill a certain specification (or winning
condition) while the aim of the environment is to prevent this. In this
thesis, we address three topics of this field.
Let us sketch the fundamental notions and landmark results of the back-
ground theory. Church’s Problem [22] is the synthesis problem for regular
winning conditions. It was stated by Church in 1957, however, not in a
game-theoretic context. Church considers a requirement, given in some suit-
able logic, and he asks for finding a representation of “a circuit that satisfies
the given requirement”. Today, by “circuit” we understand the common
notion of a finite automaton, so Church’s Problem, rephrased for today, is
whether for a given specification there exists a finite automaton with output
which satisfies the specification, and how we can construct it. This problem
was first put into a game-theoretic framework by McNaughton [46] in 1965.
Later, Büchi and Landweber [14] solved the problem for finite-state games
with regular winning conditions. They discovered that these games are de-
termined and that the winning player has a winning strategy executable by
a finite automaton. This fundamental result is called the Büchi-Landweber
Theorem. Rabin [58] obtained the same result by a simpler approach, using
tree automata.
The foundations of this algorithmic game theory are provided by the
theory of regular ω-languages, which serve as winning conditions in infinite
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games. Their study began with the seminal work of Büchi [12], in which
he introduced a mathematical model for ω-regular languages. This model
is what is nowadays called the model of “Büchi automata”. The key result
in Büchi’s paper is that Büchi automata are closed under complementation.
He used this result to show that Büchi automata recognize exactly the class
of languages that are definable by monadic second-order logic formulas.
The analogous bridge between languages of finite words and logics had been
established by Büchi and Elgot [13] and Trakhtenbrot [76]. The model of
Büchi automata is a nondeterministic one, and the class of languages recog-
nized by deterministic Büchi automata is strictly less expressive than the
class recognized by nondeterministic ones. However, by the fundamental
determinization result due to McNaughton [47] Büchi automata are deter-
minizable, and the result is a deterministic Muller automaton. Another
determinization procedure was given by Safra [61]; it constructs a deter-
ministic Rabin automaton with an optimal upper bound on the size of the
resulting automaton.
The first two parts of this thesis are concerned with these foundations. In
the first part, we address the fundamental problem which was at the heart of
Büchi’s paper: the complementation of Büchi automata. To prove his result,
Büchi used a combinatorial result by Ramsey [60] to decompose the possible
behaviors of a Büchi automaton. For this reason, his approach is called the
Ramsey-based approach. Later, others developed different, more efficient
complementation approaches, called the determinization-based approach due
to Safra [61], the rank-based approach by Klarlund [42], and the slice-based
approach by Kähler and Wilke [40]. These possess a 2O(n logn) upper bound
whereas the original Ramsey-based approach only has a 2O(n2) upper bound
[67] on the size of the complement automaton. The theory around these
approaches has improved over time due to numerous research efforts, and
the gap between upper bounds [31, 56, 62], and lower bounds [48, 81] for
the size of the resulting automata and computation time is thereby closing.
The original Ramsey-based approach remained unattended while for the
other approaches much effort was invested for their improvement. In ex-
perimental studies, conducted by Tsai, Fogarty, Vardi, and Tsay [77], the
Ramsey-based was exposed as being inferior to the other approaches. The
question that we want to raise is whether one can develop the Ramsey-based
complementation approach as well, and make it able to compete with the
others. Our main result is that indeed this is possible, in fact both on
a practical and on a theoretical level. On the practical side, we improve
the original Ramsey-based approach by three main ideas. We implement
these heuristics in a Java program, which is publicly available [50], and we
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show that our implementation can compete in experiments with the other
three approaches studied in [77]. On the theoretical level, we develop a
novel, weak-order-based approach which is tightly connected to our improved
heuristics, and we establish a 2O(n logn) upper bound for this approach.
The second part of the thesis addresses a basic question raised in the
paper by Büchi and Landweber [14], concerning the solution of two-player
games, namely “how simple winning strategies do exist” for games in a
given class of games. There are many facets for the simplicity or complexity
of strategies, for example the memory size needed for storing a strategy, or
the timings for reactions to requests made by one of the players. Here we
focus on “logical simplicity”. The basic idea is that strategies essentially
are languages, as one can describe a strategy by a tuple of languages, one
language for each possible decision a strategy can make. There is a strong
background for this in uniformization problems, where one seeks a simple
deterministic function that covers a given relation. In the same spirit,
the question of Büchi and Landweber is concerned with a deterministic
function that solves a given game. Their solution shows that monadic
second-order definable games have strategies definable again in monadic
second-order logic. This intuitively beautiful theorem allures us to find
similar results by replacing “monadic second-order” by other logics. There
have been refinements of this theorem by Rabinovich and Thomas [59], who
showed analogous results for first-order logics with various predicates, and
by Fridman [30], who broadened the theorem to classes defined by distinct
types of pushdown automata.
In the second part of this thesis, we continue these studies for fragments
of first-order logic. We refer to the classical structure theory of regular
languages, in particular to classes below the starfree languages. We consider
piecewise testable languages and two hierarchies classifying the starfree
languages, namely the dot-depth hierarchy by Cohen and Brzozowski [23]
and the Straubing-Thérien hierarchy [54]. We obtain sharper results on
definability of strategies in games defined in the above classes. We show
that the quantifier rank in a first-order formula that defines the game has
to strictly increase when generating a formula that solves this game. In a
language-theoretic context, the increase of the quantifier rank corresponds
to a jump from one level of the hierarchy to a level above. We show
that in order to solve strong games of dot-depth i, winning strategies of
dot-depth i + 2 are sufficient, but strategies of dot-depth i are not. We
obtain analogous results for the Straubing-Thérien hierarchy. For piecewise
testable games, however, it turns out that piecewise testable strategies can
be found that solve these games.
3
Chapter 1 Introduction
The last part of this thesis is concerned with another aspect of measuring
the complexity of strategies. We soften the notion of strategies for games
on graphs by allowing strategies to choose multiple successor nodes instead
of only one successor. There the intuition is that more nondeterminism
gives better strategies. This perspective proves useful in any approach of
refinement in system design. The more nondeterminism a strategy has,
the less restrictive it is on other possibly competing goals. The philosophy
here is, that we can put together several nondeterministic strategies to
obtain a combined strategy, which still fulfills all the winning conditions.
This view on nondeterministic strategies is common for the existing defini-
tions of permissiveness, but there are differences in the precise definitions.
Bernet, Janin, and Walukiewicz [3] and Pinchinat and Riedweg [55] use
a qualitative notion of permissiveness by comparing each two strategies
and specifying which one is more permissive than the other. With these
notions, a most permissive strategy might not exist. Therefore, we build
upon a different, already existing notion of permissiveness, which has been
defined for (finitary) reachability games by Bouyer, Duflot, Markey, and
Renault [5]. There the edges from one node to another are equipped with
weights, and strategies are rated by the sum of the weights of the edges
that they disallow. This sum is called the penalty of a strategy. We extend
this definition to the infinitary parity objective, denoting games with these
objectives “mean-penalty parity games”. The value problem for this kind
of games is a decision problem, which asks whether there is a strategy that
does not exceed a given penalty. As it turns out, mean-penalty parity games
are closely related to the model of mean-payoff parity games, which was
introduced by Chatterjee, Henzinger, and Jurdziński [18]. Revisiting the
topic of mean-payoff parity games, we prove that Player 2 has a memoryless
winning strategy, and we give some simple proofs of the already known
results that these games are determined and that the value problem is in
NP∩ coNP. Furthermore, we develop a new deterministic algorithm, which
computes the value of a mean-payoff parity game and which runs faster
than all previously known algorithms. We provide two reductions of our
model of mean-penalty parity games to mean-payoff parity games. First, a
simple reduction, which is of simple nature, but which constructs a game
graph of exponential size, and second a more sophisticated reduction, which
constructs a game graph in polynomial time. Then we use the results about
mean-payoff parity games to solve mean-penalty parity games. We show
that the value problem for these games is in NP ∩ coNP as well, and we
present a deterministic algorithm for computing the value of these games,
which has similar properties as the algorithm for mean-payoff parity games.
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Outline
The further structure of this thesis is as follows.
In Chapter 2, we introduce the main concepts and terminology that we
use throughout the entire thesis.
In Chapter 3, we study the complementation of Büchi automata, a model
for automata on infinite words. Complementation of this automata model is
necessary for switching the roles of the two players in infinite games. If the
winning condition of a game is given as a Büchi language, i.e., as a finitely
representable Büchi automaton, then by complementing the automaton,
we can make every play that was winning for Player 1 to be winning for
Player 2 and vice versa. Note that this chapter solely concentrates on the
concept of language. The results were obtained in collaboration with Stefan
Breuers and Christof Löding and are based on [10].
In the next chapter, Chapter 4, we connect the concept of language
with the concept of game. We regard games to be played on the basis
of words and winning conditions and winning strategies to be languages.
We measure the complexity of winning strategies by utilizing some already
established measures of the complexitiy of languages, for example the dot-
depth hierarchy and the Straubing-Thérien hierarchy. We show that to solve
games inside this hierarchy, you have to go up a few levels in the hierarchy
to obtain appropriate winning strategies. The results were obtained in
collaboration with Namit Chaturvedi and Wolfgang Thomas and are based
on [20, 21].
In Chapter 5, we concentrate on the complexity of games on graphs,
as this is the model of games most frequently used in the literature. We
measure the complexity of a strategy in such a game by the amount or
sum of the weight of edges that are “forbidden” by the strategy. Note that
this chapter is based solely on the concept of game. To solve our problems
here, we reduce to problems on an already known game type, namely mean-
payoff parity games, which mix two different objectives in a graph game.
The results were obtained in collaboration with Patricia Bouyer-Decitre,
Nicolas Markey, and Michael Ummels and are based on [7, 8, 9].
Finally, in Chapter 6, we give a summary and a short perspective for
future research.
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Chapter 2
Technical Preliminaries
In this chapter, we introduce the basic notations and definitions that we
use throughout this entire work. The definitions that we require exclusively
for a certain chapter are not introduced here, but instead in the beginning
of the respective chapter.
More often than not, we use standard notations [37] regarding languages
and automata. For the reader who is familiar with most of the preliminaries
addressed in this chapter and who wants to skip them, we advise to at least
have a look at the definitions of ∗-languages and ω-languages and the
definition of the transition function δ for nondeterministic automata. These
differ a little bit from what one would expect from common knowledge of
the literature.
2.1 Basic Notations
We use common set-theoretical notation. By N, Z, Q and R we denote
the set of natural numbers, integer numbers, rational numbers and reals,
respectively. The natural numbers start at 0, so N = {0, 1, 2, . . .}.
2.2 Semigroups and Monoids
A semigroup is a pair (S, ·), where S is a set and · is a binary operation on S
that is associative, i.e., for two elements s1, s2 ∈ S also the element s1 · s2
is in S, and the identity (s1 · s2) · s3 = s1 · (s2 · s3) holds for all s1, s2, s3 ∈ S.
We simply write s1 · s2 · s3 or short s1s2s3 instead of (s1 · s2) · s3.
A monoid is a triple (M, ·, 1), where (M, ·) is a semigroup and 1 ∈ M
is a neutral element, i.e., it holds 1 · s = s · 1 = s for all s ∈ M . A
monoid homomorphism from a monoid (M1, •, id) to a monoid (M2, ·, 1) is
a mapping h : M1 → M2 such that h(s • t) = h(s) · h(t) for all s, t ∈ M1,
and h(id) = 1. A triple (N, •, id) is a submonoid of a monoid (M, ·, 1) if
(N, •, id) is a monoid, N is a subset of M , and id = 1.
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2.3 Languages
An alphabet Σ = {a, b, c, . . .} is a finite nonempty set whose elements are
usually called symbols or letters. A finite word (or ∗-word) over an alpha-
bet Σ is a (possibly empty) sequence of letters w = a1 · . . . · an; its length
is denoted by |w| = n. The empty word has length 0 and is denoted by ε.
The set of all finite words over Σ is denoted by Σ∗ and the set of all finite
nonempty words by Σ+. They are called the free monoid and the free semi-
group, respectively. A ∗-language over the alphabet Σ is a subset K ⊆ Σ∗.
An infinite word (or ω-word) over an alphabet Σ is an infinite sequence of
letters α = a0 · a1 · . . .. For an ω-word α and j < k ∈ N we denote by α[j, k)
or α[j, k− 1] the finite infix ak · · · ak−1, which starts at position j and ends
at position k−1. By α[j,∞) we denote the infinite suffix ajaj+1 . . .. The set
of all infinite words over Σ is denoted by Σω. An ω-language over the alpha-
bet Σ is a subset L ⊆ Σω. We will also simply speak of a language (without
the prefix “∗-” or “ω-”), when the context determines its meaning. For a
∗-language K ⊆ Σ∗ and an ω-language L ⊆ Σω we write K for Σ∗ \K and
L for Σω \L. The concatenation of two ∗-languages K1 and K2 is defined as
K1 ·K2 := {u ·v | u ∈ K1, v ∈ K2}, and the concatenation of a ∗-language K
and an ω-language L is K ·L := {w ·α | w ∈ K,α ∈ L}. For a ∗-language K,
the ω-language Kω is defined as Kω := {α = w0 ·w1 · . . . | ∀i ∈ N : wi ∈ K}.
For a class C of languages, by BC(C) we denote the class of all finite
Boolean combinations of languages in C, i.e., BC(C) is the smallest class
such that C ⊆ BC(C) and for A,B ∈ BC(C) the languages A∪B, A∩B, and
A are in BC(C). Analogously, the set of all positive Boolean combinations
(also just called positive combinations) for a class C is denoted by pos(C),
i.e., pos(C) is the smallest class such that C ⊆ pos(C) and for A,B ∈ pos(C)
the languages A ∪B and A ∩B are in pos(C).
For a ∗-language K over Σ, we define its extension and its limit
ext(K) := {α ∈ Σω | ∃i : α[0, i) ∈ K} and
lim(K) := {α ∈ Σω | ∀k ∃i ≥ k : α[0, i) ∈ K}
as the set of all ω-words that have a prefix in K and the set of all ω-words
that have infinitely many prefixes in K, respectively. Note that ext(K)
can also be written as K · Σω and that in the literature usually lim(K)
is written as ~K. Both operators are lifted to language classes by setting
ext(C) := {L ⊆ Σω | ∃K ∈ C : L = ext(K)} and lim(C) := {L ⊆ Σω | ∃K ∈
C : L = lim(K)} for a class C of ∗-languages over Σ.
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2.4 Automata
In this work, a finite automaton is considered to be a language accepting
machine. Some automata models have the same syntactic structure, and
distinct names of automata just refer to distinct semantics. For this reason,
in the following we first define the syntactic structure of an “automaton”
and second we give meanings to this structure by employing two distinct
semantics, one for (nondeterministic) finite automata and one for Büchi
automata. Third, we define the notions of a “Staiger-Wagner automaton”
and of a “Muller automaton”.
Formally, an automaton is a 5-tuple A = (Q,Σ, q0, δ, F ), where
• Q is a finite set of states,
• Σ is an alphabet,
• q0 ∈ Q is the initial state,
• δ : Q× Σ→ 2Q is the transition function, and
• F ⊆ Q is a set of accepting states.
The transition function δ is called deterministic if |δ(q, a)| ≤ 1 for all
q ∈ Q and all a ∈ Σ. We then also say that the automaton is deterministic.
Furthermore, a deterministic automaton is called complete if every state has
outgoing transitions for all letters, i.e., if |δ(q, a)| = 1 for all q ∈ Q and all
a ∈ Σ. An automaton is called normalized if there is no transition entering
the initial state, i.e., for all states q and letters a it holds δ(q, a)∩ {q0} = ∅.
For automata we consider two different semantics: the usual NFA se-
mantics, in which the automaton accepts a language of finite words, and
the Büchi semantics, in which the automaton accepts a language of infinite
words. This is made precise in the following definitions.
A path in A from p to q of a word u = a1 · · · an is a finite sequence
of states p0, . . . , pn such that p0 = p, pn = q, and pi ∈ δ(pi−1, ai) for all
1 ≤ i ≤ n. Define δ∗(p, u) := {q ∈ Q | there is a path of u from p to q}. If
A is deterministic, then this set is a singleton δ∗(p, u) = {q} and we sloppily
write δ∗(p, u) = q. An infinite run of A on a word α ∈ Σω is an infinite
sequence of states ρ = p0, p1, . . . such that p0 = q0, and pi+1 ∈ δ(pi, α(i))
for all i ≥ 0.
An NFA (“nondeterministic finite automaton”) is an automaton A =
(Q,Σ, q0, δ, F ). A finite word w is NFA-accepted by A if there is a state qf ∈
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F and a path in A from q0 to qf of w. A DFA (“deterministic finite automa-
ton”) is a deterministic automaton A = (Q,Σ, q0, δ, F ). A finite word w
is DFA-accepted by A if it is NFA-accepted by A. A (nondeterministic)
Büchi automaton is an automaton A = (Q,Σ, q0, δ, F ). An infinite word α
is Büchi-accepted by A if there is an infinite run ρ of A on α with ρ(i) ∈ F
for infinitely many i ≥ 0.
An automaton A recognizes the languages
L∗(A) := {w ∈ Σ∗ | w is NFA-accepted by A} and
Lω(A) := {α ∈ Σω | α is Büchi-accepted by A}.
Usually it is obvious from the context which kind of semantics we mean.
In this case, we omit the explicit reference of the semantics and just say
that a word is accepted by an automaton A, and speak of the language L(A)
as the set of words that are accepted by A. If a language is recognized by
some automaton A, then we say that the language L(A) is regular. The
class of all regular ∗-languages over Σ is denoted by REG.
Büchi showed that the class of regular ω-languages can be characterized
in the following way.
Characterization 1 An ω-language L is regular iff there is an n ∈ N,
such that
L =
n⋃
i=1
Ui · V ωi , where all Ui and Vi are regular ∗-languages.
A (deterministic) SW-automaton (“Staiger-Wagner automaton” [68]) or
a weak Muller automaton is a 5-tuple A = (Q,Σ, q0, δ,F) where
• Q, Σ, and q0 are defined as for automata,
• δ : Q× Σ→ 2Q is a deterministic transition function, and
• F ⊆ 2Q is a set of accepting state sets.
An infinite run for A is defined as for automata. An infinite word α is
SW-accepted by A if there is an infinite run ρ of A on α such that the set
Occ(ρ) := {q ∈ Q | ∃i : ρ(i) = q}
of states occurring in ρ is in F . A weak Muller automaton A recognizes an
ω-language L if L = {α ∈ Σω | α is SW-accepted by A}.
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Characterization 2 An ω-language L is recognized by an SW-automaton
iff
L ∈ BC(ext(REG)).
A (deterministic) Muller automaton A is syntactically the same object
as an SW-automaton. An infinite word α is Muller-accepted by A if there
is an infinite run ρ of A on α such that the set
Inf(ρ) := {q ∈ Q | ∀k ∃i ≥ k : ρ(i) = q}
of states occurring infinitely often in ρ is in F . A Muller automaton A
recognizes an ω-language L if L = {α ∈ Σω | α is Muller-accepted by A}. A
central result characterizing the ω-regular languages is the following (see [52,
74]).
Characterization 3 An ω-language L is regular iff L is recognized by a
Muller automaton iff
L ∈ BC(lim(REG)).
2.5 Transducers
As a model of automata with output we use Moore machines (see [38]),
which transform words over an alphabet Σ into words over an alphabet Γ
via an output function λ : Q→ Γ over the state set Q.
Formally, a Moore machine is a 6-tuple A = (Q,Σ,Γ, q0, δ, λ), where
• Q, q0, and δ are defined as for automata,
• Σ and Γ are the input alphabet and the output alphabet, and
• λ : Q→ Γ is a labeling function.
Moore machines are complete deterministic automata, i.e., we require
|δ(q, a)| = 1 for all q ∈ Q and all a ∈ Σ. For Moore machines, δ∗ is defined
as for automata. We make use of Moore machines in Chapter 4, where we
use them to express strategies for games.
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2.6 Games on Graphs
The kind of games we consider in this thesis are two-player turn-based
zero-sum games with perfect information and infinite duration played on
finite graphs. These games are considered in the literature (see [33]) usually
over a graph with two different types of vertices: one type belonging to
Player 1, the other to Player 2.
A game graph or arena is a tuple G = (Q1, Q2, E), where Q := Q1 ∪Q2
is a finite set of vertices or states, Q1 ∩Q2 = ∅, and E ⊆ Q ×Q is an edge
or transition relation. The states in Q1 are called Player 1 states, and the
states in Q2 are called Player 2 states.
For q ∈ Q, we write qE for the set {q′ ∈ Q | (q, q′) ∈ E} of all successors
of q. We require that qE 6= ∅ for all states q ∈ Q. A subset S ⊆ Q is a
subarena of G if qE ∩ S 6= ∅ for all states q ∈ S. If S ⊆ Q is a subarena
of G, then we can restrict G to states in S, in which case we obtain the
game graph G  S := (Q1 ∩ S,Q2 ∩ S,E ∩ (S × S)).
A play of G is an infinite sequence ρ = ρ(0)ρ(1) · · · ∈ Qω of states such
that (ρ(i), ρ(i + 1)) ∈ E for all i ∈ N. We denote by OutG(q) the set
of all plays ρ with ρ(0) = q. By Occ(ρ) and Inf(ρ) we denote the set of
states occurring in ρ and the set of states occurring infinitely often in ρ,
respectively.
A play prefix or a history γ = γ(0)γ(1) · · · γ(n) ∈ Q+ is a finite, nonempty
prefix of a play. For a play or a history ρ and j < k ∈ N, its infix that starts
at position j and ends at position k−1 is denoted by ρ[j, k) := ρ[j, k−1] :=
ρ(j) · · · ρ(k − 1), its infinite suffix ρ(j)ρ(j + 1) · · · is denoted by ρ[j,∞).
Strategies
A (deterministic) strategy for Player i in G is a function σ : Q∗Qi → Q such
that σ(γq) ∈ qE for all γ ∈ Q∗ and q ∈ Qi. A strategy σ is memoryless if
σ(γq) = σ(q) for all γ ∈ Q∗ and q ∈ Qi. More generally, a strategy σ is
finite-memory if the equivalence relation ∼ ⊆ Q∗ ×Q∗, defined by γ1 ∼ γ2
if and only if σ(γ1 · γ) = σ(γ2 · γ) for all γ ∈ Q∗Qi, has finite index.
We say that a play ρ of G is consistent with a strategy σ for Player i if
ρ(k+1) = σ(ρ[0, k]) for all k ∈ N with ρ(k) ∈ Qi, and denote by OutG(σ, q0)
the set of all plays ρ of G that are consistent with σ and start in ρ(0) = q0.
Given a strategy σ of Player 1, a strategy τ of Player 2, and a state q0 ∈ Q,
there exists a unique play ρ ∈ OutG(σ, q0) ∩OutG(τ, q0), which we denote
by ρG(σ, τ, q0).
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Traps and attractors
Intuitively, a set T ⊆ Q of states is a trap for one of the two players if the
other player can enforce that the play stays in this set. Formally, a trap for
Player 2 (or simply a 2-trap) is a subarena T ⊆ Q such that qE ⊆ T for all
states q ∈ T ∩Q2, and qE ∩ T 6= ∅ for all q ∈ T ∩Q1. A trap for Player 1
(or 1-trap) is defined analogously. Note that if T is a trap for Player i in
G  S and S is a trap for Player 1 in G, then T is also a trap for Player i
in G.
If T ⊆ Q is not a trap for Player 1, then Player 1 has a strategy to reach a
position in Q \T . In general, given a subset S ⊆ Q, we denote by AttrG1 (S)
the set of states from where Player 1 can force a visit to S. This set can be
characterized as the limit of the sequence (Ai)i∈N defined by A0 = S and
Ai+1 = Ai ∪ {q ∈ Q1 | qE ∩Ai 6= ∅} ∪ {q ∈ Q2 | qE ⊆ Ai} .
From every state in AttrG1 (S), Player 1 has a memoryless strategy σ that
guarantees a visit to S in at most |Q| steps: the strategy chooses for each
state q ∈ (Ai \ Ai−1) ∩ Q1 a state p ∈ qE ∩ Ai−1 (which decreases the
distance to S by 1). We call the set AttrG1 (S) =
⋃
i∈NAi the 1-attractor
of S and σ an attractor strategy for S. The 2-attractor of a set S, denoted
by AttrG2 (S), and attractor strategies for Player 2 are defined symmetrically.
Notice that for any set S, the set Q \ AttrG1 (S) is a 1-trap, and if S is a
subarena (2-trap), then AttrG1 (S) is also a subarena (2-trap). Analogously,
Q \AttrG2 (S) is a 2-trap, and if S is a subarena (1-trap), then AttrG2 (S) is
also a subarena (1-trap).
Winning Conditions
Formally, a parity game is a tuple G = (G,χ), where G is a game graph,
and χ : Q → N is a priority function assigning a priority to every state. A
play ρ = ρ(0)ρ(1) · · · is parity-winning if the minimal priority occurring
infinitely often in ρ is even, i.e., if min{χ(q) | q ∈ Inf(ρ)} ≡ 0 (mod 2). If
χ(Q) ⊆ {0, 1}, then we say that G is a Büchi game. Hence, in a Büchi game
Player 1 needs to visit the set χ−1(0) infinitely often.
We say that a strategy σ for Player 1 is a winning strategy from q0 if
each play ρ ∈ OutG(σ, q0) is parity-winning. Analogously, a strategy τ for
Player 2 is a winning strategy from q0 if each play ρ ∈ OutG(τ, q0) is not
parity-winning.
We say that a game is determined if for every state q0 ∈ Q either Player 1
or Player 2 has a winning strategy from q0. Parity games, and therefore
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also Büchi games, are determined and the winning player has a winning
strategy that is memoryless. This is a well-known result by Emerson and
Jutla [27], and Mostowski [49].
Formally, a Muller game is a tuple G = (G,F), where G is a game graph,
and F ⊆ 2Q is a set of subsets of Q. A play ρ = ρ(0)ρ(1) · · · is Muller-
winning if the set of states occurring infinitely often in ρ is a member of F ,
i.e., if Inf(ρ) ∈ F .
An SW-game (“Staiger-Wagner game” or weak Muller game) is a tuple
G = (G,F), where G is a game graph, and F ⊆ 2Q is a set of subsets of Q.
A play ρ = ρ(0)ρ(1) · · · is SW-winning if the set of states occurring in ρ is
a member of F , i.e., if Occ(ρ) ∈ F .
All notions that we have defined for game graphs carry over to parity
games and Muller games. In particular, a play of G is just a play of G and a
strategy for Player i in G is nothing but a strategy for Player i in G. Hence,
we write OutG(σ, q) for OutG(σ, q), and so on.
Game Reductions
Games with Staiger-Wagner winning conditions or Muller winning con-
ditions can be solved by converting the winning condition into a parity
condition while expanding the game graph by an additional “memory com-
ponent” (see [75, 72]).
For SW-games we replace a state q of the game graph by a pair (q,R)
where R is the set of those states visited in the current play prefix so far.
The set R is called the AR (“appearance record”). Formally, AR(γ) is
defined by AR(q) := {q} for any state q ∈ Q, and AR(γq) := AR(γ) ∪ {q}
for any play prefix γ and state q.
Any SW-game G = (G,F) with G = (Q1, Q2, E) can be reduced to a
parity game G′ = (G′, χ′) where G′ = (Q1×2Q , Q2×2Q , E′) is the expanded
game graph with ((p,R), (q, S)) ∈ E′ iff R∪{q} = S, and where χ′ is defined
by
χ′((p,R)) :=
{
2 · |R|, if R ∈ F ;
2 · |R| − 1, otherwise.
For Muller games we make use of the LAR (“latest appearance record”)
(see [35, 75]). This memory component refines the above information by
listing the visited states in order of most recent visits and by providing a
pointer to that place in the sequence where the current state was located in
the preceding step. For a state space Q = {q1, . . . , qn}, the LAR is a pair
consisting of a permutation perm of Q and an index h ∈ {1, . . . , n}. It can
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be defined inductively by LAR(q) :=
(
(q1, . . . , qn), 1
)
for any state q ∈ Q,
and LAR(γq) is obtained from LAR(γ) by moving state q from position i
to position 1 and setting h := i. By LARs denote the set of all possible
LARs over Q.
Any Muller game G = (G,F) with G = (Q1, Q2, E) can be reduced to a
parity game G′ = (G′, χ′) where G′ = (Q1 × LARs, Q2 × LARs, E′) is the
expanded game graph with ((p,R), (q, S)) ∈ E′ iff the LAR S = (perm′, h′)
is obtained from the LAR R = (perm, h) by moving state q from position i
to position 1 and setting h′ := i, and where χ′ is defined for an LAR R =
((q1, . . . , qn), h) by
χ′((p,R)) :=
{
2 · |R|, if {q1, . . . , qh} ∈ F ;
2 · |R| − 1, otherwise.
Both game reductions are correct in the sense that any play prefix (and
thus any play) in the original game is translated into a play prefix (or a
play) in the expanded game with the property that the original play is
won by Player 1 iff the expanded play is won by Player 1. The memory
component of the game reduction thus corresponds to a finite state winning
strategy for the winning player.
2.7 First-order Logic
We use first-order logic over several structures throughout this thesis. For
an overview, see [70, 25]. In this section, we define first-order logic over the
specific signatures {(Pa)a∈Σ, <} and {(Pa)a∈Σ, <, suc,pre,min,max} with
the intended interpretations over words.
Let Var be a set, called the set of first-order variables. A first-order
variable is usually written as a lowercase letter, like x, y or z.
A term is inductively defined by the following rules. Every first-order
variable x ∈ Var is a term; min and max are terms; if t is a term, then suc(t)
and pre(t) are also terms. An atomic formula is defined by the following
rules. t1 = t2 is an atomic formula for terms t1 and t2; Pa(t) is an atomic
formula for every a ∈ Σ and every term t; t1 < t2 is an atomic formula for
terms t1 and t2.
The set of all first-order formulas is defined inductively as follows. Every
atomic formula is a formula; if ϕ and ψ are formulas, then (ϕ∧ψ), (ϕ∨ψ),
(ϕ→ ψ) and ¬ψ are formulas; if ψ is a formula and x ∈ Var is a variable,
then ∃xψ and ∀xψ are formulas.
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Let Var(ψ) be the set of all variables occurring in the formula ψ. The
set Free(ψ) of free variables of ψ is defined inductively by the following
rules.
• If ψ is an atomic formula, then Free(ψ) = Var(ψ).
• Free(¬ψ) = Free(ψ).
• Free(ϕ ∧ ψ) = Free(ϕ ∨ ψ) = Free(ϕ→ ψ) = Free(ϕ) ∪ Free(ψ).
• Free(∃xψ) = Free(∀xψ) = Free(ψ) \ {x}.
A sentence is a formula ψ without any free variable, i.e., Free(ψ) = ∅.
A formula ψ is in prenex normal form if has the form
ψ = Q1x1Q2x2 . . . Qnxnϕ
with Qi ∈ {∃,∀} and xi ∈ Var and where ϕ is a quantifier-free formula. A
Σn-sentence is a first-order sentence in prenex normal form with n alternat-
ing quantifier blocks starting with an existential block.
The corresponding first-order logic with signature {(Pa)a∈Σ, <}, i.e., the
symbols min, max, pre, and suc do not occur in formulas of this logic, is
denoted by FO[<], whereas the first-order logic over the complete signature
{(Pa)a∈Σ, <, suc,pre,min,max} is denoted by FO[<, suc, pre,min,max].
A finite word w = a1 . . . an over Σ with length |w| = n > 0 can be
identified with the structure
w = (dom(w), <, (Pa)a∈Σ)
where dom(w) = {1, . . . , n}, the relation < is interpreted as the standard
ordering on dom(w), Pa = {i ∈ dom(w) | ai = a}, the elements min
and max are the first and last element of dom(w), and the successor and
predecessor functions suc and pre respectively, such that suc(max) = max
and pre(min) = min. We write w |= ψ for any sentence ψ if ψ is satisfied
in w under this canonical interpretation.
Analogously, an infinite word α = a0a1 . . . over Σ is identified with the
structure
α = (N, <, (Pa)a∈Σ),
and we write α |= ψ for any sentence ψ if ψ is satisfied in α.
We say that a ∗-language K ⊆ Σ∗ is defined by a sentence ψ if for every
word w ∈ Σ+ it holds
w ∈ K ⇐⇒ w |= ψ.
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We say that an ω-language L ⊆ Σω is defined by a sentence ψ if for every
word α ∈ Σω it holds
α ∈ L ⇐⇒ α |= ψ.
For a formula ψ and a variable x where x does not occur in ψ, we
introduce the relativisation ψ[x] of ψ with respect to the segment [0, x]
(see [25]). Formally this means that we introduce x as a new free variable
and rewrite every subformula of ψ of the form ∃yϕ(y) as ∃y(y ≤ x ∧ ϕ(y)),
and every subformula of the form ∀yϕ(y) as ∀y(y ≤ x→ ϕ(y)), and every
occurrence of max as x.
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Chapter 3
Büchi Automata Complementation
via Ramsey’s Theorem
In 1962, J. Richard Büchi showed [12] that the monadic second-order theory
of the natural numbers with the successor relation is decidable. In his proof,
he introduced a model for ω-regular languages, a model which we nowadays
call a “Büchi automaton”, and he also proved that this model is closed under
the complementation operation. Büchi proved this result en passant, but
hitherto it is considered to be one of the most intriguing topics in automata
theory, and still every year several papers are published in the area of Büchi
complementation.
For proving his complementation result, Büchi utilized a combinatorial
result by Ramsey [60] to obtain a periodic decomposition of the behaviors of
a Büchi automaton when reading an infinite word. For this reason, Büchi’s
complementation approach is also called the Ramsey-based approach. Over
the past decades, a few other complementation methods were developed,
which are namely the determinization-based, the rank-based, and the slice-
based approach.
The number of states of the complement automaton is a measure by
which all these complementation methods are judged. Let n be the number
of states of the original automaton. Then for the Ramsey-based approach,
an upper bound of 2O(n2) states for the complement automaton was estab-
lished [67] and Michel [48] proved a non-trivial lower bound of n! for the
complementation of Büchi automata in general. So there still remained a
huge gap between both bounds. Then Safra [61] presented a method to
transform a nondeterministic Büchi automaton into a deterministic Muller
automaton and later on Piterman [56] optimized this construction. This
lead to a determinization-based complementation construction with an up-
per bound of 2O(n logn), which tightened the gap between the lower and the
upper bound. [42] presented a very elegant and simple complementation
construction based on progress measures, which possessed the same upper
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bound as the determinization-based approach. These progress measures
are today mostly referred to as ranking functions and therefore Klarlund’s
approach is also called the rank-based approach. The rank-based approach
was later improved by Friedgut, Kupferman, and Vardi [31] and then even
further by Schewe [62], leaving only a polynomial gap between the new
upper bound and the improved lower bound that was obtained by Yan [81].
Contemporaneous with the optimizations of the rank-based approach in the
past years, a completely new complementation method was established by
Kähler and Wilke [40], which is called the slice-based approach. Table 3.1
gives a rough overview over the four complementation approaches.
Approach
Name discovered by State blow-up
Ramsey-based Büchi (1962) 2O(n2)
Determinization-based Safra (1988) 2O(n logn)
Rank-based Klarlund (1991) 2O(n logn)
Slice-based Kähler-Wilke (2008) 2O(n logn)
Table 3.1: The four different complementation approaches.
Given that all these approaches have, on the theoretical side, a rather un-
pleasant upper bound on the size of the complement automaton of 2O(n logn)
or 2O(n2), it stands to reason to compare them as well on the practical side.
There has been an increased interest in experimental evaluations of the
different complementation methods in the recent years. In experimental
studies [77], it turned out that the Ramsey-based approach was inferior to
the other three, more modern approaches, not only on the theoretical side,
but also in practice. In Table 3.2 we present a quick overview of the results
of Tsai, Fogarty, Vardi, and Tsay [77]. It shows the results of four different
implementations, named Ramsey, Safra-Piterman, Rank, and Slice. Each
implementation was fed the same set of 11 000 input automata, and for
each of these task, the same timeout of 10 minutes and the same memory
space of 1 GiB was given. More details on the setting can be found below in
Section 3.3.4. The most noticeable value in this comparison is the amount
of tasks that were not finished by Ramsey. In fact, none of the tasks finished
in the predefined time and memory bounds. When we started researching
possible improvements of the Ramsey-based approach, we did not know the
reason for this bad result. As it turned out later [78], it is due to a flaw
in the implementation of Ramsey. At the time we learned about this flaw,
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we already had our own, improved implementation of the Ramsey-based
approach. Despite of the named deficiencies of the Ramsey-based approach
for the complementation of Büchi automata, it is still used in two neighbor-
ing fields, universality checking and inclusion checking [29, 2, 1]. For these
two fields specific optimization techniques were developed and the resulting
methods are claimed to be way more efficient than their complementation
counterparts.
Algorithm Unfinished Tasks
Safra-Piterman 4
Slice 216
Rank 3 383
Ramsey 11 000
Table 3.2: Four different implementations, studied in Tsai, Fogarty, Vardi,
and Tsay [77].
This chapter is devoted to improving, based on recent research [10], the
Ramsey-based approach, both on the theoretical side as well as on the
practical side. We first present Ramsey’s Theorem, then in Section 3.2 we
remind the reader of how the complementation has been described originally
by Büchi [12] and Sistla, Vardi, and Wolper [67]. In Section 3.3 we propose
some heuristics to improve the Ramsey-based approach, in order to make
it practically applicable. Furthermore we give an overview over the results
of our experimental studies of our implementation. Then in Section 3.4 we
explain how to obtain a better upper bound on the size of the resulting
automata by the use of weak orders, and finally we connect our heuristically
improved algorithm with the weak-order-based algorithm.
3.1 Ramsey’s Theorem
For the sake of completeness, we state Ramsey’s Theorem [60] here. It will
be used in the following section to prove the so-called Sequential Lemma.
For r ∈ N and an arbitrary set Γ, an r-combination of Γ is a subset P ⊆ Γ
with |P | = r.
Theorem 1 (Ramsey) Let Γ be an infinite set and let µ, r ∈ N. Let Γr
be the set of all r-combinations of Γ. Let f : Γr → {1, . . . , µ} be a finite
coloring of Γr. Then there is an infinite subset ∆ ⊆ Γ such that f restricted
to the set ∆r := {P ⊆ ∆ | |P | = r} of r-combinations of ∆ is constant.
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3.2 The Ramsey-based Approach Revisited
In this section, we recap the original Ramsey-based complementation ap-
proach. This is necessary to prepare for the improved approach which is
described in the next section. Detailed presentations of this original method
can be found in the literature [67, 71]. We assume that A = (Q,Σ, q0, δ, F )
is an arbitrary automaton, which we want to complement regarding the
Büchi acceptance condition. So we seek an automaton A′ with Lω(A′) =
Σω \ Lω(A).
q0 q1
q2
a
a, b
ab
Figure 3.1: An automaton Aex.
Example Throughout this chapter, the automaton Aex depicted in Fig-
ure 3.1 serves as a running example. We will apply the developed methods
to this automaton, and in the end we will obtain a complement automaton.
The idea of the Ramsey-based approach is for the complement automaton
to guess a periodic decomposition of the input word into infinitely many
finite segments. The decomposition is periodic in the sense that the original
automaton A ultimately exhibits the exact same behavior on these segments.
The different behaviors an automaton can possess are captured by so-called
“transition profiles”. A transition profile of a word u over an automaton A
describes the possible run continuations for each state of the automaton A
when reading the word u. Furthermore a transition profile distinguishes
between run continuations that exhibit a final state when reading u and
those that do not.
We introduce the following notations. If there is a (possible empty) path
from p to q of u in A, then we denote this fact by p u−→ q. If furthermore
there is a nonempty path from p to q of u in A that visits a final state, then
we additionally denote this by p u−→
F
q (in particular, this is the case if p is
final or if q is final).
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Definition 2 Let A = (Q,Σ, q0, δ, F ) be an automaton. A pair t = 〈→t,→◦ t〉
with →t ⊆ Q×Q and →◦ t ⊆ →t is called a transition profile over A. The
transition profile τA(u) of the word u ∈ Σ∗ over A is the pair 〈→,→◦ 〉 with
p→ q iff p u−→ q and p→◦ q iff p u−→
F
q.
q0
q1
q2
q0
q1
q2
τAex(ε)
(a) The transition profile τAex(ε).
q0
q1
q2
q0
q1
q2
τAex(a)
(b) The transition profile τAex(a).
q0
q1
q2
q0
q1
q2
τAex(b)
(c) The transition profile τAex(b).
q0
q1
q2
q0
q1
q2
q0
q1
q2
τAex(ab)
(d) The concatenation τAex(ab).
Figure 3.2: Some transition profiles of Aex.
There are several possible ways to visualize a transition profile. We
present one of them in Figure 3.2. There, for each state there is a row
with two occurrences of this state, one in each column. Arrows are drawn
from the states in the left column to the states in the right column in the
following way. There is an arrow from p to q if p → q, i.e., if the word u
permits a transition from p to q. An arrow from p to q is marked with a
circle if p→◦ q, i.e., if the transition can occur via a final state. A transition
profile τA(u) contains information about the behavior of A on u, relevant
to a Büchi automaton.
Let TPA be the set of all transition profiles over A. For transition profiles
s1, s2 ∈ TPA, the concatenation transition profile t = s1 · s2 is defined by
• p→t q iff ∃r ∈ Q such that p→s1 r ∧ r →s2 q, and
• p→◦ t q iff ∃r ∈ Q such that (p→◦ s1 r∧ r →s2 q)∨ (p→s1 r∧ r →◦ s2 q).
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One can easily verify that this operation is associative. Thus, (TPA, ·),
the set of all transition profiles over A in conjunction with the concatenation
operation, forms a semigroup. In addition, τA(ε) acts as a neutral element,
and so (TPA, ·, τ(ε)) forms a monoid. It is called the transition monoid of A.
Furthermore, by induction on the length of the words one can show that
τA(u · v) = τA(u) · τA(v). This means that τA is a monoid homomorphism,
mapping each element of Σ∗ to a transition profile in TPA.
An automaton A with n states has exactly n2 distinct pairs of states.
For each pair (p, q), a transition profile can be in one of three states: either
have p 6→ q, or p → q but p 6→◦ q, or p →◦ q. Thus, there are exactly
3n2 distinct transition profiles in the transition monoid. However, not for
all of these transition profiles there is a word u which induces this profile
by τA(u). This is why we introduce the notion of a reachable transtion
profile. A transition profile t over A is reachable if there is a word u ∈ Σ∗
with τA(u) = t. By RTPA we denote the set of all reachable transition
profiles. Note that (RTPA, ·, τA(ε)) is a submonoid of (TPA, ·, τA(ε)).
Note that the transition profile τA(ε) plays a special role among all
reachable transition profiles. Since there exists at least one accepting state
(otherwise complementation is trivial), this accepting state induces a p→◦ q
edge in each transition profile τA(u) with u ∈ Σ+. This means that τA(ε)
is not reachable from any other transition profile in RTPA. For this reason,
in the literature τA(ε) is often omitted, and one speaks of the transition
semigroup instead of the transition monoid. We, however, find it quite
convenient to have a special element of the semigroup as the “initial” element
of the semigroup, and it will become useful later on when we consider a
deterministic automaton constructed from the transition monoid.
Definition 3 For a transition profile t over A, we define the language
L∗(t) := τ−1A (t) = {u ∈ Σ∗ | τA(u) = t}.
For a fixed automaton A, the nonempty languages L∗(t) form a partition
of the set Σ∗ of all words into finitely many distinct classes, for there are
only finitely many transition profiles over A.
3.2.1 The Transition Monoid Automaton
The transition monoid of A can be represented by a deterministic finite
automaton that we call the transition monoid automaton. Each state of
this automaton corresponds to a reachable transition profile, the initial
state is τA(ε), and the a-successor of a state t is obtained as t · τA(a). We
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can construct the transition monoid automaton by performing a breadth-
first search: we start with the initial state τA(ε) and for each state t and
letter a ∈ Σ we spawn a new state t ·τA(a), until the automaton is complete.
Definition 4 Given an automaton A = (Q,Σ, q0, δ, F ), we define TMAA =
(Q˜,Σ, q˜0, δ˜, ∅) with Q˜ = RTPA, and q˜0 = τA(ε), and δ˜(q˜0, a) = τA(a) and
δ˜(t, a) = t · τA(a) for every a ∈ Σ and t ∈ RTPA.
Note that TMAA is normalized, since there is no incoming transition
into τA(ε). Furthermore, TMAA does not have any final states. By in-
duction on the length of words, one can show that δ˜∗(q˜0, w) = τA(w) and
from that it follows that the language recognized by TMAA with final state
set F = {t} is exactly L∗(t). Later on we will instantiate TMAA with
different sets of final states, depending on the language we want to accept.
Corollary 5 For each t ∈ TPA, the set L∗(t) is a regular language.
Example Figure 3.3 shows the transition modoid automaton for Aex. Note
that it has 19 states and exactly one sink, namely τAex(bb).
3.2.2 The Sequential Lemma
Büchi’s proof is based on two key observations. The first observation is
formalized in the following lemma. It states that each infinite word can be
decomposed into finite segments such that the induced sequence of transition
profiles is of the form stω. One can even restrict the transition profiles to
those which satisfy the equations t · t = t (so t is idempotent) and s · t = s.
Lemma 6 (Sequential Lemma) Let A be an automaton. For every α ∈
Σω there is a decomposition of α as α = uv1v2 · · · with u, vi ∈ Σ+ and
reachable transition profiles s, t ∈ RTPA such that
1. τA(u) = s,
2. τA(vi) = t for every i ≥ 1,
3. t · t = t, and
4. s · t = s.
Proof This proof uses Ramsey’s Theorem (Theorem 1). Let α ∈ Σω be
an infinite word. Then each proper factor α[i, j) of α (with i < j) is a
word from Σ+. Construct the complete infinite graph with node set N
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τ(ε)
τ(a)
τ(b)
τ(aa)
τ(ab)
τ(ba)
τ(bb)
τ(aab)
τ(aba)
τ(baa)
τ(aaba)
τ(abaa)
τ(baab)
τ(aabaa)
τ(abaab)
τ(baaba)
τ(abaaba)
τ(baabaa)
τ(abaabaa)
a
b
a
b
a
b
a
b
a
b
a
b
a, b
a
b
a
b
a
b
a
b
a
b
a
b
a
b
a
b
a
b
a
b
a
b
a
b
Figure 3.3: The transition monoid automaton of Aex with 19 states. Idem-
potent elements are colored gray.
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and coloring function f({i, j}) = τA(α[i, j)) for i < j. Since there are
only finitely many transition profiles, the coloring is finite and we apply
Ramsey’s Theorem (with Γ = N, r = 2, and µ = |RTPA|). Then there is an
infinite subset ∆ = {k0, k1, k2, . . .} ⊆ N (w.l.o.g. k0 < k1 < k2 < . . .) such
that for all ki, kj ∈ ∆ with ki < kj the values τA(α[ki, kj)) are identical.
Call this value t.
It holds τA(α[k0, k1)) = τA(α[k1, k2)) = τA(α[k0, k2)). So t·t = τA(α[k0, k1)·
α[k1, k2)) = t. Furthermore define s′ = τA(α[0, k0)) and s = s′ · t. Then
s · t = s′ · t · t = s′ · t = s. With u = α[0, k1) and vi = α[ki, ki+1) the claim
follows.
In order to work with transition profiles fulfilling the conditions of the
Sequential Lemma, we define
s-t-Pairs := {〈s, t〉 ∈ RTPA2 | s · t = s, t · t = t} and
Lω(〈s, t〉) := L∗(s) · L∗(t)ω for 〈s, t〉 ∈ s-t-Pairs.
The Sequential Lemma states that the languages Lω(〈s, t〉) cover the set
of all infinite words:
Σω =
⋃
{Lω(〈s, t〉) | 〈s, t〉 ∈ s-t-Pairs} .
Idempotent TPs
τAex(aa)
τAex(ab)
τAex(ba)
τAex(bb)
τAex(aaba)
τAex(abaa)
τAex(abaab)
τAex(baaba)
τAex(abaaba)
τAex(baabaa)
τAex(abaabaa)
Table 3.3: The 11 idempotent transition profiles of Aex, excluding τAex(ε).
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Accepting s-t-Pairs
〈τAex(abaab), τAex(abaab)〉
〈τAex(abaaba), τAex(baaba)〉
〈τAex(abaaba), τAex(abaaba)〉
〈τAex(abaabaa), τAex(baabaa)〉
〈τAex(abaabaa), τAex(abaabaa)〉
(a) The 5 accepting s-t-Pairs of Aex.
Rejecting s-t-Pairs
〈τAex(a), τAex(aa)〉
〈τAex(aa), τAex(aa)〉
〈τAex(ba), τAex(aa)〉
〈τAex(bb), τAex(aa)〉
〈τAex(aba), τAex(aa)〉
〈τAex(baa), τAex(aa)〉
〈τAex(aaba), τAex(aa)〉
〈τAex(abaa), τAex(aa)〉
〈τAex(aabaa), τAex(aa)〉
〈τAex(baaba), τAex(aa)〉
〈τAex(abaaba), τAex(aa)〉
〈τAex(baabaa), τAex(aa)〉
〈τAex(abaabaa), τAex(aa)〉
〈τAex(b), τAex(ab)〉
〈τAex(ab), τAex(ab)〉
〈τAex(bb), τAex(ab)〉
〈τAex(aab), τAex(ab)〉
〈τAex(baab), τAex(ab)〉
〈τAex(abaab), τAex(ab)〉
〈τAex(ba), τAex(ba)〉
〈τAex(bb), τAex(ba)〉
〈τAex(aba), τAex(ba)〉
〈τAex(aaba), τAex(ba)〉
〈τAex(baaba), τAex(ba)〉
〈τAex(abaaba), τAex(ba)〉
Rejecting s-t-Pairs
〈τAex(bb), τAex(bb)〉
〈τAex(ba), τAex(aaba)〉
〈τAex(bb), τAex(aaba)〉
〈τAex(aba), τAex(aaba)〉
〈τAex(aaba), τAex(aaba)〉
〈τAex(baaba), τAex(aaba)〉
〈τAex(abaaba), τAex(aaba)〉
〈τAex(bb), τAex(abaa)〉
〈τAex(baa), τAex(abaa)〉
〈τAex(abaa), τAex(abaa)〉
〈τAex(aabaa), τAex(abaa)〉
〈τAex(baabaa), τAex(abaa)〉
〈τAex(abaabaa), τAex(abaa)〉
〈τAex(bb), τAex(abaab)〉
〈τAex(baab), τAex(abaab)〉
〈τAex(bb), τAex(baaba)〉
〈τAex(baaba), τAex(baaba)〉
〈τAex(bb), τAex(abaaba)〉
〈τAex(baaba), τAex(abaaba)〉
〈τAex(bb), τAex(baabaa)〉
〈τAex(baabaa), τAex(baabaa)〉
〈τAex(bb), τAex(abaabaa)〉
〈τAex(baabaa), τAex(abaabaa)〉
(b) The 48 rejecting s-t-Pairs of Aex.
Table 3.4: The set of all s-t-Pairs of Aex.
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3.2.3 A Separation Lemma
The second key observation for Büchi’s proof concerns the language con-
tainment of the basic building blocks Lω(〈s, t〉) in the ω-languages Lω(A)
and Σω \ Lω(A).
Given an arbitrary decomposition of an infinite word α into finite seg-
ments, the corresponding sequence of transition profiles contains all the
information on possible runs of A on α relevant for acceptance of α. This
means that if two infinite words are both in Lω(〈s, t〉), either both are
accepted by A or both are rejected. This is shown in the following lemma.
Lemma 7 Let s and t be transition profiles over A. Then either Lω(〈s, t〉)∩
Lω(A) = ∅, or Lω(〈s, t〉) ⊆ Lω(A).
Proof If L∗(s) · L∗(t)ω ∩ Lω(A) is not empty, then there is a word α which
lies in both sets. Then α can be decomposed as α = uv1v2 · · · with u ∈ L∗(s)
and all vi being in L∗(t). Because the word α is in Lω(A), there must be
an accepting run ρ of A on α. Consider the form of this run ρ to be
q0
u−→ q1 v1−→ q2 v2−→ q3 · · · . This run visits infinitely often an accepting state.
So for infinitely many i it holds qi
vi−→
F
qi+1.
Now let β be any word in L∗(s) ·L∗(t)ω. Then β can also be decomposed
as β = u′v′1v′2 · · · with u′ ∈ L∗(s) and all v′i being in L∗(t). We have
τA(u) = τA(u′) and τA(vi) = τA(v′i) for all i ≥ 1. Then there is a run ρ′
of A on β of the form q0 u
′−→ q1 v
′
1−→ q2 v
′
2−→ q3 · · · . It holds qi
v′i−→
F
qi+1 for the
very same i as above. So ρ′ is an accepting run and β ∈ Lω(A).
This separation lemma allows us to divide accepting and rejecting s-t-
pairs into disjoint sets:
Accepts,t := {〈s, t〉 ∈ s-t-Pairs | Lω(〈s, t〉) ⊆ Lω(A)} and
Rejects,t := {〈s, t〉〉 ∈ s-t-Pairs | Lω(〈s, t〉) ∩ Lω(A) = ∅}.
Example The sets Accepts,t and Rejects,t for the automaton Aex are shown
in Table 3.4a and Table 3.4b, respectively.
From Lemmas 6 and 7 we can conclude the following characterizations
of Lω(A) and its complement.
Lω(A) =
⋃
{Lω(〈s, t〉) | 〈s, t〉 ∈ Accepts,t} ,
Σω \ Lω(A) =
⋃
{Lω(〈s, t〉) | 〈s, t〉 ∈ Rejects,t} .
29
Chapter 3 Ramsey-based Büchi Complementation
τ(ε)
t1 t2
t3
t4
. . .
a
b
a, b
ab
τ(ε)
t1 t2
t3
t4
. . .
a
b
a, b
ab
ε
τ(ε)
t1 t2
t3
t4
. . .
a
b
a, b
ab
ε
τ(ε)
t1 t2
t3
t4
. . .
a
b
a, b
ab
ε
ε
ε
ε
...
Figure 3.4: A layout of a complement automaton with Rejects,t =
{〈t1, t2〉, 〈t4, t3〉, 〈t4, t4〉, . . .}.
Naturally, we are interested in the latter of both equations. The right side
of both equations are finite unions, as there are only finitely many transition
profiles over A. By Corollary 5 each Lω(〈s, t〉) is a regular ω-language. As
a consequence, Σω \ L is a finite union of regular ω-languages, so there
must be a Büchi automaton recognizing this complement. This conclusion
is called Büchi’s Theorem.
Theorem 8 (Büchi) For each ω-regular language L, the complement Σω \
L is also ω-regular.
3.2.4 Assembling the Complement Automaton
We are now able to assemble a complement automaton for any given Büchi
automaton A. For this, we make use of the transition monoid automaton,
more precisely we take several copies of TMAA with different sets of final
states.
As we have seen in Section 3.2.1, for every transition profile t there
is an automaton recognizing L∗(t). In particular, for each rejecting s-t-
pair (s, t) we have automata for the languages L∗(s) and L∗(t). We modify
the second automaton (recognizing L∗(t)) to recognize L∗(t)ω by adding
an ε-transition from its final state to its initial state and then making the
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final state non-final and making the initial state final. This is possible only
because TMAA is normalized. After that, we connect the final state of the
first automaton (recognizing L∗(s)) with the initial state of the automaton
recognizing L∗(t)ω, again using an ε-transition. We obtain an automaton
recognizing Lω(〈s, t〉) = L∗(s) · L∗(t)ω.
An automaton recognizing the entire complement can now easily be ob-
tained by introducing a new initial state and connecting this state with
all the former initial states of all automata for Lω(〈s, t〉). But there is a
simpler and more efficient method described in Sistla, Vardi, and Wolper
[67]: it is possible to reuse the same automaton for each of the different
languages L∗(s) by connecting the different final states of the first automa-
ton with the corresponding initial states of the second automaton. This
construction is depicted in Figure 3.4.
We refer to the first part of the automaton, which reads a word from
L∗(s), as the initial part, and to the second part of the automaton, which
reads a word from L∗(t)ω, as the looping part. The ε-transitions used in
these illustrations can now be eliminated by standard techniques. Obviously,
one can eliminate each ε-transition from the initial part to the looping part
without adding a new state. For eliminating the ε-transitions within the
looping part we don’t need any additional states either, as each looping
part consists of a normalized automaton.
The complement automaton consists of at most 3n2 Büchi automata in
the looping part, each with at most 3n2 states, plus an additional initial au-
tomaton component of 3n2 states. This results in a complement automaton
with at most 3n2 + 9n2 states.
Example In our running example, the complement automaton has 11
different idempotent transition profiles to consider for the looping part
(see Table 3.3). This results in a complement automaton with exactly
19 + 11 · 19 = 228 states. The list of rejecting pairs in Table 3.4b de-
fines which states of the initial part are connected to which automata of the
looping part.
3.3 Improved Ramsey-based Complementation
The complementation method described in the last section is the one that
was established by Büchi [12] and improved by Sistla, Vardi, and Wolper
[67]. Its upper bound on the state space is 2O(n2), and we will not improve
this upper bound in this section. Rather, we introduce three significant
ideas to reduce the state space of the complement automaton in practice.
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We call these ideas to be “significant”, because only by the use of these three
improvements, we will be able to establish a connection to the complement
automaton of Section 3.4, which in turn possesses a 2O(n logn) upper bound.
3.3.1 Subset Construction
When taking a look at the initial part of the complement automaton, we
notice that in this part the infinite behavior of the input word is not yet
significant for the automaton; it is only the finite behavior that matters
here. Nevertheless, the transition profiles in this part distinguish between
final states and nonfinal states, which is needless. What is required there
is to distinguish between states that are reachable and states that are not
reachable from the initial state. Therefore, for the initial part, we drop
the generation of transition profiles and replace them with a simple subset
construction.
Let A = (Q,Σ, q0, δ, F ) be an automaton. The set RSCA := {P ⊆ Q |
∃u ∈ Σ∗ : δ∗({q0}, u) = P} describes the set of states that are reachable
by a standard subset construction. For a set of states P ⊆ Q define
L∗(P ) := {u ∈ Σ∗ | δ∗({q0}, u) = P} to be the set of all words with which
from q0 one can reach all states in P and not any other states. For a
transition profile t over A, define t(P ) := {q ∈ Q | ∃p ∈ P : p →t q} to
be the set of all states which are reachable from P by reading a word u
with τA(u) = t. Then we have t(s(P )) = (s · t)(P ) for all s, t ∈ TPA and
P ⊆ Q. With these definition, we reformulate the Sequential Lemma for
the initial part of the complement automaton, which corresponds to the s
in the decomposition stω.
Lemma 9 Let A = (Q,Σ, q0, δ, F ) be an automaton. For every α ∈ Σω
there is a decomposition of α as α = uv1v2 · · · with u, vi ∈ Σ+, a set P ⊆ Q
and a reachable transition profile t ∈ RTPA such that
1. u ∈ L∗(P ),
2. τA(vi) = t for every i ≥ 1,
3. t · t = t, and
4. t(P ) = P .
Proof We apply Lemma 6 and obtain a decomposition α = uv1v2 · · · and
transition profiles s and t with properties 2. and 3., as well as τA(u) = s
and s · t = s. We let P := s({q0}). Then all words in L∗(s) lead from q0
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to P and nowhere else, in particular the word u ∈ L∗(s). So u ∈ L∗(P ).
Furthermore t(P ) = t(s({q0})) = (s · t)({q0}) = s({q0}) = P .
With RSCA describing the reachable states of the subset construction
and RTPA describing the reachable transition profiles, we are now able to
move the construction from s-t-pairs to P-t-pairs by defining
P-t-Pairs := {〈P, t〉 ∈ RSCA×RTPA | t(P ) = P, t · t = t} and
Lω(〈P, t〉) := L∗(P ) · L∗(t)ω for 〈P, t〉 ∈ P-t-Pairs.
Then Lemma 9 shows that the P-t-pairs again cover the set of all infinite
words:
Σω =
⋃
{Lω(〈P, t〉) | 〈P, t〉 ∈ P-t-Pairs} .
Again each P-t-pair represents an ω-language which is completely inside
Lω(A) or completely outside of it.
Lemma 10 Let P ⊆ Q and t be a transition profile over A = (Q,Σ, q0, δ, F ).
Then either Lω(〈P, t〉) ∩ Lω(A) = ∅, or Lω(〈P, t〉) ⊆ Lω(A).
The proof is the same as for Lemma 7 but L∗(s) replaced by L∗(P ).
Proof If L∗(P ) · L∗(t)ω ∩ Lω(A) is not empty, then there is a word α
which lies in both sets. Then α can be decomposed as α = uv1v2 · · · with
u ∈ L∗(P ) and all vi being in L∗(t). Because the word α is in L, there
must be an accepting run of A on α. Consider the form of this run to be
q0
u−→ q1 v1−→ q2 v2−→ q3 · · · . Note that q1 ∈ P . This run visits infinitely often
an accepting state. So for infinitely many i it holds qi
vi−→
F
qi+1.
Now let β be any word in L∗(P ) ·L∗(t)ω. Then β can also be decomposed
as β = u′v′1v′2 · · · with u′ ∈ L∗(P ) and all v′i being in L∗(t). We have
u′ ∈ L∗(P ) and τA(vi) = τA(v′i) for all i ≥ 1. Then there is a run ρ′ of A
on β of the form q0 u
′−→ q1 v
′
1−→ q2 v
′
2−→ q3 · · · . It holds qi
v′i−→
F
qi+1 for the very
same i as above. So ρ′ is an accepting run and β ∈ Lω(A).
We adapt the definition of the set of accepting and rejecting pairs to
AcceptP,t := {〈P, t〉 ∈ P-t-Pairs | Lω(〈P, t〉) ⊆ Lω(A)} and
RejectP,t := {〈P, t〉 ∈ P-t-Pairs | Lω(〈P, t〉) ∩ Lω(A) = ∅}.
We assemble the new complement automaton by retaining all the au-
tomata in the looping part of the old complement automaton and by re-
placing the initial part by a simple subset automaton, which keeps track of
the set of reachable states.
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Definition 11 Given an automaton A = (Q,Σ, q0, δ, F ), the subset au-
tomaton PAA = (RSCA,Σ, {q0}, δ∗, F ′) is defined by RSCA := {P ⊆ Q |
∃u ∈ Σ∗ : δ∗({q0}, u) = P} and F ′ := {P ∈ RSCA | P ∩ F 6= ∅}.
In the new complement automaton, a set P ∈ RSCA is connected to the
copy of TMAA for the transition profile t if 〈P, t〉 ∈ RejectP,t.
{q0} {q1}
{q0, q2}∅
a
b a
b
a
b
a, b
Figure 3.5: The subset construction PAAex of Aex.
Example Let us remark on the size of the new complement automaton,
after this first simple reduction step. As we can see in Table 3.5b, though
the number of rejecting P-t-pairs was reduced severely from 48 to 17, the
number of different idempotent transition profiles to consider for the looping
part has not changed; it is still 11. So the new automaton does not have
a smaller number of TMAs in the looping part. The initial part, however,
is reduced from 19 to 4 states. This results in a complement automaton
with 4 + 11 · 19 = 213 states. The list of rejecting pairs in Table 3.5b now
defines which states of the initial part are connected to which automata of
the looping part.
The Empty Transition Profile
Note that, according to the above definition of P-t-Pairs, all pairs of the
form 〈∅, t〉 with t idempotent and all pairs of the form 〈P, t∅〉 where t∅ is the
empty transition profile t∅ = (∅, ∅) are in RejectP,t. Thus, all ω-words that
are described by such a pair will be accepted by the complement automaton.
However, all these pairs describe ω-words on which no run of A exists at all
and thus have a prefix leading from {q0} to ∅ in the initial part PAA of the
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Accepting P-t-Pairs
〈{q0}, τAex(abaab)〉
〈{q1}, τAex(baaba)〉
〈{q1}, τAex(abaaba)〉
〈{q0, q2}, τAex(baabaa)〉
〈{q0, q2}, τAex(abaabaa)〉
(a) The 5 accepting P-t-Pairs of Aex.
Rejecting P-t-Pairs
〈{q0}, τAex(ab)〉
〈{q1}, τAex(aa)〉
〈{q1}, τAex(ba)〉
〈{q1}, τAex(aaba)〉
〈∅, τAex(aa)〉
〈∅, τAex(ab)〉
〈∅, τAex(ba)〉
〈∅, τAex(bb)〉
〈∅, τAex(aaba)〉
〈∅, τAex(abaa)〉
〈∅, τAex(abaab)〉
〈∅, τAex(baaba)〉
〈∅, τAex(abaaba)〉
〈∅, τAex(baabaa)〉
〈∅, τAex(abaabaa)〉
〈{q0, q2}, τAex(aa)〉
〈{q0, q2}, τAex(abaa)〉
(b) The 17 rejecting P-t-Pairs of Aex.
Table 3.5: The set of all P-t-Pairs of Aex.
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Figure 3.6: A complement with RejectP,t = {〈P1, t2〉, 〈P4, t3〉, 〈P4, t4〉, . . .}.
complement automaton. Hence, in our implementation we mark the state ∅
to be an accepting state and remove all pairs of the form 〈∅, . . .〉 from the
set of rejecting P-t-pairs. This leads to a simplified complement automaton,
in which those ω-words for which there does not exist any run in A are
accepted already early in the initial part of the complement automaton.
Removing all pairs of the form 〈∅, . . .〉 also removes all pairs of the form
〈P, t∅〉, due to the following lemma.
Lemma 12 Let 〈P, t〉 ∈ P-t-Pairs be a P-t-pair. If t is the empty transition
profile t = t∅, then it holds P = ∅.
Proof If 〈P, t∅〉 is in P-t-Pairs for any P ⊆ Q, then t∅(P ) = ∅ and by
Lemma 9 we have t∅(P ) = P , and therefore P = ∅.
Example In our running example Aex, reading the finite word bb from any
state leads to nothing. Thus the empty transition profile is t∅ = τAex(bb).
We can see the reduced set of rejecting P-t-pairs of our running example in
Table 3.6. Reducing the set of rejecting P-t-pairs also reduces the number of
idempotent transition profiles to consider for the looping part from 11 to 5.
Thus, we now only have 4 + 5 · 19 = 99 states in the complement automaton.
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3.3.2 Merging Transition Profiles
The next step towards a smaller complement is to condense the number of
transition monoid automata in the looping part. Each of these automata
has exactly one final state. Therefore we refer to these automata as singleton
automata. It seems as an obvious idea to allow not just one state to be final,
but to allow an arbitrary subset of the states of a singleton automaton to
be marked final. The idea ist that under certain conditions, we can combine
several of these singleton automata and obtain a new TMA with a large set
of final states. Then, by replacing a set of TMAs with only one TMA, we
severely reduce the size of the resulting complement automaton.
More specificly, we merge several TMAs into a new TMA by marking
all those states final that were final in one of the original TMAs. The
resulting TMA (considered as a ∗-automaton) then accepts the union of
all the languages formerly accepted by the singleton automata. Possibly,
this resulting TMA can then replace the singleton automata, which are not
needed anymore and can be removed from the looping part, resulting in a
potentially smaller complement automaton. We cannot guarantee that the
new complement automaton really is smaller than the original complement
automaton. In the author’s opinion, it may on the contrary even grow
larger, if more TMAs are generated than singleton automata are removed.
However, in all our experiments, the result actually was smaller.
Buckets
The merging cannot be done in an arbitrary fashion, as we will see later.
In the following, we state criteria that are sufficient for merging several
singleton automata successfully.
Rejecting P-t-Pairs
〈{q0}, τAex(ab)〉
〈{q1}, τAex(aa)〉
〈{q1}, τAex(ba)〉
〈{q1}, τAex(aaba)〉
〈{q0, q2}, τAex(aa)〉
〈{q0, q2}, τAex(abaa)〉
Table 3.6: The 6 rejecting P-t-Pairs of Aex after removing all pairs of the
form 〈∅, . . .〉.
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Definition 13 Let A be an automaton. A set of P-t-pairs is called a
bucket over A. For a bucket B = {〈P1, t1〉, . . . , 〈Pn, tn〉} over A, we define
the language Lω(B) := LP∗ (B) ·
(
Lt∗(B)
)ω, where
• LP∗ (B) :=
⋃n
i=1 L∗(Pi), and
• Lt∗(B) :=
⋃n
i=1 L∗(ti).
By this definition, for any bucket B, it holds Lω(B) ⊇ Lω(〈P, t〉) for each
〈P, t〉 ∈ B. So by aggregating several P-t-pairs into one bucket, the language
accepted by the resulting automaton can only grow larger.
Now we state a condition that allows to merge several rejecting pairs
overA into a bucketB such that Lω(B) has an empty intersection with Lω(A).
Definition 14 For a bucket B = {〈P1, t1〉, . . . , 〈Pn, tn〉} over A, we define
its join as the pair 〈P, t〉 with P = ⋃i Pi and p →t q iff ∃i : p →ti q, and
p→◦ t q iff ∃i : p→◦ ti q. We say that such a pair 〈P, t〉 has a lasso if there is
a sequence of states p1, . . . , pk, . . . , pn, 1 ≤ k < n such that
• p1 ∈ P ,
• pi →t pi+1 for all 1 ≤ i < n,
• pk →◦ t pk+1, and
• pn →t pk.
We say that a bucket is mergeable if its join does not have a lasso.
For the join 〈P, t〉 of a bucket, note that P is not necessarily a reachable
subset of the state space and that t is not necessarily a reachable transition
profile.
Example Let us consider the first three P-t-pairs of Table 3.6, namely
p1 = 〈{q0}, τA(ab)〉, p2 = 〈{q1}, τA(aa)〉, and p3 = 〈{q1}, τA(ba)〉. These
three pairs are depicted in Figures 3.7a to 3.7c. In Figures 3.7d to 3.7f
we see the joins of each two of these pairs. Although each two pairs are
mergeable, if we merge all three pairs, then we obtain the join depicted in
Figure 3.7g, which has a lasso: from q0 there is an edge to q2 and from
there to q1 and from there there is an →◦ -edge back to q0. So, in general,
the “mergeable” relation over buckets is not transitive.
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q0
q1
q2
q0
q1
q2
(a) The P-t-pair
p1 = 〈{q0}, τAex(ab)〉.
q0
q1
q2
q0
q1
q2
(b) The P-t-pair
p2 = 〈{q1}, τAex(aa)〉.
q0
q1
q2
q0
q1
q2
(c) The P-t-pair
p3 = 〈{q1}, τAex(ba)〉.
q0
q1
q2
q0
q1
q2
(d) The join of {p1, p2}.
q0
q1
q2
q0
q1
q2
(e) The join of {p1, p3}.
q0
q1
q2
q0
q1
q2
(f) The join of {p2, p3}.
q0
q1
q2
q0
q1
q2
(g) The join of {p1, p2, p3}.
Figure 3.7: Some P-t-pairs of the automaton Aex.
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As we have mentioned above, the language accepted by the bucket can
only grow larger in comparison to the language accepted by the automaton
without buckets. Now we prove that we do not grow too large, i.e., that for
any bucket over an automaton A, the condition of being mergeable (by the
above definition) is indeed a sufficient condition for the resulting automaton
to still only recognize the complement of Lω(A).
Lemma 15 Let B be a mergeable bucket over A. Then Lω(B)∩Lω(A) = ∅.
Proof Let B = {〈P1, t1〉, . . . , 〈Pn, tn〉} and let 〈P, t〉 be the join of B and
let α be a word in Lω(B). Then α ∈ ⋃ni=1 L∗(Pi) · (⋃ni=1 L∗(ti))ω and there
is an infinite sequence i0, i1, i2, . . . with 1 ≤ ij ≤ n such that α can be
decomposed as α = uv1v2 · · · with u ∈ L∗(Pi0) and vj ∈ L∗(tij ) for each
j ≥ 1.
Assume that α ∈ Lω(A) and consider an accepting run ρ of A on α.
Consider the form of this run to be q0 u−→ q1 v1−→ q2 v2−→ q3 · · · , and let R
be the set of those states which occur infinitely often in this form. Since
α ∈ Lω(A), there is a state q ∈ F such that q is visited infinitely often in ρ.
Now we argue that 〈P, t〉 has a lasso. We have q1 ∈ Pi0 and therefore q1 ∈ P .
We have qi →t qi+1 for all i ≥ 1. Since there are infinitely many accepting
states visited in ρ, there must be a state qk ∈ R with qk →◦ tik qk+1 and
therefore qk →◦ t qk+1. Finally since qk occurs infinitely often in the above
form, there must be a state qn with n > k and qn →tin qk, and therefore
qn →t qk. So 〈P, t〉 has a lasso and this is a contradiction to the premise
that B is mergeable.
Theorem 16 Let {B1, . . . , Bn} be a set of buckets over A such that each
bucket Bi is mergeable, and for each 〈P, t〉 ∈ RejectP,t there is a bucket Bi
with 〈P, t〉 ∈ Bi. Then Lω(B1) ∪ · · · ∪ Lω(Bn) = Σω \ Lω(A).
Proof Let α ∈ Lω(Bi) for some 1 ≤ i ≤ n. Since Bi is mergeable, by
Lemma 15 it follows that α /∈ Lω(A).
For the other direction, let α ∈ Σω \ Lω(A). By Lemma 9 and the
definition of RejectP,t, we know that there is a 〈P, t〉 ∈ RejectP,t such that
α ∈ Lω(〈P, t〉). Then there is a bucket Bi with 〈P, t〉 ∈ Bi and since
Lω(Bi) ⊇ Lω(〈P, t〉) it follows that α ∈ Lω(Bi).
With this result, we now improve the complement construction to use
buckets. Given a set {B1, . . . , Bn} of buckets over A with properties as in
Theorem 16, and automata Ai = (Qi,Σ, qi0, δi, Fi) recognizing the languages
Lt∗(Bi), for each i and for each pair 〈P, t〉 ∈ Bi, we connect the set P from
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the initial PAA with the initial state of the automaton Ai for Lt∗(Bi), and
for each automaton Ai, we connect every final state with the initial state
of Ai. This is done formally in the following definition, where we directly
connect the automata instead of using ε-transitions.
Definition 17 Let {B1, . . . , Bn} be a set of buckets over A as in Theo-
rem 16 and for each 1 ≤ i ≤ n let Ai = (Qi,Σ, qi0, δi, Fi) be a normal-
ized automaton such that L∗(Ai) = Lt∗(Bi). Then define the automaton
A′ := (Q′,Σ, q′0, δ′, F ′) with
• Q′ = RSCA ∪⋃iQi,
• q′0 = {q0},
• F ′ = {∅} ∪ {q10, . . . , qn0 }, and
• δ′(P, a) = {δ∗(P, a)} ∪ {q ∈ Q′ | ∃i(∃〈P, t〉 ∈ Bi for some t ∧ q ∈
δi(qi0, a)
)} for P ⊆ Q and a ∈ Σ, and
• δ′(q, a) =
{
δi(q, a) if δi(q, a) ∩ Fi = ∅
{qi0} ∪ δi(q, a) otherwise
for q ∈ Qi and a ∈ Σ.
It is easy to see that Lω(A′) = Lω(B1) ∪ · · · ∪ Lω(Bn) and by Theorem 16
we obtain that A′ is an automaton recognizing the complement of Lω(A).
The above definition is parameterized. The automata Ai for Lt∗(Bi)
are assumed to be given from outside. This will be useful in the next
sections, when we replace them by other automata. For now, we can use
the transition monoid automaton to generate such an automaton Ai: for
a bucket B over A, mark every state t of TMAA final for which there is a
P-t-pair 〈P, t〉 ∈ B. We call an automaton generated in such a way a bucket
automaton.
Definition 18 Let B = {〈P1, t1〉, . . . , 〈Pn, tn〉} be a bucket and let TMAA =
(Q˜,Σ, q˜0, δ˜, ∅). Define the bucket automaton At(B) := (Q˜,Σ, q˜0, δ˜, FB) with
FB = {t ∈ RTPA | ∃〈Pi, ti〉 ∈ B : ti = t}.
Example In Table 3.7 we see two different bucket distributions obtained
from our running example. Each of those buckets is mergeable, and each
is “packed” in the following sense. Each bucket Bi cannot be supplemented
with any P-t-pair from Bi+k for k ≥ 0 without losing the property of being
mergeable. For the bucket distribution of Table 3.7a we obtain a complement
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Bucket B1 Bucket B2 Bucket B3
〈{q0}, τAex(ab)〉 〈{q1}, τAex(aa)〉 〈{q0, q2}, τAex(abaa)〉
〈{q1}, τAex(ba)〉 〈{q0, q2}, τAex(aa)〉
〈{q1}, τAex(aaba)〉
(a) Three buckets.
Bucket B1 Bucket B2
〈{q0}, τAex(ab)〉 〈{q1}, τAex(ba)〉
〈{q1}, τAex(aa)〉 〈{q1}, τAex(aaba)〉
〈{q0, q2}, τAex(aa)〉
〈{q0, q2}, τAex(abaa)〉
(b) Two buckets.
Table 3.7: Two different bucket distributions of Aex.
automaton with 3 TMAs, so in total we have 4 + 3 · 19 = 61 states in the
complement automaton, whereas for the bucket distribution of Table 3.7b
we obtain a complement automaton with only 2 TMAs, so we get only
4 + 2 · 19 = 42 states. The second bucket distribution seems to be better
suited for a small complement automaton than the first one.
3.3.3 Minimizing t-Automata
The bucket automata of Definition 18 recognizing Lt∗(B) are deterministic
automata with a complex transition structure. However, some of these au-
tomata presumably recognize a very simple ∗-language for various reasons:
e.g., there may be unproductive states, from which no final state can be
reached or a large amount of final states accepting distinct complex lan-
guages could sum up to one single simple language. So an obvious approach
to reduce the size of these autoamta is to minimize them using standard
techniques. After generating a bucket automaton At(B), our algorithm
converts it into the (unique) minimal equivalent deterministic automaton.
In our experiments this often led to much smaller automata in the looping
part and thus to a smaller complement automaton.
Minimizing a deterministic finite automaton is a very fast operation, as it
can be done in time polynomial in the size of the input, see [36, 34, 80, 79].
For our implementation we use the theoretical background of Valmari and
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Figure 3.8: A complement automaton with B1 = {〈P1, t2〉, 〈P4, t3〉}, B2 =
{〈P4, t4〉}, . . ..
Lehtinen [80]. They consider DFA minimization for automata with partial
transition functions. This is practical for our scenario, as hereby we can
omit an additional nonfinal sink state in the bucket automata.
Originally, the minimization of the bucket automata serves as a reduction
of the state-space of the final complement automaton. As a nice side benefit,
the minimization also is useful for improving the amount of automata that
our procedure can complement successfully: as the minimization procedure
is called after each single bucket automaton has been created, the DFA
minimization procedure frees some of the used memory, which is then
available for generating further bucket automata. Note that minimizing
any of the DFAs may invalidate the normalized property of it. It can be
restored easily by adding a new initial state.
Example In Figure 3.9 we see the final complement automaton with 12
states. The two bucket automata have been minimized to smaller automata
having 3 and 5 states, respectively. After that, both automata have been
transformed to ω-automata. Note that this ω-operation does not preserve
the minimality of the bucket automaton, e.g., the automaton for B1 now has
two states (B1, 0) and (B1, 2) that could be merged into one state, without
modifying the resulting ω-language. So the given complement automaton is
not a minimal one.
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Figure 3.9: The final complement automaton of Aex.
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Figure 3.10: A reduced complement with B1 = {〈P1, t2〉, 〈P4, t3〉}, B2 =
{〈P4, t4〉}, . . ..
3.3.4 Experimental Results
We implemented the improvements described in the last section in a com-
puter program, which can be obtained from The Alekto Project Home-
page [50], including its source code. We tried to resemble as many conditions
of the experimental setting of Tsai, Fogarty, Vardi, and Tsay [77] as possi-
ble, because we wanted to compare our improved complementation method
with the ones described in [77]. Therefore we used the same programming
language, namely Java. However, as the source code of the results of Tsai
et al. was not available to us, we had to develop our own framework to
handle the data structures of automata. We also tried to resemble all the
other conditions, as explained in the following.
Tsai et al. implemented four complementation algorithms, which they call
Ramsey, Safra-Piterman, Rank, and Slice, and which are implementations
of the Ramsey-based, the determinization-based, the rank-based, and the
slice-based approach, respectively. In order to study the performance of
these implementations, they required a collection of input automata. They
generated 11 000 input automata randomly. Each of these automata has
15 states, an alphabet with 2 letters, and transitions that were randomly
derived from 11 different transition densities and 10 different acceptance
densities. For each of these input automata, they generated four comple-
mentation tasks by allocating a 2.83 GHz CPU with 1 GiB of memory
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and 10 minutes computation time for each complementation algorithm.
For Ramsey none of these tasks finished successfully, so they excluded this
implementation from the next comparison steps. The other three imple-
mentations were then improved by various heuristics and for the improved
versions, the experiments were repeated. After that, for the improved
versions of Safra-Piterman, Rank, and Slice, 4 tasks, 3 383 tasks, and
216 tasks aborted unsuccessfully, respectively (see Table 3.2 on page 21).
As explained in Section 3.3.2, there are in general several possible ways
to fill the buckets. So there is no unique distribution of P-t-pairs to buck-
ets, and we have to agree on a concrete deterministic method to fill the
buckets. We chose to use the following greedy algorithm: we maintain a list
(B1, . . . , Bn) of buckets, which can grow if needed, starting with the empty
list (); for each pair 〈P, t〉 ∈ RejectP,t, we add 〈P, t〉 to the first bucket Bi
that is mergeable with 〈P, t〉; if no such bucket exists, then we create a
new empty bucket Bn+1, add it to the list and start over again. The final
algorithm that uses all of the above heuristics (the subset construction for
the initial part, the merging of transition profiles for the looping part, and
the minimization of the bucket automata, together with the greedy bucket
filling algorithm) is called improved-Ramsey.
For our experiments, we used a computer with a 2.83 GHz CPU and
4 GiB of memory. We imposed the some restrictions on it: we set a timeout
of 10 minutes, and we confined the Java heap space to 1 GiB of memory.
So the physical preconditions of our experiments and of the experiments
by Tsai et al. were roughly the same. We also used the same 11 000 input
automata as them, as they were kindly ready to provide us with these.
The results of our experiments are the following. Out of all input tasks,
10 839 finished successfully and 161 did not (152 ran out of memory, and
9 violated the time limit). In terms of successfully finished tasks, this
puts improved-Ramsey on the second place, between Safra-Piterman and
Slice. The sizes of the complement automata that were computed by
improved-Ramsey range from 0 to 337 464 states with an average size of
361.09 states (328.97 after removing dead states). Tsai et al. [77] also give
some particular average sizes. But we are not able to adequately compare
these sizes with our results, as they provide average sizes only for 7 593 of the
initial 11 000 automata, namely for those tasks that finished successfully by
all of their implementations. Our numbers, on the other hand, base upon all
10 839 finished tasks of our implementation. So a smaller average size could
be interpreted as a better performing algorithm (because the algorithm
leads to smaller sizes) or as a worse performing algorithm (because fewer
input automata are successfully complemented).
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3.4 Weak-order-based Complementation
In this section, we introduce a novel, purely theoretical, complementation
method. We call this method the “weak-order-based complementation”. It
complements a Büchi automaton in a similar way as the heuristics in the
previous section. But instead of generating the bucket automata by merging
transition profiles, it generates a bucket automaton for each subset P of
the state set and for each weak order on P . This generalizes the merging of
transition profiles. Instead of computing all reachable transition profiles, we
decide upfront whether some words belong to mergeable transition profiles
on the basis of a weakly-ordered set.
This improves the Ramsey-based construction of the last section in terms
of state space: given an input automaton A of size n, the resulting comple-
ment automaton will be of size 2O(n logn). The complement automaton is
composed of the initial part and the looping part. For the initial part, we
again take the subset automaton PAA. For the looping part, we take the
automata that recognize languages Lt∗(B) for some suitable bucket B.
In Section 3.3.2 we have seen that under certain condition we can merge
transition profiles in the looping part, by putting them into “buckets”, and
in Section 3.3.4 we used a simple greedy algorithm for generating these
buckets. Now we introduce a more intelligent scheme by which the filling of
the buckets leads to a small quantity of bucket automata and to a small size
of each bucket automaton, more precisely both numbers are bound from
above by 2O(n logn).
The key idea is that we merge all transition profiles that can be embedded
into the same total preorder (or weak order) into a bucket in such a way that
→◦ edges are strictly increasing in the order and→ edges are not decreasing
in the order. By obeying these rules, we can be sure that no accepting cycle
will be introduces by the merging, and thus the resulting bucket will be
mergeable in the sense of Definition 14. Additionally, we have to make sure
that we cover the set RejectP,t by mergeable buckets of transition profiles,
in order to obtain an automaton for the full complement language and not
just for a subset.
Definition 19 A total preorder (or weak order) on a set P is a binary
relation . on P that is
• total (for all p, q ∈ P it holds p . q or q . p), and
• transitive (for all p, q, r ∈ P with p . q and q . r it holds p . r).
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For a set Q, we define PreQ to be the set of all pairs 〈P,.〉 such that P ⊆ Q
and . is a total preorder on P . For an automaton A with state set Q, we
set PreA := PreQ and we call 〈P,.〉 a preordered set over A.
For any weak order, the corresponding equivalence relation and the nota-
tion of equivalence classes are defined in the usual way.
Definition 20 Let 〈P,.〉 be a preordered set. Then for p, q ∈ P , we define
p ' q :⇐⇒ p . q ∧ q . p,
and the equivalence class of q is [q] := [q]〈P,.〉 := {p ∈ P | p ' q}. Then
[p] ≤ [q] :⇐⇒ p . q, and
[p] < [q] :⇐⇒ [p] ≤ [q] ∧ [q] 6≤ [p]
are well-defined relations of P/'.
Note that the number of weak orders on a set P with n elements is
bounded by nn, because each weak order on P can be characterized by
a mapping that assigns to each element of P a number from 1 to n cor-
responding to its position in the order (equivalent elements are mapped
to the same number). So for an automaton with n states, the number of
pairs 〈P,.〉 ∈ PreA is bounded by 2nnn.
Definition 21 Let 〈P,.〉 ∈ PreA for an automaton A. We say that a
transition profile t = (→,→◦ ) over A is compatible with 〈P,.〉 if
• t(P ) ⊆ P , and
• for all p, q ∈ P with p→ q it holds [p] ≤ [q], and
• for all p, q ∈ P with p→◦ q it holds [p] < [q].
We define the bucket
B〈P,.〉 := {〈P, t〉 ∈ RSCA×RTPA | t is compatible with 〈P,.〉}.
One preordered set 〈P,.〉 describes the set of all permitted transitions
inside P . For a fixed preordered set, we only allow transitions from smaller
elements to greater or equivalent elements. Additionally, for transitions
which contain accepting states we only allow those which lead from smaller
elements to strictly greater elements. By this means, accepting cycles are
ruled out: there cannot be a path through P which contains infinitely many
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accepting states. In other words, the join of a bucket B〈P,.〉 does not have
a lasso and thus is mergeable in the sense of Definition 14. Conversely, each
rejecting P-t-pair 〈P, t〉 ∈ RejectP,t induces a weak order on P and thus its
transition profile t is compatible with a suitable preordered set over A.
Lemma 22 Let A be an automaton. Then for each 〈P,.〉 ∈ PreA, it holds
that B〈P,.〉 is mergeable and for each 〈P, t〉 ∈ RejectP,t, there is a total
preorder . on P with 〈P, t〉 ∈ B〈P,.〉.
Proof We start with the first claim. Assume the join of B〈P,.〉 has a lasso.
Then there is a sequence of states p1, . . . , pk, . . . , pn ∈ Q, 1 ≤ k < n with
p1 ∈ P , pi → pi+1 for all i < n, pk →◦ pk+1, and pn → pk. Since t(P ) ⊆ P
for all t compatible with 〈P,.〉, it holds pi ∈ P for all 1 ≤ i ≤ n by
induction on i. Then we have [pk+1] ≤ [pk+2] ≤ · · · ≤ [pn] ≤ [pk], and
[pk] < [pk+1], which is a contradiction.
To prove the second claim, note that by definition of RejectP,t it holds
t(P ) ⊆ P . Consider the directed graph G with vertex set P and edge
relation →t. The SCCs of G are preordered by C1 R C2 iff there is a path
from a state p ∈ C1 to a state q ∈ C2 in G. We make this preorder total
by ordering incomparable SCCs of G in an arbitrary way. We obtain a
total preorder R′ on the set of SCCs. This induces a total preorder . on P
by p . q iff Cp R′ Cq for p ∈ Cp and q ∈ Cq. Clearly p →t q implies
[p] ≤ [q]. Let C ⊆ P be an SCC of G. Then for states p1, p2 ∈ C, it
cannot hold p1 →◦ t p2, as otherwise we can construct an accepting run
q0
u−→ p1 v1−→
F
p2
v2−→ p3 −→ · · · pn vn−→ p1 · · · of A on a word u(v1 · · · vn)ω with
u ∈ L∗(P ) and vi ∈ L∗(t). So p1 →◦ t p2 implies [p1] < [p2]. Altogether, t is
compatible with 〈P,.〉, and thus 〈P, t〉 ∈ B〈P,.〉.
According to Lemma 22 we have already found a covering of RejectP,t by
a number of buckets that is bounded by 2nnn. It remains to be shown that
for a given preordered set 〈P,.〉 the language Lt∗(B〈P,.〉), i.e., those words
whose transition profile is compatible with 〈P,.〉, can be recognized by a
“small” automaton A〈P,.〉.
For a given preordered set 〈P,.〉, the automaton works as follows. When
reading a word v, the automaton tracks for each q ∈ Q the maximal equiv-
alence classes [p′] and [p′′] of 〈P,.〉 such that in τA(v) there is an → edge
from an element of [p′] to q and there is an→◦ edge from and element of [p′′]
to q. This information can easily be updated when appending a new letter
to v. We will show (Lemma 26) that tracking only this information suffices
to deduce whether τA(v) is compatible with 〈P,.〉.
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Definition 23 For a preordered set 〈P,.〉, let P⊥ := {⊥} ∪ (P/') and let
M〈P,.〉 be the set of all functions f : Q→ P⊥. We extend the linear order ≤
on P/' to {⊥} ∪ (P/') by setting ⊥ < [p] for all [p] ∈ (P/').
By convention, the maximum of the empty set is the smallest element of P⊥,
i.e., max ∅ = ⊥.
A state of the automaton A〈P,.〉 is a pair from M〈P,.〉 ×M〈P,.〉. The
initial state is the pair (ϕε, ψε) ∈M〈P,.〉 ×M〈P,.〉 with
ϕε(q) :=
{
[q] if q ∈ P,
⊥ else; and ψε(q) :=
{
[q] if q ∈ P ∩ F,
⊥ else.
For two functions ϕ,ψ ∈ M〈P,.〉 and for a letter a ∈ Σ, we define the
update of ϕ and ψ with the letter a to be (ϕ,ψ) · a := (ϕ′, ψ′) with
ϕ′(q) := max{ϕ(r) ∈ P⊥ | r ∈ Q, r a−→ q}, and
ψ′(q) :=
{
max{ϕ(r) ∈ P⊥ | r ∈ Q, r a−→ q} if q ∈ F,
max{ψ(r) ∈ P⊥ | r ∈ Q, r a−→ q} else.
We write (ϕa, ψa) for (ϕε, ψε) · a, and inductively we write (ϕva, ψva) for
(ϕv, ψv) · a. The function ϕv maps every state q to the maximal class in
P/' from which one can reach q by reading v; it maps to ⊥ if no such class
exists. Analogously, the function ψv maps every state q to the maximal
class from which one can reach q passing an accepting state by reading v; it
maps to ⊥ if no such class exists. We formalize this in the following lemma.
Lemma 24 Let A be an automaton, 〈P,.〉 ∈ PreA and v ∈ Σ∗. Then for
each q ∈ Q it holds
ϕv(q) = max{[p] ∈ P⊥ | p ∈ P, p v−→ q} and
ψv(q) = max{[p] ∈ P⊥ | p ∈ P, p v−→
F
q}.
Proof It is sufficient to show the following equivalent statement, which we
prove by induction on the length of v. Let 〈P,.〉 ∈ PreA and v ∈ Σ∗. For
any p ∈ P and q ∈ Q it holds
[p] ≤ ϕv(q) ⇐⇒ ∃p¯ ∈ P : [p] ≤ [p¯] ∧ p¯ v−→ q, and
[p] ≤ ψv(q) ⇐⇒ ∃p¯ ∈ P : [p] ≤ [p¯] ∧ p¯ v−→
F
q.
For v = ε, it holds [p] ≤ ϕv(q) iff q = p ∈ P . But this is the case iff there
is a state p¯ = p with p¯ ε−→ q.
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Let now v = wa for w ∈ Σ∗ and a ∈ Σ. Let (ϕ,ψ) = (ϕε, ψε) · w and
(ϕ′, ψ′) = (ϕ,ψ) · a. Let the statement be true for w. Let there be a state
p¯ ∈ P with [p] ≤ [p¯] and a path of wa in A from p¯ to q. Then there is an
intermediate state r¯ ∈ Q such that there is a path of w from p¯ to r¯ and
r¯
a−→ q. By induction hypothesis we have [p¯] ≤ ϕ(r¯) and thus it follows
[p] ≤ [p¯] ≤ ϕ(r¯) ≤ max{ϕ(r) | r a−→ q} = ϕ′(q). On the other hand, if
[p] ≤ ϕ′(q) = max{ϕ(r) | r a−→ q}, then there is an r¯ ∈ Q with r¯ a−→ q and
[p] ≤ ϕ(r¯). By induction hypothesis, there is a state p¯ ∈ P with [p] ≤ [p¯]
and a path of w in A from p¯ to r¯. Altogether we have a state p¯ with [p] ≤ [p¯]
and a path of wa in A from p¯ to q.
The proof for ψv works analogously with a case distinction on the position
of the accepting state.
Next we define the set of final states of the automaton A〈P,.〉. A state is
supposed to be final if the word that was read until there has a transition
profile that is compatible with 〈P,.〉. So the functions ϕ and ψ must
distinguish whether this is the case.
Definition 25 Let 〈P,.〉 be a preordered set and ϕ,ψ ∈ M〈P,.〉. We say
that the pair (ϕ,ψ) is consistent with 〈P,.〉 if
• for all q ∈ Q \ P it holds ϕ(q) = ⊥, and
• for all q ∈ P it holds ϕ(q) ≤ [q], and
• for all q ∈ P it holds ψ(q) < [q].
Lemma 26 Let A be an automaton, 〈P,.〉 ∈ PreA and v ∈ Σ∗. Then the
transition profile τA(v) is compatible with 〈P,.〉 if and only if (ϕv, ψv) is
consistent with 〈P,.〉.
Proof Let t = τA(v). With Lemma 24 we obtain
t(P ) ⊆ P
⇐⇒ ¬∃p ∈ P ∃q ∈ Q \ P : p v−→ q
⇐⇒ ∀q ∈ Q \ P ¬∃p ∈ P : p v−→ q
⇐⇒ ∀q ∈ Q \ P : ϕv(q) = ⊥, as well as
∀p, q ∈ P : (p v−→ q ⇒ [p] ≤ [q])
⇐⇒ ∀q ∈ P : max{[p] | p ∈ P, p v−→ q} ≤ [q]
⇐⇒ ∀q ∈ P : ϕv(q) ≤ [q], and
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∀p, q ∈ P : (p v−→
F
q ⇒ [p] < [q])
⇐⇒ ∀q ∈ P : max{[p] | p ∈ P, p v−→
F
q} < [q]
⇐⇒ ∀q ∈ P : ψv(q) < [q].
We are now ready to define the automaton A〈P,.〉.
Definition 27 Given a set P and a weak order . on P , we define the
automaton A〈P,.〉 := (Q′′,Σ, q′′0 , δ′′, F ′′) with
• Q′′ = {(P,., ϕ, ψ) | ϕ,ψ ∈M(P )}
• q′′0 = (P,., ϕε, ψε)
• δ′′((P,., ϕ, ψ), a) = {(P,., ϕ′, ψ′)} where (ϕ′, ψ′) = (ϕ,ψ) · a
• F ′′ = {(P,., ϕ, ψ) | (ϕ,ψ) is consistent with (P,.)}
The following lemma states that the automaton A〈P,.〉 accepts those
words for which the transition profile is compatible with 〈P,.〉. This
proves the correctness of our construction.
Lemma 28 For every preordered set 〈P,.〉, it holds
L∗(A〈P,.〉) = Lt∗(B〈P,.〉).
Proof From Lemma 26 we obtain
L∗(A〈P,.〉) = {v ∈ Σ∗ | (ϕv, ψv) is consistent with 〈P,.〉}
= {v ∈ Σ∗ | τA(v) is compatible with 〈P,.〉}
=
⋃
{L∗(t) | t is compatible with 〈P,.〉}
= Lt∗(B〈P,.〉).
Starting from an automaton A, recognizing Lω(A). For each 〈P,.〉, the
automaton A〈P,.〉 can now be normalized using an extra initial state. After
that we use the construction from Definition 17 and obtain a complement
automaton, which by Theorem 16 indeed recognizes the language Σω\Lω(A).
Theorem 29 Given a Büchi automaton with n states, the Ramsey-based
complementation method in combination with weak order bucket merging
yields a complement automaton with at most 2n+2nnn((n+1)2n+1) states.
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Proof As mentioned above, the number of pairs 〈P,.〉 is bounded by 2nnn.
The number of states of each automaton A〈P,.〉 is bounded by (n + 1)2n.
To normalize these automata, a new initial state has to be introduced for
each of them. The initial part of the complement automaton consists of a
subset automaton, so it is bounded by 2n. Altogether this gives the claimed
bound
|PAA|+
∑
〈P,.〉∈PreA
|Q〈P,.〉| ≤ 2n + 2n · nn · ((n+ 1)2n + 1).
So the number of states in the resulting complement is in 2O(n logn). For
now, the weak-order-based complementation approach is a purely theoretical
method. The heuristics of Section 3.3 allows us to restrict buckets to
only contain transition profiles that are reachable. The weak-order-based
approach does not seem to allow such an optimization, so it actually has
to iterate over all possible weak orders. The quantity of all weak orders
is given by the ordered Bell numbers, which is a sequence that grows so
rapidly that it is just not feasible to actually generate all possible weak
orders.
3.5 Conclusion
In this chapter, we considered the Ramsey-based approach for comple-
menting Büchi automata. We started by summing up the well-established
descriptions [12, 67] of the Ramsey-based approach, and after that we pro-
posed three main heuristics to improve the method. First, we shortened
the initial part of the complement automaton by introducing a subset con-
struction, second, we reduced the number of automata in the looping part
of the complement automaton by merging a couple of them, and third, we
reduced the number of states of each automaton in the looping part by
applying a DFA minimization. In order to show the practical feasibility
of these heuristics, we implemented our method in a Java program, and
we showed in an experimental study that, in practice, it can compete with
implementations of other, more modern methods [77]. Then we developed
a novel complementation method, based upon weak orders, which uses the
same principles as our improved Ramsey-based method, and which exhibits
an upper bound of 2O(n logn) on the state space. We conclude that the
Ramsey-based approach is still an interesting approach to study on the
theoretical side and a powerful method on the practical side, despite its
degradation by previous results [77].
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Comparing the heuristics of Section 3.3 with the weak-order-based com-
plementation method of Section 3.4, we see that the heuristics provide a
good practical result with a poor theoretical upper bound of 2O(n2), while
on the other hand, the weak-order-based complementation gives us an un-
reasonable practical outcome with a decent upper bound of 2O(n logn). The
poor upper bound of our heuristics are due to the reachable part of the
transition monoid automaton: we are not aware of any upper bound on its
size that is smaller than 2O(n2). However, the experiments suggest that in
practice, it actually is much smaller.
Regarding future work, the first and obvious question is, whether the
heuristics of Section 3.3 can be enhanced such that they have a 2O(n logn)
upper bound on the state space. Second, Fogarty, Kupferman, Vardi, and
Wilke [28] developed a complementation method, which unifies two of the
main methods. They combined the rank-based approach with the slice-
based approach by using a weak order on the nodes of a run DAG. We
think that a similar unification should also be possible with the methods
developed in this chapter. The third direction of future work leads to
universality checking and inclusion checking of Büchi automata [29, 2, 1].
The question here is, whether our heuristics can be helpful for optimizing
the existing methods.
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Strategies as Languages
The motivation for the present chapter is the Büchi-Landweber Theorem,
which we already discussed in Chapter 1. It says that ω-regular games are
determined with regular winning strategies. In order to refine this result
for other language classes, we need to consider how the theory of regular
ω-languages is related to the theory of regular ∗-languages. We require some
framework such that, starting from a class K of ∗-languages we obtain a
class L of ω-languages that is connected to K in the above-mentioned game-
theoretical way. There are at least two different ways to connect ∗-languages
with ω-languages. The first one has already been dealt with in Chapter 3.
It is the one described by Büchi (see Characterization 1 on page 10) with
his model of nondeterministic automata: all regular ω-languages can be
obtained as finite unions of languages of the form U ·V ω where U and V are
regular ∗-languages. The second one is the one implicated by the model of
deterministic Muller automata: a regular ω-language can be represented as
a Boolean combination of limit ω-languages lim(Ui), where Ui are regular
∗-languages (see Characterization 3 on page 11). For solving infinite games,
we require a deterministic model of automata, therefore we utilize the
deterministic Muller automaton. As a weaker variant of the Muller model,
we also use SW-automata (see Characterization 2). This leads to a more
restricted class of ω-languages, which are described by extensions ext(Ui)
of ∗-languages Ui.
Studying the connection between the complexity of winning conditions
and the complexity of winning strategies corresponds to relating ∗-languages
to ω-languages. Büchi and Landweber showed that games defined by
ω-languages in BC(lim(REG)) can be solved with strategies that are defined
by ∗-languages in REG. In this chapter, we replace REG with subclasses
of REG, e.g., with the class of piecewise testable languages or with levels
within concatenation hierarchies of the star-free languages. More specifi-
cally, for a class K of ∗-languages, we consider the classes BC(lim(K)) and
BC(ext(K)) of ω-languages. We show how ω-languages represent “winning
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conditions”, and ∗-languages can be interpreted as “winning strategies”,
and we show how we can solve games with winning conditions in a class
BC(ext(K)) or BC(lim(K)) with winning strategies close to K.
The framework for infinite games that we use in this chapter differs
from the framework of games on graphs, which is more popular in the
literature. The setting of infinite games in this chapter is based on Gale-
Stewart games [32]. These games are played between two players, namely
Player 1 and Player 2. In each round, first Player 1 picks a letter from an
alphabet Σ1 and then Player 2 a letter from an alphabet Σ2. An infinite
play of the game can then be stated as an ω-word over Σ := Σ1 × Σ2. The
winner of this play is decided by consulting an ω-language L ⊆ Σω, which
is called the winning condition: If the play belongs to L, then Player 2 is
the winner, otherwise Player 1 is. Games whose winning conditions belong
to the class BC(ext(K)) are referred to as weak games while those whose
winning conditions belong to BC(lim(K)) are called strong games.
A strategy for either player gives the choice of an appropriate letter
a ∈ Σ1, respectively x ∈ Σ2, for each possible play prefix where it is
Player 1’s, respectively Player 2’s, turn. We can capture a strategy for a
player by collecting, for each letter a, the set Ka of those finite play prefixes
that induce the choice of a. For example, for a strategy of Player 1 we
have Ka ⊆ Σ∗ for each a ∈ Σ1. We say that a strategy is in K if each such
language Ka is in K.
The fundamental Büchi-Landweber Theorem [14] states that for a winning
condition defined by any regular ω-language L ∈ BC(lim(REG)), one of
the two players has a winning strategy, that one can decide who is the
winner, and that one can present a regular winning strategy (in the sense
mentioned above) for the winner. In short, we say that regular games
are determined with regular winning strategies. An analogous result for
the class SF of star-free languages was shown in [63, 64] and later, by a
different method, also in [59]: Star-free games are determined with star-free
winning strategies. For classes above regular languages, there are analogous
results for several types of pushdown languages [30]. In this chapter, we
focus on subclasses of SF, where the situation is more complicated. We
consider piecewise testable languages and two hierarchies below the star-free
languages, namely the dot-depth hierarchy [23], whose levels are denoted
by DDi, and the Straubing-Thérien hierarchy [54], whose levels are denoted
by STi. We show that for the class DD1 of languages of dot-depth one,
games with winning conditions in classes BC(ext(DD1)) and BC(lim(DD1))
are, in general, not determined with winning strategies in DD1, but only
with those in classes DD2 and DD3 respectively. In contrast to this, we
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show that for games in the more restricted class BC(ext(pos-DD1)), we
have determinacy with winning strategies in DD1. The class pos-DD1 is
the closure of languages w0Σ∗w1 . . .Σ∗wn, where wi ∈ Σ∗, under union and
intersection. The Boolean closure of pos-DD1 is DD1. We obtain similar
results for the Straubing-Thérien hierarchy.
This chapter integrates results from [20] and [21]. It is structured as
follows. In Section 4.1 we give precise definitions of infinite games played
on languages, we explain how we use the theory of formal languages to
measure the complexity of games, and we show that both kinds of games
are actually interchangable by reducing language-games to games on graphs.
In Section 4.2 we recall the definitions of the well known subclasses of star-
free languages, and the subclasses of infinite languages that we consider
in this chapter. Subsequently, in Sections 4.3 to 4.5 we consider games
over these classes of infinite languages and present results pertaining to
winning strategies in these games. We conclude with some open questions
and perspectives.
4.1 The Complexity of Strategies
There does not exist an unambiguous approach for measuring the complexity
of winning strategies in infinite games. In Chapter 5, when we tackle games
on graphs, we will employ a quantitative method to determine the grade
of a winning strategy. In this chapter, we choose a different concept as
explained in the following.
The complexity of a formal language can be rated by determining mem-
bership of that language to a class of “simple” languages. For example,
in the Chomsky hierarchy, we can identify four language classes REG ⊂
CFL ⊂ CSL ⊂ RE, the classes of regular, context-free, context-sensitive,
and recursively enumerable languages, respectively. Each smaller class is
“simpler” than the next one in the sense that both, a simpler kind of formal
grammar, and a simpler automata model exists for it.
Now we want to transfer this kind of complexity hierarchy to games.
For this purpose, in the following setting, we express winning strategies as
∗-languages. Then it is natural to denote the complexity of strategies by
the complexity of their corresponding languages.
4.1.1 Games defined by Languages
Any ω-language L ⊆ Σω induces a game with winning condition L. Formally,
a game is a triple (Σ1,Σ2, L), where Σ1 and Σ2 are alphabets and L is an
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ω-language over Σ1×Σ2. For this chapter, we fix an alphabet Σ1 for Player 1
and an alphabet Σ2 for Player 2. Then the compound alphabet for the
played game is Σ := Σ1×Σ2. Since the alphabets for both players are fixed,
we simply speak of the “game L” instead of the triple (Σ1,Σ2, L).
A play of the game L is an infinite word α = (ai, xi)i∈N ∈ Σω. A play α
is called winning for Player 2 if α ∈ L. In every game over Σ, a strategy
for Player 1 is a mapping σ : Σ∗ → Σ1 and a strategy for Player 2 is a
mapping τ : Σ∗ → Θ, where Θ := Σ2Σ1 is the (finite) set of all mappings
from Σ1 to Σ2. A play α is said to be consistent with σ, if for all positions i ∈
N we have σ(α[0, i)) = ai. Analogously, α is consistent with τ if for all i ∈ N
we have τ(α[0, i))(ai) = xi. For two strategies σ and τ there is a (uniquely
determined) play α(σ, τ) that is consistent with both σ and τ .
If α(σ, τ) ∈ L for every Player 1 strategy σ, then τ is called a winning
strategy for Player 2. The other way around, if α(σ, τ) /∈ L for all Player 2
strategies τ , then σ is a winning strategy for Player 1.
4.1.2 Complexity Measures
Let K be a class of ∗-languages. We say that a strategy σ for Player 1
belongs to the class K if for every a ∈ Σ1 the language
Ka := {w ∈ Σ∗ | σ(w) = a}
is in K. A strategy τ for Player 2 belongs to K if for every (a, x) ∈ Σ the
language
Ka7→x := {w ∈ Σ∗ | τ(w)(a) = x}
is in K.
Given a game L and a class K of ∗-languages, we say that L is determined
with winning strategies in K if one of the players has a winning strategy
in K.
Since we only regard regular languages in this thesis, each language
class K will be a subclass of REG. In particular, each language K ∈ K
corresponds to a “finite-state strategy” realized by a Moore machine. A
Moore machine Mσ implementing a finite-state strategy σ for Player 1,
is given by Mσ = (Q,Σ,Σ1, q0, δ, λ) with λ : Q → Σ1 such that for all
w ∈ Σ∗ it holds λ(δ∗(q0, w)) = σ(w). Analogously, a Moore machine Mτ for
Player 2 is given by Mτ = (Q,Σ,Θ, q0, δ, λ) with λ : Q → Θ such that for
all w ∈ Σ∗ it holds λ(δ∗(q0, w)) = τ(w). For all ω-regular games, winning
strategies in REG suffice to solve these games. This result is called the
Büchi-Landweber Theorem.
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Theorem 30 (Büchi-Landweber [14]) Games in BC(lim(REG)) are de-
termined with winning strategies in REG.
4.1.3 Translating Language-Games to Graph-Games
The description of games over languages is not far away from the descrip-
tion of games on graphs that is usually used in the literature. In the
literature [33], two-player games are usually considered over a graph as
defined in Chapter 2 with two different types of nodes: one type belonging
to Player 1, the other to Player 2. However, for our purposes it is more
convenient to consider a game graph G = (Q,Σ, q0, δ) with only one type
of nodes, where in a single move from a node, we first let Player 1 choose
an action from Σ1 and after that let Player 2 choose from Σ2. We call this
model of game graphs the “unified model” and define “unified game graphs”
accordingly. With this unified model, the conversions between ω-automata,
game graphs, and Moore machines are straightforward.
In this section, we give a simple reduction from games over languages (as
they are defined in Section 4.1) to games on graphs (as they are defined in
Chapter 2).
We proceed in two steps. In the first step, from a given automaton we
construct a unified game graph, whose edges represent combined moves,
i.e., moves of Player 1 and Player 2. In the second step, from this graph we
construct a classical game graph, whose edges represent single moves, i.e.,
moves from either Player 1 or Player 2. After the second step, we obtain
the kind of game graph that is used in the literature.
Given a Muller automaton A = (Q,Σ, q0, δ,F) recognizing an ω-regular
language L.
Step 1. We construct a game on the graph of A. A play of this game is
an infinite sequence ρ = q0q1 . . . that starts with the designated state q0,
such that for all i ∈ N there is an a ∈ Σ with δ(qi, a) = {qi+1}. A play is
won by Player 2 if Inf(ρ) ∈ F , otherwise it is won by Player 1. A strategy
for Player 1 is a mapping σ : Q+ → Σ1, and a strategy for Player 2 is a
mapping τ : Q+ → Θ. A play ρ is consistent with a strategy σ for Player 1
if for all i ∈ N there is an x ∈ Σ2 such that δ(qi, (σ(γ), x)) = qi+1 where
γ = ρ[0, i]. Analogously, a play ρ is consistent with a strategy τ for Player 2
if for all i ∈ N and for all a ∈ Σ1 it holds δ(qi, (a, ϑ(a))) = qi+1 where
ϑ = τ(γ) and γ = ρ[0, i].
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Step 2. A classical game graph can be obtained from the unified model
by expanding the state space and splitting the moves by letters of Σ into
moves via Σ1 and Σ2.
Formally, we construct the game graph G′ = (Q,Q× Σ, E) where
E := {(q, (q, a)) ∈ Q× (Q× Σ) | q ∈ Q, a ∈ Σ1}
∪ {((q, a), p) ∈ (Q× Σ)×Q | p, q ∈ Q,∃b ∈ Σ2 : δ(q, (a, b)) = p}.
The Muller game G′ = (G′,F ′) is then defined by setting
F ′ := {P ⊆ Q ∪ (Q× Σ) | P ∩Q ∈ F}.
4.2 Preliminaries: Language Classes below Regular
Languages
In the subsequent definitions we recall some basic subclasses of the regular
languages, in particular of the star-free languages. For more background
see [54, 70].
Piecewise Testable Languages A basic PT-set is a ∗-language K which
can be written as
K = Σ∗a1Σ∗a2 · · ·Σ∗anΣ∗
for a1, a2, . . . , an ∈ Σ. A ∗-language K ⊆ Σ∗ is piecewise testable if it is
a Boolean combination of basic PT-sets. We denote the class of piecewise
testable languages by PT, and the class of positive Boolean combinations
of basic PT-sets (in which only ∪ and ∩ are used) by pos-PT.
For the ω-regular counterparts of the piecewise testable languages there
are already some characterizations by Pin [53].
Proposition 31 (Pin [53]) Let L ⊆ Σω. Then the following conditions
are equivalent:
• L ∈ BC(ext(pos-PT)),
• L = lim(K) for some K ∈ PT,
• L ∈ BC(lim(PT)).
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The Dot-Depth Hierarchy A ∗-language K ⊆ Σ∗ is generalized definite if
it is a Boolean combination of sets wΣ∗ and Σ∗w with w ∈ Σ∗. We denote
the class of generalized definite languages by GDEF.
The dot-depth hierarchy, introduced by Cohen and Brzozowski [23], is a
sequence of language classes DD0,DD1, . . . (over Σ) where
• DD0 := GDEF, and
• DDn+1 contains all Boolean combinations of languages K = K1 ·K2 ·
. . . ·K` with K1, . . . ,K` ∈ DDn.
As a special case let us mention the languages of dot-depth one. They consist
of all Boolean combinations of generalized definite languages, but they can
also be characterized as the Boolean combinations of basic DD1-sets. A
basic DD1-set is a ∗-language K which can be written as
K = w0Σ∗w1Σ∗ · · ·wn−1Σ∗wn
for w0, w1, . . . , wn ∈ Σ∗. Note in particular that PT ( DD1. In analogy
to the class pos-PT we define pos-DD1 as the class of positive Boolean
combinations of basic DD1-sets.
For |Σ| > 1, the dot-depth hierarchy is strict, and it exhausts the class SF
of star-free languages [11]. The study of these classes is based on corre-
sponding congruences on Σ∗. We recall these congruences for the case of
languages of dot-depth one.
For k,m ∈ N and anm-tuple ν = (w1, . . . , wm) of words wi of length |wi| =
k+1, we say that ν appears in a word u ∈ Σ∗ if for 1 ≤ i ≤ m, the word u can
be written as u = uiwivi with suitable words ui, vi such that 1 ≤ i < j ≤ m
implies |ui| < |uj |. With µm,k(w) we denote the set of all m-tuples of words
of length k + 1 that appear in w.
Two words u, v ∈ Σ∗ are (m, k)-equivalent (u ∼m,k v) if
1. u and v have the same k first letters,
2. the same m-tuples of words of length k + 1 appear in u and v,
i.e., µm,k(u) = µm,k(v), and
3. u and v have the same k last letters.
Then we have the following characterization of DD1 ∗-languages.
Lemma 32 (Simon [65]) A ∗-language K ⊆ Σ∗ is of dot-depth one iff it
is a union of Σ∗/∼m,k equivalence classes for some m, k ∈ N.
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Note that in the definition of ∼m,k we refer to possibly overlapping infixes,
whereas in the definition of basic DD1-sets the infixes may not overlap. This
does not affect the correctness of Lemma 32.
Analogously to the finite word case, we define (m, k)-equivalency for
infinite words. We say that ν appears in α ∈ Σω if for 1 ≤ i ≤ m, the
word α can be written as u = uiwiαi with suitable words ui, αi such that
1 ≤ i < j ≤ m implies |ui| < |uj |. With µm,k(α) we denote the set of all
m-tuples of words of length k + 1 that appear in α. Two words α, β ∈ Σω
are (m, k)-equivalent (α ∼m,k β) if
1. α and β have the same k first letters, and
2. the same m-tuples of words of length k + 1 appear in α and β,
i.e., µm,k(u) = µm,k(v).
Analogous to Lemma 32, we obtain a characterization for this new equiv-
alence relation.
Lemma 33 An ω-language L ⊆ Σω is in BC(ext(pos-DD1)) iff it can be
written as a union of Σω/∼m,k equivalence classes for some m, k ∈ N.
Proof Let L be in BC(ext(pos-DD1)). Then L can be written in disjunctive
normal form as
L =
⋃
i
Li =
⋃
i
⋂
j
Lij
where each Lij is of the form Lij = ext(Kij) or Lij = ext(Kij) and each Kij
is in pos-DD1, i.e., it is a positive Boolean combination of basic DD1-sets,
i.e., Kij can be written in disjunctive normal form as
Kij =
⋃
r
⋂
s
(
wijrs0 Σ∗w
ijrs
1 Σ∗ · · ·Σ∗wijrsnijrs
)
.
One can cast each of the languages Li into a union of finitely many ∼m,k
classes by choosing a division into equivalence classes which is finer than
the one imposed by all the basic DD1-sets. This is done by setting
m := max
i
max
j
max
r
max
s
(nijrs + 1), and
k := max
i
max
j
max
r
max
s
max
0≤x≤nijrs
|wijrsx |.
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To show the reverse direction, it is sufficient to show that any ω-language
L = [α]∼m,k is in BC(ext(pos-DD1)). Define
Kpos =
⋃
{[w]∼m,k | w and α have the same prefix of length k + 1
and µm,k(w) = µm,k(α)}, and
Kneg =
⋃
{[w]∼m,k | µm,k(w) ) µm,k(α)}
Both sets are finite unions, so
L = ext(Kpos) ∩ ext(Kneg)
= ext(Kpos1 ∪ . . . ∪Kposm ) ∩ ext(Kneg1 ∪ . . . ∪Knegn )
= ext(Kpos1 ) ∪ . . . ∪ ext(Kposm ) ∩ ext(Kneg1 ) ∪ . . . ∪ ext(Knegn )
is in BC(ext(pos-DD1)).
Many of the classes of special regular languages have natural character-
izations in the framework of logic (see e.g. [70]). The starting point of
the study of these characterizations is the classical result of Büchi, Elgot,
and Trakhtenbrot [13, 76] on the expressive equivalence of finite automata
and monadic second-order logic. Here we deal with sublogics for classes of
star-free languages; in this case we have an equivalence with sublogics of
first-order logic over finite words.
We recall that a language K ⊆ Σ+ belongs to DDn iff it can be defined
by a first-order sentence that is a Boolean combination of “Σn-sentences”
(first-order sentences in prenex normal form with n alternating quantifier
blocks starting with an existential block) in FO[<, suc, pre,min,max] [73].
The Straubing-Thérien Hierarchy Closely related to the dot-depth hier-
archy of star-free languages is the Straubing-Thérien hierarchy [54]. We
denote the class of languages at level n of this hierarchy as STn. This
hierarchy is recursively defined over a given alphabet Σ by
• ST0 := {∅,Σ∗}, and
• STn+1 contains all Boolean combinations of languagesK0a1K1 . . . anKn
with ai ∈ Σ for i = 1, . . . , n and Ki ∈ STn for i = 0, . . . , n.
In particular, we have ST1 = PT. Analogous to the dot-depth hierarchy,
the Straubing-Thérien hierarchy is strict, infinite, and exhausts the class of
all star-free languages. It is known that for all n ∈ N, STn ( DDn, and for
all n > 0, DDn ( STn+1 [54].
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Henceforth, we prefer to speak of the language class PT instead of ST1
to emphasize the fact that is also an independently interesting subclass of
DD1 languages.
Similarly to the characterization of the dot-depth hierarchy by formulas
in FO[<, suc,pre,min,max], there is also a characterization of the Straubing-
Thérien hierarchy [51]. A language K ⊆ Σ∗ belongs to STn iff it is definable
by a Σn-sentence in FO[<].
4.3 Winning Strategies in Restricted Weak Games
We start with games in BC(ext(pos-DD1)) which coincides with the class
of Boolean combinations of sets ext(K) where K is a basic DD1-set, or in
other words: Boolean combinations of sets w0Σ∗w1Σ∗ · · ·wn−1Σ∗wnΣω.
Theorem 34 Games in BC(ext(pos-DD1)) are determined with winning
strategies in DD1.
Proof By Lemma 33, we can write an ω-language L in BC(ext(pos-DD1))
as a union of Σω/∼m,k equivalence classes L =
⋃n
i=1[αi] where each αi ∈ Σω.
We show how to obtain a game graph with a parity winning condition that
captures the game with winning condition L.
In the graph, the play prefix w will lead to the ∼m,k-class [w] of w. The
game graph consists of the set of nodes Q = Σ∗/∼m,k. For every (a, x) ∈ Σ,
we have edges from [w] to [w(a, x)]. Note that this relation is well-defined, as
from the set of m-tuples of length k+1 occurring in w, the suffix of length k
of w, and the new letter (a, x), one can determine the set of m-tuples of
length k + 1 occurring in w(a, x). We designate q0 = [ε] as the starting
node of a play. For the winning condition, we assign a priority χ(q) to
every node q, namely χ([w]) = 2 · |µm,k(w)| if there is an α ∈ L such that
the prefix of α of length k equals the prefix of w of the same length and
µm,k(α) = µm,k(w); we set χ([w]) = 2 · |µm,k(w)|−1 otherwise. Note that χ
is increasing since for w ∈ Σ∗, and (a, x) ∈ Σ we have χ([w]) ≤ χ([w(a, x)]).
A play is won by Player 2 in the game for L iff the corresponding play in
the graph game reaches ultimately an even priority (and stays there).
By the memoryless determinacy of parity games (see Chapter 2) the parity
game is determined, and the winning player has a memoryless winning
strategy from the starting node q0. We show that she also has a DD1
winning strategy in the original game.
Let λ : Q→ Σ1 be a memoryless winning strategy of Player 1 in the parity
game. Define σ : Σ∗ → Σ1 to be σ(w) = λ([w]). The strategy σ is in DD1,
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because for each a ∈ Σ1 we know that σ−1(a) = ⋃λ(w)=a[w] is in DD1. We
still have to show that σ is winning for Player 1 in the game with winning
condition L. For this purpose, let α = (a0, x0)(a1, x1)(a2, x2) · · · ∈ Σω be
consistent with σ. We have to show that α /∈ L. Then
ρ = [ε], [(a0, x0)], [(a0, x0)(a1, x1)], . . .
is a play in the parity game that is consistent with λ. So Player 1 wins ρ
and thus the maximal priority p that occurs infinitely often in ρ is odd. Let
i ∈ N such that χ(ρ(i)) = p. Then all following positions must have the
same priority p = χ(ρ(i)) = χ(ρ(i+ 1)) = . . ., because χ is increasing. This
means the set µm,k(w) of m-tuples appearing in a word w from ρ(i) does not
change from i onwards. So the set of m-tuples of α is µm,k(α) = µm,k(w)
for any w ∈ ρ(i). Furthermore the prefix of α of length k is equal to the
length k prefix of w for any w ∈ ρ(i). Since p is odd, and by the definition
of χ there does not exist such a word α ∈ L, so α /∈ L. This proves that σ
is winning for Player 1.
In the analogous way it is shown that if Player 2 has a memoryless
winning strategy in the parity game from q0, then Player 2 has a DD1
winning strategy in the game L.
Next we turn to pos-PT, the class of positive combinations of basic piece-
wise testable languages; basic piecewise testable languages are languages of
the form Σ∗a1Σ∗a2 . . . anΣ∗. We show that in this case we can proceed with
a much simpler approach that avoids the formation of equivalence classes.
As a preparation we recall a result of Simon [66] about the transition
structure of automata that accept piecewise testable languages. For a DFA
A = (Q,Σ, q0, δ, F ) and any Γ ⊆ Σ, let G(A,Γ) denote the directed graph
underlying the automaton A, such that it only retain edges of A that
are labeled with elements of Γ. Note that G(A,Γ) may consist of several
unconnected components. Moreover, order all states in Q by letting p ≤ q
iff q is reachable from p.
Proposition 35 (Simon [66]) Let A be the minimal DFA accepting the
∗-language K. Then K is piecewise testable iff
1. G(A,Σ) is acyclic, and
2. for every Γ ⊆ Σ, each component of G(A,Γ) has a unique maximal
state.
Theorem 36 Games in BC(ext(pos-PT)) are determined with winning
strategies in PT.
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Proof For every ω-language L ∈ BC(ext(pos-PT)), there exists a regular
language K ∈ PT such that L = lim(K). This is shown easily by induction
over Boolean combinations (cf. [53]). The minimal DFA A = (Q,Σ, q0, δ, F )
accepting K can be considered as an ω-automaton accepting L. We thus
obtain a game graph with a Büchi winning condition. Since Büchi games are
determined with memoryless winning strategies, the strategy of the winning
player only depends on the current state in the play. Assume, without loss
of generality, that Player 2 has a winning strategy. Then for every mapping
ϑ : Σ1 → Σ2, let Fϑ ⊆ Q be the set of states that induce a choice of ϑ.
Consider the automaton Aϑ = (Q,Σ, q0, δ, Fϑ). Since G(Aϑ,Σ) = G(A,Σ),
we conclude from Proposition 35 that the language accepted by Aϑ is a
piecewise testable language.
It is worth noting that the game graphs for games in BC(ext(pos-PT))
are obtained directly from those finite automata that recognize the piece-
wise testable languages in question, and that piecewise testable winning
strategies are obtained by observing a certain property of the associated
transition graphs. For games in BC(ext(pos-DD1)) we had to resort to the
domain of congruences or, in algebraic terms, to the concept of syntactic
monoids. This results in exponentially larger game graphs. In order to
avoid this blow-up one might try to apply a result of Stern [69] that gives
a property of transition graphs of (minimal) automata which characterizes
the languages in DD1; however, it seems that the necessary step towards
obtaining parity games (as done in Theorem 34) spoils this property – which
prevents a direct approach like that for pos-PT.
4.4 Winning Strategies in Weak Games
So far we considered winning specifications that were constructed only from
positive combinations of ∗-languages. In this section, we study the general
setting of weak games. This means that for every class of ∗-languages, we
allow arbitrary Boolean combinations of languages from this class as seeds
for winning specifications.
Theorem 37 There are games in BC(ext(PT)), and hence in BC(ext(DD1))
and in BC(ext(ST1)), that do not admit DD1 winning strategies.
Proof Let Σ := {a, b, c, d}×{0, 1}, and define ∗-languagesK1 := (a, 0)∗(b, 0),
K2 := Σ∗(d, 1)Σ∗, and Kd := Σ∗(d, 0)Σ∗ ∪ Σ∗(d, 1)Σ∗, and for every letter
66
4.4 Winning Strategies in Weak Games
x ∈ {a, b, c} define Kx := Σ∗(x, 1)Σ∗. Let L be the ω-language over Σ, that
contains all ω-words α such that[
α ∈ ext(Kd)→
(
α ∈ ext(K1)↔ α ∈ ext(K2)
)] ∧ ∧
x∈{a,b,c}
α ∈ ext(Kx)
All the ∗-languages above are in PT, so L is in BC(ext(PT)). Since PT =
ST1 ( DD1, it follows that L is also in BC(ext(DD1)) and in BC(ext(ST1)).
We see that L is won by Player 2: she remembers whether a prefix in K1
has occurred; if so, then she responds to a later occurrence of d with 1,
otherwise with 0. We claim there is no DD1 winning strategy (and a fortiori
no PT winning strategy) for Player 2. Assume there is such a winning
strategy τ : Σ∗ → Θ, which is implemented by a DD1 Moore machine.
Then there are ∗-languages Kϑ1 , . . . , Kϑn of dot-depth one, implementing
this strategy. In particular, Kd7→1 := {w | τ(w)(d) = 1} is a dot-depth one
language as a finite union of Kϑi languages. So it is a finite union of
equivalence classes [wi]∼m,k .
Let w ∈ {a, b, c}∗ be a word in which all possible m-tuples of length k + 1
over the alphabet {a, b, c} appear. Such a word exists, since there are only
finitely many of such tuples, and concatenating words w1 and w2 with sets
T1 and T2 of tuples yields a word containing T1 ∪ T2. Let Player 1 play a
strategy σ1 that chooses akb · w · d · aω. Consider the unique word α1 that
is consistent with both σ1 and τ . Since τ is a winning strategy for Player 2
and σ1 plays akb in the beginning, we have (d, 1) occurring in α1. So the
word akbw × {0} is in Kd1.
Now let Player 1 play the strategy σ2 which chooses akc · w · d · aω. The
word akc ·w contains all possible m-tuples of length k+ 1 over the alphabet
{a, b, c}, as well. Then we have akbw ∼m,k akcw and thus akcw×{0} ∈ Kd1.
Then the unique word α2 that is consistent with both σ2 and τ contains
(d, 1) as an infix. This contradicts that τ is a winning strategy for Player 2.
Theorem 38 For each i ∈ N, games in BC(ext(DDi)) are determined with
winning strategies in DDi+1.
Proof Any regular language K` ∈ DDi is recognized by a deterministic
automaton A` = (Q,Σ, q0, δ, F ) such that for every q ∈ Q, the language
[w]q := {w ∈ Σ∗ | q0 w−→ q} is in DDi. Then, preserving the transition
structure of A`, we obtain a Staiger-Wagner automaton A` which accepts
the ω-language L` = ext(K`). For any Boolean combination of languages
ext(K`), we obtain a Staiger-Wagner automaton A by constructing the
product automaton from the automata for ext(K`). Since DDi is closed
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under Boolean combinations, for A, it again holds that [w]q ∈ DDi for each
state q.
Therefore, for a winning condition L ∈ BC(ext(DDi)), we obtain a game
graph where every node is a DDi equivalence class (and hence a ∗-language
in DDi). The game graph is equipped with a Staiger-Wagner winning
condition.
As explained in Chapter 2, we transform the game graph via the AR
construction to a new game graph with the parity winning condition. A
state in the new game graph is a pair (q,R) consisting of a state q ∈ Σ∗/∼DDi
of the original graph and an AR R. Over this game graph (with the parity
winning condition), the winner has a memoryless winning strategy. We have
to show that each node (q,R) corresponds to a DDi+1 language in the sense
that the play prefixes leading to (q,R) form a language K(q,R) in DDi+1.
Then, it will immediately follow that the play prefixes that cause the winner
to choose a fixed letter a are obtained as a union of languages K(q,R) and
hence in DDi+1 as desired.
To reason about K(q,R), it is convenient to apply the logical characteri-
zation of DDi-languages as mentioned in Section 4.2. Each vertex q corre-
sponds to the language Kq consisting of play prefixes leading to q. Each Kq
is a language in DDi, defined by a Boolean combination ψq of Σi-sentences
in FO[<, suc,pre,min,max]. We now have to express the restriction that
a play prefix leads to state q and to the AR R ⊆ Q for the state space Q.
This is formalized by the sentence
ϕ(q,R) = ψq ∧
∧
r∈R
∃xψr[x] ∧
∧
r 6∈R
¬∃xψr[x],
where, for every r ∈ Q, the formula ψr[x] is obtained from ψr by relativi-
sation with respect to the segment [0, x] (see Chapter 2). Thus ∃xψr[x]
describes all words that have a prefix that satisfies ψr.
Since ψr is a Boolean combination of Σi-sentences, we obtain (in prenex
form) a Boolean combination of Σi+1-sentences. In this way we obtain the
membership of K(q,R) in DDi+1.
Theorem 39 For each i ∈ N, games in BC(ext(STi)) are determined with
winning strategies in STi+1.
Proof Analogously to Theorem 38, for a language L ∈ BC(ext(STi)), we
can obtain a game graph with Staiger-Wagner winning condition where
every node is a STi equivalence class (and hence a ∗-language in STi). For
each node, this language can be described by a Boolean combination of
Σi-sentences in FO[<]. The remainder of the proof is similar to that of
Theorem 38.
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4.5 Winning Strategies in Strong Games
In [63, 59] the general result by Büchi and Landweber was refined to the
class of star-free games, i.e., games with star-free winning conditions are
determined with star-free winning strategies. In this section, we refine this
result even further, as the games considered here constitute the class of all
star-free games.
Theorem 40 Games in BC(lim(PT)) are determined with winning strate-
gies in PT.
Proof For every ω-language L ∈ BC(lim(PT)), there exists a regular lan-
guage K ∈ PT such that L = lim(K) (see [53]). The remainder of this
proof is identical to that of Theorem 36.
Theorem 41 There are games in the class BC(lim(DD0)) that do not
admit DD1 winning strategies.
Proof Let Σ := {a, b} × {0, 1}. Consider DD0 languages Ka,0 := Σ∗(a, 0),
Ka,1 := Σ∗(a, 1), Kb,0 := Σ∗(b, 0), and Kb,1 := Σ∗(b, 1). The winning
condition is an ω-language
L := lim(Ka,0) ∩
[
lim(Kb,0) ∪ lim(Kb,1)
] ∩ [lim(Kb,0) ∪ lim(Kb,1)],
which states that a word α ∈ Σω belongs to L if and only if, first, α contains
only finitely many occurrences of (a, 0), and second, (b, 0) occurs infinitely
often in α if and only if (b, 1) does. Thus L ∈ BC(lim(DD0)).
Player 2 has a winning strategy which can be described in two parts
as follows. First, whenever Player 1 plays a, respond with 1. Second,
remember the previous response to Player 1’s choice of b, and flip that
response if Player 1 chooses to play b again. This ensures that for any
play α ∈ Σω consistent with this strategy, first, α /∈ lim(Ka,0), and second,
(b, 0) and (b, 1) appear alternately in α. Indeed, Player 2’s strategy maps
finite play prefixes to functions ϑ0, ϑ1 ∈ Θ, where ϑ0 = {a 7→ 1, b 7→ 0},
ϑ1 = {a 7→ 1, b 7→ 1}, and
Kϑ0 = Σ∗(b, 1) ∪
(
Σ∗(b, 1) · Σ∗(b, 0)Σ∗ ∪ Σ∗(b, 1)Σ∗ · (a, 1))
Kϑ1 = Σ∗(b, 0) ∪
(
Σ∗(b, 0) · Σ∗(b, 0)Σ∗ ∪ Σ∗(b, 1)Σ∗ · (a, 1))
It is straightforward to verify that Kϑ0 ,Kϑ1 ∈ DD2. Now we show that
Player 2 has no DD1 winning strategy. On the contrary, assume that
Player 2 has such a strategy τ : Σ∗ → Θ. In particular, for ϑ ∈ Θ there is a
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language Kϑ ∈ DD1 such that for every play prefix u ∈ Kϑ, τ(u) = ϑ, and
Kϑ is described by a finite set of mϑ-tuples of words of length kϑ + 1 for
mϑ, kϑ ∈ N. We define kτ := max{kϑ | ϑ ∈ Θ}.
For Player 1, we fix the strategy σ that involves playing bakτ ad infinitum.
Now we consider the play α ∈ Σω that is consistent with σ and τ . Since τ
is a winning strategy, α must be winning for Player 2.
Since α /∈ lim(Ka,0), there must be a smallest position `a ∈ N such that
for any j ≥ `a, α[`a, j] does not contain the letter (a, 0). For each ϑ ∈ Θ,
since there are only finitely many mϑ-tuples of words of length kϑ+ 1, there
exists a smallest position `ϑ ∈ N after which no new mϑ-tuple is seen in α.
That is, the same tuples appear in the prefix α[0, j] for every j ≥ `ϑ.
Finally, we define `τ as the smallest multiple of kτ+1 greater than or equal
to max{`a, `ϑ | ϑ ∈ Θ}, and consider the prefix wτ := α[0, `τ ]. Without
loss of generality, we assume that τ(wτ ) = ϑ and ϑ(b) = 0. It is easy to
see that wτ ∼mϑ,kϑ wτ (b, 0)(a, 1)kτ ∼mϑ,kϑ wτ (b, 0)(a, 1)kτ (b, 0)(a, 1)kτ · · · ∈
Kϑ. Therefore, after wτ , τ always responds to b’s with 0’s, leading to
infinite occurrences of (b, 0) but not of (b, 1). This contradicts α being a
winning play for Player 2.
While one may construct strong games at any level of the dot-depth
hierarchy such that there are no winning strategies at the same level, the
final result shows that there are winning strategies at most two levels higher
in the hierarchy. Whether winning strategies are also located in the level
between remains open.
Theorem 42 For each i ∈ N, games in BC(lim(DDi)) are determined with
winning strategies in DDi+2.
Proof We proceed as in the proof of Theorem 38. We first construct a
graph where every node is a DDi equivalence class – a ∗-language in DDi.
Now, for languages K ∈ DDi, we are given a game over the ω-language L ∈
BC(lim(K)). We obtain the game graph for L when we equip the graph
constructed above with a Muller winning condition. As explained in Sec-
tion 2.6, we transform this game graph via the LAR construction into a new
game graph with a parity winning condition. A state in the new game graph
is a pair (q,R) consisting of a state q ∈ Σ∗/∼DDi and an LAR R. Over this
parity game graph, the winner has a memoryless winning strategy.
We know that each vertex q collects the play prefixes that belong to a
language Kq ∈ DDi, defined by a Boolean combination ψq of Σi-sentences
(cf. Section 2.7). Using these formulas, we now express the fact that each
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play prefix leading to any state (q,R) in the parity game graph forms a
language K(q,R) ∈ DDi+2.
Given a permutation perm of the state space of the original Muller game,
and an index h, an LAR can be defined as R = (perm, h). Let the sen-
tence ϕR express the fact that a play prefix has led to R. It is evident that
K(q,R) is the set of words that satisfy the formula ϕR. In order to avoid
overloaded notation, we only provide a description for an example: the
most recent prefix types in perm are q, r, s, in that order; the index value
is h = 3. With ϕR, we express that the most recent prefix types are q, r, s
in this order and that for the previous prefix this sequence is r, s, q: (1) the
current play prefix (at position max) is q, at the previous position is r, and
any preceding position that is not occupied by r is occupied by s, and (2)
for the play prefix at position pre(max) the most recent play prefixes are
in r, s, q in this order. This can be described as
ϕR = ψq[max] ∧ ψr[pre(max)]
∧ ∃x, y, z(max > x > y > z ∧ ψr[x] ∧ ψs[y] ∧ ψq[z]
∧ ∀x1(max > x1 > x→ ψr[x1])
∧ ∀y1(x > y1 > y → ψs[y1])
)
,
where, for every q ∈ Q, the formula ψq[x] is obtained from ψq by relativisa-
tion with respect to the segment [0, x] (see Chapter 2).
Since ψq, ψr, and ψs are Boolean combinations of Σi-sentences, we obtain
a Boolean combination of Σi+2-sentences (in prenex normal form) which is
equivalent to ϕR. Thus, we obtain languages K(q,R) ∈ DDi+2.
Theorem 43 For each i ∈ N, games in BC(lim(STi)) are determined with
winning strategies in STi+2.
Proof As with Theorem 39, for a language L ∈ BC(lim(STi)), we start
with constructing a game graph with Muller winning conditions where
every node is a STi equivalence class. For each node, this language can
be described by a Boolean combination of Σi-sentences in FO[<]. Then
the sentence describing the LAR as in the proof of Theorem 42 can be
written analogously, without the constant “max”, as follows. Note that
this constant can be defined in terms of ≤, and, for the sake of readability,
we use variables xmax and xmax−1 to stand in place of max and pre(max)
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respectively.
ϕR = ∃xmax, xmax−1
(∀y(y ≤ xmax) ∧ ∀y(y < xmax → y ≤ xmax−1)
∧ ψq[xmax] ∧ ψr[xmax−1]
∧ ∃x, y, z(xmax > x > y > z ∧ ψr[x] ∧ ψs[y] ∧ ψq[z]
∧ ∀x1(xmax > x1 > x→ ψr[x1])
∧ ∀y1(x > y1 > y → ψs[y1])
))
.
This sentence is a Boolean combination of Σi+2 sentences, and we infer the
existence of a winning strategy in STi+2 as in Theorem 42.
4.6 Conclusion
In the present chapter, we bridged the gap between languages and strate-
gies. We extended the original question by Büchi and Landweber how
simple winning strategies for a given class of games are, by connecting the
complexity of strategies to the complexity of languages. Such connections
already exist for the class of regular languages [14], and the class of star-free
languages [59, 63], in particular on the level of logical characterizations. We
continued these studies for subclasses of the star-free languages. We used
the operators ext() and lim() in order to reach a class of ω-languages from
the starting point of a class of ∗-languages. Although this approach leads to
language classes of lower complexity than the already mentioned classes of
regular and star-free languages, the results we obtained are more intricate
than the results on regular languages.
We showed that weak games in the dot-depth hierarchy as well as in
the Straubing-Thérien hierarchy, i.e., games with winning conditions in
BC(ext(DDi)) and BC(ext(STi)), are determined with winning strategies in
DDi+1 and STi+1, respectively. For the special cases of winning conditions
in BC(ext(K)) where K is the class PT of piecewise testable languages or
the class DD1 of languages of dot-depth one, this bound is strict, i.e., these
games do not admin winning strategies in K but only in DD2.
If we restrict the input of the ext()-operator to only positive combinations
of basic piecewise testable languages or to positive combinations of basic
dot-depth one languages, then we obtain determinacy of these games with
piecewise testable strategies or DD1-strategies, respectively.
For the lim()-operator, we obtained the general result that strong games
in the considered hierarchies, i.e., games definable in BC(lim(DDi)) and
BC(lim(STi)), are determined with winning strategies in DDi+2 and STi+2,
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respectively. For the particular case of strong games in BC(lim(DD1)) then
follows that these games have winning strategies in DD3. We additionally
showed that they do not admit winning strategies in DD1. The class of
piecewise testable languages exhibits a special property for strong games,
as games in BC(lim(PT)) have winning strategies in PT again.
Among the problems remaining open is obviously the question whether
the bound of i+ 2 of Theorems 42 and 43 can be improved to i+ 1. The
author’s personal opinion is that this is not the case, but this is difficult
to prove: e.g., even if there would exist a game L ∈ BC(lim(DD1)) such
that each winning strategy of L would not be in DD2, this would be hard
to show. To date, there are no effective characterizations known, neither
for DD2 nor for any dot-depth level beyond that. Another, rather general
problem is to study complexity issues of variant other types, e.g., one could
compare the sizes of automata for game representations and for strategy
representations. Finally, the results of this chapter motivate other abstract
frameworks for switching between classes of ∗-languages to corresponding
classes of ω-languages and back. These could be used primarily for the
purpose of studying classes beyond the star-free languages.
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Chapter 5
Permissive Strategies
In Chapter 4 we applied the language-theoretic framework to games for
the purpose of measuring their complexity. More precisely, we assessed the
complexity of a game belonging to class K by putting its winning strategy
into a class closely related to K. This approach led to a qualitative notion
for the complexity of a game carried over from the complexity of its winning
strategy. The purpose of the present chapter is to present a quantitative
notion for the complexity of a strategy. We choose an approach based on
the popular model of parity games (see Section 2.6).
We consider a kind of non-deterministic strategy (cf. [3, 5]) that we
name multi-strategy. A multi-strategy is a generalization of the notion of a
strategy in the following sense: while a strategy selects exactly one action to
be played in response to the current play prefix, a multi-strategy can retain
one or more possible actions. This yields several possible outcomes for a
given multi-strategy of the controller (Player 1) and a given strategy of the
environment (Player 2). Utilizing multi-strategies has two advantageous
applications for the synthesis of winning strategies. First, it makes the
multi-strategy robust against possible errors or inaccuracies in the model
of the system: if a certain action is disabled, possibly for a short time, the
multi-strategy does not fail but instead it inherently proposes an alternative
action, which also leads to a winning play. Second, it offers a modular
approach for the problem of solving parity games: when we combine several
multi-strategies, we obtain a refined multi-strategy, which is ideally winning
for all of the original specifications. For both applications, non-deterministic
strategies prove useful only for Player 1 and not for Player 2, since we assume
that the (possibly hostile) environment plays perfectly in all situations. That
is why we allow multi-strategies only for Player 1.
The quantitative complexity measure we are after is the one of permis-
siveness. We consider a strategy to be more permissive if it allows more
behaviors. The more permissive a multi-strategy is, i.e., the more behaviors
it allows, the better it is suited for the above-mentioned applications.
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In the prevalent literature, a non-deterministic strategy is more permissive
than a second one if it allows a superset of outcomes compared to the second
non-deterministic strategy. Bernet, Janin, and Walukiewicz [3] showed that
under this qualitative notion, a most permissive winning strategy is not
guaranteed to exist. Hence, we follow the quantitative approach by defining
a measure that specifies how permissive a given multi-strategy is. To that
end, we equip each edge of the game graph with a weight, which we treat
as a penalty that is imposed when Player 1 blocks this edge. The sum of
these penalties, accumulated in each step, clearly diverges when the play
coninues infinitely long. Therefore, we define the penalty of a multi-strategy
as the average sum of accumulated penalties in the limit (or, alternatively,
as a discounted sum of accumulated penalties). The lower this penalty is,
the more permissive is the given multi-strategy. Our aim is to answer the
following questions: Does a most permissive multi-strategy exist for every
game? Can we compute the maximal permissiveness of a given game?
In this chapter, we integrate results from [7, 8, 9]. We solve a game
with penalties by transforming it into a mean-payoff game [26, 84] with
deterministic strategies. By this game reduction, a move in the latter game
corresponds to a set of moves in the former, and is assigned a (negative)
payoff depending on the penalty of the original move. In a previous work,
Bouyer, Duflot, Markey, and Renault [5] introduced the notion of penalties
and showed how to compute permissive strategies for games with reach-
ability objectives. In the present chapter, we extend the study of [5] to
parity objectives. Using the above transformation, we reduce the problem
of finding a most permissive strategy in a parity game with penalties to
that of computing an optimal strategy in a mean-payoff parity game, which
combines a mean-payoff objective with a parity objective.
In Section 5.1 we consider mean-payoff parity games. While these games
have already been studied [18, 4, 16], we propose a modern proof that
these games are determined and that both players have optimal strategies.
Moreover, we prove that the second player does not only have an optimal
strategy with finite memory, but one that uses no memory at all. Finally, we
provide a new algorithm for computing the values of a mean-payoff parity
game, which is faster than the best known algorithms for this problem.
In Section 5.2 we define the model of parity games with penalties, which
we call mean-penalty parity games. We prove the existence of a most per-
missive multi-strategy, and we show that the existence of a multi-strategy
whose penalty is less than a given threshold can be decided in NP ∩ coNP.
Finally, we adapt our deterministic algorithm for mean-payoff parity games
to parity games with penalties. Our algorithm computes the penalties
76
5.1 A new Algorithm for Mean-payoff Parity Games
of a most permissive multi-strategy in time exponential in the number of
priorities and polynomial in the size of the game graph and the largest
penalty.
There are also other notions of permissiveness [3, 55], but for these a
most permissive strategy is not guaranteed to exist. Multi-strategies have
also been used for improving strategy iteration algorithms [44].
Parity games admit optimal memoryless strategies for both players, and
the problem of deciding the winner is in NP ∩ coNP. As of this writing, it
is not known whether parity games can be solved in polynomial time; the
best known algorithms run in time polynomial in the size of the game graph
but exponential in the number of priorities.
Another fundamental class of games are games with quantitative objec-
tives. Mean-payoff games, where the aim is to maximize the average weight
of the transitions taken in a play, are also in NP ∩ coNP and admit memo-
ryless optimal strategies [26, 84]. The same is true for energy games, where
the aim is to always keep the sum of the weights above a given thresh-
old [15, 6]. In fact, parity games can easily be reduced to mean-payoff or
energy games [39]. Several other game models have recently appeared in
the literature that mix several qualitative or quantitative objectives: apart
from mean-payoff parity games, these include generalized parity games [19],
energy parity games [16] and lexicographic mean-payoff (parity) games [4]
as well as generalized energy and mean-payoff games [17].
5.1 A new Algorithm for Mean-payoff Parity Games
In this section, we establish that mean-payoff parity games are determined,
that both players have optimal strategies, that for Player 2 even memoryless
strategies suffice, and that the value problem for mean-payoff parity games
is in NP ∩ coNP. Furthermore, we present a deterministic algorithm which
computes the values in time exponential in the number of priorities, and
runs in pseudo-polynomial time when the number of priorities is bounded.
5.1.1 Definitions
A weighted game graph is a tuple G = (Q1, Q2, E,weight), where (Q1, Q2, E)
is a game graph, and weight : E → R is a function assigning a weight to
every transition. All notions for game graphs, like subarena, play, strategy,
carry over to weighted game graphs.
When weighted game graphs are subject to algorithmic processing, we
assume that all weights are integers, and we set W := max{1, |weight(e)| |
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e ∈ E}. Moreover, we define the size of G, denoted by ‖G‖, as |Q|+ |E| ·
dlog2W e. (Up to a linear factor, ‖G‖ is the length of a binary encoding
of G). In the same spirit, the size ‖x‖ of a rational number x equals the total
length of the binary representations of its numerator and its denominator.
Formally, a mean-payoff parity game is a tuple G = (G,χ), where G is
a weighted game graph, and χ : Q → N is a priority function assigning a
priority to every state. A play ρ = ρ(0)ρ(1) · · · is parity-winning if the
minimal priority occurring infinitely often in ρ is even, i.e., if min{χ(q) |
q ∈ Inf(ρ)} ≡ 0 (mod 2). All notions that we have defined for weighted
game graphs carry over to mean-payoff parity games. In particular, a play
of G is just a play of G and a strategy for Player i in G is nothing but a
strategy for Player i in G. Hence, we write OutG(σ, q) for OutG(σ, q), and
so on. As for weighted games graphs, we often omit the superscript if G is
clear from the context. Finally, for a mean-payoff parity game G = (G,χ)
and a subarena S of G, we write G  S for the mean-payoff parity game
(G  S, χ  S).
We say that a mean-payoff parity game G = (G,χ) is a mean-payoff game
if χ(q) is even for all q ∈ Q. In particular, given a weighted game graph G,
we obtain a mean-payoff game by assigning priority 0 to all states. We
denote this game by (G, 0).
If χ(Q) ⊆ {0, 1}, then we say that G is a mean-payoff Büchi game; if
χ(Q) ⊆ {1, 2}, we call it a mean-payoff co-Büchi game. Hence, in a Büchi
game Player 1 needs to visit the set χ−1(0) infinitely often, whereas in a
co-Büchi game he has to visit the set χ−1(1) only finitely often.
For a play ρ of G, we define its payoff as
payoffG(ρ) =
lim infn→∞ payoff
G
n(ρ) if ρ is parity-winning,
−∞ otherwise,
where for n ∈ N
payoffGn(ρ) =

1
n
n−1∑
i=0
weight(ρ(i), ρ(i+ 1)) if n > 0,
−∞ if n = 0.
If σ is a strategy for Player 1 in G, we define its value from q0 ∈ Q as
valG(σ, q0) = infτ payoffG(ρ(σ, τ, q0)) = inf{payoffG(ρ) | ρ ∈ OutG(σ, q0)},
where τ ranges over all strategies of Player 2 in G. Analogously, the value
of a strategy τ for Player 2 from q0 is defined as
valG(τ, q0) = supσ payoffG(ρ(σ, τ, q0)) = sup{payoffG(ρ) | ρ ∈ OutG(τ, q0)},
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q1
1
q2
0
1
1
0
Figure 5.1: A mean-payoff parity game for which infinite memory is neces-
sary.
where σ ranges over all strategies of Player 1 in G. The lower and upper
value of a state q0 ∈ Q are defined by
valG(q0) = supσ valG(σ, q0) and val
G(q0) = infτ valG(τ, q0),
respectively. Intuitively, valG(q0) and val
G(q0) are the maximal (respectively
minimal) payoff that Player 1 (respectively Player 2) can ensure (in the
limit). We say that a strategy σ of Player 1 is optimal from q0 if valG(σ, q0) =
valG(q0). Analogously, we call a strategy τ of Player 2 optimal from q0 if
valG(τ, q0) = val
G(q0). A strategy is (globally) optimal if it is optimal
from every state q ∈ Q. It is easy to see that valG(q0) ≤ valG(q0). If
valG(q0) = val
G(q0), we say that q0 has a value, which we denote by valG(q0).
In the next section, we will see that mean-payoff games are determined,
i.e., that every state has a value. The value problem is the following decision
problem: Given a mean-payoff parity game G (with integral weights), a
designated state q0 ∈ Q, and a number x ∈ Q, decide whether valG(q0) ≥ x.
Example Consider the mean-payoff parity game G depicted in Figure 5.1,
where a state or an edge is labeled with its priority, respectively weight; all
states belong to Player 1. Note that valG(q1) = 1 since Player 1 can delay
visiting q2 longer and longer while still ensuring that this vertex is seen
infinitely often. However, there is no finite-memory strategy that achieves
this value.
Let σ be a finite-memory strategy of Player 1 in G, and let ρ be the unique
play of G that starts in q1 and is consistent with σ. Assume furthermore
that ρ visits q2 infinitely often (otherwise valG(σ, q1) = −∞). Then ρ =
q1k1q2q1k2q2 · · · , where each ki ∈ N \ {0}. Since σ is a finite-memory
strategy, there exists m ∈ N such that ki ≤ m for all i ∈ N. Hence,
valG(σ, qq) = payoff(ρ) ≤ m/(m+ 1) < 1.
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5.1.2 Strategy Complexity
It follows from Martin’s determinacy theorem [45] that mean-payoff parity
games are determined. Moreover, Chatterjee, Henzinger, and Jurdziński [18]
gave an algorithmic proof for the existence of optimal strategies. Finally, it
can be shown that for every x ∈ R∪{−∞} the set {ρ ∈ Qω | payoff(ρ) ≥ x}
is closed under combinations. By Theorem 4 in [43], this property implies
that Player 2 even has a memoryless optimal strategy. We give here a
purely inductive proof of these facts that does not rely on Martin’s theorem.
We start by proving that Player 1 has an optimal strategy in games where
Player 2 is absent.
Lemma 44 Let G be a mean-payoff parity game with Q2 = ∅. Then
Player 1 has an optimal strategy in G.
Proof Since Q2 = ∅, every state q0 has a value val(q0) = val(q0), so it
suffices to construct for each q0 ∈ Q a strategy σ with valG(σ, q0) ≥ valG(q0).
If valG(q0) = −∞, we can choose an arbitrary strategy σ. Otherwise, by
the definition of valG(q0), for each ε > 0 there exists a play ρε ∈ OutG(q0)
with payoff(ρε) ≥ valG(q0)− ε. Consider the sets Inf(ρε) of states occurring
infinitely often in ρε. Since there are only finitely many such sets, we can
find a set P ⊆ Q such that for each ε > 0 there exists 0 < ε′ < ε with
P = Inf(ρε′). Let qmin ∈ P be a vertex of lowest priority. (This priority
must be even since each ρε fulfils the parity condition).
Let σ1 be an optimal memoryless strategy in the mean-payoff game
GP = (G  P, 0) (the strategy σ1 just leads the play to a simple cycle with
maximum average weight), and let σ2 be the memoryless attractor strategy
in the game GP that ensures a visit to qmin from all states q ∈ P ; we extend
both strategies to a strategy in G by combining them with a memoryless
attractor strategy for P . (In particular, σ2 enforces a visit to qmin from q0.)
Note that valGP (q) ≥ valG(q0) for all q ∈ P since each of the plays ρε′ visits
each vertex in P and has payoff ≥ valG(q0)− ε′.
Player 1’s optimal strategy σ is played in rounds: in the ith round,
Player 1 first forces a visit to qmin by playing according to σ2; once qmin has
been visited, Player 1 plays σ1 for i steps before proceeding to the next
round. Note that valGP (σ, qmin) = valGP (σ1, qmin). Moreover, the unique
play ρ ∈ OutG(σ, q0) satisfies qmin ∈ Inf(ρ) ⊆ P and therefore fulfils
the parity condition. To sum up, we have valG(σ, q0) = valG(σ, qmin) =
valGP (σ, qmin) = valGP (σ1, qmin) = valGP (qmin) ≥ valG(q0).
Using Lemma 44, we can prove that mean-payoff-parity games are not
only determined, but also that Player 1 has an optimal strategy and that
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Player 2 has a memoryless optimal strategy.
We use the loop factorization technique (cf. [83]): Let γ be a play prefix
and let qˆ ∈ Q. The loop factorization of γ relative to qˆ is the unique
factorization of the form γ = γ0γ1 · · · γl, where γ0 does not contain qˆ, and
each factor γi, 1 ≤ i ≤ l, is of the form γi = qˆ ·γ′i where γ′i does not contain qˆ.
Analogously, for a play ρ which has infinitely many occurrences of qˆ the
loop factorization of ρ relative to qˆ is the unique factorization ρ = γ0γ1 · · ·
where each γi has the same properties as in the above case.
For a state qˆ with m successors, qˆE = {q1, . . . , qm}, we define an operator
pii : Q∗ → Q∗ for each 1 ≤ i ≤ m by setting
pii(γ) :=
{
γ if either γ = qˆqiγ′ for some γ′ ∈ Q∗ or γ = qi = qˆ,
ε otherwise.
The operator pii induces another operator Πi : Q∗ → Q∗ by setting
Πi(γ) = pii(γ0)pii(γ1) · · ·pii(γl),
where γ = γ0γ1 · · · γl is the loop factorization of γ relative to qˆ. The
operator Πi operates on play prefixes, but it can easily be extended to
operate on infinite plays with infinitely many occurrences of qˆ.
Theorem 45 Let G be a mean-payoff parity game.
1. G is determined;
2. Player 1 has an optimal strategy in G;
3. Player 2 has a memoryless optimal strategy in G.
Proof We proceed by an induction over the size of S := {q ∈ Q2 | |qE| > 1},
the set of all Player 2 states with more than one successor. If S = ∅, all
statements follow from Lemma 44. Let 1.–3. be fulfilled for all games with
|S| < n and let G = (G,χ) be a mean-payoff parity game with |S| = n. We
prove that the statements also hold for G. Let qˆ ∈ S with qˆE = {q1, . . . , qm}.
For each 1 ≤ j ≤ m, we define a new game Gj = (Gj , χ) by setting
Ej = E \ ({qˆ} × Q) ∪ {(qˆ, qj)}, and Gj = (Q1, Q2, Ej ,weight  Ej). Note
that the induction hypothesis applies to each Gj . W.l.o.g. assume that
valG1(qˆ) ≤ valGj (qˆ) for all 1 ≤ j ≤ m. We will construct a memoryless
strategy τ for Player 2 and a strategy σ for Player 1 such that valG(τ, q0) ≤
valG1(q0) and valG(σ, q0) ≥ valG1(q0) for every q0 ∈ Q. Hence,
valG1(q0) ≤ valG(σ, q0) ≤ valG(q0) ≤ valG(q0) ≤ valG(τ, q0) ≤ valG1(q0),
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and all these numbers are equal. In particular, we have valG(q0) = valG(q0) =
valG(q0), valG(σ, q0) = valG(q0) and valG(τ, q0) = valG(q0), which proves 1.–
3.
By the induction hypothesis, Player 2 has a memoryless optimal strategy τ
in G1. Clearly, τ is also a memoryless strategy for Player 2 in G, and
valG(τ, q0) = valG1(τ, q0) = valG1(q0) for all q0 ∈ Q.
It remains to construct a strategy σ for Player 1 in G such that valG(σ, q0) ≥
valG1(q0) for all q0 ∈ Q.
First, we devise a strategy σˆ such that valG(σˆ, qˆ) ≥ valG1(qˆ). If valG1(qˆ) =
−∞, we can take an arbitrary strategy. Hence, assume that valG1(qˆ) is
finite. By the induction hypothesis, for each j = 1, . . . ,m there exists a
strategy σj for Player 1 in Gj with valGj (σj , qˆ) = valGj (qˆ). We define σˆ to
be the interleaving strategy, defined by
σˆ(γ) = σˆ(γ0 · · · γl) =

σ1(Π1(γ)) if γl = qˆq1γ′ for some γ′ ∈ Q∗,
...
...
σm(Πm(γ)) if γl = qˆqmγ′ for some γ′ ∈ Q∗,
for all play prefixes γ whose loop factorization relative to qˆ equals γ0 · · · γl.
We claim that valG(σˆ, qˆ) ≥ valG1(qˆ).
Let ρ ∈ OutG(σˆ, qˆ). If ρ has only finitely many occurrences of qˆ, then
ρ is equivalent to a play in Gj that is consistent with σj for some j. Since
valGj (qˆ) ≥ valG1(qˆ) and σj is optimal, payoff(ρ) ≥ valG1(qˆ), and we are
done. Otherwise, consider the loop factorization ρ = γ0γ1 · · · and set
Γ = {j ∈ {1, . . . ,m} | γi · qˆ is a loop in Gj for infinitely many i ∈ N}.
Since the mean-payoff parity condition is prefix-independent, we can assume
w.l.o.g. that every loop in ρ is a loop in Gj for j ∈ Γ. For each j ∈ Γ,
denote by ρj = Πj(ρ) the corresponding play in Gj . By definition of σˆ,
we have ρj ∈ OutGj (σj , qˆ) for each j ∈ Γ. Since valG1(qˆ) is finite and
valG1(qˆ) ≤ valGj (qˆ), each ρj fulfils the parity condition. As the minimal
priority occurring infinitely often in ρ also occurs infinitely often in one ρj ,
this implies that ρ fulfils the parity condition.
We claim that for each n > 0, payoffn(ρ) is a weighted average of
payoffnj (ρj) for some nj > 0. To see this, consider the loop factoriza-
tion γ′0 · · · γ′k of ρ[0, n]. (Note that γ′i = γi for all i < k.) For each j ∈ Γ,
set
nj =
{
|Πj(ρ[0, n])| − 1 if γ′k is a history of Gj and either γ′k 6= qˆ or qj = qˆ.
|Πj(ρ[0, n])| otherwise.
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Intuitively, nj is the number of transitions in ρ[0, n] that correspond to a
transition in ρj . Hence,
{(ρ(i), ρ(i+ 1)) | 0 ≤ i < n} =
⋃
j∈Γ
{(ρj(i), ρj(i+ 1)) | 0 ≤ i < nj}.
In particular, ∑j∈Γ nj = n and ∑j∈Γ nj/n = 1. We have
payoffn(ρ) =
1
n
n−1∑
i=0
weight(ρ(i), ρ(i+ 1))
= 1
n
∑
j∈Γ
nj>0
nj−1∑
i=0
weight(ρj(i), ρj(i+ 1))
=
∑
j∈Γ
nj>0
nj
n
· 1
nj
nj−1∑
i=0
weight(ρj(i), ρj(i+ 1))
=
∑
j∈Γ
nj>0
nj
n
· payoffnj (ρj).
Since a weighted average is always bounded from below by the minimum
element, we can conclude that
payoffn(ρ) ≥ min
j∈Γ
nj>0
payoffnj (ρj) ≥ minj∈Γ payoffnj (ρj).
Taking the lower limit on both sides, we obtain
payoff(ρ) = lim inf
n→∞ payoffn(ρ)
≥ lim inf
n→∞ minj∈Γ payoffnj (ρj)
= min
j∈Γ
lim inf
n→∞ payoffnj (ρj)
= min
j∈Γ
lim inf
nj→∞
payoffnj (ρj)
= min
j∈Γ
payoff(ρj).
Since each ρj is consistent with σj and σj is optimal, we have payoff(ρj) ≥
valGj (qˆ) ≥ valG1(qˆ) for each j ∈ Γ and therefore also payoff(ρ) ≥ valG1(qˆ).
Since this holds for all ρ ∈ OutG(σˆ, qˆ), we can conclude that valG(σˆ, qˆ) ≥
valG1(qˆ).
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Finally, we construct a strategy σ for Player 1 in G such that valG(σ, q0) ≥
valG1(q0) for all q0 ∈ Q. Let
σ(γ) =
{
σ1(γ) if qˆ does not occur in γ,
σˆ(qˆγ2) if γ = γ1qˆγ2 with γ1 ∈ (Q \ {qˆ})∗.
Then for each play ρ ∈ OutG(σ, q0) where qˆ does not occur, it holds
payoffG(ρ) = payoffG1(ρ) ≥ valG1(σ1, q0) = valG1(q0). If qˆ occurs in at
least one play consistent with σ, then in the game G1 (where σ1 is opti-
mal), we have valG1(q0) = valG1(σ1, q0) ≤ valG1(qˆ). Hence, for each play
ρ ∈ OutG(σ, q0) where qˆ occurs (say at position j), it holds payoffG(ρ) =
payoffG(ρ[j,∞)) ≥ valG(σˆ, qˆ) ≥ valG1(qˆ) ≥ valG1(q0). Altogether we have
payoffG(ρ) ≥ valG1(q0) for every play ρ ∈ OutG(σ, q0) and therefore it holds
valG(σ, q0) ≥ valG1(q0).
5.1.3 Computational Complexity
In this section, we prove that the value problem for mean-payoff parity
games lies in NP ∩ coNP. Although this has already been proved by Chat-
terjee and Doyen [16], our proof has the advantage that it works immediately
on mean-payoff parity games, and not on energy parity games as in [16].
In order to put the value problem for mean-payoff parity games into
coNP, we first show that the value can be decided in polynomial time in
games where Player 2 is absent.
Proposition 46 The problem of deciding, given a mean-payoff parity game G
with Q2 = ∅, a state q0 ∈ Q, and x ∈ Q, whether valG(q0) ≥ x, is in P.
Proof Deciding whether valG(q0) ≥ x is achieved by Algorithm 1, which
employs as subroutines Tarjan’s linear-time algorithm [24] for SCC de-
composition and Karp’s polynomial-time algorithm [41] for computing the
minimum/maximum cycle weight, (i.e., the minimum/maximum average
weight on a cycle) in a given strongly connected graph.
The algorithm is sound: If the algorithm accepts, then there is an even
priority p and a reachable SCC C in Gp with p ∈ χ(C) that has maxi-
mum cycle weight w ≥ x. We construct a strategy σ for Player 1 with
valG(σ, q0) = w. Let q ∈ C be a state with priority p. Since q is reachable
from q0 and C is strongly connected, both q0 and C lie inside Attr1({q}).
Let σq be the memoryless attractor strategy for {q}. Now, since w is the
maximum cycle weight in C, there exists a simple cycle γ = q1 · · · qnq1 in C
with cycle weight w. We construct a (memoryless) strategy σγ on C by
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Input : mean-payoff parity game G with Q2 = ∅, q0 ∈ Q, x ∈ Q.
Output : whether valG(q0) ≥ x.
G′ = G  {q ∈ Q | q is reachable from q0}
for each even p ∈ χ(Q) do
Gp = G′  {q ∈ Q | χ(q) ≥ p}
decompose Gp into SCCs
for each SCC C of Gp with p ∈ χ(C) do
compute maximum cycle weight w in C
if w ≥ x then accept
end
end
reject
Algorithm 1: A polynomial-time algorithm for deciding the value of a
state in a one-player mean-payoff parity game.
setting σγ(qn) = q1 and σγ(qi) = qi+1 for every 1 ≤ i < n; this strategy is
extended to the whole game by combining it with an attractor strategy for
{q1, . . . , qn}. The strategies σq and σγ are then combined to a strategy σ,
which is played in rounds: in the ith round, Player 1 first forces a visit
to χ−1(p)∩C by playing according to σq; once χ−1(p)∩C has been reached,
Player 1 plays σγ for i steps before proceeding to the next round. Note that
σ fulfils the parity condition because q is visited infinitely often and all other
priorities that appear infinitely often obey χ(q) ≥ p. Finally, the payoff of
ρ(σ, q0) equals the cycle weight of γ, i.e., valG(q0) ≥ valG(σ, q0) = w ≥ x.
The algorithm is complete: Assume that valG(q0) = v ≥ x and let
ρ ∈ OutG(q0) be a play with payoffG(ρ) = v; such a play exists due to
Lemma 44. Consider the set Inf(ρ) and let p = minχ(Inf(ρ)) (which is even
since payoff(ρ) is finite). Since Inf(ρ) is strongly connected, Inf(ρ) ⊆ C for
an SCC C of Gp with p ∈ χ(C). Since optimal memoryless strategies exist
in mean-payoff games [26], there exists a simple cycle with average weight
≥ v in C. Hence the algorithm accepts.
Since SCC decomposition and maximum cycle weight computation both
take polynomial time, the whole algorithm runs in polynomial time.
It follows from Theorem 45 and Proposition 46 that the value problem
for mean-payoff parity games is in coNP: to decide whether valG(q0) < x, a
nondeterministic algorithm can guess a memoryless strategy τ for Player 2
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and check whether valG(τ, q0) < x in polynomial time.
Corollary 47 The value problem for mean-payoff parity games is in coNP.
Following ideas from [16], we prove that the value problem is not only in
coNP, but also in NP. The core of Algorithm 2 is the procedure Check that
Input : mean-payoff parity game G, state q0 ∈ Q, x ∈ Q.
Output : whether valG(q0) ≥ x.
guess 2-trap T in G with q0 ∈ T
Check(T )
accept
procedure Check(S)
if S 6= ∅ then
p := min{χ(q) | q ∈ S}
if p is even then
guess memoryless strategy σM for Player 1 in G  S
if val(GS,0)(σM, q) < x for some q ∈ S then reject
Check(S \AttrGS1 (χ−1(p)))
else
guess 2-trap T 6= ∅ in G  (S \AttrGS2 (χ−1(p)))
Check(T )
Check(S \AttrGS1 (T ))
end
end
end procedure
Algorithm 2: A nondeterministic algorithm for deciding the value of
a state in a mean-payoff parity game.
on input S checks whether the value of all states in the game G  S is at
least x. If the least priority p in S is even, this is witnessed by a strategy
in the mean-payoff game (G  S, 0) that ensures payoff ≥ x and the fact
that the values of all states in the game G  S \AttrGS1 (χ−1(p)) are greater
than x, which we can check by calling Check recursively. If, on the other
hand, the least priority p in S is odd, then valGS(q) ≥ x for all q ∈ S
is witnessed by a 2-trap T inside S \ AttrGS2 (χ−1(p)) such that both the
values in the game G  T and the values in the game G  S \AttrGS1 (T ) are
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bounded from below by x; the latter two properties can again be checked
by calling Check recursively. The correctness of the algorithm relies on the
following two lemmas.
Lemma 48 Let G be a mean-payoff parity game with least priority p even,
T = Q \ Attr1(χ−1(p)), and x ∈ R. If val(G,0)(q) ≥ x for all q ∈ Q and
valGT (q) ≥ x for all q ∈ T , then valG(q) ≥ x for all q ∈ Q.
Proof Assume that val(G,0)(q) ≥ x for all q ∈ Q and valGT (q) ≥ x for all
q ∈ T , and let q∗ ∈ Q. By Theorem 45, it suffices to show that for every
memoryless strategy τ of Player 2 there exists a strategy σ of Player 1 such
that payoff(ρ(σ, τ, q∗)) ≥ x. Hence, assume that τ is a memoryless strategy
of Player 2 in G. Moreover, let σM be a memoryless strategy for Player 1
in (G, 0) with val(G,0)(σM, q) ≥ x for all q ∈ Q, let σT be a strategy for
Player 1 in G  T with valGT (σT , q) ≥ x for all q ∈ T , and let σA be a
memoryless attractor strategy of Player 1 on Attr1(χ−1(p)) that ensures to
reach χ−1(p). We combine these three strategies to a new strategy σ, which
is played in rounds. In the kth round, the strategy behaves as follows:
1. while the play stays inside T , play σT ;
2. as soon as the play reaches Attr1(χ−1(p)), switch to strategy σA and
play σA until the play reaches χ−1(p);
3. when the play reaches χ−1(p), play σM for exactly k steps and proceed
to the next round.
Let ρ := ρ(σ, τ, q∗). To complete the proof, we need to show that payoff(ρ) ≥
x. We distinguish whether ρ visits Attr1(χ−1(p)) infinitely often or not.
In the first case, we divide ρ into ρ = γ0γ1γ2 · · · where each γi = γTi γAi γMi
consists of a part consistent with σT (thus staying inside T ), a part consis-
tent with σA (thus staying in Attr1(χ−1(p))), and one that starts with a
state in χ−1(p) and is consistent with σM. Since τ is a memoryless strat-
egy, there can only be |T | many different γTi , and the length of each γTi
is bounded by some constant k. Since each γAi is consistent with an at-
tractor strategy, the length of each γAi is bounded by |Q|. Hence, the
length of γMi grows continuously while the length of γTi γAi is bounded.
Therefore, lim infn→∞ payoffn(ρ) = lim infn→∞ payoffn(γM1 γM2 · · · ). Since
val(G,0)(σM, q) ≥ x for all q ∈ Q and priority p is visited infinitely often, we
have payoff(ρ) = lim infn→∞ payoffn(ρ) ≥ x.
In the second case, ρ = γ ·ρ′, where ρ′ is a play of G  T that is consistent
with σT . Hence, payoff(ρ) = payoff(ρ′) ≥ valGT (σT , ρ′(0)) ≥ x.
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Lemma 49 Let G be a mean-payoff parity game with least priority p odd,
T = Q \ Attr2(χ−1(p)), and x ∈ R. If valG(q) ≥ x for some q ∈ Q, then
T 6= ∅ and valGT (q) ≥ x for some q ∈ T .
Proof Let q∗ ∈ Q be a state with value valG(q∗) ≥ 0. If T = ∅, then
Attr2(χ−1(p)) = Q and there is a memoryless attractor strategy τ for
Player 2 in G that ensures to visit χ−1(p) infinitely often. This implies
valG(τ, q∗) = −∞, a contradiction to valG(q∗) ≥ x. Thus T 6= ∅.
Now assume that valGT (q) < x for all q ∈ T , and let τ be a (w.l.o.g.
memoryless) strategy for Player 2 in G  T that ensures valGT (τ, q) < x
for all q ∈ T . We extend τ to a strategy τ ′ in G by combining it with
a memoryless attractor strategy for χ−1(p) on the states in Q \ T . Let
ρ ∈ OutG(τ ′, q∗). Either ρ reaches χ−1(p) infinitely often, in which case
payoffG(ρ) = −∞, or there is a position i from which onwards ρ stays in T ,
in which case payoffG(ρ) = payoffGT (ρ[i,∞)) ≤ valGT (τ, ρ(i)). In any case,
valG(τ ′, q∗) ≤ maxq∈T valGT (τ, q) < x, a contradiction to valG(q∗) ≥ x.
Finally, Algorithm 2 runs in polynomial time because the value of a
memoryless strategy in a mean-payoff game can be computed in polynomial
time [84] and because recursive calls are limited to disjoint subarenas.
Theorem 50 The value problem for mean-payoff parity games is in NP.
Proof We claim that Algorithm 2 is a nondeterministic polynomial-time
algorithm for the value problem. To analyse the running time, denote by
T (n) the worst-case running time of the procedure Check on a subarena S of
size n. Since the value of a memoryless strategy for Player 1 in a mean-payoff
game can be computed in polynomial time [84] and attractor computations
take linear time, there exists a polynomial f : N × N → N such that the
numbers T (n) satisfy the following recurrence:
T (1) ≤ f(‖G‖, ‖x‖),
T (n) ≤ max
1≤k<n
T (k) + T (n− k) + f(‖G‖, ‖x‖) .
Solving this recurrence, we get that T (n) ≤ (2n − 1)f(‖G‖, ‖x‖) for all
n ≥ 1, again a polynomial. Consequently, the algorithm runs in polynomial
time.
To prove the correctness of the algorithm, we need to prove that the
algorithm is both sound and complete. We start by proving soundness:
If the algorithm accepts its input, then valG(q0) ≥ x. In fact, we prove
the following stronger statement. We say that Check(S) succeeds if the
procedure terminates without rejection (for at least one sequence of guesses).
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Claim 51 Let S ⊆ Q. If S is a subarena of G and Check(S) does succeed,
then valGS(q) ≥ x for all q ∈ S.
Assume that the claim is true and that the algorithm accepts its input.
Then there exists a 2-trap T with q0 ∈ T such that valGT (q) ≥ x for all
q ∈ T . Since T is a 2-trap, it follows that valG(q0) ≥ x.
To prove the claim, we proceed by induction over the cardinality of S. If
|S| = 0, the claim is trivially fulfilled. Hence, assume that |S| > 0 and that
the claim is true for all sets S′ ⊆ Q with |S′| < |S|. Let p = min{χ(q) | q ∈
S}. We distinguish two cases:
1. The minimal priority p is even. Since Check(S) succeeds, there
exists a memoryless strategy σM of Player 1 in G  S such that
val(GS,0)(σM, q) ≥ x for all q ∈ S, i.e., val(GS,0)(q) ≥ x for all
q ∈ S. Let A = AttrGS1 (χ−1(p)). Since Check(S) succeeds, so does
Check(S \A). Hence, by the induction hypothesis, valG(S\A)(q) ≥ x
for all q ∈ S\A. By Lemma 48, these two facts imply that valGS(q) ≥
x for all q ∈ S.
2. The minimal priority p is odd. Since Check(S) succeeds, there exists
a 2-trap T 6= ∅ in G  (S \AttrGS2 (χ−1(p))) such that both Check(T )
and Check(S \ AttrGS1 (T )) succeed. Let A = AttrGS1 (T )). By the
induction hypothesis, Player 1 has a strategy σT in G  T such that
valGT (σT , q) ≥ x for all q ∈ T and a strategy σS in G  S\A such that
valGS\A(σS , q) ≥ x for all q ∈ S\A. We extend σT to a strategy σA in
G  A such that valGA(σA, q) ≥ x for all q ∈ A by combining σT with
a suitable attractor strategy. By playing σS as long as the play stays
in S \ A and switching to σA as soon as the play enters A, Player 1
can ensure that valGS(q) ≥ x for all q ∈ S.
Finally, we prove that the algorithm is complete: if valG(q0) ≥ x, then
the algorithm accepts the input G, q0, x. Since the set {q ∈ Q | valG(q) ≥ x}
is a trap for Player 2, it suffices to prove the following claim.
Claim 52 Let S ⊆ Q. If S is a subarena of G and valGS(q) ≥ x for all
q ∈ S, then Check(S) succeeds.
As the previous claim, we prove this claim by an induction over the
cardinality of S. Clearly, Check(S) succeeds if |S| = 0. Hence, assume that
|S| > 0 and that the claim is correct for all sets S′ ⊆ Q with |S′| < |S|.
Moreover, assume that S is a subarena of G such that valGS(q) ≥ x for
all q ∈ S (otherwise the claim is trivially fulfilled). Again, we distinguish
whether p := min{χ(q) | q ∈ S} is even or odd.
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1. The minimal priority p is even. Since valGS(q) ≥ x for all q ∈ S, also
val(GS,0)(q) ≥ x for all q ∈ S, which is witnessed by a memoryless
strategy σM. Let A = AttrGS1 (χ−1(p)). Since S \ A is a 1-trap and
valGS(q) ≥ x for all q ∈ S, we must also have valG(S\A)(q) ≥ x for all
q ∈ S \A. Hence, by the induction hypothesis, Check(S \A) succeeds.
Therefore, in order to succeed, Check(S) only needs to guess a suitable
memoryless strategy σM.
2. The minimal priority p is odd. Let A := AttrGS2 (χ−1(p)). We claim
that Check(S) succeeds if it guesses T := {q ∈ S \A | valG(S\A)(q) ≥
x}. By Lemma 49, the set T is nonempty. Note that T is a 2-trap and
that valGT (q) ≥ x for all q ∈ T . Hence, by the induction hypothesis,
Check(T ) succeeds. It remains to be shown that Check(S\AttrGS1 (T ))
succeeds as well. Note that S \AttrGS1 (T ) is a 1-trap, which together
with valGS(q) ≥ x for all q ∈ S implies that valG(S\AttrGS1 (T ))(q) ≥ x
for all q ∈ S \AttrGS1 (T ). Hence, the induction hypothesis yields that
Check(S \AttrGS1 (T )) succeeds.
5.1.4 A Deterministic Algorithm
In this section, we present a deterministic algorithm for computing the
values of a mean-payoff parity game, which runs faster than all known
algorithms for solving these games. Algorithm SolveMPP is based on the
classical algorithm for solving parity games, due to Zielonka [82]. The
algorithm employs as a subprocedure an algorithm SolveMP for solving
mean-payoff games. By [84], such an algorithm can be implemented to run
in time O(n3 ·m ·W ) for a game with n states and m edges. We denote
by f unionsq g and f u g the pointwise maximum, respectively minimum, of two
(partial) functions f, g : Q → R∪{±∞} (where (funionsqg)(q) = (fug)(q) = f(q)
if g(q) is undefined).
The algorithm works as follows: If the least priority p in G is even,
the algorithm first identifies the least value of G by computing the values
of the mean-payoff game (G, 0) and (recursively) the values of the game
G  Q \Attr1(χ−1(p)), and taking their minimum x. All states from where
Player 2 can enforce a visit to a state with value x in one of these two
games must have value x in G. In the remaining subarena, the values can
be computed by calling SolveMPP recursively. If the least priority is odd,
we can similarly compute the greatest value of G and proceed by recursion.
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Algorithm SolveMPP(G)
Input : mean-payoff parity game G = (G,χ)
Output : valG
if Q = ∅ then return ∅
p := min{χ(q) | q ∈ Q}
if p is even then
g := SolveMP(G, 0)
if χ(q) = p for all q ∈ Q then return g
T := Q \AttrG1 (χ−1(p))
f := SolveMPP(G  T )
x := min(f(T ) ∪ g(Q))
A := AttrG2 (f−1(x) ∪ g−1(x))
return (Q → R ∪ {−∞} : q 7→ x) unionsq SolveMPP(G  Q \A)
else
T := Q \AttrG2 (χ−1(p))
if T = ∅ then return (Q → R ∪ {−∞} : q 7→ −∞)
f := SolveMPP(G  T )
x := max f(T )
A := AttrG1 (f−1(x))
return (Q → R ∪ {−∞} : q 7→ x) u SolveMPP(G  Q \A)
end
Algorithm 3: A deterministic algorithm for computing the values of a
mean-payoff parity game.
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Theorem 53 The values of a mean-payoff parity game with d priorities
can be computed in time O(|Q|d+2 · |E| ·W ).
Proof We claim that SolveMPP computes, given a mean-payoff parity
game G, the function valG in the given time bound. Denote by T (n,m, d)
the worst-case running time of the algorithm on a game with n states,
m edges and d priorities. Note that, if G has only one priority, then there
are no recursive calls to SolveMPP. Since attractors can be computed in
time O(n + m) and the running time of SolveMP is O(n3 ·m ·W ), there
exists a constant c such that the numbers T (n,m, d) satisfy the following
recurrence:
T (1,m, d) ≤ c,
T (n,m, 1) ≤ c · n3 ·m ·W,
T (n,m, d) ≤ T (n− 1,m, d− 1) + T (n− 1,m, d) + c · n3 ·m ·W .
We claim that T (n,m, d) ≤ c · (n+ 1)d+2 ·m ·W ∈ O(nd+2 ·m ·W ). The
claim is clearly true if n = 1. Hence, assume that n ≥ 2 and that the claim
is true for all lower values of n. If d = 1, the claim follows from the second
inequality. Otherwise,
T (n,m, d) ≤ T (n− 1,m, d− 1) + T (n− 1,m, d) + c · n3 ·m ·W
≤ c · nd+1 ·m ·W + c · nd+2 ·m ·W + c · n3 ·m ·W
≤ c · (nd+1 + n · nd+1 + nd+1) ·m ·W
≤ c · ((n+ 1)d+1 + n · (n+ 1)d+1) ·m ·W
= c · (n+ 1)d+2 ·m ·W
It remains to be proved that the algorithm is correct, i.e., that SolveMPP(G)
returns valG . We prove the claim by induction over the number of states.
If there are no states, the claim is trivial. Hence, assume that Q 6= ∅
and that the claim is true for all games with less than |Q| states. Let
p := min{χ(q) | q ∈ Q}. We only consider the case that p is even. If p is
odd, the proof is similar, but relies on Lemma 49 instead of Lemma 48.
Let T , f , g, x and A be defined as in the corresponding case of the
algorithm, and let f∗ = SolveMPP(G). If χ(Q) = {p}, then f∗ = g =
val(G,0) = valG , and the claim is fulfilled. Otherwise, by the definition
of x and applying the induction hypothesis to the game G  T , we have
val(G,0)(q) ≥ x for all q ∈ Q and valGT (q) = f(q) ≥ x for all q ∈ T . Hence,
Lemma 48 yields that valG(q) ≥ x for all q ∈ Q. On the other hand, from
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any state q ∈ A Player 2 can play an attractor strategy to f−1(x)∪ g−1(x),
followed by an optimal strategy in the game G  T , respectively in the
mean-payoff game (G, 0), which ensures that Player 1’s payoff does not
exceed x. Hence, valG(q) = x = f∗(q) for all q ∈ A.
Now, let q ∈ Q \ A. We already know that valG(q) ≥ x. Moreover,
since Q \A is a 2-trap and applying the induction hypothesis to the game
G  Q\A, we have valG(q) ≥ valGQ\A(q) = SolveMPP(G  Q\A)(q). Hence,
valG(q) ≥ f∗(q). To see that valG(q) ≤ f∗(q), consider the strategy τ of
Player 2 that mimics an optimal strategy in G  Q \A as long as the play
stays in Q \A and switches to an optimal strategy in G as soon as the play
reaches A. We have valG(τ, q) ≤ max{valGQ\A(q), x} = f∗(q).
Algorithm SolveMPP is faster and conceptually simpler than the original
algorithm proposed for solving mean-payoff parity games [18]. Compared to
the recent algorithm proposed by Chatterjee and Doyen [16], which uses a
reduction to energy parity games and runs in time O(|Q|d+4 · |E| ·d ·W ), our
algorithm has three main advantages: 1. it is faster; 2. it operates directly
on mean-payoff parity games, and 3. it is more flexible since it computes
the values exactly instead of just comparing them to an integer threshold.
5.2 Mean-penalty Parity Games
In this section, we define multi-strategies and mean-penalty parity games.
We reduce these games to mean-payoff parity games, show that their value
problem is in NP ∩ coNP, and propose a deterministic algorithm for com-
puting the values, which runs in pseudo-polynomial time if the number of
priorities is bounded.
5.2.1 Definitions
Syntactically, a mean-penalty parity game is a mean-payoff parity game with
non-negative weights, i.e., a tuple G = (G,χ), whereG = (Q1, Q2, E,weight)
is a weighted game graph with weight : E → R≥0 (or weight : E → N for
algorithmic purposes), and χ : Q → N is a priority function assigning a
priority to every state. As for mean-payoff parity games, a play ρ is parity-
winning if the minimal priority occurring infinitely often (min{χ(q) | q ∈
Inf(ρ)}) is even.
Since we are interested in controller synthesis, we define multi-strategies
only for Player 1 (who represents the controller). Formally, a multi-strategy
(for Player 1) in G is a function σ : Q∗Q1 → 2Q \ {∅} such that σ(γq) ⊆ qE
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for all γ ∈ Q∗ and q ∈ Q1. A play ρ of G is consistent with a multi-strategy σ
if ρ(k + 1) ∈ σ(ρ[0, k]) for all k ∈ N with ρ(k) ∈ Q1, and we denote by
OutG(σ, q0) the set of all plays ρ of G that are consistent with σ and start
in ρ(0) = q0.
Note that, unlike for deterministic strategies, there is, in general, no
unique play consistent with a multi-strategy σ for Player 1 and a (deter-
ministic) strategy τ for Player 2 from a given initial state. Additionally,
note that every deterministic strategy can be viewed as a multi-strategy.
Let G be a mean-penalty parity game, and let σ be a multi-strategy.
We inductively define penaltyGσ(γ) (the total penalty of γ w.r.t. σ) for all
γ ∈ Q∗ by setting penaltyGσ(ε) = 0 as well as penaltyGσ(γq) = penaltyGσ(γ) if
q ∈ Q2 and
penaltyGσ(γq) = penaltyGσ(γ) +
∑
q′∈qE\σ(γq)
weight(q, q′)
if q ∈ Q1. Hence, penaltyGσ(γ) is the total weight of transitions blocked
by σ along γ. The mean penalty of an infinite play ρ is then defined as the
average penalty that is incurred along this play in the limit, i.e.,
penaltyGσ(ρ) =
lim supn→∞
1
n penalty
G
σ(ρ[0, n)) if ρ is parity-winning,
∞ otherwise.
The mean penalty of a multi-strategy σ from a given initial state q0 is
defined as the supremum over the mean penalties of all plays that are
consistent with σ, i.e.,
penaltyG(σ, q0) = sup{penaltyGσ(ρ) | ρ ∈ OutG(σ, q0)}.
The value of a state q0 in a mean-penalty parity game G is the least mean
penalty that a multi-strategy of Player 1 can achieve, i.e., valG(q0) =
infσ penaltyG(σ, q0), where σ ranges over all multi-strategies of Player 1.
A multi-strategy σ is called optimal if penaltyG(σ, q0) = valG(q0) for all
q0 ∈ Q.
Finally, the value problem for mean-penalty parity games is the following
decision problem: Given a mean-penalty parity game G = (G,χ), an initial
state q0 ∈ Q, and a number x ∈ Q, decide whether valG(q0) ≤ x.
Example Figure 5.2a represents a mean-penalty parity game. Note that
weights of transitions out of Player 2 states are not indicated as they are
irrelevant for the mean penalty. In this game, Player 1 (controlling circle
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(b) The corresponding mean-payoff parity game.
Figure 5.2: A reduction.
states) has to regularly block the self-loop if she wants to enforce infinitely
many visits to the state with priority 0. This comes with a penalty of 2.
However, the multi-strategy in which she blocks no transition can be played
safely for an arbitrary number of times. Hence Player 1 can win with mean-
penalty 0 (but infinite memory) by blocking the self-loop once every k moves,
where k grows with the number of visits to q2.
5.2.2 Strategy Complexity
In order to solve mean-penalty games, we reduce them to mean-payoff
parity games. We construct from a given mean-penalty parity game G an
exponential-size mean-payoff parity game G′, similar to [5] but with an added
priority function. Formally, for a mean-penalty parity game G = (G,χ) with
weighted game graph G = (Q1, Q2, E,weight), the weighted game graph
G′ = (Q′1, Q′2, E′,weight′) of the corresponding mean-payoff parity game G′
is defined as follows:
• Q′1 = Q1 and Q′2 = Q2∪Q¯, where Q¯ := {(q, F ) | q ∈ Q, ∅ 6= F ⊆ qE};
• E′ is the (disjoint) union of three kinds of transitions:
(1) transitions of the form (q, (q, F )) for each q ∈ Q1 and ∅ 6= F ⊆
qE,
(2) transitions of the form (q, (q, {q′})) for each q ∈ Q2 and q′ ∈ qE,
(3) transitions of the form ((q, F ), q′) for each q′ ∈ F ;
• the weight function weight′ assigns 0 to transitions of type (2) and (3),
but weight′(q, (q, F )) = −2∑q′∈qE\F weight(q, q′) to transitions of
type (1).
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Finally, the priority function χ′ of G′ coincides with χ on Q and assigns
priority M := max{χ(q) | q ∈ Q} to all states in Q¯.
Example Figure 5.2b depicts the mean-payoff parity game obtained from
the mean-penalty parity game from Example 11, depicted in Figure 5.2a.
The correspondence between G and G′ is expressed in the following lemma.
Lemma 54 Let G be a mean-penalty parity game, G′ the corresponding
mean-payoff parity game, and q0 ∈ Q.
1. For every multi-strategy σ in G there exists a strategy σ′ for Player 1
in G′ such that val(σ′, q0) ≥ −penalty(σ, q0).
2. For every strategy σ′ for Player 1 in G′ there exists a multi-strategy σ
in G such that penalty(σ, q0) ≤ − val(σ′, q0).
3. valG′(q0) = − valG(q0).
Proof Clearly, 3. is implied by 1. and 2., and we only need to prove the first
two statements. To prove 1., let σ be a multi-strategy in G. For a play prefix
γ = q0(q0, F0) · · · qn(qn, Fn) in G′, let γ˜ := q0 · · · qn be the corresponding play
prefix in G. We set σ′(γq) = (q, F ) if q ∈ Q1 and σ(γ˜q) = F . Clearly, for
each ρ′ ∈ Out(σ′, q0) there exists a play ρ ∈ Out(σ, q0) with −penaltyσ(ρ) =
payoff(ρ′) (namely ρ(i) = ρ′(2i) for all i ∈ N). Hence,
valG′(σ′, q0) = inf{payoff(ρ′) | ρ′ ∈ Out(σ′, q0)}
≥ inf{−penaltyσ(ρ) | ρ ∈ Out(σ, q0)}
= − sup{penaltyσ(ρ) | ρ ∈ Out(σ, q0)}
= −penalty(σ, q0) .
To prove 2., let σ′ be a strategy for Player 1 in G′. For a play prefix
γ = q0 · · · qn in G, we inductively define the corresponding play prefix
γ˜ in G′ by setting q˜ = q and γ˜q = γ˜ · σ′(γ˜) · q. We set σ(γ) = F if
σ′(γ˜) = (q, F ). For each ρ ∈ Out(σ, q0) there exists a play ρ′ ∈ Out(σ′, q0)
with penaltyσ(ρ) = −payoff(ρ′), namely the play ρ′ defined by ρ′(2i) = ρ(i)
and
ρ′(2i+ 1) =
{
(ρ(i), σ(ρ[0, i])) if ρ(i) ∈ Q1,
(ρ(i), {ρ(i+ 1)}) if ρ(i) ∈ Q2,
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for all i ∈ N. Hence,
penalty(σ, q0) = sup{penaltyσ(ρ) | ρ ∈ Out(σ, q0)}
≤ sup{−payoff(ρ′) | ρ′ ∈ Out(σ′, q0)}
= − inf{payoff(ρ′) | ρ′ ∈ Out(σ′, q0)}
= − valG′(σ′, q0) .
It follows from Theorem 45 and Lemma 54 that every mean-penalty parity
game admits an optimal multi-strategy.
Corollary 55 In every mean-penalty parity game, Player 1 has an optimal
multi-strategy.
We now show that Player 2 has a memoryless optimal strategy of a special
kind in the mean-payoff parity game derived from a mean-penalty parity
game. This puts the value problem for mean-penalty parity games into
coNP, and is also a crucial point in the proof of Lemma 57 below.
Lemma 56 Let G be a mean-penalty parity game and G′ the corresponding
mean-payoff parity game. Then in G′ there is a memoryless optimal strat-
egy τ ′ for Player 2 such that for every q ∈ Q there exists a total order ≤q
on the set qE with τ ′((q, F )) = min≤q F for every state (q, F ) ∈ Q¯.
Proof Let τ be a memoryless optimal strategy for Player 2 in G′. For
a state q, we consider the set qE and order it in the following way. We
inductively define F1 = qE, qi = τ((q, Fi)) and Fi+1 = Fi\{qi} for every 1 ≤
i ≤ |qE|. Note that {q1, . . . , q|qE|} = qE. We set q1 ≤q q2 ≤q · · · ≤q q|qE|
and define a new memoryless strategy τ ′ for Player 2 in G′ by τ ′((q, F )) =
min≤q F for (q, F ) ∈ Q¯ and τ ′(q) = τ(q) for all q ∈ Q2.
To prove the lemma, we have to show that τ ′ is at least as good as τ and
thus optimal.
Let q0 ∈ Q and ρ′ ∈ OutG′(τ ′, q0). We construct a play ρ ∈ OutG′(τ, q0)
with payoffG′(ρ) ≥ payoffG′(ρ′) in the following way. For every posi-
tion i with ρ′(i) = (q, F ′), let F = {q′ ∈ qE | τ ′((q, F ′)) ≤q q′} (then
τ((q, F )) = τ ′((q, F ′)) by the definition of τ ′) and set ρ(i) = (q, F ). For
every other position i, let ρ(i) = ρ′(i). Note that ρ ∈ Out(τ, q0) and
minχ(Inf(ρ)) = minχ(Inf(ρ′)). Moreover, we have F ′ ⊆ F and therefore
weight′(q, (q, F ′)) ≤ weight′(q, (q, F )) whenever ρ′(i) = (q, F ′) and ρ(i) =
(q, F ) (because weights in G are nonnegative). Hence, payoff(ρ) ≥ payoff(ρ′).
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Since ρ′ was chosen arbitrarily, it follows that
val(τ, q0) = sup{payoff(ρ) | ρ ∈ Out(τ, q0)}
≥ sup{payoff(ρ′) | ρ′ ∈ Out(τ ′, q0)}
= val(τ ′, q0) .
Hence, τ ′ is optimal.
5.2.3 Computational Complexity
In order to put the value problem for mean-penalty parity games into
NP ∩ coNP, we propose a more sophisticated reduction from mean-penalty
parity games to mean-payoff parity games, which results in a polynomial-
size mean-payoff parity game. Intuitively, in a state q ∈ Q1 we ask Player 1
consecutively for each outgoing transition whether he wants to block that
transition. If he allows a transition, then Player 2 has to decide whether
she wishes to explore this transition. Finally, after all transitions have
been processed in this way, the play proceeds along the last transition that
Player 2 has desired to explore.
The construction uses two counters, i and m, where i represents the
edge-number that is currently dealt with, and m represents the last edge
that Player 2 wants to explore.
Formally, let us fix a mean-penalty parity game G = (G,χ) with weighted
game graph G = (Q1, Q2, E,weight), and denote by k := max{|qE| | q ∈ Q}
the maximal out-degree of a state. Then the polynomial-size mean-payoff
parity game G′′ has vertices of the form q and (q, a, i,m), where q ∈ Q,
a ∈ {choose, allow, block}, i ∈ {1, . . . , k + 1} and m ∈ {0, . . . , k}; vertices
of the form q and (q, choose, i,m) belong to Player 1, while vertices of the
form (q, allow, i,m) or (q,block, i,m) belong to Player 2. To describe the
transition structure of G, let q ∈ Q and assume that qE = {q1, . . . , qk} (a
state may occur more than once in this list). Then the following transitions
originate in a state of the form q or (q, a, i,m):
1. a transition from q to (q, choose, 1, 0) with weight 0,
2. for all 1 ≤ i ≤ k and 0 ≤ m ≤ k a transition from (q, choose, i,m) to
(q, allow, i,m) with weight 0,
3. if q ∈ Q1 then for all 1 ≤ i ≤ k and 0 ≤ m ≤ k a transition from
(q, choose, i,m) to (q,block, i,m) with weight 0, except if i = k and
m = 0;
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Figure 5.3: The game G′′ associated with the game G of Figure 5.2a.
4. for all 0 ≤ m ≤ k a transition from (q, choose, k + 1,m) to qm with
weight 0 (where q0 can be chosen arbitrarily),
5. for all 1 ≤ i ≤ k and 0 ≤ m ≤ k a transition from (q, allow, i,m) to
(q, choose, i+ 1, i) with weight 0,
6. for all 1 ≤ i ≤ k and 1 ≤ m ≤ k a transition from (q, allow, i,m) to
(q, choose, i+ 1,m) with weight 0,
7. for all 1 ≤ i ≤ k and 0 ≤ m ≤ k a transition from (q,block, i,m) to
(q, choose, i+ 1,m) with weight −2(k + 1) · weight(q, qi).
Finally, the priority of a state q ∈ Q equals the priority of the same state
in G, whereas all states of the form (q, a, i,m) have priorityM = max{χ(q) |
q ∈ Q}.
Example For the game of Figure 5.2a, this transformation would yield the
game depicted in Figure 5.3. In this picture, a, b and c stand for allow,
block and choose, respectively; zero weights are omitted.
It is easy to see that the game G′′ has polynomial size and can, in fact, be
constructed in polynomial time from the given mean-penalty parity game G.
The following lemma relates the game G′′ to the mean-payoff parity game G′
of exponential size constructed in Section 5.2.2 and to the original game G.
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Lemma 57 Let G be a mean-penalty parity game, G′ the corresponding
mean-payoff parity game of exponential size, G′′ the corresponding mean-
payoff parity game of polynomial size, and q0 ∈ Q.
1. For every multi strategy σ in G there exists a strategy σ′ for Player 1
in G′′ such that val(σ′, q0) ≥ −penalty(σ, q0).
2. For every strategy τ for Player 2 in G′ there exists a strategy τ ′ for
Player 2 in G′′ such that val(τ ′, q0) ≤ val(τ, q0).
3. valG′′(q0) = − valG(q0).
Proof To prove 1., let σ be a multi-strategy in G. For any play prefix γ
in G′′, let γ˜ be the projection to states in G (i.e., all states of the form
(q, a, i,m) are omitted). Assuming that q1, . . . , qk is the enumeration of qE
used in the definition of G′′, we set σ′(γ · (q, choose, i,m)) = (q, allow, i,m)
if (and only if) either q ∈ Q1 and qi ∈ σ(γ˜) or q ∈ Q2. It is easy to
see that for each ρ′ ∈ Out(σ′, q0) there exists a play ρ ∈ Out(σ, q0) with
−penaltyσ(ρ) = payoff(ρ′). Hence,
val(σ′, q0) = inf{payoff(ρ′) | ρ′ ∈ Out(σ′, q0)}
≥ inf{−penaltyσ(ρ) | ρ ∈ Out(σ, q0)}
= − sup{penaltyσ(ρ) | ρ ∈ Out(σ, q0)}
= −penalty(σ, q0) .
To prove 2., let τ be a strategy for Player 2 in G′. By Lemma 56, there
exists a memoryless strategy τ∗ for Player 2 in G′ such that val(τ∗, q0) ≤
val(τ, q0) and for all q ∈ Q there exists a total order ≤q on qE with
τ∗((q, F )) = min≤q F for all (q, F ) ∈ Q¯. We define a memoryless strat-
egy τ ′ for Player 2 in G′′ as follows: Assume that q1, . . . , qk is the enumer-
ation of qE used in the definition of G′′. Then we set τ ′((q, allow, i,m)) =
(q, choose, i + 1, i) if (and only if) one of the following three conditions
is fulfilled: 1. m = 0, or 2. q ∈ Q1 and qi ≤q qm, or 3. q ∈ Q2 and
τ∗(q) = (q, {qi}). Now it is easy to see that for each ρ′ ∈ Out(τ ′, q0) there
exists a play ρ ∈ Out(τ∗, q0) with payoff(ρ) = payoff(ρ′). Hence,
val(τ ′, q0) = sup{payoff(ρ′) | ρ′ ∈ Out(τ ′, q0)}
≤ sup{payoff(ρ) | ρ ∈ Out(τ∗, q0)}
= val(τ∗, q0)
≤ val(τ, q0) .
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Finally, we prove 3. It follows from 1. that valG′′(q0) ≥ − valG(q0), and
it follows from 2. that valG′′(q0) ≤ valG′(q0). But valG′(q0) = − valG(q0) by
Lemma 54, and therefore valG′′(q0) = − valG(q0).
Since the mean-payoff game G′′ can be computed from G in polynomial
time, we obtain a polynomial-time many-one reduction from the value
problem for mean-penalty parity games to the value problem for mean-
payoff parity games. By Corollary 47 and Theorem 50, the latter problem
belongs to NP ∩ coNP.
Theorem 58 The value problem for mean-penalty parity games belongs to
NP ∩ coNP.
5.2.4 A Deterministic Algorithm
Naturally, we can use the polynomial translation from mean-penalty parity
games to mean-payoff parity games to solve mean-penalty parity games
deterministically. Note that the mean-payoff parity game G′′ derived from
a mean-penalty parity game has O(|Q| · k2) states and O(|Q| · k2) edges,
where k is the maximum out-degree of a state in G; the number of priorities
remains constant. Moreover, if weights are given in integers and W is the
highest absolute weight in G, then the highest absolute weight in G′′ is
O(k ·W ). Using Theorem 53, we thus obtain a deterministic algorithm for
solving mean-penalty parity games that runs in time O(|Q|d+3 · k2d+7 ·W ).
If k is a constant, the running time is O(|Q|d+3 ·W ), which is acceptable.
In the general case however, the best upper bound on k is the number of
states, and we get an algorithm that runs in time O(|Q|3d+10 ·W ). Even if
the numbers of priorities is small, this running time would not be acceptable
in practical applications.
The goal of this section is to show that we can do better; namely we will
give an algorithm that runs in time O(|Q|d+3 · |E| ·W ), independently of the
maximum out-degree. The idea is as follows: we use Algorithm SolveMPP
on the mean-payoff parity game G′ of exponential size, but we show that we
can run it on G, i.e., by handling the extra states of G′ symbolically during
the computation. As a first step, we adapt the pseudo-polynomial algorithm
by Zwick and Paterson [84] to compute the values of a mean-penalty parity
game with a trivial parity objective.
Lemma 59 The values of a mean-penalty parity game with priority func-
tion χ ≡ 0 can be computed in time O(|Q|4 · |E| ·W ).
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Proof Let G = (G,χ) with G = (Q1, Q2, E,weight), and G′ = (G′, χ′)
with G′ = (Q′1, Q′2, E′,weight′). For a state q ∈ Q′, we let v0(q) = 0, and
for k > 0, we define
vk(q) =

max
q′∈qE′
weight′(q, q′) + vk−1(q′) if q ∈ Q′1,
min
q′∈qE′
weight′(q, q′) + vk−1(q′) if q ∈ Q′2.
If q ∈ Q, then the definition of G′ yields that
vk(q) =

max
F⊆qE
weight′(q, (q, F )) + min
q′∈F
vk−2(q′) if q ∈ Q1,
min
q′∈qE
vk−2(q′) if q ∈ Q2,
In the first case, a naïve computation would require the examination of an
exponential number of transitions. In order to avoid this blow-up, we use the
same idea as in the proof of Lemma 56: Let qE = {q1, . . . , qr} be sorted in
such a way that i ≤ j implies vk−2(qi) ≤ vk−2(qj). Since weight′(q, (q, F )) ≤
weight′(q, (q, F ′)) if F ⊆ F ′, we have
vk(q) = max
i
weight′(q, (q, {qi, . . . , qr})) + vk−2(qi).
Hence the sequence v2k can be computed in time O(k · |E|) on Q. Now,
despite the exponential size of G′, the length of a simple cycle in G′ is at
most 2|Q|. Hence, Theorem 2.2 in [84] becomes
2k · valG′(q)− 4|Q| ·W ′ ≤ v2k(q) ≤ 2k · valG′(q) + 4|Q| ·W ′
for all q ∈ Q, where W ′ is the maximal absolute weight in G′. Since
W ′ ≤ |Q| ·2W , it follows from [84] that valG = − valG′  Q can be computed
in time O(|Q|4 · |E| ·W ).
Now, given a mean-penalty parity game G with associated mean-payoff
parity game G′ and a set T of states of G, we define
MG(T ) = T ∪ {(q, F ) ∈ Q¯ | F ⊆ T};
NG(T ) = T ∪ {(q, F ) ∈ Q¯ | F ∩ T 6= ∅}.
We usually omit to mention the superscript G when it is clear from the
context.
Lemma 60 If S is a subarena of G, then M(S) and N(S) are subarenas
of G′.
102
5.2 Mean-penalty Parity Games
Proof Assume that S is a subarena of G, and pick a state q in M(S). If
q ∈ Q, then it also belongs to S and, as a state of G, has a successor q′ in S.
Then M(S) contains (q, {q′}), which is a successor of q. If q belongs to Q¯,
then qE′ ⊆ S by definition of M(S); hence it has at least one successor in S.
A similar argument shows that N(S) is also a subarena of G′.
Lemma 61 Let G be a mean-penalty parity game with associated mean-
payoff parity game G′, and let A,B ⊆ Q. Then
M(A ∩B) = M(A) ∩ M(B), M(A ∪B) ⊇ M(A) ∪ M(B),
N(A ∪B) = N(A) ∪ N(B), N(A ∩B) ⊆ N(A) ∩ N(B),
M(Q \A) = Q′ \ N(A), N(Q \A) = Q′ \ M(A) .
Proof Straightforward.
Lemma 62 Let G be a mean-penalty parity game with associated mean-
payoff parity game G′, and let F ⊆ Q. Then
M(AttrG1 (F )) = AttrG
′
1 (F ) = AttrG
′
1 (M(F )),
N(AttrG2 (F )) = AttrG
′
2 (F ) = AttrG
′
2 (N(F )) .
Proof We only prove the first statement; the second can be proved using
similar arguments. Clearly, AttrG′1 (F ) = AttrG
′
1 (M(F )), so we only need to
prove that M(AttrG1 (F )) = AttrG
′
1 (F ). First pick q ∈ M(AttrG1 (F )). If q ∈ Q,
then the attractor strategy for reaching F can be mimicked in G′, and
therefore q ∈ AttrG′1 (F ). On the other hand, if q ∈ Q¯, then all successors
of q lie in AttrG1 (F ) and therefore also in AttrG
′
1 (F ). Hence, q ∈ AttrG
′
1 (F ).
Now pick q ∈ AttrG′1 (F ). If q ∈ Q, then the attractor strategy for reaching F
yields a multi-strategy σ in G such that all plays ρ ∈ OutG(σ, q) visit F .
Hence, q ∈ AttrG1 (F ) ⊆ M(AttrG1 (F )). On the other hand, if q ∈ Q¯, then all
successors of q lie in Q∩AttrG′1 (F ) (since q is a Player 2 state) and therefore
also in AttrG1 (F ). Hence, q ∈ M(AttrG1 (F )).
Algorithm SymbSolveMPP is our algorithm for computing the values of
a mean-penalty parity game. The algorithm employs as a subroutine an
algorithm SymbSolveMP for computing the values of a mean-penalty parity
with a trivial priority function (see Lemma 59). Since SymbSolveMP can
be implemented to run in time O(|Q|4 · |E| ·W ), the running time of the
procedure SymbSolveMPP is O(|Q|d+3 · |E| ·W ). Notably, the algorithm
runs in polynomial time if the number of priorities is bounded and we are
only interested in the average number of edges blocked by a strategy in
each step (i.e., if all weights are equal to 1).
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Algorithm SymbSolveMPP(G)
Input : mean-penalty parity game G = (G,χ)
Output : valG
if Q = ∅ then return ∅
p := min{χ(q) | q ∈ Q}
if p is even then
g := SymbSolveMP(G, 0)
if χ(q) = p for all q ∈ Q then return g
T := Q \AttrG1 (χ−1(p))
f := SymbSolveMPP(G  T )
x := max(f(T ) ∪ g(Q))
A := AttrG2 (f−1(x) ∪ g−1(x))
return (Q → R ∪ {∞} : q 7→ x) u SymbSolveMPP(G  Q \A)
else
T := Q \AttrG2 (χ−1(p))
if T = ∅ then return (Q → R ∪ {∞} : q 7→ ∞)
f := SymbSolveMPP(G  T )
x := min f(T )
A := AttrG1 (f−1(x))
return (Q → R ∪ {∞} : q 7→ x) unionsq SymbSolveMPP(G  Q \A)
end
Algorithm 4: A deterministic algorithm for computing the values of a
mean-penalty parity game.
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Theorem 63 The values of a mean-penalty parity game with d priorities
can be computed in time O(|Q|d+3 · |E| ·W ).
Proof From Lemma 59 and with the same runtime analysis as in the proof
of Theorem 53, we get that SymbSolveMPP runs in time O(|Q|d+3 · |E| ·W ).
We now prove that the algorithm is correct, by proving that there is a cor-
respondence between the values the algorithm computes on a mean-penalty
parity game G and the values computed by Algorithm SolveMPP on the
mean-payoff parity game G′. More precisely, we show that SolveMPP(G′) 
Q = −SymbSolveMPP(G). The correctness of the algorithm thus follows
from Lemma 54, which states that valG′  Q = − valG .
The proof is by induction on the number of states in G. The result holds
trivially if Q = ∅. Otherwise, assume that the result is true for all games
with less than |Q| states and let p = min{χ(q) | q ∈ Q}. By construction,
p is also the minimal priority in G′. We only consider the case that p is
even; the other case is proved using the same arguments.
Write g′, T ′, f ′, x′ and A′ for the items computed by SymbSolveMPP
on G′, while q, T , f , x and A are the corresponding items computed by
SolveMPP on G. Then g′(q) = −g(q) for all q ∈ Q, and g′((q, F )) =
minq′∈F g′(q′) for all (q, F ) ∈ Q¯ (since such states belongs to Player 2).
If G has only one priority, the result follows. Otherwise, by Lemmas 61
and 62, we have T ′ = N(T ). However, any state (q, F ) ∈ T ′ that is not
a state of the game (G  T )′ has no predecessor in G′  T ′: if q ∈ T ′
then q ∈ T ∩ Q1 and qE \ T 6= ∅, i.e., qE ∩ Attr1(χ−1(p)) 6= ∅; but
then q ∈ Attr1(χ−1(p)) and thus q /∈ T , a contradiction. It follows that
SolveMPP(G′  T ′)  T = SolveMPP((G  T )′)  T .
Now, since T is a strict subset of Q, the induction hypothesis applies, so
that f ′(t) = −f(t) for all t ∈ T . It follows that x′ = −x. Let S := Q \ A
and S′ := Q′ \A′. By Lemma 62, A′ = N(A), and by Lemma 61, S′ = M(S).
Again, any state (q, F ) ∈ S′ that is not a state of the game (G  S)′ has
no predecessor in G′  S′. Hence, SolveMPP(G′  S′)  S = SolveMPP((G 
S)′)  S Applying the induction hypothesis to the game G  S, we get that
SolveMPP((G  S)′)  S = −SymbSolveMPP(G  S), and the result follows
for G.
5.3 Conclusion
In this chapter, we studied mean-payoff parity games and mean-penalty
parity games. We specified a reduction from the latter type of game to the
former, and by this showed that for both kind of games, the value problem
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is in NP ∩ coNP. We showed that deterministically solving a mean-payoff
parity game can be done in time O(nd+2 ·m ·W ), and that solving a mean-
penalty parity game can be accomplished in time O(nd+3 ·m ·W ), where
n is the number of states, d is the number of priorities, m is the number of
edges and W is the maximum weight of the game graph.
As for both kinds of games, optimal strategies for Player 1 require infi-
nite memory, it is not clear how to represent these strategies and how to
synthesize them. A suitable alternative to optimal strategies are ε-optimal
strategies, which achieve the value of a game by a divergence of at most ε.
Finite-memory ε-optimal strategies are guaranteed to exist [4]. So a chal-
lenge for future work could be to extend the algorithms of this chapter, such
that they compute a finite-memory ε-optimal (multi-) strategy for Player 1.
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Concluding Remarks
The scope of this thesis was to establish a tight connection between the
theory of games and formal language theory, particularly with regards to
measuring the complexity of strategies.
We started in Chapter 3 by improving a 50 years old algorithm, the
Ramsey-based Büchi automata complementation method, both on the prac-
tical as well as on the theoretical side. We showed that this oldest of
today’s existing complementation algorithms can compete with the more
modern ones on the practical side by conducting experimental studies on
a set of 11,000 sample automata. Furthermore, we introduced a novel
complementation construction, based on weak-orders, and we showed that
the Ramsey-based approach is tightly connected to the weak-order-based
approach, which yields an 2O(n logn) upper bound on the size of the comple-
ment. In Chapter 4 we embedded the concept of games into the domain of
formal languages. By doing this, we were able to give a qualitative measure
of the complexity of a winning strategy, as well as of the complexity of
the corresponding winning condition. In this way, we were able to extend
and refine the fundamental Büchi-Landweber Theorem to subclasses of the
class of regular languages. We considered language classes inside the dot-
depth hierarchy and inside the Straubing-Thérien hierarchy. For solving
weak games, winning strategies lie one level above winning condition inside
the hierarchy. For strong games on level i, we could show that winning
strategies on level i + 2 suffice. We were not able to determine whether
also level i + 1 is enough to express winning strategies. In Chapter 5 we
introduced another measure for the complexity of strategies, but this time
on graph-games. This measure is of quantitative nature and it determines
the permissiveness of a given multi-strategy. The permissiveness is mea-
sured by assigning to each strategy a penalty, namely the average sum (in
the limit) of the weight of edges that are to be disallowed. We reduced the
value problem of such a game to the value problem of a corresponding mean-
payoff parity game, showing that both problems are in NP ∩ coNP. We
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revisited the study of mean-payoff parity games and obtained deterministic
algorithms, which run faster than all previously known algorithms.
The challenges for future research are to be found in all three topics of this
thesis. For the complementation of Büchi automata a desirable perspective
is a unified approach of two or more complementation methods. As already
mentioned, the unification of the rank-based and the slice-based approach
has already been achieved [28]. The author’s personal opinion is that similar
unifications are also possible for the other complementation approaches, in
particular for the weak-order-based and the rank-based approach. For
universality checking and inclusion checking of Büchi automata, one next
step in research could be to investigate how the heuristics of the improved
Ramsey-based approach – like the idea of merging transition profiles – can
be employed to the quite efficient algorithms of [29, 2, 1].
For the Büchi-Landweber Theorem, one problem that remains open is
whether strong games on level i can be solved by winning strategies of
level i+ 1, with regards to the dot-depth and the Straubing-Thérien hierar-
chy. Furthermore, we have seen that our results in some cases exploit the
preservation of the transition structure when going from games to transduc-
ers, in other cases exploit the logical characterizations of the corresponding
language classes. It is desirable to possess a uniform treatment, which can
cover all of these results. Such a universal framework is yet to be found.
For permissive strategies, a challenge for future work is to modify our
algorithms so that they compute not only the values of the game, but also
a finite-memory ε-optimal (multi-) strategy, or even an optimal (multi-)
strategy for Player 1. A finite representation of such a strategy can be con-
structed along the lines of our determinacy proof, although this algorithm
could have exponential running time even if the number of priorities and the
size of the weights are bounded. Apart from that, it would be interesting to
transfer the concept of permissive strategies to the setting of timed games.
There, the timing constraints of both players are important for winning the
game. A possible notion of permissiveness in timed games could make use
of how long such a time span may be.
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