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Part I
Prefae
The solution of the time independent Shrödinger equation for moleular sys-
tems requires the use of modern omputers, beause analyti solutions are not
available.
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This review deals with some of the methods known under the umbrella term
quantum Monte Carlo (QMC), speially those that have been most ommonly
used for eletroni struture. Other appliations of QMC are widespread to
rotational and vibrational states of moleules, suh as the work of [1, 2, 3, 4℄,
ondensed matter physis [5, 6℄, and nulear physis [7, 8℄.
QMC methods have several advantages:
• Computer time sales with system size roughly asN3, whereN is the num-
ber of partiles of the system. Reent developments have made possible
the approah to linear saling in ertain ases.
• Computer memory requirements are small and grow modestly with system
size.
• QMC omputer odes are signiantly smaller and more easily adapted to
parallel omputers than basis set moleular quantum mehanis odes.
• Basis set trunation errors are absent in the QMC formalism.
• Monte Carlo numerial eieny an be arbitrarily inreased. QMC al-
ulations have an auray dependene of
√
T , where T is the omputer
time. This enables one to hoose an auray range and readily estimate
the omputer time needed for performing a alulation of an observable
with an aeptable error bar.
The purpose of the present work is to present a desription of the ommonly
used algorithms of QMC for eletroni struture and to report some reent
developments in the eld.
The paper is organized as follows. In Se. II, we provide a short introdution
to the topi, as well as enumerate some properties of wave funtions that are
useful for QMC appliations. In Se. III we desribe ommonly used QMC
algorithms.. In Se. IV, we briey introdue some speial topis that remain
fertile researh areas.
Other soures that omplement and enrih the topis presented in this hap-
ter are our previous monograph, [9℄ and the reviews of [10, 11, 12, 13, 14, 15,
16, 17, 6℄. There are also hapters on QMC ontained in seleted omputational
physis texts [18, 19, 20℄. Seleted appliations of the method are ontained in
Refs. [21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31℄.
QMC methods that are not overed in this review are the auxiliary eld
QMC method [32, 33, 34, 35℄ and path integral methods [36, 37℄.
Atomi units are used throughout, the harge of the eletron, e and Plank's
normalized onstant, h¯ are set to unity. In this metri system, the unit distane
is the Bohr radius, ao.
3
Part II
Introdution
The goal of the quantumMonte Carlo (QMC) method is to solve the Shrödinger
equation, whih in the time independent representation is given by,
HˆΨn(R) = EnΨn(R) (1)
Here, Hˆ is the Hamiltonian operator of the system in state n, with wave
funtion Ψn(R) and energy En; R is a vetor that denotes the 3N oordinates
of the system of N partiles (eletrons and nulei), R ≡ {r1, . . . , rn}. For
moleular systems, in the absene of eletri or magneti elds, the Hamiltonian
has the form Hˆ ≡ Tˆ + Vˆ , where Tˆ is the kineti energy operator, Tˆ ≡ − 12∇2R ≡
− 12
∑
i∇2i , and Vˆ is the potential energy operator. For atomi and moleular
systems Vˆ is the Coloumb potential between partiles of harge qi, Vˆ ≡
∑
ij
qij
rij
.
The rst suggestion of a Monte Carlo solution of the Shrödinger equation
dates bak to Enrio Fermi, based on Metropolis, and Ulam [38℄. He indiated
that a solution to the stationary state equation,
− 1
2
∇2RΨ(R) = EΨ(R)− V (R)Ψ(R) (2)
ould be obtained by introduing a wave funtion of the form, Ψ(R, τ) =
Ψ(R)e−Eτ . This yields the equation,
∂Ψ(R, τ)
∂τ
=
1
2
∇2Ψ(R, τ)− V (R)Ψ(R, τ) (3)
Taking the limit τ →∞, Eq. 2 is reovered. If the seond term on the right
hand side of Eq. 3 is ignored, the equation is isomorphi with a diusion equa-
tion, whih an be simulated by a random walk [39, 40℄, where random walkers
diuse in a R-dimensional spae. If the rst term is ignored, the equation is
a rst-order kinetis equation with a position dependent rate onstant, V (R),
whih an also be interpreted as a stohasti survival probability. A numeri-
al simulation in whih random walkers diuse through R-spae, reprodue in
regions of of low potential, and die in regions of high potential leads to a sta-
tionary distribution proportional to Ψ(R), from whih expetation values an
be obtained.
1 Numerial solution of the Shrödinger equation
Most eorts to solve the Shrödinger equation are wave funtion methods. These
approahes rely exlusively on linear ombinations of Slater determinants, and
inlude onguration interation (CI) and the multi-onguration self-onsistent
eld (MCSCF). There are perturbation approahes inluding the Möller-Plesset
4
series (MP2, MP4), and oupled luster (CC) theory, whih are presently pop-
ular omputational proedures. Wave funtion methods suer from saling de-
ienies. An exat alulation with a given basis set expansion requires N !
omputer operations, where N is the the number of basis funtions. Com-
petitive methods suh as oupled luster with singles and doubles, and triples
perturbation treatment, CCSD(T), sale as N7 1.
A term that we will use later is orrelation energy (CE). It is dened as the
dierene between the exat non-relativisti energy, and the energy of a mean
eld solution of the Shrödinger equation, the Hartree-Fok method, in the limit
of an innite basis set [44, 45℄,
Ecorr = Eexact − EHF , (4)
The CI, MCSCF, MP(N), and CC methods are all direted at generating ener-
gies that approah Eexact.
Other methods that have been developed inlude dimensional expansions
[46℄, and the ontrated Shrödinger equation method [47℄. For an overview of
quantum hemistry methods, see Ref. [48℄.
Sine the pioneering work of the late forties to early sixties [38, 49, 50℄,
the MC and related methods have grown in interest. QMC methods have an
advantage with system size saling, in the simpliity of algorithms and in trial
wave funtion forms that an be used.
2 Properties of the exat wave funtion
The exat time independent wave funtion solves the eigenvalue equation 1.
Some analyti properties of this funtion are very helpful in the onstrution of
trial funtions for QMC methods.
For the present disussion, we are interested in the disrete spetrum of the
Hˆ operator. In most appliations the total Shrödinger equation 1 an be rep-
resented into an eletroni Shrödinger equation and a nulear Shrödinger
equation based on the large mass dierene between eletrons and nulei; This
is the Born-Oppenheimer (BO) approximation. Suh a representation need not
be introdued in QMC but here is the pratial benet of it that the nulei an
be held xed for eletroni motion results in the simplest form of the eletroni
Shrödinger equation.
The wave funtion also must satisfy the virial, hypervirial Hellman-Feynman
and generalized Hellman-Feynman theorems [51, 52, 53℄
2
. The loal energy
[54℄,
EL(R) ≡ HˆΨ(R)
Ψ(R)
(5)
1
For a more detailed analysis of the saling of wave funtion based methods see, for example,
[41℄ and [42℄. For a general overview of these methods, the reader is referred to Chapter I of
this book [43℄.
2
The Hellman-Feynman theorem is disussed in Se. 8.2.3.
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is a onstant for the exat wave funtion.
When harged partiles meet, there is a singularity in the Coulomb potential.
This singularity must be ompensated by a singularity in the kineti energy,
whih results in a disontinuity in the rst derivative, i. e., a usp, in the wave
funtion when two or more partiles meet [55, 56℄. For one eletron oalesing at
a nuleus, if we fous in a one eletron funtion or orbital φ(r) = χ(r)Y ml (θ, φ),
where χ(r) is a radial funtion, and Y ml (θ, φ) is a spherial harmoni with
angular and magneti quantum numbers l and m, the eletron-nuleus usp
ondition is
1
η(r)
dη(r)
dr
|r=0 = − Z
l+ 1
, (6)
where η(r) is the radial wave funtion with the leading r dependene fatored
out, η(r) ≡ χ(r)/rm and Z is the atomi number of the nuleus.
For eletron-eletron interations, the usp ondition takes the form,
1
ηij(r)
dηij(r)
dr
|rij=0 =
1
2(l + 1)
, (7)
where ηij(r) is the r
m
fatored funtion for the eletron-eletron radial dis-
tribution funtion.
Furthermore, ρ¯(r), the spherial average of the eletron density, ρ(r) 3, must
satisfy another usp ondition, namely,
∂
∂r
ρ¯(r)|r=0 = −2Zρ¯(r) (8)
at any nuleus. Another ondition on ρ(r) is that asymptotially, it deays
exponentially,
ρ(r →∞) ≈ e−2
√
2I0r
(9)
where Io is the rst ionization potential. This relation an be derived from
onsideration of a single eletron at large distane. Details on these requirements
an be found in refs. [57℄ and [58℄.
We disuss how to impose properties of the exat wave funtion on QMC
trial funtions in Se. 5.
2.0.1 Approximate wave funtions
James and Coolidge [59℄ proposed three auray tests of a trial wave funtion,
ΨT : the root mean square error in ΨT ,
δΨ = [
∫
(ΨT −Ψo)2dR] 12 (10)
3
If N is the number of eletrons, then ρ(r) is dened by
ρ(r) = N
∫
|Ψ(R)|2dR
6
the energy error,
δE = E(ΨT )− Eo (11)
and the root mean square loal energy deviation,
δEL = [
∫
|(Hˆ − Eo)Ψ|2dR] 12 (12)
where the loal energy is dened as in Eq. 5.
The alulation of δΨ by QMC requires sampling the exat wave funtion, a
proedure that will be desribed in Se. 8.1.
Several stohasti optimization shemes have been proposed for minimizing
expressions 10-12. Most researhers have foused on 12, i.e., minimizing δEL ;
see, for example, MDowell [60℄. In Se. 4 we turn to stohasti wave funtion
optimization proedures.
Part III
Algorithms
In this setion, we desribe the omputational proedures of QMC methods.
All of these methods use MC tehniques widely used in other elds, suh as
operations researh, applied statistis, and lassial statistial mehanis simu-
lations. Tehniques suh as importane sampling, orrelated sampling and MC
optimization are similar in spirit to those desribed in MC treatises [61, 62, 63,
64, 60, 65, 66, 67, 68, 69, 70℄. The reader is referred to the former for more
details on the tehniques desribed in this Setion.
We present the simple, yet powerful variational Monte Carlo (VMC) method,
in whih the Metropolis MC
4
method is used to sample a known trial funtion,
ΨT . We follow with the projetor Monte Carlo (PMC) methods that sample
the unknown ground state wave funtion.
3 Variational Monte Carlo
3.1 Formalism
Variational methods involve the alulation of the expetation value of the
Hamiltonian operator using a trial wave funtion, ΨT . This funtion is de-
pendent on a set of parameters, Λ, that are varied to minimize the expetation
value, i.e.,
4
This algorithm is also known as the M(RT)
2
, due to the full list of the authors that
ontributed to it's development, Metropolis, Rosenbluth, Rosenbluth, Teller and Teller, see
ref. [71℄.
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〈Hˆ〉 = 〈ΨT |Hˆ |ΨT 〉〈ΨT |ΨT 〉 ≡ E[Λ] ≥ Eo (13)
The expetation value 13 an be sampled from a probability distribution
proportional to Ψ2T , and evaluated from the expression,∫
dR
[
HˆΨT (R)
ΨT (R)
]
Ψ2T (R)∫
dRΨ2T (R)
≡
∫
dRELΨ
2
T (R)∫
dRΨ2T (R)
≥ Eo, (14)
where EL is the loal energy dened in Se. 2.0.1. The proedure involves
sampling random points in R-spae from,
P(R) ≡ Ψ
2
T (R)∫
dRΨ2T (R)
(15)
The advantage of using 15 as the probability density funtion is that one
need not perform the averaging of the numerator and denominator of Eq. 14.
The alulation of the ratio of two integrals with the MC method is biased by
denition: the average of a quotient is not equal to the quotient of the averages,
so this hoie of P (R) avoids this problem.
In general, sampling is done using the Metropolis method [71℄, that is well
desribed in Chapter 3 of [65℄, and briey summarized here in Se. 3.1.1.
Expetation values an be obtained using the VMC method from the follow-
ing general expressions [72℄,
〈Oˆ〉 ≡
∫
dRΨT (R)
2Oˆ(R)∫
dRΨT (R)2
∼= 1
N
N∑
i=1
Oˆ(Ri), (16)
〈Oˆd〉 ≡
∫
dR
[
OˆdΨT (R)
ΨT (R)
]
ΨT (R)
2∫
dRΨT (R)2
∼= 1
N
N∑
i=1
OˆdΨT (Ri)
ΨT (Ri)
. (17)
Equation 16 is for a oordinate operator, Oˆ, and 17 is preferred for a dierential
operator, Oˆd.
3.1.1 The generalized Metropolis algorithm
The main idea of the Metropolis algorithm is to sample the eletroni density,
given hereby, Ψ2T (R) using titious kinetis that in the limit of large simulation
time yields the density at equilibrium. A oordinate move is proposed, R→ R′,
whih has the probability of being aepted given by,
P (R→ R′) = min
(
1,
T (R′ → R)Ψ2T (R′)
T (R→ R′)Ψ2T (R)
)
, (18)
where T (R→ R′) denotes the transition probability for a oordinate move from
R to R
′
. In the original Metropolis proedure, T was taken to be a uniform
8
random distribution over a oordinate interval ∆R. Condition 18 is neessary
to satisfy the detailed balane ondition,
T (R′ → R)Ψ2T (R′) = T (R→ R′)Ψ2T (R) (19)
whih is neessary for Ψ2T (R) to be the equilibrium distribution of the sam-
pling proess.
Several improvements to the Metropolis method have been pursued both in
lassial and in QMC simulations. These improvements involve new transition
probability funtions and other sampling proedures. See, for example, [73, 74,
75, 76, 5, 77, 72, 78℄.
A ommon approah for improving T (R→ R′) in VMC, is to use the quan-
tum fore,
Fq ≡ ∇ ln |ΨT (R)2| (20)
as a omponent of the transition probability. The quantum fore an be
inorporated by expanding f(R, τ) = |ΨT (R)2| = e− ln |Ψ2T (R)|, in a Taylor
series in ln |Ψ2T (R)|, and trunating at rst order,
T (R→ R′) ≈ 1
N
eλFq(R)·(R
′−R), (21)
where N is a normalization fator, and λ is a parameter xed for the simu-
lation or optimized in some fashion, for example, see [79℄. A usual improvement
is to introdue a uto in ∆R = (R′−R), so that if the proposed displaement
is larger than a predetermined measure, the move is rejeted.
A good transition probability should also ontain random displaements, so
that all of phase spae an be sampled. The ombination of the desired drift
arising from the quantum fore of Eq. 21 with a Gaussian random move, gives
rise to Langevin titious dynamis, namely,
R
′ → R+ 1
2
Fq(R) + Gδτ , (22)
where Gδτ is a number sampled from a Gaussian distribution with standard
deviation δτ . The propagator or transition probability for Eq. 22 is
TL(R→ R′) = 1√
4πDδτ
3N
e−(R
′−R− 12Fq(R)δτ)2/2δτ
(23)
whih is a drifting Gaussian, spreading in δτ . Using Eq. 22 is equivalent to
nding the solution of the Fokker-Plank equation [40℄,
∂f(R, τ)
∂τ
=
1
2
∇ · (∇− Fq)f(R, τ), (24)
Equation 23 has proved to be a simple and eetive hoie for a VMC tran-
sition probability. More rened hoies an be made, usually with the goal of
inreasing aeptane probabilities in regions of rapid hange in |ΨT (R)2|, suh
as lose to nulei. For a more detailed disussion of this formalism, the reader
9
is direted to Chapter 2 of [9℄. More elaborate transition rules an be found in
[80, 81, 79, 82℄.
3.1.2 Statistis
Usually, VMC alulations are performed using an ensemble of NW random
walkers, W ≡ {R1,R2, . . . ,Rn} that are propagated following T (R → R′)
using the probability P (R → R′) to aept or rejet proposed moves for en-
semble members. Statistial averaging has to take into aount auto-orrelation
between moves that arises if the mean square displaement for the ensemble,
∆(R → R′)2/NW , is suiently large. In suh ases, observables measured at
the points R
′
will be statistially orrelated with those evaluated at R. The
variane for an observable, Oˆ, measured over Ns MC steps of a random walk is,
σOˆ ≡
1
NsNW
(Oi − 〈O〉), (25)
where 〈O〉 is the average of the observations, Oi over the sample. A simple
approah to remove auto-orrelation between samples is to dene a number of
bloks, Nb, where eah blok is an average of of Ns steps, with variane,
σB ≡ 1
NBNW
(Ob − 〈O〉), (26)
where Ob is the average number of observations Nt in blok b. If Nt is
suiently large, σB is a good estimator of the variane of the observable over
the random walk. The auto-orrelation time is a good measure of omputational
eieny, and is given by
Tcorr = lim
Ns→∞
Ns
(
σ2B
σ2
Oˆ
)
(27)
The eieny of a method depends on time step [83℄. Serial orrelation
between sample points should vanish for an aurate estimator of the variane.
For an observable 〈O〉 , the serial orrelation oeient is dened as,
ξk ≡ 1
(〈O2〉 − 〈O〉2)(N − k)
N−k∑
i=1
(Oi − 〈O〉)(Oi+k − 〈O〉), (28)
where k is the number of MC steps between the points Oi and Oi+k. The
funtion 28 deays exponentially with k. The orrelation length, L, is dened
as the number of steps neessary for ξk to deay essentially to zero. For an
aurate variane estimator, bloks should be at least L steps long.
The eieny of a simulation is inversely proportional to ξk. The ξk de-
pendene on time step is usually strong [9℄; the larger the time step, the fewer
steps/blok L neessary, and the more points available for alulating the global
average 〈O〉. A rule of thumb is to use an Nt ≈ 10 times larger than the
auto-orrelation time to insure statistial independene of blok averages, and
therefore a reliable variane estimate.
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The VMC method shares some of the strengths and weaknesses of tradi-
tional variational methods: the energy is an upper bound to the true ground
state energy. If reasonable trial funtions are used, often reliable estimates of
properties an be obtained. For quantum MC appliations, VMC an be used
to obtain valuable results. In hemial appliations, VMC is typially used to
analyze and generate trial wave funtions for PMC.
3.2 Trial wave funtions
In ontrast to wave funtion methods, where the wave funtion is onstruted
from linear ombinations of determinants of orbitals, QMC methods an use
arbitrary funtional forms for the wave funtion subjet to the requirements
in Se. 2. Beause QMC trial wave funtions are not restrited to expansions
in one-eletron funtions (orbitals), more ompat representations are routinely
used. In this setion, we review the forms most ommonly used for QMC al-
ulations.
Fermion wave funtions must be antisymmetri with respet to the exhange
of an arbitrary pair of partile oordinates. If they are onstruted as the
produt of N funtions of the oordinates, φ(r1, r2, . . . rN ), the most general
wave funtion an be onstruted enforing expliit permutation,
Ψ(R,Σ) =
1√
(N ·M)!
∑
n,m
(−1)nSˆmPˆnφ(r1, σ1r2, σ2, . . . , rN , σN ), (29)
where Pˆn is the n
th
oordinate permutation operator, Pˆnφ(r1, r2, . . . ri, rj , . . . rN ) =
φ(r1, r2, . . . rj , ri, . . . rN ), and Sˆmφ(σ1, σ2, σi, σj . . . , σN ) = φ(σ1, σ2, σj , σi . . . , σN )
is the mth spin oordinate permutation operator.
If the funtions φi depend only on single-partile oordinates, their antisym-
metrized produt an be expressed as a Slater determinant,
D(R,Σ) =
1√
N !
det |φ1, . . . , φi(rj , σj), . . . , φn| (30)
Trial wave funtions onstruted from orbitals sale omputationally as N3,
whereN is the system size, ompared toN ! for the fully antisymmetrized form 5.
The number of evaluations an be redued by determining whih permutations
ontribute to a partiular spin state.
For QMC evaluation of properties that do not depend on spin oordinates, Σ,
for a given spin state, theM ! ongurations that arise from relabeling eletrons,
need not be evaluated. The reason is that the Hamiltonian of Eq. 1, ontains
no magneti or spin operators and spin degrees of freedom remain unhanged.
In this ase, and for the remainder of this paper, σ↑ eletrons do not permute
5
The evaluation of a determinant of size N requires N2 omputer operations. If the one-
eletron funtions sale with system size as well, the saling beomes N3. In ontrast, a
fully antisymmetrized form requires the explit evaluation of the N ! permuations, making the
evaluation of this kind of wave funtions in QMC prohibitive for systems of large N .
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with σ↓eletrons, so that the full Slater determinant(s) an be fatored into
a produt of spin-up, D↑ and spin-down, D↓ determinants. The number of
allowed permutations is redued from (N↑ +N↓)! to N↑!N↓! [84, 85℄.
The use of various wave funtion forms in QMC has been explored by [86℄ ,
as well as [87℄. Fully antisymmetri desriptions of the wave funtion are more
exible and require fewer parameters than determinants, but their evaluation is
ineient due to the N ! saling.
A good ompromise is to use a produt wave funtion of a determinant or
linear ombination of determinants, e.g., HF, MCSCF, CASSCF, CI, multiplied
by a orrelation funtion that is symmetri with respet to partile exhange,
ΨT = DF , (31)
Here D denotes the antisymmetri wave funtion fator and F is the sym-
metri fator. We now desribe some of the forms used for D and then we
desribe forms for F . Suh produts are also known as the orrelated moleular
orbital (CMO) wave funtion.
In the CMO wave funtions, the antisymmetri part of the wave funtion is
onstruted as a determinant of independent partile funtions, φi (see Eq. 30).
The φi are usually formed as a linear ombination of basis funtions entered
on atomi enters, φi =
∑
j cjχj . The most ommonly used basis funtions
in traditional ab initio quantum hemistry are Gaussian funtions, whih owe
their popularity to ease of integration of moleular integrals. Gaussian basis
funtions take the form,
χG ≡ xaybzce−ξr
2
(32)
For QMC appliations, it is better to use the Slater-type basis funtions,
χS ≡ xaybzce−ξr (33)
beause they rigorously satisfy the eletron-nulear usp ondition (see Eq.
6), and the asymptoti property of Eq. 9. Nevertheless, in most studies, Gaus-
sian basis funtions have been used, and orretions for enforing the usp on-
ditions an be made to improve loal behavior lose to a nuleus. For example,
in one approah [88℄, the region lose to a nuleus is desribed by a Slater-type
funtion, and a polynomial t is used to onnet the Gaussian region to the
exponential. This proedure strongly redues utuations of the kineti energy
of these funtions, a desirable property for guided VMC and Green's funtion
methods.
The symmetri part of the wave funtion is usually built as a produt of
terms expliitly dependent on inter-partile distane, rij = |ri − rj |. These
funtions are usually onstruted to reprodue the form of the wave funtion
at eletron-eletron and eletron-nuleus usps. A now familiar form is that
proposed by [89, 90, 91℄, and known as the Jastrow ansatz.,
F ≡ eU(rij) ≡ e
∏
i<j
gij , (34)
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where the orrelation funtion gij is,
gij ≡ aijrij
1 + bijrij
(35)
with onstants speied to satisfy the usp onditions,
aij ≡

1
4 , if ij are like spins
1
2 , if ij are unlike spins
1, if ij are electron/nucleus pairs
(36)
Eletron orrelation for parallel spins is taken into aount by the Slater
determinant.
This simple Slater-Jastrow ansatz has a number of desirable properties.
First, as stated above, saling with system size for the evaluation of the trial
funtion is N3, where N is the number of partiles in the system, the orret
usp onditions are satised at two-body oalesene points and the orrela-
tion funtion gij approahes a onstant at large distanes, whih is the orret
behavior as rij →∞.
In general, the inlusion of 3-body and 4-body orrelation terms has been
shown to improve wave funtion quality. The work of [92℄ shows that if the
determinant parameters λD are optimized along with the orrelation funtion
parameters, λC , one nds that the nodal struture of the wave funtion does not
improve notieably in going from 3- to 4-body orrelation terms, whih suggests
that inreasing the number of determinants, ND is more important than adding
fourth- and higher-order orrelation terms.
The use of Feynman-Cohen bakow orrelations [93℄, whih has been sug-
gested [94℄ for the inlusion of three body orrelations in U , has been used in
trial funtions for homogeneous systems suh as the eletron gas [95, 96℄ and
liquid helium [97, 98℄. Feynman [93℄ suggested replaing the orbitals by fun-
tions that inlude hydrodynami bakow eets. His idea was based on the
onservation of partile urrent and the variational priniple. The proedure
involves replaing mean eld orbitals by bakow-orreted orbitals of the form,
φn(ri)→ φn(ri +
∑
j 6=i
rijν(rij)), (37)
where ν(rij) is the bakow funtion. Others [99℄ proposed that ν(rij) should
onsist of the dierene between the l = 0 and l = 1 states of an eetive two-
partile Shrödinger equation. Furthermore, they proposed [100℄ the inlusion
of a 1/r3 tail, as originally suggested by Feynman and Cohen,
ν(r) = λνe
−
[
ri−rj
ων
]2
+
λν′
r3
, (38)
where, λν , λν′ , and ων are variational parameters. As reently noted [95℄, the
inorporation of the full bakow trial funtion into wave funtions involves a
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power of N inrease in omputational expense, but yields a better DMC energy
for the eletron gas
6
.
Reently, one has seen the pratie of taking orbitals from a mean eld al-
ulation and the inlusion of averaged bakow terms in the orrelation funtion
F . The advantage of this approah is that orbitals are unperturbed and readily
obtainable from mean eld omputer odes.
The orrelation funtion form used by [94℄ is a seletion of ertain terms
of the general form originally proposed in onnetion with the transorrelated
method[101℄,
F = e
∑
I,i<j
UIij , (39)
where
UIij =
N(I)∑
k
∆(mkInkI)ckI(g
mkI
iI g
nkI
jI + g
mkI
jI g
nkI
iI )g
okI
ij . (40)
The sum in 39 goes over I nulei, ij eletron pairs, and the sum in Eq. 40 is
over the N(I) terms of the orrelation funtion for eah nuleus. The parameters
m,n and o are integers. The funtion ∆(m,n) takes the value 1 when m 6= n,
and
1
2 otherwise. The funtions gij are speied by Eq. 35.
This orrelation funtion 39, 40 an be shown to have ontributions to aver-
aged bakow eets from the presene of eletron-eletron-nuleus orrelations
that orrespond to values of m,n and o in Eq. 40 of 2,2,0 and 2,0,2. These
ontributions reover ≈ 25% or more of the total orrelation energy of atomi
and moleular systems above that from the simple Jastrow term [94℄.
3.3 The variational Monte Carlo algorithm
The VMC algorithm is an appliation of the generalized Metropolis MC method.
As in most appliations of the method, one needs to insure that the ensemble
has ahieved equilibrium in the simulation sense. Equilibrium is reahed when
the ensemble W is distributed aording to P(R) This is usually ahieved by
performing a Metropolis random walk and monitoring the trae of the observ-
ables of interest. When the trae utuates around a mean, it is generally safe
to start averaging in order to obtain desired properties.
An implementation of the VMC algorithm follows:
1. Equilibration stage
(a) Generate an initial set of random walker positions, Wo; it an be
read in from a previous random walk, or generated at random.
(b) Perform a loop over Ns steps,
6
As disussed in Se. 5.6, an improved xed-node energy is a onsequene of better nodes of
the trial wave funtion, a ritially important harateristi for importane sampling funtions
in QMC methods.
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i. For eah ri of the Np number of partiles,
A. Propose a move from Ψ(R) ≡ Ψ(r1, r2, . . . , ri, . . . , rNp) to
Ψ(R′) ≡ Ψ(r1, r2, . . . , r′i, . . . , rNp). Move from r to r′ a-
ording to
r
′ ← r+ Gδτ + 1
2
Fqδτ, (41)
where Gδτ is a Gaussian random number with standard devi-
ation δτ ,whih is a proposed step size, and Fq is the quantum
fore (see Eq. 21). This is the Langevin dynamis of Eq. 22.
B. Compute the Metropolis aeptane/rejetion probability,
P (R→ R′) = min
(
1,
TL(R
′ → R)Ψ2T (R′)
TL(R→ R′)Ψ2T (R)
)
, (42)
where TL is given by Eq. 23.
C. Compare P (R → R′) with an uniform random number be-
tween 0 and 1, U[0,1]. If P > U[0,1], aept the move, other-
wise, rejet it.
D. Calulate the ontribution to the averages
OˆdΨT (R
′)
ΨT (R′)
, and per-
form bloking statistis as desribed in Se. 3.1.2.
ii. Continue the loop until the desired auray is ahieved.
4 Wave funtion optimization
Trial wave funtions ΨT (R,Λ) for QMC are dependent on variational param-
eters, Λ = {λ1, . . . , λn}. Optimization of Λ is a key element for obtaining
aurate trial funtions. Importane sampling using an optimized trial fun-
tion inreases the eieny of DMC simulations. There is a diret relationship
between trial-funtion auray and the omputer time required to alulate a-
urate expetation values. Some of the parameters λi may be xed by imposing
appropriate wave funtion properties, suh as usp onditions (See Se. 2).
It is useful to divide Λ into groups distinguished by whether the optimization
hanges the nodes of the wave funtion. The Slater determinant parameters,
λD↑↓ and the Slater determinant weights, λkihange wave funtion nodal stru-
ture [102, 94, 103, 29, 104, 28℄. The orrelation funtion parameters, λF do not
hange the nodal struture of the overall wave funtion, and therefore the DMC
energy. For some systems, the optimization of λF is suient for building reli-
able trial funtions for PMC methods, beause F is designed in part to satisfy
usp onditions [55, 56, 27℄.
There have been several optimization methods proposed previously. Some
involve the use of analytial derivatives [85, 105, 106, 107, 108, 109℄, and oth-
ers fous on the use of a xed sample for variane minimization Conroy [110℄,
and more reently others [102, 111, 112℄. Yet another diretion is the use of
histogram analysis for optimizing the energy, variane, and moleular geometry
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for small systems [113℄. In the present study, we onentrate on xed sample
optimization to eliminate stohasti unertainty during the random walk [111℄.
Other authors optimize the trial wave funtion using information obtained
from a DMC random walk [114℄. This approah shows promise, beause usu-
ally the orbitals obtained from a mean eld theory, suh as HF or LDA, are
frozen and used in the DMC alulation without re-optimization speially for
orrelation eets within the DMC framework.
The ommon variane funtional (VF) [102℄ is given by
V F =
∑N
i=1
[
HˆΨ(Ri,Λ)
Ψ(Ri,Λ)
− ET
]2
wi∑N
i=1 wi
, (43)
where ET is a trial energy, wi is a weighting fator dened by
wi(Λ) =
Ψ2i (Ri,Λ)
Ψ2i (Ri,Λ0)
, (44)
and Λ0 is an initial set of parameters. The sum in Eq. 43 is over xed sample
ongurations.
4.0.1 Trial wave funtion quality
The overlap of ΨT with the ground state wave funtion, 〈ΨT |Ψ0〉, by DMC
methods,[115℄ is an very eient way of assessing wave funtion quality. There
is also a trend that orrelates the variational energy of the wave funtion with
assoiated variane in a linear relationship [95, 96℄. This orrelation is expeted
beause both properties, δE , and δEL , approah limits  Eo and zero respetively
 as wave funtion quality improves. Observing this orrelations is a good
method of validating the optimization method, as well as assessing wave funtion
quality.
5 Projetor methods
QMC methods suh as DMC and GFMC are usefully alled projetor Monte
Carlo (PMC) methods
7
. The general idea is to projet out a state of the
Hamiltonian by iteration of a projetion operator, Pˆ . For simpliity, we assume
that the desired state is the ground state, Ψo, but projetors an be onstruted
for any state,
lim
i→∞
Pˆ i|ΨT 〉 ≈ |Ψ0〉. (45)
After suient iterations i, the ontribution of all exited states |Ψi〉, will
be ltered out, and only the ground state is reovered.
If |ΨT 〉 is a vetor and Pˆ is a matrix, then the proedure implied by 45 is the
algebrai power method: If a matrix is applied iteratively to an initial arbitrary
7
The introdutory setion of this Chapter, follows the work of [116, 117, 118℄.
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vetor for a suient number of times, only the dominant eigenvetor, |Ψo〉, will
survive. One an see for large i,
Pˆ i|ΨT 〉 = λio〈Ψo|ΨT 〉|Ψo〉+O(λi1), (46)
where λo is the leading eigenvalue, and λ1 is the largest sub-leading eigen-
value.
For this approah, it is possible to obtain an estimator of the eigenvalue, as
desribed in [62℄, given by,
λo = lim
i→∞
(
〈φ|Pˆ i+j |ΨT 〉
〈φ|Pˆ i|ΨT 〉
) 1
m
(47)
5.0.2 Markov proesses and stohasti projetion
For high dimensional vetors, suh as those enountered in moleular eletroni
struture, the algebrai power method desribed previously needs to be general-
ized with stohasti implementation. For this to our, the projetion operator
must be symmetri, so that all eigenvalues are real. This is the ase for QMC
methods, beause Pˆ is a funtion of the Hamiltonian operator, Hˆ , whih is
Hermitian by onstrution.
A stohasti matrix is a normalized non-negative matrix. By normalization,
we mean that the stohasti matrix olumns add to one,
∑
iMij = 1. An R-
spae representation would be a stohasti propagator M(R,R′) that satises
the ondition ∫
M(R,R′)dR′ = 1. (48)
A Markov hain is a sequene of states obtained from subsequent transitions
from state i to j with a probability related to the stohasti matrix element
Mij , in whih the move only depends on the urrent state, i. For example, in
R-spae, this is equivalent to the following proess
π(R′) =
∫
M(R′,R′′)π(R′′)dR′′
π(R) =
∫
M(R,R′)π(R′)dR′ (49)
. . .
The sequene of states S = {π(R′′), π(R′), π(R), . . .}is the Markov hain.
The propagators of QMC for eletroni struture are not generally normal-
ized, therefore they are not stohasti matries, but we an represent them in
terms of the latter by fatoring,
Pˆij = Mijwj , (50)
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where the weights, wj , are dened by wj =
∑
i Pˆij . This denition unambigu-
ously denes both, the assoiated stohasti matrix M and the weight vetor
w.
A MC sampling sheme of Pˆij |ΨT 〉 an be generated by rst performing a
random walk, and keep a weight vetor, W (R) for the random walkers,
Ψ(R′) ≡ pi(R′)W (R′) =
∫
P (R′,R′′)Ψ(R′′)dR′′ =
∫
M(R′,R′′)B(R′)Ψ(R′′)dR′′
Ψ(R) ≡ pi(R)W (R) =
∫
P (R,R′)Ψ(R′)dR′ =
∫
M(R,R′)B(R)Ψ(R′)dR′ (51)
. . .
Here, B(R) is the funtion that determines the weight of the ongurations
at eah state of the random hain. This leads to a generalized stohasti pro-
jetion algorithm for unnormalized transition probabilities that forms the basis
for population Monte Carlo (PopMC) algorithms, whih are not only used for
QMC, but they are also used for statistial information proessing and roboti
vision [119℄. A generalized PopMC stohasti projetion algorithm, represented
in R-spae follows,
1. INITIALIZE
Generate a set of n random walkers, loated at dierent spatial positions,
W ≡ {R1,R2, . . . ,Rn}, where Ri denotes a Dira Delta funtion at that
point in spae, δ(R −Ri). These points are intended to sample a proba-
bility density funtion Φ(R).
2. MOVE
(a) Eah walker j is moved independently from R to a new position R′,
aording to the transition probability
T (R→ R′) ≡M(R,R′) (52)
(b) Ensure detailed balane if T (R → R′) 6= T (R′ → R), by using a
Metropolis aeptane/rejetion step as in Eq. 42
3. WEIGHT
(a) Calulate a weight vetor using a weighting funtion B(Ri)
w∗i = B(Ri) (53)
The ideal weight funtion preserves normalization of Pˆ (R,R′) and
maintains individual weights, wi lose to unity.
(b) Update the weight of the walker, multiplying the weight of the pre-
vious iteration by the weight of the new iteration,
w′i = w
∗
i ∗ wi (54)
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4. RECONFIGURATION
(a) Split walkers with large weights into multiple walkers with weights
that add up to the original weight.
(b) Remove walkers with small weight.
Step 4 is neessary to avoid statistial utuations in the weights. It is a form of
importane sampling in the sense that makes the alulation stable over time.
Some algorithms omit this step; see, for example, eorts by [84℄, but it has
been proved that suh alulations eventually diverge [120℄. There is a slight
bias assoiated with the introdution of step 4 together with population ontrol
methods, that will be disussed in Se. 5.3. When step 4 is used, B(R) is also
referred in the literature as a branhing fator.
It is important to reall that PopMC algorithms are not anonial Markov
Chain Monte Carlo (MCMC) algorithms [121, 69℄, in the sense that the prop-
agator used is not normalized, and therefore fatoring the propagator into a
normalized transition probability and a weighting funtion is required.
5.0.3 Projetion operators or Green's funtions
Dierent projetion operators lead to dierent QMC methods. If the resolvent
operator,
Pˆ (Hˆ) ≡ 1
1 + δτ(Hˆ − ER)
, (55)
is used, one obtains Green's funtion Monte Carlo (GFMC) [50, 122℄. This
algorithm will be desribed in Se. 5.5
If the imaginary time evolution operator is used, i.e.,
Pˆ (Hˆ) ≡ e−δτ(Hˆ−ER), (56)
one has the DMC method [123, 124℄, whih is disussed in Se. 5.1.2.
For nite δτ , and for moleular systems, the exat projetor is not known
analytially. In GFMC, the resolvent of Eq. 55 is sampled by iteration of a
simpler resolvent, whereas for DMC, the resolvent is known exatly at τ → 0 ,
so an extrapolation to δτ → 0 is done.
Note that any dereasing funtion of Hˆ an serve as a projetor. Therefore,
new QMC methods still await to be explored.
5.1 Imaginary propagator
If one transforms the time-dependent Shrödinger equation (Eq. 2) to imaginary
time, i. e.,
it→ τ (57)
then one obtains
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∂∂τ
Ψ(R, τ) = (Hˆ − ER)Ψ(R, τ). (58)
Here ER is an energy oset, alled the referene energy. For real Ψ(R, τ),
this equation has the advantage of being an equation in RN , whereas Eq. 2,
has in general, omplex solutions.
Equation 58 an be ast into integral form,
Ψ(R, τ + δτ) = λτ
∫
G(R,R′, δτ)Ψ(R′, τ)dR′ (59)
The Green's funtion, G(R
′
,R, δτ), satises the same boundary onditions
as Eq.. 58,
∂
∂τ
G(R,R′, δτ) = (Hˆ − ET )G(R,R′, δτ) (60)
with the initial onditions assoiated with the propagation of a Dira delta
funtion, namely,
G(R,R′, 0) = δ(R−R′) (61)
The form of the Green's funtion that satises Eq. 60, subjet to 61 is,
G(R,R′, δτ) = 〈R|e−τ(Hˆ−ER)|R〉 (62)
This operator an be expanded in eigenfuntions, Ψα, and eigenvalues Eα
of the system,
G(R,R′, δτ) =
∑
α
e−τ(Eα−ER)Ψ∗α(R
′)Ψα(R) (63)
For an arbitrary initial trial funtion, Ψ(R), in the long term limit, τ →∞,
one has
lim
τ→∞
e−τ(Hˆ−ET )Ψ = lim
τ→∞
∫
G(R′,R, τ)Ψ(R′)dR′ = (64)
lim
τ→∞
〈Ψ|Ψo〉e−τ(Eo−ER)φo,
and only the ground state wave funtion Ψo is obtained from any initial
wave funtion. Therefore, the imaginary time evolution operator an be used
as a projetion operator as mentioned at the beginning of this Chapter.
5.1.1 Diusion Monte Carlo stohasti projetion
Due to the high dimensionality of moleular systems, a MC projetion proedure
is used for obtaining expetation values. In this approah, the wave funtion
is represented as an ensemble of delta funtions, also known as ongurations,
walkers, or psips (psi-partiles):
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Φ(R)←→
∑
k
δ(R −Rk) (65)
The wave funtion is propagated in imaginary time using the Green's fun-
tion. In the ontinuous ase, one an onstrut a Neumann series,
Ψ(2)(R, τ) = λ1
∫
G(R′,R, τ2 − τ1)Ψ(1)(R′)dR
Ψ(3)(R, τ) = λ2
∫
G(R′,R, τ3 − τ2)Ψ(2)(R′)dR
(...) (66)
This Neumann series is a spei ase of the PopMC propagation of Se.
5.0.2. The disrete Neumann series an be onstruted in a similar way:
Φ(n+1)(R, τ + δτ)←→ λk
∑
k
G(n)(R,R′, δτ) (67)
Therefore, a stohasti vetor of ongurations W ≡ {R1, . . . ,Rn} is used
to represent Ψ(R) and is iterated using G(n)(R,R′, δτ).
5.1.2 The form of the propagator
Sampling Eq. 62 an not be done exatly, beause the argument of the expo-
nential is an operator omposed of two terms that do not ommute with eah
other.
In the short-time approximation (STA), the propagator G(R,Rk, dτ) is ap-
proximated as if the kineti and potential energy operators ommuted with eah
other,
e(T+V )δτ ≈ eTδτ · eV δτ +O((δτ)2) ≡ GST ≡ GD ·GB (68)
The Green's funtion then beomes the produt of a diusion fator, GD
and a branhing fator GB . Both propagators are known,
GD = (2πτ)
−3N/2e−
(R−R
′
)2
2τ , (69)
and,
GB = e
−δτ(V (R)−2ET ). (70)
GD is a fundamental solution of the Fourier equation (that desribes a dif-
fusion proess in wave funtion spae) and GB is the fundamental solution of a
rst-order kineti birth-death proess.
The Campbell-Baker-Haussdor (CBH) formula,
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eAeB = eA+B+
1
2 [A,B]+
1
12 [(A−B),[A,B]]+...
(71)
an help in onstruting more aurate deompositions, suh as an expansion
with a ubi error O((δτ)3),
eδτ(T+V ) = eδτ(V/2)eδτT eδτ(V/2) +O((δτ)3) (72)
There are more sophistiated seond order, [117℄, and fourth order, [125, 126℄
, expansions that redue the error onsiderably and make more exat DMC
algorithms at the expense of a more omplex propagator.
The most ommon implementation using GD as a stohasti transition prob-
ability T (R→ R′), and GB as a weighting or branhing fator, B(R). Sampling
of Eq. 69 an be ahieved by obtaining random variates from a Gaussian dis-
tribution of standard deviation δτ , Gδτ .
5.2 Importane sampling
Diret appliation of the algorithm of the previous setion to systems governed
by the Coloumb potential leads to large population utuations. These arise
beause the potential Vˆ (R) beomes unbounded and indues large utuations
in the random walker population. A remedy, importane sampling, was rst
used for GFMC in 1962 [50℄ and extended to the DMC method in 1980 [5℄.
In importane sampling, the goal is to redue utuations, by multiplying
the probability distribution by a known trial funtion, ΨT (R), that is expeted
to be a good approximation for the wave funtion of the system. Rather than
Ψ(R, τ), one samples the produt,
f(R, τ) = ΨT (R)Ψ(R, τ) (73)
Multiplying Eq. 59 by ΨT (R), one obtains,
f(R, τ + dτ) =
∫
K(R′,R, δτ)f(R′, τ)dR′, (74)
where K(R,R′, δτ) ≡ e−τ(Hˆ−ET ) ΨT (R)ΨT (R′) . Expanding K in a Taylor series,
at the δτ → 0 limit, one obtains the expression,
K = Ne−(R2−R1+
1
2∇ lnΨT (R1)δτ)2/(2δτ) × e−(
HˆΨT (R1)
ΨT (R1)
−ET )δτ ≡ KD ×KB (75)
Equation 75 is losely assoiated to the produt of the Kernel of the Smolu-
howski equation, whih desribes a diusion proess with drift, multiplied by a
rst order rate proess. Here the rate proess is dominated by the loal energy,
instead of the potential. The random walk is modied by appearane of a drift
term that moves ongurations to regions of high values of the wave funtion.
This drift is the quantum fore of Eq. 20.
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The exess loal energy (ET −EL(R)) replaes the exess potential energy in
the branhing term exponent, see 70. The loal energy has kineti and potential
energy ontributions that tend to anel eah other, giving a smoother funtion:
If ΨT (R) is a reasonable funtion, the exess loal energy will be nearly a
onstant. The regions where harged partiles meet have to be taken are of by
enforing the usp onditions on ΨT (R) (See Se. 2).
The loal energy is the estimator of the energy with a lower statistial vari-
ane, so it is preferred over other possible hoies for an estimator. A simple
average of the loal energy will yield the estimator of the energy of the quantum
system
8
,
〈EL〉 =
∫
f(R, τ →∞)EL(R)dR/
∫
f(R)dR (76)
=
∫
Ψ(R)ΨT (R)
[
HˆΨT (R)
ΨT (R)
]
dR/
∫
Ψ(R)ΨT (R)
=
∫
Ψ(R)HˆΨ(R)dR/
∫
Ψ(R)ΨT (R)dR
= Eo
Therefore, a simple averaging of the loal energy, will yield the DMC energy
estimator:
〈EL〉 = lim
Ns→∞
1
Ns
Nw∑
i
EL(Ri) (77)
Beause the importane sampled propagator, K(R,R′, δτ), is only exat to
a ertain order, for obtaining an exat estimator is neessary to extrapolate to
δτ = 0 for several values of 〈EL〉.
Importane sampling with appropriate trial funtions, suh as those used
for aurate VMC alulations, an inrease the eieny of the random walk
by several orders of magnitude. In the limit required to obtain the exat trial
funtion, only a single evaluation of the loal energy is required to obtain the
exat answer. Importane sampling has made moleular and atomi alulations
feasible. Note that the quantum fore present in Eq. 75 also moves random
walkers away from the nodal regions into regions of large values of the trial
wave funtion, reduing the number of attempted node rossings by several
orders of magnitude.
5.3 Population ontrol
If left unontrolled, the population of random walkers will eventually vanish or
ll all omputer memory. Therefore, some form of population ontrol is needed
to stabilize the number of random walkers. Control is usually ahieved by slowly
8
For other energy estimators, refer to the disussion in [122℄ and [9℄.
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hanging ET as the simulation progresses. As more walkers are produed in the
proedure, one needs to lower the trial energy, ET , or if the population starts
to derease, then one needs to raise ET . This an be ahieved by periodially
hanging the trial energy. One version of the adjustment is to use,
ET = 〈Eo〉+ α ln N
0
w
Nw
, (78)
where < Eo > is the best approximation to the eigenvalue of the problem to
this point, α is a parameter that should be as small as possible while still having
a population ontrol eet, N0w is the number of desired random walkers, and
Nw is the urrent number of random walkers.
This simple population ontrol proedure has a slight bias if the population
ontrol parameter α is large, or if the population is small. The bias observed
goes as 1/Nw, and, formally a Nw → ∞ extrapolation is required. The bias is
absent in the limit of an innite population.
A reently resurreted population ontrol strategy, stohasti reonguration
[127, 128, 129, 120℄ originally ame from a the work of [116℄. In this algorithm,
walkers arry a weight, but the weight is redetermined at eah step to keep
the population onstant. The idea behind this method is to ontrol the global
weight w¯ of the population,
w¯ =
1
Nw
Nw∑
i=1
wi (79)
The idea is to introdue a renormalized individual walker weight, ωi, dened
as,
ωi ≡ wi
w¯
. (80)
Another stohasti reonguration sheme proposes setting the number of
opies of walker i for the next step, proportional to the renormalized walker
weight, ωi. This algorithm has shown to have less bias than the sheme of Eq.
78, and also has the advantage of having the same number of walkers at eah
step, simplifying implementations of the algorithm in parallel omputers.
5.4 Diusion Monte Carlo algorithm
There are several versions of the DMC algorithm. The approah presented
here fouses on simpliity. For the latest developments, the reader is referred to
the referenes [124, 130, 131℄.
1. Initialize an ensemble W of NW ongurations, distributed aording to
P (R) for ΨT (R); for example, use the random walkers obtained from a
previous VMC run.
2. For every onguration in W ,
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(a) Propose an eletron move from Ψ(R) ≡ Ψ(r1, r2, . . . , ri, . . . , rNp) to
Ψ(R′) ≡ Ψ(r1, r2, . . . , r′i, . . . , rNp). The short-time approximation
propagator, K(R,R′; δτ), has an assoiated stohasti move,
R
′ → R+ Fq(R)δτ + Gδτ (81)
(b) Enfore the xed node onstraint: if a random walker rosses a node,
i.e. sign(ΨT (R)) 6= sign(ΨT (R′)), then rejet the move for the ur-
rent eletron and proeed to treat the next eletron.
() Compute the Metropolis aeptane/rejetion probability
P (R→ R′) = min
(
1,
KD(R,R
′; δτ)Ψ2T (R
′)
KD(R′,R; δτ)Ψ2T (R)
)
, (82)
where KD is the diusion and drift transition probability given by
Eq. 75.
(d) Compare P (R → R′) with an uniform random number between 0
and 1, U[0,1], if P > U[0,1], aept the move, otherwise, rejet it.
3. Calulate the branhing fator GB for the urrent onguration
B(R,R′) = e(ER−
1
2 (
HˆΨT (R
′)
ΨT (R
′)
+
HˆΨT (R)
ΨT (R)
))δτ
. (83)
4. Aumulate all observables, suh as the energy. All ontributions, Oi, are
weighted by the branhing fator, i. e.,
O
(n+1)
T = O
(n)
T +B(R,R
′)Oi(R), (84)
where O
(n)
T is the umulative sum of the observable at step n.
5. Generate a new generation of random walkers, reproduing the existing
population, reating an average B(R,R′) new walkers out of a walker at
R. The simplest proedure for ahieving this goal is to generate n new
opies of R where n = int(B(R,R′) + U[0,1]).
6. Perform bloking statistis (see Se. 3.1.2), and apply population ontrol
(see Se. 5.3)
(a) One hoie is to update the referene energy, ER at the end of eah
aumulation blok,
ER ← ER + EωR ∗ EB , (85)
where EωR is a re-weighting parameter, usually hosen to be ≈ 0.5,
and EB is the average energy for blok B, EB = E
sum/NB
(b) Disard a relaxation time of steps, NRel, whih is of the order of a
tenth of a blok, beause moving the referene energy indues the
most bias in about one relaxation time.
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7. Continue the loop until the desired auray is ahieved.
Umrigar et al. [131℄ proposed several modiations to the above algorithm to
redue time-step error. These modiations onentrate on improving the prop-
agator in regions where the short-time approximation performs poorly; namely,
near wave funtion nodes and Coulomb singularities. These propagator errors
are expeted, beause the short-time approximation propagator assumes a on-
stant potential over the move interval, whih is a poor approximation in Ψ
regions where the Coulomb interation diverges.
5.5 Green's funtion Monte Carlo
The GFMC method is a QMC approah that has the advantage of having
no time-step error. It has been shown to require more omputer time than
DMC, and therefore, has been applied less frequently than DMC to atomi and
moleular systems. Good desriptions of the method an be found in [50, 132,
133, 65, 134℄. The GFMC approah is a PopMC method for whih the projetor
for obtaining the ground state Green's funtion is the standard resolvent for the
Shrödinger equation (see Eq. 55). The integral equation for this ase, takes
the simple form,
Ψ(n+1) =
[
ET + EC
Hˆ + EC
]
Ψ(n) (86)
where the onstant EC is positive and fullls the ondition that |EC | > |Eo|,
and ET is a trial energy. The resolvent of Eq. 86 is related to the DMC
propagator by the one-sided Laplae transform,
1
Hˆ + EC
=
∫ ∞
0
e−(Hˆ+EC)τdτ (87)
This integral is evaluated by MC. After equilibration, the sampled times
have a Poisson distribution with a mean of
Ns
Eo+EC
after Ns steps. EC is a
parameter that ontrols the average time step.
The Green's funtion is not known in lose form, so it has to be sampled by
MC. This an be done by rewriting the resolvent in the form,
1
Hˆ + EC
=
1
HˆU + EC
+
1
HˆU + EC
(HˆU − Hˆ) 1
Hˆ + EC
(88)
The Hamiltonian HˆU represents a family of solvable Hamiltonians. To sam-
ple the Green's funtion, one samples the sum of terms on the right-hand side of
Eq. 88.. The Green's funtions assoiated with Hˆ and HˆU , satisfy the relations,
(Hˆ + EC)G(R,R
′) = δ(R−R′) (89)
(HˆU + EC)GU (R,R
′) = δ(R −R′) (90)
26
The most ommonly used form of HˆU is,
HˆU =
1
2
∇2R + U (91)
where U is a potential that is independent of R. It is onvenient to have
GU (R,R
′) vanish at the domain boundary. HˆU should be a good approximation
to Hˆ in the domain to ahieve good onvergene.
The R-spae representation of Eq. 88 is
G(R,R′) = GU (R,R′)−
∫
S
dR′′G(R,R′′) [−nˆ · ∇GU (R′′,R)]
+
∫
V
dR′′G(R,R′′) [U − V (R′′)]GU (R′′,R′) (92)
5.6 Fixed-node approximation
We have not disussed the impliations of the fermion harater of Ψ(R). It is
an exited state in a manifold ontaining all the fermioni and bosoni states.
A fermion wave funtion has positive and negative regions that are diult to
sample with the DMC algorithm as desribed in Se. 5.4. Considering real wave
funtions, Ψ(R) ontains positive and negative regions, Ψ+(R), and Ψ−(R)
that, in priniple, ould be represented as probabilities. The sign of the wave
funtion ould be used as an extra weight for the random walk. In pratie, this
is a very slowly onvergent method.
Returning to the importane sampled algorithm, reall that the initial distri-
bution, |Ψ(R)|2, is positive . Nevertheless, the Green's funtion, K(R,R′), an
beome negative, if a random walker rosses a node of the trial wave funtion.
Again, the sign of K(R,R′) ould be used as a weight for sampling |K(R,R′)|.
The problem is that the statistis of this proess lead to exponential growth of
the variane of any observable.
The simplest approah to avoid exponential growth is to forbid moves in
whih the produt wave funtion, Ψ(R)ΨT (R), hanges sign. This boundary
ondition on permitted moves is the dening harateristi of the xed-node
approximation (FNA). The nodes of the sampled wave funtion are xed to be
the nodes of the trial wave funtion. The FNA is an inherent feature of the
DMC method, whih is, by far, the most ommonly used method for atomi
and moleular MC appliations [123, 124℄.
The xed-node energy is an upper bound to the exat energy of the system.
In fat, it is the best solution for that xed set of nodes. The DMC method
has muh higher auray than the VMC method. For atomi and moleular
systems, it is ommon to reover 95 − 100% of the CE, f Se. 1, whereas the
CE reovered with the VMC approah is typially less than 80% of the total.
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5.7 Exat methods
Probably the most important algorithmi hallenge that still remains to be ex-
plored is the node problem. Although progress has been made in systems that
ontain up to a dozen of eletrons [135, 136, 137, 138, 139℄, a stable algorithm
that an sample the exat wave funtion without resorting to the FNA remains
to be determined. In this setion, we disuss a family of methods that avoid
the FNA. These approahes yield exat answers, usually assoiated with a large
inrease in omputational time.
The Pauli antisymmetry priniple imposes a boundary ondition on the wave
funtion. It is the requirement that the exhange of like-spin eletrons hanges
the sign of the wave funtion. This ondition is a global ondition that has to
be enfored within an algorithm that only onsiders individual random walkers,
i.e., a loal algorithm. The FNA is the most ommonly imposed boundary
ondition. It satises the variational priniple, i.e, FN solutions approah the
exat energy from above. This is an useful property, but one that does not assist
the searh for exat results, beause there is not an easy way to parametrize
the nodal surfae and vary it to obtain the exat solution. We now desribe
methods that impose no additional boundary onditions on the wave funtion.
5.7.1 The release node method
The evolution operator, e−τ(Hˆ−ET ), is symmetri and has the same form for
both fermions and bosons. Straightforward appliation of it to an arbitrary
initial wave funtion, |Ψo〉, leads to ollapse to the ground state bosoni wave
funtion, as an be seen from Eq. 64.
An arbitrary fermion wave funtion, Ψ(R), an be separated into two fun-
tions, Ψ+(R), and Ψ−(R), as follows,
Ψ±(R, τ) ≡ 1
2
[|Ψ(R, τ)| ±Ψ(R, τ)] . (93)
Note that the original trial wave funtion is reovered as,
Ψ(R, τ) = Ψ+(R, τ) −Ψ+(R, τ) (94)
The released node (RN) algorithm involves two independent DMC alula-
tions, using Ψ+ and Ψ− as the wave funtions to evolve,
Ψ(R, τ) =
∫
G(R,R′, δτ)Ψ(R′, 0)dR′ = (95)∫
G(R,R′, τ)Ψ+(R′, 0)dR′ −
∫
G(R,R′, τ)Ψ−(R′, 0)dR′ =
Ψ+(R, τ)−Ψ−(R, τ)
The time evolution of the system an be followed from the dierene of sep-
arate simulations for Ψ±(R). Note that both distributions are always positive
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during the simulation, and that they deay to the ground state bosoni wave
funtion. This deay is problemati beause the signal-to-noise ratio in this
method depends on the dierene between these two distributions. The deay
of the dierene Ψ+(R, τ)−Ψ−(R, τ) goes roughly as eτ(EF−EB), where EF is
the lowest fermion state energy and EB is the bosoni ground state energy.
For this method to be pratial, one needs to start with the distribution
of a good fermion trial wave funtion. The distribution will evolve from this
starting point to the bosoni ground state at large imaginary time τ . In an
intermediate transient regime one an ollet information on the exat fermion
wave funtion.
The energy an be estimated from the expression,
ERN (τ) =
∫
Ψ(R, τ)HˆΨT (R)dR∫
Ψ(R, τ)ΨT dR
(96)
=
∫
Ψ+(R, τ)HˆΨT (R)dR∫
[Ψ+(R, τ)−Ψ−(R, τ)] ΨT (R)dR −
∫
Ψ−(R, τ)HˆΨT (R)dR∫
[Ψ+(R, τ)−Ψ−(R, τ)] ΨT (R)dR
= EF
In the release node method [136℄, a xed-node distribution is propagated as
usual, but now two sets of random walkers are retained, WFN , the xed node
ensemble and WRN , the released node ensemble. Walkers are allowed to ross
nodes, and when they do, they are transferred from WFN to WRN . Also a
aount is made of the number of iterations that a walker has survived, SRN =
{s1, . . . , sNw}. This index is used to bin the walkers by age. Eah time a walker
rosses a node, a summation weight assoiated with it, ΩRN = {ω1, . . . , ωNw}
hanges sign. These weights determine the sign of the walker ontribution to
global averages.
The released node energy an be alulated using the estimator,
ERN =
∑Nw
i=1 ωi
ΨT (Ri)
Ψ(Ri)
EL(Ri)∑Nw
i=1 ωi
ΨT (Ri)
Ψ(Ri)
. (97)
5.7.2 Fermion Monte Carlo
From the previous setion one an infer that if a method in whih the dis-
tribution does not go to the bosoni ground state, but stays in an interme-
diate regime, will not have the deieny of exponential growth of signal to
noise. This leads to the fermion Monte Carlo (FMC) method. The approah
[140, 141, 142, 143, 144℄ involves orrelated random walks that ahieve a on-
stant signal to noise.
The expetation value of Eq. 97 for an arbitrary distribution of signed
walkers an be rewritten as
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〈EFMC〉 =
∑Nw
i=1[
HˆψT (R
+
i
)
Ψ+
G
(R+
i
)
− HˆψT (R
−
i
)
Ψ−
G
(R−
i
)∑Nw
i=1[
ψT (R
+
i
)
Ψ+
G
(R+
i
)
ψT (R
−
i
)
Ψ−
G
(R−
i
)
]
(98)
where Ψ±G(R
±) are the guiding funtions for a pair of random walkers Pi =
{R+i ,R−i }. Note that the variane of the energy estimator of Eq. 98 goes to
innity as the dierene between the two populations goes to zero, i. e. the
denominator,
D ≡
Nw∑
i=1
[
ψT (R
+
i )
Ψ+G(R
+
i )
ψT (R
−
i )
Ψ−G(R
−
i )
], (99)
goes to zero as the simulation approahes to the bosoni ground state. A pro-
edure that would not hange 〈EFMC〉 would be to anel positive and negative
random walkers whenever they meet [135℄. Although random walks are guaran-
teed to meet in one dimension, they need not meet in several dimensions, due
to the exponentially deaying walker density in R-spae. Besides, anellation
has to be ombined with other proedures to insure a stable algorithm.
Canellation an be inreased by introduing orrelation between the random
walkers. Reall the diusion step in DMC, in whih walkers diuse from R
to R
′
following GD of Eq. 69. In the DMC algorithm, this is implemented
stohastially by updating the oordinates of the random walkers with a random
displaement taken from a Gaussian distribution with a variane of δτ ,
R
′+ → R+ + G+δτ and R− → R− + G−δτ . (100)
If we introdue orrelation between the Gaussian vetors, G+δτ and G−δτ , the
expetation value of Eq. 98 is not aeted, beause it is linear in the density of
random walkers.
An eient anellation sheme an be ahieved if the Gaussian vetors are
orrelated as follows,
G−δτ = G+δτU− − 2(G+δτ ·
(R+ −R−)
|R+ −R−|2 ) · (R
+ −R−), (101)
Equation 101 aounts for reetion along the perpendiular bisetor of the
vetor that onnets the pair, R
+ − R−. This anellation sheme generates
a orrelated random walk in one dimension along the vetor R
+ − R−. This
one-dimensional random walk is independent of the number of dimensions of the
physial system, and therefore, overomes the anellation diulties mentioned
above. Walkers are guaranteed to meet under these onditions.
The modiations to the DMC algorithm mentioned to this point are ne-
essary, but not suient for ahieving a stable algorithm. If one were to in-
terhange the random walker populations, {R+1 , . . . ,R+Nw} ↔ {R−1 , . . . ,R−Nw},
the titious dynamis would not be able to distinguish between the two popu-
lations, leading to a random walk with two degenerate ground states. Namely,
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a ground state in whih all the positive walkers, R
+
are marginally on the
positive region of the wave funtion, and vie versa, {Ψ+(R+),Ψ−(R−)} and
{Ψ+{R−},Ψ−(R+)}. This plus-minus symmetry an be broken by using two
distint guiding funtions. For example, the guiding funtion
Ψ±G =
√
Ψ2
S
(R) + c2Ψ2
A
(R)± cΨA(R), (102)
where ΨS(R) is a symmetri funtion under permutation of eletron labels;
ΨA(R) is an antisymmetri funtion, and c is a small adjustable parameter. The
guiding funtions of Eq. 102 are almost equal, whih provides nearly idential
branhing fators for the walker pair. It is positive everywhere, a requirement for
the DMC algorithm, and it is symmetri under permutation of the oordinates,
Ψ+
G
(PˆR) = Ψ−
G
(R).
The use of dierent guiding funtions is the last required ingredient for a
stable algorithm. It breaks the plus-minus symmetry eetively, beause the
drift dynamis is dierent beause the quantum fore of Eq. 20 is distint for
eah population.
For a omplete desription of the FMC algorithm, the reader is referred to
[143℄.
The denominator of Eq. 99 is an indiator of stability of the algorithm.
It is a measure of the antisymmetri omponent of the wave funtion. FMC
alulations have shown stable denominators for thousands of relaxation times,
indiating the stability of the fermion algorithm.
Early versions of the method [135℄ do not sale well with system size, due
to the use of unorrelated anellation shemes. Nevertheless, researhers have
been applied suessfully to several small moleular systems obtaining solutions
to the Shrödinger equation with no systemati error [137, 145, 146, 147℄. This
version of the FMC algorithm, with GFMC propagation and without orrelated
dynamis, is known as exat quantum Monte Carlo (EQMC).
5.8 Zero variane priniple
An inrease in omputational eieny an be ahieved by improving the observ-
ables Oˆ by renormalizing them to observables that have the same expetation
value, but lower variane. Reent work [148, 149℄ has shown that estimators for
the energy and energy derivatives with respet to nulear oordinates an be
onstruted.
One an propose a trial operator HˆV and auxiliary trial funtion, ΨV suh
that the evaluation of a renormalized observable O will have a variane that
is smaller than that of the original observable Oˆ, and in priniple an even be
suppressed.
To develop this onept, let us onstrut a trial operator HˆV suh that,∫
HˆV (R,R
′)
√
π(R′)dR′ = 0, (103)
where π(R′) is the MC distribution. For example, in VMC the MC dis-
tribution is the wave funtion squared, ΨT (R)
2
, and in DMC it is the mixed
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distribution of Eq. 73. Next, propose a renormalized observable O(R) related
to the observable Oˆ(R) given by,
O(R) = Oˆ(R) +
∫
HˆV (R,R
′)ψV (R′)dR′√
π(R′)
(104)
The mean of the resaled operator is formally,
< O >=
∫
Oˆ(R)π(R)dR +
∫ ∫
pi(R)HˆV (R,R
′)ΨV (R
′)dRdR′√
pi(R)∫
π(R)dR
(105)
whih, by property 103, is the same as the mean for the unnormalized oper-
ator:
< O >=< Oˆ > (106)
Operator O an be used as an unbiased estimator, even though statistial
errors for O and Oˆ an be quite dierent. The goal of this kind of importane
sampling is to redue the utuations by onstrution of suh an operator.
The implementation of the proedure requires the optimization of a set of
parameters for the auxiliary trial wave funtion, ΨV (R,ΛV ), using the mini-
mization funtional,∫
HˆV (R,R
′)ΨV (R,ΛV )dR′ = −[O¯(x)− < O¯ >]
√
π(R) (107)
After the parameters ΛV are optimized, one an run a simulation to average
O, instead of Oˆ. The hoie of auxiliary Hamiltonian suggested by reent work
[148℄ is
HV (x, y) = −1
2
∇2R +
1
2
√
π(R)
∇2R
√
π(R). (108)
Note that when Eq. 108 is applied to
√
π(R), the R′ integration vanishes by
onstrution. The hoie of auxiliary wave funtion is open, and an interesting
observation is that minimization of the normalization fator of ΨV (R), for any
hoie of auxiliary trial wave funtion, will redue utuations in the auxiliary
observable,
σ(O¯)2 = σ(Oˆ)2 −
〈 Oˆ(R)
∫
Hˆ(R,R′)ΨV (R
′)dR′√
pi(R)
〉2
〈
[∫
Hˆ(R,R′)ΨV (R′)dR′√
pi(R)
]2
〉
(109)
beause the seond term on the right hand side of Eq. 109 always has a
negative sign.
This variane redution tehnique, applied to VMC and GFMC simulations,
has ahieved an order of magnitude redution in omputational eort [148℄. It
an also be used to alulate energy derivatives [149℄.
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Part IV
Speial topis
6 Fermion Nodes
As disussed briey in hapter 5, the simulation of a quantum system without
approximation, obtaining exat results other than the numerial integration
sheme's assoiated error bar is still an open researh topi. Several solutions
have been proposed, but the hallenge is to have a general method that sales
favorably with system size.
For the ground state of a bosoni system, for whih the wave funtion has
the same sign everywhere, QMC provides an exat solution in a polynomial
amount of omputer time, i.e., is already a solved problem. The researh in this
eld attempts to obtain an algorithm that has the same properties but that an
treat wave funtions that have both positive and negative regions, and therefore
nodes, with the same favorable saling.
Investigation of nodes has been pursued by [150, 151, 152, 153, 154℄ to un-
derstand the properties of the nodes of fermion wave funtions.
The full nodal hyper-surfaes of a wave funtion, Ψ(R), where R is a 3N
dimensional vetor and N is the number of fermions in the system is a 3N − 1
dimensional funtion, η(R). Of that funtion, symmetry requirements deter-
mine a 3N − 3 dimensional surfae, the symmetry sub-surfae, σ(R). This is
unfortunate, beause even though that σ(R) ⊂ η(R), the remainder of the nodal
surfae, the peuliar nodal surfae, ̟R) whih is a funtion of the spei form
of the nulear and inter-eletroni potential, is diult to be known a priori for
an arbitrary system. Note that σ(R) ∪̟(R) = η(R).
Understanding nodal properties is important for further development of
QMC methods: these shall be exploited for bypassing the node problem.
[151℄ disusses general properties of wave funtion nodes. General properties
of nodes follow.
1. The oinidene planes π(ri = rj), are loated at nodes when the two
eletrons have the same spin, ie. δσij = 1. In more than 1 dimension,
π(R) is a saolding where the omplex nodal surfae passes through.
Note that π(R) ⊂ σ(R).
2. The nodes possess all the symmetries of the ground state wave funtion.
3. The nodes of the many-body wave funtion are distint from orbital nodesφi(r),
see Se. 3.2.
4. For degenerate wave funtions, the node positions are arbitrary. For a
p-fold degenerate energy level, one an pik p− 1 points in R and nd a
linear transformation for whih the transformed wave funtions vanish at
all but one of these points.
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5. A nodal ell, Ω(R) around a point R is dened as the set of points that
an be reahed from R without rossing a node. For potentials of our
present interest, the ground state nodal ells have the tiling-property : any
point R
′
not on the node is related by symmetry to a point in Ω(R). This
implies that there is only one type of nodal ell: all other ells are opies
that an be aessed by relabeling the partiles. This property is the
generalization to fermions of the theorem that the bosoni ground state is
nodewave funtionless.
[151℄ suggests that for DMC simulations benet from the tiling property: one
only needs to sample one nodal ell, beause all the other ells are opies of
the rst. Any trial funtion resulting from a stritly mean eld theory will
satisfy the tiling property. Suh as the loal density approximation (LDA) wave
funtions.
[152℄ showed that simple HF wave funtions for the rst-row atoms were
shown to have four nodal regions (two nodal surfaes interseting) instead of
two. This is attributed to fatorizing the wave funtion into two distint Slater
determinants, D↑ and D↓, eah omposed of two surfaes, one for the ↑ and one
for the ↓ eletron, as disussed in Se. 3.2.
Reently, after analysis of the wave funtions for He, Li and Be, it was
onjetured by [154℄, that the wave funtion an be fatored as follows,
Ψ(R) = N(R)ef(R), (110)
where N(R) is antisymmetri polynomial of nite order, and f(R) is a pos-
itive denite funtion. A weaker onjeture is that N may not be a polynomial,
but an be losely approximated by a lower-order antisymmetri polynomial.
The variables in whih N should be expanded are the inter-partile oordinates.
For example, for all
3S states of two-eletron atoms, the nodal fator N(R)
in Eq. 110 is,
N(r1, r2) = r1 − r2, (111)
where r1 and r2 are the oordinates of the two eletrons.
7 Treatment of heavy elements
So far, we have not disussed the appliability of QMC to systems with large
atomi number. There is an steep omputational saling of QMC methods, with
respet to the atomi number Z. The omputational ost of QMC methods has
been estimated to sale as Z5.5−6.5[155, 156℄. This has motivated the replae-
ment of the ore eletrons by ECPs. With this modiation, the saling with
respet to atomi number is improved to Z3.4[155℄. Other approahes involve
the use of ore-valene separation shemes[157℄ and the use of model potentials
[158℄.
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7.1 Eetive ore potentials
In the ECP method [159, 160, 161, 162, 163℄, the eet of the ore eletrons is
simulated by an eetive potential ating on the valene eletrons. The eetive
Hamiltonian for these eletrons is:
Hval =
∑
i
−Zeff
ri
+
∑
i<j
1
rij
+
∑
i
Wi(r), (112)
where i and j designate the valene eletrons, Zeff is the eetive nulear harge
in the absene of ore eletrons, and W is the pseudo-potential operator. The
latter an be written,
W(r) =
∞∑
l=0
Wl(r)
∑
m
| lm〉〈lm |, (113)
where l and m are the angular momentum and magneti quantum numbers.
The projetion operator
∑
m | lm〉〈lm |, onnets the pseudo-potential with
the one-eletron valene funtions. A ommon approximation to this equation
is to assume that the angular momentum omponents of the pseudo-potential,
wl(r) do not depend on l when l > L, the angular momentum of the ore. This
approximation leads to the expression
W(r) =WL+1(r) +
L∑
l=0
(Wl(r)−WL+1(r))
∑
m
| lm〉〈lm | . (114)
The operator (114) an be applied to a valene orbital, i.e., pseudo-orbital,
φl(r). This funtion is usually represented by a polynomial expansion for dis-
tanes less than a uto radius, r < rc, and by a t to the all-eletron orbital
for r > rc.
Rapid utuations in the potential terms an ause the rst order approxi-
mation of Eq. 72 to break down, therefore, seeking a slowly varying form of ECP
is relevant to QMC simulations. [164℄ proposed the use of norm-onserving soft
ECPs for QMC. Soft ECPs derive their name from the property of being nite
at the nuleus, this leads to a pseudo-orbital with no singularities at the origin
in the kineti energy. The assoiated eetive potential has no disontinuities
or divergenes.
7.2 Embedding methods
A ommonly used approah in wave funtion based methods, is to use embed-
ding shemes, in whih a region of high interest of a large system is treated
by an aurate proedure, and the remainder is desribed by a less aurate
method. Reent work [165℄ has extended the methodology to QMC methods.
In this approah, a mean eld alulation, for example HF, is performed for the
whole system. An eletron loalization proedure is performed, the orbitals to
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be orrelated are hosen and separated from the remaining ore orbitals. An
eetive Coloumb and exhange potential is onstruted, VˆE , whih is added to
the standard Hamiltonian of Eq. 1 to onstrut an eetive Hamiltonian, HˆE ,
that then is used in QMC alulations. Loalization proedures similar to those
required for ECPs are needed for representing the eet of non loal terms.
The eetive Hamiltonian, HˆE , takes the form,
HˆE = Hˆint + Vˆext + Jˆext + Kˆext + Sˆext (115)
where Hˆint is the Hamiltonian for the QMC ative region, Vˆext is the Coloumb
potential exerted by the external nulei, Jˆext represents the Coloumb repulsions,
The term Kˆext represents the exhange interations, and Sˆext is a shift opera-
tor that prevents the wave funtion to be expanded into ore orbitals, φc, by
shifting their energy to innity, and is given by
Sˆext = lim
λ→∞
λ
int∑
α
ext∑
β
|φp(r)〉〈φp(r)|dr. (116)
Here λ is an eetive orbital oupling onstant that is derived from onsid-
ering single and double exitations into ore and virtual orbitals of the system.
The Coloumb term, Jˆext, and the external Coloumb potential, Vˆext, are loal
potentials, and an be evaluated within QMC without further approximation.
The remaining terms require loalization approximations that are disussed in
detail in the original work.
8 Other Properties
8.1 Exat wave funtion and quantities that do not om-
mute with the Hamiltonian
Properties related to a trial wave funtion ΨT (R), are readily available in VMC
alulations [166℄. In this ase, expetation values are alulated from diretly
from Eqs. 16 and 17. The auray of the results obtained with VMC depend
on the quality of ΨT (R).
For obtaining expetation values of operators that do not ommute with the
Hamiltonian in an importane sampled PMC alulation, one needs to extrat
the exat distribution Ψ2(R) from the mixed distribution f(R) = Ψ(R)ΨT (R).
The expetation values for an operator Oˆ, 〈Ψ(R)|Oˆ|ΨT (R)〉 and 〈ΨT (R)|Oˆ|Ψ(R)〉
are dierent to eah other. MC sampling requires knowledge of the exat ground
state distribution: a mixed distribution does not sue to obtain the exat an-
swer.
If the operator Oˆ is a multipliative operator, then the algorithms desribed
in this setion will be pertinent. Non-multipliative operators, whih are exem-
plied by fores in this hapter, are desribed in Se. 8.2.
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8.1.1 Extrapolation method
An approximate proedure for estimating the ground state distribution an
be extrapolated from the mixed and VMC distributions. This proedure is
valuable beause no extra hanges are needed to the anonial VMC and PMC
algorithms. Being an approximate method, it an fail even in very simple ases
[37℄, but also has provided very aurate results in more favorable ases [167℄.
The mixed estimator of a oordinate operator Oˆ, is,
〈Oˆ〉m =
∫
Ψ(R)OˆΨT (R)dR∫
Ψ(R)ΨT (R)dR
, (117)
to be distinguished from the pure estimator,
〈Oˆ〉p =
∫
Ψ(R)OˆΨ(R)dR∫
Ψ(R)Ψ(R)dR
. (118)
We will label 〈Oˆ〉v the VMC estimator of Eq. 16. 〈Oˆ〉m an be rewritten
in a Taylor series in the dierene between the exat and approximate wave
funtions, δΨ ≡ Ψ(R)−ΨT (R),
〈Oˆ〉m = 〈Oˆ〉p +
∫
Ψ(〈Oˆ〉p − Oˆ(R))δΨdR+O(δΨ2). (119)
A similar expansion an be onstruted for 〈Oˆ〉v,
〈Oˆ〉v = 〈Oˆ〉p + 2
∫
Ψ(〈Oˆ〉p − Oˆ(R))δΨdR+O(δΨ2). (120)
Combining Eqs. 119 and 120, we an arrive to an expression with a seond
order error,
〈Oˆ〉e = 2〈Oˆ〉m − 〈Oˆ〉v = 〈Oˆ〉p +O(δΨ2), (121)
where 〈Oˆ〉e is an extrapolation estimate readily available from VMC and PMC
alulations.
8.1.2 Future walking
The future walking method an be ombined with any importane sampled PMC
method that leads to a mixed distribution. If one multiplies both sides of Eq.
117 by the ratio Ψ(R)/ΨT (R), one an reover Eq. 118. The ratio is obtained
from the asymptoti population of desendants of a single walker [168℄.
A walker in R-spae an be represented as a sum of eigenfuntions of Hˆ ,
δ(R′ −R) = Ψ(R′)
∞∑
n=0
ci(R)Ψn(R) (122)
The oeients ci(R) an be obtained by multiplying Eq. 122 byΨ(R
′)/ΨT (R′)
and integrating over R
′
,
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cn(R) =
∫
δ(R′ −R) Ψ(R
′)
ΨT (R′)
dR′ =
Ψ(R)
ΨT (R)
(123)
Clearly, we want to know the ontribution to the ground state wave funtion,
c0(R) of the walker at R. If propagated for suiently long time, all oeients
ci(R) 6= co(R) for the random walker will vanish. This an be seen from the
deay in τ of Eqs. 63 and 64.
If we dene P∞(R) to be the asymptoti population of walkers desended
from a random walker at R, we nd,
P∞(R) =
∫
c0(R)e
−(E0−ET )τΨ(R′)ΨT (R′)dR′ =
Ψ(R)
ΨT (R)
e−(E0−ET )τ 〈Ψ(R)|ΨT (R)〉
(124)
For obtaining P∞(R) in a PMC algorithm, one needs to keep a list of all
the desendants of eah walker Ri at eah time step τj . The number of steps
for whih one requires to keep trak of the desendants, Nd, is a ritial pa-
rameter. The statistial error of the asymptoti walker population grows in the
limit Nd → ∞, and if only few steps are used, a bias is enountered by non-
vanishing ontributions from exited states ci(R) 6= co(R). Eient algorithms
for keeping trak of the number of desendants an be found in the literature
[167, 169, 170, 84, 168, 9, 171℄.
The wave funtion overlap with the ground state an also be obtained with
these methods, as shown by [172℄. These methods have been applied for ob-
taining dipole moments [173℄, transition dipole moments [174℄ and osillator
strengths [175℄, among other appliations.
Other methods for obtaining the exat distribution that are not disussed
here for reasons of spae are bilinear methods [176℄, and time orrelation meth-
ods [177℄.
8.2 Fore alulation
Most QMC appliations have been within the Born-Oppenheimer (BO) [178℄
approximation. In this approximation, the nulear oordinates R are xed at
a ertain position during the alulation
9
. Therefore, the wave funtion and
energy depends parametrially on the nulear oordinates, E(R) and Ψ(R,R).
We will omit this parametri dependene for the remainder of the disussion,
and simplify the symbols to E and Ψ(R), when appropriate.
Fores are derivatives of the energy with respet to nulear displaements,
F (R) = ∇RE(R) (125)
Beause the stohasti nature of the algorithm, obtaining fores in QMC is
a diult task. Generally, QMC alulations at ritial points, e.g., equilibrium
9
The QMC method an be used for alulations without the BO approximation, but so far
the appliations have been to nodeless systems, suh as H2 [179℄.
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and reation barrier geometries have been arried out , in whih the geome-
tries are obtained with a dierent quantum hemial method suh as density
funtional theory (DFT) [180℄, or wave funtion methods. Whereas DFT and
wave funtion methods use the Hellman-Feynman theorem for the alulation of
fores, a straightforward appliation of the theorem in QMC leads to estimators
with very large variane.
8.2.1 Correlated sampling
An eient approah for fore alulation is the use of orrelated sampling,
whih is a MC method that uses orrelation between similar observations to
redue the statistial error of the sampling. If one were to represent Eq. 125 in
a nite dierene sheme for evaluating a derivative along rd,
∂E
∂rd
≈ E(R+ rd)− E(R)
rd
, (126)
then one obtains an approximate energy derivative along the rd. If two
separate alulations are arried out, with a statistial error of the energies of
σE , the statistial error for the dierene σd is approximately,
σd ≈ σE
rd
, (127)
One an see that beause rd is a vetor of a small perturbation, of ≈ 0.01 a.u.,
that the statistial error of the dierene will be several times higher than the
statistial error of the energies. If rd is suiently small, a single random walk
an be performed, while evaluating the energy at the original and perturbed
geometries, E[Ψ(R)] and E[Ψ(R+ rd)]. In this ase, both the primary (R) and
seondary (R) walks will be orrelated, and therefore present lower variane
than unorrelated random walks.
If orrelated sampling is used for fores in a PMC algorithm, it was re-
ently proposed [181℄ to use expressions inluding branhing fators B(R), re-
optimizing the parameters of the wave funtion Λ for eah perturbed geometry,
and perform additional oordinate transformations. Pratial implementations
of the orrelated sampling method for derivatives are desribed in detail in [182℄
and [181℄.
8.2.2 Analyti derivative methods
The alulation of analyti derivative estimators is a ostly proess, both for
wave funtion based methods, and for QMC methods. Fortunately, in QMC
one needs not to evaluate derivatives at eah step, but rather sample points
more sporadially, both for reduing omputer time and serial orrelation.
The loal energy estimator for a DMC mixed distribution is,
Eo = 〈EL〉 =
∫
Ψo(R)EL(R)ΨT (R)dR∫
Ψo(R)ΨT (R)dR
. (128)
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The gradient of expression 128 involves derivatives of the unknown exat
wave funtion Ψo(R), and the trial wave funtion ΨT (R). Derivatives of Ψo(R)
have to be obtained with a method devised for sampling operators that do not
ommute with the Hamiltonian, whih are desribed in Se. 8.1. This an
lead to an exat estimator for the derivative, but with the added omputational
omplexity of those methods. Therefore, a simple approximation an be used,
replaing the derivatives of Ψo(R) with those of ΨT (R) to obtain,
∇REo ≈ 〈∇REL(R)〉+ 2〈EL∇RΨT (R)
ΨT (R)
〉 − 2Eo〈∇RΨT (R)
ΨT (R)
〉. (129)
The derivatives of ΨT (R) are readily obtainable from the known analyti
expression of ΨT (R).
The expression for the exat derivative involves the umulative weight of
onguration Ri at time step s, R
s
i ,
B¯i =
s∏
so
B(Rsi ), (130)
where s− so is the number of generations for the aumulation of the umu-
lative weight, and B(Rsi ) is the PMC branhing fator of Eqs. 53 and 83. The
energy expression using umulative weights is,
Eo =
∫
ΨT (R)
2B¯(R)EL(R)dR∫
ΨT (R)2B¯(R)dR
(131)
The energy derivative of expression 131 leads to the following derivative
expression,
∇REo = 〈∇REL(R)〉+ 2〈EL(R)∇RΨT (R)
ΨT (R)
〉 − 2E0〈∇RΨT (R)
ΨT (R)
〉(132)
+ 〈EL(R)∇RB¯(R)
B¯(R)
〉 − E0〈∇RB¯(R)
B¯(R)
〉.
Analyti energy derivatives have been applied to H2 [169℄, LiH and CuH
[183℄. Higher order derivatives an be obtained as well. Details on the former
an be found on refs. [184℄ and [185℄.
8.2.3 Hellman-Feynman derivatives and the zero variane theorem
The Hellman-Feynman theorem states that the fores an be obtained by looking
at the value of the gradient of the potential,
〈∇REo〉 = −
∫
Ψ2(R)∇RV (R)dR∫
Ψ2(R)dR
, (133)
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where V (R) is the Coloumb potential for the system. A QMC estimator of
the Hellman-Feynman fores, FHF ≡ −∇RV (R), an be onstruted, but it has
innite variane. This omes from the fat that at short eletron-nuleus dis-
tanes, riN , the fore behaves as FHF ≈ 1r2
iN
, therefore the variane assoiated
with FHF depends on 〈F2HF 〉, whih is innite. Furthermore, the Hellman-
Feynman theorem only holds for exat wave funtions, and basis set errors need
to be aounted for [186℄. Also, the xed-node approximation introdues an
extra requirement on the nodal surfae. The former has to be independent of
the position of the nulei, or it has to be the exat one. An elaborate disussion
of this issue an be found in [187℄ and [188℄.
A proposed solution to the innite variane problem is to evaluate the fores
at a uto distane lose to the origin, and then extrapolation to a uto distane
of zero [184℄. This has the problem that the extrapolation proedure is diult
due to the inrease of variane as the uto values derease.
As disussed in Se. 5.8, renormalized operators an be obtained, in suh a
way that they have the same expetation value, but lower variane. Reently
[149℄, a renormalized operator was introdued,
F¯HF = FHF +
[
HˆVΨV (R)
ΨV (R)
− HˆVΨT (R)
ΨT (R)
]
ΨV (R)
ΨT (R)
. (134)
Here, ΨV (R) are an auxiliary wave funtion and HˆV is an auxiliary Hamil-
tonian. The variane of operator 134 an be shown to be nite, and therefore
smaller than FHF . The form of ΨV (R) proposed by [149℄ is a simple form
that anels the singularities of the fore in the ase of a diatomi moleule.
Nevertheless, general forms of the auxiliary wave funtion an be onstruted.
Variational Monte Carlo dynamis
Correlated sampling an be ombined with a titious Lagrangian tehnique,
similar to that developed by [189℄ in a way rst proposed by [190℄ for geometry
optimization. In this approah, the expetation value of the Hamiltonian is
treated as a funtional of the nulear positions and the orrelation parameters,
〈Hˆ〉 = 〈Ψ|Hˆ|Ψ〉〈Ψ|Ψ〉 = E[{Λ}, {R}] (135)
With the previous funtional, a titious Lagrangian an be onstruted of
the form,
L =
∑
α
1
2
µαλ
′2
α +
∑
I
1
2
MIR′2I − E[{Λ}, {R}] (136)
where MI are the nulear masses and µa are the titious masses for the
variational parameters, λα. The modied Euler-Lagrange equations an be
used for generating dynamis for the sets of parameters, {R} and {Λ},
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MIR′′I = ∇RIE, (137)
µαλ
′′
α =
∂E
∂λα
, (138)
A dissipative transformation of equations 137 and 138, where the massesMI
and µα are replaed by damped masses M˜I and µ˜α an be used for geometry
optimization. A more elaborate approah that attempts to inlude quantum
eets in the dynamis is desribed in [191℄.
To onlude, a method that is not desribed here due to reasons of spae
and that needs to be explored further, is the generalized re-weighting method
[192℄.
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Part V
List of symbols
We denote:
Zj Atomi nulear harge,
R Set of oordinates of lamped partiles (under the Born-Oppenheimer ap-
proximation): R ≡ {R1, . . . ,Rm},
ri Eletroni oordinate in a Cartesian frame ri = {xi...xd}, where the number
of dimensions, d is 3 for most hemial appliations,
R Set of oordinates of all n partiles treated by QMC, R ≡ {r1, . . . , rn},
σi Spin oordinate for an eletron, σ↑ is spin-up and σ ↓ for spin-down partiles,
Σ Set of spin oordinates for partiles, Σ ≡ {σ1, . . . , σN},
Ψo Exat ground state wave funtion,
Ψi ith. exat wave funtion,
ΨT,i Approximate trial wave funtion for state i,
φk Single partile moleular orbital (MO),
D(φk) Slater determinant of k MOs: D =
1√
N !
det |φ1, . . . , φN |,
D↑(φ↑k), D
↓(φ↓k), Spin fatored Slater determinants for spin up (↑) and spin
down (↓) eletrons,
51
Hˆ Hamiltonian operator: Hˆ ≡ Tˆ + Vˆ ,
Tˆ Kineti energy operator − 12∇2R ≡ − 12
∑
i∇2i ,
Vˆ Potential energy operator, for atomi and moleular systems: Vˆ = −∑ij Zjrij+∑
i<j
1
rij
+
∑
i<j
ZiZj
rij
,
τ Imaginary time, τ = it,
ρ(r) Eletroni density,
EL Loal Energy, HˆΨT (R)/ΨT (R),
U[a,b] Uniform random variate in the interval [a, b],
Gσ Gaussian random variate of variane σ,
σOˆ Monte Carlo variane for observable Oˆ
W Ensemble of random walkers, W ≡ {R1,R2, . . . ,Rn},
P(R) Monte Carlo probability density funtion,
P (R→ R′) Monte Carlo transition probability,
B(R,R′) Branhing fator for Population Monte Carlo algorithms.
G(R,R′; τ − τ ′) Time dependent Green's funtion,
GST (R,R
′; δτ) Time dependent short time Green's funtion for the Shrödinger
equation
Fq Quantum fore, Fq ≡ ∇ ln |ΨT (R)2|,
D Denominator in Fermion Monte Carlo, D ≡∑Nwi=1[ ψT (R+i )Ψ+
G
(R+
i
)
ψT (R
−
i
)
Ψ−
G
(R−
i
)
]
MI Ioni mass,
µα Fititious parameter mass.
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