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Abstract
A graph is outer-1-planar if it can be drawn in the plane so that all vertices are on the
outer face and each edge is crossed at most once. In this paper, we completely determine
the edge chromatic number of outer 1-planar graphs.
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1 Introduction
All graphs considered in this paper are simple and undirected. By V(G), E(G),∆(G) and δ(G),
we denote the set of vertices, the set of edges, the maximum degree and the minimum degree
of a graph G, respectively. In any figure of this paper, the degree of a solid or hollow vertex is
exactly or at least the number of edges that are incident with it, respectively. Moreover, solid
vertices are distinct but two hollow vertices may be same unless we states.
A graph is outer-1-planar if it can be drawn in the plane so that all vertices are on the outer
face and each edge is crossed at most once. Outer-1-planar graphs were first introduced by
Eggleton [2] who called them outerplanar graphs with edge crossing number one, and were
also investigated under the notion of pseudo-outerplanar graphs by Zhang, Liu and Wu [10].
In fact, the notion of outer-1-planarity is a natural generation of the outer-planarity, and is also
a combination of the 1-planarity and the outer-planarity. From the definition of the outer-1-
planarity, outer-1-planar graphs are a subfamily of planar graphs, which are one of the most
studied areas in graph theory and an important class in graph drawing. It is now proved by
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Dehkordi and Eades [3] that every outer-1-planar graph has a right angle crossing drawing and
by Auer et al. [1] that the recognition of outer-1-planarity can process in linear time. Outer-1-
planar graphs are also used as a special graph family for verifying some interesting conjectures
on graph colorings. For instance, it is proved that the list edge and the list total coloring
conjectures hold for outer-1-planar graphs with maximum degree at least five [7, 12], and the
total coloring conjecture and the equitable ∆-coloring conjectures hold for all outer-1-planar
graphs [11, 7].
An edge k-coloring of a graph G is an assignment f : E(G) → {1, 2, . . . , k} so that
f (e1) , f (e2) whenever e1 and e2 are two adjacent edges. The minimum integer k so that G
has an edge k-coloring, denoted by χ′(G), is the edge chromatic number of G. The well-known
Vizing’s Theorem says that ∆(G) ≤ χ′(G) ≤ ∆(G) + 1 for every simple graph G. Therefore, to
determine whether the edge chromatic number of a graph G is ∆(G) or ∆(G) + 1 is interesting.
However, the edge chromatic number problem is an NP-complete problem, and more badly,
decide whether a given simple graph with maximum degree 3 has edge chromatic number 3
is also NP-complete [4]. As far as we know, the edge chromatic numbers of only few fami-
lies of graphs have been fixed. For example, the edge chromatic numbers of 1-planar graphs
with maximum degree at least 10 [9], planar graphs with maximum degree at least 7 [6] and
series-parallel graphs (thus also outerplanar graphs) with maximum degree at least 3 [5] are
the maximum degree.
The edge colorings of outer-1-planar graphs were first considered by Zhang, Liu and Wu
[10]. They proved that the edge chromatic numbers of outer-1-planar graphs with maximum
degree at least 4 are the maximum degree and announced that there are outer-1-planar graphs
with maximum degree 3 and edge chromatic number 4. In this paper, we follow their work and
determine the edge chromatic numbers of outer-1-planar graphs with maximum degree 3. Note
that the edge chromatic numbers of graphs with maximum degree at most 2 can be easily fixed.
Therefore, we completely determine the edge chromatic number of outer 1-planar graphs.
2 The structures of outer-1-planar graphs with ∆ = 3
From now on, we assume that any outer-1-planar graph was drawn in the plane so that its outer-
1-planarity is satisfied and the number of crossings is as few as possible, and this drawing is
called an outer-1-plane graph. We follow the notations in [10]. Let G be 2-connected outer-
1-plane graph. Denote by v1, v2, . . . , v|G| the vertices of G that lie clockwise. Let V[vi, v j] =
{vi, vi+1, . . . , v j} and V(vi, v j) = V[vi, v j]\{vi, v j}, where the subscripts are taken modular |G|.
Set V[vi, vi] = V(G) and V(vi, vi) = V(G) \ {vi}. A vertex set V[vi, v j] with i , j is non-edge if
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Figure 1: Structures in outer-1-planar graph with maximum degree at most 3
j = i + 1 and viv j < E(G), is path if vkvk+1 ∈ E(G) for all i ≤ k < j, and is subpath if j > i + 1
and some edges in the form vkvk+1 with i ≤ k < j are missing. An edge viv j in G is a chord if
j − i , 1 (mod |G|). By C[vi, v j], we denote the set of chords xy with x, y ∈ V[vi, v j].
Lemma 2.1. [10] Let vi and v j be vertices of a 2-connected outer-1-plane graph G. If there
is no crossed chords in C[vi, v j] and no edges between V(vi, v j) and V(v j, vi), then V[vi, v j] is
either non-edge or path.
Theorem 2.2. Every 2-connected outer-1-planar graph with maximum degree at most 3 con-
tains one of the configurations G1,G2, . . . ,G7 and Ht as in Figure 1. Moreover,
(a) if G contains G2 and x , y, then the graph derived from G by deleting u and identifying v
with w is outer-1-planar;
(b) if G contains G4 and x , y, then the graph derived from G by deleting u0, v0,w and identi-
fying u1 with v1 is outer-1-planar;
(c) if G contains G8 and x , y, then the graph derived from G by deleting u0, u1, v0 and identi-
fying u2 with v1 is outer-1-planar;
(d) if G contains Ht and x , y, then the graph derived from G by deleting u0, u1, . . . , ut, v0, v1, . . . , vt
and adding a new edge xy (if it does not exist) is outer-1-planar.
Proof. We prove this result by contradiction. If there is no crossings in G, then G is outerplanar
and the results hold (cf. [8]). Therefore we assume that crossings appear in G. Let viv j and vlvk
be two mutually crossed chords in G with 1 ≤ i < k < j < l. Without loss of generality, assume
that i = 1 and there is no other pair of mutually crossed chords in C[vi, vl]. By Lemma 2.1,
any of V[vi, vk],V[vk, v j] and V[v j, vl] is either non-edge or path. Suppose that k − i ≥ 3 and
there is a chord vrvs with i ≤ r < s ≤ k. Note that V[vi, vk] is path now. If s − r ≥ 3, then
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the vertices vr+1, . . . , vs−1 are all of degree two, thus the configuration G1 appears. If s − r = 2,
then d(vr+1) = 2. If d(vr) = 2 or d(vs) = 2, then G1 appears. If d(vr) = 3 and d(vs) = 3,
then G2 appears, and moreover, one can easily check that the condition (a) in the result we are
proving holds. On the other hand, if k − i ≥ 3 and there is no chords in C[vi, vk], then it is
easy to see that G1 appears. Therefore, we assume that k − i ≤ 2, and similarly, assume that
j− k ≤ 2 and l− j ≤ 2. If two of V[vi, vk],V[vk, v j] and V[v j, vl] are non-edges, then we either
find a 1-valent vertex in G or have one another drawing of G so that the number of crossing
reduces one. Hence at least two of V[vi, vk],V[vk, v j] and V[v j, vl] are paths. Suppose that
V[vi, vk], V[vk, v j] are paths and V[v j, vl] is non-edge (the case when V[vi, vk] is non-edge
and V[vk, v j], V[v j, vl] are paths is similar). If j − k = k − i = 1, then d(v j) = 2 and d(vk) = 3,
which implies either G1 or G2 occurs, and moreover, if G2 appears, then (a) holds. If j − k = 1
and k − i = 2, then d(vi+1) = d(v j) = 2, which implies the appearance of G3. If j − k = 2, then
d(v j−1) = d(v j) = 2 and G1 appears. Suppose that V[vi, vk], V[v j, vl] are paths and V[vk, v j] is
non-edge. If k − i = l − j = 1, then G3 occurs. If k − i = 2 (the case when l − j = 2 is similar),
then d(vk−1) = 2, which implies either G1 or G2 occurs, and moreover, one can check that (a)
holds once G2 appears. At last, we assume that V[vi, vk],V[vk, v j] and V[v j, vl] are all paths.
If j − k = 2 and k − i = l − j = 1, then G4 occurs, and moreover, (b) holds. If k − i = 2 and
j − k = l − j = 1, or l − j = 2 and k − i = j − k = 1, then G8 appear, and moreover, (c) holds.
If k − i = j − k = 2 and l − j = 1, or j − k = l − j = 2 and k − i = 1, then G6 appears. If
k − i = l − j = 2 and j − k = 1, then G5 appears. If k − i = j − k = l − j = 2, then G7 occurs. If
k − i = j − k = l − j = 1, then d(vk) = d(v j) = 3. If d(vl) = 2, then vi is a cut vertex unless G
is K4 − e. Hence we assume d(vl) = 3 and d(vi) = 3 by symmetry. Let vr be a vertex of G with
vlvr ∈ E(G) and r > l. Recall that we have assumed that i = 1, thus k = 2, j = 3 and l = 4.
Case 1. v4vr is a chord, i.e., r ≥ 6.
If v4vr is non-crossed, then it is easy to see that vr disconnects the set S = {v5, . . . , vr−1} , ∅
and V(G) \ S , so vr is a cut-vertex, a contradiction. Hence we assume that v4vr is crossed by
another chord vxvy with x < r < y.
Notations: The graphs that are isomorphic to any of the graphs in Figure 2-I and have the
same drawings are called A-clusters in G. The graphs that are isomorphic to any of the graphs
in Figure 2-II and have the same drawings are called B-clusters in G. The size of an A- or B-
cluster is R−L (mod |G|), where R and L are the subscripts of the far right vertex and the far left
vertex (see in a clockwise direction from left to right) in the A- or B-cluster, respectively. If the
size of an A- or B-cluster is smaller than another one A- or B-cluster, then we say the former
A- or B-cluster is shorter than the latter A- or B-cluster. Note that every B-cluster contains a
4
Figure 2: Definitions of A-clusters and B-clusters
A-cluster.
For example, the graph induced by the edges v1v2, v1v3, v2v3, v2v4, v3v4 and v4vr is an A-
cluster with size r − 1, the graphs induced by the edges v1v2, v1v3, v2v3, v2v4, v3v4, v4vr and vxvy
is a B-cluster with size y − 1.
Without loss of generality, assume that
(1) there is no A-clusters with size less than r − 1 in the graph induced by V[v1, vr],
(2) there is no B-clusters with size less than y − 1 in the graph induced by V[v1, vy].
Otherwise, we consider a shorter A- or B-cluster by similar arguments as below.
Suppose that there is a pair of crossed chords vi′v j′ and vk′vl′ with 4 < i′ < k′ < j′ < l′ ≤ x.
Similarly we can assume that k′ − i′ = j′ − k′ = l′ − j′ = 1 and d(vi′) = d(vl′) = 3. Note that
i′ , 4. If l′ = x, then let vs′ be the third neighbor of i′. One can see that a copy of H1 appears
now, and moreover, vyvs′ < E(G). It is easy to see that the graph obtained from G by adding
the new edge vyvs′ and removing vl′vy is already outer-1-planar, hence (d) holds. Therefore we
assume that l′ < x.
If there is chord vl′vr′ , then by (1), 4 < r′ ≤ i′. If r′ = i′, then G is disconnected, a
contradiction, so we assume that r′ < i′. Note that vl′vr′ is a crossed chord because otherwise
vr′ would be a cut vertex of G. Since d(vi′) = 3, there is an edge vi′vs′ . If s′ > l′, then we can
redraw the graph by changing the order of vi′ , vk′ , v j′ and vl′ on the outer face to vl′ , v j′ , vk′ and vi′ .
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After doing so, we avoid the crossing that generates by vi′vs′ crossing vl′vr′ , which contradicts
the fact that the drawing of G minimizes the number of possible crossings. If s′ < i′ − 1, then
vi′vs′ is a chord and an A-cluster with size less than r − 1 appears, a contradiction to (1). Hence
s′ = i′ − 1. Now one can see that a copy of H1 appears in G. If r′ , s′ and vr′vs′ < E(G),
then the graph derived from G by adding the new edge vr′vs′ and removing vl′vr′ is already
outer-1-planar, hence (d) satisfies.
If vr′vs′ ∈ E(G), then it is easy to see that vl′vr′ is crossed by a chord vs′vt′ with 4 < t′ < x,
and moreover, if vr′vs′ is a chord then it must be non-crossed. Note that the graph induced by
vi′v j′ , vi′vk′ , v j′vl′ , vk′v j′ , vk′vl′ and vl′vr′ is an A-cluster. Without loss of generality, assume that
(3) there is no A-clusters contained in the graph induced by V[vr′ , vs′],
otherwise we consider this A-cluster instead of the one we mentioned above.
Suppose that vr′vs′ is a chord. If there is no crossed chords in C[vr′, vs′], then by Lemma 2.1,
V[vr′ , vs′] is path, which implies the appearance of G1 or G2, and moreover, if G2 appears then
(a) holds. If there is a pair of crossed chords vi′′v j′′ and vk′′vl′′ with r′ < i′′ < k′′ < j′′ < l′′ < s′,
then we can assume that vi′′vk′′ , vk′′v j′′ , v j′′vl′′ ∈ E(G), and furthermore, we have i′′ , r′, l′′ , s′
and vi′′−1vi′′ , vl′′vl′′+1 ∈ E(G) by (3). Now we see a copy of an H1. If vi′′−1vl′′+1 < E(G),
then adding an edge vi′′−1vl′′+1 to G do not disturb its outer-1-planarity, hence (d) satisfies. If
vi′′−1vl′′+1 ∈ E(G), then by (3), we have vl′′+1vl′′+2, vi′′−2vi′′−1 ∈ E(G) and thus a copy of H2. We
then discuss according whether vi′′−2vl′′+2 is an edge of G or not and show that (d) satisfies.
Here one can easily find that the next arguments are similar and iterative. Since the chord vr′vs′
is non-crossed and ∆(G) ≤ 3, we would finally find a copy of Hk for some integer k so that (d)
satisfies and there is no way to construct a copy of Hk+1 based on this Hk. Hence, vr′vs′ cannot
be a chord, which implies r′ = s′ − 1. If 4 < t′ < r′, then vt′ is a cut-vertex, a contradiction. If
t′ > l′, then redraw the graph by reserving the order of vs′ , vi′ , vk′ , v j′ and vl′ on the boundary of
the outer face. This would avoid the crossing generated by vl′vr′ crossing vs′vt′ , contradicting
the fact the the drawing of G minimize the number of crossings.
Hence vl′vl′+1 ∈ E(G) and vi′−1vi′ ∈ E(G) by symmetry. Now we see a copy of an H1. If
vi′−1vl′+1 < E(G), then adding an edge vi′−1vl′+1 to G do not disturb its outer-1-planarity, hence
(d) satisfies. If vi′−1vl′+1 ∈ E(G), then by similar arguments as above, we have vl′+1vl′+2, vi′−2vi′−1 ∈
E(G) and thus a copy of H2. We then discuss according whether vi′−2vl′+2 is an edge of G or
not and show that (d) satisfies. Here one can easily find that the next arguments are similar and
iterative. Since there are finite vertices in V[v4, vx] and v4 has no neighbors in V[v4, vx], we
would finally find a copy of Hk for some integer k so that (d) satisfies and there is no way to
construct a copy of Hk+1 based on this Hk. Therefore, there is no crossed chords in C[v4, vx],
thus by Lemma 2.1, V[v4, vx] is either non-edge or path. Since v4 has no neighbors in V[v4, vx],
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V[v4, vx] can only be a non-edge and thus x = 5. By similar arguments as above, one can also
show that there is no crossed chords in C[v5, vr] and thus V[v5, vr] is either non-edge or path.
If V[v5, vr] is a non-edge, then v5 is a 1-valent vertex, a contradiction. Hence V[v5, vr] is a
path. If there is a chord in C[v5, vr], then it is easy to see that either G1 or G2 appear, and
moreover, if G2 occurs then (a) satisfies. Therefore, there is no chords in C[v5, vr]. If r ≥ 7,
then d(v5) = d(v6) = 2 and G1 appears. Hence we assume that r = 6 and v5v6 ∈ E(G). Note
that d(v5) = 2.
Suppose that there is a pair of crossed chords vi′v j′ and vk′vl′ with 6 ≤ i′ < k′ < j′ < l′ ≤ y.
Similarly as before, we can assume that k′ − i′ = j′ − k′ = l′ − j′ = 1 and d(vi′) = d(vl′) = 3,
and moreover, assume that l′ , y (otherwise v6 is a cut-vertex). If there is a chord vl′vr′ with
r′ , k′, i′, then vl′vr′ is crossed because otherwise vr′ would be a cut-vertex. If r′ > l′, then by
(2), vl′vr′ can only be crossed by a chord vx′vy′ with l′ < x′ < t′ and 6 ≤ y′ ≤ i′. If y′ = i′,
then vr′ is a cut-vertex, a contradiction, thus 6 ≤ y′ < i′. Since d(vi′) = 3, there is an edge vi′vs′
with s′ < i′. If vi′vs′ is a chord, then it is crossed by a chord vavb with y′ ≤ b < s′ < a < i′,
which implies a B-cluster with size less then y−1 in G[V[v1, vy]], a contradiction to (2). Hence
s′ = i′ − 1. If s′ , y′, or s′ = y′ and vy′vr′ < E(G), then vs′vr′ < E(G). In this case a copy of
H1 appears, and moreover, the graph derived from G by adding a new edge vs′vr′ and removing
the edge vl′vr′ is already outer-1-planar, thus (d) holds. If s′ = y′ and vy′vr′ ∈ E(G), then vr′
becomes a cut-vertex, a contradiction. Hence we assume that 6 ≤ r′ ≤ i′.
If r′ = i′, then G has an isolate K4, a contradiction, so suppose 6 ≤ r′ < i′. Since d(vi′) = 3,
there is an edge vi′vs′ with s′ , k′, j′. If vi′vs′ is a chord, then by similar argument as above,
we shall assume that s′ > l′. We redraw the graph by reversing the order of vi′ , vk′ , v j′ and vl′
on the boundary of the outer face. This operation reduces the number of crossings by one, a
contradiction. Hence s′ = i′ − 1, which implies that r′ , i′ − 1, otherwise vr′ is a cut-vertex.
If vi′−1vr′ < E(G), then the graph obtained from G by adding an edge vi′−1vr′ and removing the
edge vr′vl′ is already outer-1-planar, so (d) satisfies. If vi′−1vr′ ∈ E(G), then vl′vr′ can only be
crossed by an edge that is incident with vi′−1, say vi′−1vt′ . If t′ < r′, then it is easy to see that vr′
is a cut-vertex, a contradiction. Hence we assume t′ > l′. By similar arguments as the one after
(3) we can claim that r′ = i′ − 2 (here we shall assume, without loss of generality, that there
is no A-clusters contained in the graph induced by V[vr′ , vs′]). Therefore, we can reduce the
number of crossings by one after redrawing the graph by reversing the order of vi′−1, vi′ , vk′ , v j′
and vl′ on the boundary of the outer face, a contradiction.
Therefore, vl′vl′+1 ∈ E(G) and vi′−1vi′ ∈ E(G) by symmetry. Now we find a copy of a H1.
If vi′−1vl′+1 < E(G), then adding an edge vi′−1vl′+1 to G do not disturb its outer-1-planarity,
hence (d) holds. If vi′−1vl′+1 ∈ E(G), then by similar arguments as above, we may have
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vl′+1vl′+2, vi′−2vi′−1 ∈ E(G) and thus a copy of H2. We then discuss according whether vi′−2vl′+2 is
an edge of G or not and show that (d) satisfies. Here one can again find that the next arguments
are similar and iterative. Since there are finite vertices in V[v6, vy] and v5 have no neighbors in
V(v6, vy), we would finally find a copy of Hk for some integer k so that (d) satisfies and there
is no way to construct a copy of Hk+1 based on this Hk. Therefore, there is no crossed chords
in C[v6, vy], which implies by Lemma 2.1 that V[v6, vy] is either a non-edge or a path. If it is
a non-edge, then d(v6) = 2 and G1 appears. If V[v6, vy] is a path, then 7 ≤ y ≤ 8 because
otherwise G1 occurs. If y = 8, then d(v7) = 2 and thus G3 appears. If y = 7, then d(v6) = 3 and
G2 occurs, and moreover, (a) holds.
Case 2. v4v5, v|G|v1 ∈ E(G).
Note that a copy of H1 appears now. If v|G|v5 < E(G), then adding an edge v|G|v5 to G do
not disturb its outer-1-planarity, hence (d) holds. If v|G|v5 ∈ E(G), then by similar arguments
as in Case 1, we have v5v6, v|G|−1v|G| ∈ E(G) and H2 occurs. Obviously, the next arguments are
iterative and it is easy to see that (d) holds. 
3 Edge coloring outer-1-planar graphs with ∆ = 3
We now investigate the edge colorings of outer-1-planar graphs with maximum degree 3. It is
easy to see that the smallest (in terms of the order) outer-1-planar graph with ∆(G) = 3 and
χ′(G) = 4 is the graph obtained from K5 by removing two adjacent edges, say K5 − 2e.
Definition 3.1. A graph G is belong to the class P, if it derives from K5 − 2e by a sequence of
the following operations:
• Remove a vertex z of degree two and paste a copy of G2, or G4, or G8 on the current graph
by identifying x and y with z1 and z2, respectively, where z1 and z2 are the neighbors of
z;
• Remove an edge z1z2 and paste a copy of Ht for some integer t on the current graph by
identifying x and y with z1 and z2, respectively.
The configurations G2,G4,G8 and Ht mentioned in above definition are the ones in Figure
2. One can easy to check that any graph G ∈ P has maximum degree 3 and minimum degree
2.
Theorem 3.2. If G ∈ P, then χ′(G) = 4.
Proof. Let F be a graph in P. If there is a vertex z of degree two with neighbors z1 and z2 in F,
then remove it and paste a copy of G2 (or G4, or G8, respectively) on H− z by identifying x and
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y with z1 and z2, respectively. Denote the current graph by F2 (or F4, or F8, respectively). If
F2 (or F4, or F8, respectively) admits an edge 3-coloring c, then one can see that c(vx) , c(wy)
(or c(u1x) , c(v1y), or c(u2x) , c(v1y), respectively). Hence we can construct an edge 3-
coloring of F by restricting c to F − z = F2 − {u, v,w} = F4 − {u0, u1, v0, v1,w} = F8 −
{u0, u1, u2, v0, v1} and coloring zz1 = zx and zz2 = zy with c(vx) and c(wy) (or c(u1x) and c(v1y),
or c(u2x) and (v1y), respectively). Therefore, if χ′(F) = 4 then χ′(F2) = 4 (or χ′(F4) = 4,
or χ′(F8) = 4, respectively). Let Ft be the graph derived from F by applying the second
operation in Definition 3.1 exactly once. If Ft has an edge 3-coloring c, then one can check that
c(ut x) = c(vty). Hence we can construct an edge 3-coloring of F by restricting c to F − z1z2 =
Ft − {u0, . . . , ut, v0, . . . , vt} and coloring z1z2 = xy with c(ut x). Therefore, if χ′(F) = 4 then
χ′(Ft) = 4.
As we can see now, any graph derived from a graph with edge chromatic number four by
a sequence of the operations in Definition 3.1 still has edge chromatic number four. Since
χ′(K5 − 2e) = 4, χ′(G) = 4 for any G ∈ P. 
Theorem 3.3. Let O3 be the family of outer-1-planar graphs with maximum degree 3. If G ∈
O3 \ P, then χ′(G) = 3.
Proof. Let G be a minimal counterexample to this statement. One can see that G is 2-connected.
By Theorem 2.2, G contains one of the configurations G1,G2, . . . ,G7 and Ht as in Figure 1.
If G contains G1, then G − uv has an edge 3-coloring c by the minimality of G and c can
be extended to G by coloring uv with a color different form c(ux) and c(uy). If G contains
G3, then G − {u, v} has an edge 3-coloring c. If d(x) = 2 or d(y) = 2, then we come back
to the case when G contains G1. Let x1 and y1 be the third neighbor of x and y, respectively.
If c(xx1) = c(yy1) = 1, then extend c to an edge 3-coloring of G by coloring ux, vy with 2
and vx, uy with 3. If c(xx1) = 1 and c(yy1) = 2, then extend c to an edge 3-coloring of G
by coloring vy with 1, ux with 2 and vx, uy with 3. If G contains G5, then G − {u0, u1, v0, v1}
has an edge 3-coloring c. If c(u2x) = c(v2y) = 1, then extend c to an edge 3-coloring of
G by coloring u0u1, v0v1 with 1, u1u2, v1v2 with 2 and u0v2, v0u2 with 3. If c(u2x) = 1 and
c(v2y) = 2, then extend c to an edge 3-coloring of G by coloring u0v2, v0v1 with 1, u0v0 with 2
and u0u1, v1v2, u2v0 with 3. If G contains G6, then G − {u0, u1, v0,w} has an edge 3-coloring c.
If c(u2x) = c(v1y) = 1, then extend c to an edge 3-coloring of G by coloring u0u1,wv0 with 1,
u1u2, u0w, v0v1 with 2 and u0v1, u2v0 with 3. If c(u2x) = 1 and c(v1y) = 2, then extend c to an
edge 3-coloring of G by coloring u0u1, v0v1 with 1, u0w, u2v0 with 2 and wv0, u1u2, u0v1 with 3.
If G contains G7, then G − {u0, u1, v0, v1,w} has an edge 3-coloring c. If c(u2x) = c(v2y) = 1,
then extend c to an edge 3-coloring of G by coloring u0u1, v0v1 with 1, u0w, u2v0, v1v2 with 2
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and wv0, u0v2, u1u2 with 3. If c(u2x) = and c(v2y) = 2, then extend c to an edge 3-coloring of G
by coloring wv0, u0v2 with 1, u0w, v0v1, u1u2 with 2 and u0u1, v1v2, u2v0 with 3.
If G contains G2 and x = y, then G = K4 − e since G is 2-connected and χ′(G) = 3. If G
contains G2 and x , y, then delete u, vw and identify v with w as a common vertex z. Denote
the resulted graph by M2. If ∆(M2) ≤ 2, then χ′(M2) ≤ 3 by Vizing’s theorem. If ∆(M2) = 3,
then by Theorem 2.2(a) and Definition 3.1, M2 ∈ O3 \ P, which implies that χ′(M2) = 3 by the
minimality of G. Let c be an edge 3-coloring of M2. Assume that c(zx) = 1 and c(zy) = 2. We
construct an edge 3-coloring of G by restricting c to G − {u, v,w} and coloring vx, uw with 1,
uv,wy with 2 and vw with 3.
If G contains G4 and x = y, then G is the graph induced by the vertices of G4 and one can
check that χ′(G) = 3. If G contains G4 and x , y, then delete u0, v0,w and identify u1 with
v1 as a common vertex z. Denote the resulted graph by M4. If ∆(M4) ≤ 2, then χ′(M4) ≤ 3.
If ∆(M4) = 3, then by Theorem 2.2(b) and Definition 3.1, M4 ∈ O3 \ P, which implies that
χ′(M4) = 3 by the minimality of G. Let c be an edge 3-coloring of M4. Assume that c(zx) = 1
and c(zy) = 2. We construct an edge 3-coloring of G by restricting c to G − {u0, u1, v0, v1,w}
and coloring u1x, u0w, v0v1 with 1, u0u1,wv0, v1y with 2 and u0v1, u1v0 with 3.
If G contains G8 and x = y, then G is the graph induced by the vertices of G8 and one can
check that χ′(G) = 3. If G contains G8 and x , y, then delete u0, v1, v0 and identify u2 with
v1 as a common vertex z. Denote the resulted graph by M8. If ∆(M8) ≤ 2, then χ′(M8) ≤ 3.
If ∆(M8) = 3, then by Theorem 2.2(c) and Definition 3.1, M8 ∈ O3 \ P, which implies that
χ′(M8) = 3 by the minimality of G. Let c be an edge 3-coloring of M8. Assume that c(zx) = 1
and c(zy) = 2. We construct an edge 3-coloring of G by restricting c to G − {u0, u1, u2, v0, v1}
and coloring u2x, u0u1, v0v1 with 1, u1u2, u0v0, v1y with 2 and u0v1, u2v0 with 3.
If G contains Ht for some integer t, then x , y, because otherwise G ∈ P. Moreover, we
can assume, without loss of generality, that xy < E(G). Delete all vertices of Ht except x and
y and connect x with y by an edge. By Mt we denote the resulted graph. If ∆(Mt) ≤ 2, then
χ′(Mt) ≤ 3. If ∆(Mt) = 3, then by Theorem 2.2(d) and Definition 3.1, Mt ∈ O3 \ P, which
implies that χ′(Mt) = 3 by the minimality of G. Since the configuration Ht is edge 3-colorable
if and only if ut x and vty receive same color, any edge 3-coloring c of Mt can be extended to
an edge 3-coloring of G by restricting c to G − xy, coloring ut x, vty with c(xy) and filling the
colors on the remaining edges of the configuration Ht properly. 
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Figure 3: The graph K+4
4 Conclusions
Combine Theorems 3.2 and 3.3 with Zhang, Liu and Wu’ result [10] that every outer-1-planar
graph with maximum degree ∆ ≥ 4 has edge chromatic number ∆, we have the following
corollary, which completely determine the edge chromatic number of outer 1-planar graphs.
Corollary 4.1. If G is an outer-1-planar graph, then
χ′(G) =
{
∆(G), if G < P and G is not an odd cycle;
∆(G) + 1, otherwise.
On the other hand, since every graph G ∈ P has minimum degree 2, we have the following
Corollary 4.2. If G is a cubic outer-1-planar graph, then χ′(G) = ∆(G).
Remark: Not every graph in P is outer-1-planar graph. More precisely, a graph G ∈ P is
outer-1-planar if and only if G does not contain K+4 as a minor, where K+4 is the graph described
in Figure 3, and furthermore, whether a graph G ∈ P is an outer-1-planar graph or not can
be tested in linear time, see [1]. On the other hand, whether an outer-1-planar graph with
maximum degree 3 and minimum degree 2 belongs to P or not can also be decided in linear
time by recognizing the configurations G2,G4,G8 or Ht in each step.
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