Introduction
Let J be a constant d by d matrix, let y1, • ■ • , y* be the components of a column vector y, and let y'=dy/dt, where t is a real variable. Consider the system of linear differential equations (1) y' = Jy . It is known that if (3) is altered to the condition that each element of th~'lGit) is of class L(0, oo) for a suitable number h, depending on J, then (4) can be improved to an asymptotic formula for each component of yit); cf., e.g., [5] . It is natural to ask for theorems with assertions stronger than (4), but not as strong as an asymptotic formula for the components of yit); for example, with an assertion of the type (5) log | v(0 | = pt + il + oil)) log t, where / is an integer, OgZ</?*, and h* is the maximum of the exponents h in the elementary divisors (X-X*)* for which Re ~kk=p. Part I will deal with such theorems for general linear systems (2) , in which there is no restriction on the constant matrix /. Part II is concerned with 0(l)-variants of results of this type for the case when / has only one elementary divisor (of multiplicity d). It will be clear that corresponding results can be obtained for the case of an arbitrary /. A specialization ( §6) of the results to the case when (2) Part III deals with analogues of ti.e results of Parts I and II for the case when the linear system (2) is replaced by a nonlinear system (2 bis) y'= Jy + F(l, y), in which F=(F1, ■ ■ ■ , Fd) is a continuous vector defined for large t and all y. In the Appendix, there will be considered the conditions of Lonn [8] assuring that all solutions of the real, singular, differential equation dy/dx = (-y + x + F2(x, y))/(-x + F\x, y)), in a sufficiently small circle x2+y2^e2, are tangent to the y-axis or that all solutions are spirals. Lonn's sufficient condition for spirals is considerably improved (and both of Lonn's results are extended so as to apply nonconservative systems x' = -x+ F*(t, x,y), y = -y + x+ F2(t, x, y)
as well). The final results are deduced from criteria of Kneser assuring that x"+f(i)x = 0 is oscillatory or is nonoscillatory. In what follows, the independent variable t is real. The given functions and the solutions of the differential equations involved, unless otherwise specified, are complex-valued.
It will be clear that analogues of the results can be obtained when all functions are restricted to be real-valued.
Part I. The general linear case 1. o(l)-theorems. Theorem (ii) below dealing with solutions of (2) will have the following corollary involving asymptotic relations of the form (5): If (6) holds with a number k>/j*, where h* ^h(j) for those j for which
Re ~\(j)=p, then th*~lG(t) is of class 7(0, oo) and (**) in [5] provides an asymptotic formula for the components of a solution y=y(t) of (2) satisfying (4) .
In order to obtain finer results, it will be supposed that / is in a Jordan
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use normal form. This is no loss of generality since the elements of /, Git) and the components of yit) are allowed to be complex-valued. Suppose that (1) can be written as It can be supposed that the g elementary divisors of / are numbered so that (9) pil) = g pig), where pij) = Re \(j).
Let the distinct numbers in the set (9) be denoted by p1 <p2 < ■ ■ • <p{. For a given integer m, where 1 = m g/, an integer j on the range 1 ^jtkg will be denoted by p, q or r according as pij) <pm, pij) =pm or pij) >pm:
(10) pij) <, = or > pm according as j = p, q or r.
Let fe* be the maximum length of the "blocks" of / for which p(j) =pm, (11) h^ = max hiq).
With reference to a particular value go of q and an integer k=ko on the range 1 -k =^hiq), define integers jo, b by
and let the integers biq) be defined by and h(q)=b+n).
Using the notation (10)-(13), a refinement of (i) can be stated as follows:
(ii) Let G(t) be a continuous d by d matrix in 0^t< °° and, with reference to a fixed p=pm and a fixed q = g0, let every element gjk ag of G(t) satisfy, when UV>U->°o, /. uv | g,k ag I t«<««-««*>+c«<«>-«Cfl)(A.-*c««»<8 -»0, u where e(jk) is k or 1 according as j = q or j^q and e(j) is 1 or 0 accordingas j = qo or j^qo-Then the system (8) has Ep &(;>)+2<o) (h(q) -b(q) + l) linearly independent solutions y=y(t) satisfying, as t-><», //je asymptotic relations (150 **-y*(0 = »(A>(0) ^ j = P and j = r, Consider the change of independent variables t-*s defined by 
for a sufficiently small e>0, and satisfying, as s-> oo, the asympotic relations (260 log D(s) = o(s), where 7?= { 2 | z<6<*> |2} i
By virtue of (21) and (26), it follows that, ast=e"-*oo, In view of (19), (26), and (27), the assertion (ii) follows.
Part II. One elementary divisor 3. A lemma. The proof of (ii) above (or rather the proof of the theorem (III) in [5] on which (ii) depends) suggests that (ii) has 0(l)-variants. These variants will be examined in Part II in detail when J has only one elementary divisor (of multiplicity d) and so, without loss of generality, it can be assumed that the eigenvalues are 0. In this case, (1) has the form
The O(l)-analogue of (III) [5, p. 61], which will be needed below, will first be deduced. 
where e is given by (38), and
The number e in (43) awd (44) can be replaced by e/2 ifjx -l or j2=d (that is, if the set of integers p or r is vacuous).
It will be clear from the proof that (41) can be replaced by z"(S) =Zq, where zv0 are arbitrary numbers such that Ep I zl\ V E? 12o |2 is sufficiently small.
The lemma is a variant of a theorem of Perron ([9, pp. 141-142]; cf.
[5]).
It is clear from Perron's result [9] (or from [5] ) that Lemma 1 has an analogue for the case when K(s) is not diagonal but is, for example, a triangular matrix. Lemma 1 will be applied to obtain 0(l)-variants of (i) in the case (28) of (1). It can be used to obtain 0(l)-variants of (1) in the general case (7) of (1), by first using the change of variables (19) and (21)- (22) in (2) and then employing a device of Perron which, in this case, is another change of dependent variables z->w, defined by zqk = wqh z'k=akw'k if j^q and a>0 is a sufficiently small number. The avoidance of the use of successive approximations in the proof of the lemma makes possible the extension of the proof to nonlinear systems (cf. Part III below), without the assumption of Lipschitz conditions as in [9] .
It is clear from [ll] that Lemma 1 also has an analogue if the constant c>0 in conditions (34) and (39) is replaced by a continuous function c = c(s) >0 satisfying f"c(s)ds = 00. But this generalization can be deduced from Lemma 1 by the change of independent variables 5-H defined by dt = c(s)ds. Remark 1. The solution z = z(s) of (40) satisfying (43)- (44) can be chosen to be independent of 6, in the sense that if (39 bis) holds for arbitrarily small 0>O (so that e>0 be chosen arbitrarily small), then (43)- (44) 
The definition of gx(s) =gi(s, z) in (46) shows that the differential inequality in the last formula line can be written as
Similarly, the function In view of (51) and (54), this implies that iL+N) = (l-«/2)(Z+AT+M) and N^ie/2)iL+N+M); so that Z-= (l -e)iL+N+M), that is, In order to prove (I*), make the variation of constants (65) in (2) and the change of independent variables t-»s=log t. Then, since (1) is given by (28), the system (2) becomes Cf. the remark following the statement of (I*) which becomes applicable to the cases w = 0, d-l>0 of (II*). is also equivalent to O<0<1. Thus the conditions of (II*) for the case (91) of (83) In fact, the expression on the left of the last inequality is
which is a majorant for the norm | Hit) \ of the corresponding matrix (66); cf. the remarks following (84). In particular, (92) and (93) assure that no solution x=xit) ^0 of (83) has infinitely many zeros on 0 = t< 00. It can be remarked that there seems to be some connection between the criterion (93) and a theorem of de la Vallee Poussin dealing with an equation (83) (7), (9)- (13) is employed).
(*) Let the principal part y' = Jy of (94) be the system (7). Let p=pm (in (10)-(13)) be negative. Let F(t, y) be a continuous vector defined for large t and small \y\. For some fixed 0>O, let there exist a function f(t)=ft(t) satisfying, for large t, + 1)}-dimensional set fl = Qr in the y-space such that if y0 is a point of fl, then (94) has at least one solution y=y(t) on T = t< oo satisfying the initial condition y(T) =y0 and the asymptotic relations (15i)-(150 as t-*oo. A partial converse of (*) is given by: (*bis) Let J, p, F(t, y) satisfy the conditions of (*), with the strengthened requirement that the inequality (95) holds on the (t, y)-set (96 bis) e<»-e)t = \ y\ = e<"+S)'
(which contains (96)). Let y -y(t) be a solution of (94) satisfying (96 bis) for large t (for example, satisfying (4) as t-»oo). Then (17i)-(173) and the relation (170, for some integer j0 (O^jo^A* -1), hold.
As to the existence of solutions y=y(t) of (94) It follows from the deduction of (*), just sketched, that solutions z = z(s) of (100) leading to solutions y=y(t) of (94) (*bis) above is a consequence of assertion (i bis) in §1, since (94) can be written as a linear system (2) in which G(t) =G(t, y) is given by (102).
8. 0(l)-variants. It is possible to obtain an analogue of (I*) for the nonlinear system (94) when the principal part (1) of (94) Let (x, y) = (x(t), y(t)) ^Obea solution of (112) which is defined for large t and satisfies (x(t), y(t))-+(Q, 0) as t-+<x>. Then, as pointed out in [4, p. 501 ] , (x(t), y(t)) has the properties that, as t-► <», (114) 2-1 log (*2 + y2) ~ -I and that either (115) x(t)/y(t) -> 0 or arc tan x(t)/y(t) -* -oo.
In (115), it is understood that arc tan x(t)/y(t) is chosen as a continuous function. In the general case (or even in the conservative cases) of (112), the alternative in (115) can depend on the particular solution (x(t), y(t)) [2, p. 123], but is independent of the choice of the solution in the linear cases of (112) [4, p. 499] . It is clear that if [January In view of Kneser's theorem mentioned after (91), it is natural to ask whether, when x, y, Fl, F2 are real, there is a unilateral inequality (involving F1, F2) which assures that (116) (hence, the first alternative in (115)) holds for every solution of (112) satisfying (114). In this direction, the following will be proved:
(t) Let F1, F2 be real-valued continuous functions defined for large t and real small x and y. In addition to (113), assume that (117) 4/2(*F2 -yF1)/(x2 + y2) = 6 < 1 holds for large t on a (t, x, y)-set (118) |z| <||y[, e-^+f" < |y| <e-(1-f" (£ = const. > 0).
Then every nontrivial (^0) solution (x, y) = (x(t), y(t)) of (112), defined for large t and tending to (0, 0), as t-*<x>, satisfies (114) and the first alternative in (115).
In the conservative case, (117)- (118) then every solution tending to the origin satisfies the second alternative in (115). This statement of Lonn will be improved by relaxing the condition C>4 to C>1 (and will be made applicable to non-conservative cases). (ft) Let the assumptions of (t) hold except that (117)- (118) is replaced by the requirement that (121) 4t2ixF2 -yFl)/ix2 + y2) = C > 1 holds in (118). Then every solution (x, y) =(x(t), yit)) of (112) defined for large t and tending to the origin as 2->oo satisfies (114) and the second alternative in (115).
The proof of (t) which is similar to the procedure of Lonn will be given only for the sake of completeness. Actually, (t) and (ft) depend essentially on the criteria, U2fit) g 1 or 4J2/(Z) = C> 1, of Kneser for (91) to be non-oscillatory or oscillatory, respectively. Proof of (f). For large t, let (x, y) = (x(t), y(t))-*0 be a solution of (112) satisfying (x, y)-KO, 0) as t->oo. Then (113) implies (114) Clearly, l^(x2+y2)/y2 = l+£2 on the set (118). In what follows, it will be supposed that £ is a fixed positive number satisfying (125) 0 < (1 + Z2)6 < 1.
Hence, if (/, x, y) = (t, x(t), y(t)) is on the set (118), then (117) and (125) show that (123) and (126), r(t)^a/t>0 on any interval (Z0, /i) on which (118), hence (126), holds. Since the second alternative in (115) holds there is a value (hence, a least value) of /=/i>/0, where (/, x(t), y(t)) is on the boundary of the set (118).
If to is sufficiently large, (114) and r(t)'=a/t>0 imply that x(tx) =£y(/i) >0. Hence (128) r(h) = £ and 0 < r(t) < £ if /" = t < h.
Thus (123) becomes r'(/i)+£2+/(/i) =0 at /=/i. In view of (114) and x(h) = £y(ti), the assumption (113) implies that |/(/i)| <£2 if t0 (hence Zx) is sufficiently large. Consequently, r'(/i)<0. Since this contradicts (128), the assumption that (116) does not hold is untenable. This proves (t).
Proof of (ft). Let (x, y) = (x(/), y(t)) be a solution of (112) for large / tending to the origin as /->oo. Then (114) and (115) hold. Suppose, if possible, that the first alternative of (115) holds; in particular, that (116) holds. In view of (114) and the first part of (115), the point it, x, y) = it, xit), yit)) is on the set (118) for any fixed £>0 and sufficiently large /. Since (116) holds, (122) defines a continuously differentiable function for large t satisfying (123)-(124). The inequality (121) shows that 4/2/(/) = dx2 +y2)/y2=C>l, and so 4*2/(0^C>l for large t. This implies that (91) is oscillatory (Kneser). Hence the Riccati equation (123), belonging to (91), cannot possess a solution r=rit) defined for large t. Thus, the assumption (116) leads to a contradiction, and so (ft) follows.
