Abstract Speiser showed that the Riemann hypothesis is equivalent to the absence of non-trivial zeros of the derivative of the Riemann zeta-function left of the critical line. We investigate the relationship between the non-trivial zeros of the functions belonging to the extended Selberg class and of their derivatives left of the critical line. Every element of this class satisfies a functional equation of the Riemann type, but it contains zeta-functions for which the Riemann hypothesis is not true. As an example, we study the relationship between the trajectories of zeros of a certain linear combination of Dirichlet L-functions and of its derivative computationally. In addition, we examine Speiser type equivalent for Dirichlet L-functions with imprimitive characters for which the Riemann hypothesis is not true and which do not satisfy the Riemann type functional equation.
Introduction and statement of results
In the first part of the 20th century, Speiser [14] studied the relationship between the location of zeros of the derivative of the Riemann zeta-function and the Riemann hypothesis (RH). His result, achieved by geometric means, is that the RH is equivalent to the absence of non-real zeros of the derivative of the Riemann zeta-function left of the critical line.
Later on, Levinson and Montgomery [9] investigated the relationship between zeros of the Riemann zeta-function and its derivative analytically. They proved the quantitative version of the Speiser's result, namely, that the Riemann zeta-function and its derivative have approximately the same number of zeros left of the critical line. This result was extended to Dirichlet L-functions with primitive Dirichlet characters (Yıldırım [20] ), to the Selberg class (Šleževičienė [18] ), to the Selberg zeta-function on a compact Riemann surface (Luo [10] , see also Garunkštis [3, 4] ). In all these cases, an analog of the RH is expected or, as in the case of the Selberg zeta-function, it is known to be true. Here we ask the question if the Speiser equivalent is valid for zeta-functions for which an analog of the RH is not true. The answer is positive and as an example we consider numerically certain zeta-functions depending on a parameter, which for some values of the parameter violate the RH and for other values they are expected to satisfy the RH. To be more general, we choose to investigate the so called extended Selberg class. This class includes classical zeta-functions, such as the Riemann zeta-function, Dirichlet L-functions for primitive characters, Dedekind zeta-functions. This class also contains linear combinations of certain Dirichlet L-functions for which the RH is not valid, see Kaczorowski and Kulas [6] .
A not identically vanishing Dirichlet series F(s) = ∞ n=1 a n n s which converges absolutely for σ > 1 belongs to the extended Selberg class S # if:
• (meromorphic continuation) There exists k ∈ N such that (s − 1) k F(s) is an entire function of finite order.
where
While the data Q, λ j , μ j and ω of the functional equation are not uniquely determined by F, the value d F = 2 r j=1 λ j is an invariant. It is called the degree of F. More about the (extended) Selberg class see the survey papers of Kaczorowski and Perelli [5, 7, 8, 11, 12] .
For a positive degree, the zeros of F(s) located at poles of the Gamma functions in functional equation (1) Suppose that F(s) ∈ S # is a non-constant function. Next, we consider zero free regions of F (s) in the left-half plane. If the degree is equal to zero, then F(s) is a Dirichlet polynomial whose structure is well understood, see Kaczorowski and Perelli [7] or formula (10) below. It follows that for d F = 0, there is σ 1 such that
From the proof of Proposition 1.1, we see that for a given function F(s) the explicit upper bound for τ can be calculated.
In this paper, T always tends to plus infinity. The main results of this article for the functions of the extended Selberg class are the following. 
. Let N (T ) and N 1 (T ) respectively denote the number of zeros of F(s) and F (s) in the region
and N 1 (T ) respectively denote the number of zeros of F(s) and F (s) in the region
It is well known that ζ (1/2 + it) = 0 if ζ(1/2 + it) = 0, see Spira [15, Corollary 3] . Analogous statement is true for the functions from the extended Selberg class.
As we already mentioned, the extended Selberg class contains zeta-functions for which the RH is not true, but all these functions still satisfy functional equations (1) 
The following Euler product holds:
We see that L(s, χ) has zeros on the line σ = 0 and in this sense the RH is not valid. 
. Let N (T ) and N 1 (T ) denote the number of zeros of respectively L(s, χ) and L (s, χ) in the region
τ < t < T , σ < 1/2. Then N 1 (T ) = N (T ) + O(log T ) ≥ log(q/q 1 ) 2π T + O(log T ),
where the inequality can be replaced by the equality provided the Riemann hypothesis is valid for L(s, χ 1 ).
From the proof we see that Theorem 1.6 can be generalized to zeta-functions from the extended Selberg class, multiplied by some simple function. On the other hand, Hurwitz and Lerch zeta-functions also do not satisfy the Riemann type functional equation, but computations do not confirm the Speiser equivalent in these cases. The proofs of above results follow the proof of Levinson and Montgomery [9] .
The next section is devoted to computer calculations. To illustrate Theorem 1.2 "in action," we compute the trajectories of zeros of a certain zeta-function depending on a parameter as well as the trajectories of zeros of its derivative. We also calculate several zeros of the derivative of the celebrated Davenport-Heilbronn zeta-function, which is an element of the extended Selberg class and has non-real zeros off the critical line. Sect. 3 contains the proofs.
Computations
All computations in this section were done using the program Mathematica. Computations should be regarded as heuristic because their accuracy was not controlled explicitly. We investigate the function of the following form:
is the Riemann zeta-function, and
For any τ , the function f (s, τ ) satisfies the functional equation s (s, τ ) we denote that vth partial derivative of f with respect to s, 
the RH holds for f (s, 0) and if we have its simple zero ρ 1 (0), the functional equation forbids the corresponding zero trajectory ρ 1 (τ ) from leaving the critical line as τ increases unless it meets the trajectory ρ 2 (τ ) of another zero, say at τ = τ . Then
In the case of zeros of degree two, they can leave the critical line. Moreover, their trajectories are symmetric with respect to the critical line. Let the trajectories ρ 1 (τ ) and ρ 2 (τ ) meet each other at τ = τ and let them split into two trajectories, which leave the critical line and which are symmetric with respect to this line. For definitiveness, we say that the trajectory ρ 1 (τ ) (similarly ρ 2 (τ )) at τ = τ turns to the right hand-side as τ increases. Then the trajectories ρ 1 (τ ) and ρ 2 (τ ) remain defined in the a neighborhood of τ . Note that this definition makes sense because in all calculations in this section, the trajectories ρ 1 (τ ) and ρ 2 (τ ) move in opposite directions before they meet at τ = τ . In addition, the derivative f s (s, τ ) must vanish at the meeting point s = ρ 1 (τ ). Thus there is a trajectory q(τ ) of a zero of f s (s, τ ) such that q(τ ) = ρ 1 (τ ) = ρ 2 (τ ). Figures 1 and 2 are parametric plots of the trajectories of zeros of f (s, τ ) and its derivative, solid and dotted lines respectively. We see that the trajectory of the derivative crosses the critical line in accordance with Theorem 1.2.
To find the solutions, i.e. the zero trajectories, ρ(τ ) and
we solve the differential equations numerically
As the initial conditions, some zeros of f (s, 0) = (1 + √ 5/5 s )ζ (s) and f s (s, 0) are used.
In the upper half-plane region with 0 < t ≤ 1500 the function f (s, 0) has 1452 zeros, all on the critical line. According to our computations, 286 of these zeros leave the critical line and, except several cases similar to Further, we consider the Davenport-Heilbronn zeta-function defined by
where η mod 5, η(2) = i, and tan α = 10 − 2 √ 5 − 2 /( √ 5 − 1). The DavenportHeilbronn zeta-function satisfies the functional equation: 
The zeros were checked using Mathematica's command FindRoot.
Proofs
Proof of Proposition 1.1 Let σ 0 > σ F . Also, let τ > τ and σ < 1 − σ 0 . Let R and R be two rectangles with vertices 1
Using formula (5) below, we will show that there is τ such that for any τ and any σ the inequality
holds for s ∈ R and s ∈ R. By the argument principle, it follows that F (s) and F(s) have the same number of zeros inside the rectangle R (also in R). This will prove the proposition since for sufficiently large τ , the function F(s) has no zeros inside the rectangles R and R. By the definition of the extended Selberg class, there is an integer n F such that the function G(s) = s n F (s − 1) n F (s) is an entire function and G(1) = 0. By functional equation (1), we have that G(0) = 0. Moreover, G(s) is an entire function of order 1, see Lemma 3.3 and the comment below the proof of Lemma 3.3 in Smajlović [13] . Applying Hadamard's factorization theorem to the function G(s) analogously as in Šleževičienė [18, Proof of Theorem 3, formula (6) ], see also Smajlović [13, formulas (8) and (10)]), we have
where the summation is over the non-trivial zeros of F(s) except possible non-trivial zeros or poles at s = 0 and s = 1. Next we will prove inequality (4). In view of (z) (1 − z) = π/sin π z, we can write
Recall that λ j > 0, j = 1, . . . , r , and r j=1 λ j > 0. Then by the formulas
/ (s + 1) = / (s) + 1/s and equality (5), we have that there is τ such that, for any τ and σ , inequality (4) is true if s ∈ R and s ∈ R. This proves Proposition 1.1.
Proof of Theorem 1.2 Let
To prove the theorem, it is enough to consider the difference of the number of zeros of F(s) and F (s) in the region R.
Without loss of generality, we assume that F(σ + i T ) = 0 and F (σ + i T ) = 0 for 1 − σ 0 ≤ σ ≤ 1/2. We consider the change of arg F /F(s) along the appropriately indented boundary R of the region R. More precisely, upper, left, and lower sides of R coincide with the upper, left, and lower boundaries of R. To obtain the right-hand side of the contour of R , we take the right-hand side boundary of R and deform it to bypass zeros of F(1/2 + it) by left semicircles with an arbitrarily small radius.
To prove the first part of Theorem 1.2, we will show that the change of arg F /F(s) along the contour R is O(log T ). By formula (5), similarly as in the proof of Proposition 1.1, we have
where τ ≤ t ≤ T . We switch to the right-hand side of R . For this, we evaluate the terms of equality (5) . In view of the symmetry of zeros with respect to the critical line, we consider
Then
Suppose that s = 1/2 + it is not a zero of F(s). When I = 0, see equation (8), then, similarly as in the proof of Proposition 1.1, we see that Re F /F(s) < 0. Let ρ 0 = 1/2 + iγ 0 be a zero of F(s). Then I 1 , see formula (7), can be made arbitrarily large as we move along the left semicircle with an arbitrarily small radius and center at ρ 0 . This is because the term 1/|s − ρ 0 | 2 → ∞ as |s − ρ 0 | → 0. Hence on the right-hand side of R we again have Re F (s)/F(s) < 0. By the Phragmén-Lindelöf principle and the functional equation, we obtain that for any σ there is A > 0 such that
uniformly in σ ≥ σ , cf. Steuding [17, Theorem 6.8] . By the Cauchy differentiation formula and by the bound (9), we have that the bound analogous to (9) 
Suppose there is no such sequence {T j }. Then for sufficiently high t, there is 1−σ 0 ≤ σ ≤ 1/2 such that Re F /F(s) ≥ 0. Thus I > 0 and I 1 < 0. Then at least one term in I 1 must be negative. Hence there is a zero ρ = β + iγ with 1 − σ 0 < β < 1/2 such that
It follows that |t − γ | < σ 0 − 1/2. Thus, if for sufficiently high t we divide the imaginary line into intervals of length 2σ 0 − 1, it would follow that for every interval there will be at least one zero whose imaginary part falls into that interval. Since we started with sufficiently high t, it follows that in this case F(s) has more than T /(2σ 0 − 1) + O(1) zeros in the region R. This concludes the proof.
Proof of Theorem 1.3 Let us denote the set of degree zero functions of the extended Selberg class by S # 0 . Let F(s) ∈ S # 0 and let q = Q 2 , where Q is from functional equation (1) of F(s). By Kaczorowski and Perelli [7] , we have that q is a positive integer and
where a n = ωn √ q a q/n , moreover, if √ q ∈ N then a √ q = εb with b ∈ R, where ε denotes a fixed square root of ω. By expression (10), we see that Q > 1 if F(s) is a non-constant function.
The fact that d F = 0 means that there are no Gamma factors in the functional equation. Hence
Let σ 1 be a negative real number with large absolute value such that F(s) = 0 and F (s) = 0 for σ ≤ σ 1 , see the comment before Proposition 1.1. Let R be a rectangle with vertices 1/2 − δ, 1/2 − δ + i T , σ 1 + i T , σ 1 , where δ > 0 is as small as we like and it will be chosen later. Without loss of generality, we assume that F(s) = 0 and F (s) = 0 on the boundary of the rectangle R. In addition, we assume that F(s) = 0 and F (s) = 0 in the interior of the rectangle with vertices 1/2, 1/2+i T , 1/2+i T −δ, and 1/2 − δ. We can achieve this because zeros of F form a discrete set. To prove the theorem it is enough to show that the change of arg F /F(s) along the rectangle R is O(1) as T → ∞. By formulas (10) and (11) , it is easy to see that
Suppose that s is on the left-hand side of R and suppose that σ 1 in the definition of the rectangle R is a negative number with large absolute value. Then Re F /F(s ) < 0. Similarly as in the proof of Theorem 1.2, the change in argument on the horizontal sides is O(1) since F(s) is bounded on vertical strips. We consider the right-hand side 1/2 − δ + it, 0 ≤ t ≤ T , of R. By equality (11), we see that
To prove this inequality, it is enough to consider the case when t is in the neighborhood of a zero ρ = 1/2 + iγ . We have
where m is the multiplicity of ρ. Hence taking s = 1/2 − δ + it, we see that
Thus Re m = − log Q. This proves inequality (12) . Therefore, the argument change along the right side of the contour is O (1) . This gives the proof of Theorem 1.3.
Proof of Proposition 1.4 Let the degree d F > 0. Assume the contrary, that there is a large number t such that F (1/2 + it) = 0 and F(1/2 + it) = 0. Then by Hadamard's type formula (5), Gamma function property (6) , and using the fact that σ = 1/2 in (8), we obtain the contradiction
This proves the proposition for d F > 0. If d F = 0 then the proposition follows by formula (11).
Now we provide the proofs for our results for the Dirichlet L-functions with imprimitive characters.
Proof of Proposition 1.5 Let the character χ mod q be induced by a primitive character χ 1 . Taking logarithmic derivatives of both sides of equation (2) yields As to the left boundary of R , equation (13) yields Re(L /L(s, χ)) < 0. Let us look at the right boundary of R . Equations (5) and (13) Here the first summation is taken over the non-trivial zeros of L(s, χ 1 ). The non-trivial zeros of L(s, χ 1 ) occur in symmetric pairs. Let I 1 and I denote the same magnitudes as in Equations (7) and (8), respectively. Arguing in the same vein as in the proof of Theorem 1.2, we get L /L(s, χ) < 0 as s moves along the right countour of R provided we take τ sufficiently large. As to the remaining estimate of the change in argument of L /L(s, χ) as we move along the horizontal segments of the contour of R , we argue exactly as in the proof of Theorem 1.2, which yields that the change in argument is O(log T ). This gives us the proof of the theorem.
