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ABSTRACT
The work presented here combines the analysis of a ﬁlm’s
audiovisual features with the analysis of an accompanying
audio description. Speciﬁcally, we describe a technique for
semantic-based indexing of feature ﬁlms that associates char-
acter names with meaningful events. The technique fuses
the results of event detection based on audiovisual features
with the inferred on-screen presence of characters, based on
an analysis of an audio description script. In an evalua-
tion with 215 events from 11 ﬁlms, the technique performed
the character detection task with Precision = 93% and
Recall = 71%. We then go on to show how novel access
modes to ﬁlm content are enabled by our analysis. The
speciﬁc examples illustrated include video retrieval via a
combination of event-type and character name and our ﬁrst
steps towards visualization of narrative and character inter-
play based on characters occurrence and co-occurrence in
events.
Keywords
Film, Video Retrieval, Video Visualization, Audio Descrip-
tion.
1. INTRODUCTION
As the size and availability of digital ﬁlm archives increase,
so too does the need for tools that assist those who need to
access them. This could include ﬁlm fans in the general pub-
lic, students and scholars of the medium or editors and other
broadcast/ﬁlm professionals. Given the signiﬁcant volume
and data-rich nature of the content to be accessed, the eﬃ-
cacy of such tools critically depends on their ability to per-
form automated semantic analysis and description of ﬁlm
content, be it for video retrieval, browsing, summarization
or visualization [1]. In an ideal world, an appropriate index-
ing of ﬁlm content (as espoused in [2]), would mirror that of
a book whereby access is facilitated via either a linear Table
of Contents or a non-linear Index listing the occurrences of
important semantic concepts. Much research to date has fo-
cused on the former, as evidenced by the array of works on
shot-level and scene-level analysis of content in recent years
[3, 4, 5, 6]. For the latter, it is not fully understood what
constitutes such an Index for ﬁlm content, but we know it
would typically include the ﬁlm’s characters and the events
in which they are involved, perhaps along with the range of
cinematic techniques used by directors to convey a story. In
this paper, we discuss our initial work towards creating a
non-linear Index of important objects (in this case charac-
ters) and events
The signiﬁcant challenges posed by semantic analysis of video
content, usually referred to as the ‘semantic gap’ [7], re-
quires the fusion of several multimodal information streams.
A meaningful and useful description of ‘who, what, where,
when and why’ as depicted in a ﬁlm, typically cannot be gen-
erated by video analysis alone. Rather, multiple additional
sources to the moving image itself, such as the soundtrack
and the various kinds of text that are associated with a ﬁlm,
should also be considered in any analysis.
For the ﬁrst time, the work presented here combines the
analysis of a ﬁlm’s audiovisual features with the analysis of
an accompanying audio description, in order to automati-
cally produce a semantic description of a ﬁlm in terms of
the characters and events depicted. We choose this text
source to complement our audiovisual analysis, since com-
pared with a ﬁlm script, an audio description gives a more
accurate account of who and what can be seen on-screen.
Moreover, this account is tightly time-aligned with the ﬁlm.
Our analysis of audiovisual features leads to structuring the
ﬁlm into three kinds of event: Dialogue, Exciting and Musi-
cal. Our analysis of audio description identiﬁes the on-screen
presence of the ﬁlm’s main characters who can then be asso-
ciated with these detected events. The resulting description
of a ﬁlm in terms of events and associated characters enables
innovative modes of information access to the ﬁlm content.
Section 2 provides the necessary background for our work.
It motivates and describes the events that we consider im-
portant and provides more information on audio description
in general. It also reviews the work that we consider most
related to ours in the current state of the art in the analysis
of ﬁlm content. Our method for associating characters and
events is described in detail in section 3 and evaluated in sec-
tion 4. Section 5 then describes novel kinds of access to ﬁlm
content that are enabled by our analysis – video retrieval
via a combination of event-type and character name and
our ﬁrst steps towards visualization of plot and character
interplay based on character occurrence and co-occurrence
within events. Finally, we draw some conclusions and out-
line directions for future research in section 6.
2. BACKGROUND
2.1 Event-Based Indexing
The basic atomic unit of a ﬁlm is generally considered to be
the shot and the task of video segmentation at this level is
now considered straightforward. However, a shot-level seg-
mentation is not always an appropriate access mechanism
for a user. For example, a single shot of a car chase carries
little meaning when viewed independently, it may not even
be possible to deduce that a car chase is taking place from a
single shot. However, when viewed in the context of the sur-
rounding shots it forms a meaningful event that the viewer
can recognise. In our work, we consider an event to be an
interval in the ﬁlm which viewers recognise and remember as
a semantic unit. A conversation between a group of charac-
ters, for example, would be remembered as a semantic unit
ahead of a single shot of a person talking in the conversa-
tion. Similarly, a car chase would be remembered as ‘a car
chase’, not as 50 single shots of moving cars.
At a higher level of abstraction, a ﬁlm is made up of scenes
and various techniques for scene-based segmentation based
on the analysis of audiovisual features have been proposed
[4, 5, 6, 8, 9, 10]. However, we argue that a scene-based
representation fails to achieve the granularity required for
most users. A scene may contain a conversation, followed
by a ﬁst/gun ﬁght, which would be recognised and remem-
bered as two distinct events by the audience and so should
be modelled as such. Furthermore, it is often problematic
for human observers to recognise scene boundaries, espe-
cially in a medium as diverse and creative as ﬁlms where
occurrences of dramatic devices such as ﬂashbacks / ﬂash-
forwards, dream sequences, cross-cutting etc. are common.
Our previous studies [11] indicate, on the other hand, that
users can strongly relate to an event-based structure im-
posed on a ﬁlm when applied in a retrieval scenario.
We work with three event types of major events – Dialogue,
Exciting and Musical events – detected using the techniques
presented in [12] and reviewed brieﬂy in section 3.1. These
three types of event typically account for > 90% of a ﬁlm,
whilst being intuitive for a user to understand. Dialogue
constitutes a signiﬁcant part of any ﬁlm, and the viewer usu-
ally obtains much of the information about the plot, story,
background etc. of the ﬁlm from the dialogue. Dialogue
events are not necessarily constrained to a set number of
characters so a conversation between any number of char-
acters is classiﬁed as a dialogue event in our approach. Ex-
citing events typically occur less frequently than Dialogue
events, but are central to many ﬁlms. Examples of excit-
ing events include ﬁghts, car chases and battles. The Mu-
sical event type is distinguished by the presence of music,
and often the absence of dialogue, and includes montage se-
quences, emotional scenes (such as somebody crying), and
diagetic music, i.e. music being played within the ﬁlm. Pre-
vious work on event-based indexing has typically concen-
trated only on the detection of dialogue events [13][14, 15]
or dialogue and a restricted set of speciﬁc kinds of action
events [16].
2.2 Audio Description
There are many text sources that provide information about
a ﬁlm’s semantic content. Film scripts give information
about on-screen action, but are not time-coded, and tend
to be wordy and use colloquial language, which can make
them diﬃcult to analyse. Furthermore, they do not neces-
sarily match well to the ﬁnal edit of the ﬁlm (except for post
production scripts). A higher-level account of a ﬁlm’s story
can be found in a plot summary, which concentrates on the
characters’ goals and some of the major ﬁlm events, although
not normally on the ending. Subtitles or closed captions are
an important text resource for semantic analysis. However,
unlike news and sports video, in the case of ﬁlm, the rela-
tionship between what is transcribed in subtitles and what
can be seen on-screen is often disjunct. Subtitles exist so
that the deaf and hard of hearing can read what they can-
not hear: an audio description, on the other hand, allows
blind and visually impaired ﬁlm and TV audiences to hear
a description of what they cannot see. In the interval be-
tween existing dialogue, a describer relates essential details
of the on-screen action via an additional soundtrack that is
delivered via a radio link to headphones in cinemas and also
via DVD and digital television broadcasts.
In the UK, over 200 cinemas provide audio description and
it is available for most major new ﬁlms. A professional au-
dio describer must ensure that blind and visually-impaired
audiences have enough information about on-screen action
in order to follow the story being told, yet this must be suﬃ-
ciently succinct to ﬁt between the existing dialogue. An au-
dio description is scripted before it is recorded and includes
precise timecodes to indicate at which point of the ﬁlm a par-
ticular line of audio description is to be spoken. An example
of an excerpt from an audio description is presented in ﬁgure
1. It should be clear from this example that the audio de-
scription is informative about many aspects of the on-screen
action: who is present, what they look like, what they are
wearing, their facial expressions, and of course, what they
are doing. Clearly, audio description can be an important
resource, not only for the purpose for which it was originally
intended, but also for video indexing.
Evidence that audio description uses a simpliﬁed language,
making it amenable to information extraction, is presented
in [17]; information about characters’ emotions was extracted
in [18]. A set of commonly occurring actions in audio de-
scription and ﬁlm scripts was identiﬁed in [19], and a set of
common dialogue events in subtitles was identiﬁed in [20].
Film scripts and plot summaries are contrasted with audio
description in [21] and [22], respectively. In the work re-
ported here, the extraction of information from an audio
description is restricted to data about characters’ on-screen
presence because this can be achieved with a very high-level
of Precision.
2.3 Related Work
Previous work [23, 24] has shown the beneﬁt of analysing
the occurrence of characters on-screen. It was shown how
the analysis of a character’s appearance on-screen and sub-
sequent disappearance gives a rhythm that can be used for
topic segmentation and ﬁlm classiﬁcation, and for mining
other semantic structures. However, in that work the an-
notation of character presence was done manually. The au-
Figure 1: An excerpt from the audio description
script of the ﬁlm Ocean’s Eleven (Dir. Steven Soder-
bergh). Note here the timecodes are in HH:MM:SS
format
tomation of such annotation is a key contribution of our
work. Other complementary information about semantic
ﬁlm content has been obtained by the analysis of audiovi-
sual features alone, for example, models of aﬀective content
[25, 26] and information about key points in a ﬁlm’s story
coinciding with changes in its tempo - a function of motion
within the frame and shot length [27]. The task of associ-
ating names with faces detected in frames of television pro-
grammes and ﬁlms was recently addressed with promising
results in [28]. Their technique aligns scripts (containing
information about who is saying what) with subtitles (con-
taining information about what is being said when) in order
to cue a face detector as to which characters were likely to be
seen talking in which frames. This technique was limited to
frontal faces and of course relies on a character to be speak-
ing in order to be detected. This technique will not work
for characters not facing the camera, nor for scenes without
dialogue. We believe that the analysis of audio description
will give a much more complete set of character occurrences
than scripts and subtitles, though there will of course be
cases when these can provide complementary information.
3. PROPOSED APPROACH
As illustrated in ﬁgure 2, our technique follows three steps:
(i) Event detection; (ii) Character detection; (iii) Matching
characters to events. In fact, we believe that potentially an
iterative approach, as indicated by the dashed line, is war-
ranted. That is, it is feasible that rather than a straightfor-
ward matching process, the results of event detection could
inform the analysis of the audio description and vice versa.
However, this is not considered in the work reported here,
but targeted for future work. In this section, we describe
the three steps in detail.
3.1 Event Detection
Event 
Detection
Character 
Detection
Matching 
characters & 
Events
Figure 2: Overall Approach
The event segmentation and classiﬁcation technique used
here is described in detail and evaluated in [29, 30, 12]. It
exploits a number of observations about ﬁlm creation prin-
ciples. For example, when ﬁlming a dialogue event, the di-
rector ensures that the audience can clearly interpret the
words being spoken. Thus, a relaxed ﬁlming style is used
with a low amount of camera movement, few long shots,
high amounts of shot repetition and clearly audible speech
[31]. Conversely, when shooting an exciting part of a ﬁlm,
the director aims to stimulate the audience. The common
techniques for creating excitement involve fast-paced edit-
ing, combined with high amounts of movement and widely
varying camera positioning [32]. Finally, musical events are
shot with a strong musical soundtrack, usually combined
with slower paced editing and low amounts of camera move-
ment [31, 11].
We extract a set of audiovisual features to detect the pres-
ence of these ﬁlm-making principles. Firstly, shot boundaries
are detected using a standard colour histogram technique.
Once the shot boundaries are known, the editing pace can
be inferred. Two motion features are extracted per shot,
MPEG-7 motion intensity [33] and a measure of camera mo-
tion [29]. A support vector machine based classiﬁer is used
to classify audio into one of: speech, music, silence and other
audio. Finally, a measure of shot repetition is implemented
[12]. A set of Finite State Machines (FSMs) is used in or-
der to detect parts of a ﬁlm where particular features are
prominent. For example, in order to detect dialogue events,
FSMs are used in order to detect areas which contain vari-
ous combinations of speech shots, still cameras and repeat-
ing shots. The output of the FSMs is ﬁltered, and a list
of dialogue events is created. A similar process is repeated
for the exciting events (where fast-paced editing and cam-
era movement are sought) and for musical events (where,
among others, shots with silence and music are sought). An
evaluation with ten ﬁlms of very diﬀerent genres and origins
[12], found that 95% of Dialogue events, 94% of Exciting
events and 90% of Musical events were detected by the sys-
tem, which indicates the reliability of the event detection
system. It was also found that 91% of all shots in a ﬁlm
were categorised into one of the event classes by the event
detection system.
3.2 Character Detection
This step involves the identiﬁcation of who the main char-
acters are in the ﬁlm, how they are referred to in the au-
dio description, and their gender for pronoun resolution. It
results in a log of the time-code of every utterance that
contains each character’s name, or a pronoun referring to
them. Preprocessing was required to tidy-up some of the
raw audio description scripts and to get them into a stan-
dard format. In order to identify the characters in a ﬁlm
we generated a list of capitalized words occurring > 4 times
in the audio description script, with common stopwords re-
moved. This threshold removed most incidental characters.
Also, the set of capitalized words occurring <= 4 times con-
tained a much higher percentage of non-characters than the
set of capitalized words occurring > 4 times. Even so, some
manual ﬁltering of the resulting list was required in order to
remove the names of commonly occurring locations which
were capitalized. Manual intervention was also required in
rare cases when a character was referred to in diﬀerent ways
in diﬀerent parts of a ﬁlm, including mis-spellings. In the
ﬁlm Enigma, the character Hester Wallace is at ﬁrst de-
scribed as ‘Miss Wallace’ whilst she is on formal terms with
the main character, and then as ‘Hester’. In the case of The
English Patient, though we may believe the patient and the
character Count Almasy to be the same person we chose to
keep them as distinct characters, but we had to enter the
non-capitalized instance of ‘patient’ manually.
For characters with common names it was possible to dis-
ambiguate their gender automatically, e.g. by looking up
lists of male and female names generated by the US Census
[34]. However, in about half the ﬁlms that we dealt with
many of the characters were referred to by their surnames,
or had names that would not be found in census data of
any country, e.g. ‘Shrek’ and ‘Stitch’, so manual interven-
tion was required. Given a list of the main characters and
their genders, pronoun resolution was achieved by looking
back from each occurrence of / he | she | he’s | she’s / to
the ﬁrst character name of matching gender. This relatively
simple method proved to be eﬀective because of the nature
of audio description; describers try hard to avoid ambigu-
ous pronouns because it would distract the audience. We
did not change the automatically generated output for our
pronoun resolution.
Because we wanted a complete list of characters and their
genders, with no false entries, we had to accept some manual
intervention during this step. We tried a system for auto-
matic named entity recognition [35] and whilst it performed
well, it was not able to give the complete list of character
names that we wanted, nor did it give genders. We also con-
sidered alternative information sources such as ﬁlm scripts
and the Internet Movie Database. The main problem was
that diﬀerent sources can refer to the same character in quite
diﬀerent ways, e.g. by ﬁrst name or second name, or not by
name at all.
3.3 Linking Characters and Events
The previous steps give us a set of events, with start and
end times, and a set of Timecode:Character pairs. Initially,
we made the assumption that a character is present in an
event if his/her timecode is between the start and end time of
the event. However, some preliminary evaluation and subse-
quent investigation of the audio description scripts suggested
this assumption had to be modiﬁed. Audio describers must
ﬁt their descriptions around existing dialogue, and other im-
portant sounds, so what is being said in a piece of descrip-
tion does not always relate exactly to what is happening on-
screen at that moment. In particular, if a new event starts
with a long stretch of dialogue then the audio description
for that event might be positioned at the end of the previ-
ous event. This observation motivated the use of an oﬀset
to integrate the event and character occurrence data. After
trial and error with some small-scale evaluation we settled
on an oﬀset such that a character was associated with an
event if:
EventStart−10s < CharacterT imecode < EventEnd−3s
By including audio description from 10s before the start of
an event this oﬀset should capture all advance mentions of
characters, and hence improve Recall albeit at the expense
of Precision. By ignoring audio description from the last
3s of an event Precision is improved with little or no re-
duction of Recall because the last 3s are likely to include
an advance description of the next event, and it is unlikely
that a character’s only mention in an event will come in the
last 3s.
4. EVALUATION
This section describes our initial objective evaluation of the
performance of the technique proposed in section 3. The
task evaluated here is this: given a set of ﬁlm events, detect
which characters can be seen on-screen at some point in
the duration of each event. A sample of 20% of all events
automatically detected from eleven ﬁlms was selected for the
evaluation; the ﬁlms represented a broad range of styles and
genres. The sample totalled 215 events which were sampled
evenly across the ﬁlms, i.e. from the ﬁrst ﬁlm Events 1, 6,
11... were used, from the second ﬁlm Events 2, 7, 12..., etc.
For each selected event, all the main characters that could
be seen on-screen in the duration of the event were manually
logged. In order to keep the evaluation objective we included
any main character however brieﬂy they appeared on-screen,
and even if they did not seem to play any signiﬁcant part
in the event. By ‘main character’ here we mean a character
included in the character list derived as detailed in section
3.2. Based on this, we could then measure Precision and
Recall for our character detection technique:
Precision =
CD
TCR
Recall =
CD
CSOS
where CSOS is the number of characters seen on-screen, CD
is the number of characters detected who were on-screen and
TCR is the total number of characters returned.
Evaluation results are shown in table 1 both for individual
ﬁlms, and collectively for all 215 events (the ‘Total’ row).
The high Precision values are not surprising since an audio
description tends to mention a character at around the time
they are seen on-screen. Where Precision did suﬀer, how-
ever, this was typically due to one of three reasons. First,
some audio description utterances are long, e.g. they take
Film Name Precision (%) Recall (%)
American Beauty 88 71
Chocolat 100 66
Enigma 94 82
High Fidelity 93 68
Lilo & Stitch 97 83
Ocean’s Eleven 91 63
The Pelican Brief 96 92
Shrek 100 64
The English Patient 90 65
The Road to Perdition 82 73
The Royal Tenenbaums 96 61
Total 93.4% 71.3%
Table 1: Results of character detection in events
compared with manual annotation
10s or more to speak. A character mentioned towards the
end of a long utterance is still associated with the time-
code at which the utterance started, i.e. the timecode is too
early for that character. This problem could be alleviated
by splitting long utterances and estimating timecodes for
their segments, based on an expected rate of speech. Sec-
ond, occasionally a character’s name is mentioned in phrases
like ‘Mary goes into John’s room’ and ‘Mary picks up the
book that John had’ - where John is not present on-screen.
Third, our simple method for pronoun resolution did not
distinguish between Subject and Object in utterances, so
in ‘Mary gives the book to Beth. Later, she gives the gun
to John’, ‘she’ is resolved to ‘Beth’ rather than to ‘Mary’.
A deeper linguistic analysis of the audio description script
could help to alleviate the second and third problems, but
it is not clear to us whether the extra eﬀort involved would
result in a signiﬁcant improvement in Precision.
Low Recall ﬁgures are due to the fact that the target set
for the evaluation included all characters that could be seen
on-screen in the duration of the event, however brieﬂy, and
even if they did not play any role in the on-screen action.
However, an audio description will not always have time to
mention all characters and will concentrate on those who
are most important in the scene. We assume then that the
Recall for important characters is higher than the values
provided in table 1. However, there are some reasons why
audio description will never give 100% Recall. If a character
can be recognised by their distinctive voice then they will
not always be mentioned in the audio description; likewise
if a character is mentioned explicitly in the dialogue. Near
the start of a ﬁlm, if a character’s name is unknown to the
sighted audience then the audio description will not refer
to them by name, but rather as, for example ‘a tall man
in a brown suit’. Resolving such a phrase with a charac-
ter’s name is beyond the state-of-the-art in natural language
processing.
5. ILLUSTRATIVE APPLICATIONS
In this section we present evidence of the potential usefulness
of our approach in terms of the diﬀerent modes of informa-
tion access to feature ﬁlm content that it supports. It should
be noted, that the presented applications of the proposed
technology are illustrative in nature. Our future work will
target prototype system development based on these initial
investigations, complete with a formal evaluation of their
eﬀectiveness.
5.1 Retrieval by Character and Event-Type
As a result of the character to event matching process it
is possible to retrieve events containing particular charac-
ters. For example, it is quite straightforward to implement
a retrieval system that can answer the query Find me ex-
citing parts of the film ‘The Road To Perdition’ that contain
the character ‘Michael’. Similarly, it is possible to query
a ﬁlm and retrieve events in which speciﬁc characters are
interacting. If a database with character names assigned
to actors/actresses were to be leveraged, such as the afore-
mentioned Internet Movie Database, it would be possible
to support queries for similar events in which a particular
actor/actress appears across ﬁlms e.g. Find me all dialogue
events featuring Humphrey Bogart and Ingrid Bergman.
5.2 Character Occurrence and Plot
Based on the indexing performed, it is possible to garner a
high level picture of the evolution of a ﬁlm’s plot and char-
acters relation therein. For example, ﬁgures 3(a) and 3(b)
shows a timeline for the appearance of characters in sequen-
tial dialogue events in the ﬁlms Ocean’s Eleven and Shrek,
respectively. Ocean’s Eleven is a heist ﬁlm that tells the
story of a casino robbery planned by the characters Danny
and Russ, and involves a large number of accomplices. As
can be seen from ﬁgure 3(a), in the early part of the ﬁlm
most of the dialogue events involve Danny and Russ to-
gether, however, around a third of the way through, the rest
of the gang begin to assist in the planing of, and ultimately
undertake, the heist as can be seen from the increase in
characters present. Also, around half way through the ﬁlm,
Danny’s love interest, Tess, and her husband, Benedict, be-
come heavily involved in the ﬁlm and thus start to feature
prominently in the timeline. Thus, the ﬁlm’s narrative can
be visualised albeit from quite a high level. Similarly, the
ﬁlm Shrek primarily involves two characters, Donkey and
Shrek. The various characters temporal relation to the plot
of the ﬁlm is clearly reﬂected in Figure 3(b) as Shrek and
Donkey initially trek to Prince Farquaad’s palace, who sends
them oﬀ to rescue Fiona, who is being held captive by the
Dragon. Once she is rescued they begin to make their way
back to Farquaad where all of the characters then appear
together for the ﬁnal climactic scenes of the ﬁlm.
5.3 Character Relationships
By examining the events in which characters appear to-
gether it is possible to build up a picture of the charac-
ter interactions in the ﬁlm. To this end, the character co-
occurrence for character X and Y, C(X,Y ), is declared as
the total number of events in which characters X and Y
appear together, divided by the number of events in to-
tal in which character X appears. This can be represented
as C(X,Y ) = X∪Y
X
. Note that C(X,Y ) = C(Y,X) as
C(Y,X) = Y ∪X
Y
. Tables 2 and 3 contain the co-occurrence
ﬁgures for characters in the ﬁlm American Beauty. Each row
contains the co-occurrence ﬁgures for a single character. So,
taking the character Lester as an example, he appears with
himself 100% of the time, with Carolyn in 40% of the events
that he is in, with Jane in 43% of events, and so on.
(a) Ocean’s Eleven
(b) Shrek
Figure 3: Character appearance in dialogue events
In table 2, the character pairs with the highest mutual co-
occurrence are highlighted. This table can give insights as
to the various character interactions. For example, Lester
appears in most events with his daughter Jane. Carolyn
is present in all of the events that Buddy appears in and
thus C(Buddy,Carolyn) is given a value of 1.00. However,
C(Carolyn,Buddy) is only given a value of 0.23. This sug-
gests that Buddy’s involvement in the ﬁlm is dependant on
Carolyn (Carolyn, one of the main characters, has a brief af-
fair with Buddy). While it may be diﬃcult for a machine to
interpret these results in a meaningful manner, we believe
that they can certainly help a human observer in gaining
insight into the relationships implicit in the ﬁlm.
By ﬁnding the relationships in which both C(X,Y ) and
C(Y,X) have high values, it is possible to detect the char-
acters whose relationships are important to the ﬁlm, as-
suming that important relationships are given an increased
amount of screen time – this is not always true, but is a
good rule of thumb, at least for our initial work. Table
3 highlights via diﬀerent colours the relationships in which
both co-occurrence ﬁgures are above a predeﬁned threshold
(in this case the threshold was chosen as the average co-
occurrence ﬁgure, 0.379). For example, C(Lester,Carolyn)
and C(Carolyn, Lester) are both above the threshold, and
so it can be deduced that their relationship is particularly
meaningful to the ﬁlm, which is indeed the case.
In total there are ﬁve co-occurrences that are higher than
average dual co-occurrence interactions. By analysing the
high dual co-occurrence ﬁgures, it is possible to automati-
cally create graphs of the character interactions of a ﬁlm.
Figures 4(a) and 4(b) illustrate two such examples. Figure
4(a) shows all of the high dual co-occurrences for American
Beauty (as highlighted in table 3). Note how Lester has a
lot of interactions with the various main characters. This
Jane
Ricky
Lester
Carolyn
Frank
(a) American Beauty
Kip
Katherine
HardyHana
Almasy
(b) The English Patient
Figure 4: Main character interactions
reﬂects the nature of the ﬁlm, where Lester is the central
character and much of the ﬁlm revolves around him and the
plot is narrated from his perspective. Figure 4(b) shows the
main interactions in the ﬁlm The English Patient. Note that
this reﬂects the fact that the ﬁlm consists of relatively unre-
lated parallel stories rather than a single predominant one,
as illustrated by the two sets of relationships which are not
dependent on each other.
6. CONCLUSION
Lester Carolyn Jane Buddy Angela Ricky Frank
Lester 1.00 0.40 0.43 0.09 0.36 0.38 0.21
Carolyn 0.61 1.00 0.45 0.23 0.23 0.35 0.13
Jane 0.49 0.34 1.00 0.02 0.34 0.56 0.12
Buddy 0.57 1.00 0.14 1.00 0.00 0.14 0.14
Angela 0.71 0.29 0.58 0.00 1.00 0.54 0.29
Ricky 0.46 0.28 0.59 0.03 0.33 1.00 0.41
Frank 0.56 0.22 0.28 0.06 0.39 0.89 1.00
Table 2: Character co-occurrence – highest co-occurrence for each character highlighted
Lester Carolyn Jane Buddy Angela Ricky Frank
Lester 1.00 0.40 0.43 0.09 0.36 0.38 0.21
Carolyn 0.61 1.00 0.45 0.23 0.23 0.35 0.13
Jane 0.49 0.34 1.00 0.02 0.34 0.56 0.12
Buddy 0.57 1.00 0.14 1.00 0.00 0.14 0.14
Angela 0.71 0.29 0.58 0.00 1.00 0.54 0.29
Ricky 0.46 0.28 0.59 0.03 0.33 1.00 0.41
Frank 0.56 0.22 0.28 0.06 0.39 0.89 1.00
Table 3: Dual co-occurrence highlighted by diﬀerent colours
In this paper, we demonstrated the beneﬁts of combining the
results of audiovisual event-based indexing with an analysis
of an accompanying audio description. We showed how in
this manner it is possible to automatically associate ﬁlm
characters with the memorable events in which they occur.
We explained why event-based indexing is preferable to shot-
based and scene-based alternatives. We also note here that
event-based indexing is better than indexing the occurrence
of characters by single timestamps, which we could have
achieved using audio description scripts without audiovisual
analysis. Event-based indexing means that we can retrieve
relevant surrounding material in response to users queries
for characters. It also means that we can produce less clut-
tered and more meaningful visualisations which show clearly
which characters appear together in events. We then have a
good basis for character co-occurrence analysis, i.e. it would
not make sense to analyse character co-occurrence based on
how close their timestamps were. All in all, this further es-
tablishes the need for combining audiovisual analysis with
information extraction from text. Text segmentation tech-
niques applied to audio description could not access the ﬁlm
making principles embodied in the audio and visual data
streams of ﬁlm data. Conversely, audiovisual analysis is not
able to describe semantic ﬁlm content at the high level that
audio description does.
The approach was evaluated and initial results are encour-
aging. Further, the potential usefulness of the technique
in terms of novel way of accessing ﬁlm content was demon-
strated. A number of directions for future work have already
been identiﬁed. We plan to further develop the individual
analyses, speciﬁcally to leverage the other’s results in an
iterative manner – the feedback loop depicted in ﬁgure 2.
Future techniques will add diﬀerent sources of text infor-
mation, such as scripts or subtitles, in order to provide as
rich a description as possible. We also plan to build a num-
ber of real applications based on the possibilities outlined
in section 5. The actual eﬀectiveness of the approach will
then be evaluated in the context of these applications using
a variety of user groups – general fans of feature ﬁlms and
ﬁlm and media students at the University’s School of Com-
munication Studies have already been identiﬁed as target
groups. Further investigation may facilitate character clas-
siﬁcation based on the types of events that they appear in,
e.g. a character that appears in an unusually high amount
of exciting events could be a villain. Additional inferences
about a ﬁlms’ story may also be possible with further analy-
sis. For example, it may be possible to detect of key points
in a ﬁlm by examining the ﬁrst and last occurrences and co-
occurrences of characters and their activities at those times.
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