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Density of states of a dissipative quantum dot coupled to a quantum wire
Moshe Goldstein and Richard Berkovits
The Minerva Center, Department of Physics, Bar-Ilan University, Ramat-Gan 52900, Israel
We examine the local density of states of an impurity level or a quantum dot coupled to a fractional
quantum Hall edge, or to the end of a single one-dimensional Luttinger-liquid lead. Effects of an
Ohmic dissipative bath are also taken into account. Using both analytical and numerical techniques
we show that, in general, the density of states exhibits power-law frequency dependence near the
Fermi energy. In a substantial region of the parameter space it simply reflects the behavior of the
tunneling density of states at the end of a Luttinger-liquid, and is insensitive either to the value of
the dot-lead interaction or to the strength of dissipation; otherwise it depends on these couplings too.
This behavior should be contrasted with the thermodynamic properties of the level, in particular,
its occupancy, which were previously shown to depend on the various interactions in the system only
through the corresponding Fermi edge singularity exponent, and thus cannot display any Luttinger-
liquid specific power-law. Hence, we can construct different models, some with and some without
interactions in the wire (but with equal Fermi edge singularity exponents), which would have very
different level densities of states, although they all result in the same level population vs. energy
curves.
PACS numbers: 73.23.Hk, 71.10.Pm, 73.20.Hb
I. INTRODUCTION
Understanding the behavior of low-dimensional elec-
tronic systems has been one of the main challenges of
experimental and theoretical physics in the last years.
These systems are important not only as the basic build-
ing blocks of nanoelectronic devices, but also for the in-
tricate strongly-correlated phenomena they exhibit. An
important subclass is that of metallic (gapless) one-
dimensional systems, whose low energy dynamics is gov-
erned not by Fermi liquid theory, but instead by the Lut-
tinger liquid (LL) paradigm1. This description applies to
a wide variety of experimental realizations, including nar-
row quantum wires in semiconducting heterostructures,
metallic nanowires, and carbon nanotubes. Closely re-
lated are chiral LLs, formed at the edges of fractional
quantum Hall effect (FQHE) systems2, and helical LLs,
the edges of spin quantum Hall insulators3. The effect of
impurities on these systems is interesting from both the
applicative and fundamental points of view. These impu-
rities could also be intentionally introduced, in the form
of, e.g., quantum dots and anti-dots. Hence, there is no
wonder that such questions have attracted much effort
recently. However, most of these studies were restricted
to investigation of transport phenomena1–13, while other
effects received much less attention14–22.
In this work we study probably the most basic exam-
ple of such a system, namely, a single level in the vicinity
of a fractional quantum Hall edge, or, equivalently23, a
level attached to the end of a single LL wire14. We will
refer to the two components (in both systems) as “dot”
and “lead” respectively. We include in our treatment
the effects of short range dot-lead interaction, as well as
the influence of an Ohmic dissipative bath (e.g., elec-
tromagnetic fluctuations in gate electrodes)16,24–26. In a
recent work21 we have studied the thermodynamic prop-
erties of the model (e.g., the level population, entropy,
and specific heat), and found that they are universal,
in the sense that they depend on the various interac-
tions in the model (intra-lead, dot-lead, and dot-bath)
only through a single parameter, the Fermi edge singu-
larity exponent. Thus, thermodynamics can neither be
used to identify non-Fermi liquid behavior, nor to extract
LL parameters. In this work we proceed to study, both
analytically and numerically, the level density of states
(LDoS), which may be probed by tunneling or absorp-
tion spectroscopies. We find that the LDoS is sensitive
to LL physics, even though its integral (times the Fermi
function) gives the level occupancy, which is universal
in the above sense. As we show below, the LDoS fea-
tures power-law behavior near the Fermi energy. For not
too strong interactions the exponent in this power-law
is actually determined by LL physics alone, and is in-
dependent of the level-lead and level-bath interactions.
This and many other results derived below cannot be
achieved using perturbative calculations19.
The rest of this paper is organized as follows: In Sec. II
we present our model, and apply to it the Anderson-Yuval
Coulomb-gas (CG) expansion26–31. We then proceed to
analytic treatment of the LDoS in Sec. III, and to nu-
merical calculations in Sec. IV. Finally, we summarize
our findings in Sec. V.
II. MODEL AND COULOMB-GAS EXPANSION
The system is described by the Hamiltonian H =
HD + HL + HDL + HB + HDB . The first term is the
dot Hamiltonian HD = ε0d
†d, with d† and d the level
creation and annihilation operators, respectively, and ε0
the level energy. The second term is the lead Hamilto-
2nian. It can be written in the form
HL =
v
4π
∞∫
−∞
[∂xφ(x)]
2dx, (1)
using chiral bosonic field φ(x) obeying the commutation
relation [φ(x), φ(y)] = iπsgn(x− y), where v is the veloc-
ity of excitations23. The level and the lead are coupled
by:
HDL = t0d
†ψ(0) + H.c. + U0
(
d†d− 12
) √g
π
∂xφ(0). (2)
The two terms in this equation describe, respectively,
dot-lead hopping (with t0 the tunneling matrix element),
and local dot-lead interaction whose strength is U0. The
electronic annihilation operator at the end of the lead
can be written as ψ(0) = χeiφ(0)/
√
g/
√
2πa, where χ is a
Majorana operator, a is a short distance cutoff (e.g., the
lattice spacing), and g is the LL interaction parameter
(g < 1 for repulsion, g > 1 for attraction). For a FQHE
system with filling ν, g = ν for electron tunneling (i.e., a
dot outside the FQHE bar). Finally, the level is coupled
to a bath of harmonic oscillators16,24–26 (describing, e.g.,
electromagnetic fluctuations in control gates), governed
by HB =
∑
k ωka
†
kak. The dot-bath coupling can be
written as HDB =
(
d†d− 12
)∑
k λk(a
†
k+ak). We assume
Ohmic dissipation, i.e., linear low-frequency behavior of
the bath spectral function: JB(ω) ≡
∑
k λ
2
kδ(ω − ωk) =
Kω.
We examine this model employing the Anderson-Yuval
CG expansion27. In this approach, any quantity of inter-
est is expanded to all orders in t0. This results in a series
of correlation functions, which need to be evaluated for
vanishing t0.
26–31 The level-lead interaction gives rise to
a potential at the end of the lead, which alternates be-
tween U0/2 and −U0/2 whenever an electron tunnels in
or out of the level. Similarly, the kth bath oscillators ex-
perience a shift in its equilibrium position, proportional
to λk. We thus have a sequence of Fermi edge singularity
events32. The solution of this latter problem enables the
calculation of all the terms in the series of correlation
functions.
Recently21 we have studied in this way the partition
function Z of the model, whose derivatives with respect
to the parameters of the system (for example, the level
energy ε0 and the temperature T ) give us the thermo-
dynamic properties (e.g., the level population, entropy,
and specific heat). We were able to rewrite the series ex-
pansion for Z in the form of a grand canonical partition
function of a classical system of particles. These repre-
sent hopping events generated by t0, and thus reside on
the imaginary time axis of the original quantum model,
which is a circle with circumference 1/T . Each particle is
assigned a positive (negative) charge if it represents tun-
neling of an electron from the lead to the dot (from the
dot to the lead). Hence, there must be an even number
of charges, which have to appear in alternating order of
FIG. 1: (Color online) A typical term (with 2N = 6 t0-charges
and s = −1) in the CG expansions for (a) the partition func-
tion [Eqs. (3)–(4)]; (b) the dot Green function for τ > τ ′
[Eqs. (5)–(6)] (here s′ = 1 and M = 0 so a single t0-charge
precedes τ ′, whereas there are 2M ′ = 4 t0-charges between τ
′
and τ ). Signs and positions of the charges are indicated, with
t0-charges marked by thin green vertical lines, and d-charges
by wide red ones. Level population as function of imaginary
time is denoted by horizontal dashed blue lines.
signs. The position of the ith particle is τi, and the sign
of the charge of the first particle is denoted by s. The
partition function then reads:
Z =
∞∑
N=0
s=±1
y2N
1/T∫
0
dτ2N
ξ
τ2N−ξ∫
0
dτ2N−1
ξ
. . .
τ3−ξ∫
0
dτ2
ξ
τ2−ξ∫
0
dτ1
ξ
e−SCG(s,{τi}), (3)
The charges have a fugacity y =
√
Γ0ξ/π, where Γ0 =
π|t0|2ρL is the noninteracting level width [ρL = 1/(πv)
is the corresponding lead local density of states], and
ξ ∼ a/v is a short-time cutoff. The CG action is given
by:
SCG(s, {τi}) =
2N∑
i<j=1
~ei · ~ejVC(τj − τi)+
ε0
[
1− s
2T
+ s
2N∑
i=1
(−1)iτi
]
. (4)
3The first term of this classical Hamiltonian describes
an interaction between the particles, with VC(τ˜ ) =
ln{πTξ/ sin[πT |τ˜ |]}. This interaction is similar in form
to 2D Coulomb interaction, and is the origin of the name
“CG expansion”. The charges are two component vec-
tors, where the two components correspond to the ef-
fects of the coupling with the lead and the bath, re-
spectively. They are given by ~ei = s(−1)i−1~e0, where
the squared-magnitude of the charges, to be denoted by
αFES ≡ |~e0|2, is the Fermi edge singularity exponent
of the model. It is defined by behavior of the zero-
temperature correlator of d†ψ(0) with its Hermitian con-
jugate, calculated at t0 = 0. This correlator decays as
τ˜−αFES for long time τ˜ . In our system we have found that
~e0 =
(
1/
√
g − 2√gδeff/π,
√
K
)
, where δeff is the effective
phase shift in the lead due to the dot-lead coupling21. It
is equal to U0/(2v) in straightforward bosonization, but
is more complicated in general. It may be extracted from,
e.g., finite-size energy differences, which could be calcu-
lated either numerically or analytically (via the Bethe
ansatz)21. The other part of the CG action accounts for
the energetic cost of ε0 per unit imaginary time for each
interval in which the level is populated. Its form is analo-
gous to an electric field applied to the classical system of
charges. A typical configuration is depicted in Fig. 1(a).
A similar treatment can be given to the LDoS, which
we shall denote by ρD(ω). It is equal to the imag-
inary part of the level retarded Green function (mul-
tiplied by −1/π). The retarded Green function is in
turn the result of analytic continuation of the Matsub-
ara Green function from the upper half of the complex
frequency plane33. The latter Green function is defined
by GD(τ − τ ′) = −Tr{Tˆτe−H/Td(τ)d†(τ ′)}/Z, where Tˆτ
is the imaginary time ordering operator. Following the
same methods as above, the numerator of this expres-
sion can also be given a CG representation. This CG
has the same form as Eqs. (3)–(4), with two additional
charges of sizes ±~ed, ~ed = ~e0 − (1/√g, 0), inserted at
τ ′ and τ , respectively. These charges correspond to the
level creation and annihilation operators appearing in the
definition of the Green function. In the following we will
refer to these as “d-charges”, to distinguish them form
the other “t0-charges”, which originate from the t0 term.
The contribution of each such configuration is to be mul-
tiplied by sgn(τ ′ − τ) to account for the Fermi statistics.
Thus, for τ > τ ′ the full CG expression for the dot Green
function is:
GD(τ > τ
′) = − 1
Z
∞∑
N=0
s=±1
y2N
N−s′∑
M=0
N−s′−M∑
M ′=0
1/T∫
τ+ξ
dτ2N
ξ
. . .
τ2(M+M′)+s′+2−ξ∫
τ+ξ
dτ2(M+M ′)+s′+1
ξ
×
τ−ξ∫
τ ′+ξ
dτ2(M+M ′)+s′
ξ
. . .
τ2M+s′+2−ξ∫
τ ′+ξ
dτ2M+s′+1
ξ
τ ′−ξ∫
0
dτ2M+s′
ξ
. . .
τ2−ξ∫
0
dτ1
ξ
e−SCG,D(s,τ,τ
′,{τi}), (5)
where s′ ≡ (1− s)/2. The first 2M + s′ t0-charges occupy the interval [0, τ ′], the following 2M ′ charges reside in the
interval [τ ′, τ ], and the last 2(N −M −M ′) − s′ t0-charges are in the interval [τ, 1/T ]. The classical action is given
by:
SCG,D(s, τ, τ
′, {τi}) = |~e0|2
2N∑
i<j=1
sisjVC(τj − τi) + ~e0 · ~ed
2N∑
i=1
si [VC(τi − τ ′)− VC(τi − τ)]− |~ed|2VC(τ − τ ′)+
ε0
[
1− s
2T
−
2N∑
i=1
siτi + τ − τ ′
]
, (6)
where the sign of the ith t0-charge is si =
s(−1)i−1sgn(τi − τ ′)sgn(τi − τ). A typical configuration
is shown in Fig. 1(b). Similar expressions hold for τ < τ ′.
Comparing the two CG expansions, the following ob-
servation emerges: the CG expansion for the partition
function contains only three parameters: Γ0, ε0, and
αFES, while expansion for the Green function depends
on g too (through ~ed). Hence, the different interaction
types (i.e., interactions in the wire, the dot-wire inter-
action, and the dot-bath coupling) affect the partition
function through a single parameter, the Fermi edge sin-
gularity exponent αFES. Thus, thermodynamic measure-
ments cannot be used to distinguish between the different
interaction types. In other words, one can construct very
different models, whose interactions differ in strength and
even in sign, which will have the same thermodynamic
4properties, provided Γ0, ε0, and αFES are indeed the
same21. On the other hand, the LDoS, which depends
explicitly on g, will exhibit different behavior for these
different systems. Hence, it can be used to extract the
strength of intra-wire interactions, as we show below.
III. ANALYSIS OF THE LEVEL DENSITY OF
STATES
As noted in our earlier work21, the CG obtained here is
identical to the original Anderson-Yuval expansion27 for
the anisotropic single-channel Kondo model34, demon-
strating that the models are equivalent14,16. Under this
mapping the level population becomes the magnetization
of the Kondo spin (plus one half). Hence, ε0 is analogous
to a local magnetic field. Similarly, Jxy is related to Γ0,
and Jz to αFES. The CG parameters obey the famous
Kondo renormalization group (RG) equations27,34, which
read, in our notations:
dy
d ln ξ
=
2− αFES
2
y, (7)
dαFES
d ln ξ
= −4y2αFES. (8)
Thus, the system considered can be in one of two phases,
a strong coupling (antiferromagnetic-Kondo like) phase
and a weak coupling (ferromagnetic-Kondo like) phase.
The transition occurs, for small Γ0, at αFES = 2 +
O(
√
Γ0a/v). In the weak-coupling phase the Coulomb
charges form tightly-bound pairs. The level is thus
effectively decoupled at low energies, resulting in its
population being discontinuous as a function of ε0 at
zero temperature14,16,18. In the strong-coupling phase
free Coulomb charges proliferate. The impurity is well-
coupled with the lead, so the level population is analytic
in ε0, and could be extracted from the Bethe ansatz so-
lution of the Kondo problem34. In particular, for small
values of ε0 one has n(ε0) − 1/2 ∼ −ε0/TK , where
TK = (v/a)(Γ0a/v)
1/(2−αFES) is the Kondo temperature
(effective level width, reducing to Γ0 in the noninteract-
ing case)19. Hence, in this phase the population does not
exhibit any nontrivial power-law dependence on ε0 or T .
The same applies to other thermodynamic quantities.
What are the implications of this on the LDoS? As we
now show, we typically find that at zero temperature we
have a power-law behavior ρD(ω) ∼ |ω|δ in the vicinity of
the Fermi energy, i.e., when |ω| is much smaller than TK
in the strong-coupling phase, and than the bandwidth
∼ v/a in the weak-coupling phase. The values of δ in the
different regimes are summarized in Table I. It should
be noted that when T > 0, or when the lead length L
is finite, such power-law singularity will be smeared and
become [max(|ω|, T, v/L)]δ. We will now consider each
phase separately.
TABLE I: Summary of the analysis of Sec. III. In the vicinity
of the Fermi energy (when |ω| and T are much smaller than TK
in the strong-coupling phase, and than the bandwidth ∼ v/a
in the weak-coupling phase) we have ρD(ω) ∼ [max(T, |ω|)]
δ ,
with the values of the exponent δ in the different regimes
denoted in the table below. When two values are given, the
smaller one will give the dominant contribution35.
Phase |ω| ≪ |ε0| |ω| ≫ |ε0|
Strong-coupling 1/g − 1 1/g − 1
Weak-coupling 1/g − 1 αdFES − 1 or 1/g − 1
A. The strong-coupling phase
Let us start from the strong-coupling phase. When |ε0|
is large enough (with respect to TK), CG charges must
appear in tightly-bound pairs, since large intra-pair sep-
aration is suppressed by the level energy, as dictated by
the last term of Eq. (6). The two d-charges added in
the calculation of the level Green function will also be
accompanied by two screening t0-charges for the same
reason. The resulting configuration should thus resemble
Fig. 2(a). The leading contribution to the Green function
will then come from the residual interaction of these par-
tially screened d-charges, whose charges are (±1 times)
~e0 − ~ed = (1/√g, 0). Thus, for large τ − τ ′ we have
GD(τ − τ ′) ∼ sgn(τ ′ − τ)|τ − τ ′|−1/g. This leads to
ρD(ω) ∼ |ω|1/g−1, the usual tunneling density of states
singularity at the end of a LL wire1,4.
When ε0 is small (with respect to TK), renormalization
effects are significant. In addition to the usual CG RG
Eq. (8) representing the screening of interaction between
t0-charges by pairs of nearby t0-charges (separated by
ξ)27, one can write down similar equations for the flow of
the Green function parameters30. It is easy to see that
the coefficients of the logarithmic interaction between any
two charges (either both t0-charges, both d-charges, or a
mixed pair) are renormalized in the same way by the
pairs of nearby t0-charges, i.e.,
d(~eµ · ~eν)
d ln ξ
= −2y2 (~eµ · ~e0 + ~e0 · ~eν) , (9)
where µ, ν = 0, d. Thus, the combination |~e0 − ~ed|2 =
|~e0|2 + |~ed|2 − 2~e0 · ~ed is invariant, and retains its initial
value of 1/g. At the strong coupling fixed point y is
large, so, by Eq. (8), |~e ∗d | =
√
α∗FES = 0, where asterisks
denote fixed-point values. Thus, |~e ∗0 | = 1/
√
g, so that
GD(τ
′ − τ) ∼ (τ ′ − τ)−|~e ∗d |2 = (τ ′ − τ)−1/g , resulting
again in ρD(ω) ∼ |ω|1/g−1. Since this behavior holds at
both large and small ε0 values, it should also apply at all
intermediate values.
Further support for this result is obtained by analysis
of the particular case αFES = 1 (the Toulouse limit
27),
where the CG, and all thermodynamic properties, reduce
to those of a noninteracting resonant level (for which
g = 1, U0 = 0, and K = 0). A nontrivial (i.e., in-
5teracting) realization of this condition, which still per-
mits an exact calculation of the LDoS, is the case of
no coupling to a bath (K = 0), but with g = 1/4
and a corresponding compensating value of the dot-
lead interaction. Then ~ed = (−1, 0) = −~e0, so the d-
charges have the same magnitudes as the corresponding
t0-charges, but the opposite signs. Comparison of the
corresponding CG expansions thus shows that the level
Green function of the interacting system is equal to a
two-particle Green function of the noninteracting reso-
nant level 〈Tˆτψ(0, τ)d(τ)d†(τ ′)ψ†(0, τ ′)〉, up to a factor
of (2πa)−1sgn(τ ′ − τ). The operators at τ and τ ′ in this
noninteracting two-particle Green function are similar to
the t0 term in the Hamiltonian, but with ψ(0) replaced
by ψ†(0) to account for the signs of the d-charges in the
interacting system. After a straightforward evaluation of
this two particle Green function by Wick’s theorem, we
find for the LDoS the following expression:
ρD(ω) = 2ρLa coth
( ω
2T
)
Im
{
ω − 2ε0 + 2iΓ0
ω − 2ε0 ×[
ψ
(
1
2
− ε0 − iΓ0
2πiT
)
− ψ
(
1
2
+
ω − ε0 + iΓ0
2πiT
)]}
, (10)
where ψ(z) is the digamma function36. For small |ω| and
T we indeed recover the [max(T, |ω|)]3 behavior appro-
priate for g = 1/4, for all values of ε0.
Physically, the result is clear: in the strongly-coupled
phase the level behaves, at low energies, as the last site
of the lead, so its LDoS is similar to the local density of
states near the end of a LL wire1,4, i.e., ρD(ω) ∼ |ω|1/g−1.
Interestingly, not only dot-lead interactions, but even
coupling to the bath does not modify this behavior. As
a result of this, the LDoS exhibits a power-law behavior
with exponent which depends only on the LL parameter
g and not on αFES, i.e., on the interactions in the wire
but not on the level-lead and level-bath couplings. This
is in contrast with, e.g., the level occupancy, which de-
pends on αFES but not on g, as discussed above. Below
we also test these predictions numerically.
B. The weak-coupling phase
We now turn our attention to the weak-coupling phase.
Here all the t0-charges are bound in pairs, so the high |ε0|
results discussed above (which should also hold in this
phase) actually carry over to low values of |ε0|. It should
however be remembered that then they compete with the
contribution of the t0 = 0 term in the CG expansion (the
weak coupling fixed point), the term representing the in-
teraction of the unscreened d-charges, which gives the
LDoS a contribution of the form ρpair(ω) ∼ |ω|αdFES−1,
with αdFES ≡ |~ed|2. This is simply the LDoS of a tunnel-
decoupled level, broadened from a delta peak to a power-
law by the Anderson orthogonalities in the wire32 and in
the Ohmic bath24,25. Note that since the level is effec-
FIG. 2: (Color online) Typical configuration of the CG ex-
pansion for the dot Green function [Eqs. (5)–(6); here τ > τ ′,
s = −1, 2N = 6, s′ = 1, M = 0, and 2M ′ = 4, as in Fig. 1(b)]
for (a) large |ε0| in both phases (and possibly small |ε0| in the
weak-coupling phase35) — d-charges are screened; (b) small
|ε0| in the weak-coupling phase — d-charges are not screened.
Notations are the same as in Fig. 1. See the text for further
details.
tively decoupled, the usual |ω|1/g−1 behavior at the end
of a LL wire need not apply anymore.
One could actually proceed to study higher order terms
in the weak-coupling regime (and similarly, for large |ε0|
in the strong-coupling phase). For small t0 the lead-
ing correction is dressing of the above-mentioned charge
configurations by a series of pairs of close-by t0-charges
(close-by since |ε0| and/or αFES are large), as depicted
in Fig. 2. One then has to sum over all the terms sim-
ilar to Fig. 2(a) for large |ε0| (i.e., for |ω| ≪ |ε0| in the
weak-coupling phase) or all the terms similar to Fig. 2(b)
for small |ε0| (i.e., for |ω| ≫ |ε0|). Since each pair
has a very small dipole moment (due to the proximity
of the charges), inter-pair interactions are negligible in
a first approximation. This is actually an imaginary
time variant of the noninteracting blip approximation
(NIBA)24,25. The following argument can spare us the
need of explicit calculations. For U0 = 0 and K = 0,
the d-charges are noninteracting, ~ed = (0, 0). The sum
over all the terms with pairs of nearby t0 charges would
be the same (in the current approximation) as the Green
function of a noninteracting system consisting of a level
tunnel-coupled to a bath of noninteracting fermions with
power-law local density of states ρL(ω) ∼ |ω|αFES−1 (with
some appropriate high-energy cutoff and normalization).
For the latter system the Green function can be easily
6evaluated to give G0D(iω) = [iω− ε0 −Σ0D(iω)]−1, where
the dot self energy is33:
Σ0D(iω) = (t0)
2
∞∫
−∞
ρL(Ω)
iω − ΩdΩ, (11)
so that Σ0D(iω) ∼ ωαFES−1. For small |ε0| we indeed see
that Σ0D(ω) is subdominant with respect to the nonin-
teracting contribution only if αFES > 2, which is exactly
the condition for the weak-coupling phase for small t0.
Then, exactly at ε0 = 0, a delta-function term appears
at ω = 0 in the expression for the LDoS (similarly to the
situation at t0 = 0), whose coefficient is determined by
the requirement that the integral of the entire expression
for the LDoS corresponding to G0D(iω) is unity
14.
Before discussing nonzero U0 and K, it should be re-
marked that this NIBA-like approximation exactly repro-
duces the perturbative (in the tunneling t0) approach em-
ployed in Ref. 19, and would lead to similar predictions
for the behavior of the level population. Both approx-
imations are justified only in the weak-coupling phase
(or when |ε0| is large), but not in the strong-coupling
phase, where t0 grows under RG flow and thus cannot be
treated perturbatively, similarly to the exchange Jxy in
the equivalent Kondo problem34. In the strong-coupling
regime perturbative results predict correctly the depen-
dence of the Kondo temperature on t0 (again, just like in
the Kondo model34) and the qualitative behavior of the
LDoS for 1/2 < g < 1 and ε0 6= 0 (at U0 = 0 and K = 0),
but deviate from our previous conclusions in many other
respects. For example, as we discuss below, at nonzero
U0 and K our NIBA calculations indicate that the ex-
ponent in the power-law behavior of the LDoS at low
energy may depend on these interactions too, in contrast
with the situation in the strong-coupling phase, where
the corresponding exponent depends only on the LL pa-
rameter g, as shown above. Moreover, even for vanishing
dot-lead and dot-bath interactions (the case treated in
Ref. 19) the NIBA/perturbative expression given above
does not agree with our previous analysis of the strong-
coupling phase: for (a) 1/2 < g < 1 and ε0 = 0 or (b)
g > 1 and any ε0, NIBA would suggest that the LDoS
varies as ∼ |ω|1−1/g, i.e., with the opposite exponent to
the one appearing in the density of states at the end of a
LL wire. Perturbative results would thus imply that the
LDoS may be enhanced for g < 1 or suppressed for g > 1,
which is clearly at odds with both our previous results
and the behavior of density of states at the lead edge.
Moreover, integrating the perturbative LDoS leads to the
prediction that the level population may have a power-
law dependence on ε0 at the strong-coupling phase (for
1/2 < g < 2/3)19, which is in contrast with the analytical
behavior expected from the exact mapping of our model
onto the Kondo problem, as discussed above. To summa-
rize, NIBA/perturbative (in t0) expressions do not hold
in general in the strong-coupling phase. It may be noted
that the numerical data of Ref. 19 does not cover these
regimes of the strong coupling phase for which perturba-
tive calculations disagree with our previous analysis.
Returning to the discussion of the NIBA approxima-
tion for the weak-coupling phase, we will now treat the
more general case, i.e., nonzero U0 and K (which was
not addressed in Ref. 19). Again, screened d-charges
terms [Fig. 2(a)] are dominant for |ω| ≪ |ε0|, whereas
unscreened d-charges terms [Fig. 2(b)] are dominant for
|ω| ≫ |ε0|.35 Let us start from the latter case. Now
that there is interaction between d-charges, the CG ex-
pression for the Green function GD(τ − τ ′) contains an
additional a factor of the form ∼ |τ − τ ′|−αdFES (interac-
tion of d-charges with the pairs of close-by t0-charges is
negligible). Turning to the frequency domain, the LDoS
of the unscreened d-charges contribution [Fig. 2(b)] will
thus be the convolution of the LDoS ρ0D(ω) associated
with G0D(iω) from the previous paragraph, with a func-
tion ρpair(ω) ∼ |ω|αdFES−1, which is simply the LDoS of a
decoupled (t0 = 0) level as discussed above, i.e.,
ρD(ω) = 2sgn(ω)
ω∫
0
ρ0D(ω − Ω)ρpair(Ω)dΩ, (12)
at T = 0. Thus, the |ω|αdFES−1 behavior of the decoupled
level will survive for vanishing |ε0|, due to the delta peak
in G0D(iω). This behavior actually applies to the entire
|ω| ≫ |ε0| region, which is exactly where the contribution
of terms similar to Fig. 2(b) is important. Higher order
corrections will give extra powers of |ω|αFES−2, which are
subleading since αFES > 2.
Similar considerations apply to the screened d-charges
contribution [Fig. 2(a)] when |ω| ≪ |ε0|. For U0 6= 0
and/or K 6= 0, two corrections are due. The first correc-
tion takes into account the factors coming from the in-
teraction between each d-charge and the neighboring t0-
charge, which are power-laws in the time domain. Since
the d-t0 charges form tightly-bound pairs, we can take
the limits of integration over their separation to infinity.
They thus yield factors of
∞∫
0
(
ξ
τ˜
)~e0·~ed
e−|ε0|τ˜
dτ˜
ξ
=
Γ(1− ~e0 · ~ed)
(|ε0|ξ)1−~e0·~ed
, (13)
where Γ(z) is the gamma function36, and ~e0 ·~ed = (αdFES+
αFES − 1/g)/2. The correction is then the ratio between
this expression and its value at ~ed = 0. Apart from this
constant factor, one must compensate for the fact that
the inter-pair interaction of these two d-t0 pairs gives the
Green function a factor which varies as |τ−τ ′|−1/g (since
|~ed−~e0|2 = 1/g), instead of the |τ −τ ′|−αFES dependence
used in the calculation of G0D. Hence, ρ
0
D(ω) should be
convoluted here with ∼ |ω|1/g−αFES−1. For |ω| ≪ |ε0|
the LDoS will thus retain the |ω|1/g−1 behavior of the
strong-coupling phase.
To conclude the discussion of this NIBA-type approx-
imation, a general expression for the LDoS which inter-
polates between large and small |ω/ε0| limits35 is of the
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FIG. 3: (Color online) MC results for the LDoS as a function of frequency (measured with respect to the Fermi energy) for
three different models, all with αFES = 2/3 and T/Γ0 = 0.1. The three curves in each panel correspond to three different values
of g: g = 1 (black pluses), g > 1 (green X’s), and g < 1 (red circles), as indicated in the legends. The insets present the the
LDoS at the Fermi energy as a function of the temperature by symbols (with the same code as before), together with a cyan
line showing best-fit to the expected power-law behavior ρD(0) ∼ T
1/g−1 (only the prefactor is fitted). The different panels
correspond to different values of ε0 and K: (a) ε0 = 0 and K = 0; (b) ε0 = 2Γ0 and K = 0; (c) ε0 = 0 and K = 1/6; (d)
ε0 = 2Γ0 and K = 1/6. In each case the value of U0 was chosen according to the requirement αFES = 2/3.
form of Eq. (12), but with ρpair(Ω) replaced by
ρ′pair(Ω) ∼ |Ω|α
d
FES−1
∣∣∣ε0
Ω
− 1
∣∣∣αFES+αdFES−1/g . (14)
All the low-energy results of this section are summarized
in Table I.
IV. NUMERICAL CALCULATIONS
In this section we present the results of numerical cal-
culations, verifying the conclusions of our previous anal-
ysis, i.e., that the LDoS at low energies features a power-
law behavior with the power determined by LL physics
only (in the strong coupling phase), although, as we have
shown before21, its integral (the level population) is uni-
versal, and cannot be used to extract LL parameters.
To calculate the LDoS we used classical Monte-Carlo
(MC) simulations on the CG expansion of dot Green
function28. The MC update procedure used is similar
to the one employed recently for the closely-related con-
tinuous time quantum MC algorithm37. After obtain-
ing the imaginary-time Green function it was Fourier-
transformed to Matsubara frequencies, followed by ana-
lytic continuation to real frequencies using the Pade´ ap-
proximant technique38. This yields the retarded Green
function, whose imaginary part is proportional to the
LDoS33. Below we present data in the non-perturbative
strong-coupling region, which confirms the results of our
previous analysis. Actually, in the weak-coupling phase
(which is accessible analytically through the NIBA-like
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FIG. 4: (Color online) DMRG results for the average level
occupancy nD as a function of its energy, ε0, for a discrete
model of the lead [Eqs. (15)–(16)]. The curves on which the
symbols reside (which serve as guides to the eye) correspond
to the various αFES values, where the larger αFES the nar-
rower the curve and vice versa. The widest curve has similar
parameters to those used in the MC simulations presented in
Fig. 3. On each curve there are three different choices of U
and Ud (all giving the same αFES value), denoted by the three
different symbol types. See the text for further details.
approximation) MC simulations are not efficient, since
there CG charges are rare and averaging very slow. In
this sense, our analysis and numerical calculations are
complementary.
The results presented in the different panels Fig. 3. The
values of g, U0 and K are varied, in a way which keeps
αFES constant at a value of 2/3. Hence, the occupancies
as functions of ε0 are the same, as we also verify below
(actually, the CG representation would predict exactly
identical occupations). The LDoS curves are, however,
markedly different: depending on whether g > 1, g < 1,
or g = 1, they have a maximum, a minimum, or no special
feature near the Fermi energy, respectively. In the inset
we demonstrate that in all cases the LDoS at the Fermi
energy exhibits power-law dependence on temperature,
ρD(0) ∼ T 1/g−1, as found in the previous section (cf.
Table I).
For the sake of completeness, we will repeat here some
of our previous data on the level occupancy21. Since
the MC simulation is based on the CG, to have an in-
dependent check of the universality of the level popu-
lation we employed the density matrix renormalization
group (DMRG)39 algorithm, using block-sizes of up to
256. DMRG is also better suited to ground state cal-
culations, and thus complements the necessarily finite-
temperature MC in this respect. The model used is a
half-filled tight binding chain with nearest-neighbor in-
teractions. It is described by the Hamiltonian:
HL =
N−1∑
i=1
[
tc†i ci+1 +H.c. + U
(
c†ici − 12
)(
c†i+1ci+1 − 12
)]
(15)
where c†i (ci) is the electronic creation (annihilation) op-
erator at the ith site of the wire (i = 1 . . .N , with
L = Na), and t and U are, respectively, nearest-
neighbor hopping amplitude and interaction strength.
The low energy physics of this model is known to be
governed by LL theory for not too large interactions
(i.e., |U | < 2t),1 with g = π/[2 cos−1(−U/2t)] and
v/(2at) = π
√
1− (U/2t)2/[2 cos−1(U/2t)]. The dot is
still governed by the same HD = ε0d
†d, and is coupled
to the lead through:
HDL = tdc
†
1d+H.c. + Ud
(
d†d− 12
) (
c†1c1 − 12
)
(16)
td, Ud are related to the corresponding parameters of
the continuum version Eq. (2) by t0 = td
√
a, and
U0 = Uda, a being the lattice spacing. We have pre-
viously shown that boundary conformal field theory ar-
guments and the Bethe ansatz solution yield that here
δeff = tan
−1(Ud/
√
4t2 − U2).21
The level population is plotted in Fig. 4 as a function
of ε0. Different curves correspond to different values of
αFES, as indicated in the legend. On each such curve
there are three types of symbols, denoting DMRG data
on three different models: (i) g = 1 (i.e., U = 0) but
nonzero Ud; (ii) g 6= 1 (nonzero U) but Ud = 0; (iii) both
U and Ud are nonzero. All the models are without cou-
pling to the bath (K = 0). The values of U and Ud in each
model were chosen so as to give the same value of αFES
for each curve. For model (iii) we used U = ±0.5t, with
sign opposite to that of model (ii). In all cases we chose
td to get Γ0 = 10
−4t and used N = 100v/(at) sites. The
results clearly show that the occupancy is indeed univer-
sal, depending only on αFES, and not on the strengths or
signs of the interactions (U and Ud). It should be noted
that the widest curve has similar parameters to those
used in the MC simulations (Fig. 3).
V. CONCLUSIONS
To summarize, we have studied, both analytically and
numerically, the LDoS of a level coupled to a LL and to
an Ohmic bath over the entire parameter space. We have
found that in general it exhibits a power-law dependence
at low energies. In large parts of the phase space this is
just the power-law behavior of the tunneling density of
states at the end of a LL wire. Thus, a measurement of
the LDoS there can be used to extract the value of the
LL interaction parameter g. In other regions it is also
affected by level-lead and level-bath interactions. In any
case the LDoS is explicitly sensitive to the value of the
LL parameter g, although the LDoS determines the level
9population, which was found before to be universal21,
and thus not to feature any LL-specific power-law.
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