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A MATRIXWISE APPROACH TO UNEXPECTED HYPERSURFACES
MARCIN DUMNICKI, ŁUCJA FARNIK, BRIAN HARBOURNE,
GRZEGORZ MALARA, JUSTYNA SZPOND, HALSZKA TUTAJ-GASIŃSKA
Abstract. The aim of this note is to give a generalization of some results concerning
unexpected hypersurfaces. Unexpected hypersurfaces occur when the actual dimension
of the space of forms satisfying certain vanishing data is positive and the imposed vanish-
ing conditions are not independent. The first instance studied were unexpected curves in
the paper by Cook II, Harbourne, Migliore, Nagel. Unexpected hypersurfaces were then
investigated by Bauer, Malara, Szpond and Szemberg, followed by Harbourne, Migliore,
Nagel and Teitler who introduced the notion of BMSS duality and showed it holds in
some cases (such as certain plane curves and, in higher dimensions, for certain cones).
They ask to what extent such a duality holds in general. In this paper, working over a
field of characteristic zero, we study hypersurfaces in Pn × Pn defined by determinants.
We apply our results to unexpected hypersurfaces in the case that the actual dimen-
sion is 1 (i.e., there is a unique unexpected hypersurface). In this case, we show that
a version of BMSS duality always holds, as a consequence of fundamental properties of
determinants.
1. Introduction
Motivated by the results of [3] concerning the failure of Lefschetz properties, the authors
of [2] introduced the notion of an unexpected curve, i.e., a plane curve of degree d passing
through a given set of points Z and having a general point B of multiplicity m = d− 1,
such that the conditions imposed by mB on the forms of degree d vanishing on Z are not
independent. Since then the notion has been generalized to unexpected hypersurfaces
and quite a few papers on the subject have appeared; see e.g. [4], [5], [6], [9], [10], [11].
Of particular relevance to us are the papers [1] and [8], from which comes the notion of
BMSS duality.
What we will refer to as BMSS duality is as follows. Given integers d ≥ m > 0
and points P1, . . . , Pr in P
n and a general point B = (b0, . . . , bn) ∈ P
n, assume that
there is a unique hypersurface HB of degree d containing each point Pi and having
multiplicity m at B. Then there is a bihomogeneous form F (a0, . . . , an, x0, . . . , xn) ∈
C[a0, . . . , an][x0, . . . , xn] such that F (B, x0, . . . , xn) = 0 defines the hypersurface HB.
One version of BMSS duality is the fact that F (B, x0, . . . , xn) and F (x0, . . . , xn, B) have
the same tangent cone at B. This is proved in special cases in [8]; proving this in general
is one of our main results, see Corollary 9 and Remark 10. In the special cases studied in
[8] even more can be said, about the bidegree of F (a0, . . . , an, x0, . . . , xn), as we discuss
in more detail below. We partially address this too, see Theorem 12 and Example 13.
In more detail, we now discuss one of these special cases, indeed, the example for which
BMSS duality was first recognized. It comes from the arrangement of lines classically
denoted by B3 (or A(9, 1) in Gru¨nbaum’s notation, [7]), given by the linear factors of the
polynomial
f = xyz(x+ y)(x− y)(x+ z)(x− z)(y + z)(y − z).
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Figure 1. Collinearities of the points Pi of Z ⊂ P
2, with coordinates axes (dashed).
These factors correspond dually to the points of a subscheme Z ⊂ P2 (see Figure 1):
P1 = (1 : 0 : 0), P2 = (0 : 1 : 0), P3 = (0 : 0 : 1),
P4 = (1 : 1 : 0), P5 = (1 : −1 : 0), P6 = (1 : 0 : 1),
P7 = (1 : 0 : −1), P8 = (0 : 1 : 1), P9 = (0 : 1 : −1).
It is not difficult to observe that the points in Z impose independent conditions on
quartics in P2, see [2].
Take the linear space of quartic curves in P2 vanishing at P1, . . . , P9. As the points
impose independent conditions on the space of quartics, the dimension of this subspace
is 6, but a triple point typically imposes 6 conditions so we expect that a curve in the
system cannot have a (general) triple point. Nonetheless, there exists for any choice of
an additional point B = (a : b : c) an unexpected quartic in this subspace with a triple
point at B. As observed in [1], this quartic can be defined by a bihomogeneous form
G ∈ C[a, b, c, x, y, z] which can be viewed in two ways, first as a quartic in the variables
x, y, z with coefficients parameterized by the triple point B = (a : b : c), so as
QB(x, y, z) = 3a(b
2 − c2)x2yz + 3b(c2 − a2)xy2z + 3c(a2 − b2)xyz2
+a3y3z − a3yz3 + b3xz3 − b3x3z + c3x3y − c3xy3 ∈ C[a, b, c][x, y, z],
and second, as a cubic in the variables a, b, c with coefficients parameterized by S =
(x, y, z), namely as
QS(a, b, c) = yz(y
2 − z2)a3 + xz(z2 − x2)b3 + xy(x2 − y2)c3 + 3x2yzab2
−3xy2za2b+ 3xyz2a2c− 3x2yzac2 + 3xy2zbc2 − 3xyz2b2c ∈ C[x, y, z][a, b, c],
and these cubic curves have a triple point at S (consequently it is composed of three
lines).
The form G has bidegree (3, 4) and defines a hypersurface in P2 × P2. The fibers with
respect to the first projection are quartics G(B, ·) = QB(·) = 0 with a triple point at
B, while the fibers with respect to the second projection are cubics G(·, S) = QS(·) = 0
with a triple point at S. The connection between G(·, S) and G(B, ·) is that they have
the same tangent cone at B = S.
More generally, consider sets of points Z of P2 such that the set of lines dual to Z
is what is known as a free arrangement, with the assumption that Z admits a unique,
irreducible unexpected curve of degree d with a general point P = (a, b, c) of multiplicity
m = d− 1. In this case, one of the main results of [8] is a proof of what they call BMSS
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duality, namely that there is a bihomogeneous form G(a, b, c, x, y, z) of bidegree (m, d)
such that G(B, ·) defines the degree d unexpected curves with multiplicity m at B and
G(·, S) defines curves of degree m of multiplicity m at S, and that the tangent cones
of G(·, S) and G(B, ·) at B = S are the same. The example of the unexpected plane
quartics from [1] is a special case of this.
Here, at the cost of having a less explicit result for the bidegree of G, we show that a
version of this result (see Corollary 9 and Remark 10) holds in all dimensions and without
the assumption that Z comes from a free hyperplane arrangement. Our idea is to work
with the largest subset of Z such that what we get is expected. For example, consider
the situation above of the unexpected plane quartics through a set Z of nine points, but
replace Z with any eight out of the nine points. Then we still get quartic curves but
they are not unexpected, since the expected dimension of the system of quartics passing
through these eight points and through one general point B with multiplicity three is
one, which is exactly what we get. (What is unexpected is that there is a ninth point,
this being the point which we excluded from the original nine points of Z, which lies on
every such quartic. For a general choice of eight points, there is still a unique quartic
through the eight points with a general triple point, but there is no ninth point lying on
every such quartic.)
This idea is the starting point for our paper. More generally, consider a set Z of
points in Pn (where Pn has coordinates (x0, . . . , xn)) such that Z and a general point
B = (a0, . . . , an) with multiplicity m impose independent conditions on forms of degree
d, with the affine dimension of the system of forms of degree d vanishing on Z and on
mB being 1, hence
(
d+n
n
)
=
(
m+n−1
n
)
+ r + 1. Then the equation of the hypersurface is
a determinant F of a suitable interpolation matrix M involving two groups of coordi-
nates, (a0, . . . , an), (x0, . . . , xn). As we will see, when F is not identically zero it is a
bihomogeneous polynomial (of bidegree (
(
m+n−1
n
)
(d−m+1), d)) and so defines a variety
in Pn × Pn with two natural projections. We investigate the properties of this variety
and we show in particular that the fiber over a fixed point S, defined by the equation
F (a0, . . . , an, S) = 0, is a hypersurface in P
n of degree
(
m+n−1
n
)
(d−m+1) which vanishes
at both Z and S with multiplicity at least m (Theorem 7). We also prove that the fiber
over a given point B ∈ Pn, defined by F (B, ·) = 0, has the same tangent cone at S = B
as does F (a0, . . . , an, S) = 0 since F (·, S) and F (B, ·) have the same partial derivatives
of order m at S = B (Theorem 8).
To relate this to our discussion above of BMSS duality for the unexpected plane quar-
tics, note that F factors as F = HG, where H ∈ C[a0, . . . , an] is a form (possibly a con-
stant) describing the codimension 1 part of the locus of points B such that F (B, ·) ≡ 0.
In the case of the unexpected plane quartics discussed above, we have n = 2, d = 4 and
m = 3 so F has bidegree (
(
m+n−1
n
)
(d−m+1), d) = (12, 4), butH = ab3c3(a+b−c)(a−b+c)
(see Example 13), so in this case H has bidegree (9, 0) and G has bidegree (3, 4) which
gives the bidegree of F to be (12, 4), as asserted. While we do not have an explicit ex-
pression for the bidegree of H (or for G), our results show that BMSS duality holds for
F (and hence for G, whatever its bidegree is).
2. Definitions and first properties
Assume that we have a set Z = {P1, . . . , Pr} of r distinct points in projective space
Pn over any field F of characteristic 0. Let d and m be positive integers such that the
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following equality is satisfied:
(1)
(
d+ n
n
)
=
(
m+ n− 1
n
)
+ r + 1.
In Pn × Pn define a variety
V := {(B,P ) ∈ Pn × Pn : [I(mB) ∩ I(P ) ∩ I(Z)]d 6= 0},
where I(mB)∩I(P )∩I(Z) is the ideal generated by homogeneous polynomials vanishing
on B with multiplicity m and also vanishing on Z and P .
Let us introduce the following notation. Fix the vector w of all the monomials (in any
order) in (a0, . . . , an) of degree d, for example
w := (ad0, a
d−1
0 a1, a
d−1
0 a2, . . . , an−1a
d−1
n , a
d
n).
Assume that the points Pi ∈ Z have coordinates (pi0, . . . , pin), for i = 1, . . . , r. Define
a matrixM , which we call an interpolation matrix, as follows. The first
(
m+n−1
n
)
rows are
all the partial derivatives of w of order m − 1. The next r rows are w(p10, . . . , p1n), . . . ,
w(pr0, . . . , prn) and the last row is w(x0, . . . , xn), in the variables xi. Hence the matrix
M is a square matrix of the form:
M =

∂m−1
∂am−1
0
w
∂m−1
∂am−2
0
∂a1
w
...
∂m−1
∂am−1n
w
w(P1)
...
w(Pr)
w(x0, . . . , xn)

=


∂m−1
∂a
m−1
0
(ad
0
) ∂
m−1
∂a
m−1
0
(ad−1
0
a1)
∂m−1
∂a
m−1
0
(ad−1
0
a2) . . .
∂m−1
∂a
m−1
0
(an−1a
d−1
n )
∂m−1
∂a
m−1
0
(adn)
∂m−1
∂a
m−2
0
∂a1
(ad0)
∂m−1
∂a
m−2
0
∂a1
(ad−1
0
a1)
∂m−1
∂a
m−2
0
∂a1
(ad−1
0
a2) . . .
∂m−1
∂a
m−2
0
∂a1
(an−1a
d−1
n )
∂m−1
∂a
m−2
0
∂a1
(adn)
...
...
...
...
...
∂m−1
∂a
m−1
n
(ad0)
∂m−1
∂a
m−1
n
(ad−1
0
a1)
∂m−1
∂a
m−1
n
(ad−1
0
a2) . . .
∂m−1
∂a
m−1
n
(an−1a
d−1
n )
∂m−1
∂a
m−1
n
(adn)
pd
10
pd−1
10
p11 p
d−1
10
p12 . . . p1n−1p
d−1
1n p
d
1n
...
...
...
...
...
pdr0 p
d−1
r0 pr1 p
d−1
r0 pr2 . . . prn−1p
d−1
rn p
d
rn
xd
0
xd−1
0
x1 x
d−1
0
x2 . . . xn−1x
d−1
n x
d
n


Now we characterize the set V .
Proposition 1. Let d,m, r, Z and M be as above. Let F (a0, . . . , an, x0, . . . , xn) :=
det(M(a0, . . . , an, x0, . . . , xn)). Then either F vanishes identically, or F is bihomogeneous
with respect to (a0, . . . , an) and (x0, . . . , xn) with bidegree((
m+ n− 1
n
)
(d−m+ 1), d
)
.
In either case we have
V = V (F ) = {(a0, . . . , an, x0, . . . , xn) : F (a0, . . . , an, x0, . . . , xn) = 0}.
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Proof. First, we note that an example of the above matrix is given in Example 13, and
having a look at it may make following the proof easier.
Let wj denote the jth entry of w. Take the equation f =
∑
j θjwj = 0, where θj ∈ F
and Θ = (θ1, . . . , θ(d+nn )
), of a hypersurface C of degree d. The conditions for C to vanish
with multiplicity m at a point B = (a0, . . . , an), to pass through Z and P = (x0, . . . , xn)
are given by (differentiating if necessary and) evaluating f at coordinates of these points.
This leads to a system of linear equations represented by M . Thus C exists if and only
if there exists a non-zero solution of the system MΘ = 0. Since M is a square matrix,
by (1), this is equivalent to detM = 0. 
Remark 2. Fix a point B = (b0, . . . , bn). We observe that F (B, x0, . . . , xn) ≡ 0 if and
only if there exists more than one hypersurface of degree d in I(mB) ∩ I(Z).
Remark 3. Fix a point B = (b0, . . . , bn) such that FB = F (B, x0, . . . , xn) 6≡ 0. Then by
Remark 2, FB = 0 defines a unique hypersurface of degree d in I(mB) ∩ I(Z). Indeed,
by definition it describes the locus of points S, such that there exists a form in I(mB) ∩
I(Z)∩ I(S) of degree d. So, in fact, it describes points lying on the hypersurface defined
by this form.
Remark 4. Fix a point S = (y0, . . . , yn). Observe that F (a0, . . . , an, S) ≡ 0 if and only
if for each point B there exists a nonzero form of degree d in I(mB) ∩ I(Z) ∩ I(S). It
is reasonable to consider two separate cases: either (a) for each B there is a positive
dimensional family of hypersurfaces defined by forms in I(mB)∩ I(Z) of degree d, hence
there is one passing through S, or (b) for a general B there is a unique form in I(mB)∩
I(Z) of degree d but this unique form, which depends on B, nevertheless always vanishes
at S. In both cases we have F (a0, . . . , an, S) ≡ 0 for each S ∈ Z, but in the second case,
if the set
Z ′ = {S ∈ Pn : F (a0, . . . , an, S) ≡ 0}
is strictly larger than Z, then we say Z ′ admits an “unexpected” hypersurface of degree
d.
Remark 5. Fix a point S = (y0, . . . , yn) such that FS = F (a0, . . . , an, S) 6≡ 0. Then
FS = 0 describes the locus of such points B, for which a hypersurface in I(mB)∩ I(Z) of
degree
(
m+n−1
n
)
(d −m+ 1) passes through a fixed S. This hypersurface is at the center
of our research.
3. Fixing a point in the first set of variables
Proposition 6 follows from Proposition 1; however, we present here a direct proof, with
an argument which we will use often in the sequel, without referring to a system of linear
equations.
Proposition 6. Let F be as in Proposition 1 and fix a point B = (b0, . . . , bn). Assume
that F (b0, . . . , bn, x0, . . . , xn) 6≡ 0. Then F (B, x0, . . . , xn) = 0 gives an equation of a
hypersurface C (in variables x0, . . . , xn) with Z ⊂ C and for which B is a point of
multiplicity at least m.
Proof. We observe that F (B,Pi) = 0, as it is the determinant of the matrix M with
w(Pi) in the last row (we substitute pi0, . . . , pin for x0, . . . , xn), so two rows repeat and
the determinant is indeed zero. Thus Z ⊂ C.
To see that F (B, x0, . . . , xn) vanishes with multiplicity at least m at B we have to
compute all partial derivatives of F (B, x0, . . . , xn) of order m − 1, and check they are
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zero at P . Note that F (B, x0, . . . , xn) is a polynomial in F[x0, . . . , xn], derivatives are
taken with respect to x0, . . . , xn and evaluating at B is given by substituting bj for xj .
As determinants are multi-linear functions on rows of a matrix, the partial derivative of
the determinant is the sum of the determinants of matrices with appropriate derivatives
of rows taken. Thus for a first order partial differential operator ∂ we have
(2) ∂ det

row1
row2
row3
...
 = det

∂row1
row2
row3
...
+ det

row1
∂row2
row3
...
+ det

row1
row2
∂row3
...
+ · · · .
An analogous formula may be written for higher order partial differential operators.
Note that if we take any derivative (with respect to x0, . . . , xn) of any row of the matrix
except the last one, we get a row of zeros (since B and Pi are fixed). Thus, the only
possibility for getting a nonzero term is to take all the required partial derivatives from
the last row. But then, substituting (b0, . . . , bn) for (x0, . . . , xn) the row we get is exactly
one from the first
(
m+n−1
n
)
rows, so the determinant is zero. 
We now want to rewrite the matrixM . Let ∂i denote ∂/∂ai . The top
(
m+n−1
n
)
rows ofM
are precisely the order m−1 partials ∂im−1 · · ·∂i1w(a0, . . . , an) of the vector w(a0, . . . , an)
of monomials of degree d in the ai. We may assume, for simplicity, that in every case
we write ∂im−1 · · ·∂i1 in such a way that all instances of the partial ∂0 which occur in
∂im−1 · · ·∂i1 come at the left (and so are applied last).
Suppose ∂ represents a given partial of order m − 2, so ∂i∂ has order m − 1 for each
i and thus ∂i∂w(a0, . . . , an) corresponds to some row of M . Denote this row by Ri.
Note by Euler’s identity that a−10
∑
i aiRi = a
−1
0 l∂w(a0, . . . , an), where l = d − (m − 2)
is the degree of the nonzero entries of ∂w(a0, . . . , an). Thus in M if we replace R0 by
a−10
∑
i aiRi = a
−1
0 l∂w(a0, . . . , an), we do not change the determinant, since this merely
adds multiples of other rows to R0. Proceeding in this way, for each row of M which
involves the partial ∂0, we can replace one occurrence of ∂0 by a factor of a
−1
0 times
an appropriate nonzero scalar, reducing by 1 the number of occurrences of ∂0 in each
row in which ∂0 occurs. We can repeat this procedure until no row involves ∂0, thereby
obtaining the matrix M̂ , where each occurrence of ∂0 has been replaced by a factor of
a−10 and where c det(M̂) = det(M) for a nonzero scalar c coming from the degrees which
occur in Euler’s identity. By specifying a particular ordering of the rows of M , we may
assume that M̂ is as given in Figure 2.
Theorem 7. Let F = det(M). Fix a point S = (y0, . . . , yn) in P
n. Assume that
F (a0, . . . , an, S) 6≡ 0. Then F (a0, . . . , an, S) = 0 gives a hypersurface of degree
(
m+n−1
n
)
(d−
m + 1) which vanishes with multiplicity at least m at S and at each point of Z =
P1 + · · ·+ Pr.
Proof. Note that F (a0, . . . , an, S) is the determinant of a matrix having one row each of
the form w(P1), . . . , w(Pr), w(S), and otherwise whose rows are independent of P1, . . . , Pr
and S. So the proof for each Pi and for S is the same. Thus it is enough to prove it for
P1. After a change of coordinates if need be, we can assume that the a0 coordinate for
each of the points P1, . . . , Pr and S is nonzero.
Also note that F is bihomogeneous, hence gives a form defined on Pn × Pn. It
suffices to show that F ∈ I(P1 × P
n)m. This will follow if, regarding F as being in
C[a0, . . . , an][x0, . . . , xn], we show that the coefficients of F , being in C[a0, . . . , an], are in
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M̂ =

a
−(m−1)
0 w(a0, . . . , an)
a
−(m−2)
0
∂w(a0,...,an)
∂a1
a
−(m−2)
0
∂w(a0,...,an)
∂a2
...
a
−(m−2)
0
∂w(a0,...,an)
∂an
a
−(m−3)
0
∂2w(a0,...,an)
∂a2
1
a
−(m−3)
0
∂2w(a0,...,an)
∂a1∂a2
...
a
−(m−3)
0
∂2w(a0,...,an)
∂a2n
...
a00
∂m−1w(a0,...,an)
∂am−1
1
...
a00
∂m−1w(a0,...,an)
∂am−1n
w(P1)
...
w(Pr)
w(x0, . . . , xn)

.
Figure 2. A particular choice of ordering the rows of M̂ .
I(P1)
m = I(P1)
(m), and this can be checked by showing that all partials of F (a0, . . . , an)
in the variables ai of order exactly m− 1 vanish at P1 = (1, p11, . . . , p1n). And this van-
ishing holds if and only if all partials of F (1, a1, . . . , an) of order at most m − 1 in the
variables a1, . . . , an vanish at (p11, . . . , p1n).
Since, apart from a nonzero scalar factor, M and M̂ have the same determinant, we
may replace F by det(M̂). In addition, let M be the matrix obtained from M̂ by setting
a0 = 1. Then we must show all partials in a1, . . . , an of F (1, a1, . . . , an) = det(M) of
order at most m − 1 vanish at (p11, . . . , p1n). We will hereafter set F = F (1, a1, . . . , an)
and P1 = (p11, . . . , p1n). Note that F (P1) = 0 since F is the determinant of a matrix two
of whose rows are w(P1).
It will be convenient to keep track of the order of the partials occurring in various rows
of M . Let λj be the order of the partial occurring in row j of M for relevant rows of M
(so we restrict j to 1 ≤ j ≤
(
d+n
n
)
− (r + 1)). Thus λ1 = 0, λj = 1 for 2 ≤ j ≤ n+ 1, etc.
Consider any partial ∂i1 , i1 > 0, applied to F . Using F = det(M) and Equation
(2), we see that ∂i1F is a sum of determinants of the matrices obtained by applying
∂i1 to successive rows of M . The bottom r + 1 rows of M do not involve any of the
variables a1, . . . , an and so applying ∂i1 to such a row gives a zero row, and hence a zero
determinant. For a row j with 1 ≤ j ≤
(
d+n
n
)
− (r + 1) for which λj < m − 1, applying
∂i1 to that row gives a row which already occurs further down in M , and thus again the
determinant of that matrix is 0. Thus the only rows to which we apply ∂i1 for which the
determinant might not be 0 are rows j with λj = m− 1.
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Now consider ∂i2∂i1F , so we must apply ∂i2 to matrices to which we already applied
∂i1 . By the same argument, the only rows j for which the determinant of one of these
matrices might not be 0 are rows with λj equal to m − 2 or m − 1. This is because
applying ∂i2 to a row j with λj < m − 2, gives a result which already occurs as a row
j′ > j with λj′ = λj + 1 ≤ m − 2, and thus the resulting matrix has determinant 0. (If
we apply ∂i2 to a row with λj = m−1, the result does not occur further down the matrix
because m− 1 is the maximum order of the partials in M , and if we apply ∂i2 to a row
with λj = m − 2, the result need not occur further down the matrix because the result
we get is a partial of order m − 1 and some of the partials of this order already in the
matrix got changed when we applied ∂i1 .)
Continuing in this way we see for k ≤ m − 1, if il > 0 for all l, that ∂ik · · ·∂i1F is a
sum of determinants of matrices obtained by applying the partials ∂il to rows j of M
with λj ≥ m − k > 0. Thus each matrix has w(1, a1, . . . , an) as its first row. Thus its
determinant evaluated at P1 is 0, since w(P1) is also a row of the matrix, further down.
Thus all partials of F of order at most m− 1 in a1, . . . , an evaluated at P1 vanish. 
4. BMSS duality
Theorem 8. Let d,m and F (a0, . . . , an, x0, . . . , xn) be as in Proposition 1, let B =
(b0, . . . , bn) ∈ P
n and define homogeneous polynomials in F[x0, . . . , xn] by setting FL :=
F (B, x0, . . . , xn) and FR := F (x0, . . . , xn, B). If FL(x0, . . . , xn) 6≡ 0, then each partial
derivative of FL of order m at B is equal to (−1)
m times the same partial of FR at B.
Corollary 9. Let d,m, F (a0, . . . , an, x0, . . . , xn), B, FL(x0, . . . , xn) and FL(x0, . . . , xn)
be as in Theorem 8. If FL(x0, . . . , xn) has multiplicity exactly m at B, then FL and FR
both have multiplicity m at B and the tangent cones of FL and FR are equal at B.
Proof. For each B, FL(x0, . . . , xn) has multiplicity at least m at B (see Proposition 1).
By Theorem 7, FR(x0, . . . , xn) also has multiplicity at least m at B. If FL(x0, . . . , xn) has
multiplicity exactly m at B, Theorem 8 implies that FL and FR both have multiplicity m
at B, and moreover that the tangent cones are equal at B. (The reason that the tangent
cones coincide is because, given a homogeneous polynomial H(x0, . . . , xn), the tangent
cone for H(x0, . . . , xn) = 0 at a point X of multiplicity m is given by the equation∑
j0+···+jn=m
1
j0! · · · jn!
∂m(H)
∂xj00 · · ·∂x
jn
n
(X)xj00 · · ·x
jn
n = 0.)

Remark 10. The fact that FL(x0, . . . , xn) and FR(x0, . . . , xn) have the same tangent cone
at B is a version of what has come to be known as BMSS duality. The fact that there
was a connection between FL(x0, . . . , xn) and FR(x0, . . . , xn) at B was first remarked on
by [1] in the case of the unexpected curve discussed in Example 13. The paper [8] showed
that the connection was in terms of tangent cones and that it held for many cases of
unexpected plane curves and for at least some cases of unexpected hypersurfaces in Pn,
but [8] established this fact by a fairly ad hoc proof. Our result here is more general
and depends on fundamental properties of determinants. One thing that [8] did that
we do not do in our more general setting is to determine the degree of the factor of
F (a0, . . . , an, x0, . . . , xn) involving just the variables ai. Our Theorem 12 does however
partially address this; see Example 13.
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Proof of Theorem 8. Recall that F = det(M) where
M =


∂m−1
∂a
m−1
0
(ad
0
) ∂
m−1
∂a
m−1
0
(ad−1
0
a1)
∂m−1
∂a
m−1
0
(ad−1
0
a2) . . .
∂m−1
∂a
m−1
0
(an−1a
d−1
n )
∂m−1
∂a
m−1
0
(adn)
∂m−1
∂a
m−2
0
∂a1
(ad
0
) ∂
m−1
∂a
m−2
0
∂a1
(ad−1
0
a1)
∂m−1
∂a
m−2
0
∂a1
(ad−1
0
a2) . . .
∂m−1
∂a
m−2
0
∂a1
(an−1a
d−1
n )
∂m−1
∂a
m−2
0
∂a1
(adn)
...
...
...
...
...
∂m−1
∂a
m−1
n
(ad
0
) ∂
m−1
∂a
m−1
n
(ad−1
0
a1)
∂m−1
∂a
m−1
n
(ad−1
0
a2) . . .
∂m−1
∂a
m−1
n
(an−1a
d−1
n )
∂m−1
∂a
m−1
n
(adn)
pd10 p
d−1
10
p11 p
d−1
10
p12 . . . p1n−1p
d−1
1n p
d
1n
...
...
...
...
...
pdr0 p
d−1
r0 pr1 p
d−1
r0 pr2 . . . prn−1p
d−1
rn p
d
rn
xd0 x
d−1
0
x1 x
d−1
0
x2 . . . xn−1x
d−1
n x
d
n


.
We can compute det(M) using successive Laplace expansion along the rows whose
entries come from evaluating at the points Pi (hence rows 2 through r + 1, counting up
from the bottom). This reduces computing det(M) to computing determinants of J × J
submatrices S (where J =
(
n+m−1
n
)
− r), as below (and summing after multiplying them
by a constant coming from entries in rows 2 through r + 1, from the bottom):
S =


∂m−1
∂a
m−1
0
(a
α1,0
0
a
α1,1
1
· · · a
α1,n
n )
∂m−1
∂a
m−1
0
(a
α2,0
0
a
α2,1
1
· · · a
α2,n
n ) . . .
∂m−1
∂a
m−1
0
(a
αn,0
0
a
αn,1
1
· · · a
αn,n
n )
∂m−1
∂a
m−2
0
∂a1
(a
α1,0
0
a
α1,1
1
· · · a
α1,n
n )
∂m−1
∂a
m−2
0
∂a1
(a
α2,0
0
a
α2,1
1
· · · a
α2,n
n ) . . .
∂m−1
∂a
m−2
0
∂a1
(a
αn,0
0
a
αn,1
1
· · · a
αn,n
n
...
...
...
...
∂m−1
∂a
m−1
n
(a
α1,0
0
a
α1,1
1
· · · a
α1,n
n )
∂m−1
∂a
m−1
n
(a
α2,0
0
a
α2,1
1
· · · a
α2,n
n ) . . .
∂m−1
∂a
m−1
n
(a
αn,0
0
a
αn,1
1
· · · a
αn,n
n )
x
α1,0
0
x
α1,1
1
· · ·x
α1,n
n x
α2,0
0
x
α2,1
1
· · ·x
α2,n
n . . . x
αn,0
0
x
αn,1
1
· · · x
αn,n
n


.
So in the last row we have J distinct monomials in x0, . . . , xn of degree d and in the rows
above we have all partials of order m−1 for the corresponding monomials in the variables
a0, . . . , an. Thus the entries in the first
(
n+m−1
n
)
rows of S are of the form
∂m−1
∂at00 · · ·∂a
tn
n
(a
αk,0
0 a
αk,1
1 · · · a
αk,n
n ) =
(
Πni=0
(
αk,i
ti
)
ti!
)
a
αk,0−t0
0 a
αk,1−t1
1 · · · a
αk,n−tn
n
where t0 + · · ·+ tn = m− 1. This specific expression is the entry of the matrix S in the
kth column of the row corresponding to the partial ∂
m−1
∂a
t0
0
···∂a
tn
n
.
Thus it is enough for t0 + · · ·+ tn = m to show that
(−1)m
( ∂m−1
∂at00 · · ·∂a
tn
n
(detS)
)
(b0, . . . , bn, b0, . . . , bn) =
( ∂m−1
∂xt00 · · ·∂x
tn
n
(detS)
)
(b0, . . . , bn, b0, . . . , bn).
This will take several steps. Expanding detS along the last row, we get
detS = D(x0, . . . , xn, a0, . . . , an) =
J∑
k=1
x
αk,0
0 x
αk,1
1 · · ·x
αk,n
n Dk(a0, . . . , an),
where Dk(a0, . . . , an) is the cofactor of the entry x
αk,0
0 x
αk,1
1 · · ·x
αk,n
n in S.
To compute Dk we define a multigrading on F[x0, . . . , xn, a0, . . . , an, γ0, . . . , γn] by
deg(γj) = deg(xj) = deg(aj) = (0, . . . , 0, 1, 0, . . . , 0), where the 1 is in the (j + 1)st
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position. We can now take S˜ to be the matrix obtained from S by using γ0, . . . , γn to
homogenize the entries of S involving partials. For example,
∂m−1
∂at00 · · ·∂a
tn
n
(a
αk,0
0 a
αk,1
1 · · · a
αk,n
n )
in S changes in S˜ to
∂m−1
∂at00 · · ·∂a
tn
n
(a
αk,0
0 a
αk,1
1 · · · a
αk,n
n )γ
t0
0 · · ·γ
tn
n .
Observe that each nonconstant entry in column k in S˜ is multihomogeneous of multi-
degree (αk,0, . . . , αk,n), hence det S˜ is multihomogeneous of multidegree (A˜1, A˜2, . . . , A˜n)
where A˜c =
∑
j αj,c. We also see that we obtain S˜ from S by multiplying each row of S
corresponding to a partial ∂
m−1
∂a
t0
0
···∂a
tn
n
by the monomial γt00 · · · γ
tn
n . Thus det S˜ is obtained by
multiplying detS by the product of all monomials γt00 · · · γ
tn
n of degree m−1, which is just
(γ0 · · ·γn)
t, where t =
(
n+m−1
n
)
m−1
n+1
. Therefore detS is multihomogeneous of multidegree
(A1, . . . , An), where Ac = A˜c − t for c = 0, . . . , n. Consequently
Dk(a0, . . . , an) = Cka
A0−αk,0
0 · · · a
An−αk,n
n .
We will use the following Lemma:
Lemma 11. Given the coefficients Ck and exponents αk,i as above, we have
(3)
J∑
k=1
Ckα
t0
k,0α
t1
k,1 · · ·α
tn
k,n = 0,
for every t0 + · · ·+ tn ≤ m− 1.
Proof of the lemma. Observe that each partial of orderm−1 (with respect to the variables
x0, . . . , xn) of detS evaluates to 0 at the point (a0, . . . , an), since in the matrix for S we
differentiate the last row, which after substituting a0, . . . , an in for x0, . . . , xn becomes
equal to a row higher up in S, so the determinant is zero. Moreover, if we compute a
partial of detS of order k < m − 1 and evaluate at (a0, . . . , an), the last row will (by
Euler’s identity) be a linear combination of the rows higher up in S corresponding to the
partials of order m− 1, hence the matrix will not have maximal rank so again will have
determinant 0.
Thus from detS =
∑J
k=1 x
αk,0
0 x
αk,1
1 · · ·x
αk,n
n Dk(a0, . . . , an), using h = t0 + · · · + tn for
0 ≤ h ≤ m− 1, we have
0 =
( ∂h
∂xt00 . . . ∂x
tn
n
(detS)
)
(a0, . . . , an, a0, . . . , an) =
J∑
k=1
(
Πni=0
(
αk,i
ti
)
ti!
)
a
αk,0−t0
0 a
αk,1−t1
1 · · · a
αk,n−tn
n Dk(a0, . . . , an) =
J∑
k=1
(
Πni=0
(
αk,i
ti
)
ti!
)
a
αk,0−t0
0 a
αk,1−t1
1 · · · a
αk,n−tn
n Cka
A0−αk,0
0 · · · a
An−αk,n
n =
J∑
k=1
Ck
(
Πni=0
(
αk,i
ti
)
ti!
)
aA0−t00 a
A1−t1
1 · · · a
An−tn
n ,
A MATRIXWISE APPROACH TO UNEXPECTED HYPERSURFACES 11
where we interpret
(
αk,i
ti
)
to be 0 if ti > αk,i. Factoring out a
A0−t0
0 a
A1−t1
1 · · · a
An−tn
n gives
J∑
k=1
Ck
(
Πni=0
(
αk,i
ti
)
ti!
)
= 0.
Taking h = 0, i.e. t0 = t1 = · · · = tn = 0, we get
J∑
k=1
Ck = 0.
Taking h = 1 and ti = 0 except for tj = 1, we get
J∑
k=1
Ckαk,j = 0.
Taking h = 2 and ti = 0 except for ti = tj = 1 for i 6= j, we get
J∑
k=1
Ckαk,iαk,j = 0
while for ti = 0 except for tj = 2, we get
J∑
k=1
Ckαk,j(αk,j − 1) = 0,
and so on.
Let us proceed by induction. We have (3) for t0 + · · · + tn = 0. Suppose we have it
for all s0 + · · · + sn = ℓ − 1 < m − 1 and we wish to show it for some t0 + · · · + tn =
ℓ. Expanding
∑J
k=1Ck
(
Πni=0
(
αk,i
ti
)
ti!
)
= 0 and multiplying out gives (for appropriate
indexed coefficients b and β)
0 =
∑
k
Ck
(
αk,0(αk,0 − 1) · · · (αk,0 − (t0 − 1))
)
· · ·
(
αk,n(αk,n − 1) · · · (αk,n − (tn − 1))
)
=
∑
k
Ck
(
αt0k,0 + b1,0α
t0−1
k,0 + · · ·+ bt0,0αk,0
)
· · ·
(
αtnk,n + b1,nα
tn−1
k,n + · · ·+ btn,nαk,n
)
=∑
k
Ckα
t0
k,0 · · ·α
tn
k,n +
∑
1≤s0+···+sn<ℓ
β0,...,n
∑
k
Ckα
s0
k,0 · · ·α
sn
k,n =
∑
k
Ckα
t0
k,0 · · ·α
tn
k,n.

We now return to the proof of Theorem 8. For t0 + · · ·+ tn = m we get( ∂h
∂xt00 . . . ∂x
tn
n
(detS)
)
(b0, . . . , bn, b0, . . . , bn) =
J∑
k=1
Ck
(
Πni=0
(
αk,i
ti
)
ti!
)
bA0−t00 b
A1−t1
1 · · · b
An−tn
n =
J∑
k=1
CkΠ
n
i=1
(
αk,i(αk,i − 1) · · · (αk,i − (ti − 1))
)
bA0−t00 b
A1−t1
1 · · · b
An−tn
n =
J∑
k=1
Ckα
t0
k,0α
t1
k,1 · · ·α
tn
k,nb
A0−t0
0 b
A1−t1
1 · · · b
An−tn
n ,
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where the last equality comes from multiplying out (as at the end of the proof of Lemma
11) and using Lemma 11 to eliminate sums
∑
k Ckα
s0
k,0 · · ·α
sn
k,n with s0 + · · ·+ sn < m.
On the other hand, using
detS =
J∑
k=1
Ckx
αk,0
0 x
αk,1
1 · · ·x
αk,n
n a
A0−αk,0
0 · · ·a
An−αk,n
n
we also have, in a similar way,( ∂h
∂at00 . . . ∂a
tn
n
(detS)
)
(b0, . . . , bn, b0, . . . , bn) =
J∑
k=1
CkΠ
n
i=1
(
(Ai − αk,i)(Ai − αk,i − 1) · · · (Ai − αk,i − ti + 1)
)
bA1−t11 · · · b
An−tn
n =
(−1)m
J∑
k=1
Ckα
t0
k,0α
t1
k,1 · · ·α
tn
k,nb
A1−t1
1 · · · b
An−tn
n .

5. A refinement of Theorem 7
We now present a refinement of Theorem 7 which allows us to understand factors of F .
As the example from the introduction shows (see Example 13), F (a0, . . . , an, x0, . . . , xn)
need not have factors involving only the variables xi but it can have factors that involve
only the variables ai. Thinking of F as defining a hypersurface in P
n × Pn, a factor that
involves only the variables ai defines a locus of points B such that F ∈ I(B × P
n). If
the factor occurs with multiplicity k, then F ∈ I(B × Pn)k. Thus to understand the
occurrence of such factors, it is useful to understand under what circumstances there are
points B such that F ∈ I(B × Pn)k. This is what we do in Theorem 12. As an added
benefit, we can also use Theorem 12 to get a short proof of Theorem 7.
To set up the statement of the theorem, let F = detM , where M is as in Proposition
1, and let Lj be the vector space of forms [I(jB) ∩ I(Z)]d of degree d vanishing at a
point B = (b0, b1, . . . , bn) ∈ P
n with multiplicity j and vanishing on Z = P1 + · · ·+Pr for
distinct points Pi. We define kj = max(0, dimLj −
(
n+j−1
n
)
− r); thus when B 6∈ Z, kj is
the superabundance of the space Lj (meaning kj is the actual dimension of Lj minus the
expected dimension of Lj). Finally we recall that the ideal I(B) of the point B ∈ P
n is
generated by the 2× 2 minors of the matrix[
b0 b1 . . . bn
a0 a1 . . . an
]
.
In F[a0, . . . , an, x0, . . . , xn] the 2× 2 minors generate the ideal of B × P
n.
Theorem 12. In the context of the preceding paragraph we have
F ∈ I(B × Pn)k ⊂ F[a0, . . . , an, x0, . . . , xn]
where k :=
∑m
j=1 kj.
Proof. As in the proof of Theorem 7, it is enough to show that the partials of F = det(M)
of order at most k−1 in the variables ai, i > 0, vanish at B, where we assume that b0 6= 0.
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For this proof we obtain a matrix K from M by removing the last row of M , so
K =

w(1, a1, . . . , an)
∂w(1,a1,...,an)
∂a1
∂w(1,a1,...,an)
∂a2
...
∂w(1,a1,...,an)
∂an
∂2w(1,a1,...,an)
∂a2
1
...
∂m−1w(1,a1,...,an)
∂am−1n
w(P1)
...
w(Pr)

.
Observe that detM = 0 at (B, x0, . . . , xn) if and only ifM has deficient rank at (B, x0, . . . , xn)
if and only if K has deficient rank at B.
We will argue contrapositively, so assume for some t that
(4) F /∈ I(B × Pn)t.
Obviously
(5) F 6≡ 0.
We want to show that k < t.
By (4) some partial derivative of F of order τ ≤ t − 1 evaluated at B is non-zero.
Thus expanding the derivative of det(M) as in (2) we must get at least one nonzero
summand. This summand is a determinant of a matrix (necessarily of maximal rank),
which is obtained from M by taking τ derivatives of rows and evaluating at B. Of course
applying a derivative to any of the last r+1 rows of M (or equivalently to any of the last
r rows in K) gives a matrix with deficient rank, so we may assume all the derivatives are
applied to rows above the last r rows of K.
So let us assume that after applying τ partial derivatives to rows of K (the possibility
that more than one derivative is applied to one row is not excluded) and evaluating at B
we get
(6) a matrix K˜B with maximal rank.
Let sj be the number of rows of Kj; since Km = K, we have sm =
(
d+n
n
)
− 1 and we
define s = sm. Let d
j
i denote how many partials are involved in defining row i of Kj (so
the j in dji is an index, not an exponent). For example, d
j
1 = 0 for all j and also d
j
i = 0
for i > sj − r for all j, d
j
i = 1 for 2 ≤ i ≤ n+ 2 for j > 1, etc.
Let ui denote how many of the τ partials get applied to the ith row of K. Before
proceeding observe that our definition of ki says that the rank of the matrix
K1 =

w
w(P1)
...
w(Pr)

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evaluated at B is less by k1 than the maximum possible, the rank of
K2 =

w
∂w
∂a1
...
∂w
∂an
w(P1)
...
w(Pr)

evaluated at B is less by k2 than the maximum possible, and so on. Note that Kj consists
of the rows of K involving partials of order at most j − 1.
We want to show that k < τ . Thus we must relate k to how many partials we apply
to K. But k = k1 + · · ·+ km, so our proof will be to relate each kj to how many partials
are applied to each submatrix Kj of K. To do that, we will use recursively computed
quantities uji , which are directly related to the kj and give lower bounds for the number
of partials applied to row i of Kj . (Thus, as for d
j
i , the j in u
j
i is an index and not an
exponent.)
Claim. Given j, 1 ≤ j ≤ m, there exists a sequence uj = (uj1, . . . , u
j
s) such that:
(i) uji = 0 for i > sj;
(ii) 0 ≤ uji ≤ ui;
(iii)
∑s
i=1 u
j
i = k1 + · · ·+ kj;
(iv) uji + d
j
i ≤ j.
Suppose we have the claim. Then k = k1 + · · ·+ km =
∑
i u
m
i ≤
∑
i ui = τ ≤ t− 1, as
we wanted to show.
We now prove the claim. Claim (i) will hold because uji will be concerned only with
rows of Kj . For the other claims, we proceed by induction. Let j = 1. If k1 ≥ 2 then the
rank of K1(B) is less than maximal by at least 2, hence the rank of
 w(P1)...
w(Pr)

is less than maximal, so also the rank of K is less than maximal, contradicting (5).
Thus k1 = 0 or 1. If k1 = 0, take u
1 = (0, . . . , 0), and this sequence satisfies the Claim
for j = 1. If k1 = 1 define u
1 = (1, 0, . . . , 0). To prove that u1 satisfies the Claim for
j = 1, observe that u1 ≥ 1, as otherwise none of the partial derivatives are applied to the
row w, hence it survives unchanged and, after evaluating at B, the matrix K1(B) would
be a submatrix of K˜B, contradicting (6).
Suppose now that we have the required uj−1 as in the claim; we want to find uj .
Consider the matrix Kj . Apply u
j−1
1 partial derivatives to the first row of Kj obtaining
K ′j . Since u
j−1
1 = u
j−1
1 + d
j−1
1 ≤ j − 1 (by Claim (iv) and the fact that d
j−1
1 = 0), we
get (in the first row of K ′j) a partial derivative of w of order at most j − 1 which thus
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occurs in some other row of Kj further down, so the rank of K
′
j(B) is at most the rank
of Kj(B).
We proceed with uj−12 partial derivatives applied to the second row of K
′
j and so on.
After applying all partial derivatives from uj−1 we have obtained a matrix K˜j, which by
the argument above has
rank K˜j(B) ≤ rankKj(B).
Since Kj(B) is short of maximal rank by kj , so is K˜j(B). Thus we need to change at
least kj rows of K˜j(B) to bring it to maximal rank. After applying additional derivatives
(if need be) to the rows of Kj(B), coming from the fact that applying all derivatives
described by uj−1 may only be a part of applying all the derivatives described by u, we
get a matrix K˜j(B)
′ which is a submatrix of K˜B, which must therefore have maximal
rank. This means that u and uj−1 differ in at least kj positions corresponding to kj rows
of K˜j(B).
Thus at least kj values among u1 − u
j−1
1 , . . . , usj−r − u
j−1
sj−r
are positive. We choose
exactly kj such indices and define
uji =
{
uj−1i + 1 if i among chosen ones
uj−1i otherwise.
Observe that obviously 0 ≤ uji ≤ ui with u
j
i = 0 for i > sj, and
∑
i u
j
i =
∑
i u
j−1
i +
kj = k1 + · · · + kj by induction. For i ≤ sj−1 − r we have d
j
i = d
j−1
i so u
j
i + d
j
i ≤
1 + uj−1i + d
j−1
i ≤ 1 + (j − 1) = j, while for sj−1 − r < i ≤ sj − r we have d
j
i = j − 1 so
uji + d
j
i ≤ 1 + (j − 1) = j. 
We now use Theorem 12 to give an alternate proof of Theorem 7.
Proof of Theorem 7. The degree of F (a0, . . . , an, S) follows from Proposition 1. Now let
B = P1 (the proof for other Pi is the same) and let Z = P1 + · · · + Pr. So we are
interested in the vector spaces Lj = [I(jP1) ∩ I(Z)]d. Since P1 occurs in Z, we have
[I(jP1) ∩ I(Z)]d = [I(jP1) ∩ I(P2 + · · · + Pr)]d, so dim[I(jP1) ∩ I(Z)]d = dim[I(jP1) ∩
I(P2 + · · ·+Pr)]d ≥
(
d+n
n
)
−
(
n+m−1
n
)
− (r− 1) >
(
d+n
n
)
−
(
n+m−1
n
)
− r, hence so kj ≥ 1 for
all j. Thus k = k1 + · · ·+ km ≥ m, so F ∈ I(P1 × P
n)m, so F (a0, . . . , an, S) vanishes to
order m at P1. Because of symmetry in the matrix M with detM = F , where S plays
the same role as P1 (both giving rise to a row of M), we also have that F (a0, . . . , an, S)
vanishes to order m at S. 
Example 13. Consider Theorem 8 in the case of the example from the introduction, so
d = 4, m = 3 and Z = {P1, . . . , P8}. As in the introduction, we will use variables a, b, c
instead of a0, a1, a2, and similarly x, y, z for x0, x1, x2. For some choice of of the ordering
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w of the monomials of degree 4 in a, b, c, the matrix M has the form
M =


12a2 0 0 6ab 6ac 0 0 0 0 2bc 0 0 2b2 2c2 0
0 0 0 3a2 0 3b2 0 0 0 2ac 2bc c2 4ab 0 0
0 0 0 0 3a2 0 0 3c2 0 2ab b2 2bc 0 4ac 0
0 12b2 0 0 0 6ab 6bc 0 0 0 2ac 0 2a2 0 2c2
0 0 0 0 0 0 3b2 0 3c2 a2 2ab 2ac 0 0 4bc
0 0 12c2 0 0 0 0 6ac 6bc 0 0 2ab 0 2a2 2b2
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
1 1 0 1 0 1 0 0 0 0 0 0 1 0 0
1 1 0 −1 0 −1 0 0 0 0 0 0 1 0 0
1 0 1 0 1 0 0 1 0 0 0 0 0 1 0
1 0 1 0 −1 0 0 −1 0 0 0 0 0 1 0
0 1 1 0 0 0 1 0 1 0 0 0 0 0 1
x4 y4 z4 x3y x3z xy3 y3z xz3 yz3 x2yz xy2z xyz2 x2y2 x2z2 y2z2


.
Let F = det(M). Then (ignoring a constant factor of −1728) we have
F = ab3c3(a + b− c)(a− b+ c)(c3x3y − c3xy3 − b3x3z + 3ab2x2yz − 3ac2x2yz
− 3a2bxy2z + 3bc2xy2z + a3y3z + 3a2cxyz2 − 3b2cxyz2 + b3xz3 − a3yz3).
Theorem 8 says at a point B such that FL 6≡ 0 that at B the tangent cones for FL
and FR. are the same. The hypothesis FL 6≡ 0 is needed as we see from F above. If
B = (b0, b1, b3) with b0 = 0, then FL ≡ 0, but FR 6≡ 0. Away from where the factor
ab3c3(a + b − c)(a − b + c) vanishes we have FL 6≡ 0 and hence the tangent cones will
agree. We note that the linear factors of ab3c3(a+ b− c)(a− b+ c) define lines in Figure
1: a = 0 is the dashed line through P9, b = 0 and c = 0 are the dashed lines through P1,
and a+ b− c = 0 and a− b+ c) = 0 are the solid lines through P8.
We now explain how Theorem 12 helps to see, without computing the determinant,
how factors like ab3c3(a+ b− c)(a− b+ c) arise. In fact, it is easy to find factors of F not
involving x, y, z. For example, the line a = 0 contains three points, P1, P2 and P8. Take
any point P on this line, but not equal to any of the Pj . Since a line L containing three
points and an additional point of multiplicity 3 must be a component of the quartic, the
dimension of the homogeneous component [I(3P +Z)]4 of degree 4 of the ideal I(3P +Z)
is equal to the dimension of [I(2P + Z ′)]3, where Z
′ consists of the 5 points of Z not on
L. But this dimension is at least 2, so k3 ≥ 1, and F must vanish along {a = 0} × P
2.
Similarly we get the multiplicity at least 3 of a factor b and c in F . Each of these lines
contains 4 points, and computing k3 as before gives k3 ≥ 2, computing k2 gives k2 ≥ 1
for each point P on any of these lines, so F vanishes to order at least k3 + k2 = 3 on
{b = 0} × P2 and on {c = 0} × P2.
Theorem 7 states that for S (such that F (a, b, c, S) 6≡ 0), the curve given by FS(a, b, c) =
F (a, b, c, S) has multiplicity at least 3 at P1, . . . , P8 and S. In fact, we can see that this
multiplicity is at least 4 at each Pj , given by the constant (i.e. not depending on S)
factors of FS. At P3 the multiplicity is, in fact, 6. Observe also that comparing degrees of
components of FS we get immediately that the degrees must be 1 along lines with three
points and 3 along lines with four points — otherwise we cannot get a triple point at
(sufficiently general) S.
Factor ab3c3(a + b− c)(a− b + c) out of FS and denote the result by GS. Thus GS is
a polynomial of degree 3. If S is general enough (not lying on any of the lines defined
by the linear factors of ab3c3(a + b − c)(a − b + c)), then GS must have a triple point
at S, since (by Theorem 7) FS has a triple point at S. But then GS splits into three
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lines, which are tangent lines (at S) to a unique quartic passing through 3S and Z, by
Theorem 8.
We may ask about points S such that FS ≡ 0. These points are the locus defined
by the ideal in C[x, y, z] generated by the coefficients of F regarded as being in F ∈
C[x, y, z][a, b, c]. This ideal describes 9 points, obviously including P1, . . . , P8, but also
P9, since the example comes from an unexpected curve through the 9 points. In our
setting, each expected quartic in 3B + P1 + · · · + P8 passes through P9, and it is this
additional base point which makes them “unexpected”.
The next example shows that the assumption F 6≡ 0 is stronger that the assumption
that the points P1, . . . , Pr impose independent conditions on hypersurfaces of degree d.
In other words, rows w(P1), . . . , w(Pr) of the matrix M can have a maximal rank, but
the whole matrix has a deficient rank.
Example 14. Consider the 24 points in the projective space P3, coming from the root
system F4, which have the coordinates
(1, 1, 0, 0), (1,−1, 0, 0), (1, 0, 1, 0), (1, 0,−1, 0), (1, 0, 0, 1), (1, 0, 0,−1), (0, 1, 1, 0),
(0, 1,−1, 0), (0, 1, 0, 1), (0, 1, 0,−1), (0, 0, 1, 1), (0, 0, 1,−1), (1, 0, 0, 0), (0, 1, 0, 0),
(0, 0, 1, 0), (0, 0, 0, 1), (1, 1, 1, 1), (1, 1,−1, 1), (1, 1, 1,−1), (1, 1,−1,−1), (1,−1, 1, 1),
(1,−1,−1, 1), (1,−1, 1,−1), (1,−1,−1,−1).
Denote the set of all these points by Z. What was shown by authors in [8, Section 3.6],
if we take d = 4 and m = 3, then for any general point B of multiplicity 3 we have
dim[I(3B + Z)]4 = 4, while the expected dimension of this system is
(
7
3
)
−
(
5
2
)
− 23 = 2.
The number 23 is the number of independent conditions imposed by points from Z on
the space of quartics.
We want to proceed in the same way as in the previous example and create the inter-
polation matrix M . This matrix should consists of 35 rows, where 24 of them are coming
from points, 10 from partial derivatives and the last one holds all monomials of degree
4. Since all points in Z do not impose independent conditions on form of degree 4, we
are taking the new set Z ′ with 23 points from Z and one additional point, which is gen-
eral enough, to impose independent condition on the space of quartics. It can be easily
checked using any computer algebra software that in this situation det(M) = F ≡ 0.
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