We present a detailed analysis of FALDOI, a large displacement optical flow method proposed by P. Palomares et al. This method requires a set of discrete matches, which can be extremely sparse, and an energy functional which locally guides the interpolation from the matches. It follows a two-step minimization method at the finest scale which is very robust to the outliers of the sparse matcher and can capture large displacements of small objects. The results shown in the original paper consistently outperformed the coarse-to-fine approaches and achieved good qualitative and quantitative performance on the standard optical flow benchmarks. In this paper we revise the proposed method and the changes done to significantly reduce its execution time while reporting nearly the same accuracy. Finally, we also compare it against the current state-of-the-art to assess its performance.
Introduction
In this work the problem of optimal flow estimation with variational approaches is addressed. Optical flow is the apparent motion field between two consecutive frames of a video. More generally, it can be defined as a dense correspondence field between an arbitrary pair of images.
We present a thorough description and a faster implementation of FALDOI [23] , a strategy to compute good local minima of any optical flow energy functional which is able to capture large displacements. FALDOI stands for Large Displacement Optical Flow method by an Astute Initialization. The method relies on a discrete set of matches between two input images, which can be extremely sparse and contaminated by outliers. These matches are used as a guide to find a local minimum of the energy functional. The novelties include how these matches are used in the optimization problem. The method is a two-step minimization process of the optical flow energy. The first step computes a good and dense local minimum by propagating the initial matches with a region growing strategy. The propagation is driven by the minimization of the energy on patches and the order of update is established by the value of the local version of the energy, i.e. the energy restricted to a square patch of the image domain. In particular, given a priority queue where all candidates are stored, we select the one with the lowest energy, minimize over the patch centered at it, insert the neighboring pixels to the queue ranked according to the patch energy value and select again the candidate with the lowest energy. This process is repeated iteratively as we will see in more detail in Section 2.
In this work, we analyze the method's features in depth and propose an optimization scheme to reduce the execution time while maintaining the same estimation accuracy. All the results included in this paper have been computed with the updated version of the code.
The remainder of the paper is organized as follows. Section 2 describes the FALDOI method. Section 3 explains in detail the changes made to the code to significantly reduce its execution time while maintaining the same estimation error. Section 4 presents results for several energy functionals and an analysis of the properties and performance of FALDOI depending on the density of the initial set of discrete matches and selected parameters. We also include comparisons between employing the speedup optimization or not in terms of error, run-time and qualitative evaluation. Finally, the conclusions are summarized in Section 5.
Proposed Minimization Strategy
In this section we revise the main features of the FALDOI minimization strategy. The strategy is compatible with any optical flow energy functional and is based on estimating a good local minimum from a discrete set of matches (computed via Algorithm 2). It benefits both from the sparse techniques, which handle arbitrarily large displacements, and from the continuous optimization of a variational formulation, which yields dense flow fields with subpixel accuracy. The method assumes that at least some matches are correct and propagates the correct information from those initial correspondences (referred to as seeds) by minimizing the energy around them. A challenging situation, where each region of smooth movement has only one correct seed, is illustrated in Figure 1 . In particular, the optical flow has been obtained from four seeds; one on the head, arm, shoulder pad and background, respectively (shown in red in Figure 1 ), which have been chosen randomly (inside a limited area for each targeted image object) from the ones computed by SIFT.
The sparse set of seeds (computed with Algorithm 4) is used as a reference to recover a dense flow field. This is done by iteratively growing the seeds by a local (patch-based) minimization of the functional in a proper order (see Section 2.1). This dense optical flow is then refined by a global minimization of the energy. The algorithm always works at the original image scale.
In order to describe the approach in more depth, we introduce some notation and assumptions. 
Global minimization via Algorithm 8
Let us denote two consecutive image frames of a video sequence as I t , I t+1 : Ω → R, where Ω is a rectangle in R 2 . To compute the optical flow u : Ω → R 2 between I t and I t+1 , we use a discrete set of matches M = {(x i , y i )}, i = 1, . . . , N , and an energy functional E(u), defined from I t and I t+1 . Minimizing E on an appropriate set, a minimum u of E represents an optical flow between I t and I t+1 . Section 4.1 describes several energies used in this paper. We assume that the discrete matches in M have been computed in such a way that x i belongs to the image domain of I t and y i to the image domain of I t+1 . From these matches, we compute the initial set of seeds S by defining u(x i ) = y i − x i , i = 1, . . . , N . Each seed p stores the corresponding pixel coordinates x p , its optical flow u p and the local energy of the functional around it (see Algorithm 1).
Local Minimization
This step can be seen as an adaptive grouped coordinated descent approach guided by the lowest local values of the energy on patches centered at pixels. It is inspired from the match propagation principle [17] , where a set of initial sparse matches is propagated to neighboring pixels using a region growing-like strategy. This principle was also used in the work of [14] to obtain a quasi-dense 
2b. backward matches disparity map, assuming that the seeds and their neighboring pixels present similar disparity values. Moreover, it shares ideas with the coordinate descent methods, which are optimization techniques for multi-variable functions that are minimized by solving a sequence of one-variable minimization problems. Each problem improves an estimation by minimizing along a selected coordinate while all other remain fixed. Generally, each coordinate is visited several times to reach a minimum. The sweep pattern is the name used to define in which order the coordinates are visited. If the order is fixed, it is called path-wise coordinate descent [10] or cyclic coordinate.
In the case of FALDOI, the selection of the sweep pattern has a key role during the minimization process; it follows an adaptive choice of the coordinates driven by a seed growing algorithm which is based on the value of the local minimization of the energy in the patch centered at the coordinate. This process is managed by a priority queue where the potential candidates for each coordinate are inserted. Each of them has a related energy used to determine its position in the queue.
Next, we will first present the baseline algorithm for the local minimization step, where every pixel is visited just once, and then we will show how this is extended to several iterations that it also benefits from a further outlier filtering.
Baseline Algorithm: FALDOI
Initially, the seeds are inserted into the priority queue with zero energy. During the minimization process, new candidates are added to the queue. This collection of potential candidates for each coordinate is sorted based on their local energies.
Whenever an element is extracted from the queue, the energy E is minimized on a square patch centered on the element's pixel coordinates. Once this is done, we consider the pixel to be fixed. Next, the estimated optical flow values of its 4-connected neighbors (up, down, left and right) are inserted as potential candidates into the queue with the energy of the patch (after local minimization).
The aforementioned process is repeated until the priority queue is empty and a dense optical flow is obtained. There may be several candidates for the same pixel in the queue; when a candidate is extracted from the queue to fix it, if its corresponding pixel has already been fixed (by a candidate with lower energy) the candidate is discarded.
When the energy is minimized in a patch P, we need to specify an initial flow for the unknown values in P ∩ W (W is the set of locations where the optical flow has not been fixed). To do this we use the Laplace equation resulting from the minimization of the following Dirichlet energy
where i = 1, 2, u = (u 1 , u 2 ), and
2 ) contains the optical flow of the fixed coordinates in P ∩ W C (W C is the complementary set of W ). The Euler-Lagrange equation derived from the previous energy is the Laplace equation, which is solved by gradient descent with Neumann boundary conditions. The details of the minimization process are given in Appendix A and Algorithm 8. In practice, we consider patches of 11 × 11 pixels, if not stated otherwise. Bigger patches may be used but the computational cost increases linearly with their size. We perform 4 iterations of the minimization process, in every local patch (step 5 of Algorithm 6), of a version of E(u) where the warped image has been linearized with one warping. 
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Iterated FALDOI
We perform several iterations of the baseline Algorithm 6 due to the fact that in coordinate descent methods, each coordinate usually has to be visited several times to reach a minimum. Moreover, between two consecutive iterations, we perform a pruning based on a forward-backward consistency check to remove wrong matches (Algorithm 7), specially in occluded areas and also due to self-similarity. The latter may appear by the presence of outliers in the initial seeds that have been expanded by the region growing. To achieve this, we compute both the forward, u F , and backward, u B , optical flows between frames I t and I t+1 . Then, the consistency check of these flows is calculated and the forward flow values at points x ∈ Ω not verifying u F (x) + u B (x + u F (x)) < ǫ are removed; where ǫ > 0 is a small constant (2 for all experiments performed in this paper). Similarly, the backward flow values at points x ∈ Ω not verifying u
(i) Occlusions mask (j) Ground truth In the iterated FALDOI (dense-flow) algorithm, the iterations after the first one are slightly different from the baseline iteration of Section 2.1.1 as they start from a dense motion field with holes that arise after the forward-backward pruning instead of a sparse set of optical flow values. More precisely, there are two main differences with respect to the first iteration: 1. Initialization of the queue. The seeds that survive the forward-backward consistency check are inserted into a new queue with zero energy. The rest of optical flow values that survive are added with its associated energy. 2. Initialization of the optical flow in a patch before local minimization. Every time a local patch is minimized, an initial flow in the patch is needed. We make a distinction between the pixels that passed the forward-backward consistency test and those that did not. For the former, the initial flow is the most updated value from the last iteration for that pixel. For that, we store the flow value from the previous iteration in an auxiliary variable. On the other hand, for the non-surviving pixels, we fill-in the initial flow by using the Laplace interpolation explained above. This intra-patch initialization could also be used in the first baseline iteration of Section 2.1.1.
A pseudo-code of the iterated FALDOI strategy is presented in Algorithm 5. Figure 2 shows the relevance of several iterations in the local minimization step. The optical flow is improved from one iteration to the next (second and third rows). Specially, the motion boundaries are progressively better recovered and the effect of the piece-wise constant flow disappears. Furthermore, the iterated FALDOI strategy adds robustness against outliers in the initial seeds and against occlusions thanks to the forward-backward consistency check performed between two consecutive iterations. For instance, the densified flow obtained after the first iteration is incorrect on the leg that disappears behind the barrel. Nonetheless, this problem, which usually happens in the first iteration, is easy to detect and solve with the forward-backward pruning and the optical flow is improved in the subsequent iterations. After six iterations, the initial outlier regions are significantly reduced.
Also notice that the ground truth of the MPI-Sintel dataset is created from the albedo pass, where no external effects (motion blur, defocus blur, atmospheric effects or shading) are present. In this experiment the seeds have been computed with DeepMatching.
Global Minimization
The last step is a global minimization of E(u), taking as initial condition the dense solution produced in the last step 2.1.2: the local minimization guided by the initial set of matches. Let us remark that we minimize the global energy at the finest scale, avoiding the multi-level approach. For both steps, local and global, the minimization uses the same energy functional with the numerical scheme detailed in Algorithm 8 and Appendix A. In this step, 5 warpings of the energy are performed. 
, using bicubic interpolation; while n < N max or tol < error do if CSAD then Compute v as described in point 2.1 in Appendix A; else if L1 then
Compute v as described in point 2.2 in Appendix A;
if N LT V then Compute ξ or p and u as described in point 1.1 in Appendix A;
Compute ξ or p and u as described in point 1.2 in Appendix A;
Code Optimization
In this section we detail the changes done to the code in order to significantly boost the algorithm's speed to create a live demo in the IPOL journal (under 1 minute and up to 1GB of memory) while keeping the same accuracy results of the original algorithm. Note that we have focused our efforts in optimizing the algorithm for all energy functionals but some of them are significantly slower than others (e.g.: N LT V -CSAD versus classical T V ℓ 2 -L1, as denoted in the original paper). As explained in Section 2, FALDOI performs two main steps: a local and a global minimization. The former can be parallelized by executing the forward and backward growings in separate CPUs since they do not share data. In particular, we need to add an OpenMP's parallel for instruction before a naive loop with two iterations, one per growing and OpenMP will handle the rest.
With the goal of using as many CPUs as possible, we choose to split the image in subimages (partitions) so that each of them can be processed by a CPU. More precisely, we divide both the forward (fwd) and backward (bwd) growing into m × n parts. We have to be careful selecting the number of partitions since there is a trade-off: a large number of partitions will led to more parallelization but it will also generate more discontinuities in the flow since each partition will have fewer seeds and the growing could suffer as a consequence; on the other hand, a smaller number of partitions may yield a negligible improvement in time since the memory overhead needed to copy the information for all threads may be too large. The decision will also be affected by the original image's size, since smaller images will probably benefit from fewer partitions. In order to avoid undesired flow discontinuities on the partition boundaries we divide the horizontal and vertical dimensions of the image into a different number of divisions (m×n, where m = n) so that we can alternate between m × n and n × m partitions in consecutive iterations of the FALDOI algorithm.
We have tested two different types of partitions: 3 × 2 and 4 × 3, that is, 6 and 12 partitions per growing, respectively. This means that up to 6 or 12 CPUs (if available) may be working at once instead of only 2 (fwd + bwd). It is also important to note that in order to let the initial seeds grow significantly, the first iteration is performed using the whole image, without partitions. This ensures that latter iterations work with a good initial flow estimate but it also acts as a bottleneck for the algorithm's performance (as only the forward and backward growings for the whole image can be done in parallel, i.e.: 2 cpus). One can clearly notice that in the in-depth analysis presented in Tables 1, 2 We have also parallelized the global step by using detailed profiling to find the critical sections in the code that take most of the time. We have sorted them, from more to less critical. Then, we have optimized their internal for loops one at a time, measuring the improvement (in percentage) and only keeping the ones that have given a significant improvement. Finally, the chosen ones can be combined to reduce the execution time further.
As for the matches, we computed both SIFT and DeepMatching in parallel (for frames I t and I t+1 ). We used the multiprocessing 2 library in Python to call the binaries for computing matches (SIFT or DeepMatching) at once in order to compute the forward and backward matches in parallel and thus halve the computation time compared to the sequential execution. Moreover, the SIFT implementation does not exploit multithreading so its execution time remains fairly constant for any number of CPUs. On the other hand, the implementation of DeepMatching is fully multi-threaded and significantly reduces its execution time as the number of available CPUs increases (see Figure 3 ). Note that the reported times have been computed for only one image in the MPI-Sintel Final pass (clean pass may take longer as more matches are found, specially for SIFT due to the lack of multithreading). We could obtain a similar boost in speed for SIFT by using other implementations which are more optimized such as that integrated in the VLFeat 3 open source library by A. Vedaldi and B. Fulkerson. Figure 4 illustrates the use of CPUs in the original and the speedup code: in the former, only the forward and backward growings for the whole image were being executed at the same time while in the latter, up to 2 × m × n growings can be executed at once. Each growing handles its own priority queue that, as explained in Section 2.1.1, stores the candidates to be visited during the local minimization. It is important to notice that these queues are significantly smaller than the original queue (one per image) and hence faster to manage. This can be clearly seen if one compares the case for one CPU with and without partitions: despite both cases use a single CPU, handling 2m × n smaller queues is faster than doing the same with 2 significantly bigger ones (see for example, Tables 1 and 2) .
Another important aspect to remark, is that the performance of parallelization can be reduced significantly in two critical scenarios. First, when we have few matches/seeds; for instance, when we employ SIFT with a texture-less image, which yields very few seeds that will probably fall only in a few partitions (and thus the remaining partitions will not contain seeds). As a result, these empty partitions will have empty queues and will not be used at all, reducing the number of active CPUs and thus the general code speedup. To simplify the implementation of such cases, we revert to using the whole image (without partitions) when any of the queues is empty (notice that, on the other hand, the forward and backward optical flow estimations are always computed in parallel). Secondly, we may have the opposite case: a lot of matches, which also increases the execution time, yielding bigger queues that are harder to handle and hence, slower. It is important to notice that in such cases, the following iteration is divided into partitions again as long as no queue is still emtpy.
In these critical cases, the parallelized code with partitions may take almost the same time as its counterpart without partitions and may be above the 1 minute threshold. If that is the case, your execution may be stopped by the server. If so, we advise you to do one of the following things: if you are using SIFT, try DeepMatching instead as it gives more initial seeds and is less likely to yield as many empty partitions as SIFT (depends on the number of outliers); alternatively, execute the code locally with the original parameters but be aware that execution time will be notably increased (also depending on your hardware).
In order to properly evaluate the speedup of the algorithm, we have averaged the timings reported by the algorithm with 17 images that include the critical cases commented above so the estimation is more accurate. It is important to notice that including such cases, the average execution time grows slightly with respect to not considering these cases. Nevertheless, these critical cases are very rare even in the challenging final pass of MPI-Sintel (under a 1%).
We opt to use 3×2 instead of 4×3 partitions because the difference in execution time is negligible. This is probably due to the bigger memory overhead of using more threads in parallel. This is why all results in this paper with the T V ℓ 2 -L1 functional have been computed with a 3 × 2 partition.
We also report the average endpoint error (EPE) for each setup to proof that the improvement in speed has a negligible effect on the accuracy of the method. It is defined as follows
where n is the number of pixels, Ω is the image domain. The ground truth optical flow is composed of the vectors (u gt , v gt ) and similarly, the estimated flow is defined by the fields (u es , v es ).
Step Tables 1 and 2 show a detailed profiling of FALDOI for different number of CPUs and default parameters (see Appendix B). We have included the total execution time and the partial timings from the matching computation, each local growing iteration and the global estimation. Note that the 'Total' time is composed of the addition of 'Descriptors' (only for SIFT), 'Matches', 'Local min.' and Table 2 : Execution times with 11 × 11 patch size and DeepMatching (see Table 1 for details).
Step Table 2 ) with a 9 × 9 patch and DeepMatching.
'Global min.'. Additionally, the local minimization is the sum of all its iterations, that is, 'LM-iter1' through 'LM-last'.
We have also included an extra row for the speedup factor between that particular setup and the original (non-optimized) FALDOI code executed under the same conditions.
We have also included results for two other patch sizes (9 × 9 pixel size in Tables 3 and 4 , and 7 × 7 in Tables 5 and 6 ) detailing the differences between the original code, the current code without Table 7 : Advantages and disadvantages of using a downsample = 2 for deepmatching (half-resolution) instead of the original scale.
partitions and its version with partitions. One can see that for 11 × 11 and SIFT matches (Table 1) , the execution time is slightly above 60 seconds due to the inclusion of a very complex example with very few seeds in the processed images. It is also important to note the speedup introduced by using partitions even when only one CPU is available: it significantly reduces the execution time. One can also see that, despite being quite slower with few CPUs, DeepMatching ends up being faster with 16 CPUs, resulting in an overall smaller execution time thanks to its better scaling (Figure 3) . In that regard, note that the DeepMatching version already has an execution time below the 1 minute threshold while the SIFT version is still above it.
Comparing it to FALDOI's original source code, we can see that the speedup factor is always above 4 and it is even larger for more CPUs which is mainly due to the fact that the original code did not scale properly when using 8 or more CPUs. This may be due to the fact that FALDOI's original code parallelizes several for-loops which are nested inside others which yields a big memory overhead and takes more time. Additionally, in the case where DeepMatching seeds are used, the scalability commented above is not reproduced since the original code used an older version of DeepMatching that only used 1 CPU. This fact is critical as one can see in Table 7 , where the combination of a multi-threaded version of DeepMatching and parallel calls for the forward and backward image yields a 8.7 times faster matching computation. Moreover, FALDOI' original code computed the seeds at the original image scale instead of at half-resolution, as the current method does, which produces reasonably similar results (about 5% worse for an 11 × 11 patch) but it is almost 2x faster in mean execution time (averaged over several frames) than using the original scale. The difference is more pronounced when we use the original image scale (more computationally expensive) for which the current version of the code is 18.6 times faster in execution time due to the null scaling of DeepMatching and the other speedup optimizations commented throughout this section. This time reduction is consistent with the other two patch sizes tested. Another reason for not using downscale = 1 is that it uses more memory than the limit specified by IPOL for the online demo. All remaining tests, if not stated otherwise, use half-resolution images to compute the DeepMatching seeds.
In the second pair of tables 3, 4 (9 × 9 patch), we can see the same trend but with all timings reduced approximately by a 25% with respect to the default parameters and SIFT as the matching algorithm. The difference between SIFT and DeepMatching is maintained and the minimum runtime reported is below the threshold for both matchers. Finally, in the third pair of tables 5, 6 (7 × 7 patch size), the same observations can be drawn, obtaining a speedup of about 60% with respect to the default setup. The minimum time is around 35 seconds per image (with resolution around 1024 × 436). Nevertheless, in this last scenario the error is bigger than in the default case despite being approximately equal to the one reported for a 9 × 9 patch size.
In Section 4.1, several possibilities for the optical flow energy functional are presented, all of them available in the provided code. In particular T V ℓ 2 -L1, T V ℓ 2 -CSAD, N LT V -CSAD, and N LT V -L1 models. The fastest functional is T V ℓ 2 -L1 while the slowest one is the N LT V -CSAD. Given the nature of N LT V , a GPU implementation would probably boost its speed remarkably. This is the reason why in the live demo in IPOL, only the T V ℓ 2 -L1 functional will be available. Nonetheless, the provided code can be executed in local mode with all energies mentioned in Section 4.1.
In all cases, the speedup with respect to the original code is very noticeable, specially in the case of T V ℓ 2 -L1.
Results
FALDOI assumes that two ingredients are given: a discrete set of correspondences between two frames of a video (seeds) and an optical flow energy functional, namely, E(u). Section 4.1 presents the different energies we have used in this paper and Section 4.2 briefly discusses several possibilities for the initial sparse correspondences. Later on, in Section 4.3 we provide a quantitative and qualitative comparison among the several possibilities for the energy terms, as well as a comparison between FALDOI and several state-of-the-art methods, including methods based on the combination of sparse matches and variational techniques [5, 16, 24, 31] or methods that rely on CNNs [9, 13, 29] to estimate the flow.
Different Possibilities for the Energy
The proposed framework is independent from the energy functional E(u) and we validate it by using several energies. Following most of the optical flow variational approaches in the literature, the different possibilities will share the common feature of being made of two terms: a data fidelity term E D (u) and a regularization term E R (u),
where u : Ω → R 2 , Ω is the image domain, I t , I t+1 : Ω → R d are two consecutive frames (d = 1 for gray level images and d = 3 for color images), and u = (u 1 , u 2 ) represents the motion field between them.
Let us also state that FALDOI allows the inclusion of other terms, e.g.: a third term dealing with the occlusions, as in [4, 1] . In fact, the provided code includes an energy for the joint estimation of optical flow and occlusions for the T V ℓ 2 − L1 functional [22] as proposed in [4] . We do not describe it in this document or used it in the online demo but we have opted to leave it in the code for the sake of completeness. If you wish to test the code with occlusions, please go to the Github repository linked at the top of this article.
In order to have a robust data cost, specially under illumination changes, we use a convex and continuous approximation of the data cost based on the Census transform [12, 27, 34] , approximated by a sum of centralized absolute differences, denoted as CSAD [30] , and defined as
where χ denotes the characteristic function of a square of size P × P centered at the origin (P = 7 in our experiments, as in [30] ). Secondly, we also consider the classical point-wise L 1 data term that imposes the well-known brightness constancy assumption, namely,
It is important to correctly preserve the motion boundaries in order to obtain an accurate optical flow. These boundaries are usually aligned with image boundaries, which has motivated the use of edge detectors (e.g.: [8, 15] ) in previous optical flow methods [16, 20, 24] . Instead, FALDOI opts for using the Non-Local Total Variation (N LT V ) regularizer. N LT V was used for optical flow estimation in [32] , where the authors show its ability to better recover motion boundaries, particularly in low-textured areas, occluded regions, and in small objects (when used in a coarse-to-fine scheme). In our case, a non-local regularizer that better captures motion discontinuities is also very useful in the local minimization step where the initial correspondences are densified. The regularizer is applied to each flow channel independently
where ω(x, y) = , ∆ c (x, y) denotes the Euclidean distance between the color values at x and y in the Lab space, ∆ s (x, y) is the Euclidean distance between points x and y, W(x) = Ω ω(x, y)dy is a normalizing constant, and σ c , σ s > 0 are constant parameters (set to σ c = 2 and σ s = 2).
As before, with the purpose of testing the proposed minimization algorithm with different energies, we consider other regularization terms such as the classical coupled Total Variation (called T V ℓ 2 (u) in [28] ), that is,
Appendix A details the optimization algorithms for all the energy terms. Let us say that the data and the regularization terms are decoupled and standard methods such as primal-dual, thresholding or median schemes are used.
Different Possibilities for the Initial Set of Seeds
In this work, the initial seeds are computed with one of the sparse matchers in the literature. There are several methods that provide a set of sparse matches between two different images containing common objects, representing two views of a scene or, as in our case, two frames of a video. Some of them are based in the estimation of distinctive point location and matching [19, 21] . Being based on local properties, they can be used to estimate arbitrarily large displacements. In our experiments, we use SIFT [19] or DeepMatching [31] . Although SIFT is very effective, it has some disadvantages when dealing with small texture-less objects or with non-rigid deformations. The DeepMatching algorithm handles these problems and generates a more dense set of matchings. We have compared these two different methods to compute the initial set of matches (the seeds). The first column of Figures 5 and 6 show some examples of the set of seeds obtained by each one of the algorithms.
We use the SIFT [25] and DeepMatching 4 implementations, with its default parameters. With the aim of avoiding outliers in homogeneous areas, when we employ DeepMatching, we initially remove the seeds having a low local saliency, which is determined by the minimum eigenvalue of the autocorrelation matrix computed locally (Algorithm 3). If the value is below a threshold (set to 0.045 in our experiments), these seeds are removed. This pruning is also used in other works, e.g.: [24] .
In FALDOI, the authors claim that the algorithm is able to recover the dense motion even if very few initial seeds are available; the only condition is to have at least one correct seed in every region Ω i ⊂ Ω where the motion is smooth. As a proof of concept, in Figure 1 we use a single seed per Ω i , which has been extracted from the ground truth flow. The estimated optical flow compares favorably to the ground truth even in the cases where the initial set of matches is extremely sparse. In contrast, other sparse-to-dense methods, like EpicFlow, with very competing results are not capable of estimating the optical flow in this challenging situation (see Figure 9 for a more complex example of this). Another example is shown in Figure 5 where similar optical flow results are obtained independently of the cardinality of the set of seeds, which have been computed using either SIFT ( Figure 5 , second row) or DeepMatching ( Figure 5 , third row) algorithms. Let us notice that DeepMatching produces in general more matches than SIFT but also introduces potentially more outliers.
On the other hand, Figure 6 shows a situation where the lack of seeds in some regions Ω i (second row, seeds provided by SIFT matches) produces an incorrect flow estimation in these areas. A much better estimation is obtained when there is at least one seed in these regions, as it happens when we use as seeds the matches provided by DeepMatching ( Figure 6 , third row). 
Experimental Results
The method has been tested on two publicly available databases: Middlebury [3] and MPI-Sintel [6] , and on proof of concept examples, chosen in order to obtain a better understanding of the key features of the algorithm. Let us remark that all results have been obtained by using the grayscale versions of the original color frames. The color version is only used to compute the seeds in case they come from the DeepMatching algorithm and to compute the local regularization weights in case of the Non-Local Total Variation as regularization term. All the results in this section have been obtained with the FALDOI minimization strategy (Algorithm 1) presented in Section 2.1.2. If not stated otherwise, the parameters used are the same for all experiments, listed in Appendix B.
First, we present a comparison of FALDOI against the multi-scale approach using different functionals. Our implementation of those multi-scale approaches is based on the implementation published in [26] . In order to assure that the method is a real alternative to the coarse-to-fine warping strategy and, therefore, also valid for sequences that do not have large displacements of small objects, experiments on the Middlebury optical flow dataset [3] have been performed for both approaches. Table 8 shows how FALDOI achieves better results in all the samples in the dataset 5 , even if the difference is slight is some cases. Nevertheless, it is interesting to note that the functional that obtains the better results changes for some of the sequences. For instance, the sequence urban3 yields much worse results for the T V ℓ 2 -CSAD and the N LT V -CSAD energies than the simpler T V ℓ 2 -L1. On the other hand, on RubberWhale, the opposite can be observed, with N LT V -CSAD obtaining significantly lower error. Some qualitative results are shown in Figure 7 for images of the MPI-Sintel database that contain large displacements, the initial seeds have been computed using DeepMatching. The first row displays, from left to right, two consecutive frames and the optical flow ground truth (color coded). The image (d) of the second row displays the ground truth occlusion map (the occluded points are shown in white). The multi-scale results obtained using the T V ℓ 2 -L1 energy are shown in (e), while the corresponding results obtained by the FALDOI strategy are shown in the third row. As it can be observed, the use of an advanced data term based on patches reduces the outlier area and better recovers the human shape. After adding the non-local regularizer the motion boundaries are more accurate and the outlier is removed. Table 9 provides a quantitative comparison of different estimations of the optical flow obtained with different energy functionals (we average the results for 10 subsets of 10% of frames randomly selected from the final training set of the MPI-Sintel database). In order to provide for a more complete analysis of the results, the authors of MPI Sintel also proposed to evaluate different versions of the average endpoint error (EPE). When we compute the EPE for all pixels, we denote it EP E all as introduced in Equation 1; if we only compute the EPE for non-occluded pixels, we have EP E mat , where mat stands for matched pixels, as those which are not occluded in the current frame. Contrarily, when we only evaluate the error on occluded or unmatched areas, this is expressed as EP E umat for briefness. Finally, to distinguishing how good one method performs for small, average and large displacements, the authors of MPI-Sintel introduced the measures s 0−10 , s 10−40 and s 40+ which compute the EPE for pixels that have a velocity in a pre-specified range (e.g.: s 0−10 is computed for velocities bigger or equal than 0 and strictly smaller than 10). Similarly, s 10−40 and s 40+ compute the EPE for pixels with velocities in the ranges 10-40 and 40 to infinity. The velocity of a pixel is expressed in pixels per frame and can be defined as follows
where u(x, y) and v(x, y) specify the horizontal and vertical flow fields of the pixel located at coordinates (x, y). Let us notice that the energy based on the non-local Total Variation and a smooth approximation of the Census transform (CSAD) is the one which achieves the best results, both quantitative and qualitatively. We have also included the results obtained with 9 × 9 (Table 10) and 7 × 7 (Table 11) patch sizes. The main advantage of using a smaller patch size is the linear reduction in execution time despite obtaining a slightly worse estimation of the flow and hence a larger error. A more in depth analysis of the trade-off between speed and performance can be seen in Tables 1-6 . 
Figure 7: Comparison of FALDOI against the multiscale approach using different functionals. The initial seeds have been computed using DeepMatching. Table 12 and Figure 8 show a quantitative and qualitative comparison, respectively, among FAL-DOI and several state-of-the-art methods, including methods based on the combination of sparse matches and variational techniques [5, 31] via an extra coupling term and that can also be adapted to any energy. FALDOI's results are computed with DeepMatching seeds (original image subsampled by 2) and the N LT V -CSAD functional. The method obtains similar or better results than both FlowNet1 models in both Clean and Final passes. Compared to Epicflow [31] , FALDOI obtains competing results, about a fifteen percent worse. We also compare FALDOI against the current and its co-temporary state-of-the-art. FlowFields, obtains better results in both passes and can compete with current state-of-the-ar methods like S2F-IF and PWC-Net, both methods released in late 2017.
The images in Figure 8 have been taken from the MPI-Sintel webpage. Compared to S2F-IF [33] and FlowFields [2] , FALDOI better recovers the silhouettes of the girl (head, shoulder and upper arm), although it produces some halos around the girl's head and the right side of her shirt. , EP E = 7.387 (e) FlowNetC+ft+v [9] , EP E = 6.633
(f) FlowFields [2] , EP E = 4.544 (g) EpicFlow [24] , EP E = 4.904 (h) S2F-IF [33] , EP E = 4.649 (i) PWC-Net [29] , EP E = 3.899 (j) FALDOI, EP E = 6.928 (k) Ground truth Table 11 : Results similar to Table 9 but for a smaller patch size, 7 × 7 instead of 11 × 11.
FlowNetS and FlowNetC [9] obtain better contours than FALDOI but they fail to properly estimate the motion of the left arm, unlike the rest of the methods. EpicFlow shows very good results, with good boundaries and not noticeable blurred regions. Finally, PWC-Net [29] , the best performing method on Sintel's final pass at the time of writing, computes a very good estimation of the flow, only missing the extremely difficult motion of the girl's hair and the occluded region (bottom-left corner of the image). It is important to note that a better-performing version of FlowNet is available (FlowNet2) which significantly improves the performance of its former iteration (the one tested in this paper). In the approach of Brox et al. [5] or Weinzaepfel et al. [31] the matches are precomputed and then added as a constraint to the energy term. Thanks to these matches the motion of small objects that disappear at the coarser scales is recovered. However, these approaches need a minimum density of sparse matches over the area of the small object in order to correctly capture large displacements, EPEall EPEmat. EPEumat. s0-10 s10-40 s40+ even if the matches are weighted strong enough and enough iterations are performed. By contrast, FALDOI only needs one single seed per area motion to recover the whole motion field. This is illustrated in Figure 9 where FALDOI is able to recover the four large displacements with just a single seed in each region, while none of the other methods succeed. EpicFlow 6 , a very competing sparseto-dense technique, obtains the worst results, specially analytically, showing its lack of robustness with a very limited number of seeds. Visually it is more or less capable of discerning the direction of the moving objects despite totally missing their boundaries. The multi-scale approach with T V -L1 energy fails to correctly estimate the flow direction and magnitude despite being able to identify the moving areas. We also include the result obtained with LDOF 7 , which obtains comparable results to the latter method. In this case it has been obtained with their own seeds (using their original binary code).
Recent optical flow datasets as MPI-Sintel [6] contain different and challenging effects, such as illumination changes, large displacements, blur, etc. In MPI-Sintel these effects have been artificially created to provide naturalistic video sequences. However, the evaluation on these datasets does not take into account the robustness to the shot noise that appears in any real sequence, being noise one of the main limitations to any imaging system. Thus, we evaluate the robustness of several approaches to noise. To this goal, we corrupt the clean images from [6] with additive white Gaussian noise for different standard deviations σ.
Sparse-to-dense techniques are very dependent of the initial seeds that are used to obtain a dense optical flow. It is important to note that FALDOI works even with an extremely sparse set of initial seeds. This fact allows us to choose the best matching method according to the image peculiarities, without caring that much about the density of the correspondences. In particular, for highly noisy images, SIFT correspondences are more robust than DeepMatching. Table 13 shows a comparative of FALDOI different optical flow estimation methods for different levels of Gaussian noise. We use (f) EpicFlow [24] , EP E = 348.9911 (g) LDOF [5] , own seeds, EP E = 56.7676 the T V ℓ 2 -L1 functional with SIFT matches. As shown in the table, the multi-scale method provides the best optical flow estimation in noisy images. For noise levels of standard deviation greater or equal to 10 and 20 respectively, FALDOI produces better results than EpicFlow and DeepFlow.
Conclusions and Future Work
We have presented an in-depth analysis of the FALDOI method for optical flow estimation. The method works at the original image scale and finds a good local minimum of any optical flow energy functional using an adaptive coordinate descent strategy guided by a sparse set of initial matches. This is a general technique that consistently outperforms the multi-scale strategy for the same energy functional. With respect to alternative techniques that also include sparse matches in an energy functional, the performance is comparable to DeepFlow [31] and superior to LDOF [5] while being more robust to a low density of matches, high levels of noise and outliers in the matches. The only requirement is that at least one correct match is given for each object in motion. For best overall results, we propose to use an energy with advanced data and regularization terms, namely, a smooth variant of the Census transform with a non-local T V regularization, providing robustness to illumination changes and occlusions while handling motion discontinuities. We present accurate quantitative and qualitative results that are comparable with state-of-the-art methods. We have also compared the method against the current state of the art techniques, which mainly use CNNs to learn to estimate the optical flow, and are specially fit to handle more complex and realistic scenarios (e.g., the final pass in MPI-Sintel) where edge-refining post-processing techniques are not viable since the edges are corrupted by noise and motion blur. The main contribution presented in this paper is the speedup optimization through the use of OpenMP parallel sentences and also the usage of image partitions to process different parts of the image at the same time. The final reduction in execution time is pretty significant and makes the method more useful for applications where run-time is fairly critical.
As future work we plan to extend the joint occlusion estimation to the other functionals (currently, only T V ℓ 2 -L1 is included) to reduce the halo effect in occluded regions. In addition, the bestperforming functional, N LT V -CSAD, could be fairly improved in terms of speed, given its nature, by developing a scheme that exploits GPU parallelization (the same applies to T V ℓ 2 -CSAD).
A Minimizing the Energy
The numerical minimization algorithm for the general energy (2) is obtained in this paper by decoupling both terms. We linearize the image I t+1 near a given optical flow u 0 = (u 0,1 , u 0,2 ) and make the following approximation I t+1 (x + u(x)) ≈ I lin t+1 (x + u(x)), where
and I x t+1 , I y t+1 denote the partial derivatives of I t+1 with respect to x and y respectively. Let us recall that the two data terms E D that we have considered in Section 4.1 depend on I t (x) and I t+1 (x+u(x)); we will denote as E D,lin the same data term but depending on I t (x) and I lin t+1 (x + u(x)). In order to decouple the fidelity term E D,lin (u) and the regularization term E R (u) in (2), we introduce an auxiliary variable v representing the optical flow and we penalize its deviation from u. Thus, the energy to minimize is
Definition 2. The solution of (16) is given by the following iterative scheme
where i = 1, 2. [18] present a simple algorithm to find the optimal value of the function E(x) = n i w i |x − a i | + F (x) when the w i are non-negative and F is strictly convex. If F is also differentiable and F ′ is bijective, it is possible to obtain an explicit formula in terms of the median. For u fixed, we solve
Following the ideas of [30] , we solve the discrete version of this problem. Due to the isotropy of the quadratic term, the optimal solution of C(v, x) can be obtained solving a one dimensional problem. In particular, setting v =v + δ 
where G y (v) = I t (x) − I t (y) − I t+1 (x +v o ) + I t+1 (y +v o ) |∇I t+1 (x +v o )|
Definition 3. The minimum of (21) with respect to δ is δ * = median{b 1 , . . . , b n , a 0 , . . . a n }
where b i = −G i (v) and a i = (n − 2i)λ|∇I t+1 (x + v o )| for all the discrete neighbors i (corresponding to y above), where n is the number of points in the discrete neighborhood. 
where ρ(v) = I t+1 (x, v o ) + ∇I t+1 (x + v o ), (v − v o ) − I t (x), does not depend on spatial derivatives on v. Then, a simple thresholding step gives an explicit solution [35] .
Definition 4. The minimum of (23) with respect to v is
B Implementation Details
Our code is based on the original code from [23] and is written in C/C++. Image warpings use bicubic interpolation. The image gradient is computed using centered-derivatives. Input images have been normalized between [0, 1]. The algorithm parameters are initialized with the same default setting for all the experiments. Both time steps are set to τ = σ = 0.125 to ensure convergence. As stopping criterion, the optical flow algorithm uses the infinite-norm of the difference between two consecutive values of u with a threshold of 0.01. The coupling parameter θ is set to 0.3. The smoothness term weight β is set to 1/40 for the T V ℓ 2 -L1 functional and to β = N −1 80
for the N LT V -CSAD one, as suggested by [30] , where N is the cardinality of the neighborhood considered in the CSAD term (we use a neighborhood of 7 × 7 pixel size in the data term and then N = 49) and we fixed σ c = 2 and σ s = 2 for the spatial an color domain of the N LT V term. For the iterated FALDOI strategy we set M AX IT to 3. The size of the patch Ω patch in the local minimization is 11 × 11 pixels. When partitions are used (split img parameter set to 1), by default we set h parts = 3 and v parts = 2 (which implies 6 partitions per image). At the time of writing, only the T V ℓ 2 -L1 energy is compatible with the partitioning scheme presented before. We manage all the variables involved in the minimization through a vector of structs with length equal to the number of partitions used. It is important to notice that we have generated all the results of this paper with a forward-backward consistency check threshold ǫ = 2. Nevertheless, further testing during the submission of this article comparing the End Point Error and the selected threshold, suggested that other values gave lower error rates. These tests were analyzed with the entire MPI-Sintel Dataset (final and clean pass) and average and median results were plotted. Moreover, the optimal values were different for each matcher: SIFT benefited of smaller (more restrictive) thresholds, minimum error with ǫ = 0.45; while DeepMatching yielded better results with bigger values, minimum error with ǫ = 12.55. As a consequence, in the online demo, the default values are the ones which yield the minimum error for the approximated range specified above. In the online demo, four parameters can be tuned: 1) the matcher algorithm used (SIFT or DeepMatching); 2) the patch radius (patch size = 2 * patch radius + 1), assuming square patches. The allowed values are those tested throughout this article, that is: 3, 4 or 5 (equivalent to 7 × 7, 9 × 9 and 11 × 11 patch sizes, respectively). The default value used in this paper is 5. However, in the online demo we set 4 as default instead to ensure that the code can executed in less than a minute; 3) the number of local iterations (local minimization), each one following the steps in Algorithm 6. In Algorithm 5 (FALDOI algorithm end-to-end with pruning), the number of local iterations is referred to as M AX-IT . By default, 3 iterations are performed but one may choose only 2 for a faster (but worse) estimation; 4) the number of iterations for each patch visited in each local iteration. Define how many times step 5 of Algorithm 6 (u ← flow-refinement(A, B, Ω y , E, u)) is repeated to estimate the energy over the patch Ω y . In the demo, the default and recommended value is 4 (used for all results in this paper) but one may also use 3 to reduce the run-time despite losing estimation accuracy. It is also important to notice that the only available energy functional in the online demo is the T V ℓ 2 -L1 due to the execution time limits of IPOL. Moreover, the partition scheme described in Section 3 is always used in the demo so as to reduce the execution time further.
