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Abstract
This is an expanded version of lectures given in Hangzhou and Beijing, on the
symplectic forms common to Seiberg-Witten theory and the theory of solitons. Meth-
ods for evaluating the prepotential are discussed. The construction of new integrable
models arising from supersymmetric gauge theories are reviewed, including twisted
Calogero-Moser systems and spin chain models with twisted monodromy conditions.
A practical framework is presented for evaluating the universal symplectic form in
terms of Lax pairs. A subtle distinction between a Lie algebra and a Lie group
version of this symplectic form is clarified, which is necessary in chain models.
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1 Introduction
Soliton equations and integrable models have usually a rich Hamiltonian structure, in terms
of which they become Hamiltonian flows with a full set of integrals of motion in involution
(see [1] and references therein). However, except for the R-matrix approach developed
by Faddeev and Takhtajan, the Hamiltonian structure for each model had been found on
a case by case basis. In particular, there was no general construction based directly on
the characterizing feature of soliton equations and integrable models, namely that they
can be expressed as a Lax or a zero curvature equation. Such a construction became
available only recently [2, 3]. A key input came from supersymmetric gauge theories: the
Seiberg-Witten Ansatz for their exact solution in the Coulomb phase can be expressed in
terms of a symplectic form on a moduli space of spectral curves and divisors [4]. Many
spectral curves arising in this way were recognized as identical with the spectral curves of
some known integrable models [5, 6, 7, 2]. The problem became to identify the symplectic
form for the integrable models which would correspond to the one from the Seiberg-Witten
Ansatz. The symplectic form found in [2, 3] was the answer. It provided at the same time
the direct and universal construction in terms of Lax pairs which had been lacking in the
Hamiltonian theory of solitons.
The contents of this paper are as follows.
The key information provided by the spectral curves and their symplectic structure is
the prepotential F . For integrable models, F is the τ -function of the Whitham hierarchy
[8]. For supersymmetric gauge theories, it is the prepotential which determines entirely
the Wilson effective action in the Coulomb phase (see [9] and references therein). In the
perturbative regime, F consists of the classical prepotential, together with one-loop and
instanton corrections. The one-loop corrections characterize the field content of the corre-
sponding supersymmetric gauge theory. They are a defining feature of the correspondence
between gauge theories and integrable models, and several methods for determining them
have been developed [10, 11, 12, 13]. Here we present another method which is efficient,
and based on a δ-regularization process different from the analytic continuation in [11, 12].
The instanton corrections can be recaptured from renormalization group equations [14].
We provide such equations in some models where they had not been available §2.
The correspondence between integrable models and supersymmetric gauge theories has
been mutually beneficial. In one direction, Seiberg-Witten solutions of gauge theiries have
been found via integrable models. Such was the case for gauge theories with a mat-
ter hypermultiplet in the adjoint representation, where the solution came from twisted
Calogero-Moser systems [15, 16, 17]. In the other direction, solutions of gauge theories
which had been obtained by other methods such as M theory [18, 19] or geometric engi-
neering [20], have led to the discovery of new integrable models [21, 22]. We review these
developments in §4 and §5, with emphasis on the scaling limits of Calogero-Moser systems,
and the general construction of spin chain models with twisted monodromy conditions.
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The symplectic form of [2, 3] is discussed in Section §5. Given the diversity of integrable
models, it may be helpful to provide a framework which is at the same time broad enough
for applications to supersymmetric gauge theories, and yet simple enough for the symplec-
tic form to be easily worked out. We provide such a framework in §5.1. In practice, the
general construction of [2, 3] can lead to two slightly different symplectic forms, depending
on whether the Lax operator is viewed as a Lie group element or as a Lie algebra element.
This distinction is not relevant in most models, but it is important for chain models such
as the Toda chain or the spin models of Section §4. We clarify it in Section §5.2. It is
a remarkable fact that the formula for the finite-dimensional symplectic forms arising in
Seiberg-Witten theory works extends to the partial differential equations of soliton the-
ory. In particular, we obtain a symplectic structure even for zero curvature equations in
2 + 1 space-time variables, whose Hamilnonian formulation had formerly not been fully
satisfactory. In section §5.4, we present a basic example of how this can be done, in the
case of the Kadomtsev-Petviashvili hierarchy, following [3]. In the remaining sections §5.3
and §5.5, we describe some recent progress where the general construction of symplectic
forms played a major role. This includes the construction of Lax equations with spectral
parameter on a curve of higher genus, field analogues of Calogero-Moser equations, and
isomonodromy problems [23, 24].
2 Seiberg-Witten Solutions of N = 2 Super Yang-
Mills Theories
2.1 The Wilson effective action
In four dimensions, N = 2 supersymmetric gauge theories can be classified by their gauge
group G and the representation R of their matter hypermultiplets, subject to the require-
ment of asymptotic freedom or scale invariance. Let n denote the rank of the gauge group
G. The N = 2 multiplet of the gauge field Aµdxµ consists of (Aµdxµ, λ±, φ), where λ± are
Weyl spinors, and φ is a scalar, all valued in the adjoint representation. Classically, the
equations of motion are
Fµν = 0, Dµφ = 0, [φ, φ
†] = 0 (2.1)
where Fµν is the curvature of the gauge field Aµdx
µ. Thus the theory admits an n-
dimensional moduli space of classical vacua, corresponding to the diagonalizable elements
in the Lie algebra of G. Quantum mechanically, the gauge group is spontaneously broken
to U(1)n, and the effective theory is a theory of n interacting N = 2 supersymmetric
electromagnetic multiplets (Aiµdx
µ, λi±, φ
i), 1 ≤ i ≤ n. In view of the N = 2 supersym-
metry, the Wilson low-energy affective action Leff is characterized completely by a single
function, the prepotential F(φ,Λ)
Leff = {Im τij(φ)}F iµνF iµν + {Re τij(φ)}F iµνF˜ iµν + · · ·
3
τij =
∂2F
∂φi∂φj
(φ,Λ) (2.2)
Here F˜ iµν = ǫµνλρF iλρ, and Λ is a scale introduced by renormalization. In the perturbative
regime where Λ is small compared to φ, the prepotential F admits an expansion of the
form
F(φ,Λ) = i
8π
(
∑
α∈R(G)
(α·φ)2ln (α · φ)
2
Λ2
− ∑
λ∈W(R)
(λ·φ+m)2ln (λ · φ+m)
2
Λ2
)+
∞∑
d=1
FdΛ(2h∨G−I(R))d
(2.3)
where R(G) are the roots of G,W(R) are the weights of the representation R, andm is the
mass of the hypermultiplet. The expression I(R) is the Dynkin index of the representation
R. When R is the adjoint representation, it is also given by 2h∨G, where h
∨
G is the dual
Coxeter number of G. In the above expansion, we have ignored the classical prepotential.
The logarithmic singularities are due to one-loop effects, the higher loops do not contribute
by non-renormalization theorems, and FdΛd is the contribution of d-instanton processes.
So far we have been discussing asymptotically free theories. In scale invariant theories,
the renormalization scale Λ is replaced by a coupling
τ =
θ
2π
+
4πi
g2
(2.4)
which is well-defined microscopically. Here 1
g2
is the gauge coupling and θ the θ-angle. The
expansion (2.3) for F is then replaced by
F(φ,Λ) = i
8π
(
∑
α∈R(G)
(α ·φ)2ln (α ·φ)2− ∑
λ∈W(R)
(λ ·φ+m)2ln (λ ·φ+m)2)+
∞∑
d=1
Fdτd (2.5)
2.2 The Seiberg-Witten Ansatz for the effective prepotential
An exact solution of the gauge theory is provided by the Seiberg-Witten Ansatz [4], which
reduces the problem of finding F to finding a fibration of Riemann surfaces Γ(Λ) over the
moduli space of vacua, equipped with a meromorphic 1-form dλ on each surface Γ(Λ). The
prepotential F is then obtained from Γ(Λ) and dλ by the Ansatz
ai =
1
2πi
∮
Ai
dλ, aDi =
1
2πi
∮
Bi
dλ, aDi =
∂F
∂ai
, 1 ≤ i ≤ n (2.6)
where Ai, Bi are suitable cycles over the surface Γ(Λ). The fibration Γ(Λ) will usually
include singular surfaces over some subvarieties of the moduli space of vacua, corresponding
to when physical massless particles appear. There are also severe constraints on the
fibrations and differentials can arise as the Seiberg-Witten solution of a gauge theory. The
curves Γ(Λ) must be invariant under the Weyl group Weyl(G), which is the residual gauge
invariance after the gauge group G has been broken down to its Cartan subalgebra, U(1)n.
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The differential ∂dλ
∂ai
must be holomorphic, and the residues of dλ must be independent of ai
and linear in the masses m. Physically, this means that the hypermultiplet masses are not
renormalized and are consistent with the BPS mass formula, in which the hypermultiplet
mass parameters enter linearly.
As noted very early on in [4], the Seiberg-Witten solution of a gauge theory can already
be derived from a natural symplectic form ω defined by the data Γ(Λ), dλ
ω = δ (
n∑
i=1
dλ(zi)) (2.7)
where δ denotes exterior differential on the total space of the fibration of spectral curves
and divisors [z1, · · · , zn]. This symplectic form can often be more manageable that the
data (Γ(Λ), dλ itself.
2.3 The logarithmic singularities of the effective prepotential
The Seiberg-Witten exact solution is now known for many gauge theories, although not for
all. Methods for finding the solution include geometric engineering [20], M theory [18, 19],
and integrable models [6, 25, 15, 16, 17, 26], the latter being the main one considered
here. Once certain models have been solved, the solution of others can also be derived
by various decoupling limits. In all cases, it is a key requirement that the fibration Γ(Λ)n
for a gauge group G and a representation R of the matter hypermultiplet must exhibit
the corresponding logarithmic singularities (2.3) or (2.5) in the perturbative regime of
large vacuum expectation values. The problem of identifying the logarithmic singulariies
(as well as the instanton corrections) from a given fibration (Γ(Λ), dλ) has thus received
considerable attention. Some of the many methods developed are Picard-Fuchs equations
[10], the method of residues [11], non-hyperelliptic extensions of the method of residues [12],
and others [13, 27, 28]. We take the opportunity in this paper to present a new method
which may also be useful. To be specific, we shall consider the case of G = SU(N),
with either no hypermultiplet, or a hypermultiplet in the antisymmetric or the symmetric
representation. The integrable models corresponding to these theories are also the focus
of §4 below.
2.3.1 The pure SU(N) Yang-Mills theory
As a warm-up, we begin with the case of pure Yang-Mills. Suitably formulated, we shall
see that the more difficult cases of a symmetric or an anti-symmetric hypermultiplet fol-
low from the present method by simple modifications. For the pure SU(N) Yang-Mills
theory, the following Seiberg-Witten differentials and differential were proposed (see [29]
and references therein)
1
2
(k +
ΛN
k
) = P (x), dλ = x d ln k (2.8)
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where P (x) is a monic polynomial of degree N with no uN−1x
N−1 term, whose N −
1 coefficients can be viewed as parameters for the moduli of classical vacua. For the
derivation of the effective prepotential, it is more convenient to introduce the variable
y = k − P (x), and to parametrize P (x) as P (x) = ∏Nk=1(x− a¯k), so that the periods ak of
dλ will emerge naturally as renormalizations of the classical moduli parameters a¯k. With
these variables, the curve and differential are now given by
y2 = P (x)2 − Λ2N , dλ = xdP
y
. (2.9)
This is a hyperelliptic curve, made of two copies of the complex plane, glued along N
cuts going between pairs of zeroes of the right hand side. More specifically, let x±k be the
zeroes of the right hand side, with x±k → a¯k as Λ → 0. For real values of a¯k and Λ¯, we
let x±k be respectively the left and right edges of the cuts. We choose the cycles Ak to be
loops around the cuts from x−k to x
+
k , and the cycles Bk to be the cycles going from x
+
1 to
x−k on one sheet, and coming back on the other sheet. Our first task is to determine the
logarithmic singularities of aDk
aDk =
1
2πi
∮
Bk
dλ =
1
πi
∫ x−
k
x+1
x
dP√
P 2 − Λ¯2 , 2 ≤ k ≤ N (2.10)
Here we have set Λ¯ = ΛN . Locally, aDk is a holomorphic function of Λ¯ 6= 0. It is a
multivalued function, due to the choice of branch points x+1 and x
−
k . If we analytically
continue from Λ¯2 to e2piiΛ¯2, the Bk cycle transforms to Bk + Ak − A1. Thus
2πi aDk = (a¯k − a¯1) ln Λ¯2 + b(Λ¯) (2.11)
where b(Λ¯) is a single valued holomorphic function on the punctured disk Λ¯ 6= 0. Our next
goal is to show that b(Λ¯) is bounded. This will imply that b(Λ¯) is a holomorphic function
of Λ¯ on the whole disk. Fix δ small and rewrite (2.10) as the sum of three integrals
πi aDk =
∫ a¯k−δ
a¯1+δ
x
dP√
P 2 − Λ2 +
∫ x−
k
a¯k−δ
x
dP√
P 2 − Λ2 −
∫ x+1
a¯1+δ
x
dP√
P 2 − Λ2 (2.12)
The first integral I1 is a holomorphic function of Λ¯ for |Λ¯| << δ. Therefore
I1 = I
0
1 +O(Λ¯) (2.13)
where
I01 =
∫ a¯k−δ
a¯1+δ
x
dP
P
=
∫ a¯k−δ
a¯1+δ
N∑
j=1
(1 +
a¯j
(x− a¯j))dx (2.14)
= a¯k(1 + ln(−δ))− a¯1(1 + ln δ) +
∑
j 6=k
a¯j ln (a¯k − a¯j)−
∑
j 6=1
a¯j ln(a¯1 − a¯j) +O(δ)
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The second integral in (2.12) is equal to
I2 = a¯k
∫ x−
k
a¯k−δ
dP√
P 2 − Λ2 +
∫ x−
k
a¯k−δ
(x− a¯k) dP√
P 2 − Λ2 (2.15)
In the range of integration, we have (x− a¯k) = ∏j 6=k(a¯k − a¯j)−1P (x)(1 +O(δ)). The term
O(δ) is readily seen to contribute only another O(δ) term to I2. As for the other term, an
explicit calculation gives
∫ x−
k
a¯k−δ
(x− a¯k) dP√
P 2 − Λ2 =
1∏
j 6=k(a¯k − a¯j)
[√
P 2 − Λ¯2
]x−
k
a¯k−δ
= O(δ) (2.16)
In this last equality, we have used the equations P 2(x−k ) = Λ¯
2, P (a¯k − δ) = O(δ). To
evaluate the remaining term in I2, let u be the new variable defined by P =
1
2
Λ¯(eu+ e−u).
Then ∫ x−
k
a¯k−δ
dP√
P 2 − Λ2 =
∫ 0
uk
du = −uk (2.17)
where the lower bound of integration is defined by
euk =
P (ak − δ) +
√
P 2(a¯k − δ)− Λ¯2
Λ¯
=
2P (a¯k − δ)
Λ¯
+O(δ) (2.18)
Thus
I2 = −a¯k ln (2(−δ)
∏
j 6=k(a¯k − a¯j)
Λ¯
) +O(δ) (2.19)
The third term in (2.12) admits a similar expression. Altogether, we find
πi aDk = (a¯k − a¯1)(ln Λ¯ + 1− ln 2)−
(∑
j 6=k
(a¯k − a¯j) ln(a¯k − a¯j)− (k → 1)
)
+O(δ) (2.20)
This equation implies that b(Λ¯) is bounded, and hence holomorphic. Now b(Λ¯) does not
depend on δ. Thus its leading term can be obtained by letting δ → 0. Taking into account
the fact that ak = a¯k +O(Λ), we conclude that
πi aDk = (ak − a1)(ln Λ¯ + 1− ln 2)−
(∑
j 6=k
(ak − aj) ln(ak − aj)− (k → 1)
)
+O(Λ¯) (2.21)
These are indeed the logarithmic singularities of the effective prepotential characteristic
of the pure SU(N) Yang-Mills theory.
The effective prepotential F of supersymmetric gauge theories has a lot of structure. Of
particular interest to us is a renormalization group equation satisfied by F . This renormal-
ization group equation provides another important link with a Hamiltonian formulation of
integrable models, and is also an efficient tool for the evaluation of instanton corrections.
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It is a consequence of a closed formula for F . This formula goes back to a similar formula
for the τ -function of the Whitham hierarchy [8], and can be expressed as follows in the
case of pure SU(N) Yang-Mills
2F = 1
2πi
( N∑
k=2
ak
∮
Bk
dλ+ResP+(xdλ)ResP+(x
−1dλ)+ResP−(xdλ)ResP−(x
−1dλ)
)
(2.22)
Here P± are the two points on Γ above x = ∞. To establish this formula, it suffices to
show that the derivative of the right hand side with respect to am is equal to 2aDm. Now
the residues of dλ as well as the residues of x−1dλ at P± are fixed. If we denote by dωk
the basis of holomorphic differentials dual to Ak, it follows that
∂
∂am
dλ = 2πidωm, (2.23)
and hence the derivative of the above right hand side with respect to am is given by
1
2πi
∮
Bm
dλ+
N∑
k=2
ak
∮
Bk
dωm+
1
2πi
(ResP+(x
−1dλ)ResP+(xdωm)+ResP−(x
−1dλ)ResP−(xdωm))
(2.24)
Let dΩ± be the Abelian differentials of the second kind with a double pole at P± respec-
tively, vanishing Ak-periods, and normalization dΩ± = dx(1 + O(x)). By the Riemann
bilinear relations, ∮
Bk
dωm =
∮
Bm
dωk, ResP±(xdωm) =
1
2πi
∮
Bm
dΩ± (2.25)
we can rewrite the last three terms on the above right hand side in terms of integrals over
the cycle Bm. The resulting form is precisely dλ
dλ =
N∑
k=2
2πi akdωk + ResP+(x
−1dλ) dΩ+ + ResP−(x
−1dλ) dΩ− (2.26)
as an inspection of the poles, residues, and periods of dλ readily shows. The closed formula
for F can also be rewritten as
(
N∑
k=2
ak
∂
∂ak
− 2)F = − 1
2πi
(ResP+(xdλ)ResP+(x
−1dλ) + ResP−(xdλ)ResP−(x
−1dλ))
= − N
2πi
∑
k<m
a¯ka¯m. (2.27)
By dimensional analysis, we have (Λ ∂
∂Λ
+
∑N
k=2 ak
∂
∂ak
− 2)F = 0. Thus we obtain the fol-
lowing renormalization group equation, giving the dependence of the effective prepotential
on the renormalization scale Λ [?]
Λ
∂
∂Λ
F = N
2πi
∑
k<m
a¯ka¯m. (2.28)
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The renormalization group equation provides no information on the logarithmic singular-
ities of the effective prepotential, which have to be determined independently as we did
above, in order to verify that the Seiberg-Witten curve proposed are indeed the solution
of a given gauge theory. But it gives a relatively easy way of determining the instanton
corrections to any order, since the terms a¯k, and hence the “beta function”
N
2pii
∑
k<m a¯ka¯m,
can be readily evaluated perturbatively in terms of the periods ak.
We shall see later that the Seiberg-Witten curve (2.8) coincides with the spectral curve
for the SU(N) affine Toda system. Furthermore, the Toda system can be given a Hamil-
tonian formulation with Hamiltonian given precisely by the above right hand side. It had
been pointed out by Donagi and Witten [25] that the Seiberg-Witten Ansatz provides a
symplectic structure with respect to which the moduli vacua parameters become a max-
imal system of commuting Hamiltonians. The renormalization group equation suggests
a more precise picture: the beta function is the Hamiltonian of a very specific integrable
model, whose spectral curve coincides with the Seiberg-Witten curve of the gauge theory.
2.3.2 The SU(N) Yang-Mills theory with antisymmetric matter
We come now to the derivation of the logarithmic singularities for the effective prepotential
from the Landsteiner-Lopez curves for the gauge theory with a hypermultiplet in the
antisymmetric representation. This had been carried out by Ennes, Naculich, Rhedin, and
Schnitzer [12], by extending to the non-hyperelliptic case the method of residues introduced
in [11]. Here we shall derive these singularities by the δ regularization method used in the
previous section.
The Seiberg-Witten curve for the SU(N) theory with a matter hypermultiplet in the
antisymmetric representation had been proposed by Landsteiner-Lopez, using a brane
construction [19]. It is of the form
Γ : y3 − (3ΛN+2 + x2P (x))y2 + (3ΛN+2 + x2P (−x))ΛN+2y − Λ3(N+2) = 0, (2.29)
where Λ is the renormalization scale, and P (x) is again a monic polynomial of degree N ,
without uN−1x
N−1 term. The Seiberg-Witten differential dλ is given by
dλ = x
dy
y
. (2.30)
We set P (x) =
∑N
i=0 uix
i =
∏N
k=1(x−a¯k), uN = 1, uN−1 = 0. The curve Γ is a three-sheeted
cover of the complex plane. It is invariant with respect to the involution
σ : y → y−1Λ2(N+2), x→ −x . (2.31)
The quotient Γ0 = Γ/σ has genus N − 1. We denote the three points on Γ above x = ∞
by P1, P2, P3, with P1 characterized by y ∼ xN+2, P3 = σ(P1), and P2 = σ(P2).
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We consider now the Λ→ 0 limit. Set Λ¯2 = Λ(N+2). Then the three branches yi(x), i =
1, 2, 3 of the spectral curve (2.29) in the limit Λ→ 0 can be obtained in the form of series
in Λ¯2:
y1 = x
2P (x) +
3P (x)− P (−x)
P (x)
Λ¯2 +
∞∑
s=2
ξ1,s(x)Λ¯
2s (2.32)
y2 = Λ¯
2
(
P (−x)
P (x)
+
(P (−x)− P (x))3
P 3(x)P (−x) Λ¯
2 +
∞∑
s=2
ξ2,s(x)Λ¯
2s
)
(2.33)
y3 = Λ¯
4 1
y1(−x) = Λ¯
4
(
1
x2P (−x) + ′(Λ¯
2)
)
(2.34)
The first series is convergent outside the neighborhood of the zeroes of x2P where |Λ¯2/P (x)| <
c1 for some constant c1. The second series is convergent outside neighborhoods of the zeroes
of x2P (x) and x2P (−x).
The branch points of the spectral curve are defined by the equation of the curve together
with the equation
3y2 − 2(3Λ¯2 + x2P (x))y + Λ¯2(3Λ¯2 + x2P (−x)) = 0. (2.35)
A set of 2N solutions of these equations can be found in the form of series in Λ¯ with the
leading terms defined by
y =
1
2
x2P (x) +O(Λ¯2), x2P 2(x) = Λ¯2P (−x) +O(Λ¯3). (2.36)
The corresponding branch points x±k have the form
x±k = a¯k ± Λ¯
(−1)N/2∏j(a¯k + a¯j)1/2
a¯k
∏
j 6=k(a¯k − a¯j)
+O(Λ¯2). (2.37)
They are branch points for the first and the second sheets. Another 2N branching points
are −x±k . Finally, there are two more branch points near x = 0.
Let the Bk -cycle on Γ0 be covered by the cycle on Γ which goes from x
+
1 to x
−
k on the
first sheet and returns back on the second sheet. Then
2πi aDk =
∮
Bk
dλ =
∫ x−
k
x+1
x
dy1
y1
−
∫ x−
k
x+1
x
dy2
y2
, k = 2, . . . N. (2.38)
We follow now closely the discussion of the case of pure Yang-Mills. The above integral
is a multivalued holomorphic function of Λ¯ 6= 0, due to the choice of branch points x+1
and x−k . For real values of αk and Λ¯ we choose x
±
k to be the left and the right edges of
cuts. The path from Λ¯2 to e2piiΛ¯2 generates a transformation of the Bk-period from Bk to
Bk + Ak −A1. Therefore,
2πi aDk = (a¯k − a¯1) ln Λ¯ + b(Λ¯), (2.39)
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where b(Λ¯) is a single-valued holomorphic function in the punctured disc Λ¯ 6= 0. As before,
our main goal is to show that b(Λ¯) is bounded. That will imply that b(Λ¯) is a holomorphic
function of Λ¯. Let us again fix δ and rewrite (2.38) as a sum of three terms
2πi aDk = I1 + I2 + I3, (2.40)
where
I1 =
∫ a¯k−δ
a¯1+δ
x
dy1
y1
−
∫ a¯k−δ
a¯1+δ
x
dy2
y2
, (2.41)
I2 =
∫ x−
k
a¯k−δ
x
dy1
y1
−
∫ x−
k
a¯k−δ
x
dy2
y2
, (2.42)
I3 =
∫ x+1
a¯1+δ
x
dy1
y1
−
∫ x+1
a¯1+δ
x
dy2
y2
. (2.43)
In the first integral I1, for |Λ¯| << δ, we can replace y1, y2 by their leading terms in the
expansions (2.32, 2.33). Therefore,
I1 = 2
∫ a¯k−δ
a¯1+δ
xd ln(x2P (x))−
∫ a¯k−δ
a¯1+δ
xd ln(x2P (−x)) = (N + 2)(a¯k − a¯1)
+2
a¯k ln(−δ)− a¯1 ln δ +∑
j 6=k
a¯j ln(a¯k − a¯j)−
∑
j 6=1
a¯j ln(a¯1 − a¯j)

−∑
j
a¯j ln
(
a¯k + a¯j
a¯1 + a¯j
)
+O(δ) (2.44)
Now let us consider the second term. The equations (2.36) imply that |y(x±k )| > c|Λ¯|. The
constant c can be chosen so that the inequality |y| > c|Λ¯| holds for all points of the path
of integration in (2.42). The equation (2.29) implies that
x2P (x)y−1 = 1− 3ΛN+2y−1 + (3ΛN+2 + x2PN (−x))ΛN+2y−2 − Λ3(N+2)y−3 (2.45)
Therefore x2P (x)y−1 is uniformly bounded along the path of integration in (2.42). At the
same time, we have (x− a¯k) = ∏j 6=k a¯−2k (a¯k − a¯j)−1P (x)(1 +O(δ)). Hence,
I2 = a¯k
(∫ x−
k
a¯k−δ
dy1
y1
−
∫ x−
k
a¯k−δ
dy2
y2
)
+O(δ)
= a¯k (ln y2(a¯k − δ)− ln y1(a¯k − δ)) +O(δ). (2.46)
The expansions (2.32,2.33) for yi imply
I2 = a¯k
[
2 ln Λ¯− 2 ln(−δ)− ln
(
a¯2k
∏
j 6=k(a¯k − a¯j)2
(−1)N ∏j(a¯k + a¯j)
)]
+O(δ). (2.47)
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A similar expresssion can be derived for I3. Altogether, we find
2πi akD = a¯k(2 ln 2Λ¯ + (N + 2) +N ln(−1))
−∑
j 6=k
(a¯k − a¯j) ln(a¯k − a¯j)2 +
∑
j<k
(a¯k + a¯j) ln(a¯k + a¯j)
2
−(k → 1) +O(δ) (2.48)
This equation implies that b(Λ¯) in (2.39) is uniformly bounded. Therefore it is holomor-
phic. Since b(Λ¯) does not depend on δ, its leading term can be obtained by letting δ → 0.
Taking into account the fact that ak = αk +O(Λ) we conclude that
2πi akD = ak(2 ln 2Λ¯ + (N + 2) +N ln(−1))
−∑
j 6=k
(ak − aj) ln(ak − aj)2 +
∑
j<k
(ak + aj) ln(ak + aj)
2
−(k → 1) +O(Λ¯) (2.49)
Since the weights of the antisymmetric representation are ej + ek, j < k, these are the
logarithmic singularities of the SU(N) theory with matter in the antisymmetric represen-
tation.
We derive now the renormalization group equation for this model. This is a consequence
of the following closed formula for the prepotential
2F = 1
2πi
[∑
k=1
ak
∮
B0
k
dλ+ (N + 2)ResP+(xdλ)
]
. (2.50)
Recall that B0k is a B-cycle on Γ0, which is covered twice by the Bk cycle in Γ, and P+ is
the image of P1 and P3. This can be proved as in the previous section by differentiating the
right hand side with respect to ak, applying the Riemann bilinear relations, and recognizing
dλ as
dλ = (N + 2)dΩ+2 +
N−1∑
k=1
2πiakdωk. (2.51)
Here dΩ+2 is an even normalized differential of the second kind with poles of the form
dΩ+2 = ±dx(1 +O(x−2)) (2.52)
at the punctures P1 and P3. This differential can also be considered as a differential on
Γ0 = Γ/σ with a pole at a point P+, which is the projection of the points P1 and P3.
Similarly, the differentials dωk are normalized even differentials on Γ and therefore are
preimages of the basic holomorphic differentials on Γ0. The residue ResP+(xdλ) can be
easily calculated
ResP1(xdλ) = −ResP3(xdλ) = ResP+(xdλ) = 2uN−2 (2.53)
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In (2.50) we considered dλ as a differential on Γ0. If we lift it to Γ, F can be rewritten as
2F = 1
4πi
[∑
k=1
ak
∮
B+
k
dλ+ (N + 2)ResP1(xdλ)− (N + 2)ResP3(xdλ)
]
. (2.54)
The closed formula for F can be converted as before into a renormalization group equation
using the homogeneity relation (Λ∂Λ +
∑N
k=2 ak∂ak − 2)F = 0. The result is
Λ
∂
∂Λ
F = N + 2
πi
uN−2 (2.55)
As noted before, the renormalization group equation can be used very effectively for the
explicit evaluation of the contributions Fd of instanton processes.
2.3.3 The SU(N) Yang-Mills theory with symmetric matter
For the SU(N) theory with matter in the symmetric representation, Landsteiner and Lopez
[19] have proposed the following spectral curve and differential
Γ : y3 + P (x)y2 + P (−x)x2ΛN−2y + Λ3(N−2)x6 = 0
dλ = x
dy
y
, (2.56)
where P (x) is a polynomial as in the previous model, that is, it is monic, of degree N ,
with no uN−1x
N−1 term. The weights for the symmetric representation are ei + ej , i ≤ j,
and the one-loop correction to the effective prepotential must then be of the form
1
8πi
(
∑
j 6=k
(aj − ak)2 ln (aj − ak)
2
Λ2
+
∑
j≤k
(aj + ak)
2 ln
(aj + ak)
2
Λ2
) (2.57)
These logarithmic singularities can be derived from the proposed curve and differential
in complete analogy with the previous models. We shall not give the details, but just
the closed formula for the prepotential F and the corresponding renormalization group
equation. As in the case of a hypermultiplet in the antisymmetric representation, the
curve is a three-sheeted covering of the complex plane, with an involution σ given this
time by
σ : (x, y)→ (−x, Λ
2(N−2)x4
y
) (2.58)
Let P1 be the point above x = ∞ corresponding to y ∼ −xN , P3 = σ(P1), and let the
differentials dΩ± be the even and odd Abelian differentials with double poles at P1 and
P3, with the same normalizations as before (2.52). Then we have
dλ = (N − 2) dΩ+ + 2 dΩ− +
N∑
k=2
2πi akdωk (2.59)
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from which the desired formula for F follows
2F = 1
2πi
( N∑
k=2
ak
∮
Bk
dλ+ (4−N) ResP1(xdλ) +N ResP3(xdλ)
)
(2.60)
Evaluating the residues and expressing the equation in terms of Λ derivatives, we obtain
the following renormalization group equation
Λ
∂
∂Λ
F = N − 2
πi
uN−2 (2.61)
As could have been anticipated on general grounds, the coefficient of the beta function in
each case is proportional to to 2h∨G−I(R) (the dual Coxeter number for SU(N) is h∨SU(N) =
N , and the Dynkin index I(R) is respectively N − 2 and N +2 for the antisymmetric and
the symmetric representations). A priori, there does not appear to be a reason for the
remaining term uN−2 in the beta function to be the Hamiltonian of an integrable dynamical
system. This will however be shown in sections §3 and §4.
3 Hypermultiplets in the Adjoint Representation and
Twisted Calogero-Moser Systems
3.1 The N = 2 SUSY Yang-Mills theory with adjoint hypermul-
tiplet
In this section, we describe the solution of a class of supersymmetric gauge theories where
the relation with integrable models plays a major role. These are the gauge theories with
arbitrary simple gauge algebra G and a matter hypermultiplet in the adjoint representation
of G. Physically, they are of particular importance as scale invariant theories which admit
a well-defined microscopic coupling τ = θ
2pi
+ 4pii
g2
. They also admit scaling limits to many
other theories of interest. These properties provide valuable clues in their eventual solution.
First, the parameter τ must figure in the Seiberg-Witten curves, and in view of Montonen-
Olive duality, it is natural to expect that the Riemann surfaces Γ(τ) should be coverings
of the torus C/Z + τZ. Second, in the limit when the hypermultiplet becomes infinitely
massive and decouples, the Seiberg-Witten solution of the theories should reduce to that
of the pure Yang-Mills theory. Finally, as the hypermultiplet mass tends to 0, the theories
acquire an N = 4 symmetry, and the classical prepotential should receive no corrections.
We shall see how these considerations lead to the spectral curves of a new integrable model,
namely twisted Calogero-Moser systems [15, 16, 17].
3.2 The SU(N) theory and Hitchin Systems
The starting point is the solution first found by Donagi and Witten [25] in the basic
case where the gauge group is SU(N). The key to their construction is a SU(N) Hitchin
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system, consisting of a SU(N) connection coupled to a Higgs field φ on the torus C/Z+τZ
with a pole with given residue matrix at 0 1. Let the matrix µ be defined by
µ =

1 · ·· 0 0
· · · · ·
: · 1 0 0
0 · 0 1 0
0 · 0 0 −(N − 1)
 (3.1)
Then the moduli space
Xµ = {(A, φ); ∂¯Aφ = mµ δ(z, 0), z ∈ C/Z+ τZ}/{Gauge transformations}, (3.2)
has the same dimension N − 1 as the space of vacua of the four-dimensional gauge theory.
The Seiberg-Witten exact solution for the SU(N) theory with adjoint hypermultiplet is
given by
Γ = {(k, z); det(kI − φ(z)) = 0}, dλ = kdz (3.3)
By construction, it satisfies the Montonen-Olive SL(2,Z) duality on τ . It also satisfies the
key scaling consistency checks described above. As m → 0, the natural symplectic form
on Xµ reduces to the uncoupled form ω =
∑ dx
y
∧ da on N − 1 copies of the torus. As
m→∞, Γ scales to y2 = ∏Nk=1(x− a¯k)2 − Λ2N , which is the Seiberg-Witten curve for the
pure SU(N) Yang-Mills theory that we had encountered before in §2.3.1.
3.3 The SU(N) theory and Calogero-Moser systems
To see how twisted Calogero-Moser systems emerge in the solution of the general N = 2
SUSY gauge theory with adjoint hypermultiplet and gauge group an arbitrary simple Lie
group G, we need to reexamine the Donagi-Witten solution for SU(N) in terms of SU(N)
Calogero-Moser systems. The SU(N) Calogero-Moser system is the Hamiltonian system
defined by
H
SU(N)
CM (x, p) =
1
2
N∑
i=1
p2i −
1
2
m2
∑
j 6=k
℘(xj − xk) (3.4)
The basic property of the SU(N) Calogero-Moser system is the existence of a Lax pair
L(z),M(z) with spectral parameter z ∈ C/Z+ τZ discovered in [30]
x¨i = m
2
∑
j 6=i
℘′(xi − xj)↔ L˙(z) = [M(z), L(z)] (3.5)
1Strictly speaking, φ(z) also has an essential singularity at 0, which can be gauged away by a singular
gauge transformation. Alternatively, φ(z) is a meromorphic section, without essential singularity, of a
suitable vector bundle on the torus
15
Here L(z), M(z) are N ×N matrices given explicitly by
Lij = x˙iδij −m(1− δij)Φ(xi − xj , z)
Mij = mδij
∑
k 6=i
℘(xk − xi) +m(1 − δij)Φ′(xi − xj , z) (3.6)
It is not difficult to see that L(z),M(z) is a Lax pair for the SU(N) Calogero-Moser system
if the function Φ(x, z) satisfies the following elliptic functional equation
Φ(x, z)Φ′(y, z)− Φ(y, z)Φ′(x, z) = (℘(x)− ℘(y))Φ(x+ y, z) (3.7)
This functional equation is solved by
Φ(x, z) =
σ(z − x)
σ(z)σ(x)
exζ(z) (3.8)
where σ(z), ζ(z) are the usual elliptic Weierstrass functions. The fibration of spectral
curves associated with the Lax pair L(z),M(z) can now be defined by
Γ = {(k, z); det(kI − L(z)) = 0}, dλ = kdz (3.9)
This fibration is the same as the fibration associated to the SU(N) Hitchin system [7, 31].
In fact, the spectral curve Γ(τ) is clearly invariant under the transformation L(z)→ L˜(z) =
GL(z)G−1, for N × N matrices G. Choosing Gij = δijexiζ(z), we have Φ(xi − xj , z) →
Φ˜(xi − xj , z) = σ(z−xi+xj)σ(z)σ(xi−xj) = − 1xi−xj + · · ·. This leads to L˜ij(z) = −m(1− δij)1z + · · ·, and
L˜(z)− m
z
I = −m
z
 1 ·· 1: :
1 ·· 1
 ∼ −m
z
 0 ·· 0: 0 :
0 0 N
⇒ L˜(z) ∼ m
z
µ+ · · · (3.10)
This shows that L˜(z) has exactly the same poles and residues as the Higgs field φ(z) of
the SU(N) Hitchin model. The equivalence of the two fibrations follows.
We check now the scaling limits. Clearly m→ 0 leads to a free system, so we concen-
trate on the limit m → ∞. This limit was found in the late 1980’s by Inozemtsev [32],
who showed that if m tends to ∞ according to the following rule
m =M q−
1
2N , q = e2piiτ → 0, ω1 = −iπ (3.11)
and if new dynamical variables (Xi, Pi) are defined by
xi = Xi − 2ω2 i
N
, pi = Pi (3.12)
then the Hamiltonian H
SU(N)
CM tends to the Hamiltonian for the Toda system associated to
the affine Lie algebra SU(N)(1)
H
SU(N)
CM → HSU(N)
(1)
Toda =
1
2
N∑
i=1
P 2i −
1
2
M2
N∑
i=1
eXi+1−Xi , XN+1 ≡ X1. (3.13)
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The basic mechanism of this scaling limit is the following asymptotics for the Weierstrass
℘-function
℘(u) =
η1
iπ
+
∞∑
n=−∞
1
sh(u− 2nω2)− 1 ∼ e
u + e−2ω2−u (3.14)
for −2ω2 < u < 0. In the potential for the SU(N) Calogero-Moser system, we may assume
without loss of generality that i > j. Then xi−xj = (Xi−Xj)− 2ω2N (i− j) is in the range
(−2ω2, 0), and we have
m2℘(xi − xj) =M2{eXi−Xje
2ω2
N
(1−i+j) + e−(Xi−Xj)e
2ω2
N
(1+i−j−N)} (3.15)
The only surviving terms arise from xi+1−xi, 1 ≤ i ≤ N−1, and x1−xN . This establishes
the scaling limit of the Hamiltonian asserted above. The Lax pair also admits a scaling
limit
L(z)→ LToda(Z), ez = Zq− 12 , q → 0 (3.16)
since the function Φ(u, z) scales as
Φ(u, z)→
{
e−
1
2
u(1− Z−1eu−ω2), if Re u→ +∞;
−e 12u(1− Z−1e−u−ω2), if Re u→ −∞. (3.17)
The existence of the scaling limit of the Lax pair insures the existence of the scaling limit
of the fibration of spectral curves. In fact, it is easy to derive from the scaling limit of
Φ(u, z) an explicit formula for LToda(Z), and hence for the spectral curves of the Toda
system
ΓToda = {(k, Z); det(kI − LToda(Z)) = 0} (3.18)
We find det(kI − LToda(Z)) = Z + MNZ − P (k), which is the Seiberg-Witten curve for the
pure Yang-Mills theory. Thus the consistency of the scaling limit as m→∞ has also been
verified from the point of view of integrable models.
We have now recaptured the essential features of the Donagi-Witten solution of the
SU(N) gauge theory in terms of Calogero-Moser systems. It turns out that the Calogero-
Mose system formulation also provides another important check, namely that the effective
prepotential F defined by its spectral curves does satisfy the logarithmic singularities
required of the effective prepotential for the SU(N) gauge theory. This is because the
SU(N) Calogero-Moser spectral curves turn out to admit a parametrization in closed
form, from which the classical order parameters of the four-dimensional gauge theory can
be read off, and the perturbative expansion of the periods aDk evaluated [33].
3.4 G Calogero-Moser systems and G(1) affine Toda systems
The SU(N) Calogero-Moser system admits a generalization to any simple Lie group G, as
introduced by Olshanetsky and Perelomov [34] in the mid 1970”s
HGCM =
1
2
n∑
i=1
p2i −
1
2
∑
α∈R(G)
m2|α|℘(α · x) (3.19)
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where m|α| is a mass parameter which depends only on the length of the root α. It is
natural to look to these systems for the solution of the supersymmetric four-dimensional
gauge theory with gauge group G, but for this, we need to examine their scaling limits.
For SU(N), we have seen that the root lattice of SU(N) reduces to the set of simple roots
for the affine Lie algebra SU(N)(1). This scaling limit can be generalized to all simple Lie
algebras as follows [16]. We have
m2
∑
α∈R(G)
℘(α · x)→M2 ∑
α∈R(G(1))
α simple
eα·X (3.20)
if m2, xi, and pi scale according to
m2 = M2q
− 1
hG
x = X − 2ω2
hG
ρ∨, p = P (3.21)
where ρ∨ is the level vector and hG is the Coxeter number of G. The right hand side of
(3.20) defines the Hamiltonian of the Toda system associated to the affine Lie algebra G(1),
so that our result can be restated simply as
HGCM → HG
(1)
Toda (3.22)
3.5 G Twisted Calogero-Moser systems and (G(1))∨ affine Toda
systems
The scaling limit described above for the G Calogero-Moser system is however not suitable
for the Seiberg-Witten solution of the supersymmetric gauge theory with gauge group
G. According to the renormalization group, the decoupling of the matter hypermultiplet
should rather obey the following scaling law
m2 =M2q
− 1
h∨
G (3.23)
where h∨G is the dual Coxeter number of G. When G is not simply-laced, we have h
∨
G < hG,
and the G Calogero-Moser system does not admit a finite limit under this scaling. Thus
new generalizations of the SU(N) elliptic Calogero-Moser system admitting finite limits
under the scaling (3.23) are required. It turns out that these new systems are the twisted
G Calogero-Moser systems defined as follows [15]
HGtwisted =
1
2
P 2 − 1
2
∑
α∈R(G)
m2|α|℘ν(α)(α · x) (3.24)
where ν(α) = 1 if α is a long root, ν(α) = 2 if α is a short root of Bn, Cn, F4, and ν(α) = 3
if α is a short root of G2. The key to the twisting is the improved asymptotics for the
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twisted Weierstrass ℘-function
℘ν(u) =
ν−1∑
k=0
℘(u+ 2ω2
k
ν
) =
ν2
2
∞∑
n=−∞
1
ch ν(u− 2nω2)− 1 , ν = 1, 2, 3. (3.25)
Then under (3.23), with new dynamical variables Xi, Pi defined by
x = X − 2ω2
h∨G
ρ, p = P (3.26)
where ρ is the Weyl vector, the improved asymptotics lead to the finite limit
HGtwisted → H(G
(1))∨
Toda (3.27)
where H
(G(1))∨
Toda is the Toda Hamiltonian associated to the dual of the affine Lie algebra
G(1). The emergence of H
(G(1))∨
Toda as the limit of the twisted G Calogero-Moser system is
another confirmation of the latter system as the solution of the G gauge theory with an
adjoint hypermultiplet. Indeed, generalizing the case of SU(N), the system H
(G(1))∨
Toda has
been shown by Martinec and Warner [6] to be the solution of the supersymmetric pure
Yang-Mills theory. Conversely, this result would follow from the solution of the theory
with adjoint hypermultiplet by twisted Calogero-Moser systems.
3.6 Lax pairs with spectral parameter for Calogero-Moser sys-
tems
The twisted G Calogero-Moser systems have now been shown to be the correct models
for the Seiberg-Witten solution of the G gauge theory with an adjoint hypermultiplet.
However, for all Lie groups except SU(N), we still have to establish their integrability and
the existence of a Lax pair with spectral parameter. Even the integrability of the untwisted
G Calogero-Moser systems had not fully been established prior to [15]. The only known
results at that time went back to the 1975 work of Olshanetsky and Perelomov [34], and
were as follows
• G classical (Bn, Cn, or Dn): a Lax pair was known, but without spectral parameter.
• G exceptional (G2, F4, E6, E7, E8): no Lax pair was known.
The integrability of twisted Calogero-Moser systems had of course not even been an issue
at this point. It turned out that all these systems admit Lax pairs with spectral parameter,
and we now describe these Lax pairs.
3.6.1 Construction of the Lax pairs
A major difficulty in the search for a Lax pair in the case of a general simple Lie algebra
G is that, unlike in the case of SU(N), it cannot be found in the Lie algebra G. Rather,
we proceed as follows.
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Let Λ : G −→ GL(N,C) be a representation of G of dimension N , λI (I = 1, · · · , N)
its weights, and
αIJ = λI − λJ (3.28)
the weights of Λ ⊗ Λ∗. Let hi, i = 1, · · · , n be generators of the Cartan subalgebra HG
of G, and let h˜j , j = n + 1, · · · , N , satisfy [hi, h˜j] = [h˜i, h˜j] = 0. Let H be generated by
hi ⊕ h˜j. Let uI be the weights of the fundamental representation of GL(N,C). We can
write
suI = λI + vI with λI ⊥ vJ , (3.29)
where s2 = 1
n
∑N
I=1 λI · λI is the Dynkin index. Let EIJ = uIuTJ be the generators of
GL(N,C). We now look for a Lax pair L(z),M(z) under the following form
L = P +X, M = D + Y (3.30)
where
X =
∑
I 6=J
CIJΦIJ(αIJ · x, z)EIJ
P = p · h
Y =
∑
I 6=J
CIJΦ
′
IJ(αIJ · x, z)EIJ
D = d(h⊕ h˜) + ∆ (3.31)
with the coefficients CIJ and the functions ΦIJ(x, z) yet to be determined. We observe
that the case of SU(N) corresponds to all functions ΦIJ(u, z) equal to Φ(u, z), and that
the coefficients CIJ are equivalent to the matrix of residues µ. In the general case, they
have to be solved for. To do so, we introduce the following notation
ΦIJ = ΦIJ(αIJ · x, z)
℘′IJ = ΦIJ(α · x, z)Φ′JI(−α · x, z)− ΦIJ (−α · x, z)Φ′JI(α · x, z) (3.32)
Then the matrices L(z),M(z) are a Lax pair for the (twisted or untwisted) Calogero-Moser
system if and only if the following functional equations are satisfied∑
I 6=J
CIJCJI℘
′
IJαIJ = s
2
∑
α∈R(G)
m2|α|℘ν(α)(α · x)∑
I 6=J
CIJCJI℘
′
IJ(vI − vJ) = 0∑
K 6=I,J
CIKCKJ(ΦIKΦ
′
KJ − Φ′IKΦKJ) =
∑
K 6=I,J
∆IJCKJΦKJ −
∑
K 6=I,J
CIKΦJK∆KJ
+sCIJΦIJd · (vI − vJ) (3.33)
More specifically, it turns out that the condition x˙ = p is equivalent to X˙ = [P, Y ].
The second condition above combined with the Calogero-Moser equations of motion are
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equivalent to P˙ = [X, Y ]H, where the subscript H denotes projection onto that subspace.
Finally, the third condition above is equivalent to [X, Y ]GL(N,C)⊖H+[X, d ·(h⊕ h˜)+∆] = 0.
Theorem 1. [15]. Lax pairs L(z),M(z) with spectral parameter z ∈ C/Z + τZ of the
above form can be found for both twisted and untwisted Calogero-Moser systems, for all
simple Lie algebras G, except possibly in the case of twisted G2. In the case of E8, we have
to assume the existence of a sign assignment satisfying a cocycle-type condition.
3.6.2 The scaling limit of the Lax pair
The basic property of the Lax pairs for the twisted and untwisted Calogero-Moser systems
which we just constructed is
Theorem 2. [16]. All Lax pairs constructed above admit a finite scaing limit. More
precisely, the limit is taken with respect to the scaling law (3.21) for untwisted Calogero-
Moser systems, and with respect to 3.23 for twisted Calogero-Moser systems.
We have seen that the scaling limit of the Calogero-Moser Hamiltonian was a conse-
quence of some precise asymptotics for the Weierstrass ℘-function. For the Lax pairs, we
need the precise asymptotics of the functions ΦIJ(u, z). In the case of untwisted Calogero-
Moser systems, set
CIJ =M|α|e
δω2cIJ , Z = e
zq−
1
2 (3.34)
All the functions ΦIJ(u, z) are given in this case by Φ(u, z), and the scaling limit of the
Lax pair L(z), M(z) followed from
L : CIJΦ(α · x, z)→

±cIJe∓ 12α·X , if l(α) = ±1;
∓cIJe± 12α·X , if l(α) = ±l0;
0 if otherwise.
(3.35)
M : CIJΦ
′(α · x, z)→ 1
2
ǫα limCIJΦ(α · x, z), ǫα =
{
1, if l(α) = l0 or l(α) = −1;
−1, if l(α) = −l0 or l(α) = 1.
In the case of twisted Calogero-Moser systems, set instead CIJ = M|α|e
δ∨ω2cIJ . In this
case, several distinct functions ΦIJ(u, z) arise
Φ1(u, z) = Φ(u, z)− Φ(u+ ω1, z)epiiζ(z)+zζ(ω1)
Φ2(u, z) =
Φ(u, z)Φ(u+ ω1, z)
Φ(ω1, z)
(3.36)
as well as Φ2(u + ǫIJω2, z) where ǫIJ = ±1. The existence of the scaling limit of the Lax
pairs for the twisted Calogero-Moser systems follows from the scaling limits of Φ1(u, z),
Φ2(u, z),
Φ1(u, z) → ∓2Z∓1e± 12u−ω2 , u→ ±∞
Φ2(u, z) → ±2e∓u(1− Z∓1e±2u−2ω2), u→ ±∞ (3.37)
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3.7 Exact solution for super Yang-Mills with adjoint hypermul-
tiplet
The Lax pair L(z),M(z) of the twisted G Calogero-Moser system provides now the Seiberg-
Witten solution of the N = 2 supersymmetric gauge theory with gauge group G and a
hypermultiplet in the adjoint representation [17]. It is given by
Γ = {(k, z); det(kI − L(z)) = 0}, dλ = kdz (3.38)
This can be checked explicitly for low Dn and low rank n, by working out the logarithmic
singularities of the above fibration in the trigonometric limit. In this limit,
℘(z)→ 1
Z2
− 1
6
, Φ(x, z)→ 1
2
coth
1
2
x− 1
Z
,
1
Z
=
1
2
coth
1
2
x (3.39)
and the equation for the fibration simplifies considerably
det (kI − L(z)) = m
2 +mA− 2km
z
m2 + 2mA
H(A) +
mA+ 2km
Z
m2 + 2mA
H(A+m) (3.40)
Here the moduli vacua are parametrized now by monic polynomials H(A) of the form
H(A) =
∏n
j=1(A
2 − p2j ), and the variable A is related to the variables (k, z) by
A2 +mA + 2k
m
Z
− k2 = 0 (3.41)
The Seiberg-Witten form dλ can then be re-expressed as
dλ = −Adu, eu = (k + A+m)(k −A−m)
k2 − A2 (3.42)
The methods of [33] lead then to the desired prepotential
F = − 1
8πi
∑
α∈R(Dn)
(α · φ)2ln (α · φ)2 − (α · φ+m)2ln (α · φ+m)2 (3.43)
3.8 Other developments
There has been many related developments since the works [15, 16, 17].
Seiberg-Witten solutions for the N = 2 gauge theory with gauge group G and several
hypermultiplets in the adjoint representation have been proposed by Uranga and Yokono
[35], under the assumption of total zero mass.
Lax pairs with spectral parameter for both twisted and untwisted Calogero-Moser
systems, including the case of twisted G2, have been constructed by Bordner, Sasaki,
Corrigan, et al. [36]. These Lax pairs are different from the ones constructed in [15]. In
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particular, they do not admit finite scaling limits under (3.23), and are not candidates for
the Seiberg-Witten solution of the G gauge theory with adjoint hypermultiplet.
It is intriguing that, except for SU(N), the Lax pairs obtained so far do not fit in
the framework of classical Hitchin systems. Recently, Hurtubise and Markman [37] have
proposed a new general for modified Hitchin systems, which can incorporate both Lax
pairs constructed in [15] and in [36], at least for the case of untwisted Calogero-Moser
systems.
The Calogero-Moser systems can be viewed as non-relativistic limits of Ruijsenaars-
Schneider systems [38]. Except for SU(N), the integrability of these systems is still in-
completely understood. It may be hoped that advances in the theory of Calogero-Moser
systems may help advances on Ruijsenaars-Schneider systems. Recently, there has been
progress on the integrability of Ruijsenaars-Schneider systems for certain classical algebras,
thanks to the works of B.Y. Hou et al. [39].
Ruijsenaars-Schneider systems have been proposed by H. Braden, A. Marshakov, A.
Mironov, and A. Morozov [26] as the Seiberg-Witten solution of supersymmetric gauge
theories in dimensions 5 and 6, with the relativization coming from the contributions of the
infinite tower of Kaluza-Klein modes. This is an imprtant direction of investigation, since
supersymmetric gauge theories in 5 and 6 dimensions are difficult to explore otherwise.
Relations with the E-string and the reduction on T 2 of the 6-dimensional (2,0) theory
may be found in [40]. Recently, Dijkgraaf and Vafa [41] have proposed a promising relation
between the effective prepotential for supersymmetric gauge theories and matrix models.
Some developments in this direction and related to the issues discussed here can be found
in [42].
4 New Spin Chain Models from M Theory
In the previous section, we have seen how integrable models can produce the Seiberg-
Witten exact solution of a supersymmetric gauge theory. The correspondence can also go
the other way: here we discuss how the Seiberg-Witten solution of a gauge theory, in this
case the SU(N) theory with a hypermultiplet in either the symmetric or the antisymmetric
representation, can lead to new integrable models.
4.1 A periodic generalized spin chain model
We consider first the case of a hypermultiplet in the antisymmetric representation. Recall
that the fibration Γ(Λ) and differential dλ have been found by Landsteiner and Lopez, and
are given by (2.29). Postponing for the moment the choice of dλ, our problem is to find
L(x), M(x) satisfying a Lax equation, with the spectrum of L(x) determined by Γ(Λ). We
shall look for such a Lax pair in a (generalized) spin chain model [21]. Henceforth, we set
Λ = 1 for notational simplicity.
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In general, an integrable chain model {ψn}n∈Z is defined as the compatibility condition
for two linear equations of the form
{ψn+1 = Ln(x)ψn
ψ˙n =Mn(x)ψn
} ⇒ L˙n(x) =Mn+1(x)Ln(x)− Ln(x)Mn(x) (4.1)
Under the periodicity condition LN+2(x) = L0(x), MN+2(x) = M0(x), the equation on the
right hand side implies the Lax pair equation
L˙(x) = [M(x), L(x)] (4.2)
where L(x) is defined by L(x) = LN+1(x)LN (x) · · ·L0(x) ≡ ∏N+1j=0 Lj(x), and M(x) =
M0(x). The spectral curve Γ of such an integrable system can then be defined as usual by
Γ = {(x, y); det (yI − L(x)) = 0} (4.3)
Returning to the construction of the desired integrable model, the key property is the
invariance of the Landsteiner-Lopez curve under the involution
σ : (x, y) ↔ (−x, y−1) (4.4)
We see then that the spectral curve Γ would reproduce the Landsteiner-Lopez curve if the
matrix L(x) is 3× 3, and satisfies
detL(x) = 1, L(x)−1 = −L(x), T r L(x) = 3 +O(x2) (4.5)
In analogy with the 2 × 2 Lax matrix used in [44] for the integration of a quasi-classical
approximation to a system of reggeons in QCD, we can achieve this by setting
Ln(x) = 1 + x sns
T
n , Mn(x) = x
1
sTnsn+1
(sn−1s
T
n + sns
T
n−1) (4.6)
where sn is a periodic sequence of complex 3-vectors satisfying s
T
nsn = 0, sn+N+2 = sn.
We obtain in this way an integrable model, with sn as dynamical variables satisfying the
equation of motion
s˙n =
sn+1
sTn+1sn
− sn−1
sTn−1sn
(4.7)
This integrable model admits the same spectral curves as the SU(N) gauge theory with
a hypermultiplet in the antisymmetric representation. However, it turns out that the
associated differentials dλ in the two theories do not coincide. The reason is the parity
of the differential dλ under the involution (x, y) → (−x, y−1), which requires instead the
following model
p˙n =
pn+1
pTn+1qn
+
pn−1
pTn−1qn
+ µnpn, q˙n = − qn+1
pTn qn+1
− qn−1
pTnqn−1
− µnqn (4.8)
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Here µn is an arbitrary multiplier, and the dynamical variables qn, pn are complex 3-vectors,
satisfying the following conditions
qn+N+2 = qn, pn+N+2 = pn (4.9)
pTnqn = 0, pn = g0p−n−1, qn = g0q−n−1 (4.10)
where g0 is the 3 × 3 diagonal matrix with gii = (−1)i+1. Then the system admits a Lax
pair L(x), M(x) given by
L(x) =
N+1∏
n=0
(1 + xqnp
T
n ), M(x) = x
(
qN+1p
T
0
pT0 qN+1
− q0p
T
N+1
pTN+1q0
)
(4.11)
The corresponding spectral curve Γ = {(x, y); det (yI − L(x)) = 0} is the Landsteiner-
Lopez curve. Furthermore, there is a correspondence between the variables (qn, pn) and
pairs (Γ, [D])
(qn, pn) ↔ (Γ, [D]) (4.12)
where [D] = [z1, · · · , z2N+1] is a divisor even under the involution σ. For given (qn, pn),
[D] is the divisor of poles of the Bloch eigenfunction ψn(x, y) defined by ψn+1(x, y) =
Ln(x)ψn(x), ψn+N+2(x, y) = yψn(x, y), for (x, y) ∈ Γ. We shall denote also denote the
points (x, y) on Γ by Q. Let the action variables ai and the angle variables φi be defined
on the 2(N − 1)-dimensional space M0 by
ai =
∮
Ai
dλ, φi =
2N+1∑
i=1
∫ zi
dωi (4.13)
where {Ai}1≤i≤N−1 and {dωi}1≤i≤N−1, are respectively a basis for the even cycles and a
basis for the even holomorphic differentials on Γ. Then the form ω = δ(
∑
dλ(zi)) defines
a symplectic form on M0 which can also be expressed as
ω =
N−1∑
i=1
δai ∧ δφi (4.14)
The dynamical system (4.8) is Hamiltonian with respect to this symplectic form, with
Hamiltonian
H = uN−2 =
N+1∑
n=0
(pTnqn−3)
(pTnqn−1)(p
T
n−1qn−2)(p
T
n−2qn−3)
− (p
T
nqn−2)
2
2(pTnqn−1)
2(pTn−1qn−2)
2
(4.15)
Thus the system (4.8) is the integrable model that we were looking for. The correspondence
between the Hamiltonian structure for the dynamical variables (qn, pn) and the geometric
symplectic form ω for (Γ, [D]) depends fundamentally on the fact that they both coincide
with a symplectic form which can be defined in terms of the Lax pair
ω =
1
2
3∑
α=1
ResPα〈Ψ∗n+1(Q)δLn(x) ∧ δΨn(Q)〉dx (4.16)
where Pα are the points in Γ lying above x =∞.
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4.2 Models with twisted monodromies
We turn now to the problem of finding an integrable model corresponding to the Seiberg-
Witten solution of the SU(N) gauge theory with matter in the symmetric representation.
In this case, the spectral curves still admit an involution σ, but which is now of the form
σ : (x, y) −→ (−x, x4y−1) (4.17)
As suggested earlier [2], such shifts are indicative of twisted monodromy conditions. We
consider then the following dynamical system [22]
p˙n =
pn+1
pTn+1qn
+
pn−1
pTn−1qn
+ µnpn, q˙n = − qn+1
pTn qn+1
− qn−1
pTnqn−1
− µnpn
a˙ = {qm−1p
T
m
pTmqm−1
− qmp
T
m−1
pTm−1qm
, b}, b˙ = {qm−1p
T
m
pTmqm−1
− qmp
T
m−1
pTm−1qm
, c}, c˙ = 0 (4.18)
Here µn(t) is again an arbitrary scalar function, and we have set m = −N2 + 1 for N even
and m = −N
2
+ 1
2
for N odd. The variables qn, pn, a, b, c are all 3× 3 matrices satisfying
qTn pn = 0, pn = hp−n−1, qn = hq−n−1, (4.19)
a2 = 1, ab = ba, b2 = ac+ ca, bc = cb, c2 = 0 (4.20)
where h is the 3 × 3 matrix whose only non-zero entries are h31 = h22 = h13 = 1. The
above system appears uncoupled, but it will not be after imposing twisted monodromy
conditions on (qn, pn). More precisely, let Ln(x) = 1 + xqnp
T
n as before. Then
• There are unique 3×3 matrices gn(x) = anx2+ bnx+ cn which satisfy the periodicity
condition
gn+1Ln+N−2 = Lngn (4.21)
for any fixed data ar, br, cr, (pn, qn)
n=r+N−3
n=r with the constraint q
T
n pn = 0.
• The above dynamical system with am = ah, bm = bh, cm = ch is integrable, in the
sense that it is equivalent to the following Lax equation
L˙n =Mn+1Ln − LnMn, Mn(x) ≡ x
(
qn−1p
T
n
pTnqn−1
− qnp
T
n−1
pTn−1qn
)
(4.22)
• The spectral curve Γ = {(x, y); det(yI − gn(x)Ln+N−3(x) · · ·Ln(x)) = 0} is indepen-
dent of n and coincides with the Landsteiner-Lopez curve (2.56). The dynamical system
(4.18) is Hamiltonian with respect to the symplectic form ω =
∑N−2
i=1 δx(zi) ∧ δyy (zi) on
the reduced phase space uN = 1, uN−1 = 0, through the usual correspondence between
dynamical variables and curves and divisors. The Hamiltonian is H = uN−2.
• The symplectic form ω can also be expressed in terms of the Lax operator Ln(x) and
the matrices gk(x) defining the twisted monodromy conditions
ω =
1
2
3∑
α=1
ResPα(〈ψ∗n+1(Q)δLn(x) ∧ δψn(Q)〉k + ψ∗k(δgk g−1k ) ∧ δψk) dx (4.23)
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Here 〈fn〉k is defined to be ∑N+k−3n=k fn, ψn(Q) is the Baker-Akhiezer function, and ψ∗n(Q)
the dual Baker-Akhiezer function characterized by
ψ∗n+1(Q)Ln(x) = ψ
∗
n(Q), ψ
∗
k+N−2g
−1
k (Q) = y
−1ψ∗n(Q), ψ
∗
k(Q)ψk(Q) = 1. (4.24)
In summary, we have
Theorem 3. [21, 22] The Seiberg-Witten solution for both SU(N) gauge theories with a
hypermultiplet in either the symmetric or the antisymmetric representation can be realized
as the spectral curves and symplectic form of a Hamiltonian system admitting a Lax pair
representation. These systems are given by spin chains, with twisted monodromy in the
case of the symmetric representation. The Hamiltonian for each model turn is the beta
function of the corresponding gauge theory.
5 Hamiltonian Formulation of Soliton Equations
The correspondence between N = 2 supersymmetric gauge theories and integrable models
begins with the identification of their spectral curves. However, as we have seen in the case
of the SU(N) with a hypermultiplet in the antisymmetric representation, the identification
of spectral curves has to be supplemented by an identification of symplectic structures.
More precisely, on the gauge theory side, the Seiberg-Witten meromorphic form dλ equips
a moduli space of spectral curves and divisors with a symplectic form. On the integrable
model side, the phase space must be then equipped with a corresponding symplectic struc-
ture with respect to which the integrable model is Hamiltonian. What is this symplectic
structure? Since the integrable model is given by its Lax pair, what is needed is a general
construction of a Hamiltonian structure for an integrable model directly from its Lax rep-
resentation. Such a construction was found in [2] [3], and developed further in [43]. The
essential features of this symplectic form are summarized in the following general formula
ω =
1
2
∑
α
Resα〈ψ†(x, k)δL(x) ∧ δψ(x, k)〉dk (5.1)
The set-up for this formula is broadly as follows. The phase space of the system is a space
L of operators L(x). The operators L(x) can be finite-dimensional matrices, or differen-
tial operators in the variable x. The expression ψ(x, k) is the Baker-Akhiezer (or Bloch)
function, which is an eigenvector of L(x). The variable k is the spectral parameter, or
an analogous quantity 2. The expression ψ†(x, k) is the analogous dual Baker-Akhiezer
2The variable k here is the analogue of the variable x of §4, and of the variable z of §3. The notation
of (5.1) is consistent with the case of the Korteweg-deVries equation, where x corresponds to the variable
in L(x) = ∂2
x
+ u(x). Unfortunately, the diversity of integrable models and entrenched practices makes
attempts at a uniform notation impractical.
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function, which should be viewed as a row vector, if ψ is a column vector. The functions
ψ(x, k), ψ†(x, k) have compensating essential singularities in k, so that all combined ex-
pressions are meromorphic. The differential δ denotes exterior differentiation on the space
L, and 〈·〉 denotes averaging with respect to all variables x. The points Pα are given fixed
poles. Thus (5.1) defines a 2-form on the phase space L.
The above formula provides a universal framework for the construction of symplectic
forms in terms of the Lax operator L(x). In practice, for each integrable model, a suitable
ambiant space L for the operators L(x) has to be specified, in order for all terms in
(5.1) to have the desirable meromorphicity properties and the resulting formula to be
independent of the normalization for the Baker-Akhiezer functions. The integrable model
is then obtained by constructing an operator-valued function M(x) on L and considering
the corresponding flow
∂tL(x) = [L(x),M(x)] (5.2)
which will be Hamiltonian with respect to ω. This was done in some generality in [2, 3],
where L was constructed from the leaves in a foliated moduli space of curves with two
specified Abelian integrals, as well as from spaces of ordinary differential operators. It
is also evident that the symplectic forms found in §4 in the context of the SU(N) gauge
theories with symmetric or antisymmetric hypermultiplets are examples of the same con-
struction. It may be helpful to have an intermediate framework which is at the same time
sufficiently specific for easy use, and broad enough to encompass all models encountered
in supersymmetric gauge theories. We present such a framework below, together with a
brief description of some further recent developments.
5.1 The universal symplectic form
For finite-dimensional integrable systems which admit a Lax pair representation with a
rational spectral parameter, a practical framework is the following.
Let  L(D) be a space of meromorphic matrix functions
L(z) = u0 +
n∑
m=1
hm∑
l=1
uml
(z − zm)l (5.3)
with a fixed divisor of poles D =
∑n
m=1 hmzm. The integrable models we consider are flows
on the space  L(D) which can be constructed as follows. For each L ∈  L(D), the matrix
functions Mn,p(z, L) are defined by the formula
Mn,p(z, L) =
Ln(p)
z − p , p 6= zm. (5.4)
Then the commutator [M,L] has no pole at z = p. If we identify the vector space  L(D)
with its own tangent space, [M,L] can be regarded as a tangent vector field ∂n,p to  L(D).
28
The corresponding flow on  L(D)
∂
∂tn,p
L = [Mn,p, L] (5.5)
is a dynamical system which admits by construction a Lax representation. Here tn,p is the
time of the flow defined by Mn,p(z, L). Standard arguments from the theory of solitons
show that all these flows commute with each other. We stress that the construction of the
flows on  L(D) does not depend on a Hamiltonian structure.
Next, we define a two-form on  L(D) by the formula
ω =
1
2
∑
a
ReszaTr
(
Ψ−1δL(z) ∧ δΨ(z)
)
dz (5.6)
The sum is taken over the set of all the poles of L together with the pole of dz at z0 =∞,
i.e., za = {z0, z1, · · · , zn}. We shall assume for simplicity that the normalization point z0
does not coincide with any of the other punctures zm. The case when z0 coincides with
one of the punctures can be treated with only slight technical modifications. The various
components of the above formula are as follows. The entries of matrices u0, uml can be
viewed as coordinates on  L(D). If we denote the exterior differentiation on  L(D) by δ,
then δL(z) can be regarded as a matrix valued one-form on  L(D)
δL(z) = δu0 +
∑
m
hm∑
l=1
δuml
(z − zm)l (5.7)
Let Ψ(z) be the matrix whose columns are normalized eigenvectors of L(z), i.e.
L(z)Ψ(z) = Ψ(z)K(z), e0Ψ = e0 (5.8)
where K is a diagonal matrix Kij = kiδ
ij, and ki are the eigenvalues of L(z). The co-
vector e0 defining the normalization of the eigenvectors is e0 = (1, 1 . . . , 1). The external
differential δΨ of Ψ can be viewed as a one-form on  L(D), and the formula (5.6) defines a
two-form on  L(D).
A change of normalization vector e0 leads to a transformation
Ψ(z)→ Ψ(z)′ = Ψ(z)h(z) (5.9)
where h(z) is a diagonal matrix. Under such transformation ω gets changed to
ω′ = ω +
1
2
∑
a
ReszaTr
(
Ψ−1δL(z)Ψ(z) ∧ δhh−1
)
dz
= ω +
1
2
∑
a
ReszaTr
(
δK ∧ δhh−1
)
dz (5.10)
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We fix now a set of diagonal matrices C = (C0, Cm)
C0(z) = C0,0 + C0,1z
−1, Cm(z) =
hm∑
l=1
Cm,l(z − zm)−l, m > 0 (5.11)
and define a subspace M =MC of  L(D) by the constraints
K(z) = C0(z) +O(z−2), z → z0 (5.12)
K(z) = Cm(z) +O(1), z → zm. (5.13)
The number of independent constraints is (N + 2)r − 1 because Tr K(z) = Tr L(z) is a
meromorphic function of z. Thus dimM = (degD)r(r− 1)− 2r+ r2+ 1. The restriction
of δK toM is regular at the poles of L and has a zero of order 2 at z0. Therefore, the form
ω restricted to M is independent on the choice of the normalization of the eigenvectors.
We can now define the phase space for our system, over which the form ω will be
intrinsic and non-degenerate. The space  L(D) and its subspaces MC are invariant under
the adjoint action L→ gLg−1 of SLr. Let
P = PC =MC/SLr (5.14)
be the quotient space. Its dimension equals dimP = (degD)r(r − 1) − 2r + 2. Then we
have
Theorem 4. (a) The two-form ω defined by (5.6) restricted to M is gauge invariant and
descends to a symplectic form on P;
(b) The Lax equation (5.5) is Hamiltonian with respect to ω. The Hamiltonian is
Hn,p = − 1
(n+ 1)
Tr Ln+1(p). (5.15)
(c) All the Hamiltonians Hn,p are in involution with respect to ω.
This provides a straightforward way of exhibiting Lax equations as Hamiltonian sys-
tems.
5.2 The universal symplectic form: logarithmic version
There are situations, such as chain models, where a modified version of the above symplec-
tic form (5.1), defined on a slightly different phase space, can also be constructed. Which
symplectic form is more appropriate for a given model can be subtle. It can be traced back
to the fact that there are two basic algebraic structures on a space of operators. The first
one is the Lie algebra structure defined by the commutator of operators. The second one
is the Lie group structure. The basic symplectic form introduced in the previous section is
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related to the Lie algebra structure. We present now a construction of another symplectic
structure, related to the Lie group structure, defined on suitable leaves in  L(D).
Consider the open subspace of  L(D) consisting of meromorphic matrix functions which
are invertible at a generic point z, i.e. the subspace of matrices L(z) ∈  L(D) such that
L−1(z) is also a meromorphic function. We define subspaces of  L(D) with fixed divisor for
the poles of L−1(z) as follows. Fix a set D− of (degD)r distinct points z−s and define a
subspace  L(D,D−) ⊂  L(D) by the constraints
L(z) ∈  L(D,D−) : detL(z) = c
∏Nr
s=1(z − z−s )∏n
m=1(z − zm)r
, c = const 6= 0. (5.16)
If C0(z) is the same as in (5.11), a subspace M1 = MC01 ⊂  L(D,D−) can be defined by
the constraints (5.12). The following two-form onM1 is obviously a group version of (5.6)
ω# =
1
2
∑
ReszaTr
(
Ψ−1L−1(z)δL(z) ∧ δΨ(z)
)
dz (5.17)
Here the sum is taken over all the punctures za = {z0, zm, z−s }. The subspace M1 is
invariant under the flows defined by the same Lax equations (5.5), which are also gauge
invariant and therefore define flows on the quotient space P1 = PC01 =MC01 /SLr.
Theorem 5. The two-form ω# restricted to M1 is independent on the normalization of
the eigenvectors. It is gauge invariant and descents to a symplectic form on P1. The Lax
equation (5.5) is Hamiltonian with respect to ω#. The Hamiltonian is
Hn−1,p = −1
n
Tr Ln(p). (5.18)
All the Hamiltonians Hn,p are in involution with respect to ω
#.
Thus Theorems 4 and 5 provide a framework for the existence of so-called bi-Hamiltonian
structures. It was first observed by Magri that the KdV hierarchy possesses a bi-Hamiltonian
structure, in the sense that all the flows of the hierarchy are Hamiltonian with respect to
two different symplectic structures. If Hn is the Hamiltonian generating the n-th flow of
the KdV hierarchy with respect to the first Gardner-Zakharov-Faddeev symplectic form,
then the same flow is generated by the Hamiltonian Hn−1 with respect to the second
Lenard-Magri symplectic form.
The two symplectic structures ω and ω# are equally good in the case of a single matrix
function L(z), but there is a marked difference between them when periodic chains of
operators are considered. Let Ln(z) ∈  L(D) be a periodic chain of matrix-valued functions
with a pole divisor D, Ln = Ln+N . The total space of such chains is  L(D)
⊗N . The
monodromy matrix
Tn(z) = Ln+N−1(z)Ln+N−2(z) · · ·Ln(z) (5.19)
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is a meromorphic matrix function with poles of order Nhm at the puncture zm, i.e. Tn(z) ∈
 L(ND). For different n they are conjugated to each other. Thus the map
 L(D)⊗N 7−→  L(ND)/SLr (5.20)
is well-defined. However, the natural attempt to obtain a symplectic structure on the
space  L(D)⊗N by pulling back the first symplectic form ω on  L(ND) runs immediately
into obstacles. The main obstacle is that the form ω is only well-defined on the symplectic
leaves of  L(ND) consisting of matrices with fixed singular parts for the eigenvalues at the
punctures. These constraints are non-local, and cannot be described in terms of constraints
for each matrix Ln(z) separately.
On the other hand, the second symplectic form ω# has essentially the desired local
property. Indeed, let Ln be a chain of matrices such that Ln ∈  L(D,D−). Then the
monodromy matrix defines a map
T̂ :  L(D,D−)
⊗N 7−→  L(ND, ND−)/SLr (5.21)
The group SLNr of z-independent matrices gn ∈ SLr, gn = gn+N acts on  L(D,D−)⊗N by
the gauge transformation
Ln → gn+1Lng−1n (5.22)
which is compatible with the monodromy matrix map (5.21). Let the space Pchain be
defined as the corresponding quotient space of a preimage under T̂ of a symplectic leaf
ΦC01 ⊂  L(ND,ND−)/SLr
Pchain =
(
T̂−1
(
PC01
))
/SLNr (5.23)
The dimension of this space is equal to
dimPchain = N(degD)r(r − 1)− 2r + 2. (5.24)
Theorem 6. The pull-back by T̂ of the second symplectic form ω1
ωchain = T̂
∗(ω2) (5.25)
restricted to T̂−1
(
PC01
)
is gauge invariant and descends to a symplectic form on Pchain. It
can also be expressed by the local expression
ωchain =
1
2
∑
Resza
N∑
n=1
Tr
(
Ψ−1n+1δLn(z) ∧ δΨn(z)
)
dz (5.26)
where
Ψn+1 = LnΨn, Ψn+N = ΨnK, K
ij = diag(ki)δ
ij, (5.27)
All the coefficients of the characteristic polynomial of T (z) are in involution with respect
to this symplectic form. The number of independent integrals equals dimPchain/2.
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The symplectic forms (4.16) and (4.23) for the spin chain models corresponding to the
SU(N) gauge theory with matter in the symmetric and the antisymmetric representations
can be recognized as examples of this construction. So is of course the symplectic structure
for the Toda chain.
5.3 Vector bundles and Lax equations on algebraic curves
As we have seen in the case of the elliptic Calogero-Moser systems, the spectral parameter
of the Lax pair is sometimes defined on an elliptic curve. Below we present briefly results
of [23], where it was shown that the scheme presented above can be extended to the case
of the Lax equations on an arbitrary algebraic curve.
The Riemann-Roch theorem shows that the naive direct generalization of the zero
curvature equation for matrix functions which are meromorphic on an algebraic curve of
genus g > 0 leads to an overdetermined system of equations. Indeed, the dimension of r×r
matrix functions of fixed degree d divisor of poles in general position is r2(d−g+1). If the
divisors of L andM have degrees n and m, then the commutator [L,M ] is of degree n+m.
Thus the number of equations r2(n +m− g + 1) exceeds the number r2(n+m− 2g + 1)
of unknown functions modulo gauge equivalence. There are two ways to overcome this
difficulty in defining zero curvature equations on algebraic curves. The first way is based
on a choice of L with essential singularity at some point or with entries as sections of some
bundle over the curve. We have seen above that the standard Lax pair for the elliptic
Calogero-Moser system falls into this category. The second way, based on a theory of high
rank solutions of the Kadomtsev-Petviashvili equation, was discovered in [47]. There it
was shown that if in addition to fixed poles the matrix functions L and M have rg moving
poles of a special form, then the Lax equation is a well-defined system on the space of
singular parts of L and M at fixed poles.
We begin by describing a suitable space of meromorphic matrix functions L(z) on an
algebraic curve Γ of genus g. As before, we fix a divisor D =
∑
hmzm on Γ, and introduce
a space  L(D) =  L(D,Γ) of meromorphic matrix functions L on Γ with a pole of order hm
at zm, such that outside of D L ∈  L(D) has simple poles at a set of rg distinct points γs.
The Laurent expansion of L in the neighborhood of γs
L =
Ls0
z − zs + Ls1 +O(z − zs), zs = z(γs), (5.28)
is assumed to satisfy the following constraints:
(i) the singular term L0 is a traceless, rank 1 matrix, i.e. it can be represented in the
form
Ls0 = βsα
T
s , α
T
s βs = tr Ls0 = 0; (5.29)
where αs, βs are r-dimensional vectors;
33
(ii) αTs is a left eigenvector of the matrix Ls1
αTs Ls1 = α
T
s κs. (5.30)
The following characterization of the constraints (5.29,5.30) is key: A meromorphic
matrix-function L in the neighborhood U of γs with a pole at γs satisfies the constraints
(5.29) and (5.30) if and only if it is of the form
L = Φs(z)L˜s(z)Φ
−1
s (z), (5.31)
where L˜s and Φs are holomorphic in U , and det Φs has at most simple zero at γs.
We would like to emphasize that the points γs are not fixed and are themselves dynam-
ical variables. For a non-special degree N ≥ g divisor D, the space  L(D) is of dimension
dim  L(D) = r2(N + 1) . (5.32)
As in the genus g = 0 (rational) case, we define a two-form ω on  L(D) by the formula
ω =
1
2
[∑
m
ReszmTr
(
Ψ−1δL(z) ∧ δΨ(z)
)
+
∑
s
ResγsTr
(
Ψ−1δL(z) ∧ δΨ(z)
)]
dz (5.33)
Here dz is a holomorphic differential on Γ. Here we follow again the rule of summing over
all poles of L.
Let ki(z) be eigenvalues of L(z), i.e., the roots of the characteristic equation
det (kI − L(z)) = 0 (5.34)
Then we obtain as previously a foliation structure on  L(D) by the constraint:
The differentials δki(z)dz are holomorphic in the neighborhood of all the punctures zm.
In other words, a leaf M of the foliation is fixed by the singular parts of eigenvalues
of L at the points zm where dz(zm) 6= 0.
Theorem 7. [23] If the divisor D contains the zero divisor K of the holomorphic differ-
ential dz, then the two-form ω defined by (5.33) is invariant under gauge transformations
and descends to a symplectic form on the quotient space P =M/SLr. The functions Hn,p
given by (5.15) are in involution with respect to the symplectic form ω.
Example 1. Let D = K. Then the constraints definingM are trivial andM =  L(K). As
shown in [23], the corresponding quotient space  L(K) is isomorphic to an open subspace
of the cotangent bundle T ∗(V ect) of a moduli space of stable, rank r, and degree rg
holomorphic vector bundles over Γ. The symplectic form ω coincides with a canonical
symplectic structure on the cotangent bundle. The integrable structure of T ∗(V ect) was
established first by Hitchin [46] using a completely different approach.
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Example 2. Consider the Lax matrices on an elliptic curve G = C/{2ω1Z+ 2ω2Z} with
one puncture, which we can put at z = 0 without loss of generality. In this example we
denote the parameters γs and κs by qs and ps, respectively. In the gauge αs = es, e
j
s = δ
j
s ,
the j-th column of the Lax matrix Lij has poles only at the points qj and z = 0. ¿From
(5.29) it follows that Ljj is regular everywhere, i.e. it is a constant. Equation (5.30) implies
that Lji(qj) = 0, i 6= j and Ljj = pj . An elliptic function with two poles and one zero
fixed is uniquely defined up to a constant. It can be written in terms of the Weierstrass
σ-function as follows
Lij(z) = f ij
σ(z + qi − qj) σ(z − qi)σ(qj)
σ(z)σ(z − qj) σ(qi − qj) σ(qi) , i 6= j; L
ii = pi. (5.35)
Let f ij be a rank 1 matrix f ij = aibj . The equations αi = ei fix the gauge up to trans-
formations by diagonal matrices. We can use these transformation to make ai = bi. The
corresponding momentum is given then by the collection (ai)2 and we fix it to the values
(ai)2 = 1. We compare now the different formalisms for the Lax operator of the elliptic
Calogero-Moser system. In §3.2, the Lax operator L(z) had entries with essential singu-
larities. Its gauge-transform L˜(z) by Gij = δije
qiζ(z) has meromorphic entries with poles
only at the fixed puncture z = 0, but these entries are sections of a non-trivial bundle over
the elliptic curve. The present Lax pair L(z) is yet another gauge-transform of the Lax
pair of §3.2, this time by the gauge-transformation
Gij = δijΦ(qi) (5.36)
As we have seen, its entries are now just meromorphic functions, but with poles at the
points qj as well as at the puncture z = 0.
The new gauge in which the Lax matrix for the elliptic Calogero-Moser system is
meromorphic gives a new geometric interpretation of the elliptic Calogero-Moser system.
The dynamical variables qi can be identified with the so-called Tyurin parameters of the
semi-stable vector bundle over the elliptic curve.
5.4 2 + 1 soliton equations of zero curvature form
The integrable models corresponding to the Seiberg-Witten solutions of gauge theories are
mechanical systems with a finite number of degrees of freedom, and their symplectic forms
are finite dimensional. Nevertheless, the formula 5.1 is quite general. It turns out that it
provides also infinite-dimensional symplectic forms for general soliton equations admitting
a Lax or zero curvature representation. These symplectic forms are defined on spaces
of functions satisfying suitable constraints, which can be identified by a straightforward
algorithm [3]. This is a welcome development, since except for the R-matrix approach
pioneered by Faddeev and Takhtajan [1] (see also the recent proposal in [45]), there was
no systematic Hamiltonian theory for soliton equations. Although a Hamiltonian structure
was known for most of them, they did not appear to fit in any particular scheme.
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To be specific, we shall construct a whole class of soliton equations in zero curvature
form and their symplectic forms. Fix an integer n ≥ 2, and consider the space M =
{(u0, · · · , un−2); ui(x+1, y) = ui(x, y+1) = ui(x, y)} of smooth doubly periodic functions.
The points of M can be identified with the Lax operator
L = ∂nx +
n−2∑
i=0
ui∂
i
x (5.37)
The integer n classifies different hierarchies of soliton equations. For example, the case
n = 2 corresponds to the Kadomtsev-Petviashvili hierarchy, which reduces to the KdV
hierarchy when L is independent of y. The Baker-Akhiezer function ψ(x, y, k) is defined
to be the unique function of the form
ψ(x, y, k) = ekx+k
ny+
∑n−2
i=0
Bi(y)ki(1 + ξ1k
−1 + ξ2k
−2 + · · ·) (5.38)
characterized by the normalization condition ψ(0, 0, k) = 1 and
(∂y − L)ψ = 0
ψ(x+ 1, y, k) = ekψ(x, y, k), ψ(x, y + 1, k) = eK
n
ψ(x, y, k) (5.39)
This key observation is that this determines uniquely both the functions Bi(y) and the
coefficients ξs(x, y) as certain integro-differential expressions in (u0, · · · , un−2), which can
be written down explicitly. The dual Baker-Akhiezer function ψ†(x, ymk) is characterized
by the condition that it be of the form
ψ†(x, y, k) = e−(kx+k
ny+
∑n−2
i=0
Bi(y)ki)(1 + ξ†1k
−1 + ξ†2k
−2 + · · ·) (5.40)
and satisfies
Res∞〈ψ†∂mx ψ〉 dk = 0, m = 0, 1, 2, · · · (5.41)
We can now define the phase space of the flow to be the subspace M(b) defined by the
equations
dBi(y)
dy
= bi, i = 0, · · · , n− 2 (5.42)
where b0, · · · , bn−2 are some fixed constants. For each m, there is a unique operator Am =
∂mx +
∑m−1
i=0 vmi∂
i
x satisfying
(Am −Km)ψ = O(k−1)ψ (5.43)
The soliton equations we consider are the flows on L(b) defined by
∂L
∂tm
=
∂Am
∂y
+ [Am, L] (5.44)
where tm is the time variable of the m-th flow. By construction, these equations are in
zero curvature form. Then
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Theorem 8. [3] The above flows form an infinite system of commuting flows on the space
L(b). The expression
ω =
1
2
Res∞〈ψ†δL ∧ δψ〉 dk (5.45)
defines a symplectic form on L(b). With respect to this form, the flows are Hamiltonian,
with Hamiltonian nHm+n, where Hs is defined by
k = K +
∞∑
s=1
HsK
−s (5.46)
It may be helpful to note that, in the context of KdV and the Kadomtsev-Petviashvili
hierarchy, the parameter k above plays the role of spectral parameter. The role of
the spectral curve is assumed here by the complex plane, with ∞ as the distinguished
point.Indeed, the Baker-Akhiezer function ψ(x, y, k) satisfies by definition the boundary
condition ψ(x + 1, y, k) = ekψ(x, y, k), and the Lax operator L(x) acting on such a space
should be viewed as dependent on k. Thus the symplectic form in Theorem 8 is a close
analogue of the symplectic forms constructed earlier for Lax operators with spectral pa-
rameter.
We illustrate this construction when n = 2 and when n = 3. The case n = 2 corre-
sponds to the Kadomtsev-Petviashvili hierarchy, and the operator L is given by L = ∂2x+u.
A straightforward calculation shows that
ψ(x, y, k) = ekx+k
2y+B(y)(1 + ξ1k
−1 + · · ·) (5.47)
with B(y) =
∫ y
0
∫ 1
0 u(x, α)dxdα, and ∂xξ1 = −12u+ dBdy . The space L(b) is defined then by
the constraint ∫ 1
0
u(x, y)dx = b (5.48)
and we have ξ1 = −12
∫ x u+bx. It follows readily that ψ† = e−(kx+k2y+B(y))(1−ξ1k−1+ · · ·),
and the symplectic form becomes
ω = Res∞〈(1−ξ1k−1+· · ·) δu∧(δξ1k−1+· · ·)〉 dk = 〈δu∧δξ1〉 = −1
2
〈δu(x)∧
∫ x
δu〉 (5.49)
This is the Gardner-Faddeev-Zakharov symplectic form for the KdV equation.
The case n = 3 corresponds to the Boussinesq hierarchy. Here L = ∂3x + u∂x + v, and
the space L(b0, b1) is the space of doubly periodic functions u and v satisfying∫ 1
0
u(x, y)dx = b0,
∫ 1
0
v(x, y) = b1. (5.50)
We find the following expression for the symplectic form
ω = −1
3
(δu ∧
∫ x
x0
δvdx+ δv ∧
∫ x
x0
δudx) (5.51)
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5.5 Calogero-Moser field equations and isomonodromy equations
Suitably interpreted, the universal formula 5.1 can produce a Hamiltonian structure for
differential equations in diverse contexts, including field versions of Calogero-Moser equa-
tions and monodromy equations [23] [24]. We describe these symplectic structures briefly.
The field version of Calogero-Moser system arises as a zero curvature equation for a
Lax pair L(x, q), M(x, q)
Lt = Mx + [M,L] (5.52)
with elliptic spectral parameter q. Here L(x, q) is a r× r matrix, periodic of period 1 in x
and meromorphic in q. The set-up is analogous to the one considered in Example 2 in the
previous section, with an additional space variable x. The matrix Lij(x, q) now has poles
in q only at q = 0 and q = qj(x). On a suitable space  L of operators L(x, q) satisfying
some specific constraints on their poles and residues, one can construct as before an infinite
number of r×r matrix valued operatorsMn(x, q) whose coefficients are differential expres-
sions in terms of the coefficients of L(x, q), which satisfy the condition that ∂xM+[M,L] is
tangent to  L. The equation (5.52) defines then an infinite number of commuting flows on
 L. As in the construction of the symplectic form for the Kadomtsev-Petviashvili hierarchy,
a unique suitably normalized solution Ψ(x, q) of the equation (∂x − L(x, q))Ψ(x, q) = 0
can be found, with monodromy of the form
Ψ(x+ 1, q) = ep(q)Ψ(x, q) (5.53)
for some unique p(q). Then the following modification of the universal symplectic form
(5.1)
ω = −1
2
∑
α
ResαTr(
∫ x0+1
x0
(Ψ−1δL ∧ δΨ)dx− (Ψ−1δΨ)(x0) ∧ δp)dz (5.54)
defines a symplectic structure on  L with respect to which all the flows (5.52) are Hamilto-
nian. For r = 2, one finds the following expression for the corresponding Hamiltonian
H =
∫
(p2(1− q2x)−
q2xx
2(1− qx)2 + 2(1− 3q
2
x)℘(2q))dx (5.55)
giving the equations of motion for the poles q(x). In terms of q(x) and its conjugate
variable p(x), the symplectic structure leads to the simple Poisson bracket
{p(x), q(y)} = δ(x− y). (5.56)
It is noteworthy that after a change of variables, this system coincides with the well-known
Landau-Lifshitz equation.
Next, we discuss the isomonodromy problem. Let V be a stable rank r and degree rg
holomorphic bundle on a genus g Riemann surface Γ, and let [V ] = {γs} be the divisor of
its determinant bundle. Let D =
∑
m(hm+1)Pm be a divisor which does not intersect [V ].
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Consider meromorphic connections L = L(z)dz on V with poles at Pm of degree ≤ hm+1.
As shown in [24], they can be represented by meromorphic matrix-valued differentials L
with a pole of order hm+1 at Pm, with the property that outside D, the differential L has
simple poles at the points γs. The Laurent expansion of L in a neighborhood of γs
L = (
Ls0
z − zs + Ls1 +O(z − zs))dz, zs = z(γs) (5.57)
is assumed to satisfy the following constraints
(i) the singular term Ls0 is a rank 1 and trace 1 matrix, i.e.,
Ls0 = βsα
T
s , α
T
s βs = Tr Ls0 = 1, (5.58)
where αs, βs are r-dimensional vectors.
(ii) The vector αTs is a left eigenvector of the matrix Ls1
αTs Ls1 = α
T
s κs. (5.59)
The following characterization of these constraints is essential: A meromorphic matrix-
valued function L in a neighborhood U of γs with pole at γs satisfies them if and only if
it is of the form
L = dΦs(z)Φs(z)
−1 + Φs(z)L˜s(z)Φ
−1
s (z), (5.60)
where L˜s and Φs are holomorphic in U , and det Φs has at most a simple zero at γs. For
any point P ∈ Γ, it follows from (5.60) that the equation
dΨ = LΨ (5.61)
admits a multi-valued solution in Γ \ D. The analytic continuation of Ψ defines the
monodromy representation of L. The isomonodromy problem is the problem of describing
the deformations of L which preserve the monodromy representation as well as certain
local data at the singular points Pm called Stokes matrices and exponents. In order to
define these data, it is necessary to fix a normalization point Q ∈ Γ, and hm-jets of local
coordinates in the neighborhoods of the punctures Pm.
Let h = {hm,∑m(hm + 1) = N} be a set of non-negative integers. We denote by
Mg,1(h) the moduli space of smooth genus g algebraic curves with a puncture Q ∈ Γ, and
fixed hm-jets [wm] of local coordinates wm in the neighborhoods of the punctures Pm. The
space Mg,1(h) has dimension
dim calM g,1(h) = 3g − 2 +N (5.62)
The space A(h) of admissible meromorphic differentials L on algebraic curves with fixed
multiplicities hm + 1 at the poles can be viewed as the total space of the bundle
A(h) −→Mg,1(h) = {Γ, Pm, [wm], Q} (5.63)
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For a fixed point of Mg,1(h), the monodromy data, Stokes matrices, and exponents
uniquely define L. In [24], special coordinates ta were introduced and it was shown that
the isomonodromy deformations on the space A of meromorphic connections are described
by the zero curvature equations
∂taL˜− dM (a) + [L˜,M (a)] = 0 (5.64)
for suitable M (a). The corresponding flows commute. Furthermore, as in all the models
described previously, they turn out to be Hamiltonian with respect to the symplectic
structure defined by
ω = −1
2
(Res[V ]Tr(ψ
−1δL ∧ δψ) + ResDTr(Ψ−1m δL ∧ δΨm) (5.65)
Here ψ and ψm are the solutions of the equation (5.61) in the neighborhoods of the points
in the divisors [V ] and D respectively. An explicit expression of the symplectic form in
terms of the monodromy data and Stokes matrices was also found in [24]. It should be
stressed that, even in the case of genus 0, a symplectic structure on the space of Stokes
matrices with one irregular singularity of order 2 and one regular singularity was found
only recently [48]. In the case of elliptic curves, the monodromy data consists of just two
matrices A and B, modulo conjugation, and the monodromy matrix is J = B−1A−1BA.
The symplectic form ω becomes in this case
ω(A,B) = Tr(B−1δB ∧ δAA−1 −A−1δA ∧ δBB−1 + δJJ−1 ∧ B−1A−1δ(AB)) (5.66)
It had also been found in [49] under a different form.
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