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Abstract 
In this paper the authors discuss the Digital Elevation Model (DEM) based GIS algorithms, 
applicable for automatic creation of input data needed by hydrological models. The expected 
source of DEM data are standard digital data sets that a modeler can purchase from the official 
data sources. The DEM has to be cleared from errors and prepared for standard hydrology usage 
as the depressionless version, or a version of DEM where only small depressions are filled-in, 
while larger depressions are extracted as separate objects. The slopes and aspects are calculated 
from such DEM. The flow accumulation image is created using slopes and aspects and using 
information about large ponds. From flow accumulation image the surface drainage network is 
extracted with user-specified density. Based on slopes and aspects, the catchment is delineated 
into subcatchments, the areas drained by each river segment. Finally, the model-specific 
parameters like length of flow segment along the terrain and along the river to the subcatchment 
outlet, slope of those segments, subcatchment shape factor, or subcatchments mean or weighted 
slope are calculated. Paper explains the used algorithms and emphasizes the problems one can 
encounter during the usage of DEM data using examples from River Drina catchment. Finally, 
the authors comment on overall usability of presented GIS algorithms, especially if purchased 
data are of low quality. 
Keywords: Hydrologic models, data preparation, DEM 
1. Introduction 
Hydrologic models are simplified, conceptual representations of a part of the hydrologic cycle. 
They are primarily used for hydrologic prediction and for understanding of hydrologic 
processes. Two major types of hydrologic models can be distinguished: a) stochastic (or black 
box) models, which use mathematical and statistical concepts to link a certain input (for 
instance rainfall) to the model output (for instance runoff), and b) process-based (or physically 
based or deterministic) models, which try to describe by equations the physical processes 
involved, such as snow melting, evapotranspiration, surface runoff, subsurface flow and 
channel flow. Physically based hydrologic models can be subdivided into single-event models 
and continuous simulation models. Over the past several decades, the physically based 
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modeling has become a standard method for investigation and study of almost all kinds of 
catchment-related hydrological problems: the effect of catchment changes, prediction of 
ungauged catchment behavior, spatial variability in catchment inputs and outputs, movement of 
pollutants and sediment etc. By using hydrologic modeling, the researcher tries to develop a 
more global approach to the understanding of the behavior of hydrologic systems, in order to 
make better predictions and to face the major challenges in water resources management. 
The essential component of each physically based model is the availability of data about 
the system itself. For hydrology models, this means that the detailed knowledge of land cover 
and vegetation types, land topology, underground soil types and water levels is needed. For 
distributed models, the spatial and temporal variability of all those data is needed. The 
possibility to rapidly combine large data volumes of different types in a GIS (Geographic 
Information System) has led to a significant increase in its use in hydrological applications. It 
also provides the opportunity to combine data from different sources and of different types 
(Elgy et al. 1993). Some of the typical applications of this approach is the usage of remotely 
sensed images for extraction of the terrain canopy data or the use of a digital terrain model 
(DTM), or digital elevation model (DEM) for extraction of hydrologic catchment properties, 
such as elevation matrix, flow direction matrix, ranked elevation matrix and flow accumulation 
matrix (Jenson and Domingue (1988), Prodanović et al. 1998).   
There are several widely accepted physically based hydrological models on the market 
today. Some of them are: HYSIM (HYdrological SImulation Model) by WRA (2009), HSPF 
(Hydrologic Simulation Program Fortran) by U.S. EPA (2009), MIKE SHE by DHI (2009), 
SWAT (Soil and Water Assessment Tool) by USDA-ARS (2009) and WMS (Watershed 
Modeling System) by Aquaveo (2009).  
In this paper, the usage of GIS routines, tailored for use with the SWAT hydrological 
model, is presented. The SWAT model delineates the catchment area into the set of the HRUs 
(Hydrology Response Units) with homogenous land, soil and vegetation parameters. Detailed 
description of the SWAT model itself (Arnold et al. 2002) and specific upgrades of the SWAT 
model are given in the paper (Simić et al. 2009).  
The purpose of routines described in this paper is to automatically prepare the DEM-related 
parameters for each HRU and link HRUs to the downstream HP (Hydrology Profile, or 
catchment), where water balance is made. Firstly, in this paper the availability of DEMs will be 
analyzed, along with the necessary resolution and accuracy. From DEM, a number of space-
related derivatives are created and used: slopes, aspects, ponds, surface flow paths etc. The 
paper will describe in detail those algorithms and will present some results based on the River 
Drina catchment area. Also, the methods of HRU creation and spatial parameter averaging 
within HRU areas will be discussed. 
For the sake of brevity, the other types of data needed by SWAT, which could be also 
prepared using GIS routines, are not covered by this paper. This includes the GIS operations 
with the linear features, such as rivers, and point features (meteorological stations mostly) with 
the everlasting problem of optimal spatial extrapolation. Of course, both features strongly 
interact with the DEM: the rivers can be extracted from the DEM and since the rainfall intensity 
depends on the altitude, the spatial interpolation has to be DEM driven. 
Throughout the paper, the data accuracy and usability will be assessed, especially if data 
are purchased in digital format, with the intention to “use them as they are”, i.e. without further 
processing (Prodanović et al. 2006). Different data users need different kinds of terrain 
elevation interpretation in digital form (or digital terrain representation). For hydrology, for 
example, the absolute elevation is not so important, but the slope and the direction of slope are 
very important. Also, river bifurcation in flat areas is important for cartographers, but for simple 
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hydraulic river flow models, as the ones used in hydrology models, parallel river flow paths 
have to be divided into the major, connected, flow path and the minor, disconnected one. 
2. Spatial data - DEM 
Performance and reliability of hydrology models are highly dependent on the quality of terrain 
elevation representation, in terms of accuracy and resolution. Most physical processes (such as 
surface flow and surface retention, temperature and precipitation distribution and land cover 
distribution) depend on terrain slopes, sun exposure and absolute terrain height. The 
methodology of DEM creation is too complex and is out of the scope of this paper. It will be 
assumed that DEM of sufficient resolution and accuracy is available in raster format, with 
regular grid size. 
2.1. DEM presentation 
For representation of the terrain heights in digital form, a number of techniques can be used 
(Burrough 1993): isoheight lines, spot heights, regular grid and TIN – Triangular Irregular 
Network. The pros and cons of different data formats usage in hydrology are discussed in 
(Prodanović 1999). The regular grid (Figure 1), the matrix of equally spaced Z values, can be 
considered  as an optimal solution, since, due to the fact that  simple data storage scheme for the 
spatial analyses is easy to define, most contemporary data capturing techniques use that format 
and the fact that the amount of the stored data is acceptable. However, one of the main 
drawbacks of this approach is that spatial resolution has to be defined in advance because no 
sub-grid height data can be obtained (Garbrecht and Martz 1996). 
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Fig. 1. DEM representation using regular grid 
As an example of raster DEM, Figure 2 presents the DEM of the Drina catchment. On the 
left-hand side of the figure, the cartographic representation of River Drina and its tributaries is 
given, while on the right-hand side of figure the River Drina catchment’s DEM is plotted by 
using colour coded elevations. DEM originated from the Serbian National Military Geodesy 
Department (NMGD): contour lines and spot heights were digitized from 1:300000 maps and 
processed using TIN and regular grid generated with the 100x100 m grid size. 
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Fig. 2. River Drina and the DEM of its catchment, pixel size 100x100 m (Jaroslav Černi 
Institute 2005) 
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Fig. 3. Frequency distribution of heights in Drina catchment DEM 
For hydrological application the DEM has two main usages:  as a source of height data for 
modelling of processes that are strongly altitude-correlated, and for simulation of the surface 
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water flow and computation of subcatchments, flow paths, ponds etc. For the second DEM 
usage, data imperfections contained in the DEM may directly compromise the results of such 
analysis, compromising the hydrology model. So it is important to have accurate DEM, with as 
little noise as possible (or, to have “hydrologicaly correct” DEM).  
Figure 3 presents a common problem that can be found in commercial DEMs, created from 
paper maps. Since isoheight lines were used for DEM creation, they will largely influence the 
final product and will dominate in altitude (height) frequency distribution curve, i.e. the DEM 
will have a large number of pixels with constant Z values, and therefore a large number of flat 
regions.  Since the quality of DEM mostly depends on the source of data, detailed DEM 
analysis and pre-processing are often required. The best approach is to produce a custom-
tailored DEM with a pre-specified resolution (Garbrecht and Martz 2000). However, in the 
majority of cases, this solution is cost prohibitive, and a custom off-the-shelf DEM data set that 
is already available has to be used. Therefore, the usual procedure is to correct the existing 
DEM, as described below. 
2.2. Slopes and aspects from DEM 
One of the main parameters of all physically-based hydrological models is the slope of terrain 
and direction of the steepest slope. In general, with DEM in the raster format, it is quite simple 
to compute the first derivatives and determine the slope and the aspect (direction of maximal 
slope) of the terrain. 
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Fig. 4. Slope and aspect calculation from DEM – an example of second order derivative 
There are numerous algorithms for slope and aspect calculation from raster DEM. All 
algorithms are “window-based”, i.e. the slope and aspect of the current cell are based upon the 
elevations of the surrounding cells. The simplest algorithm is D8, introduced by O'Callaghan 
and Mark (1984), where flow is transferred toward the lowest surrounding pixel, so that aspect 
values have a fixed 450 resolution. Somewhat better approach is D(or DInf) used by Tarboton 
D.G. (1999) where aspect is a continuous value, but is not calculated by using all surrounding 
pixels. Burrough (1993) suggest calculation of slope and aspect by the process of fitting the flat 
surface through either 4 neighboring pixels in a 3x3 window (1-st order derivative), or 8 pixels 
(2-nd order derivative, as presented in Figure 4). As a general rule, higher accuracy slope 
calculation methods are more susceptible to errors and noise in DEM.  
After the slopes are calculated, the accuracy and quality of used DEM can be better 
assessed. All pixels equal to zero can be plotted by simple reclassification of slope image, i.e. 
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all horizontal areas can be easily visualized. Within DEM it is assumed that horizontal areas are 
found only inside some lakes. However, in most cases, the result will be similar to the one 
obtained from DEM of River Drina catchment, Figure 5. Black areas of the central image 
represent the horizontal areas of the catchment. A closer look at the selected part of the 
catchment (left-hand image in Figure 5) presents the source of the problem: the slope around 
isoheight lines is not equal zero, and within the areas bounded by the same isoheight line, the 
height is constant, and the slope is zero. 
The right-hand part of the Figure 5 gives the insight into the slope distribution. In almost 
23% of the catchment area the slope is equal to zero. Also, there are some pixels with unusually 
high slopes, indicating the possible erroneous height values in DEM (often the case of mis-
interpretation or mis-typing of height values during spot height digitalization). 
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Fig. 5. Slope of DEM reclassified to flat (black areas) and non-flat areas (central part of figure) 
for River Drina catchment, detailed view of continuous slopes (left-hand part of figure) and 
frequency distribution of slopes (more than 23% of the catchment area has flat pixels) 
2.3. Correction of horizontal areas in raster DEM 
Large number of horizontal areas that can be found in raster DEM is directly related to the 
DEM creation phase. If raster DEM is produced from TIN, and TIN is created by digitizing the 
isolines (either from old paper maps or from orthophotos), the large number of points along one 
iso-line (known as “over-digitizing” practice) will tend to make triangles where all three points 
are within the same iso-line. This is presented on the left-hand side of Figure 6, where isoheight 
lines are densely digitized processed by TIN. Large number of triangles are created, with points 
laying on the same isoheight line (marked with circles on the figure), resulting in horizontal 
areas. 
Right-hand part of Figure 6 presents the simple solution to the problem of flat areas 
creation. The breakline has to be digitized first, as it lies along the ridge or streams. That 
breakline will prevent the creation of horizontal triangles. Also, number of digitized points has 
to be much smaller to keep the triangles as regular as possible.  
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Fig. 6. DEM creation phase: Difference between terrain digitization without (image on the left) 
and with break lines (image on the right) that prevent formation of horizontal areas 
In order to have DEM as accurate as possible, with good slope and aspect presentation, 
during the process of data capturing a care should be taken to have appropriate point density 
and all major breaklines. However, the explanation of the source of the problem (Figure 6) is 
useless since the user is faced with a purchased, ready-made DEM, in raster format. There is no 
possibility to go one step back, improve the TIN model using break lines and produce better 
DEM. Since automatic delineation of surface flow paths and subcatchments is largely 
influenced by aspect data, in such situations the correction of raster DEM, where no information 
about terrain features exist, is needed. 
In order to correct a large number of horizontal areas in raster DEM, the standard procedure 
is to use the low-pass filter. Such filter can be applied with different kernel sizes, repetitively 
until all flat regions are filtered-out. However, this kind of filtering has one drawback – 
although it will “smooth” the surface and make it “curved”, it will also reduce the heights of 
terrain peaks and increase the heights of the valleys.  
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Fig. 7. Sample terrain cross section with errors - flat areas (upper image) after application of 
low-pass filter (lower left image) and modified conditional low-pass filter (lower right image) 
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Figure 7 illustrates the effect of heavy low-pass filtering of DEM: in the genuine DEM  flat 
areas will be curved, but small variations in natural slope will also be smoothed-out and height 
of peaks and valleys will be changed. A much better approach is to apply the low-pass filter 
only on flat pixels which are located at the border of larger flat regions. Such routine was 
developed by Prodanović (Stanić et al. 2004) and successfully used in GIS based model for 
surface flooding (Boonya-aroonnet et al. 2007), (Leitão et al. 2008), (Maksimović et al. 2004) 
and (Maksimović et al. 2009) and naimed “conditional filtering”. Routine runs iteratively: 
during each iteration the flat areas are delineated and low-pass filter applied around the flat 
area’s border. In each iteration the edges of flat areas are curved in a way that changed pixels 
(or curved terrain) hold the genuine aspect of surrounding terrain. Lower right part of the Figure 
7 presents the result of conditional filtering. 
3. Raster DEM derivatives needed for hydrology model 
3.1. Ponds and depressions from DEM 
One of the most exciting uses of DEM in hydrology is the possibility to “roll a ball” over the 
terrain (using aspect and slope data) and to record the natural surface flow paths. This algorithm 
is often referred to as “surface flow tracing algorithm”. It will determine the natural flow paths 
represented through the branched structure of streams and rivers, thus it can delineate the 
catchment area (Đordjević et al. 1999). If the genuine DEM has depressions (or ponds) in it, 
they will prevent the flow tracing algorithm from reaching the end of catchment, flow path will 
be “trapped” by the lowest point in the depression, the “pit cell”. 
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Fig. 8. Terrain cross-section with depressions – large, small and overlapping 
Unfortunately, almost every DEM has pit cells in it (Figure 8). They can be a consequence 
of the existence of the natural depression which was correctly entered into the DEM 
(depressions A, B and C in Figure 8), or, more often, they can be the result of wrong DEM 
interpolation. In the latter case the area of the resulting pond will be in most cases small and 
should be filled (DEM pixels should be raised) in order to allow for uninterrupted surface flow.  
However, if true depressions exist in the DEM, there is a possibility to fill those 
depressions also, thus creating the “depressionless DEM” (Band 1986). This approach is often 
used by commercial GIS packages, but if some depressions are left in the DEM on purpose, this 
method will mask them, although they represent an important hydrological feature. Another 
approach can be to delineate the boundary of the depression, find the exit point from the 
depression and calculate the stage (elevation)-volume curve and stage-area curve (Prodanović 
1999). The data can then be used in surface flow modeling, in order to simulate the depression’s 
72               D. Prodanović at al.: DEM-Based GIS Algorithms for Automatic Creation of Hydrological Models Data 
storage capability. The surface flow routine can then be used to create the link between the 
depressions, where the care should be taken about so-called “covered” depressions (depressions 
B and C in Figure 8). 
The pond delineation algorithm that works with raster DEM image consists of several 
steps. First, a list of all pit pixels in DEM is created and sorted depending to their height (Figure 
9, upper right-hand corner). The pixel represents a pit if it has the lowest Z value in its 3x3 
window, i.e. within 8 surrounding neighbors. The list of sorted pit pixels is then used to 
delineate ponds, starting from the lowest one. 
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Fig. 9. Delineation of ponds – an example DEM with three ponds 
For each pit from the pit list, iteratively two lists are created: the list of pond’s pixels and 
the list of boundary pixels (during the first iteration, the pond list holds the pit pixel only, and 
the boundary list holds the 8 neighboring pixels). Then, in each iteration: 
a. The lowest pixel in the boundary list is checked for being the exit from the pond, either 
natural (i.e. if the aspect direction for this pixel points outwards), or through drainage 
pipe (i.e. if this pixel lies over the drainage pipe).  
o If this pixel represents a natural exit, the pond delineation process ends. The 
stage-volume and stage-area curves, the boundary polygon and data regarding 
the exit point and its direction are printed. DEM is changed in such a way that 
all pond pixels should have the same Z value, it being equal to the Z value of the 
exit cell. Next pit cell from the list is then selected and the process continues. 
o If this point is common to the drainage pipe, too, it is marked as the connecting 
point and the pond delineation process is continued. 
o Otherwise is the process of pond delineation is continued. 
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b. The lowest pixel in the boundary list is moved to the pond’s list, the boundary list is 
updated, and the process is repeated from the step a) onward. 
The Figure 9 explains the pond delineation process for the sample DEM and three ponds. 
Since ponds are delineated from the lowest pit cell, it is possible to have overlaying ponds, the 
ponds that are lying over the previously delineated pond (as pond No. 3 in Figure 9, which 
covers the pond No. 2). The developed algorithm takes care about covering ponds and shall 
print the list of existing links between ponds. So, the total volume of the pond No. 3, for 
example (Figure 9), can be easily determined from: 
      3 2 3Vol Vol Vol   (1) 
Standard pond delineation procedure will terminate when the lowest exit point is found. 
However, the more advanced pond delineation algorithm is also developed, which can search 
for multiple exit points. The algorithm will not stop at the first exit point, but will continue to 
fill the pond until all exit points (or previously defined number of exit points) are found.   
Figure 10 presents the result of multiple exit point algorithm: in the upper right corner, a 
sample DEM is given, with one pit cell and a pond with multiple exit points. This algorithm 
will find all exits, sort them and plot the cross-section profile (exit profile A and exit profile B, 
in Figure 9), which can be used as a channel profile for depression-outflow calculation. 
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Fig. 10. Pond’s exit cross section with multiple exits 
The importance of DEM filling can be seen in Figure 11, where the left-hand side of the 
figure presents the nice 3D view along the River Drina valley. However, if a closer view is used 
(right-hand side of the figure) the consequences of a wrong TIN usage during DEM 
interpolation can be seen. Inadequately created triangle has formed the pond, which will prevent 
the natural propagation of surface flow path (for the sake of better visual presentation, the DEM 
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was firstly corrected using rivers, averaged using low-pass filter and then overlaid on the top of 
genuine, wrong DEM). 
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Fig. 11. An error in DEM prevents the successful flow path tracing 
3.2. Surface flow path tracing 
One of the main benefits of DEM usage in hydrology models is the possibility to automatically 
extract the surface flow network. If all morphological terrain characteristics are correctly 
represented by DEM, the obtained surface flow map should correspond to the existing map of 
rivers (Lhomme et al. 2004). 
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Fig. 12. Sample DEM (left), its aspect image (central) and flow accumulation image (right) 
All surface flow path tracing algorithms are based on a calculated aspect image (Subsection 
2.2, Figure 4), where each pixel holds the directional angle of its maximal slope. Figure 12 
presents the sample case of DEM (left side of image, DEM heights are given for each pixel) and 
calculated aspects (in the central image, angle is calculated using 1st order derivative and the 
directional angle is oriented clockwise from the South). On the right-hand side of the Figure 12 
the “flow accumulation image” is given: the value within each pixel equals the number of 
upstream pixels, i.e. for each pixel the total flow-contributing area (or the upstream area) is 
known.   
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Fig. 13. Raster-based and raster/vector-based flow path tracing approach 
The algorithm for flow accumulation generation in a raster system can be quite simple: for 
each pixel the downstream pixel (pixel along the aspect angle) among 8 surrounding pixels is 
marked and used for next iteration. The algorithm is presented in the upper left corner of Figure 
13: starting with the central pixel, water will flow towards the marked down-right pixel. If such 
an algorithm is used for terrain presented in the lower half of the Figure 13, the computed exit 
point will significantly differ from the actual exit point.  
Much better and more complex routine was developed and used in automatic preparation of 
data needed for SWAT hydrological models. The flow path tracing algorithm simulates the 
“ball rolling” over the terrain. This algorithm is the combination of raster and vector 
approaches: for each pixel in a DEM a water flow is traced using the vector representation of 
the flow (as given in the upper right-hand part of the Figure 13) until the end of the DEM is 
reached (starting from the pixel’s center and using the aspect angle as direction, the exit and 
entrance points for each pixel are calculated). Whenever the calculated flow path enters into the 
new pixel, its count of total upstream pixels is increased by one. By the use of such an 
algorithm on the test DEM presented in the lower part of the Figure 13, the correct exit point 
will be found. 
The result of the used algorithm can be either global, in raster format, where flow 
accumulation image is created (Figure 12, image on the right-hand side), or local, in vector 
format, where vector representation of surface flow path originating from certain point within 
DEM is computed (Figure 13, the lower part). In hydrological modeling, the flow accumulation 
image is very useful, since it can be used for extraction of the river network with different flow 
contribution (upstream) areas. Figure 14 presents the result of such analysis performed for River 
Drina catchment: by increasing the upstream area from 300 ha to 10000 ha, the surface network 
can be easily simplified, leaving only main rivers. 
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Fig. 14. Influence of different upstream area thresholds on river network density 
However, the same figure clearly presents the influence of the DEM with large number of 
false ponds on the result of surface flow analysis. The surface flow tracing algorithm will in 
such situations terminate its operation as those false ponds are encountered (Figure 11 is an 
example of such behavior), leading to a large number of “broken”, or disconnected river 
segments. To overcome those problems, the filling (Figure 8) and breaching (Maksimović et al. 
2009) algorithms are necessary, or delienation of depressions and linkage of flow path and 
depressions.  
3.3. Subcatchment delineation 
Subcatchment is the area drained by certain sink point (manhole, for example, or small 
depression) or a line (river or channel). Subcatchment area and its topographic attributes 
(average slope, shape, length etc.) are needed for all physically based hydrological models. 
Once when drainage network is known, the catchment area partitioning (or delineation) should 
be done according to the elevation map, following the natural surface flow paths. Historically, it 
was performed manually, following ridges and watersheds from paper maps, or on-screen 
digitizing. However, having the DEM, the delineation for certain river network could be done 
automatically (Freeman 1991). 
 In general, there are two possibilities for automatically delineation of subcatchments. The 
first one would be to use the “downstream” approach: each pixel in grid system is used as the 
source pixel for flow path tracing, until some sink point or line is reached. The ID of the source 
pixel is then changed to reflect the ID of the found sink pixel. This approach would be based 
upon the previously described flow path tracing algorithm (Section 2.4) and would be consistent 
with the flow accumulation image and its derivative, the surface flow network. However, such 
an algorithm has also few major drawbacks: firstly it is highly sensitive to DEM errors and 
small depressions, and secondly, if the point sinks should be used, large portions of catchments 
would be un-drained since most flow paths would miss the terminal sink points.  
Another possibility for delineation of the subcatchments is to use the “upstream” approach: 
the algorithm will “climb” upstream from given sink pixel(s) until all pixels that can supply the 
Journal of the Serbian Society for Computational Mechanics / Vol. 3 / No. 1, 2009  77 
water to the sink pixel(s) are collected. Such approach is more robust regarding the small errors 
in DEM and can produce more realistic boundaries of subcatchments than the previous one.  
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Fig. 15. Iterative and recursive method of subcatchment delineation 
The “upstream” approach can be implemented either iteratively or recursively (Figure 15). 
The iterative approach will scan the whole DEM for pixels already assigned to certain 
subcatchment, which have unresolved upstream neighboring pixels. Such pixels will receive the 
ID’s of their downstream pixels. The process will reiterate until no new pixels can be resolved. 
The process is slow, especially for large DEMs that contain millions of pixels. 
The recursive method of subcatchment delineation will, on the other side, “walk upstream” 
from the source pixel, until all pixels of the subcatchments are resolved (Figure 15, right-hand 
side). Both methods will produce the same result, but the recursive method is much faster for 
large DEM images. For both methods it is essential to use sorted list of source pixels. 
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Fig. 16. Criteria for selection of a downstream pixel 
The “upstream” approach of subcatchment delineation needs certain additional criteria 
when it has to decide whether certain corner pixel is upstream (or downstream) or not. Figure 
16 presents the problem: the aspect value of [i][j] pixel Aij is such that water will flow towards 
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its South-oriented pixel. But the south-oriented east pixel can be also seen as the downstream 
pixel, since certain amount of water can also flow towards that corner. To facilitate the 
“upstream” approach, two new variables are introduced, as presented in Figure 16:  
1. the outflow angle α, which defines how wide can water spread from certain pixel, and 
2. the acceptance angle θ, which defines the part of certain boundary that has to be 
covered by the outflow angle in order to consider that pixel as downstream pixel. 
Both variables can be constant for the whole catchment, or can be a function of a DEM 
image (for example, the outflow angle can be large for flat areas and small for steep areas) or 
coverage image (for example, the influence of man-made objects can be simulated using those 
variables). The default value for outflow angle is 900 and for acceptance angle is 5.70. It is also 
possible to use iterative adjustment of acceptance angle: in the first iteration the delineation can 
be conducted with the default value, and if some pixels of the catchment are un-delineated, in 
the next iteration the value of the acceptance angle can be increased. 
 Figure 17 presents the result of automatic subcatchment delineation for given stream of 
surface flows – rivers. First, the rivers are rasterized by using the river ID as the pixel ID. Then, 
the pixels along the rivers are sorted depending to their altitude and used as source pixels in the 
upstream recursive method (Figure 15). The default values are used for outflow and acceptance 
angles. However, after delineation of the whole catchment, if  some pixels should still remain 
unresolved, the user can re-run the procedure only for unresolved pixels, by using somewhat 
wider outflow and/or acceptance angles. 
Subcatchments for river sections
Result of delineation in raster form      Result of raster boundary vectorization
 
Fig. 17. Result of subcatchment delineation in raster in vector format 
The left-hand side of the Figure 17 presents the output of this procedure, in raster format, 
where each pixel has the ID of the corresponding downstream receiving river. For most GIS 
systems it is better to have the boundary in the vector format, as well as lines and connecting 
points, therefore a specialized vectorization routine was developed. The routine will firstly 
create the common points at the intersection of the three subcatchments (Figure 18) and then 
will run the line generalization routine (Douglas and Peucker 1973), (Hershberger and Snoeyink 
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1992) for boundary lines between those common points. Depending on the used filtering 
parameter, the number of line vertexes could be dramatically reduced. 
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Fig. 18. Vectorization routine has to be customized, to keep the junction points in resulting 
vector image 
The subcatchment delineation routine will delineate the whole catchment if the DEM is 
prepared as “depressionless DEM” (Band 1986), i.e. if all depressions are filled-in (Section 
3.1). If larger depressions (or ponds) were not corrected in DEM, after subcatchment 
delineation the ponds would behave as shades – they would prevent the upstream water to reach 
the recipient, the river, since they would trap the water.  
One of the possible solutions in the case that DEM has ponds in it is to use separately the 
previously delineated ponds as a source for the new delineation run. The result of such 
delineation will be the boundary of pond’s subcatchment, i.e. the area drained by each pond. 
Applying the basic hydrology analysis to convert the net rainfall in such an area into the 
outflow that runs into the pond and fills it with water, the water balance equation can be applied 
by using the stage-volume curve extracted for that pond.  By using the surface flow path tracing 
(Section 3.2) with the origin at the pond’s exit point, the pond’s overflow can then be routed to 
the nearest downstream river. 
4. DEM-related parameters used in SWAT 
There are a number of parameters related to DEM that most physically based hydrology models 
need. Firstly, all physically based models need a drainage network. The network can be entered 
into the model either directly, by digitizing the rivers from paper maps (or simply purchasing 
the layer of river vector lines), or by using DEM in order to prepare the flow accumulation 
image (Figure 12) and true drainage network (Figure 14) and extracting the river network for 
specified upstream threshold area. The DEM-based approach is much more versatile of the two, 
since user can easily change the level of detail (or river rank) in the hydrology model. 
Secondly, the model needs the “contributing” area for each river segment. Traditionally, 
this area was entered by manual drafting and looking at the paper isoheight maps. The 
developed algorithms can use the DEM and the rivers as a source points, and “delineates” the 
whole catchment into the subcatchments, or “contributing” areas. Once that subcatchment 
boundaries are known, it is easy to calculate the subcatchment area, average, minimum and 
maximum height, or average, minimumal and maximum slope (Figure 4). Certain hydrology 
models also require the subcatchment shape factor, mostly calculated as the ratio of its area and 
perimeter. If other catchment data is available in the digital form (land use data, soil type data, 
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canopy data etc.) the subcathment can be used as a “window” to extract all needed statistical 
parameters (percentages of soil types, for example). 
The usage of the surface flow components largely depends on the concept of the 
hydrological model used. There are models that simulate in detail the actual surface flow, 
possible flow accumulation in ponds, the overflow of the water over the pond’s boundary and 
links between several ponds. In such models, the ponds represent an integral part of the surface 
drainage network. More often, the surface flow is not simulated in detail, but instead of that 
only the surface flow parameters are used for calculation of the “time of concentration” 
parameter – the time that water needs to reach the exit of the catchment (Simić et al. 2009).  
The SWAT hydrological model uses the time of concentration for calculation of the surface 
flow rate. For the calculation of the time of concentration, the SWAT model needs the 
following parameters: length of the surface flow path from each pixel up to  the receiving river, 
the average slope along that path, the length along the river and the average slope along the 
river. 
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Fig. 19. DEM with river segment (white line), contributing catchment (subcatchment) and the 
flow paths along the surface and along the river 
Figure 19 presents the sample DEM with the river network (white line), segmented into the 
ranks. The river network is presented as an oriented graph: each river’s segment is oriented 
from its upstream to its downstream node and all river segments are connected to form a 
branched network. Each river’s segment is used to delineate the subcatchments. The boundary 
of one selected subcatchment is presented in Figure 19 with the dashed black line. To calculate 
the parameters needed for the SWAT model, each pixel from within one subcatchment has to be 
used to trace the surface flow path, up to the crossing with the river segment (dashed red line). 
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Then, starting from the point of the surface flow path and the river intersection, the length of the 
river’s segment up to its ending node (i.e. up to the exit from the subcatchment) is calculated 
(solid red line). For both surface and river flow path, the average (the arithmetic mean value) 
slope is calculated by using the slope image.  
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Fig. 20 (a) DEM related parameters needed by SWAT model  
(for subcatchment on Figure 19) 
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Fig. 20 (b) DEM related parameters needed by SWAT model  
(for subcatchment on Figure 19) 
The algorithm explained in Figure 19 has to be invoked for each pixel in the subcatchment, 
in order to calculate the two lengths and two slopes. The result of the calculation are 4 new 
layers, stored in 4 separate images, as presented in Figures 20-a and 20-b (the starting pixel 
used during the calculation presented in Figure 19 is highlighted). The pixel size is 100x100 m. 
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Basic DEM resolution, or raster size, is always a compromise between the level of detail 
needed for computation, the accuracy of the data and the total computing power and time 
resources that one can allocate. On one hand it is important to keep the pixel size small enough 
to capture all important terrain features. On the other side, the concept of the most physically 
based hydrological models is such that a computational unit has to be large enough to allow for 
a proper spatial averaging.  
As mentioned in the introductory section of this paper, the SWAT model delineates the 
space into the set of the HRUs (Hydrology Response Units). HRU can be of different shape, but 
it has to have the homogenous land, soil and vegetation parameters. For each HRU the SWAT 
model will use a set of 5 reservoirs to simulate the water transfer between rainfall, evaporation, 
surface runoff, and underground flow (Simić et al. 2009). To apply such concept, the HRU has 
to be larger then pixel size used in DEM processing.  
Also, the catchment delineation concept, where a large number of small subcatchments, 
one per each river segment, is automatically created, is too detailed for the SWAT model. 
Although the water balance should be calculated per each HRU, the true outflow (or 
hydrograph) is generated only at the exit (outlet) of one larger subcatchment, which consists of 
several upstream small subcatchemnts. In the SWAT terminology, such outlet is referred to as 
“Hydrology Profile” (HP).  
Figure 21 presents an example of HRU and HP aggregation. Within developed algorithm, 
all HRUs are rectangular and defined as an average of the n x n pixels (in the case of Drina 
catchment, n=10. and HRU size 1 x 1 km). At the selected point along the river the user has to 
decide where he wants the establish an HP, meaning that in that point a hydrograph will be 
available and that all upstream subcatchments would be combined into one larger subcatchment 
(the dashed line in Figure 21). 
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Fig. 21. Aggregation of subcatchments and pixels to form SWAT input data 
All parameters (height, slope, distances from the river and lengths along the river, slopes 
toward the river and along the river etc.) are averaged within the HRU. The flow path length 
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along the river (L2 in Figure 21), which was calculated till the end of the small subcatchment, is 
corrected by the total length of downstream rivers, up to the selected HP. For HRUs   located at 
the subcatchment boundary, it is necessary to divide each HRU into smaller parts, one per 
subcatchment. 
The right-hand side of the Figure 21 presents the handling of the other spatial types of data, 
such as soil and vegetation. They are entered as polygons and their data is stored within the 
HRU as the percentage of different area types. 
5. Conclusions 
The life of simulation model users, especially hydrologists, would be much easier if they could 
have available measured data about observed inputs and outputs from the system, together with 
system parameters, and if they could use the contemporary data acquisition and handling 
techniques for automatic creation of input files. Although the first problem of data availability 
is more important, this paper assumes that user can obtain enough data for model calibration 
and verification. This paper address the second problem, how availability of massive and high 
precision input data, such as terrain elevation, surface (canopy) description, rainfall distribution 
etc., can speed up creation of simulation models and even provoke the changing of fundamental 
model concepts. 
In this paper the usage of digital elevation models (DEM) is explored for the needs of 
automatic creation of input data necessary for the application of physically based hydrology 
models. For the computations in River Drina catchment the regular grid of DEM type was 
considered, with 100x100 m pixel size. The DEM containeda number of errors, such as flat 
areas, peaks and pits, so additional data processing (like “deflattening” or conditional filtering 
and small pit removal) was necessary in order to eliminate the imperfections in DEM.  
From corrected DEM, a set of input data for the SWAT hydrology model was created. 
First, a slope and aspect images were computed. Then, the larger ponds were recognized and 
their stage-volume and stage-area curves extracted. By using the flow accumulation image, 
surface flow drainage network is created and checked against the existing river vector data. For 
all river segments contributing areas, or subcatchments, were delineated. Next, for each pixel 
within a certain subcatchment ,the length and slope of the surface flow section up to the river 
and the length and slope of the flow section along the river till the subcatchment’s outflow was 
computed. Finally, all data were resampled and aggregated into the network of HRUs, 1x1 km 
in size. 
It is important to mention that presented DEM-based GIS algorithms and produced data are 
not the only data that hydrological models need. This paper has not covered the GIS operations 
(mostly overlay and reclassifications) on spatial coverage data (representing soil type, land use 
etc.) defined using polygons. Also, the number of GIS algorithms could be used for dealing 
with the linear-features data such as networks, which are defined by using points and 
connections in a form of oriented graph, in a way that an up-stream/down-stream propagation 
through the network is possible. Finally, the point data are also used in GIS in order to prepare 
the data for hydrology models, since points are used in order to keep the measurements from the 
meteorological stations (rainfall intensities, temperatures, radiation, humidity and other 
meteorological quantities). The problem of spatial extrapolation of such point-measured data is 
important and so is the correlation of point-measured data with other spatial data (DEM, 
coverage type, etc.). 
Throughout the paper, the problem of DEM accuracy and usability is assessed, especially if 
data is purchased from a general data supplier in a digital raster format with fixed resolution. 
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Regarding a purchase of digital data for hydrological modeling, the authors can suggest the 
following data checks to be performed: a) check of the fraction of the area that has the slope of 
0%, b) use of the surface flow routing tool (can be found in most GIS packages) in order to 
check whether water will flow across the whole study area if arbitrary source point is selected, 
c) check of the orientation and interconnection of the stream network, and d) use of streams as 
“cut-outs” across the DEM and check whether the slope of a longitudinal section toward the 
lowest, exit node, is continuous. The authors' experience is that in most cases (for instance in 
the case of River Drina catchment), a large amount of additional work is needed for data 
processing and attributing. It is, of course, up to the scientific community to warn the digital 
data producers that they should cope with this problem and  be ready to prepare the user-
specific (or problem specific) views on the same datasets.  
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