Preliminaries of LSs, NNs and NLNs
The concepts of LV and LS Zadeh (1975) firstly proposed the concept of LV in 1975. Let L = {L 0 , L 1 , …, L s−1 } be a finitely linguistic term set with cardinality s, where L i in the linguistic term set L is a LV and s is an odd value. For instance, taking s = 7, one can specify a LS L = {L 0 , L 1 , L 2 , L 3 , L 4 , L 5 , L 6 } = {extremely poor, very poor, poor, medium, good, very good, extremely good}.
Then, any two LVs L i and L j in a LS L should satisfy the following properties (Herrera et al. 1996; Herrera and Herrera-Viedma 2000) :
To minimize the linguistic information loss in the operational process, the discrete
, L 5 , L 6 } can be generalized to a continuous LS L = {L θ |θ ∈ R}, which satisfied the above-mentioned characteristics.
For any two LVs L i and L j for L i , L j ∈L, Xu (2006a, b) defined the following operational laws:
1.
2.
3.
4.

5.
Some concepts of NNs and NLNs
NN proposed by Smarandache (1998 Smarandache ( , 2013 Smarandache ( , 2014 consists of the determinate part t and the indeterminate part vI, which is denoted by B = t + vI, where t and v are real numbers, and I is indeterminacy, such that I n = I for n > 0, 0 × I = 0, and bI/nI = undefinition for any real number n. For example, assume that there is a NN B = 3 + 2I. If I ∈ [0, 0.3], it is equivalent to B ∈ [3, 3.6] for sure B ≥ 3, this means that its determinate part is 3 and its indeterminate part is 2I for the indeterminacy I ∈ [0, 0.3] and the possibility for the number "B" is within the interval [3, 3.6] .
Let B 1 = t 1 + v 1 I and B 2 = t 2 + v 2 I be two NNs for t 1 , v 1 , t 2 , v 2 ∈ R (all real numbers). The operational relationship for B 1 and B 2 is as follows (Smarandache 1998 (Smarandache , 2013 (Smarandache , 2014 ):
In the following, all NNs are considered as positive and are called NNs for short, unless they are stated.
In 2015, Smarandache introduced the concept of NLN expressed by l t+vI in symbolic neutrosophic theory (Smarandache 2015) , where t + vI is NN, t and v are real numbers, and I is indeterminacy.
Operational laws and expected value of NLNs
In this section, we give the operational laws of NLNs and the expected value of a NLN for ranking NLNs.
Definition 1 Assume that l 1 = l t 1 +v 1 I and l 2 = l t 2 +v 2 I are two NLNs, then the operational laws are defined as follows:
2.
4.
Clearly, the above operational results are still NLNs. Then, we define an expected value of a NLN, which is an important index to rank NLNs in the following decision-making problems.
Definition 2 Let L = {l 0 , l 1 , …, l s−1 } be a finitely linguistic term set with cardinality s and l = l t+vI for L be a NLN and I ∈ [inf I, sup I]. Then, an expected value of the NLN l can be represented as Obviously, the bigger the value of E(l) is, the greater the corresponding NLN l is. Based on Definition 2, a ranking method for NLNs can be given below.
Definition 3 Let l 1 and l 2 be two NLNs. Then, their ranking can be defined as follows:
Example 1 Let l 1 = l 3+2I and l 2 = l 2+3I be two NLNs for I ∈ [0.1, 0.3] and the cardinality of linguistic term sets L be s = 7. Then, in this case the ranking order between l 1 and l 2 is given as follows:
According to Eq. (1) we have E(l 1 ) = 0.5667 > E(l 2 ) = 0.4333, Hence, l 1 ≻ l 2 .
Weighted aggregation operators for NLNs
Weighted aggregation operator is an important tool for information aggregation, which can capture the expressed interrelationship of the individual arguments. Based on the operational laws in Definition 1, this section proposes the NLNWAA and NLNWGA operators to aggregate NLNs, which are usually utilized in decision-making problems.
NLNWAA operator
Definition 4 Let l j (j = 1, 2, …, n) be a collection of NLNs. The NLNWAA operator is defined by where w j is the weight of l j (j = 1, 2, …, n) with w j ∈ [0, 1] and n j=1 w j = 1. where w j is the weight of l j j = 1, 2, . . . , n , satisfying w j ∈ [0, 1] and n j=1 w j = 1.
Obviously, the proof of Eq. (3) can be easily obtained according to the operational laws in Definition 1. Hence, its proof is omitted here.
Especially if w j = 1/n for j = 1, 2, . . . , n, then the NLNWAA operator is reduced to a NLN arithmetic average operator.
Then, the NLNWAA operator shows the following properties:
3. Boundedness: Let l j (j = 1, 2, . . . , n) be a collection of NLNs and l min = min(l 1 ,l 2 , . . . ,l n ) and l max = max(l 1 ,l 2 , . . . ,l n ) for j = 1, 2, . . . , n. Then there is l min ≤ NLNWAA l 1 ,l 2 , . . . ,l n ≤l max .
Since the above properties are obvious, their proofs are omitted here.
NLNWGA operator
Definition 5 Let l j (j = 1, 2, …, n) be a collection of NLNs. Then the NLNWGA operator is defined as where w j is the weight of l j (j = 1, 2, …, n), satisfying w j ∈ [0, 1] and n j=1 w j = 1. where w j is the weight of l j (j = 1, 2, . . . , n), satisfying w j ∈ [0, 1] and n j=1 w j = 1.
Proof The proof of Eq. (5) can be given by mathematical induction.
1. If n = 2, then 2. If n = k, by using Eq. (5), we obtain 3. If n = k + 1, by using Eqs. (6) and (7), we obtain SpringerPlus (2016 SpringerPlus ( ) 5:1691 Therefore, according to the above results, we have Eq. (5) for any n. This completes the proof. □
Especially when w j = 1/n for j = 1, 2, …, n, the NLNWGA operator is reduced to a NLN geometric average operator. Then, the NLNWGA operator also shows the following properties:
1. Idempotency: Let l j (j = 1, 2, …, n) be a collection of NLNs. Then there is NLNWGA l 1 ,l 2 , . . . ,l n =l if l j (j = 1, 2, …, n) is equal, i.e., l j = l for j = 1, 2, …, n. 2. Monotonicity: Let l j (j = 1, 2, …, n) be a collection of NLNs. Then there is NLNWGA l 1 ,l 2 , . . . ,l n ≤ NLNWGA l * 1 ,l * 2 , . . . ,l * n if l j ≤l * j for j = 1, 2, …, n. 3. Boundedness: Let l j (j = 1, 2, …, n) be a collection of NLNs and l min = min(l 1 ,l 2 , . . . ,l n ) and l max = max(l 1 ,l 2 , . . . ,l n ) for j = 1, 2, …, n, then there is l min ≤ NLNWGA l 1 ,l 2 , . . . ,l n ≤l max .
MAGDM method using the NLNWAA and NLNWGA operators
In this section, we present a handling method for MAGDM problems by using the NLNWAA and NLNWGA operators. For a MAGDM problem with NLNs, let U = {u 1 , u 2 , …, u m } be a discrete set of alternatives, G = {g 1 , g 2 , …, g n } be a set of attributes, and E = {e 1 , e 2 , …, e p } be a set of DMs. If the weight vector of attributes is W = (w 1 , w 2 , …, w n ) satisfying w j ≥ 0 and n j=1 w j = 1, and the weight vector of DMs is Q = (q 1 , q 2 ,…, q p ) satisfying q k ≥ 0 and p k=1 q k = 1. Then, the steps of the MADM problem are described as follows:
Step 1 According to the decision matrix D k (k = 1, 2, …, p) provided by DMs, by the following formula:
we can get a collective NLN decision matrix:
Step 2 The individual overall NLN l i for u i (i = 1, 2, …, m) is calculated by the following aggregation formula:
or
Step 3 We introduce a de-neutrosophication process in the decision-making problem based on I ∈ [inf I, sup I] ⊂ [−1, 1]. A NLN l i (i = 1, 2, …, m) can be transformed to an interval NLN, which is equivalent to l i = l t i +v i I ∈ l [t i +v i inf I,t i +v i sup I] . Then, the expected value of E(l i ) (i = 1, 2, …, m) is calculated by applying Eq. (1).
Step 4 The alternatives are ranked according to the values of E(l i ) (i = 1, 2, …, m) by the ranking method in Definition 3, and then the best one(s) can be selected according to the largest expected value of E(l i ).
Step 5 End.
Illustrative example
In this section, an illustrative example for a MAGDM problem with NLNs is provided to demonstrate the applications of the proposed decision-making method in realistic scenarios. There is a decision-making problem of manufacturing alternatives in the flexible manufacturing system. Suppose a set of four alternatives for the flexible manufacturing system is U = {u 1 , u 2 , u 3 , u 4 }. Then, a decision is made according to the three attributes: (1) g 1 is the improvement of manufacturing quality; (2) g 2 is the market response; (3) g 3 is the manufacturing cost. The four possible alternatives on the three attributes are to be evaluated by a group of three DMs corresponding to the linguistic term set L = {L 0 : extremely poor, L 1 : very poor, L 2 : poor, L 3 : medium, L 4 : good, L 5 : very good, L 6 : extremely good}, where DMs may contain the linguistic evaluation with indeterminacy I expressed by NLNs according to the linguistic term set. Assume that the weight vector of the three attributes is W = (0.2, 0.5, 0.3) and the weight vector of the three DMs is Q = (0.3, 0.36, 0.34).
Then, the three DMs are invited to make judgments and to give the linguistic evaluation with indeterminacy I expressed by NLNs according to the linguistic term set. Thus, the evaluation results of an alternative u i (i = 1, 2, 3, 4) on an attribute g j (j = 1, 2, 3) are given as the following three NLN decision matrices:
. Ye SpringerPlus (2016 ) 5:1691 Whereas, we use the developed approach to rank the alternatives and to select the most desirable one(s), which can be described as the following steps:
Step 1 According to the above three decision matrices of D k (k = 1, 2, 3), the collective NLN decision matrix is obtained by applying Eq. (8) as follows:
Step 2 By applying Eq. (9), we can obtain the individual overall NLNs of l i for u i (i = 1, 2, 3, 4):
Step 3 For the de-neutrosophication in the decision-making problem, assume that the infimum of I is taken as inf I = 0 and the supremum of I is taken as sup I = 0.1 to consider the minimum and maximum values for indeterminacy I, which are determined by DMs' preference or requirements in real situations. Thus by applying Eq. (1), we can obtain the expected values of E(l i ) (i = 1, 2, 3, 4):
Step 4 Since E(l 4 ) > E(l 3 ) > E(l 1 ) > E(l 2 ), the ranking of four alternatives is u 4 ≻ u 3 ≻ u 1 ≻ u 2 . Therefore, we can see that the alternative u 4 is the best choice among all the alternatives.
Or we can also utilize the NLNWGA operator as the following computational steps:
Step 1′ It is the same result as Step 1.
Step 2′ By applying Eq. (9), we can obtain the individual overall NLNs of l i for u i (i = 1, 2, 3, 4):
Step 3′ By applying Eq. (1) for I ∈ [0, 0.1], we can obtain the expected values of E(l i ) (i = 1, 2, 3, 4):
Step 4′ Since E(l 4 ) > E(l 3 ) > E(l 2 ) > E(l 1 ), the ranking of four alternatives is u 4 ≻ u 3 ≻ u 2 ≻ u 1 . Therefore, we can see that the alternative u 4 is the best choice among all the alternatives.
Similarly, if one considers different ranges of the indeterminate degree for I in NLNs, by Steps 3 and 4 or Steps 3′ and 4′, one can obtain different results, as shown in Tables 1  and 2. For the decision results based on the NLNWAA operator in Table 1 , we can see that the ranking orders of the four alternatives are u 4 ≻ u 3 ≻ u 2 ≻ u 1 from I ∈ [−0.7, 0] to I = 0 and u 4 ≻ u 3 ≻ u 1 ≻ u 2 from I ∈ [0, 0.1] to I ∈ [0, 0.7], and then the best alternative is u 4 . For the decision results based on the NLNWGA operator in Table 2 , we can see that the ranking orders of the four alternatives are u 4 ≻ u 3 ≻ u 2 ≻ u 1 from I ∈ [−0.7, 0] to I ∈ [0, 0.3] and u 4 ≻ u 3 ≻ u 1 ≻ u 2 from I ∈ [0, 0.5] to I ∈ [0, 0.7], and then the best alternative is also u 4 . The illustrative example demonstrates that different ranges of indeterminate degrees for I in NLNs result in different ranking orders of alternatives. Then, the MAGDM method proposed in this paper can deal with the decision-making problems with NLN information (indeterminate linguistic information). If we do not consider the indeterminacy I in NLNs (i.e., I = 0), then this MAGDM method reduces to classical one with crisp linguistic values.
Furthermore, since the indeterminate linguistic part l v i I in NLNs can affect the ranking order of alternatives in the MAGDM problem, the method proposed in this paper can provide more general and more flexible selecting way for DMs when the indeterminate degree for I in NLNs is assigned different ranges in de-neutrosophication process. Therefore, the DMs can select some ranges of indeterminate degrees for I in NLNs according to their preference or real requirements and have flexibility in real decisionmaking problems. Obviously, the main advantage of the proposed method is able to express and handle indeterminate linguistic information in linguistic decision-making environments since the existing decision-making methods (Herrera et al. 1996; Herrera and Herrera-Viedma 2000; Xu 2006a, b; Ye 2015 Ye , 2016 cannot do it.
Conclusion
This paper defined the operational laws of NLNs and the expected value of NLNs for ranking NLNs. Then, we proposed the NLNWAA and NLNWGA operators to aggregate NLN information and discussed their properties. Furthermore, a MAGDM method based on the NLNWAA and NLNWGA operators was established in NLN setting. Finally, an illustrative example demonstrated the application of the presented method. The proposed MAGDM method with NLNs is more suitable for real science and engineering applications because it easily express and handle the indeterminate linguistic information which exists commonly in real life. In the future research, we shall further develop other aggregation operators of NLNs, such as ordered weighted aggregation operators and prioritized weighted aggregation operators of NLNs, and apply them to assignment and resource allocation problems where the indeterminate information of the problems is specified uncertainly.
