Abstract-The orchestration of radio, transport, and cloud resources is a key enabler for efficient service delivery in 5G networks. Orchestration can be achieved with a hierarchical software-defined networking (SDN) control architecture in which a global orchestrator operates above the domain controllers. In such an architecture, the abstraction of resources between the controllers and the orchestrator plays a fundamental role for the system performance. In order to reduce the orchestrator complexity, the controllers should hide as much detail as possible from the orchestrator. On the other hand, the more details are available to the orchestrator the more optimal resource orchestration strategy can be obtained. In order to assess this trade-off, we recently proposed two transport abstraction models, namely big switch (BiS) and virtual link (VL), for centralized radio access networks (C-RANs) with orchestration of radio and transport resources. We observed that VL can provide a more efficient resource orchestration than BiS at the expense of an increased implementation complexity. The contribution of this paper is twofold. We extend the BiS and VL models to make them applicable to any orchestration scenario. Then, we propose a new transport abstraction model, referred to as optical transport transformation (OTT), that aims at achieving efficient resource orchestration with a reduced implementation complexity. We compare the performance of these new abstraction models in a C-RAN use case in which backhaul and fronthaul traffic are carried over a dense wavelength division multiplexing (DWDM) network. Our results prove that in a C-RAN the best choice for the transport abstraction model depends on the availability and the reachability of the radio resources. If radio resources are scarce compared to transport resources, complex transport abstraction models are not needed and a BiS abstraction is the best choice. On the other hand, if radio resources are widely available and reachable, an OTT model guarantees the best overall performance.
I. INTRODUCTION
T he orchestration of radio, transport, and cloud resources is seen as a key enabler for efficient service delivery in the 5th generation of mobile networks (5G).
Orchestration can reduce significantly the cost and the time required for provisioning new services with respect to today's standards by allowing the joint allocation of different types of resources [1, 2] . An example is the dynamic provisioning of virtual content delivery network (vCDN) services, which involves the joint allocation of transport (e.g., broadband access) and cloud (e.g., processing and storage) resources [3] . Another example is the dynamic delivery of mobile access services, which involves the joint allocation of radio (e.g., baseband processing), transport (e.g., backhaul), and cloud (e.g., evolved packet core) resources [4] [5] [6] .
An efficient orchestration of radio, transport, and cloud resources can be obtained using a hierarchical softwaredefined networking (SDN) control plane [6, 7] where different logically centralized domain controllers are responsible for managing different types of resources (see Fig. 1 ). Meanwhile, an overarching orchestrator operates on top of the domain controllers and performs the joint allocation of the resources across the different domains. The domain controllers are responsible for providing the orchestrator with an abstract view of the resources in each domain with an adequate level of details to allow for an efficient orchestration of resources while preserving the scalability of the control infrastructure. As a consequence, a trade-off exists between the level of abstraction (i.e., the amount of information that each domain controller provides to the orchestrator) and the network performance. On the one hand, the controllers should minimize the amount of information shared with the orchestrator in order to limit its complexity and make the control architecture more scalable. On the other hand, the more information available at the orchestrator the more effective the outcome of the resources orchestration work can be.
In this paper, we focus on the abstraction of transport resources, i.e., the information that the transport controller shares with the orchestrator. Specifically, we study the optimal level of abstraction for optical transport networks that will play a major role in 5G networks thanks to their capability of providing high capacity in a cost-and energyefficient way. Several abstraction models for optical transport networks have been recently proposed [8] [9] [10] [11] . In [8, 9] an abstraction model for optical transport networks is presented that offers low blocking probability for connection requests while guaranteeing high scalability for the control infrastructure. The authors in [10] propose three abstraction models for optical transport networks and compare them in terms of potential for efficient management of network resources and implementation complexity. In addition, abstraction models for optical transport networks are currently under investigation in standardization bodies, e.g., in [11] . However, these abstraction models are not optimized for scenarios in which the optical transport resources are orchestrated together with radio and cloud resources. These scenarios differ from conventional network scenarios because some transport nodes connected to specific radio and/or cloud resources can play a major role in the overall system performance, e.g., the service blocking probability. In this paper, we define these nodes as transport hubs. In order to achieve good blocking performance, the transport controller should provide the orchestrator with more detailed information about the transport hubs, while specific information about other transport resources might not be necessary.
In [12] , we proposed two simple transport abstraction models for centralized radio access networks (C-RANs) with orchestration of radio and transport resources. These models, referred to as big switch (BiS) and virtual link (VL), are an adaptation of well-known transport abstraction models [13] and are designed specifically for a C-RAN scenario. BiS is very simple to implement and maintain, but it does not allow for an efficient resource orchestration. On the other hand, VL offers lower blocking probability, but at the expense of a higher complexity. The contribution of this paper is twofold. First, we extend the BiS and VL models to make them applicable to any scenario in which radio, transport, and cloud resources are jointly orchestrated. We also propose a new abstraction model, i.e., optical transport transformation (OTT), that aims at providing good service blocking performance at low complexity. We analyze the proposed abstraction models in the case of a C-RAN in which the fronthaul and backhaul traffic is carried over an optical dense wavelength division multiplexing (DWDM) network. We selected this specific use case because, despite the large number of studies on cloud orchestration, there are only a few works targeting the joint provisioning of radio access networks (RAN) and transport resources. We compare the performance of all the abstraction models presented in the paper in terms of service blocking probability and update complexity. The results prove that in a C-RAN the best choice of a transport abstraction model depends on the availability and the reachability of the radio resources. If radio resources are scarce compared to transport resources, complex transport abstraction models are not needed and BiS is the best choice. On the other hand, if radio resources are available and reachable an OTT model guarantees the best trade-off between service blocking probability and update complexity.
II. ABSTRACTION MODELS
In Fig. 1 , the reference 5G network architecture is presented [14] . It is divided into data plane and control plane. In the data plane, a converged optical transport network interconnects different types of resources, such as fixed access gateways (GWs), RANs, baseband processing hotels (BBHs), evolved packet core (EPC), and cloud data centers. Meanwhile, the control plane is organized in a hierarchical SDN architecture. It comprises three separate domain controllers, i.e., radio, transport, and cloud. The radio controller is responsible for controlling radio resources [e.g., remote radio units (RRUs) and BBHs]. On the other hand, the transport controller manages the optical network. Finally, the cloud controller is in charge of controlling the cloud resources, which include the EPC (which we assume to be virtualized) and the cloud data centers. The controllers are assumed to have full knowledge of the resources in their respective domains and are responsible for providing an abstract view of these resources to the overarching orchestrator using an abstraction model. The orchestrator is in charge of accommodating new service requests (e.g., instantiation of a new vCDN or mobile broadband access service) by allocating the required radio, transport, and cloud resources. The orchestrator bases its decisions on the abstract view of the resources provided by the domain controllers.
In this paper, we focus on the abstraction of the optical transport network, i.e., the abstraction provided by the transport controller to the orchestrator. We introduce the following definitions. Transport I/O: a node in the transport network that is connected to radio and/or cloud resources; transport hub: a specific transport I/O that is connected to important radio and/or cloud resources and plays a major role on the system performance. The transport hubs are a subset of the transport I/Os and depend on the specific use case. Abstract topology: view of the transport network possessed by the orchestrator; physical topology: view of the transport network possessed by the transport controller. In the following, we describe the considered transport abstraction models, namely BiS, VL, and OTT.
In the BiS model the transport controller presents the optical network to the orchestrator as a single node (switch). The input ports of the switch correspond to the transport I/O and the output ports of the switch correspond to the transport hubs. In Fig. 2(a) , an example of the abstract network view provided to the orchestrator is shown. The orchestrator does not have any information about the internal network connectivity and resource availability. On the other hand, the transport controller assigns a set of weights to the input ports, where each weight represents the cost for establishing a connection toward an output port. The weights can represent, for instance, the distance between the corresponding transport I/O and transport hub in the physical topology. The weights are calculated during the generation of the abstract topology and are never updated. The BiS model is very simple because it does not require any update messages to be exchanged between the transport controller and the orchestrator in order to maintain the abstract network view. On the other hand, it provides to the orchestrator only a very coarse knowledge of the transport resources, which limits the efficiency of resource allocation.
In the VL model, the transport controller presents the optical network to the orchestrator as a set of virtual links interconnecting the transport I/Os and the transport hubs. In Fig. 2(b) , an example of the abstract network view generated using the VL model is shown. Each virtual link is assigned one or more weights reflecting the cost for establishing a path between the corresponding transport I/O and transport hub in the physical topology. The weights can be either constant (e.g., representing the distance in the physical topology) or variable (e.g., reflecting the current network resource availability in the physical topology). Every time the connectivity between a transport I/O and a transport hub is lost (i.e., it is not possible to set up a path between them anymore) the corresponding virtual link is deleted from the abstract topology. As a result, the orchestrator is always aware of which transport hub can be reached by any transport I/O. In addition, the orchestrator can exploit the information regarding the transport resource availability to perform traffic engineering decisions (e.g., load balancing). The VL is more complex to implement with respect to the BiS. It requires constant update messages to be exchanged between transport controller and orchestrator in order to maintain the abstract topology. The complexity is a function of the number and the type (i.e., constant or variable) of the weights of the virtual links. On the other hand, VL enables the implementation of more sophisticated orchestration strategies.
The proposed OTT model is a hybrid solution aimed at combining the advantages of BiS and VL. It is designed to maximize the amount of information provided to the orchestrator regarding the reachability of the transport hubs while hiding as much as possible the details regarding the reachability of the transport I/Os. Based on these considerations, the transport I/Os are organized into clusters (e.g., according to the distance to the transport hubs in the physical topology) and each cluster is advertised as a single node in the abstract topology. We refer to these abstract nodes as cluster I/Os. On the other hand, each transport hub is advertised to the orchestrator as an individual node. The transport controller presents the optical network to the orchestrator as a set of virtual links interconnecting the cluster I/Os and the transport hubs. Similarly, as for the VL model, the virtual links can be characterized by one or more weights and these weights may be either constant or variable. OTT presents potentially a lower complexity than VL, while still allowing for the implementation of advanced orchestration strategies.
In the following section, we explain how the optical transport abstraction models can be applied to a C-RAN scenario. The considered C-RAN scenario is similar to the one analyzed in [12] . However, in this paper we include a new constraint, i.e., the maximum distance between RRUs and baseband processing units (BBUs), which plays an important role in terms of overall system performance. For this reason, we also modify the way in which we apply the BiS and VL models to the C-RAN scenario with respect to [12] . In addition, in this paper, we provide for the first time a detailed description of how the abstract topologies are created and of the algorithms used for the resources allocation.
III. USE CASE: C-RAN
The C-RAN is an architecture for mobile networks in which the BBUs are decoupled from the base stations and centralized in one or more pools, i.e., the BBHs [15] (see Fig. 3 ). The pooled BBU resources can be dynamically shared among a large number of RRUs, enabling the efficient utilization of the radio resources as well as allowing the implementation of advanced radio coordination schemes. The C-RAN architecture divides the transport network into two parts, i.e., fronthaul and backhaul. The fronthaul segment is responsible for the traffic between the RRUs and the BBHs, while the backhaul part provides connectivity between the BBHs and the EPC. The fronthaul segment is characterized by high capacity and strict latency requirements [16] , which imposes a distance limit between the RRUs and the BBHs, which we denote by the parameter D. In other words, a BBH is reachable from a RRU if their physical distance is equal to or lower than D.
We assume that both fronthaul and backhaul traffic are carried over an optical transport network based on the DWDM technology. We further assume that a hierarchical SDN control plane is employed to control the C-RAN (see Fig. 3 ). The radio controller manages the RRUs and BBHs, the transport controller controls the optical nodes, and the cloud controller manages the EPC. The orchestrator can dynamically deliver mobile access services that span across the three domains. As an example, the orchestrator can decide to activate (or deactivate) the RRUs and connect (disconnect) them to the EPC dynamically according to the actual mobile traffic demand by assigning dynamically the corresponding radio, transport, and cloud resources. In the following, we provide the detailed description of the procedure applied by the orchestrator for connecting a newly activated RRU to the EPC.
In the considered C-RAN scenario the optical nodes connected to the RRUs act as transport I/Os, while the optical nodes connected to the BBHs or to the EPC act as the transport hubs. We distinguish the transport hubs as BBH hubs or EPC hubs. We consider that each BBH is composed of a fixed number of BBU ports, where each BBU port provides the baseband processing for one RRU. Every time a new RRU is activated, the orchestrator needs to provision a fronthaul connection between the corresponding transport I/O and a BBH hub. The chosen BBH hub must be connected to a BBH with at least one free BBU port to provide the baseband processing functions required by the RRU. In addition, the distance between the BBH and the RRU should be equal to or lower than D, i.e., the chosen BBH should be reachable from the RRU. Due to the high capacity and strict latency requirements of fronthaul traffic, a fronthaul connection is set up by reserving a dedicated lightpath between the transport I/O and the chosen BBH hub. In addition, the orchestrator should also provision a backhaul connection between the selected BBH hub and an EPC hub. Backhaul traffic is packet based; thus one backhaul connection can be multiplexed (i.e., using a packet-optical integration technique) with other backhaul traffic over a single lightpath between the selected BBH hub and an EPC hub.
The orchestrator selects the required resources according to the abstraction models provided by the controllers. As a consequence, the employed abstraction model might have a significant impact on the efficiency of the process for activating new RRUs and consequently on the performance of the C-RAN. Since the scope of this work is to compare the performance of different transport abstraction models, we assume a fixed abstraction model for the radio resources (out of the scope of this work) where the detailed use of the BBU ports inside each BBH is not advertised. On the other hand, the orchestrator is informed by the radio controller whenever a specific BBH runs out of free BBU ports. The abstraction model employed by the cloud controller is also out of the scope of this work.
The following terminology will be used in the remaining part of the paper:
• t ∈ T, where T is a set of transport I/Os; • b ∈ B, where B is a set of BBH hubs;
• e ∈ E, where E is a set of EPC hubs;
• c ∈ C, where C is a set of I/O clusters; • d tb : distance between transport I/O t and BBH hub b.
Corresponds to the length of the shortest lightpath that can be established between t and b in the physical topology;
Algorithm 1 Big switch (BiS)
Orchestrator:
Now we explain how the BiS, VL, and OTT abstraction models can be employed by the orchestrator to dynamically establish fronthaul connections between newly activated RRUs and BBHs. The procedure for establishing the corresponding backhaul connections between the BBHs and the EPC is very similar and is not described in the paper because of the space limitation. In addition, it is worth noting that backhaul connections for multiple RRUs can be statistically multiplexed over the same lightpath, making their impact on the C-RAN performance negligible compared to the impact of the fronthaul connections [12] . 
A. BiS Model for C-RAN
The abstract topology presented to the orchestrator using a BiS abstraction in the C-RAN is shown in Fig. 4(a) . The input ports of the switch correspond to the transport I/Os, while the output ports correspond to the BBH and EPC hubs. The BiS model for C-RAN has been extended with respect to the one presented in [12] in order to take into account the distance constraint between RRUs and BBHs. In this new model each transport I/O t is assigned a set of jBj weights that correspond to the distance in the physical topology between t and each of the BBH hubs (i.e., w tb d tb ). Similarly, each BBH hub is assigned a set of jEj weights that correspond to the distance to each of the EPC hubs [not shown in Fig. 4(a) ]. All these weights are calculated by the transport controller when the abstract topology is created for the first time and are never updated.
The fronthaul connection for a newly activated RRU attached to transport I/O t is provisioned by establishing a new lightpath between t and b, where b satisfies the following requirements: (i) is connected to a BBH with at least one available BBU port (i.e., h b 1), (ii) is reachable from t (i.e., w tb < D), and (iii) has the lowest weight among those that satisfy (i) and (ii). If a BBH hub b satisfying these requirements is not identified, then the orchestrator blocks the RRU activation. Otherwise, the orchestrator sends the request for establishing a lightpath between t and b to the transport controller. Note that the decisions of the orchestrator are based on the static weights provided by the transport controller at the time the abstract topology was created. As a consequence, the weights might not reflect correctly the status of the transport resources at every point in time. This means that the orchestrator may make a wrong decision; i.e., it may choose to interconnect a transport I/O t and a BBH hub b that cannot be connected in the physical topology (e.g., because of the lack of wavelength resources). In this case, the request for establishing the lightpath between t and b is blocked by the transport controller, which in turn triggers the blocking of the RRU activation. The complete pseudo-code for establishing a fronthaul connection between a newly activated RRU and a BBH using the BiS model is reported in Algorithm 1.
B. VL Model for C-RAN
In this subsection we present two possible implementations of the VL abstraction for the C-RAN scenario, i.e., the VL with single weight (VLSW) and the VL with multiple weights (VLMW).
The abstract topology related to the VLSW implementation is shown in Fig. 4(b) . The VLSW was already introduced in [12] , but here we provide more details on how the topology is built and the resource allocation algorithm is used during the orchestration process. The transport I/O t is connected with a virtual link to BBH hub b only if d tb < D. The virtual link (t, b) is characterized by a single weight that corresponds to the distance in the physical topology between t and b, i.e., w tb d tb . The BBH hubs and the EPC hubs are fully connected with virtual links, which are also characterized by weights corresponding to their distance in the physical topology.
The fronthaul connection for a newly activated RRU attached to transport I/O t is provisioned using the same orchestration strategy as for the BiS. However, in VLSW the transport controller after setting up a new lightpath recomputes the distances between the transport I/Os and BBH hubs. In case some distances are changed, the transport controller updates the abstract topology accordingly. In addition, the transport controller may remove virtual links from the abstract topology (e.g., in case all wavelength resources are occupied). As a consequence, the orchestrator is always aware if transport I/O t can be connected to BBH hub b in the physical topology. The complete pseudo-code for establishing a fronthaul connection between a newly activated RRU and a BBH using the VLSW model is reported in Algorithm 2.
Algorithm 2 Virtual Link With Single Weight (VLSW)
Orchestrator: The VLMV implementation is shown in Fig. 4(c) and is an extension of the model already presented in [12] . In the new VLMW model, transport I/O t is connected to any reachable BBH hub b with two virtual links, i.e., t; b 1 and t; b 2 . The virtual link t; b 1 [dotted line in Fig. 4(c) ] represents the lightpath between t and b that employs the fiber links with more available wavelength resources. It is characterized by a weight w 1 tb proportional to the wavelength resources and a length l 1 tb . The virtual link t; b 2 [dashed line in Fig. 4(c) ] represents the lightpath between t and b with the shortest distance. It is also characterized by a weight w 2 tb proportional to the wavelength resources and a length l 2 tb . The BBH hubs and the EPC hubs are fully connected with virtual links that are characterized by single weights corresponding to their distance in the physical topology.
The fronthaul connection for a newly activated RRU attached to transport I/O t is provisioned by establishing a new lightpath between t and b, where b satisfies the following requirements: (i) is connected to a BBH with at least one available BBU port (i.e., h b 1), (ii) is reachable from t (i.e., l tb < D), (iii) can be reached using the lightpath that employs the fiber links with more available wavelength resources among those that satisfy (i) and (ii). If a BBH hub b satisfying these requirements is not identified, then the orchestrator blocks the RRU activation. Otherwise, the orchestrator sends the request for establishing a lightpath between t and b to the transport controller. Note that by always choosing the lightpath that utilizes the fiber links with more available wavelength resources the orchestrator performs efficient load balancing over the transport resources. This is done with the objective of minimizing the probability of blocking an RRU activation due to the lack of wavelength resources. After setting up a new lightpath, the transport controller is responsible for updating the weights and the lengths of all the virtual links in the abstract topology. The pseudo-code for provisioning a fronthaul request using the VLMW model is shown in Algorithm 3.
Algorithm 3 Virtual Link With Multiple Weights (VLMW)
Orchestrator: 
C. OTT Model for C-RAN
The abstract topology presented to the orchestrator using the OTT model in the C-RAN is shown in Fig. 4(d) . The transport I/Os are organized in jCj I/O clusters according to their distance to the BBHs. Each I/O cluster is presented as a single node in the abstract topology. Moreover, each BBH hub and EPC hub is advertised as a separate node. Cluster I/O c has a virtual link connecting to BBH hub b only if d cb < D. A virtual link (c, b) is characterized by a weight w cb that is proportional to the amount of wavelength resources available in the physical topology between t and b, where t is a transport I/O that belongs to c and has the longest distance to b (i.e., d cb d tb ). The BBH hubs and the EPC hubs are fully connected with virtual links characterized by weights corresponding to their distance in the physical topology.
The fronthaul connection for a newly activated RRU attached to transport I/O t is provisioned using the same orchestration strategy as for the VLMW. As a consequence, using OTT the orchestrator also performs load balancing over the transport resources. However, this load balancing is not as efficient as in VLMW because less information about the actual usage of the transport resources at the transport I/Os are available at the orchestrator. Still, the orchestrator has a detailed view of the usage of the transport resources at the BBH hubs and EPC hubs that it uses for performing load balancing. The pseudo-code for serving a new connection request from an RRU connected to transport I/O t belonging to cluster I/O c is shown in Algorithm 4.
Algorithm 4 Optical Transport Transformation (OTT)
IV. NUMERICAL RESULTS
In this section we analyze and compare the performance of the transport abstraction models in the C-RAN scenario.
First, we introduce the considered performance metrics and then we present and discuss the numerical results.
A. Performance Metrics
The performance metrics that we use for evaluation of the proposed transport abstraction models are the blocking probability and the update complexity. The blocking probability is defined as the probability that a new connection request from an RRU is blocked due to the lack of available resources. An RRU connection request can be blocked either (i) because no available BBU ports are found in any reachable BBH or (ii) because no transport (i.e., wavelength) resources are found to accommodate the corresponding fronthaul and/or backhaul traffic. The update complexity is defined as the number of control messages that need to be exchanged between the transport controller and the orchestrator in order to maintain the abstract topology.
One important factor to consider while analyzing the performance of the proposed abstraction models in the C-RAN scenario is the availability of BBU ports with respect to the amount of transport resources that can be used to reach them. This aspect can be modeled with the dimensioning parameter η defined as the ratio between the total number of BBU ports available in the network and the maximum number of BBU ports that can be potentially reached via the available wavelength resources:
Here, r represents the ratio between the backhaul and the fronthaul traffic associated with a single RRU, where the fronthaul traffic is the one generated by the RRU and the backhaul is its counterpart after being processed at a BBH. In our study, r is assumed to be constant for all RRUs and it is equal to 0.1. W is the number of wavelengths per fiber (in our study, we assumed W 256), N i BBU is the number of BBU ports in the ith BBH, and D i BBU is the nodal degree of the ith BBH hub. When η < 1 there are less BBU resources deployed with respect to the available wavelength resources, i.e., the optical transport network is over-dimensioned. In this case, a connection from a newly activated RRU to the EPC is more likely to be blocked because of the lack of an available BBU port in a reachable BBH. On the other hand, if η > 1 there are more BBU ports deployed than the ones that can be potentially reached, i.e., the radio network resources are over-dimensioned with respect to the wavelength resources. In this case, a connection from a newly activated RRU to the EPC is more likely to be blocked because of the lack of wavelength resources for accommodating the fronthaul and/or backhaul traffic. The number of BBU ports in the BBU hotels (N i BBU ) has been varied in order to consider different values of η. We assume that to establish lightpaths the transport controller employs shortest path routing and first-fit wavelength assignment (with wavelength continuity constraint).
B. Simulation Results
In order to evaluate the performance of the proposed transport abstraction models, we implemented an eventdriven C++ simulator. The reference transport topology (Fig. 5) is a metro/aggregation network with 38 nodes and 59 bidirectional fiber links [17] . For simplicity and without loss of generality we assume that each fiber link has a length of 5 km and we considered different possible values for the parameter D, i.e., the maximum distance between RRUs and BBHs. Two network nodes (with nodal degrees 5 and 6) act as BBH hubs (i.e., jBj 2), while two other nodes act as EPC hubs (i.e., jEj 2). The other network nodes act as transport I/Os (i.e., jTj 34) and are assumed to be connected to RRUs equipped with tunable optical transceivers. For the implementation of the OTT abstraction model we assume that the transport I/Os are organized in four clusters (i.e., jCj 4) according to their distances to the BBH hubs. We assume that each RRU is connected to the EPC for a duration, i.e., holding time (h), that is exponentially distributed with an average of 50 time units. The interarrival time of the connection requests at each node is exponentially distributed with an average that has been varied to mimic different traffic load values. All the presented results have a confidence interval not exceeding 6%, with 95% confidence level. Similar simulation results were also obtained for different network topologies, but are not presented here because of the space limitation. Figure 6 shows the blocking probability of the four abstraction models as a function of the traffic load and for different values of η. The maximum distance between the RRUs and BBHs has been set to 40 km, i.e., D 40 km. It can be observed that when η 0.5 [ Fig. 6(a) ] all the transport abstraction models achieve the same blocking probability. This is because the blocking probability is dominated by the scarcity of BBU ports, i.e., there is high probability that an RRU activation is blocked because no available BBU ports are found in a reachable BBH. As a consequence, employing a complex abstraction model to provide the orchestrator with a detailed view of the transport resources does not lead to any benefit. On the other hand, when η 0.9 [ Fig. 6(b) ] the unavailability of wavelength resources becomes noticeable, resulting in a clear difference between the blocking probability obtained with BiS and with the other models (i.e., around five times higher at moderate and high loads). This is due to the fact that with BiS the orchestrator has no information about the actual availability of the wavelength resources and may try to connect a transport I/O with a BBH hub which is not reachable in the physical topology. Meanwhile, the VLSW, VLMW, and OTT achieve almost the same performance, because the blocking probability due to the unavailability of BBU ports is still significant and limits the benefit of having a very accurate view of the transport resources. When η 1 [ Fig. 6(c) ] the unavailability of wavelength resources plays a prominent role and BiS shows very poor performance with respect to the other models. In addition, the VLSW also shows a clearly higher blocking probability than VLMW and OTT especially at moderate loads where the difference is up to one order of magnitude. This is due to the fact that with VLMW and OTT the orchestrator is provided more detailed information about the available wavelength resources at the BBH and EPC hubs, allowing the orchestrator to utilize the transport network resources more efficiently (i.e., by load balancing). Finally, it can be observed that the OTT achieves almost the same performance as VLMW, showing that an accurate view of the wavelength resource usage at the transport I/Os is not necessary. Figure 7 presents the blocking probability of the four abstraction models as a function of the traffic load and for different values of D. The dimensioning parameter η has been set to 1, so that the blocking probability is dominated by the unavailability of wavelength resources. It can be observed that when D 20 km [ Fig. 7(a) ] the abstraction models present almost the same performance, with BiS showing a slightly higher blocking probability at high loads. The reason is that with D 20 km several transport I/Os can reach only one BBH. As a consequence, the orchestrator is not able to use the information exposed by complex transport abstraction models to perform load balancing and achieve high performance. With D 30 km [ Fig. 7(b) ] the majority of the transport I/Os can reach two BBHs and the difference in the performance of the abstraction models becomes more evident. Specifically, BiS shows a blocking probability up to one order of magnitude higher than VLCW, which in turn has up to five times higher blocking probability than VLMW and OTT. Finally, with D 40 km [ Fig. 7(c) ] all the transport I/Os can reach two BBHs, which significantly increases the difference in the performance between the abstraction models. Figure 8 shows the update complexity of the abstraction models as a function of the load for D 40 km and η 1. The number of updates of the proposed abstraction models is normalized against the maximum number of updates that would be required in case the orchestrator is given full knowledge of all the resources in the optical transport network. Similar results as in Fig. 8 were obtained with different network configurations. It can be observed that BiS shows by far the lowest update complexity as it does not require any update messages to be exchanged between the transport controller and the orchestrator. The VLSW updates the abstract topology only when the distance (i.e., the length of the shortest available lightpath) between a transport I/O and a BBH has changed. As a consequence, its update complexity is relatively low, i.e., less than 20%. Consequently, VLSW can be employed in relatively large network scenarios without bringing any significant scalability problems. The update complexity of the VLSW increases with the load because it is more probable that at high loads the distances between transport I/Os and BBH hubs changes after the establishment of a new connection. On the other hand, the VLMW updates the abstract topology very frequently in order to maintain the information about the current resource utilization in the network. As a consequence, its update complexity can be as high as 65%. This might lead to serious scalability problems in large network scenarios. The update complexity of VLMW is higher at low loads because very frequent updates are required to maintain the correct weights for all the virtual links. The complexity decreases while increasing the load because some virtual links are deleted from the abstract topology (i.e., once the corresponding resources are expired) and thus they do not require updates. Similar to VLMW, the OTT needs to update the abstract topology frequently in order to maintain the information about the current resource utilization in the network. However, the number of virtual links in OTT is much lower than in VLMW thanks to the use of I/O clusters. Hence, OTT ensures a much lower update complexity than VLMW, which is below 25%. This means that OTT can be applied in relatively large network scenarios.
V. CONCLUSIONS
In this paper, we analyzed the performance of three abstraction models for optical 5G transport networks. Two of them are extended versions of the ones previously proposed in [12] while the third abstraction model is completely new and aims at achieving the best trade-off between blocking performance and complexity. The models are optimized for scenarios in which the optical transport resources are orchestrated with radio and cloud resources. In such scenarios, some transport nodes (referred to as transport hubs) play a fundamental role in the overall system performance and consequently require special attention in the abstraction process. We explained how the proposed transport abstraction models can be applied to a C-RAN in which fronthaul and backhaul traffic are carried over a DWDM network. We analyzed the performance of the abstraction models in the C-RAN in terms of service blocking probability and update complexity.
Our results show that the best abstraction model for C-RAN depends on the availability and the reachability of the radio resources. If radio resources are scarce compared to transport resources (i.e., η < 0.9) or difficult to reach (i.e., D < 30 km) complex transport abstraction models are not needed and a simple BiS can be the best solution. On the other hand, if radio resources are available (i.e., η ≥ 0.9) and reachable (i.e., D ≥ 30 km) the newly proposed OTT guarantees the best trade-off between the blocking probability and update complexity.
