The efficient use of energy in electrical systems has become a relevant topic due to its environmental impact. Parameter identification in induction motors and capacitor allocation in distribution networks are two representative problems that have strong implications in the massive use of energy. From an optimization perspective, both problems are considered extremely complex due to their non-linearity, discontinuity, and high multi-modality. These characteristics make difficult to solve them by using standard optimization techniques. On the other hand, metaheuristic methods have been widely used as alternative optimization algorithms to solve complex engineering problems. The Crow Search Algorithm (CSA) is a recent metaheuristic method based on the intelligent group behavior of crows. Although CSA presents interesting characteristics, its search strategy presents great difficulties when it faces high multi-modal formulations. In this paper, an improved version of the CSA method is presented to solve complex optimization problems of energy. In the new algorithm, two features of the original CSA are modified: (I) the awareness probability (AP) and (II) the random perturbation. With such adaptations, the new approach preserves solution diversity and improves the convergence to difficult high multi-modal optima. In order to evaluate its performance, the proposed algorithm has been tested in a set of four optimization problems which involve induction motors and distribution networks. The results demonstrate the high performance of the proposed method when it is compared with other popular approaches.
Introduction
The efficient use of energy has attracted the attention in a wide variety of engineering areas due to its environmental consequences. Induction motors and distribution networks are two representative problems that have strong implications in the massive use of energy.
Induction motors are highly used in industries as electromechanical actuators due to advantages such as ruggedness, cheap maintenance, low cost and simple operation. However, the statistics shows that approximately 2/3 of industrial energy is consumed by the induction motors [1, 2] . This high rate of consumption has caused the need to improve their efficiency which is highly dependent on the configuration of their internal parameters. The identification of parameters for induction motors represents a challenging process due to their non-linearity. For this reason, the parameter identification of induction motors is currently considered an open research area within the engineering. As a consequence, several algorithms for parameter identification in induction motors have been proposed in the literature [3, 4] .
On the other hand, distribution networks represent an active research area in electrical systems. The distribution system along with generators and transmission are the three fundamentals components of a power system. Distribution networks are responsible of the loss in the 13% [5, 6] of the generated energy. This loss of energy in distribution networks is mainly caused by lack of reactive power in the buses. Capacitor bank allocation in distribution networks have proved to reduce the loss of energy produced by the lack of reactive power. The problem of banks allocation can be formulated as a combinatorial optimization problem where the number of capacitors, their sizes and location have to be optimally selected for satisfying the system restrictions. Many techniques have been proposed to solve this combinatorial optimization problem, which can be classified in four main methods; analytical [5, 7, 8] , numerical [9, 10] , heuristic [11] [12] [13] , and based on artificial intelligence [14, 15] . A detailed study about the methods are described in [15] [16] [17] .
From an optimization perspective, the problems of parameter identification in induction motors and capacitor allocation in distribution networks are considered extremely complex due to their non-linearity, discontinuity, and high multi-modality. These characteristics make difficult to solve them by using standard optimization techniques.
Metaheuristics techniques inspired by the nature have been widely used in recent years to solve many complex engineering problems with interesting results. These methods do not need continuity, convexity, differentiability or certain initial conditions, which represents an advantage over traditional techniques. Particularity parameter identification of induction motors and the capacitor allocation represent two important problems that can be translated as optimization tasks. They have been already faced by using metaheuristic techniques. Some examples include the gravitational search algorithm [18, 19] , bacterial foraging [20, 21] , crow search algorithm [14] , particle swarm optimization [22] [23] [24] [25] , genetic algorithm [26, 27] , differential evolution [28] [29] [30] , tabu search [31] and firefly [32] .
The Crow Search Algorithm (CSA) [33] is a metaheuristic method where individuals emulates the intelligent behavior in a group of crows. Its published results demonstrate its capacity to solve several complex engineering optimization problems. Some examples include its application to image processing [34] and water resources [35] . In spite of its interesting results, its search strategy presents great difficulties when it faces high multi-modal formulations.
In this paper, an enhanced version of the CSA method is proposed to solve the high multi-modal problems of parameter identification in induction motors and capacitor allocation in distribution networks. In the new algorithm, called Improved Crow Search Algorithm (ICSA), two features of the original CSA are modified: (I) the awareness probability (AP) and (II) the random perturbation. With the purpose to enhance the exploration-exploitation ratio the fixed awareness probability (AP) value is replaced (I) by a dynamic awareness probability (DAP), which is adjusted according to the fitness value of each candidate solution. The Lévy flight movement is also incorporated to enhance the search capacities of the original random perturbation (II) of CSA. With such adaptations, the new approach preserves solution diversity and improves the convergence to difficult high multi-modal optima. To evaluate the potential of the proposed method a series of experiments are conducted. In one set of problems, the algorithm is applied to estimate the parameters of two models of induction motors. The other set, the proposed approach is tested in the 10-bus, 33-bus and 64-bus of distribution networks. The results obtained in the experiments are analyzed statistically and compared with related approaches.
The organization of the paper is as follows: Section 2 describes the original CSA, Section 3 the proposed ICSA is presented, Section 4 the motor parameter estimation problem is exposed, Section 5 the capacitor allocation problem is described and Section 6 present the experimental results. Finally, the conclusions are stated in Section 7.
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Crow Search Algorithm (CSA)
In this section, a general description of the standard CSA is presented. Crow search algorithm is a recent metaheuristic algorithm developed by Askarzadeh [33] , which is inspired on the intelligence behavior of crows. In nature, crows evidence intelligence behaviors like self-awareness, using tools, recognizing faces, warn the flock of potentially unfriendly ones, sophisticated communication ways and recalling the food's hidden place after a while. All these conducts linked to the fact that the brain-body ratio of the crows is slightly lower than the human brain have made it recognized as one of the most intelligent birds in nature [36, 37] .
The CSA evolutionary process emulates the behavior conducted by crows of hiding and recovering the extra food. As an algorithm based on population, the size of the flock is conformed by N individuals (crows) which are of n-dimensional with n as the problem dimension. The position X i,k of the crow i in a certain iteration k is described in Equation (1) and represents a possible solution for the problem:
where max Iter is the maximum of iterations in the process. Each crow (individual) is assumed to have the capability of remember the best visited location M i,k to hide food until the current iteration Equation (2):
The position of each is modified according to two behaviors: Pursuit and evasion. Pursuit: A crow j follows crow i with the purpose to discover its hidden place. The crow i does not notice the presence of the other crow, as consequence the purpose of crow j is achieve.
Evasion: The crow i knows about the presence of crow j and in order to protect its food, crow i intentionally take a random trajectory. This behavior is simulated in CSA through the implementation of a random movement.
The type of behavior considered by each crow i is determinate by an awareness probability (AP). Therefore, a random value r i uniformly distributed between 0 and 1 is sampled. If r i is greater or equal than AP, behavior 1 is applied, otherwise situation two is chosen. This operation can be summarized in the following model:
The flight length fl i,k parameter indicates the magnitude of movement from crow X i,k towards the best position M j,k of crow j, the r i is a random number with uniform distribution in the range [0, 1].
Once the crows are modified, their position is evaluated and the memory vector is updated as follows:
where the F(·) represents the objective function to be minimized.
The Proposed Improved Crow Search Algorithm (ICSA)
The CSA has demonstrated its potential to find the optimum solution for certain search spaces configurations [14, 33, 38] . However, its convergence is not guaranteed due to the ineffective exploration of its search strategy. Under this condition, its search strategy presents great difficulties when it faces high multi-modal formulations. In the original CSA method, two different elements are mainly responsible of the search process: The awareness probability (AP) and the random movement (evasion). The value of AP is the responsible of provide the balance between diversification and Energies 2018, 11, 571 4 of 22 intensification. On the other hand, the random movement directly affects the exploration process through the re-initialization of candidate solutions. In the proposed ICSA method, both elements, the awareness probability (AP) and the random movement, are reformulated.
Dynamic Awareness Probability (DAP)
The parameter AP is chosen at the beginning of the original CSA method and remains fixed during the optimization process. This fact is not favorable to the diversification-intensification ratio. In order to improve this relation, the awareness probability (AP) is substituted by a dynamic awareness probability (DAP), which is a probability value adjusted by the fitness quality of each candidate solution. The use of probability parameters based on fitness values has been successfully adopted in the evolutionary literature [39] . Therefore, the dynamic awareness probability (DAP) is computed as follows:
where wV represents the worst fitness value seen so-far. Assuming a minimization problem, this value is calculated as follows wV = max(F(X j,k )). Under this probabilistic approach, promising solutions will have a high probability to be exploited. On the other hand, solutions of bad quality will have a high probability to be re-initialized with a random position.
Random Movement-Lévy Flight
The original CSA emulates two different behaviors of crows: pursuit and evasion. The behavior of evasion is simulated by the implementation of a random movement which is computed through a random value uniformly distributed.
In nature, the use of strategies to find food is essential to survive. A search method that is not able to explore good sources of food may be fatal for the animal. Lévy flights, introduced by Paul Lévy in 1937, is a type of random walk which has been observed in many species as a foraging pattern [40] [41] [42] . In Lévy flights, the step size is controlled by a heavy-tailed probability distribution usually known as Lévy distribution. The Lévy Flights are more efficient exploring the search space than the uniform random distribution [43] .
In the proposed ICSA, with the objective to have a better diversification on the search space, Lévy flights are used instead of uniform random movements to simulate the evasion behavior. Therefore, a new random position X i,k+1 is generated adding to the current position X i,j the computed Lévy flight L.
To obtain a symmetric Lévy stable distribution for L the Mantegna algorithm [44] is used. Under the Mantegna method, the first stage is to calculate the step size Z i as follows:
where a and b are n-dimensional vectors and β = 3/2. The elements of each vector a and b are sampled from the normal distribution characterized by the following parameters:
where Γ(·) denotes a Gamma distribution. After obtaining the value of Z i , the factor L is calculated by the following model:
where the product implies the element-wise multiplications, X best represents the best solution seen so far in terms of the fitness quality. Finally, the new position X i,k+1 is given by:
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The proposed ICSA algorithm is given in the form of a flowchart in Figure 1 .
The proposed ICSA algorithm is given in the form of a flowchart in Figure 1 . 
Motor Parameter Estimation Formulation
The physical characteristics of an inductor motor make it complicated to obtain the internal parameter values directly. A way to deal with this disadvantage is estimate them through identification methods. There are two different circuit models that allow a suitable configuration for estimate the motor parameters. The two models are the approximate circuit model and the exact circuit model [4] . The basic difference is the number of parameters included in the model.
The parameter estimation is faced as an n-dimensional optimization problem, where n is the number of internal parameters of the induction motor. The goal is to minimize the error between the estimated parameters and the values provided by the manufacturer, adjusting the parameter values of the equivalent circuit. Under such conditions, the optimization process becomes a challenging task due to the multiple local minima produced with this approach. 
Approximate Circuit Model
The approximate circuit model characterizes an induction motor without considering the magnetizing and rotor reactance parameters. Thus, the accuracy is less than the exact circuit model. Figure 2 presents the approximate circuit model. In the Figure, it is represented all the parameters used to characterize the motor such the stator resistance (R s ), rotor resistance (R r ), stator leakage reactance (X s ) and motor slip (ms) which are estimated using the data provided by the manufacture of starting torque (T str ), maximum torque (T max ) and full load torque (T fl ). Based on this model, the estimation task can be expressed as the following optimization problem:
The approximate circuit model characterizes an induction motor without considering the magnetizing and rotor reactance parameters. Thus, the accuracy is less than the exact circuit model. Figure 2 presents the approximate circuit model. In the Figure, it is represented all the parameters used to characterize the motor such the stator resistance (Rs), rotor resistance (Rr), stator leakage reactance (Xs) and motor slip (ms) which are estimated using the data provided by the manufacture of starting torque (Tstr), maximum torque (Tmax) and full load torque (Tfl). Based on this model, the estimation task can be expressed as the following optimization problem: Cos ( ) ( ( )) 
Exact Circuit Model
Different from the approximate circuit model, the exact circuit model characterizes the induction motor by using all the motor parameters. Figure 3 illustrates the exact circuit model. This circuit configuration includes the parameters stator resistance (Rs), rotor resistance (Rr), stator leakage inductance (Xs) and motor slip (ms) also add two more calculations, the rotor leakage reactance (Xr) and the magnetizing leakage reactance (Xm) to obtain, the maximum torque (Tmax), full load torque (Tfl), starting torque (Tstr) and full load power factor (pf). Based on this exact circuit model, the estimation task can be formulated as the following optimization problem: 
Different from the approximate circuit model, the exact circuit model characterizes the induction motor by using all the motor parameters. Figure 3 illustrates the exact circuit model. This circuit configuration includes the parameters stator resistance (R s ), rotor resistance (R r ), stator leakage inductance (X s ) and motor slip (ms) also add two more calculations, the rotor leakage reactance (X r ) and the magnetizing leakage reactance (X m ) to obtain, the maximum torque (T max ), full load torque (T fl ), starting torque (T str ) and full load power factor (pf ). Based on this exact circuit model, the estimation task can be formulated as the following optimization problem: where p fl and P rot are the rated power and rotational losses, while n fl is the efficiency given by the manufacturer. The values of p fl and P rot preserve compatibility with related works [3, 18] :
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Capacitor Allocation Problem Formulation

Load Flow Analysis
In this section the capacitor allocation problem is described. Therefore, in order to know the characteristics of voltage profile and power losses in a distribution network a load flow analysis is conducted. Several techniques have been considered to accomplish the analysis [45, 46] . In this paper, for its simplicity, the method proposed in [47] has been adopted to find the voltages in all buses. Assuming the single line diagram of a three balanced distribution system, as shown in Figure 4 , the values of voltage and power losses are calculated as follows:
Capacitor Allocation Problem Formulation
Load Flow Analysis
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where |V i+1 | is the voltage magnitude in the i-th + 1 node, R i and X i are the resistance and the reactance in the branch i. P i+1 and Q i+1 are the real and reactive power load flowing through node i-th + 1, P Li and Q Li are the real and reactive power losses at node i, while P LOSS is the total real loss in the network.
values of voltage and power losses are calculated as follows:
where | | is the voltage magnitude in the i-th + 1 node, Ri and Xi are the resistance and the reactance in the branch i. Pi+1 and Qi+1 are the real and reactive power load flowing through node i-th + 1, PLi and QLi are the real and reactive power losses at node i, while PLOSS is the total real loss in the network. 
Mathematical Approach
The optimal allocation of capacitors in distribution network buses is represented by the solution that minimize the annual cost generated by power losses of the whole system (Equation 31), as well as the cost of capacitor installation (Equation 32): 
The optimal allocation of capacitors in distribution network buses is represented by the solution that minimize the annual cost generated by power losses of the whole system (Equation (31)), as well as the cost of capacitor installation (Equation (32)):
where AC is the annual cost generated by the real power losses, k p is the price of losses in kW per year, P LOSS is the total of real power losses in the system, IC represents the installation cost of each capacitor, N corresponds to the number of buses chosen for a capacitor installation, k c i is the cost per kVar, and Q c i is the size of capacitor in bus i. The maintenance capacitor cost is not included in the objective function.
Therefore, the general objective function can be expressed as follows:
The minimization of the objective function F is subject to certain voltage constraints given by:
where V min = 0.90 p.u. and V max = 1.0 p.u. are the lower and upper limits of voltages, respectively. |V i | represents the voltage magnitude in bus i. Under such conditions, in the optimization process, an optimal selection of size, type, number and location of capacitors must be found. This problem is considered a complex optimization task for this reason the proposed ICSA is used to solve it.
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Sensitivity Analysis and Loss Sensitivity Factor
Sensitivity analysis is a technique applied mainly to reduce the search space. The idea is to provide knowledge about the parameters in order to lessen the optimization process. In capacitor allocation problem, the sensitivity analysis is used to obtain the parameters with less variability [48] . This information allows to know the nodes that can be considered as potential candidates to allocate a capacitor. Under such conditions, the search space can be reduced. In addition, the nodes identified with less variability correspond to those which will have greater loss reduction with the capacitor installation.
Assuming a simple distribution line from Figure 4 , as is shown in Figure 5 , the equations of active power loss and reactive power loss (Equations (28)- (29)) can be rewritten as follows:
where the term P eff (i + 1) correspond to the total effective active power presented further the node i + 1, and Q eff (i + 1) is equivalent to the effective value of reactive power supplied further the node i + 1.
( )
( 1) ( 1) ( ) ( 1)
( 1)
( 1) ( 1) X( ) ( 1)
where the term Peff(i + 1) correspond to the total effective active power presented further the node i + 1, and Qeff(i + 1) is equivalent to the effective value of reactive power supplied further the node i + 1. Therefore, the loss sensitivity factors now can be obtained from Equations (35) and (36) as follows:
Now, the processes to detect the possible candidate nodes is summarized in the next steps:
Step 1. Using Equation (25) to compute the Loss Sensitivity Factors for all nodes.
Step 2. Sort in descending order the Loss Sensitivity Factors and its corresponding node index.
Step 3. Calculate the normalized voltage magnitudes for all nodes using:
Step 4. Set a node as possible candidate those nodes whose norm value (calculated in the previous step) is less than 1.01.
Experiments
In order to evaluate the proposed method, a set of experiments are conducted considering two energy problems. The first experiment is the internal parameter estimation of two induction motor Energies 2018, 11, 571 10 of 22 models. The second experiment is implemented over three distribution networks where the objective is to obtain the optimal capacitor allocation for reducing the power losses and improving the voltage profile. The experiments have been executed on a Pentium dual-core computer with a 2.53 GHz CPU and 8-GB RAM.
Motor Parameter Estimation Test
The performance of the proposed ICSA is tested over two induction motors with the purpose to estimate their optimal parameters. In the experimental process, the approximate (Cost AM ) and exact (Cost EM ) circuit model are used. The manufacturer characteristics of the motors are presented in Table 1 . 25 190 In the test, the results of the proposed ICSA method is compared to those presented by the popular algorithms DE, ABC and GSA. The parameters setting of the algorithms has been used in order to maintain compatibility with other works reported in the literature [18, 19, 28, 49] and are shown in Table 2 . The tuning parameter FL in the ICSA algorithm is selected as result of a sensitivity analysis which through experimentally way evidence the best parameter response. Table 3 shows the sensitivity analysis of the two energy problems treated in this work.
In the comparison, the algorithms are tested with a population size of 25 individuals, with a maximum number of generations established in 3000. This termination criterion as well as the parameter setting of algorithms has been used to maintain concordance with the literature [18, 28, 49] . Additionally, the results are analyzed and validated statistically through the Wilcoxon test.
The results for the approximate model (Cost AM ) produced by motor 1 and motor 2 are presented in Tables 4 and 5 , respectively. In the case of exact model (Cost EM ) the values of standard deviation and mean for the algorithms are shown in Table 6 for motor 1 and the results for motor 2 in Table 7 . The results presented are based on an analysis of 35 independent executions for each algorithm. The results demonstrate that the proposed ICSA method is better than its competitors in terms of accuracy (Mean) and robustness (Std.). The comparison of the final fitness values of different approaches is not enough to validate a new proposal. Other additional test also represents the convergence graphs. They show the evolution of the solutions through the optimization process. Therefore, they indicate which approaches reach faster the optimal solutions. Figure 6 shows the convergence comparison between the algorithms in logarithmic scale for a better appreciation, being the proposed method which present a faster to achieve the global optimal. The comparison of the final fitness values of different approaches is not enough to validate a new proposal. Other additional test also represents the convergence graphs. They show the evolution of the solutions through the optimization process. Therefore, they indicate which approaches reach faster the optimal solutions. Figure 6 shows the convergence comparison between the algorithms in logarithmic scale for a better appreciation, being the proposed method which present a faster to achieve the global optimal. 
Capacitor Allocation Test
With the purpose to prove the performance of the proposed method a set of three distribution networks, the 10-bus [50] , 33-bus [51] , and 69-bus [52] is used in this experiment.
In the experiments, the algorithms DE, ABC, GSA has been used for comparison. Their setting parameters are shown in Table 2 . For all algorithms the number of search agents and the maximum number of iterations is 25 and 100.
10-Bus System
The first distribution network comprises a 10-bus system with nine lines. This bus, shown in Figure 7 , is considered as a substation bus. Table A1 in the Appendix A shows the system specifications of resistance and reactance of each line, as well as the real and reactive loads for each 
Capacitor Allocation Test
10-Bus System
The first distribution network comprises a 10-bus system with nine lines. This bus, shown in Figure 7 , is considered as a substation bus. Table A1 in the Appendix A shows the system specifications of resistance and reactance of each line, as well as the real and reactive loads for each bus. The system presents a total active and reactive power load of 12,368 kW and 4186 kVAr, while the voltage supplied by the substation is 23 kV. The network in uncompensated mode i.e., before allocating any capacitor, has a total power loss of 783.77 kW, the minimum voltage is 0.8404 p.u. located at 10th bus and the maximum is 0.9930 p.u. at 2nd bus. The cost per kW lost for this experiment and the remainders is $168 with a loss of 783.77 kW, while the annual cost is $131,674. At beginning of the methodology, the sensitivity analysis is used to identify the candidate nodes with a high probability to install a capacitor. In case of the 10-bus, the buses 6, 5, 9, 10, 8 and 7 are considered as candidates. Based on a set of 27 standard capacitor sizes and their corresponding annual price per KVAr, Table 8 shows the capacitor installation in each candidate node obtained by ICSA. After the optimization process the corresponding capacitor sizes are 1200, 3900, 150, 600, 450 kVAr installed in the optimal buses 6, 5, 9, 10, 8. The total power loss is The network in uncompensated mode i.e., before allocating any capacitor, has a total power loss of 783.77 kW, the minimum voltage is 0.8404 p.u. located at 10th bus and the maximum is 0.9930 p.u. at 2nd bus. The cost per kW lost for this experiment and the remainders is $168 with a loss of 783.77 kW, while the annual cost is $131,674. At beginning of the methodology, the sensitivity analysis is used to Energies 2018, 11, 571 13 of 22 identify the candidate nodes with a high probability to install a capacitor. In case of the 10-bus, the buses 6, 5, 9, 10, 8 and 7 are considered as candidates. Based on a set of 27 standard capacitor sizes and their corresponding annual price per KVAr, Table 8 shows the capacitor installation in each candidate node obtained by ICSA. After the optimization process the corresponding capacitor sizes are 1200, 3900, 150, 600, 450 kVAr installed in the optimal buses 6, 5, 9, 10, 8. The total power loss is 696.76 kW with an annual cost of $117,055.68. The comparison results obtained by the algorithms are shown in Table 9 . Figure 8 illustrates the convergence evolution of the all algorithms. 
CSA vs. ICSA
In order to compare directly the original CSA version with the proposed ICSA, the same experiments conducted in [14] have been considered. In the first experiment, the optimization process involves only the candidate buses of 5, 6 and 10 for capacitor allocation. The second test considers all the buses as possible candidates (except the substation bus) for capacitor installation. For the first experiment, all the possible capacitor combinations are (27 + 1) 3 = 21952. Under such conditions, it is In order to compare directly the original CSA version with the proposed ICSA, the same experiments conducted in [14] have been considered. In the first experiment, the optimization process involves only the candidate buses of 5, 6 and 10 for capacitor allocation. The second test considers all the buses as possible candidates (except the substation bus) for capacitor installation. For the first experiment, all the possible capacitor combinations are (27 + 1) 3 = 21952. Under such conditions, it is possible to conduct a brute-force search for obtaining the global best. For this test, both algorithms (CSA and ICSA) have been able to achieve the global minimum.
In the second experiment, all buses are candidates for capacitor allocation. Under this approach, there are (27 + 1) 9 = 1.0578 × 10 13 different combinations. In this scenario, a brute-force strategy is computationally expensive. The results of these experiments are shown in Table 10 . 
33-Bus System
In this experiment, a system with 33 buses and 32 lines is considered. In the system, the first bus is assumed as substation bus with a voltage of 12.66 kV. The network configuration is illustrated in Figure 9 . The information about line resistance and reactance, as well as the corresponding load profile is shown in the Appendix A in Table A2 . The 33-bus distribution network before the capacitor installation presents a total power loss of 210.97 kW with an annual cost of $35,442.96 and a total active power of 3715 kW.
Once the optimization process is conducted, the buses 6, 30, 13 are selected as the optimal location with the corresponding sizes of 450, 900, 350 kVAr. The candidate buses are determined by the sensitivity analysis. The total power loss after the capacitor installation is decreased from 210.91 to 138.74 kW, saving 32.59% of the original cost. The results of the test in detail and the comparison between the algorithms are shown in Table 11 . Figure 10 illustrates the convergence evolution of the The information about line resistance and reactance, as well as the corresponding load profile is shown in the Appendix A in Table A2 . The 33-bus distribution network before the capacitor installation presents a total power loss of 210.97 kW with an annual cost of $35,442.96 and a total active power of 3715 kW.
Once the optimization process is conducted, the buses 6, 30, 13 are selected as the optimal location with the corresponding sizes of 450, 900, 350 kVAr. The candidate buses are determined by the sensitivity analysis. The total power loss after the capacitor installation is decreased from 210.91 to 138.74 kW, saving 32.59% of the original cost. The results of the test in detail and the comparison between the algorithms are shown in Table 11 . Figure 10 illustrates the convergence evolution of the all algorithms. 
CSA vs. ICSA
This section presents a direct comparison between original crow search algorithm (CSA) and the proposed method (ICSA). The 33-bus network is analyzed by CSA as is presented in [14] where the buses 11, 24, 30 and 33 are taken as candidates and the capacitor sizes and their kVar values are shown in Table 12 . The results obtained from the both algorithms are compared in Table 13 . The table shows that the ICSA is capable to obtain accurate results than the original version CSA. Table 12 . The results obtained from the both algorithms are compared in Table 13 . The table shows that the ICSA is capable to obtain accurate results than the original version CSA. For the third capacitor allocation experiment a network of 68 buses and 69 lines is analyzed. Before to install any capacitor, the network presents a total active power loss of 225 kW, a total active and reactive power load of 3801.89 kW and 2693.60 kVAr. The annual cost for the corresponding 225 kW power loss is $37,800.00. The system presents a minimum voltage of 0.9091 p.u. at the 64th bus and a maximum 0.9999 p.u. at 2nd bus. As in the 10 and 33 bus experiments, the possible capacitor sizes and the price per kVAr is shown in the Table 8 . The network diagram is illustrated in Figure 11 and the line and load data is presented in Table A3 in the Appendix A.
Energies 2018, 11, x 17 of 23 sizes and the price per kVAr is shown in the Table 8 . The network diagram is illustrated in Figure 11 and the line and load data is presented in Figure 11 . 69-Bus distribution test system.
Statistical Analysis
In order to validate the results a statistical analysis between the different methods is performed and the results are illustrated in Table 15 . 
Conclusions
In this paper, an improved version of the CSA method is presented to solve complex high multi-modal optimization problems of energy: Identification of induction motors and capacitor allocation in distribution networks. In the new algorithm, two features of the original CSA are modified: (I) the awareness probability (AP) and (II) the random perturbation. With the purpose to enhance the exploration-exploitation ratio the fixed awareness probability (AP) value is replaced (I) by a dynamic awareness probability (DAP), which is adjusted according to the fitness value of each candidate solution. The Lévy flight movement is also incorporated to enhance the search capacities of the original random perturbation (II) of CSA. With such adaptations, the new approach preserves solution diversity and improves the convergence to difficult high multi-modal optima.
In order to evaluate its performance, the proposed algorithm has been compared with other popular search algorithms such as the DE, ABC and GSA. The results demonstrate the high performance of the proposed method in terms of accuracy and robustness. 
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