Abstract-This paper aims to establish a unified framework to handle both the exponential synchronization and state estimation problems for a class of nonlinear singularly perturbed complex networks (SPCNs). Each node in the SPCN comprises both "slow" and "fast" dynamics that reflects the singular perturbation behavior. General sector-like nonlinear function is employed to describe the nonlinearities existing in the network. All nodes in the SPCN have the same structures and properties. By utilizing a novel Lyapunov functional and the Kronecker product, it is shown that the addressed SPCN is synchronized if certain matrix inequalities are feasible. The state estimation problem is then studied for the same complex network, where the purpose is to design a state estimator to estimate the network states through available output measurements such that dynamics (both slow and fast) of the estimation error is guaranteed to be globally asymptotically stable. Again, a matrix inequality approach is developed for the state estimation problem. Two numerical examples are presented to verify the effectiveness and merits of the proposed synchronization scheme and state estimation formulation. It is worth mentioning that our main results are still valid even if the slow subsystems within the network are unstable.
I. INTRODUCTION
T HE past few decades have witnessed a surge of research outputs on the dynamics analysis of complex networks due primarily to their pervasive applications in a variety of physical systems and engineering plant [8] , [10] , [12] , [18] , [19] , [30] , [40] such as the internet, neural networks and genetic networks, etc. An increasing research interest has been devoted to the synchronization and stabilization problems for dynamical complex networks with each node representing a dynamical system [12] , [32] , [38] . The synchronization phenomenon has proven to be of major concern to excite the collective behavior of complex dynamical networks [24] , [25] , and a rich body of literature has been available so far. For example, a sufficient condition for global synchronization and stability analysis has been derived in [19] , [38] , and [39] based on a reference state and Lyapunov stability theory. Using the Lyapunov functional method and Kronecker product technique, the globally exponential synchronization and synchronizability have been studied in [27] for general dynamical networks. On the other hand, it is often the case that the complex network consists of a large number of nodes and only partial information about the network nodes is measurable through the network outputs. In such a case, the state estimation problem for complex networks based on available measurements becomes imperatively important and has stirred quite a lot of research attention, see [9] , [25] , [32] , [33] , [36] and the references therein. However, it is worth noting that, in almost all reported results, the node system in a complex network has been implicitly assumed to be regular, that is, the dynamics of the states of each node system evolves in the same time scale.
On the other hand, in practice, many dynamical systems possess two-time-scale characteristics, namely, an interaction of fast and slow dynamics such as aircraft and racket systems [34] , electric power systems [1] , [29] , and biological systems [37] . Such kind of systems is governed by both fast and slow dynamics, and customarily referred to as the singularly perturbed systems (SPSs). In [34] , a singularly perturbed structure has been assumed by artificial insertion of a small unit-valued parameter with highest derivative or some of the state variables of the nonlinear dynamical equations, where the four different structures of identifying the singular perturbation parameter have been presented in terms of the parameters of the nonlinear dynamical system. In [43] , a differential geometric control approach has been provided to deal with the dynamics of the nodes of a power network modeled from the singular perturbation of the power flow equations. From a theoretical viewpoint, the singular perturbation provides us with a powerful tool to reduce the system order and separate the time scales of SPSs [17] , [23] , but it also gives rise to significant difficulties in analyzing the system behaviors because of the small parasitic parameters multiplied by the time derivatives of the part of the system states.
In the context of complex networks, in the past decade, a variety of complex network models have been proposed and then thoroughly investigated. Examples include, but are not limited to, stochastic complex networks [20] , [36] , complex networks with imperfect measurements [33] , [35] , uncertain complex networks [21] , [31] as well as complex networks with various kinds of transmission delays [9] , [15] . It is noticeable that, for some complex networks such as power networks and neural networks, the node systems are often subject to singular perturbations. For example, in [43] , the special singularly perturbed property of the classical distribution networks has been fully discussed that has led to a precise control with help from the singular perturbation approach, and the slow and the fast two-time-scale characteristics have been illustrated for a DC motor and a synchronous generator [7] . Furthermore, the neural network based control and observer design problems have been investigated in [22] for a class of singularly perturbed nonlinear systems with guaranteed H ∞ control performance. In [4] , the model predictive control problem has been handled for nonlinear SPSs with application on a large-scale nonlinear reactor-separator process network which exhibits two-timescale behavior. Unfortunately, a literature search reveals that little work has been devoted toward the dynamics analysis issue of the singularly perturbed complex networks (SPCNs) especially when the singular perturbation phenomenon occurs on each node system. It is, therefore, the main focus of this paper to shorten such a gap by initiating a major study on the exponential synchronization and state estimation problems for a class of nonlinear SPCNs.
In this paper, we investigate the exponential synchronization and state estimation problems for a class of nonlinear SPCNs with each node subjecting to both slow and fast dynamics. All nodes in the SPCN are of the same structures and properties. Rather than the commonly used Lipschitztype function, a more general sector-like nonlinear function is employed to describe the nonlinearities existing in the network. By utilizing a novel Lyapunov functional and the Kronecker product, the addressed synchronization problem is shown to be converted into the feasibility problem of a set of matrix inequalities. The subsequent state estimation problem is then dealt with for the same complex networks. Through available output measurements, a state estimator is designed to estimate the network states such that the dynamics of the estimation error is guaranteed to be globally asymptotically stable. Two simulation examples are provided to show the usefulness of the proposed global synchronization and estimation schemes. It is worth mentioning that our main results are still valid even if the slow subsystems within the network are unstable.
The main contributions of this paper are outlined as follows.
1) The exponential synchronization and state estimation problems are addressed, for the first time, for a class of general nonlinear SPCNs that allow directed and weighted topologies.
2) A unified framework is established for the addressed synchronization and problems for the addressed SPCNs exhibiting both the slow and fast dynamics. 3) Sector-like nonlinearities enter into the system model and their impacts on the synchronization and estimation performances are analyzed. The rest of this paper is organized as follows. Problem formulation is presented and some preliminaries are introduced in Section II. In Section III, the globally exponential synchronization of the SPCNs is studied. Later, the state estimation of the SPCNs is discussed in Section IV where the state estimator is designed. In Section V, two numerical examples are given to demonstrate that our results are relevant to singularly perturbed dynamical networks. Finally, conclusions are drawn in Section VI.
Notations: The notations in this paper are standard. Throughout this paper, for real symmetric matrices X and Y, the notation X ≤ Y (respectively, X < Y) means that the matrix X −Y is negative semi-definite (respectively, negative definite). I n is the identity matrix of order n. R n and R n×m denote the n-dimensional Euclidean space and the set of all real matrices with dimension n × m, respectively. If A is a square matrix, λ max (A) (respectively, λ min (A)) means the largest (respectively, smallest) eigenvalue of A. The notation A ⊗ B stands for the Kronecker product of matrices A and B. In symmetric block matrices, we use an asterisk " * " to represent a term that is induced by symmetry. The Hermitian part of a square matrix M is denoted by He(M) = M + M T . The superscript "T" denotes matrix transposition and diag{· · · } means a blockdiagonal matrix. Matrices, if not explicitly stated, are assumed to have compatible dimensions for algebraic operations.
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider a nonlinear SPCN model consisting of N linearly coupled identical nodes with full diagonal inner coupling, where each node is an (n + m)-dimensional dynamical SPS given as follows:
Here
are, respectively, the slow and fast state vectors of the ith node. The constant (0 < 1) is the singular perturbation parameter.
, where h(x i (t)) ∈ R n and g(x i (t)) ∈ R m are continuously differentiable vectorvalued nonlinear functions, H ∈ R n×m and G ∈ R m×m are constant matrices. I(t) = I n (t)
is an external input vector, where 
which means that the network topology could be undirected and weighted. The diagonal elements of the matrix D are determined by the following diffusive coupling conditions [42] :
Thus, the Laplacian matrix D is a zero row-sum matrix. For notational convenience, let us define the following notations:
and then the network (1) can be rewritten in the following compact form by means of the Kronecker product:
The nonlinear vector-valued functions h(·) and g(·) are assumed to satisfy the following sector-like nonlinear functions which are more general than the traditional Lipschitztype ones.
Assumption 1 [25] , [26] : The nonlinear functions h(·) and g(·) are continuous and satisfy
, where
Here,
For the fast part of the SPCN (1) or (3), as conventionally done in [11] , we have the following assumption.
Assumption 2: The fast subsystem of every node is stable, i.e., the state matrix G is Hurwitz.
Furthermore, the following definition and lemma are provided for subsequent technical development of the paper.
Definition 1: The complex network (3) is said to be globally exponentially synchronized if, for any initial values
Lemma 1 [25] :
In this paper, our main aim is to study the synchronization problem for the SPCN (3) by deriving sufficient conditions under which the network (3) is guaranteed to be exponential synchronized. Furthermore, we will extend the results obtained to design the desired state estimator for the same complex network model through available network measurements.
III. SYNCHRONIZATION ANALYSIS
In the section, the globally exponential synchronization problem for the SPCN (3) by the Lyapunov functional method.
Theorem 1: Let Assumptions 1 and 2 hold. 1) For a given > 0, the network (3) can reach globally exponential synchronization if there exist two scalars δ 1 > 0 and δ 2 > 0, three positive definite matrices P 1 ∈ R n×n , P 3 ∈ R m×m and R ∈ R m×m , a matrix P 2 ∈ R m×n such that the following linear matrix inequalities (LMIs) (8) and (9) hold:
where 1 ≤ i < j ≤ N and
If there exist two scalars δ 1 > 0 and δ 2 > 0, three positive definite matrices P 1 ∈ R n×n , P 3 ∈ R m×m , R ∈ R m×m and matrix P 2 ∈ R m×n such that
hold, then the network (3) can reach globally exponential synchronization for sufficiently small > 0.
Proof:
1) According to Assumption 1, it follows readily from (4) that:
, or, equivalently
Similarly, we have from (5) that
where
.
To deal with the synchronization of the network (3), we consider the following Lyapunov function:
is a zero row-sum matrix. Then, the derivative of (14) along the trajectories of (3) iṡ
Referring to the structure of matrix W and according to Lemma 1, we can obtain that
For any real vectors a, b and any matrix R > 0 of compatible dimensions, we have the following elementary inequality:
and therefore
For the term of the external disturbance 2Y
. . .
I(t)
Noting that the coupling matrix D satisfies the diffusive coupling condition (2), it follows that WD = ND and:
which leads to
Substituting (16)- (23) into (15), it yields from (12) and (13) thaṫ
According to (9) , there exists a small constant η > 0 such that (25) holds. Hence, the inequality (24) 
is bounded and it can be obtained that
Hence, there exist constants η > 0 and β > 0 such that
According to Definition 1, it can be concluded that the globally exponential synchronization of the network (3) can be achieved under the condition of (9). 2) Similar to [11] and [44] , we can choose P such that, for = 0, the functional V(Y(t)) makes sense with E = E 0 and P = P 0 in the descriptor case [i.e., = 0 in (3)]. If the reduced-order LMIs (0, i, j) < 0 (1 ≤ i < j ≤ N) hold for some δ 1 , δ 2 , P 0 and R, then for sufficiently small , the full-order LMIs (9) hold for the same δ 1 , δ 2 , P 1 , P 2 , P 3 , and R. Then, in view of 1) in this theorem, the network (3) is globally exponential synchronized. This completes the proof. Remark 1: In Theorem 1, the synchronization problem is studied for a new type of complex networks with singular perturbations, where the main result established involves all the information about on the system parameters including those reflecting the slow and fast dynamics as well as the nonlinearities. Due to the general nonlinearities introduced in the model, a quadratic Lyapunov function is used to derive the sufficient conditions that can be checked efficiently via the MATLAB LMI Toolbox. It would be a possible topic of research to use nonquadratic Lyapunov functions or direct mathematical analysis techniques in order to reduce the unnecessary conservatism.
IV. STATE ESTIMATION
For the complex network (3), sometimes, we can only know the partial information about the states of the some network nodes from the network outputs. However, in order to make use of the networks in practice, it becomes necessary to estimate the node states through available network output. Suppose that the output vector of the ith node of the network (3) is described by
where i = 1, 2, . . . , N, C xi ∈ R l 1 ×n and C zi ∈ R l 2 ×m (l 1 + l 2 = l) are known constant matrices and Y i (t) ∈ R l is the measurement output of the ith node. The state estimator is of the following form:
. . , N). Let e(t) = e T 1 (t) e T 2 (t) · · · e T N (t)
T
Ŷ (t) − Y(t) with e i (t) =ŷ i (t) − y i (t) = x i (t) − x i (t) z i (t) − z i (t) e xi (t) e zi (t) and

F(e(t)) F(Ŷ(t)) − F(Y(t)).
Then, from (3) and (29), we obtain the following the state error dynamics:
ė(t) = −KCe(t) +F(e(t)) + c(D ⊗ )e(t). (30)
For convenience of development in the sequel, let
product of a series of rowswitching elementary matrices T i ∈ R N(n+m)×N(n+m)
According to the properties of the row-switching elementary transformation, one haŝ T −1 =T. Hence, we have the following equivalent form of the system (30):
that is
whereẽ
(e x1 (t)) + He z1 (t) h(e x2 (t)) + He z2 (t) · · · h(e xN (t)) + He zN (t)
⎤ ⎥ ⎥ ⎦ = ⎡ ⎢ ⎢ ⎣ h(e x1 (t)) h(e x2 (t)) · · · h(e xN (t)) ⎤ ⎥ ⎥ ⎦ + (I N ⊗ H)e z (t) g(e x (t)) +Ge z (t) = ⎡ ⎢ ⎢ ⎣ g(e x1 (t)) + Ge z1 (t) g(e x2 (t)) + Ge z2 (t) · · · g(e xN (t)) + Ge zN (t) ⎤ ⎥ ⎥ ⎦ = ⎡ ⎢ ⎢ ⎣ g(e x1 (t)) g(e x2 (t)) · · · g(e xN (t)) ⎤ ⎥ ⎥ ⎦ + (I N ⊗ G)e z (
t).
The next goal is to choose a suitable K i such thatŶ(t) asymptotically approaches Y(t). From Assumption 1, it is easy to verify that e x (t) h(e x (t))
For the error system (30) or (32), we have the following result.
Theorem 2: 1) Let Assumptions 1 and 2 hold. For given
. . , K zN }, the error system (30) or (32) is globally asymptotically stable if there exist two scalars δ 1 > 0 and δ 2 > 0, matrix P = P 1 P T 2 P 2 P 3 with P 1 = diag{P 11 , P 12 , . . . , P 1N } > 0,
. . , N) such that the following LMIs hold:
. . , K zN }, the error system (30) or (32) is globally asymptotically stable for small > 0 if there exist two scalars δ 1 > 0 and δ 2 > 0,
. . , N) satisfying the following LMIs:
1) Consider the following Lyapunov functional:
V(e(t)) = e T (t)E P e(t)
Differentiating (32) with respect to t along the trajectories of (32), we obtaiṅ
V(e(t))|
Due to (19) , there exists a matrix
g(e x (t))
Hence, it follows that:
with
According to Schur complement lemma, M < 0 is equivalent to (35) , which implies that
Along the similar line as in the proof of 2) of Theorem 1,
we can obtain a descriptor case when = 0. The reduced-order results (37) and (38) hold naturally and the proof is therefore omitted. From Theorem 2, it is still very difficult to find a global solution to the nonlinear inequality (36) in order to select an appropriate state estimator for system (3). Next, let us provide a procedure for constructing the state estimator for system (3) . To this end, it follows from (19) that:
Substituting (42) into (36) and using Schur complement lemma, the following results can be easily accessible from Theorem 2 and therefore the proof is omitted.
Theorem 3: 1) Let Assumptions 1 and 2 hold. For a given > 0, if there exist two scalars δ 1 > 0 and δ 2 > 0 and matrices
P 2 P 3 with
such that the following LMIs:
hold, where ( ) is defined at the bottom of this page and
then the system (29) is a state estimator of the complex network (3). In this case, the estimator gain matrices can be chosen as
2) Under Assumption 1, from the conclusion in 1), the system (29) becomes a state estimator of the complex network (3) for all sufficiently small > 0 if there exist two scalars δ 1 > 0, δ 2 > 0 and matrices
where E 0 = E | =0 . Under such conditions, the estimator gain matrices of the system (3) can be parameterized as
In Theorems 1 and 3, the exponential synchronization and the state estimation problems are thoroughly investigated for a class of general nonlinear SPCNs that allow directed and weighted topologies. Within a unified framework, the existence of the desired synchronization and estimation is guaranteed through solving a set of matrix inequalities, and both the slow and fast dynamics are handled using an integrated matrix analysis method. Especially, the sector-like nonlinearities in the system model do have a major impact on the synchronization and estimation performances as the sector bounds are explicitly reflected in the obtained existence conditions. Let the nonlinear vector-valued functions be given by
It can be verified that Assumption 1 is satisfied with the following coefficients:
When = 0.05, by using the MATLAB LMI Toolbox, a feasible solution is found based on the LMI (9) as follows: Therefore, according to Theorem 1, we can conclude that the complex dynamical network (1) with given parameters is globally exponentially synchronized, which is further verified by the simulation result shown in Fig. 1 . The figures display the synchronization behavior very well for all the states of network (1) .
Next, let us validate the theoretical results for the state estimation problem. When = 0.05 and According to Theorem 3, the system (29) becomes a state estimator of the SPCN (1) or (3). The numerical simulation validates the theoretical results perfectly. Fig. 2 shows the evolutions of the states and their estimators of node 1, respectively. From the three figures, it is noticed that the state estimation approaches the original system state asymptotically. Specifically, the estimate errors are shown clearly in Fig. 3 for all states of node 1. Example 2: Next, an complex network with unstable slow subsystems is selected to demonstrate that the proposed synchronization and estimation schemes still work well in such an unstable case. Similar to Example 1, the system parameters are chosen as follows: It can also be checked that
Solving LMIs (9), we have the following results. When = 0.2 According to Theorem 1, we can conclude that the complex dynamical network (1) is globally exponentially synchronized with given parameters. Also, the simulation result shown in Fig. 4 illustrates that all states of network (1) We solve (43) and (44) According to Theorem 3, the system (29) becomes a state estimator of the SPCN (1) or (3). Fig. 5 depicts the evolutions of the states and their estimators of node 1, which shows that the estimated state asymptotically tends to the original state. Furthermore, the estimation errors of states x 11 (t), x 21 (t), and z 11 (t) are shown in Fig. 6 .
VI. CONCLUSION
In this paper, we have investigated the exponential synchronization and state estimation problems for a class of nonlinear SPCNs with each node subjecting to both slow and fast dynamics. By utilizing a novel Lyapunov functional and the Kronecker product, the addressed synchronization problem has been solved by checking the feasibility of a set of matrix inequalities. The subsequent state estimation problem has then been dealt with for the same complex networks. Through available output measurements, a state estimator has been designed to estimate the network states such that the dynamics of the estimation error is guaranteed to be globally asymptotically stable. Two simulation examples have been provided to show the usefulness of the proposed global synchronization and estimation schemes. Our main results are still valid even if the slow subsystems within the network are unstable.
It is worth mentioning that, in general, the slow dynamics could be either stable or unstable. Our main results for synchronization and state estimation problems are valid for both the stable and unstable cases, which has been confirmed through our two examples. On the other hand, in the derivation of our main results, we do need the technical assumption that the fast dynamics is stable. In fact, if the fast dynamics is unstable, then the boundary layer caused by the fast dynamics does not decay and the corresponding synchronization/estimation problems cannot be dealt with by the unified approach since the fast and slow dynamics will operate on two distinctively different scales. We are currently developing more general techniques that would avoid the restrictive assumption and the results will appear in the near future. Also, it would be interesting to employ more up-to-date techniques (e.g., datadriven techniques [45] , [46] and fuzzy control approaches [2] , [3] , [5] , [14] ) to enhance the practical relevance of the main results.
