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i 
ABSTRACT 
A gas turbine engine is a complex and non-linear system. Its dynamic response 
changes at different operating points. The exogenous inputs: atmospheric 
conditions and Mach number, also add disturbances and uncertainty to the 
dynamic. To satisfy the transient time response as well as safety requirements 
for its entire operating range is a challenge for control system design in the gas 
turbine industry. Although the recent design of engine control units includes 
some advanced control techniques to increase its control robustness and 
adaptability to the changing environment, the classic scheduling technique still 
plays the decisive role in determining the control values due to its better 
reliability under normal circumstances. Producing the schedules requires 
iterative experiments or simulations in all possible circumstances for obtaining 
the optimal engine performance. The techniques, such as scheduling method or 
linear control methods, are still lack of development for control of transient 
performance on most commercial simulation tools. Repetitive simulations are 
required to adjust the control values in order to obtain the optimal transient 
performance. In this project, a generalised model predictive controller was 
developed to achieve an online transient performance optimisation for the entire 
operating range. The optimal transient performance is produced by the 
controller according to the predictions of engine dynamics with consideration of 
constraints. The validation was conducted by the application of the control 
system on the simulated engines. The engines are modelled to component-level 
by the inter-component volume method. The results show that the model 
predictive controller introduced in this project is capable of providing the optimal 
transient time response as well as operating the engine within the safety 
margins under constant or varying environmental conditions. In addition, the 
dynamic performance can be improved by introducing additional constraints to 
engine parameters for the specification of smooth power transition as well as 
fuel economy. 
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 1 
1 INTRODUCTION 
In recent years, the technology for numerical simulation tools has been 
vastly improved in its functionality, accuracy and reliability for estimations of gas 
turbine performance. Improved computing techniques have allowed the transfer 
of experiments from test beds to simulations, resulting in the reduction of design 
costs and a shortened design cycle. In a gas turbine engine, some or most of 
the variables remain in their transient states and their performance can change 
over time while the engine is in operation. Transient states are so important that 
three-quarters of development effort are normally spent on the design and 
tuning control law in order to ensure the optimum transient performance could 
be the most efficient, fastest and safest for entire transient operation range [1]. 
However, most commercial simulation tools, such as GasTurb or GSP, only 
include the classic fuel scheduling and proportional-integral-derivative (PID) 
methods for control of engine transient performance. In addition to the 
prediction and assessment of the transient performance, proceeding 
simulations is also an important method to produce optimum fuel schedule or 
control law for control data of real engine control unit. The desired transient 
performance could be only obtained from iterative procedures by tuning each 
entry of the control schedule from the classic control designs. In this project, an 
advanced control algorithm has been developed to provide an intelligent control 
solution to solve the issues from design and simulation. This control algorithm 
includes a controller: constrained model predictive controller (MPC) with an 
engine dynamic identifier: least squares method with varying stabilised factor 
(RLS-SV). The new algorithm simplifies the classic process by eliminating the 
majority of iterative processes. The optimal performance within the safety 
margin can be produced while the engine is operating, and optimising process 
evolves adaptively to the change of engine dynamic. Generality feature of this 
design also increases the robustness of the controller, which allows this 
controller can be easily implemented to most engine configurations. 
The application of the control algorithm is based on the concept of 
mechatronic system. The term of mechatronics was firstly introduced in Japan 
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in the 1970s[2,3]. Mechatronics is the integration of mechanical with electrical 
and electronic systems. A typical mechatronics system is shown in Figure 1-1. 
A gas turbine engine is a mechanical system in this cycle. Engine data is being 
measured by sensors. However, inaccuracy and noise are commonly present in 
these measurements, therefore, filtering is required. The signal processing 
module produces dynamic models or corrects the pre-defined models according 
to the measurements. The control signals are analysed from the mathematical 
models by the controller. 
 
Figure 1-1 Mechatronics system 
The computational engine model is considered as the real gas turbine 
engine of Figure 1-1in this project. Due to no exogenous disturbances existing 
in the virtual engine, the sensor measurement and filtering blocks are no longer 
required in the mechatronics system. The mechatronics system can be reduced 
to Figure 1-2. 
 
Figure 1-2 Reduced mechatronics system 
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The gas turbine engine is modeled to component level by the inter-
component volume (ICV) method. This engine modeling technique allows 
engine components, such as compressor, combustor and turbine, to be 
developed individually. The dynamic model of individual components can be 
designed separately from the overall predictions of engine performance so that 
an iterative or mapping process can be directly applied to estimate the 
thermodynamic and aerodynamic parameters, and so future development of the 
components will not affect the estimation process of overall engine 
performance. A volume connects two consecutive engine components. The 
integral terms in the volume eliminate the iterations for matching flow continuity 
between inlet and outlet of the two consecutive components. 
MPC is a model based controller and treats the engine as a dynamic 
system. A control-oriented model is required to supply to the MPC for analysis 
of the engine dynamic. A stabilised recursive least squares (RLS) method is 
executed to produce a reduced state space model from the online identification 
of the ICV model. 
The MPC changes the conventional concept of process demand to target 
demand, in order to control engine transient performance. It is capable of 
searching for and obtaining the fastest transient route to reach the performance 
target, by manipulating the control inputs, because of the linear predictions on 
engine future performance based on the identified models. The constraints of 
the engine parameters can also be predicted through the control algorithm if 
their dynamic models are chosen to be identified by RLS. The optimum control 
solution produced by the MPC includes the consideration of both the constraints 
and performance requirements on the engine parameters. The constraints of 
corrected fuel flow, shaft speed, compressor pressure ratio, thrust delivery and 
specific fuel consumptions are designed to single, twin and three spool gas 
turbine engines. From the results of this research, the included constraints 
ensure the engine is always being operated within an allowable and safe 
operating envelope. Furthermore from the research, the performance of fuel 
economy and the smoothness of transient operation can be further improved by 
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implementing the constraints to engine parameters, i.e. SFC and percentage of 
overshoot. 
The block diagram, Figure 1-3, shows the architecture of the engine 
system. The transient command is given by the user or pilot as a control 
reference. The controller (MPC) determines the optimal control signal (fuel flow) 
by minimising the error of command to engine output as well as ensuring the 
safety of operation. The identification process (RLS) keeps the control-
orientated model updated. The closed loop process repeats until the simulation 
is terminated. 
 
Figure 1-3 Block diagram of the engine system (Equations are explained in 
Chapter 4) 
This project is also required to improve transient simulation capability of 
simulation tool – Turbomatch. Turbomatch is a gas turbine engine performance 
simulation tool developed by Cranfield University. This computational tool is 
used to simulate and prognosticate steady state and transient performance of 
gas turbine engine. The original design of control transient process in the 
Turbomatch used fuel scheduling technique, which requires the user to attempt 
repetitive simulations by manipulating individual value in the fuel schedule in 
order to obtain the satisfied transient results. The designed control and 
optimisation of transient process shown in Figure 1-3 could automatically 
search the best transient lines and simplifies the design process of producing 
the fastest transient response within the engine constraints for the entire 
operating range. 
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1.1 Aim 
The project is aimed to develop a control process for the online transient 
performance optimisation of gas turbine engines.  
1.2 Contributions to Knowledge 
 The developed optimal control algorithm changes the descriptive to 
objective concept for improvement of the control capability and the 
adaptability to the transient operations and change of environmental 
conditions on gas turbine engines 
 The development of optimal control method: constrained model 
predictive controller (MPC), with the adaptive identification algorithm: 
recursive least square with variable stabilised factor (RLS-SV), allows 
transient performance of gas turbine engines can be optimised online for 
the entire operating range. 
 The automatic control process simplifies the process of developing the 
fuel schedules and is generalised techniques to most engine 
configurations. 
 The awareness of performance boundaries allows the engine can be 
operated safely, effectively to the command and efficiently to the fuel 
consumption. This capability allows the MPC could be constrained by the 
design from any of engine parameters to satisfy the operation 
requirements. 
 The constraints of corrected shaft speed, compressor pressure, turbine 
entry temperature, engine thrust delivery and specific fuel consumption 
are designed on model predicted controller for ensuring safety during gas 
turbine transient operation. 
1.3 Contributions to Simulation Tool (Turbomatch) 
 Introduced the design of closed-loop feedback system  
 Implemented open/closed loop PID control method 
 Implemented constrained model predictive control (MPC) algorithm for 
transient performance control and optimisation  
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2 LITERATURE REVIEW 
2.1 Overview of Gas Turbine Engine System 
Gas turbine engine is the propulsion module of an aircraft, which 
provides continuous thrust in order to maintain flight. The engine control system 
has a critical role, which is to ensure that the engine performs at maximum 
efficiency as well as safety in any given condition. Back in the 1930s, the 
world‘s first gas turbine engine patented by Sir Frank Whittle was only equipped 
with a simple throttle lever to control fuel injection to the combustor chamber [4]. 
The throttle lever angle or power lever angle (PLA) had to be adjusted to take 
into account the effects of altitude, intake pressure, and temperature as well as 
the flight speed. Therefore, the need to develop an automatic system was 
required for fuel decisions. Then, in the 1950s, a greater impact on the gas 
turbine technologies was brought due to higher demands being made on engine 
performance, the length of serving life and safety. As a result, the heavy and 
complex hydromechanical control system had been developed [5]. Later still, 
during the 1970s, higher thrust, and higher bypass ratio engines were being 
developed, and consequently, more frequent adjustment of power levels was 
required. As a result, the hydromechanical control components were quickly 
being replaced by electronic control systems. The digital system was preferred 
because of the development of computer technology, allowing complex 
performance estimation and control algorithms to be programmed and also 
because of its quick response time. The growth of digital computers enhanced 
the reliability and functionality of control systems. During sixty years 
development, the control system had been evolved to full authority digital 
electronic control (FADEC) where the engine is capable of managing the 
performance by itself from the commands given by the pilots [6]. 
Figure 2-1 shows a typical application of FADEC system to a gas turbine 
engine [7]. A typical FADEC system includes an electronic engine controller 
(EEC) (or engine control unit (ECU)), a fuel flow metering unit (FMU), speed 
sensors, temperature and pressure sensors and hydromechanical systems 
[8].The pilot applies command through the PLA. The angle of the thrust lever is 
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taken as a control input to the FADEC system. The system firstly converts the 
value of the lever angle to the control reference before the command is being 
imported to the downstream controller as shown in Figure 2-2. The control 
reference can be interpolated from a table of reference speed, compressor or 
engine pressure ratio because the thrust cannot be directly measured by 
sensors. The change of control input is determined by control logic through 
comparison between the control reference and the measurements from 
sensors. A lead-lag controller shown in Figure 2-1is a typical linear control 
design. Nowadays, more advanced and intelligent control techniques have been 
embedded to the FADEC. The acceleration and deceleration fuel schedules are 
added downstream of the controller, and the logic gates are used to switch the 
fuel schedule between acceleration and deceleration. During the accelerating 
process, the acceleration schedule is activated when the control input from the 
controller is smaller than the value from the schedule. The opposite action is 
applied during the deceleration operation. Figure 2-3 shows an example of the 
implementation of switching logics to the engine control unit. After the amount of 
fuel change has been determined by the control logic, the effect of the changed 
fuel on engine transient performance must be predicted. The predictions are 
then compared with the installed constraints of engine parameters in the limit 
logic module. This module draws the performance boundary for safe operation 
and longevity of components. If the fuel rate exceeds any maximum or minimum 
limits, the value will be limited to the predefined values by the constraints. The 
logic in the constraint module acts as a filter and follows the rules of a low pass 
during acceleration and high pass during deceleration. Then, the command fuel 
change, according to the pilot‘s lever command, can be integrated and passed 
through a digital to analog (DTA) converter, through the fuel metering unit 
(FMU), and finally injected to the engine combustor. The engine performance 
responses to the disturbed fuel flow and the new performance is measured by 
the sensor and fed back to the control logic. The closed-loop is being repeated 
while the engine is in operation. 
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Figure 2-1 FADEC system for control of gas turbine engine [7] 
 
Figure 2-2 The schedule for PLA to shaft speed[9] 
The conceptual design of the control logic is shown inFigure 2-3. The speed 
governor includes a lead-lag controller to determine the fuel flow.The estimated 
fuel flow is non-dimensionalised to adapt the variant ambient conditions. 
 
Figure 2-3 Conceptual design of fuel control logic[9] 
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A ―min-max‖ structure is normally included as a limiter for the protection of 
critical engine variables as shown by the example of Figure 2-4[10]. The ―min-
max‖ design is implemented to limit the logic module in an engine system of 
Figure 2-1. The final fuel command is achieved by comparing the output from 
the controller with the selected engine constraints as well as with the value 
interpolated from the fuel schedules. The minimum fuel flow command is 
selected from the schedule of the constrained parameter which has the smallest 
safety margin. 
 
Figure 2-4 Conceptual design of control limits[10] 
The engine system demonstrated from Figure 2-1 to Figure 2-4 shows a 
typical structure for achieving optimal performance as well as maintaining 
operations under safe criteria. However, the literature fails to demonstrate the 
procedures of processing the parameter constraints with the input command 
from the controller, so that the selected engine parameters can be protected. 
The problem inherent in the max-min constraint design is that it must deal with 
the delay of the engine response. This means that the command fuel input must 
be adjusted or constrained in advance before the constraints become significant 
enough to threaten safety. Therefore, each constraint module in Figure 
2-4should be an algorithm rather than a simply constrained value. Each module 
should be capable of predicting the future behaviour about the parameter of the 
module and also analyse the effects of constrained fuel input to its future 
dynamics. Therefore, in order to successfully implement the control system of 
Figure 2-1, a performance prediction feature must be added to the controller so 
that the protection logic can successfully ensure the safety of operation.  
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2.2 Transient Performance of Gas Turbines 
Transient performance considers the dynamic of engine performance 
parameters changing over time. If the constant fuel flow is supplied to the 
engine combustor, the engine performance will remain near or at a steady state 
point over time in a constant environmental condition. For any disturb of fuel 
flow given by either the control system or by the pilot‘s command, the transient 
operation starts because of an imbalance of power between compressors and 
turbines. The objective of control system design is to ensure a smooth, stable, 
and stall-free transient operation. Airworthiness also has strict regulations for 
the minimum requirements of engine transient performance. According to FAA‘s 
Federal Aviation Regulation, Part 33, Section 33.73, the rules for power and 
thrust response of aircraft engines indicate:[11] 
(a) From minimum to take-off power or thrust rate with the maximum bleed 
air and power extraction without exceeding any performance limits, the thrust 
lever is required to move from idle to maximum power within in 1s. 
(b) The time to reach the take-off power is required within 5sfrom the idling 
rated take-off power or thrust which is not more than 15% available, to 95% 
rated take-off power or thrust at a stabilised static condition. 
The transient command is given by a slam increase or decrease of power 
lever angle (PLA). The control system responses to the command from the PLA 
regulate the fuel flow at a defined limit of rate. The rate of over-fuelling is typical 
between 20% and 100% of steady state for the current shaft speed[12]. 
The transient performance for compressors is shown in Figure 2-5 and 
Figure 2-6. The compressor transient running lines deviate from the steady 
state running lines. For the transient performance of a twin spool engine, the 
high pressure compressor follows the typical performance characteristic: so that 
where the operating point moves closer to the surge line, which is above the 
steady state running line during acceleration, as shown in Figure 2-5 (b), and 
moves below the steady state running line during deceleration, Figure 2-6 (b). 
The transient performance of a low-pressure compressor shows on the opposite 
side of the steady state running line to the transient performance of a high-
 11 
pressure compressor. During engine acceleration, the operating point moves 
below the steady state running line, shown in Figure 2-5 (a) due to the higher 
increment of shaft speed than the increment of pressure ratio. The low-pressure 
compressor is more likely to surge while the engine is decelerating, Figure 2-6 
(a). Understanding the transient behaviour of compressors is essential when 
designing the constraints of compressor pressure ratio in the model predictive 
controller. For example, the upper limit can be applied to higher pressure 
compressor and lower limit can be designed for low or intermediate compressor 
on compressor pressure ratio rather than implementing all upper limits to all 
compressors during the operation of engine acceleration. 
 
(a) 
 
(b) 
Figure 2-5 LPC or IPC (a); HPC (b) transient performance of engine 
acceleration[12] 
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(a) 
 
(b) 
Figure 2-6 LPC or IPC (a); HPC (b) transient performance of engine 
deceleration[12] 
The engine dynamics can also be observed from its frequency response. 
The frequency-domain analysis was conducted by Ceri Evans [13,14].A 
complex gas turbine engine was simplified into transfer functions with one zero 
and two poles. The nonlinearity is shown by the varying dynamics of a gas 
turbine within its operating range. A series of linear models were estimated for a 
set of operating points to demonstrate the non-linear dynamics. The data 
obtained from multi-sine testing with input: (2-1), were used to estimate the 
nonparametric and parametric (non-defined and defined structure/parameters) 
frequency-domain models. 
 


F
1k
k0kk υtπf2icosau(t)  
(2-1) 
where ―  ‖ is the input gain, ―  ‖ is the harmonic number, ―  ‖ is the sampling 
frequency and ―  ‖ is the phase shift.  
The frequency responses of low and high-pressure shafts on a twin-
spool engine are shown by bode plots, Figure 2-7 and Figure 2-8, at three 
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operating points of the HP shaft: 65%, 75% and 85%. The results show the 
evolution of dynamics for both shafts with different shaft speeds. The analysis 
shows a decrease of steady-state gain and an increase of dynamics while shaft 
speed is being increased.  
 
Figure 2-7 Frequency response for LP shaft response at relative HP shaft speed: 
65% ( ), 75% ( ), 85% ( ), [14] 
 
Figure 2-8 Frequency response for HP shaft response at relative HP shaft speed: 
65% ( ), 75% ( ), 85% ( ), [14] 
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The values of poles and zeros (poles are the routes from denominator 
and zeros are the routes of numerator of transfer function) in Figure 2-9 from 
the research of Ceri Evans (1998) suggest that the dynamic of the HP shaft can 
be estimated to a 1st order model; and that 2nd order model is more suitable for 
modelling the dynamic of LP shaft at 65% and 75% of relative HP shaft speed. 
An additional pair of pole-zero was found at low frequencies for both HP and LP 
shafts due to the effect of heat soakage. In addition, the result also suggests 
that the dynamic of an HP shaft behaves as a 2nd order system at high 
rotational speeds (85% and 90%) due to the separation of zero and pole. 
 
Figure 2-9 The poles ( ), zeros ( ) for LP shaft (b), HP shaft (a) from estimated 
model 
2.3 Engine Modelling Techniques 
There are four common engine modeling techniques: component-level 
model, state variable model, adaptive model and intelligent model, to simulate 
the transient performance as shown in Figure 2-5 and Figure 2-6 [15]. The 
component-level techniques can be further divided into two common methods: 
constant mass flow (CMF) and inter-component volume (ICV), and the 
component-level simulation was implemented as early as 1975 by NASA Lewis 
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Research Centre to perform the computational performance prediction for gas 
turbine engines [16].  
The CMF uses an iteration process to maintain the flow continuity 
through the engine component. The process is to match the non-dimensional 
flow between the inlet and outlet of two consecutive engine components. If a 
transient calculation of a single spool turbojet shown by Figure A-1is taken, the 
iterative process is shown in Figure A-2. The combustor outlet temperature can 
be calculated from the input of fuel flow. Iterations are applied matching the 
turbine pressure ratio and exit temperature by assuming choked turbine with 
constant inlet and outlet non-dimensional mass flow (NDMF). Because of 
constant turbine inlet NDMF, the turbine inlet pressure can be obtained from 
NDMF with available values of turbine entry temperature (TET) and gas flow 
from the last time step. If a constant combustor pressure drop is assumed, the 
compressor exit pressure for the next time step is the proportion of turbine inlet 
pressure. Other aerodynamic and thermodynamic parameters can be 
interpolated from the compressor map using inputs of pressure ratio and 
relative shaft speed from the previous time step. The change of shaft speed can 
be calculated from the imbalance of work between compressor and turbine. The 
process is repeated with each new input of fuel flow. 
The ICV modeling technique introduces volumes between two 
consecutive engine components. The volumes allow the temporary imbalance 
of fluid continuity. The volume added downstream of the turbine module 
removes the iteration of outlet pressure matching by feeding forward the volume 
pressure [17]. The advantage of utilising the ICV method allows the algorithm of 
performance predictions to be developed individually for each engine 
component [18]. 
The difference in the simulation results between the CMF and ICV 
method are shown in Figure 2-10. Both methods yield similar results towards to 
the end of the transient line. During the initial transient step, an instant increase 
of compressor pressure ratio is calculated from the assumption of constant 
shaft speed by the CMF method. By incorporating mass storage, a gradual 
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increment of the transient line is produced by the ICV method for transient 
acceleration and the result is much closer to the actual transient performance. 
Furthermore, the volumes in the ICV method ensure a continuous engine 
system; hence a control system can be easily designed for a continuous 
system.In this project, the ICV method is developed for engine simulation in 
order to achieve a very high degree of accuracy of performance prediction, and 
the continuous characteristic of the model also allows for easier implementation 
of the control system. 
 
Figure 2-10 Comparison of CMF and ICV methods on transient performance 
simulation[19] 
The adaptive and intelligent modeling techniques use dynamic functions, 
which are more suitable for the incorporation of advanced control algorithm and 
diagnosis. The model structures are much simpler than component-level 
models, and are commonly written to transfer functions or state variable models 
(SVM) for correlation to the dynamics of engine parameters [15]. 
The adaptive method uses an augmented state variable model (ASVM), 
(2-2). This particular adaptive modeling technique is especially powerful when 
the measurements from the plants have noises, uncertain or immeasurable 
engine variables existing in the plant. 
VUDΔXCΔΔY
WUBΔXAΔXΔ


 
(2-2) 
where ―W‖ is the system or state noise, and ―V‖ is observation or measurement 
noise. A Kalman Filter is commonly applied to state and sensor predictions by 
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minimising the error between values given by the hypothesis of (2-2) and the 
measurements from the engine. Therefore, the state variable model is capable 
of tracking the engine dynamics. 
In the interests of increasing artificial intelligence, the intelligent 
technologies, such as neural networks (NN), fuzzy theory and generic 
algorithms, were originally developed for application to control systems, but they 
are also applicable for modeling of the controlled plants [15]. 
A neural network is a learning algorithm which simulates the processing 
procedures or problem-solving technique as found in the human brain, and it 
has been applied successfully to solve complex and uncertain control and 
modeling problems. The NN structure is illustrated in Figure 2-11, which 
contains neurons and synapses, plus an input layer, output layer, and a hidden 
layer. In the diagram, neurons are shown as circles, whilst synapses are 
illustrated by lines. Neural networks, which have been utilised in much 
published research, can approximate well to a nonlinear continuous function for 
a real engine system with only one internal hidden layer [20,21]. The schematic 
drawing of the neural network model is shown in Figure 2-11.Unlike the 
component-level modeling technique constructed by the engine components, 
the NN engine model only provides the dynamic model for specific engine 
parameters. However, the input and output parameters have to be normalised 
to the same value interval:[   ] so that a universal weighting factor can be 
obtained from training the networks. 
 
Figure 2-11 Modelling of neural networks 
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From the research conducted by J. Sun (1999), the NN method was 
introduced for simulation of a turboshaft gas turbine engine [22]. The input 
variables were chosen as engine fuel flow and load moment of the engine. The 
output variables were selected as rotational speed of the gas generator and 
power turbine, the total temperature of the gas turbine discharge and the static 
pressure of compressor discharge. The two control inputs and four outputs (a 
total of six variables) create a multi-input multi-output (MIMO) system. Three 
past steps of engine data are included in the input layer. Including the output 
parameters, the input layer consists of eighteen units. A sufficient number of 
hidden units are capable of providing accurate tracking results to the dynamics 
of the output parameters. The output layer has four units. A weighting factor of 
for each input unit is assigned onto the synapse. The combination of synapses 
creates a weighting matrix. As the diagram illustrated in Figure 2-11 shows, the 
sum of input units with a multiplication of weighing factors is imported to each 
hidden unit, so that each hidden unit indicates a unique combination of input 
parameters. The matrix created by the combination of hidden units in a layer 
defines the activity of the hidden layer and the activation function is applied to 
each hidden unit to give the propagation unit. The propagation from each 
hidden unit then multiplies the weighting factor on each synapse between the 
hidden layer and the output layer. The estimated outputs are the function of the 
sum to the multiplication of hidden units with weighting factors. The training 
process minimises the error between the engine‘s actual and the estimated 
outputs. This process is achieved by minimising the cost (quadratic) functions in 
order to find the most appropriate values of weighting factors. 
For successful implementation, the NN requires a database of the engine 
at different operating points. In J. Sun‘s research, a 40 set of data is used for 
training the NN, which includes static and dynamic data at different operating 
points. The static data is used for modeling the performance near steady states, 
whilst the transient model is created by the dynamic data [15]. Choosing a 
sufficient length of input data and estimating the activation functions in the 
hidden layer determine the performance of NN, and require repetitive 
simulations to obtain the best design for tracking engine performance. 
 19 
2.4 Performance Simulation Platforms for Gas Turbines 
The simulation platforms, such as GasTurb, GSP and CMAPSS, are 
well-known tools for simulating both steady state and transient gas turbine 
performance. 
Gas Turbine Simulation Program (GSP) is a component-based modeling 
tool developed by NLR for gas turbine engine performance analysis (NLR is the 
Netherlands Aerospace Centre for identifying, developing and applying 
advanced technological knowledge in the area of aerospace.). The earliest 
version can be traced back to DYNGEN in 1975 (A program for calculating 
steady-state and transient performance of turbojet and turbofan engines). The 
original design of DYNGEN for engine steady-state and transient performance 
simulation can be referenced in the NASA report [16]. The latest version of GSP 
allows steady-state and transient simulation of any gas turbine configuration. 
Nowadays, the simulation can be performed on an object-oriented design with 
much more advanced computing power. Its user-friendly interface allows for the 
designing of an engine by quick ―drag & drop‖ of engine components. However, 
the transient simulation can only be conducted by the inputting of a fuel 
schedule. The fuel schedule can be designed on a user-friendly interface shown 
in Figure 2-12 [23]. 
 
Figure 2-12 Manual fuel control for simulation of transient performance on GSP 
GasTurb is another gas turbine performance simulation tool developed in 
Germany. The platform is devised in the interests of the overall engine 
performance from the design of component level models. GasTurb is designed 
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for the interpretation of engine test results and the diagnosis of performance; 
development and maintenance the overall performance model; and the 
provision of control system design with an estimation of engine dynamics. The 
software provides operators, airframe manufacturers and power station 
designers with mathematical models for searching for solutions to performance 
enhancement. The software was also developed for the purpose of providing 
teaching material for gas turbine performance [24]. 
In the interests of transient performance simulation, GasTurb provides 
more control options for transient performance estimation. The classic fuel 
schedule against time graph is shown in Figure 2-13. However, the fuel 
schedule only supports a maximum of 20 sets of inputs. The simulation time 
steps are limited to 300 maximum transient steps. As a result, details of 
schedule data must be compromised, and multiple transient cycles cannot be 
simulated. 
 
Figure 2-13 Fuel schedule for transient performance simulation on GasTurb 
GasTurb provides possible methods of control to the transient 
performance. As shown in Figure 2-14, apart from the fuel schedule, the 
transient performance can be realised by the input of low and high-pressure 
shaft speed schedules and the pilot lever schedule. A step fuel change can also 
be simulated. The most distinctive feature of GasTurb is the manual control for 
transient simulation. The manual control allows the user manually adjust a slider 
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in order to provide the demand of the percentage engine output thrust. The fuel 
flow is estimated from the PID controller, which is defined at the steady state 
design stage, according to the differences between model output and user 
command. 
Unlike GSP, GasTurb allows user defined compressor and turbine maps. 
The Turbomatch compressor map was implemented to GasTurb for transient 
simulation as shown in the compressor transient performance in Figure 2-14.In 
the transient performance validation of a single spool turbojet engine in Section 
6.1.2 in Chapter 6, the estimated engine performance by GasTurb provides 
similar results as the results from Turbomatch. 
 
Figure 2-14 The interface of transient simulation on GasTurb 
CMAPSS is also a software simulation engine performance developed by 
NASA. The textbook, ―Advanced Control of Turbofan Engines‖ by Hanz Richter 
(2012) demonstrates that the CMAPSS is not only capable of using a lead-lag 
controller to simulate engine performance, but that more advanced and 
 22 
nonlinear control techniques, such as Linear Quadratic Regular (LQR) and H-
infinity, are also applied to optimise transient performance.[25] 
From the review of commercial simulation tools, most available platforms 
still keep the classic control designs for transient performance estimation. The 
new Turbomatch, improved by this project has been incorporated into the 
advanced control algorithm (MPC) for optimisation of engine transient 
performance. This design provides a competitive feature on the performance 
prediction capability to the NASA CMAPSS. Turbomatch is engine performance 
simulation tool developed by Cranfield University. The simulation capability and 
accuracy of the platform was continuously being enhanced since 1974. 
Turbomatch was originally developed for design and off-design performance 
analysis of all kind of engine configuration. The capability of transient 
performance simulation was introduced in 2010 by JánJanikovič [26].In this 
project, the advanced control technique allows Turbomatch to carry out the 
transient performance optimisation along with simulation, which has reduced 
further the time needed for gas turbine developments. The classic control 
schedule and the PID controller are also included in Turbomatch so that 
Turbomatch has much functionality as GSP and GasTurb. Unlike GSP and 
GasTurb, however, the control or feedback variables are defined by users in the 
new Turbomatch. This means that all engine variables are able to be fed back 
as a control reference, which greatly enhances the design flexibility. 
2.5 Classic Control of Engine Transient Performance 
As per the performance regulations mentioned in the previous section, 
the design of the controller is developed to provide the required performance for 
the entire operating range in any operating conditions. The conventional fuel 
scheduling method is shown in Figure 2-15. In this design, the fuel schedules 
have to compensate for the effect of various flight conditions. 
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Figure 2-15 Scheduling speed governing control[9] 
The gain scheduling techniques of PID control demonstrated by Hanz 
Richter also required being compensated for varying flight conditions [27].The 
classic gain scheduling control assumes the concept of a fixed-structure 
compensator. The control gains are chosen to reflect the changes in 
environmental conditions: altitude, Mach number and temperature deviation. 
The scheduling tables, Figure 2-16, are built for the selected engine 
parameters. In the gas turbine engine, the parameters, such as atmospheric 
pressure and temperature and flight Mach number, have a stronger influence on 
the numerical values of the linearized system. The engine experiments must be 
repeated at various combinations of the influence parameters. The control gains 
are then included in lookup tables until an optimal engine performance is 
achieved. The PI structure can then be used in the closed-loop control for fan 
speed, core speed and engine pressure ratio.  
Any scheduling techniques are the most efficient and safe way to achieve 
the required specifications for the entire operating range under normal flight 
conditions. However, the main disadvantage of this design is its lack of flexibility 
and adaptability to the unpredictable operating circumstances. If the engine 
performance changes in a way that has not been accounted for in the control 
schedules, loss of control stability may occur. Besides, engine aging and 
deterioration are also required to be taken into account. As a result, more 
complex look-up tables are developed and a scheduled maintenance is required 
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to adapt to the change of performance. Therefore, there is an increased 
demand of application of intelligent control technologies adapting the control 
characteristics to the changing engine performance. 
 
(a) 
 
(b) 
Figure 2-16 Scheduling of proportional and integral gains[27] 
2.6 Identification for Dynamic Systems 
The Model identification process has been commonly used in the 
industry and a reduced system model has been produced from this process. 
The purpose of implementing model identification techniques is that either a 
simplified dynamic model is required to reduce the complexity of the original 
system for the model based control requirement or the system is treated as a 
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black box where a certain dynamic model does not exist. The estimated model 
from a dynamic system can be identified through either an off-line or on-line 
identification process. MATLAB provides algorithms for both on-line and off-line 
system identification, known as Toolbox. For off-line identification methods, the 
methods can be chosen from nonlinear autoregressive exogenous 
(AR/ARX/NARX) methods, prediction error estimation (PEM), estimation of 
state space model from time or frequency domain (SSEST) and transfer 
function estimation (TFEST).The online estimation methods are recursive least 
squares (RLS), and a recursive polynomial model estimator, such as the 
recursive format of AR, ARX, and ARMA. 
The difference between the off-line and the on-line methods is the 
requirement of knowledge of all input and output data. Because data is 
complete, the off-line methods can generally provide a more accurate model if a 
sufficient order of the function has been selected, and system characteristics 
can be obtained, such as natural frequency and time delay. In contrast, with on-
line methods, the time delay sometimes is impossible to estimate. 
The identified engine model is only used by the controller for prediction of 
the engine‘s dynamic response. Based on these predictions, the fuel input is be 
given by the controller to reach the performance demand. The off-line methods 
require the available data of engine inputs and outputs to estimate the discrete 
model. The iterations on the simulation are required until the same outputs are 
provided by the ICV engine model and the identified model under the same fuel 
inputs from the controller. The off-line identification algorithms are thus suitable 
for off-line controller design. However, the on-line algorithms are more suitable 
as a supplementary of an optimal model based controller on a time varying 
system. 
2.6.1 Least Squares Identification Algorithms 
For the identification processes, Isermann (1974) compared six methods 
which are commonly used in the industry and most of the online methods are 
based on the theory of least squares (LS) and likelihood [28]. These six 
methods are all linear methods for application to nonlinear systems. The 
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advantages of linear methods are favoured for online identification, particularly 
for their simplicity and computing efficiency. They do not require iterations and 
training such as Neural Networks or NARAX, but it sometimes compromises the 
estimating accuracy. 
The classic least squares (LS) method is designed for off-line linear 
system identification. For example, if there are number of inputs (n) and number 
of outputs (m), where    , the LS method is capable of estimating both static 
and dynamic models of a given structure from the reading of input and output 
data, as shown in Figure 2-17 [29,30].  
 
Figure 2-17 Parameter estimation from time series of input and output variables 
The parameter coefficients are the objective to be identified by LS. The 
estimated function should be: 
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The solution of coefficients is obtained from the minimisation of the normal 
equation [29]: 
0YU2θˆUU2
θ
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(2-4) 
or 
Engine 
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YUθˆUU TT   (2-5) 
LS-solution is obtained by pre-multiplying the inverse of input terms on the right-
side of (2-5): 
  YUUUθ T1TLS

  
(2-6) 
where a full rank is required for input matrix (U). 
This simplification is the key advantage of the LS method and is 
preferred by the industry to estimate the dynamic functions for the complex 
system. However, the disadvantage of matrix operations in (2-6) makes itself 
difficult to be implemented to a real-time identification process due to the 
expansion of the data set. Therefore, recursive methods are much preferred for 
the application of online system identification. 
The recursive least squares (RLS) method is a typical form of AR system 
and it is a modification from LS theory. The RLS and its extensions will be 
discussed in more detail in the model identification chapter. The application of 
an RLS algorithm is well known for tracking time-varying systems. It is mainly 
used in signal processing for system monitoring and as a supplementary on 
adaptive control systems, such as health monitoring on infrastructures [31], 
manoeuvre control of heavy-duty road vehicles [32] and control of spacecraft 
thrust [33]. It had also been attempted off-line to identify the dynamic of gas 
turbine engines mainly at steady states with stochastic signals by Torres [34]. 
Because of the computational advantage of the RLS method, Arkov (2000) 
focused on real-time identification for transient operations, and concluded that 
an engine system would be averaged to a time-invariant first or second-order 
transfer functions by the extended RLS [35]. The tracking speed and accuracy 
for RLS had been improved by introducing different uses of forgetting factors. 
The effect of using forgetting factor is to shift the estimating average towards 
the most updated data, such as the research from Constant in Paleologu [36]. 
 28 
2.6.2 Linear Parameter Varying System Identification 
Apart from the RLS algorithms, the linear parameter varying method is 
another dynamic estimation technique allowing online performance tracking for 
enhanced adaptivity. A linear parameter varying (LPV) system represents a 
linear system. This system can be written to a state space model whose 
dynamic varies with the relationship of certain time-varying parameters. The 
LPV system can be represented on a grid-based model as shown in Figure 2-18 
[37]. Figure 2-18 is a two-dimensional model. Each point on the grid is assigned 
to a linear time-invariant time (LTI) system, and it represents the local dynamics 
of that point; furthermore, the dynamic at the location in between the points is 
interpolated between the LTI systems from its neighbouring grids. The 
coordinates: ―α‖ and ―V‖, from each local LTI system in Error! Reference 
source not found. could be combined to produce the general direction on 
horizontal and vertical axis where the overall dynamics should change by 
looking at the gradients. The gas turbine engine is a parameter-dependent 
system. Gary J. Balas (2002) has obtained modeling of a turbofan engine by an 
LPV model constructed from state-space descriptions [38]. 
 
Figure 2-18 LPV grid-based model 
 
  
 29 
2.7 Advanced Control Techniques 
The built-in control system is essential to provide the correct and 
accurate command to the aero engine in order to deliver the required thrust, 
thus allowing the aircraft to complete the flight manoeuvre. An advanced control 
design with a certain degree of flexibility is developed to adapt the various 
dynamics of the gas turbine engines due to the requirement of wide operating 
range as well as varying working conditions. Therefore, the features of the 
controller must have: 
 Robust to cope with the uncertainty of system dynamics 
 A low coupling between the control channels 
The implementation of advanced control techniques has become a developing 
trend to improve the performance of classic scheduling technique. 
2.7.1 Linear Quadratic Regulator 
A linear quadratic regular (LQR) is a typical control optimisation 
technique. This method minimises quadratic or cost functions, (2-7), to find the 
best solution for control signals. The idea is to achieve the performance target 
from the current operating point as fast as possible by searching for the optimal 
solution of input ―u‖ by using the Algebraic Riccati Equation (ARE). 



0
TT RudtuQxxJ  
(2-7) 
For a continuous system as: 
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(2-8) 
where the input term in (2-8) is called the linear quadratic regulator. However, 
the LQR method is sometimes not practically achievable. One reason is that the 
dynamic response associated with the eigenvalues, such as (2-8), is difficult to 
evaluate for a complex system. As a result, it could not provide a perfect sense 
of time response by placing the eigenvalues in order to obtain the best value of 
―K‖ and to achieve the optimised engine response. Another reason is that the 
LQR system does not provide constraints of the input to accomplish the control 
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goals. For example, the solution of fuel input to the combustor given by LQR 
may not be applicable to the fuel metering units. ―Q‖ and ―R‖ are weighting 
matrices for the states and inputs. The weighting matrices penalise the control 
and state signals for the entire optimal solution. The matrix ―Q‖ must be a 
definite positive. Therefore, it must be a symmetrical matrix and its diagonal 
value must be greater than zero. Selecting the values of weighting matrices 
affects the control solution to ARE. The iterative process is required to find the 
perfect tuning factors of ―Q‖ and ―R‖ so that the perfect control solution can 
satisfy all the performance requirements of the engine states [39]. 
The main feature of optimal control theory is to use quadratic functions to 
solve the optimal control problem in a complex system, and LQR is a typical 
case for solving general nonlinear optimal control problems and indicates the 
prospective design for the task of performance optimisation. The MPC used in 
this project is also an optimal control design based on this theory. The 
predications of future dynamic response in the MPC eliminate the iterative 
process as well as tuning the weighting matrix (―R‖) of LQR. Constraints to the 
engine parameters can be easily implemented to the MPC, which overcomes 
the problem of handling the parameters in LQR. 
2.7.2 H2/ H∞(Infinity) Control 
H2and H-infinity (H∞) are a well-known model based and robust control 
methods. They are developed on MIMO feedback system for mixed-objective 
optimisation. These methods have been employed to solve the performance 
optimisation tasks on gas turbines [40,41]. Besides the advanced control 
methods, such as: LQR and MPC, the distinctive feature of H-infinity method is 
that the optimising process can be applied to the dynamic model containing a 
certain degree of uncertainties and disturbances from the plant. Unlike the 
dynamic model used in LQR, (2-8), the uncertainty and disturbances (w) have 
been included in the system model, (2-9), and the state space function of 
controlled outputs (z) is implemented. The controlled objectives are predefined 
by the user, and the control synthesis seeks a possible solution to maintain the 
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influence of exogenous inputs on a defined reference output below the 
prescribed performance limits. 
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(2-9) 
The distinction between H2 and H-infinity is the number of norms taken 
from the transfer matrix. The 2-norm from the H2 method measures the system 
amplification in terms of root mean square averages. In contrast, the infinity 
norm measures the peak amplification of the system. The optimal H2 result is 
equivalent to a control solution of LQR, which improves the tracking capability to 
the control reference. H-infinity attempts to optimise the performance with 
decreasing feedback gain so that the system stability can be enhanced. It has 
been attempted to consider the H2 and H-infinity methods simultaneously with 
weighted objectives. The system will have a better tracking capability to 
minimise the difference between the performance target and measured outputs 
when H2 is selected. The system stability can be enhanced when H-infinity is 
selected [25,42]. 
2.8 Summary of Literature Review 
In this chapter, the conventional engine control system has been 
introduced, which is still commonly applied to nowadays gas turbine engines. 
The conventional design separates the controller and the constraints. The final 
control value is compensated by adding the engine constraints after the initial 
control value has been generated by the controller. In addition, the minimum 
and maximum engine limits are considered in one by one. In this project, the 
controller will integrate the control and constraint process together, which will be 
capable of making the control decision with the consideration of all engine 
constraints with both minimum and maximum limits. The introduction of 
compressor transient performance and operating frequencies at different shaft 
speeds between low and high pressure components provide an appreciation of 
the different dynamic characteristics when the engine constraints designed for 
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low and high pressure components in the controller. The controller developed in 
this project is validated through simulation. Different simulation techniques of 
gas turbine transient performance are also discussed in this chapter. Due to the 
accuracy requirement to the simulation, engine performance will be simulated 
by component level modelling techniques, such as CMF and ICV. The ICV 
modelling method has been selected in this project for engine performance 
simulation in the engine module of Figure 1-3 because the modular design of 
ICV allows individual engine component could be developed or improved in a 
separate project without interfering the overall engine transient simulation 
process. Then the number of commercial simulation software has been 
reviewed for application of modern control technology on engine transient 
performance simulation. The outcome of the review shows a majority of public 
engine simulation tools still use the conventional control methods to manipulate 
the engine transient operation. The classic control method requires number 
control lookup tables for entire range operation. Then, a number of advanced 
control technologies researched on the application of gas turbine engines has 
been reviewed in this chapter. The advantage of using advanced control 
techniques enables the controller can be adaptive to the change of engine 
performance during transient operation. However, all of them are model based 
control techniques, which require a supply of dynamic models. The dynamic 
models are estimated by model identification process. Due to the complexity of 
the advanced control methods, such as H infinity or Neural Networks, the 
constrained MPC introduced in this project is simpler, which does not require an 
accurate dynamic model to initialise transient operation and the engine 
constraints can be directly embedded in the control process. However, the 
control accuracy of the reviewed advanced techniques is more dependent on 
their initialised models and engine constraints must be implemented and 
calculated separately. Therefore, the constrained MPC method is the most 
suitable for gas turbine transient process control and performance optimisation.  
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3 ENGINE MODELLING AND SIMULATION 
The closed loop engine system in Figure 1-3 starts from the engine 
module. The control and identification module are built onto the engine; the 
controller ensures the safe, efficient and high responsive of transient operation, 
and the identification module which supplies the identified dynamic models 
supports the controller. The purpose of the simulated engine in the closed loop 
is to clone a real engine operating process. The controller will only depend on 
the dynamic model provided by the identifier to produce control decision. This 
allows the engine model could be used as the real engine to validate the 
performance of the control system, and the engine model can be developed 
independently using different approaches to achieve high estimation accuracy. 
This chapter presents the inter-component volume (ICV) technique for 
mathematical modelling of gas turbine engines, where the engine is modelled in 
details to component level [43]. The component level model is constructed by 
turbomachinery components, combustor, intake and nozzle. The engine 
working process follows the design of the Joule-Brayton cycle, where the air is 
absorbed from the inlet, compressed in the compressor, burned in the 
combustor, expanded in the turbine and finally released from the nozzle [44]. In 
the interests of overall engine performance, only the engine‘s combustor and 
major turbomachinery components (compressors and turbines) are modelled in 
detail, with consideration given to varying thermodynamics. 
3.1 Component Level Modelling 
A component level model consists of a number of individual components 
ranging from the engine inlet, through the compressor, combustor and turbine to 
the nozzle. Each of the components includes a number of mathematical 
equations, maps and tables, which describe the relationships of the 
thermodynamic and aerodynamic parameters (pressure, temperature and mass 
flow). Each component is subjected to different processes to estimate the 
values of these parameters. 
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3.1.1 Intake 
Total temperature (T) and total pressure (P) from (3-1), are typically 
determined from ambient temperature (t), pressure (p) and flight Mach number 
(M) in the intake module. 
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(3-1) 
Static pressure (3-2)and temperature(3-3) need to be normalised when the 
engine is not operating at standard atmospheric conditions [45]. 
The variation of ambient pressure due to change of altitude: 
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(3-2) 
The variation of ambient temperature due to change of altitude: 
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(3-3) 
3.1.2 Compressor 
Compression is assumed to be an isentropic process. The dynamic 
change of compressor mass flow and pressure ratio and shaft speed is 
nonlinear during transient operation. The compressor‘s non-dimensional mass 
flow (NDMF) and isentropic efficiency (ηis) are generalised to the functions of 
corrected rotational speed (CN) and compressor pressure ratio (PR): 
CN)f(PR,ηCN);f(PR,NDMF is   (3-4) 
In the Turbomatch, the values of NDMF and isentropic efficiency are 
interpolated from compressor maps, Figure 3-1. The compressor characteristic 
is composed of lines at different relative corrected speeds (CN). 
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(a) (b) 
Figure 3-1 Compressor map: compressor pressure ratio (a), compressor 
isentropic efficiency (b) (the numbers on the lines are relative shaft speeds) 
The outlet temperature can be obtained from the temperature ratio calculated 
from isentropic function(3-5), which is introduced by textbook [12,46] and notes 
can be referred to the axial compressor chapter in the textbook: Gas Turbine 
Theory by HIH Saravanamuttoo [47]. 
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(3-5) 
Instead of using (3-5), an alternative method allows the outlet temperature can 
be obtained from (3-6) for improvement of accuracy by considering the entropy 
change from individual gas substance [48]. 
 PRlnRss inout   (3-6) 
where Sin is the engine component inlet entropy and Sout is the engine outlet 
entropy. 
The inlet entropy can be obtained from (3-7) with inputs of inlet pressure and 
temperature. The exit compressor temperature can also be estimated through 
an equation by (3-7) with known entropy given by (3-6) and outlet pressure from 
compressor pressure ratio [49]. 
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(3-7) 
The total entropy estimated in (3-7) is contributed by the combination of gas 
elements. There are ―k‖ number of gas elements. The values of constants (a, b) 
in (3-7) are difference to each of the gas elements and the list of elements are 
referred to the report by B cker, D. [49]. 
The outlet temperature can be estimated by solving the equation: (3-8) by the 
iterative estimating approach, such as Newton Raphson method. 
ln(PR)RS
273.15
T
b
a
273.15
T
lna
101.325
P
Rlna in
b
out
10
2i i
ik,out
Ik,
out
IIk,
i


















 

 
(3-8) 
The value of constants from each gas element in (3-8) can also be found in the 
report by B cker, D. [49]. 
The compressor work (CW) is calculated from the increment of enthalpy 
between inlet and outlet, (3-9). 
 inout HHWCW   (3-9) 
The inlet and outlet enthalpy are calculated from the sum of specific gas 
enthalpy, (3-10). 
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(3-10) 
For both entropy (s) in  (3-7) and enthalpy (h) in (3-10) calculations, ―k‖ is the 
index of the gas elements; and ―a‖ and ―b‖ are specific coefficients of 
substances [49]. 
3.1.3 Combustor 
The fuel flow is the control input for transient operations. Its value is 
known and produced by the engine control module. The outlet gas flow is the 
sum of fuel flow (Wff) and inlet flow (Win) which is the outlet flow of an upstream 
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component. A constant pressure drop rate (dP) across the combustor is 
assumed. The outlet from upstream pressure (Pin) and temperature (Tin) are 
already available. An iterative process is required to approximate the combustor 
outlet temperature (Tout), shown by flow diagram: Appendix B.1. For starting the 
iteration, initial values of outlet temperature and combustor efficiency are 
required to be guessed. The values are normally chosen from results from the 
steady state point at current shaft speed or from the previous time step. 
The outlet temperature from B.1 is calculated from the conservation of 
energy equation, (3-11). 
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(3-11) 
The combustor efficiency (ηcc) is interpolated from the combustor map, Figure 
3-2. The value is interpolated from inputs of temperature rise in the chamber at 
constant pressure ratio which is the ratio of pressure in the combustor to the 
engine inlet. 
 
Figure 3-2 Combustor map (percentage of pressure drop is labeled on the lines) 
The calculation of heat capacity at constant pressure (Cp) follows the formula 
(3-12) and procedures introduced by the report of B cker, D. [49]. The total 
value of heat capacity is the sum of the values from each individual gas element 
which is provided by the list of elements by Bucker, D. [49]. Similarly as the 
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calculation of total entropy and enthalpy, the proportion of the fluid elements is 
determined by fuel air ratio of flow. 
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3.1.4 Turbine 
The turbine performance is estimated through choked and unchoked 
conditions. The inlet non-dimensional mass flow (NDMF), (3-13), is checked 
against the maximum value of NDMF on the turbine map at current relative 
corrected rotational speed (CN). 
in
inin
P
TW
NDMF   
(3-13) 
The turbine corrected relative shaft speed or non-dimensional shaft speed 
(NDSS) is calculated as: 
in
DP
T
N/N
CN   
(3-14) 
The enthalpy drop and isentropic efficiency, (3-15), are obtained from turbine 
map, Figure 3-3, by the input of NDMF and CN. 
   CNNDMF,fη;CNNDMF,fΔH is   (3-15) 
  
(a) (b) 
Figure 3-3 Turbine map (a), turbine isentropic efficiency map (b) (the numbers on 
the lines are relative shaft speeds) 
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At the choked inlet condition, the inlet NDMF is limited by the maximum 
value of the turbine map in Figure 3-3 (a). If the inlet NDMF is higher than the 
value at choked turbine, the mass flow expanded through the turbine chamber 
has been reduced to satisfy the maximum NDMF. The mass flow is assumed 
constant through turbine inlet to the outlet. The outlet mass flow is also reduced 
to the same amount. Due to a plateau of the turbine map in Figure 3-3 (a), a 
unique value of enthalpy drop cannot be interpolated from the input of NDMF. 
An iterative process is required for matching the enthalpy drop on the turbine 
map from mathematical approximations. An isentropic efficiency value (ηis) is 
firstly estimated for the initiation of the iteration. The turbine pressure drop (PR) 
is given by the ratio between the turbine volume pressure and pressure from its 
upstream component or volume for transient operation. The outlet temperature 
is calculated from (3-16):  
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(3-16) 
The inlet and outlet enthalpy which are functions of temperature and fuel air 
ratio (FAR) are calculated by using the formula in (3-10). The enthalpy drop is 
given by (3-17). 
outin HHΔH   (3-17) 
The turbine isentropic efficiency is interpolated from the turbine efficiency map, 
Figure 3-3 (b), with inputs of non-dimensional enthalpy drop and corrected 
relative speed, (3-18).  
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(3-18) 
The new isentropic efficiency is compared with the initial estimated value. If the 
two values are different, the process will be repeated with the replacement of 
the new value until the error between the two values is reasonably small. Then, 
the turbine work can be calculated through (3-19). 
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 outin HHWTW   (3-19) 
The procedure of turbine performance estimation is shown by the flow diagram 
in B.2. 
 The same entropy process mentioned in Section 3.1.2 applied on the 
compressor can also be applied to estimate the values of thermodynamic 
parameters of the turbine. However, the enthalpy drop across turbine is 
unknown, which means the pressure ratio in (3-6) and outlet pressure in (3-7) 
are unknown. As the result, each iterative process of estimating turbine outlet 
temperature requires repeating the iterative estimating process of turbine 
pressure ratio. The total number of iteration becomes the number of iterations 
for estimating pressure ratio multiplies the number of estimating outlet 
temperature. Therefore, there is a concern of processing time if this method is 
applied. 
3.1.5 Nozzle 
The control system is designed for the engine with a convergent nozzle 
in this project. The design of a convergent-divergent nozzle is not included in 
this project due to the control requirement of a variable nozzle area while a 
transient operation is being conducted. Another control loop for nozzle area 
adjustment is required to be added on to the control system, which results in a 
change of design from a single input and single output (SISO) to a multi-input 
and multi-output (MIMO) system. 
A constant pressure drop across the nozzle is assumed. The critical 
nozzle pressure ratio (the ratio between total pressure and static pressure) is 
calculated with an input of critical Mach number (     ) in (3-20).  
1γ
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

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
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

  
(3-20) 
This value is then compared with the ratio between the nozzle exit total 
pressure and the atmospheric (static) pressure. The nozzle performance 
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estimation is separated by two routes, demonstrated by the flow diagram of B.3. 
If the critical pressure ratio is larger, the nozzle is unchoked. Otherwise, the 
nozzle is choked. 
For a choked nozzle, the flow Mach number is fixed at 1. The static 
nozzle pressure is calculated from the critical pressure ratio, and the static 
temperature (t) can be obtained from (3-21).  
2M
2
1γ
1
t
T


  
(3-21) 
The flow velocity (V) is the speed of sound, (3-22). 
tRγa   (3-22) 
The value of gas constant (γ) can be calculated from the ratio between heat 
capacity (Cp) and gas constant (R), (3-23). 
RC
C
γ
p
p

  
(3-23) 
where the value of Cp can be obtained from (3-12). 
If the nozzle is unchoked, the nozzle exit static pressure is atmospheric 
pressure. The Mach number can be calculated from (3-24)which takes the 
Mach number as the subject of (3-20). 
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(3-24) 
The static temperature value can be calculated from (3-21), and the 
same formula, (3-22), calculates the speed of sound. The value of gas velocity 
is obtained from the multiplication of the speed of sound by the Mach number. 
The calculation of engine thrust is the same for both choked and 
unchoked nozzles. The net thrust (3-26)from exhaust gas is the difference 
between gross thrust and momentum drag: 
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Net Thrust (FN) = Gross Thrust (FG) – Momentum Drag (FD) (3-25) 
The thrust equation: 
  flightatmnn VWppAVWFN   (3-26) 
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3.2 Engine Transient Performance Simulation 
3.2.1 Shaft Dynamics 
The engine transient states are achieved by an imbalance between 
compressor and turbine work. The imbalanced work is created by a disturbance 
of the injected fuel flow to the combustor which either increases or reduces the 
thermo-energy. The surplus power (∆T) on the shaft between the compression 
and expansion sides is given by (3-27). 
CWTWΔQ   (3-27) 
The shaft angular acceleration is the ratio between the change of torque and 
shaft moment inertia:[50] 
I
ΔQ
ω   
(3-28) 
The linear acceleration can be calculated from (3-29). 
PCNIπ4
ΔQ3600
td
PCNd
2 

  
(3-29) 
The shaft relative rotational speed is the ratio of shaft rotational speed to its 
speed at the design point (NDP), (3-30). (3-30)Design shaft speed is a constant. 
Therefore, shaft speed (N) in (3-29) can be replaced by PCN. 
DPN
N
PCN   
(3-30) 
Engine shaft speed (N) is measured in RPM (revolution per minute), which is 
converted to angular speed (    
  
  
). The surplus power (∆T) is measured in 
watt, and torque (∆Q) is measured in N∙rad/s. The relationship between surplus 
power and torque is        . The relative rotational speed (PCN) is updated 
at each time step and is integrated from (3-29). 
dt
dt
dPCN
)PCN(tPCN(t)
t
0
0   
(3-31) 
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3.2.2 Inter-Component Volume Transient Modelling Technique 
The inter-component volume (ICV) technique introduces the volume 
blocks to the downstream of the turbomachinery components, such as shown in 
Figure 3-4. The dynamic of the engine shaft affects the dynamics of the 
assembled turbomachinery components on the shaft, whilst the volume controls 
the dynamic of each individual component. The detailed design can be 
developed individually to these components according to the requirement of 
simulation accuracy and complexity. The constant mass flow (CMF) method 
was the initial approach for simulating the transient performance into 
component level. However, the CMF method is unlike the ICV method, where 
the fluid continuity must be kept at each time step. This introduces high 
complexity to the engine‘s performance simulation. In order to maintain the fluid 
continuity, the value of mass flow between two consecutive components must 
be kept the same. Therefore, matching the value of mass flow requires iterative 
estimations across the engine components. As the results, including the 
iterative estimation process required in the combustor and turbine modules, it 
requires a longer simulation time to estimate one operating point. The volume 
from the ICV method allows flow to be temporally imbalanced between the two 
consecutive components during transient operations. As a result, no iteration is 
required and computing time can be saved. The volume acts as a damping 
factor to the working fluids, which simulates the flow propagation through the 
chamber. Figure 3-4 shows the implementation of volumes to a twin-spool 
turbofan engine. Furthermore, the ICV method provides a continuous change of 
engine dynamic performance so that the simulation result looks more realistic. 
The integral terms in the volume calculation provide continuous change on the 
value of the fluid parameters. This avoids unrealistic step changes of the value 
of engine parameters due to the iterative processes from the CMF method. 
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Figure 3-4 ICV model of 2-spool turbo-fan engine 
Volumes in Figure 3-4are simulation modules; they are not a physical part of the 
engine, but each volume controls the pressure gain of its upstream component. 
The volume mass storage is caused by the imbalance between downstream 
and upstream flow capacity [51,52]. The stored mass flow: 
inout WWm   
(3-32) 
The temperature change inside the volume: 
m
mT)WTWγ(T
T vininoutvv
 
 
(3-33) 
The rate of change of pressure inside the volume: 
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(3-34) 
The total value of volume parameters from their initial condition: 
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(3-35) 
The volume exit flow is taken from the downstream components for the next 
step calculation and the value of the flow at the current step is used for the inlet 
of its downstream component. 
3.3 Summary of Engine Modelling Technique 
 In this chapter, the component-level modeling technique has been 
introduced for accurately simulating engine performance, and the ICV 
simulation method allows the dynamic change of engine performance can be 
estimated due to change of fuel input in the combustor chamber. The engine 
model simulated by component ICV method is the engine module in Figure 1-3. 
Other modules in Figure 1-3 are developed to manipulate the fuel flow and to 
allow the engine delivering its optimal transient performance. The highly 
accurate engine model introduced by this project allows testing and validating 
the adaptability and capability of the control system could be possible on 
simulation basis and close to the real operations. The control system including 
both identification process and MPC module is introduced in the subsequent 
chapters. The nonlinear characteristics of the engine components produce 
overall nonlinear engine performance. The control system is required to 
accurately identify and be adaptive to the change of the engine dynamics which 
vary between different transient operations. The MPC module in the control 
system must always be capable of bringing the engine performance accurately, 
quickly, efficiently and safely through transient states to the final target steady 
state. The accurate engine model is essential that it allows the controller can be 
tested thoroughly. As the result, the design of this control technology can be 
applied to real engine control system. 
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4 ON-LINE PERFORMANCE IDENTIFICATION 
The goal of the identification process is to estimate a dynamic function 
for the performance analysis of the engine control system. The identified model 
must be adequate to represent the dynamic of the engine for supplementing the 
control module. Five key steps are involved in identifying a complex system 
[53]. Firstly, the model structure must be defined, where model type (continuous 
or discrete model) and the order of the function in the model are decided. 
Secondly, the variables and excitation sources to affect the dynamic response 
must be defined. Thirdly, data is measured and recorded from the engine while 
the simulation is being performed; meanwhile, the fourth step is to apply an 
identification algorithm to identify the dynamic characteristic, and determine the 
quantities of the variables required to be identified and degree of their 
nonlinearity; the last step is the model refinement, which updates the model and 
minimises the error between the estimation and the original system. For the 
application to a real system, the information of the measurement system or 
sensors about the accuracy and spatial resolution must also be available before 
initialising the identification process, and filtering is required for identifying a real 
dynamic system. 
A discrete model structure is used to represent the ICV engine model, 
and the method of selecting the source and states for the dynamic model is 
discussed.  
Recursive least squares (RLS) and its modifications become the first 
choice of the identification techniques implemented in this project. The main 
benefit of RLS is its simplicity with a considerable level of identification 
accuracy. Because of this, the RLS method is still the preferred identification 
technique in the industry although advanced identification techniques have 
been developed, such as the methods reviewed in Section 2.6. The only 
weakness of RLS is its sensitive to noise. However, noisy data is unlikely to 
occur in this project because the engine block in the closed system (Figure 1-3) 
is a simulated model. In addition, development of identification process is not 
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the main focus in this project. As a result, the method based on RLS theory is 
the perfect choice of model identification for this closed system. 
In this chapter, the conventional and modified recursive least squares 
methods: classical recursive least squares (RLS), RLS with directional 
forgetting factor (RLS-DF), stabilised RLS with invariant factors (RLS-SI)and 
stabilised RLS with variable factors (RLS-SV),are introduced to perform on-line 
identification for the dynamic of gas turbine engines, and their tracking 
performances are compared and discussed. 
4.1 Reduced State Space Model 
Before identification process can be applied to identify the dynamic of 
engine parameter, the order of dynamic function and other relative parameters 
in this dynamic function must be clarified. Most engine parameters are likely to 
be correlated with each other, creating a time-variant system. For example, the 
change of volume pressure in (3-34) is a function of the volume temperature 
and mass flow, so it can be rearranged to: 
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(4-1) 
The dynamic continuous function can be expressed as: 
vvvvv m)B(TP)A(TP    
(4-2) 
The values of constants (A and B) in (4-2) are affected by the value of volume 
temperature. The value of volume temperature is changed by volume inlet and 
outlet mass flow. The mass flow changes nonlinearly due to the nonlinear 
dynamics of engine turbomachinery components. As a result, the volume 
temperature changes nonlinear, similar as the volume pressure. 
For a discrete engine system, the generalized non-linear function can be 
expressed:  
U(k))f(X(k),1)X(k 
 
(4-3) 
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where X is state matrix and it is the matrix of relevant engine parameters, and U 
is the input matrix which is the matrix of control inputs. 
The linearization for the engine transient performance can be realized if 
the sampling time is selected to be sufficiently small so that the dynamic 
behaviour between each time interval (k) can be assumed as a linear time 
invariant (LTI). Therefore, the complete transient performance can be 
superposed by the entire LTI systems. Each LTI can be expressed in a discrete 
format as: 
Bu(k)AX(k)1)X(k 
 
(4-4) 
where A, B in (4-4)are coefficient matrices. 
The selection of state variables must be sufficient to describe the 
dynamics of the interested engine parameters [50]. For example, the dynamic of 
pressure ratio to each compressor in a multi-spool gas turbine engine is 
affected by its upstream and downstream compressors. Therefore, identifying 
its pressure ratio requires including the pressure ratio of its nearby components 
into (4-4). In addition, the fuel flow (Wff) is the only control input. The change of 
fuel flow controls the thermodynamic in the combustor which disturbs the 
energy balance between compressors and turbines. The disturbed energy is 
located in the middle of the engine and is being transferred sequentially from 
high to lower pressure components with significant time delay. The time 
constant for each engine component is defined by the volume in (3-34) and the 
shaft inertia in (3-29). As a result, the required number of state variables (n) is 
defined by the number of interested engine parameters and their associated 
variables, and (4-4) can be written as: 
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(4-5) 
Where x is state variable, u is input variable and k is discrete time. 
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The values of elements from matrix A and B in (4-5) are unknown and 
are required to be estimated, which is the objective of the model identification 
process. The values of states variables and input variable can directly access 
from the output engine model, thus, the state variables must be both observable 
and controllable [54,55].For example, the discrete function for identifying 
relative spool speed of a twin-spool gas turbine engine is: 
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As this example, the 
engine shaft model mentioned in Chapter 3 can be reduced to a 2nd order 
discrete model. The transient operation is handled by fuel flow (Wff) as a control 
input. The speed of high-pressure shaft (PCNH) responses first and the low-
pressure shaft speed (PCNL) responses following after the response of high-
pressure shaft with significant delay when the fuel flow is changed. The high or 
low-pressure shaft behaves as a load added to the other shaft. Due to the 
component level model containing iterative estimating process, there is no 
certain dynamic function for estimating engine parameters. As the result, 
developing discrete models for parameters of gas turbine engine mostly came 
from experiences and repetitive tests. The equations used to construct engine 
model in Chapter 3 can be suggestive for choosing the order of dynamic 
functions and the relative parameters. 
4.2 Parameter Observability and Controllability 
The properties of parameter observability and controllability determine 
the presence of the identified model. Understanding controllability and 
observability is crucial for the development of state space model and control 
design. If any of the state variables in the state space model is un-observable, 
the state variable is un-relative to the dynamic equation and can be eliminated 
from the state space model. If any of the parameters is uncontrollable, the 
change of the parameter value is an independent change of the control 
parameter and may introduce uncertainty or instability to the dynamic model. In 
this section, the technique to distinguish the parameter observability and 
controllability for a discrete-time model, (4-5), is represented. These properties 
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of state space parameters can be checked once the dynamic model has been 
developed through off-line identification. 
4.2.1 Controllability in the Discrete-Time Domain 
A variable from a discrete system, (4-5), is said to be controllable if any 
state (       ) can be reached from any initial state of the system (       ) 
in a finite time interval (   ) by the action from controller [56]. The linear state 
space equation of (4-5) is assumed to be adequate to present the dynamic of 
transient operations between two steady state levels. The operation has been 
through ―k‖ time steps. The dynamic response at each time step is shown by 
(4-6). 
1)Bu(kBu(0)AX(0)AX(k)
Bu(1)ABu(0)X(0)ABu(1)AX(1)X(2)
Bu(0)AX(0)X(1)
1kk
2



 

 
(4-6) 
The relationship of state variable to control input at final state where time step is 
at ―k‖ becomes: 
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(4-7) 
The constant matrix A is assumed to have distinct eigenvalues (λ). The 
system of (4-6) is controllable if, and only if multiplication of the constant matrix 
(B) with the square matrix (ψ) has no zero elements. The controllability matrix 
(Pc): 
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(4-8) 
where Ψ is a square matrix. The elements in the matrix (P): 
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The controllability matrix becomes: 
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(4-10) 
If any element (bi) in the controllability matrix is zero, then the engine variable in 
the ith row is uncontrollable in (4-5). Therefore, the system‘s controllability 
means that the matrix, (4-10), must have full rank. 
4.2.2 Observability in the Discrete-Time Domain 
If a state variable (x(k)) at sample time (k) from (4-5) is observable if 
input (u(ki)) and output (y(ki)) over a finite time (       ) completely 
determines the value of this state. Because the MPC is a receding horizon 
controller, the output formula for the state space model ((4-5)) is: 
CX(k)Y(k)   (4-11) 
The outputs from initial transient operation to sample time (k): 
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The observability matrix (Po): 
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(4-13) 
For completely observable of all states, the matrix, (4-13), must have full rank. 
4.3 Recursive Methods of Least Squares Algorithms 
Identification of coefficient matrix (A and B) is undertaken by the 
recursive least square algorithm (RLS). The RLS method was originally 
developed from least squares (LS) method. The LS assumes that all data about 
engine parameters are available, and that the selected state variables are both 
observable and controllable. This means that the engine estimation process can 
only be applied to simulation. Therefore, it is more suitable for off-line model 
identification. The recursive methods build on the LS method. Instead of a batch 
processing at the end of engine performance simulation, the estimation will be 
updated after each sample step. This allows the recursive approaches to be 
applied online or in a real-time identification process. The estimated model will 
be updated when new engine data is available at each time interval. This 
benefit can enable the later design of the model-based controller to provide 
control command from the latest engine model. Because of the feature of the 
adaptive capability, the estimation can be automatically evolved with the engine 
performance. 
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4.3.1 Recursive Least Squares 
Recursive least squares (RLS) algorithm is an extension from least 
squares (LS) which has been mentioned in the literature review (Section 2.6.1). 
RLS introduces the covariance matrix instead of storing all the data to the 
matrix as LS method [57]. This removes the problem of expansion about matrix 
size in LS as time passes on, and makes online identification possible [58].  
This self-adaptive capability allows the estimation to be updated at each 
sampling time with newly available data. The error is taken between the new 
engine data (y(k)) and estimated state value (y    ) with the system noise (n(k)) 
as shown in (4-14). Due to the engine data being taken from the simulated 
engine ICV model, the value of noise can be excluded. 
1)θ(kυ(k)n(k)y(k)(k)yˆn(k)y(k)ε(k) T   
(4-14) 
where ε is the error between the estimation from the identification process and 
the engine output; parametric matrix (φ) is combined with measurement of input 
and states: 
Tu(k)][X(k),υ(k)   
(4-15) 
The value of the objective parameter (θ) from previous time step: 
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(4-16) 
The covariance matrix (P): 
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(4-17) 
The values in the covariance matrix can be estimated by using matrix 
inversion Lemma. This method saves computing memory and eliminates 
operation of matrix inversion from (3-17) [57]. The update of covariance matrix 
becomes: 
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(4-18) 
The new constant matrices (A and B) of (4-5) are a sum between the value from 
last time step and the correction of the error at the current time step, (4-19). 
ε(k)υ(k)1)P(kθ(k)1)θ(k 
 
(4-19) 
The main advantage of RLS is its simplicity and computational efficiency. 
The estimation of A and B only requires where the engine data from one step 
backward.  
The error created by linear interpolation from compressor and turbine 
performance maps creates results the engine performance never reaches 
steady state. Instead, the operating points are oscillating about the final steady 
state point, which creates control noise for the engine controller. The existing 
stochastic noise with zero mean from the engine outputs consistently excites 
the engine parameters when the engine is operating near steady states. Such 
white noise ensures the parameter‘s controllability or full rank for covariance 
matrix [34]. For adaptation of both transient and steady state operations, the 
tracking performance can be improved by introducing forgetting factors so that 
the estimation weight can be shifted to the latest data. 
4.3.2 RLS with Forgetting Factors 
The RLS algorithm with the implementation of a constant forgetting factor 
can be simply modified on the covariance matrix: 







 
υ(k)P(k)(k)υλ
P(k)(k)υυ(k)
IP(k)λ1)P(k
T
T
1  
(4-20) 
Forgetting factor allows the RLS algorithm could update the identified 
dynamic model towards to the latest data, and reduces the effectiveness of 
estimating the coefficients of the dynamic model by the old data. As a result, 
this is especially useful to identify step or ramp change instead of identifying 
steady state performance from conventional RLS algorithm. The value of λ 
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(forgetting factor) is selected between 0.9 and 1.0 for a fixed forgetting process. 
The forgetting factor controls the dumping rate to the old data. If unity is 
selected, the algorithm is the same as RLS, which considers all past data. 
Recent research has been focused on improving the converging speed to a real 
system. A robust variable forgetting factor to RLS (RLS-VFF) is introduced by 
Paleologu (2008) [36]. The selection of forgetting factors is controlled by the 
error between the measurement and its estimation: 









 max
ve
vq
λ,
(k)σ(k)σζ
(k)σ(k)σ
minλ  
(4-21) 
where σe and σv are the power from the square of the error at current time step. 
However, when the error (ε) approaches to zero, the value of σe and σv are 
approaching to zero. The minimum value of λ can be as close as zero in 
(4-21).This is most likely to happen near steady states. Because of this, the 
value of elements in the covariance matrix of (4-20) can be increased or 
decreased exponentially. If the engine is operating close to a steady state, the 
values of elements in the covariance matrix are expected to approach constant. 
However, the forgetting factor (λ) in (4-20) with value less than 1 increases the 
covariance trace if the engine outputs are lack of excitation [57], and the 
inversed λ causes the divergence on the covariance matrix. 
A directional forgetting algorithm (RLS-DF) is designed to avoid 
covariance wind-up by removing the multiplication of inverse forgetting factor 
from (4-20) to (4-22) [57]. However, this method compromises the tracking 
speed. 








 υ(k)P(k)(k)υ(k)λ
P(k)(k)υυ(k)
IP(k)1)P(k
T1
T
 
(4-22) 
The value of the variable forgetting factor is determined by the direction of 
vector ―φ‖ [57]. The direction forgetting factor is selected as:  
υ(k)P(k)(k)υ
r1
r1)λ(k
T


 
(4-23) 
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―r‖ acts as a fixed forgetting factor, which controls the tracking speed to the 
engine performance. The value of ―r‖ is suggested to be selected between 0 
and 1. 
4.3.3 Stabilised RLS algorithms 
For time variant systems, such as gas turbine engines, the covariance 
matrix must not be asymptotically singular. The method suggested by F. J. 
Kraus (1991) stabilizes the estimation process in RLS by introducing the 
stabilizing invariant factors (RLS-SI) or variable factors (RLS-SV) [59,60]. The 
modification on covariance with a linear forgetting algorithm becomes: 
gI1)(kPˆμ1)P(k   
(4-24) 
 ̂      in (4-24) is normalized        in (4-22). ― ‖ is an identity matrix. The 
additional term added to the end of (4-24) is the adjustable matrix, which damps 
the growth on the value of covariance matrix. The constrained covariance 
matrix stabilizes the change on the value of poles and zeros from discrete 
transfer function (4-5). 
The modification of the covariance matrix can either lead the value to 
diverge if the estimator is not a persistent excitation, or the adaption ability is 
lost by the growth of stored information content. Therefore, the eigenvalues (λ) 
of the covariance matrix must be limited, and cannot be less than 0:  
maxmin λλλ0   
(4-25) 
The value of eigenvalue can be calculated as: 
g
υ(k)1
υ(k)λ(k)
μλ(k)1)λ(k
2
2



 
(4-26) 
The engine parameter matrix (φ(k)) has been normalized  ̂   . 
υ(k)/υ(k)(k)υˆ 
 
(4-27) 
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The normalized value of parameter matrix ( ̂   ) and the normalized 
covariance (  ̂     ) are obtained by iterations from an initial estimate of 
covariance matrix, and the bounded eigenvalues of  ̂      are checked 
through (4-28). 
μ)(2υ(k)2
μ)(2υ(k)g4)υ(k)gμ(11υ(k)gμ
λ
μ1
g
λ
2
2222
min
max





 
(4-28) 
where      , and    , 
ρμg   (4-29) 
In RLS-SV, the performance of RLS-SI is improved by including the 
variable adjustable term in (4-24). Instead of using a constant adjusting value 
(g) in RLS-SI, a variable value is determined by signal levels (φ(k)) from (4-30). 
The procedure of other estimation steps remains the same as RLS-SI. 
υ(k)(k)υ
g
g(k)
T

 
(4-30) 
The RLS and modified RLS identification process are validated through 
estimating the dynamic model of a twin-spool gas turbine engine and there are 
two validation cases shown in Section 6.2.1 and Section 6.2.2.  
In Section 6.2.1, the online identification capability to identify the dynamic 
model of compressor pressure ratio by the RLS algorithms introduced in this 
chapter: RLS, RLS-DF, RLS-SI and RLS-SV, are tested. From the results, all 
modified RLS methods are capable of forgetting irrelevant old data and 
adjusting the dynamic model to follow the repetitive large transient operation 
cycles and produce the results nearly or identical to the outputs from the twin-
spool engine model. The dynamic model should be identical through the same 
transient operation under the same operating condition. When RLS methods 
are applied to online model identification, the dynamic model can be updated 
while the engine is in operation according to the reading of previous engine 
dynamics because the future engine response is unknown. The identification 
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results show that simply adding forgetting factor cannot guarantee the 
consistent identical roots of the dynamic models can be produced through the 
same transient cycles. The control module in the closed system produces the 
control signal to the fuel flow base on the prediction of engine future response. 
The predictions could be generated according to the analysis of the dynamic 
models. The inconsistent dynamic model could result in unstable control inputs 
and finally results in unstable engine response. Therefore, the stabilised RLS 
(RLS-SI and RLS-SV) methods produce the consistent dynamic models, and 
the forgetting factor ensures the results from the identified model could keep 
close track of the engine outputs. Referring the test results in section 6.2.1, the 
RLS-SV produces better results than RLS-SI due to its variable adjusting factor. 
Section 6.2.2 demonstrates the process of determining the order of the 
dynamic model and the parameters relative to the dynamic model. In this 
section, the dynamic model of combustor outlet temperature (COT) was 
estimated by RLS-SV method in order to use MPC to monitor and protect 
combustor temperature as shown in Figure 1-3. From engineering experience, 
the combustor temperature rise is mainly affected by the change of input fuel 
flow if a small change or constant pressure drop across combustor chamber 
was assumed within small time interval and temperature change is mainly 
affected by the injected fuel flow. However, the simulation results in Section 
6.2.2 show that the 1storder discrete model which only contains the fuel flow as 
input variable cannot successfully track the dynamic change of COT value. 
Equation: (3-11) is not a dynamic equation, but it provides a hint of the 
parameters which are affective to the dynamic change of COT. They are the 
fuel-gas ratio (FGR) and air- gas ratio (AGR), and gas is the sum of fuel flow 
and air flow. If the dynamic change of COT value is tracked accurately, the 
parameters: FGR and AGR must be included in the dynamic model, which 
made up 3rd order discrete model. However, the fuel-air ratio (FAR) contains 
both parameters: fuel and air, which can replace both FGR and AGR. Although 
there is a slight reduction in tracking accuracy to the COT value produced by 
the engine model, one parameter can be reduced in the discrete model which 
can greatly enhance the calculation speed of producing control value (the 
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comparison of estimated results by 2nd and 3rd discrete model are shown in 
Section 6.2.2 Figure 6-47). This is because the control decision made by MPC 
must predict the possible outcome of future engine outputs and constrained 
parameters. Although FGR and AGR are not part of engine constraints or 
outputs, the controller is still required to make a prediction on these variables to 
the effectiveness of the future response of COT. If FAR can be used to reduce 1 
state variable in this model, the reduction of predictions equals to the prediction 
length at each time step (the details of prediction and control process of MPC 
will be introduced in Section 5.2). Therefore, the least and sufficient number of 
engine parameters are selected to develop the dynamic models allowing faster 
control decisions produced from MPC without loss of control accuracy. 
4.4 Summary of On-line Model Identification Process 
 In summary, the RLS algorithm and its modified versions are applied to 
identify engine dynamic models and the identification algorithm is an essential 
module situated between the gas turbine engine and the model based 
controller. It is responsible for estimating and updating the dynamic model of the 
gas turbine engine and the controller produces the engine control signal based 
on the prediction from the dynamic model. The gas turbine engine in the real life 
is a nonlinear complex system. Its dynamic response changes nonlinearly 
according to the operating point and transient operations. In this project, the real 
engine was replaced by a simulated model which is developed to component 
level and is sufficient to represent the real engine performance. As the result, 
the engine dynamics cannot be represented by a single dynamic function. It 
requires nonlinear dynamic models to represent the dynamic response for the 
entire operating envelope. Linearization is a simple method and commonly 
applied by the industry. The engine transient response can be assumed that the 
dynamic response is linear in a small time period. In this project, the 
identification process uses the advantage of linearization the modified RLS 
algorithm could be successfully implemented to perform online dynamic model 
identification for gas turbine engines. 
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5 ENGINE CONTROLLER DESIGN 
The PID controller has been successfully used by the commercial gas 
turbine engine performance simulation platforms: Gasturb and GSP, for gas 
turbine simulations and also for practical applications. The effective control 
actions from the PID controller cannot be guaranteed if the controller has been 
used at different operating conditions and outside its design range. To ensure 
control effectiveness, gain scheduling is required [27]. The design of MPC 
allows predictions about the engine performance to be made on the basis of the 
identified engine models. According to the predictions, the MPC is capable of 
managing its control gains and providing an optimal control solution in order to 
adapt the changes of operating environment and operating points as well as 
protecting engine operations within its safety range during transient operations. 
In this chapter, designs of proportional-integral-derivative (PID) and 
constrained model predictive control (MPC) are presented. The two designs 
bring new approaches for controlling and optimising the transient performance 
of gas turbine engines and for improvement of the functionality from the classic 
control schedules to Turbomatch. 
5.1 PID Controller 
The proportional-integral-derivative (PID) controller is a linear controller 
installed on a closed-loop feedback mechanism. The PID controller is shown by 
the shaded area in Figure 5-1. The controller signals of the PID are determined 
from the error between the measured process variable and the desired control 
reference. An initial control input, fuel flow (Wff(0)), is required to be added to 
the system because the control input produced by PID is the difference of fuel 
flow from the initial state. 
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Figure 5-1 Implementation of PID controller to the closed-loop engine system 
The continuous formula of PID is:[61] 
dt
ε(t)d
Kdτε(τ)Kε(t)Ku(t) d
t
0
ip    
(5-1) 
where ―Kp‖ is the proportional gain, ―Ki‖ is the integral gain, and ―Kd‖ is the 
derivative gain. The values of gains must be manually tuned for each system to 
achieve control response. 
Because the engine model is a discrete time system, the PID controller 
must be developed in the discrete format. There are three ways to convert 
continuous (5-1) to discrete PID controller: Forward Euler, Backward Euler and 
Trapezoidal Method, shown in Table 5-1. ―Ts‖ is the sampling time, and ―N‖ is 
the filter coefficient. ―z‖ is the discrete time and means the transfer function is on 
a discrete domain, and it defines the one step forward of the input or output 
signal. 
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Table 5-1 Discrete-time PID controller 
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As the name suggests, the proportional gain is the signal amplifier. 
Therefore, the proportional term remains the same in all discrete controller 
models as well as in the continuous model. The effects on the integration 
results by taking different sampled data from the three discrete control methods 
are shown in Figure 5-2. The Forward Euler uses the data from one time step 
ahead, and overestimates the original system. Underestimation appears for 
Backward Euler when one set of previous step data is being used in the 
controller. The trapezoidal creates the most accurate estimation of the system 
performance. The derivative term of PID shows the same pattern as in the 
estimation of the original system. 
 
 
Forward Euler 
 
 
Backward Euler 
 
 
Trapezoidal 
Figure 5-2 Different integration results from Forward Euler, Backward Euler and 
Trapezoidal methods [62] 
To obtain optimum transient results from the control of PID, there are 3 
coefficients (Kp, Ki and Kd) in the PID controller which needs to be tuned. They 
are the control gains of the PID controller. 
Increasing the value of Kp increases amplification to the error between 
control reference and engine output. It reduces the rise time and the line moves 
closer to the reference at the initial stage of transient operation as shown in 
Figure 5-3. Due to a reduction of error near the final steady state, the effect of 
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Kp on the entire control gain reduces on the improvement of transient 
performance. 
 
Figure 5-3 Change value of Kp to the effect on transient results 
Unlike proportional gain, the change of the integral gain (Ki) is not as 
much effective as proportional gain at the initial transient states. However, it 
improves the approach time to the final steady state. The larger value of integral 
gain provides a faster approaching speed. However, it also introduces 
overshoot and a higher number of oscillations of the system, as shown in Figure 
5-4. 
 
Figure 5-4 Change value of Ki to the effect on transient results 
The derivative gain (Kd) determines the gradient of the error over time. At the 
initial stage, a larger Kd value is applied to the system due to the existence of 
the largest error. However, the derivative term is rarely used in practice. The 
implementation of Kd can provide an impact on the system stability due to 
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enlargement of noise and high-frequency gains. Therefore, it is common to add 
an additional low pass filter before the derivative term. The low pass filter allows 
passing the signal at the low frequency to the controller. 
 
Figure 5-5 Change value of Kd to the effect on transient results 
For the same reason, Kd is also rarely added to the gas turbine control system. 
Tuning the control loop on the engine system must be given extra care because 
the combustor might not be able to react to the large change in fuel flow, 
especially high gains chosen by Kp and Kd. 
The PID controller with selected control gains is not only capable of 
performing the transient operation within the time requirement specified by the 
regulations (FAA‘s Part 33-Section 33.73), but the controller is also required to 
avoid the constraints of the engine parameters. Due to the limited range of 
component maps, the transient performance must be controlled by the PID 
within the boundaries. In order to obtain the optimal performance by the control 
of PID controller, the repetitive simulations are normally attempted with the 
slight amendment of control gains at each time. Therefore, an algorithm which 
can simplify the above controller design process is urgently needed. The 
implemented MPC is capable of seeking the optimal control solution as well as 
ensuring the safety of operation. 
5.2 Model Predictive Controller 
The model predictive controller (MPC) is an optimal control algorithm. 
The optimal control decisions are produced based on the predictions of engine 
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future behaviours as well as considering the constraints for the safety of 
operation. The MPC cannot directly analyse the engine performance from the 
component level model; the hypothesis of future engine performance is 
developed from the discrete engine model, (5-2) (developed from (4-5)). The 
control decisions from MPC are based on the linear predictions of the state 
space model, and the predictions are amended due to the updates of state 
space model by RLS-SV at each time interval.  
CX(k)Y(k)
BU(k)AX(k)1)X(k


 
(5-2) 
The prediction by MPC uses incremental state space model with discrete 
differences (∆U,∆X) instead of exact engine parameters (U,X). The discrete 
increments can be obtained from(5-3) [63]. 
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(5-3) 
The state space model (5-2) can be written into a difference model, (5-4). 
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(5-4) 
Due to the principle of receding horizon, the output parameters (Y) must 
be a subset of the state matrix (X). The performance prediction is only possible 
when the output of the state space model, (5-4), only involves the receded 
control inputs. The new coefficient and variable matrices in (5-4) have replaced 
the original matrices in (4-5). Nc and Np define a finite length of control and 
prediction horizon of MPC, and the length (      ) can be customized 
according to system complexity, parameters‘ natural frequencies and sampling 
time. According to (5-4), the linear prediction of state variables at each future 
time step within the prediction length (Np) can be expressed as: 
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(5-5) 
The linear prediction for the outputs can be written as: 
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(5-6) 
The matrix equation from (5-6)for predicted output (Y) where ―Y‖ is a matrix with 
dimension: Np×1, and contains predicted output from Y(k+1) to Y(k+Np): 
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(5-7) 
Simplification of(5-7): 
ΔUFX(k)EY   (5-8) 
The benefit of(5-8) is that the prediction of future outputs (Y) from time step 
―k+1‖ to ―k+Np‖ only requires the values from variables in state matrix (X) at 
currently time step (k) The optimization for engine transient performance can be 
achieved by penalizing the control inputs from minimizing the objective(or cost) 
function (5-9) so that the predicted outputs (Y) track to the control reference 
(W). The predicted outputs are estimated from the linear identified state space 
model and the planned control actions in (5-8). 
      ΔUWΔUEX(k)UFΔWEX(k)UFΔWJ TT   (5-9) 
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(5-9) is expanded as: 
       ΔUWFFΔUEX(k)WFΔU2EX(k)WEX(k)WJ TTTTT   (5-10) 
The minimization of the cost function is obtained from the derivative of (5-10): 
0EX(k))(WF2ΔU)WF2(F
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(5-11) 
The optimal solution for future input signals as: 
EX(k))(WF)WF(FΔU T1T    
(5-12) 
where  ̅     ; ―  ‖ is an identity matrix with dimension:      ; ― ‖ is a 
weighting factor. 
― ̅‖ is a weighting diagonal matrix, which adds the weights to the signals 
for the future control inputs. The weighting matrix is used to control the amount 
of change in control input, i.e. fuel flow, at each sampling time. The value of 
diagonal elements ( ) is chosen between 0 and 1, which can be different 
depending on different engine configurations and the natural frequency of the 
system. The frequency indicates the sensitivity of engine responses to the 
change of fuel input. When the value is close to 0, the future control inputs 
become more proportional to the difference between the future control 
reference (W) and engine output (      ) according to (5-12). Conversely, 
when the value is closer to 1, more control weight is added and a slower fuel 
rate is supplied to the engine‘s combustor. 
The objective function represented in (5-12) minimizes the number of 
control actions for reaching the final control reference, which is capable of 
providing the fastest transient performance of a gas turbine engine. However, 
such a control signal cannot be directly accepted by the engine because it 
discards the concerns of operating limitations, such as shaft over-speed, 
compressor surge and maximum turbine entry temperature (TET). The 
constraints to input, states and outputs can be applied to the engine system. In 
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the design of MPC, inequality constraints, such as (5-13), can be applied to 
specify the control and performance boundaries of the engine parameters. 
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 (5-13) 
For computational convenience, the constrained variables can be moved to the 
right hand side of (5-13), and the left side of the inequality becomes unity. The 
input variable at discrete time ―k‖ (U(k)) equals to the sum of input from last time 
step (U(k-1)) and the change of input value (ΔU(k)): U(k)=ΔU(k)+U(k-1). The 
rearrangement of the input constraint matrix from (5-13) is shown by (5-14). 
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 (5-14) 
In this project, the inequality state and output variable constraints are developed 
and introduced to the MPC algorithm. The development allows all engine 
parameters can be added to the MPC algorithm to be monitored or constrained 
if those parameters can be identified to dynamic models, and the control 
decisions are produced by considering all the added constraints. 
Taking input variables (ΔU) as the matter in hand, the incremental state space 
predictions, (5-8), can be substituted as the outputs‘ constraints of (5-13). The 
unequal constraints are shown by (5-15). 
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 (5-15) 
Implementing constraints to engine parameters can be developed as the 
same limiting process as designing for output parameter from state space 
equation, (5-2). Output limit only requires constraining values to one parameter. 
Engine constraints often require being developed on several engine parameters 
based on their limits. These parameters must be continuously monitored and 
the dynamic equations are continuously adjusted while the engine is in 
operation. Their future dynamic responses are predicted based on the dynamic 
equations in order to penalise the engine performance before reaching their 
limits. 
The 1st state space function in (5-16) produces an estimation of a dynamic 
model for all constrained engine parameters. These constrained parameters are 
the outputs in the 2nd function in (5-16). The development and validation of 
(5-16) is illustrated on a twin-spool turbo-fan engine in Section 6.2, and they are 
applied to the speed, pressure and temperature protection and transient 
performance optimisation. MPC uses the 1st function predicting the future 
dynamics of the constrained variables. Engine constraints are applied to the 
output function of (5-16). The penalised control output is derived from the 
analysis of the overall impact to the engine performance by the output function. 
The 2nd function from (5-16) shows an example of the discrete state space 
function about the constrained engine parameters. In this function, the corrected 
relative speed of high-pressure shaft (CNH), the pressure ratio of high-pressure 
compressor (PRHPC), overall thrust ratio (TRoverall), turbine entry temperature 
(TET) and specific fuel consumption (SFC) are the constrained engine 
parameters. The constraint of high-pressure shaft speed is designed to avoid 
over-speed. The upper limit of high-pressure compressor is designed to avoid 
 71 
compressor surge while the engine is accelerating and the lower limit of it is 
designed to prevent low-pressure delivery to the combustor during deceleration. 
The constraint of TET is to protect over-temperature in the high-pressure 
turbine. The constraints, such as overall thrust ratio and SFC, are used for 
trimming the engine transient performance. The constrained thrust output is 
proportional to the target thrust output. It provides an opportunity for a faster 
transient performance by supplying dramatic change of fuel input with controlled 
percentage overshoot of a delivery thrust. Implementing SFC allows controlling 
fuel consumption for a fuel economy. The implementation of engine multi-
variable constraints to engine transient operation optimising process have been 
validated through transient performance simulation on a twin-spool turbo-fan 
engine, and the design and validation results are shown in Section 6.2.3. 
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(5-16) 
The process which derives (5-3) and (5-4) can also be applied to state space 
model of engine constraints, (5-16). As the result, the increment state and input 
of (5-16) can derive from (5-17). 
 72 
1)U(kU(k)ΔU(k)
(k)X1)(kX1)(kΔX conconcon
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(5-17) 
The increment state space model of (5-16) becomes (5-18). Developing 
increment model for engine constraints model is because the engine control 
value derived from MPC measures the delta values of engine parameters. The 
dimension of a matrix containing state variables in (5-18) is 14×1, Xcon_in. The 
coefficient matrix, Acon_in, is a square matrix, which has dimension 14×14, and 
coefficient matrix, Bcon_in, has dimension 14×1.The coefficient matrix in the 
output function, Ccon_in, has dimension 1×14, which produces multiple outputs. 
According to this example, there are 5 constrained engine parameters. 
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(5-18) 
The same function for prediction of engine output: (5-7), can also be applied 
to produce the prediction for engine constrained parameters in (5-18), the 
prediction is shown as (5-19) from discrete time: k+1 to k+Np. Once the 
prediction function, (5-19), has been developed, the constraints of engine 
parameters can now be designed by using the same constraint process as the 
output of (5-2). Increment input matrix (ΔU) contains the predicted control inputs 
from discrete time k+1 to k+Nc-1. 
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(5-19) 
Once the predictive function is established, the limits of engine parameters 
can be designed. The limits of engine parameters can be designed to be 
constant, linear or quadratic functions where the limits are varying depending on 
the operating points. For example, the limits of high-pressure shaft speed, 
overall thrust ratio, TET and SFC are constant values, and limit of pressure ratio 
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of high-pressure compressor can be designed to a linear function which is 
relative to the value of high-pressure shaft speed, as shown in (5-20).  
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(5-20) 
The constraint in (5-20) can be separated into factor and constant terms as 
(5-21) showing. 
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(5-21) 
The prediction of future control inputs regarding the consideration of engine 
constraints can be produced from the rearrangement of (5-21) with the 
substitution of (5-19), as shown in (5-22).The change of control inputs (ΔU) 
contains Nc length of control predictions. 
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(5-22) 
The combination of (3-14), (3-15) and (5-22) can be simplified to (5-23). 
γΔUM   (5-23) 
Using Lagrange‘s theorem estimates the compensated control action, which 
minimises the objective function with consideration of constraints to the 
derivative form as shown in (5-24). 
 γ)U(MΔλ2EX(k))(WFΔU2ΔU)WF(FΔUminmax TTTTT
ΔU0λ


 (5-24) 
The optimal control solution of (5-25) is given by the minimization of the 
Lagrange multiplier from (5-24). 
    MλWEX(k)FWFFΔU TT1T    (5-25) 
―λ‖ is a weighting factor, which determines the impact of the constraints to the 
future control inputs. The optimal solution of ―λ‖ is solved by Hildreth‘s quadratic 
programming method [63]. The Hildreth method is an element-by-element 
searching algorithm, and it does not require matrix inversion in the process. The 
maximum value of ―λ‖ is picked from (5-26). The value of ―w‖ in (5-26) is 
determined from the iteration process by (5-27). The iteration is repeated for all 
constrained engine parameters ((5-13)) on each predicted time. 
 nini w0,maxλ   (5-26) 
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(5-27) 
The optimal control solution with consideration of parameter constraints is the 
substitution of the minimum control actions, (5-25), to (5-24) and gives (5-28). 
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The maximum value of ―λ‖ is substituted to (5-28) for each time step prediction 
in order to ensure the satisfaction of all active constraints. 
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(5-28) 
where: 
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(5-29) 
The small letters: ―h‖ and ―k‖ are the elements of the matrix ―H‖ and ―K‖. 
Letters: ―i‖ and ―j‖ in (5-27) indicate the row and column number in the matrix 
―H‖. ―m‖ is the total number of iterations and ―n‖ is the iteration number. If the 
total number of constraints is assumed to be ―r‖, the dimension of matrix ―H‖ 
is   ; the dimension of ―K‖ is     and the dimension of ―λ‖ is   . The 
iteration starts where no iteration is taken:   . The initial value of ―λ‖ can be 
set to 0, such as:   
    
     
   , if the initial condition is unknown. If the 
value of any element in ―λ‖ equals 0, the constraint of this parameter is 
inactivated. If any element in ―λ‖ has a value greater than 0, the optimal solution 
of (5-12) will be compensated by the constraint. The final value of ―λ‖ can be 
substituted back to (3-32) to obtain the constrained optimal control solution. The 
constraints must be linearly independent and the number of active constraints 
must be less than or equal to the number of control or decision variables, so 
that there will be a converged control solution. Only the first sample input from 
the sequence is used by the controller, although the optimal control plan has 
been predicted through to the horizon. The process is repeated for each 
sampling step when the new data is available and the predictions by the 
constrained MPC will be updated. 
5.3 Summary of Engine Controller Design 
In this chapter, constrained model predictive control process (MPC) has 
been introduced to the application of the gas turbine engine control system. The 
engine control values are produced from the prediction of engine future dynamic 
responses. The predictions rely on the estimated models (discrete state space 
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models). In addition, the engine performance can also be predicted with 
influence of engine constraints. Through tuning the future control inputs, the 
transient operating points can be protected within assigned operating limits for 
safety concerns. The constraints can be designed on any of engine parameters, 
and instead of safety protection, they can also be designed for performance 
tuning, such as for lower fuel consumption or smooth transient thrust transition. 
The design and application of MPC with engine constraints are described in 
more details on the test cases of single and multi-spool gas turbine engines in 
Chapter 6. Therefore, the MPC allows more appropriated control inputs can be 
produced to deliver outcome of the fastest transient response through the 
prediction of future engine dynamic responses with the consideration of input 
and performance or safety restrictions. As the results, higher safety level of 
transient operation and faster and smoother transient response can be 
achieved by the implementation of constrained MPC for gas turbine transient 
operations. 
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6 APPLICATION, RESULTS and ANALYSIS 
6.1 Application to a Single-spool Turbojet Engine 
This case study illustrates and compares different control strategies: 
scheduling methods, PID control and MPC, to optimise the transient response 
on a single-spool turbojet engine. Furthermore, the design to optimise fuel 
economy and performance of the transient optimisation, under dynamic 
conditions, is also demonstrated. 
The design of this engine was based on the design point shown by Table 
6-1 [64]. The schematic sketch is shown in Figure 6-1. The volume sizes are 
measured from technical drawing [65]. The dimension has been returned to the 
scale of the actual engine according to length 3,200mm and diameter 907mm 
from data sheet [64]. The design, off-design and transient simulations were 
performed on Turbomatch 2.0baccording to the design point from Table 6-1 as 
the input. 
Ambient condition ISA SLS [-] 
Intake Mach number 0 [-] 
Intake mass flow 76.0 kg/s 
High-pressure compressor pressure ratio 8.80 [-] 
High-pressure compressor isentropic efficiency 89 % 
Fuel flow 1.1102 kg/s 
High-pressure turbine isentropic efficiency 89 % 
Moment of inertia for high-pressure shaft 30 Nm
2
 
Percentage of corrected rotational speed at high-pressure shaft to 
131.67 RPS 
100 % 
Volume 1 0.6749 m
3
 
Volume 2 0.3384 m
3
 
Volume 3 0.1241 m
3
 
Table 6-1 The design point of the single-spool turbojet engine 
 
Figure 6-1 Single spool turbojet engine 
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The design of the controller is an attempt at optimising the acceleration and 
deceleration operation between idle and the design point, which corresponds to 
the range shown in Table 6-2. 
PCN 60.0~100.0 % 
HPC-PR 3.93~8.80 [-] 
GTR 26.2~100.0 % 
Wff 0.3754~1.1102 kg/s 
Table 6-2 Transient range for single spool turbojet engine 
The off-design performance from the simulation on Turbomatch has been 
compared and validated with the result from Gasturb 11. The similar off-design 
running lines are shown by Figure 6-2. However, in general, the steady state 
running line from Gasturb has a slightly lower value of compressor pressure 
ratio than the steady state results from Turbomatch. 
 
Figure 6-2 Steady state performance of the single spool turbojet engine 
The gross thrust at design point is 50.624kN from Turbomatch, 
approximately 0.4% less than the prediction from Gasturb (50.819kN).However, 
the difference increases from 0.4% to over 24% on both SFC and gross thrust 
while the PCN reduces from design point (100%) to idle (60%), Figure 6-3. A 
larger difference on the estimation results in lower power operating points. The 
different steady sate results from both simulation tools are caused by different 
approximation of gas properties and different combustor maps. The steady 
state lines of SFC and gross thrust from both simulation tools show similar 
trends. The lines agree as in the demonstrated engine performance shown by 
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figure 14.4 in the textbook: Dynamic Modelling of Gas Turbines [52]. 
Furthermore, both sets of results agree that the optimal performance with 
minimum SFC is at the operating point between 0.80 and 0.85 of PCN. 
 
Figure 6-3 Steady state fuel consumption and gross thrust 
6.1.1 Transient Response Optimisation 
6.1.1.1 PID Controller 
PID is designed for controlling linear time-invariant (LTI) systems. A 
linear characteristic is assumed for the operating range between idle and design 
point (60% to 100% PCN). There are two ways of tuning the PID controller, 
Ziegler-Nichols and manual tuning, to obtain the optimum transient time with an 
acceptable percentage overshoot (<5%). 
Ziegler Nichols (ZN) tuning is the most common method used in the 
process control to determine the appropriate value of gains in PID controller. 
The parameters, time delay (L) and time constant (T), characterise the open-
loop step response of the engine system. The time delay is the time from the 
start of the transient operation to the point where there is an interception of the 
tangent of inflection point to the time axis. The time constant is the time of this 
intercept point to the time where the transient line first reaches the final steady 
state point. The graphical representation for estimating delay and time constant 
is shown in Figure 6-4. 
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Figure 6-4 Estimation of time delay and time constant for transient response 
The values for the coefficients of PID can be determined from Table 6-3 by ZN 
method [66]. 
 
pk  ik  dk  
P  T  0  0  
PI  T/L0.9   0.3L/  0  
PID  T/L1.2   L2  L0.5  
Table 6-3 Gains of PID controller by Ziegler Nichols method 
In order to estimate the value of delay and time constant for the single 
spool engine, an open loop step system was set up for the simulation, Figure 
6-5. 
 
Figure 6-5 Open loop single-spool engine system 
PID controller is normally applied to a closed-loop system and provides 
the change to the input signals by considering the error between the reference 
signal (Ref) and the output signal (Y). In an open loop system, due to an 
absolute value of fuel input, the proportional gain is set to 1 and the integral and 
differential parts are de-activated (set values to 0) so that the fuel flow shown in 
PID Single-Spool Engine 
Ref 
U (   ) Y 
  
  
   _   
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Figure 6-5 can be directly injected into the engine. A step change from 0kg/s to 
0.7348kg/s at 1sadded to the initial fuel flow allows the engine to accelerate 
from idle to 100% power. The 2nd step block returns the fuel flow back to its 
initial value at 10s, which provides the opposite command of the 1st step block 
in Figure 6-5. The result of PCN from an open-loop simulation performed on 
Turbomatch 2.0b is shown in Figure 6-6. 
 
Figure 6-6 Open loop response of corrected shaft speed for the single spool 
turbojet engine 
The delay and time constant on PCN can be estimated from the graph 
given by the open-loop response. The time constant (1s) can be easily 
approximated from the time where the largest tangent line intercepts with the 
initial steady state to the time where the operation reaches the final steady 
state, Figure 6-6. The time delay can be almost neglected (0.01s). 
The design of a PID controller sometimes only includes the proportional 
and integral terms because the derivative gain is easily magnified by the 
interference of high-frequency noise. According to the Ziegler Nichols method of 
Table 6-3, the value of proportional gain (Kp) is 900, and the integral gain (Ki) is 
0.0333. However, the values of these gains are not applicable to the engine 
system because the proportional gain is too large and will directly exceed the 
fuel limits during transient operations. 
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The manual tuning method is firstly to set Ki and Kd value to zero. The Kp 
value is increased until the output starts to oscillate or reaches resonance. 
Then, the value of Ki should be increased until any steady state error has been 
eliminated within sufficient time. A large Ki provides a system excessive 
response, increases the percentage of overshoot and number of oscillations, 
and increases the chance of instability. The increase of Kd value reduces the 
offset to the final steady state. The summary of increase in PID control gains to 
the system response is shown in Table 6-4 [67].However, a manual tuning 
method is practically difficult to apply on a gas turbine engine because the 
limitation on the fuel air ratio in the combustor normally does not allow large 
changes in fuel flow. When this method is applied to the corresponding transfer 
function (6-3), the Kp value is approximately 162 which is 45% of the Kp value 
given by ZN method, and Ki is 183.6. 
 Rise Time Overshoot Settling Time Steady State Error Stability 
Kp Decrease Increase Negligible Decrease Decrease 
Ki Decrease Increase Increase Decrease Decrease 
Kd Negligible Decrease Decrease Negligible Negligible 
Table 6-4 Effects of increased PID gains 
According to the graphical representation in Figure 6-6, the dynamic 
response of PCN for this engine can be identified as a 1storder transfer function 
by the least squares (LS) algorithm if a linear response is assumed for this 
transient behaviour between idle (60%)and 100% of PCN [57,68]. In the model 
estimation process, it often assumes the input signal (u(t)), fuel flow, is 
‗sufficiently and consistently exciting‘, so that a unique set of parameters can 
generate a unique dynamic function. Therefore, a closed-loop engine system 
with PI controller, Figure 6-7, can be designed to replace the open loop system, 
Figure 6-6. An arbitrary value of control gains (Kp=0.7, Ki=0.7) was imported to 
PI control to perform the transient operation. During the initial attempt, smaller 
values of control gains are chosen to ensure that no fuel saturation could be 
reached and that the PCN can reach its control reference for both acceleration 
and deceleration. The closed-loop simulation repeated the same process as the 
open-loop simulation, in which the command of acceleration was started at 1s 
from idle to 100% shaft speed, and returned to idle at 10s. 
 83 
 
Figure 6-7 Closed-loop PID control on ICV engine model 
Fuel flow and PCN data can be gathered from the simulation and 
subjected to an off-line identification of LS algorithm. A discrete state space 
function with a sampling time of 0.001s has been produced according to the 
outputs of the ICV model: 
                                     (6-1) 
The discrete transfer function: 
      
      
 
        
        
 
(6-2) 
The conversion from discrete to continuous model gives the 1st order transfer 
function (TF): 
  
     
       
 
(6-3) 
Since the transfer function of the shaft speed has been identified, the 
closed-loop response from system Figure 6-8 can be viewed on the root locus 
(s-plane) by choosing arbitrary values of Kp and Ki. The closed-loop transfer 
function can be written as: 
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Substitute the PI formula and (6-3) to (6-4): 
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Two roots of the denominator and one root of the numerator can be 
solved from the closed loop transfer function (6-5). Roots of the denominator 
are called poles, and roots of the numerator are called zeros. An example of a 
root locus plot is shown in Figure 6-10.For any asymptotic stable discrete 
system, the real parts of poles and zeros are located inside the unit circle. 
Therefore, the value of zeros and poles must be less than one. If the location of 
poles or zeros are on the line of the unit circle, the system is marginally stable. 
For any pole or zero outside the unit circle, the system becomes unstable. The 
optimal design of a PID controller is to shift the system response as close as 
possible to the imaginary axis for the fastest transient response. 
 
Figure 6-8 Closed-loop control on transfer function of ΔPCN/ΔWff 
A group of Kp and Ki values substituted to (6-5) predicts the location of 
zero and poles on the s-plane, Figure 6-9, so that the change of poles and zero 
can be observed. According to Figure 6-9, the fastest transient response can be 
achieved by selecting the value of Kp and Ki which can provide the lowest 
values of poles and zero. The graphs indicate that increasing Kp brings the 
values of one of the poles and a zero infinitely close to 0 (imaginary axis). The 
engine is a stable system; it responds to any disturbance from input (fuel flow) 
and is capable of restoring the performance to a new steady state point. The 
transfer function about the dynamic of PCN, (6-3), also shows a stable 
characteristic because the value of pole is -4.169 which is located far away from 
the imaginary axis. Therefore, for any value of PI gains, the response of PCN 
will always be stable. As a result, the roots of the closed-loop system,(6-5), will 
not reach or cross the imaginary axis. However, the other poles will move 
infinitely away from this imaginary axis, and it provides little influence to the 
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shaft dynamic compared to the other pole. Both ZN and the manual tuning 
method attempt to choose the optimum value of Kp and Ki (infinitely large) by 
bringing poles and zero close to the imaginary axis in order to match the step 
change of control reference. When a value of Kp is large, the value of Ki can be 
either small or large because it has little contribution to the improvement of 
rising time. 
  
 
Figure 6-9 The results of poles and zero of dynamic of PCN controlled by PI with 
different control gains 
The values of zero and poles are reaching a plateau and so the 
improvement of transient response becomes insignificant while Kp and Ki values 
are being further increased. The optimum engine transient response also 
requires the control signals to avoid the operational boundaries, such as fuel 
rate and change of loadings on the engine components. The control design is 
still acceptable to the performance requirements of most engines if the rise time 
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can be maintained within 3~5s [45]. Therefore, only seeking the shortest 
transient time is not always the best solution for a control design. Therefore, 
smaller values of Kp (0.1) and Ki (1.4) were selected. The values still allow the 
location of poles and zero to be reasonably close to the origin according to 
Figure 6-9. However, they are further away from the imaginary axis than the 
values given by ZN method, Figure 6-10, hence a much slower transient 
response (longer rise time) is expected, Figure 6-11. The rise time of the 
acceleration of the estimated TF in Figure 6-8 is approximately 4s from the PI 
controller with the reduced value of control gains, and it is approximately 4s 
longer than the results given by ZN method (0.004s). The transient acceleration 
shows approximately 3s of rising time when the reduced gain of the PI controller 
is simulated on Turbomatch. 
 
Figure 6-10 Root loci design at (6-5) when Kp=0.1 Ki=1.4; Kp=360 Ki=0.0333 
A linear system should have the deceleration running line which is 
centrosymmetric image to the acceleration running line, as shown by the 
transient performance of the transfer function in Figure 6-11. However, the 
transient result from the component-level model shows different dynamic 
characteristics between acceleration and deceleration, Figure 6-11.Therefore, 
different values of PI gains must be designed separately in order to obtain the 
optimum performance for both acceleration and deceleration. As a result, the 
gain-scheduled control technique can be developed including the table of 
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control gains for different levels of power change as well as for the operations at 
different Mach number and altitudes [54]. 
Furthermore, a 1st order transfer function (6-3) cannot sufficiently match 
the transient acceleration and deceleration of the ICV model, Figure 6-11. The 
transient response from the ICV model shows significant delay over the TF. Due 
to the delay response of PCN to the change of fuel flow, the ICV model provides 
more overshoot (1%) during acceleration and 1s less of rising time than the 1st 
order TF. According to the research from Hanz Richter [54], using a linear 
parameter-varying (LPV)algorithm can improve the accuracy of the transfer 
function; and the coefficients of the TF associated with the set of parameters, ie 
Mach number, altitude and the imbalance of power between compressor and 
turbine work. The method, such as: LPV or RLS, allows the coefficients of 
(6-3)to be updated according to the change of shaft dynamics. Therefore, in 
order to develop an accurate model for a better control design, the identified 
model should be updated adaptively to the changes in engine performance. The 
gains of PID should be updated according to the change of the dynamic model. 
In some design cases, scheduling tables of PI gains are built and constructed 
within the designs for various combinations of conditions. A linear interpolation 
is used to find the appropriate controller gains from real-time 
measurements[54]. 
 
Figure 6-11 The transient response from estimated transfer function controlled 
by PI controller 
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6.1.1.2 Constrained Model Predictive Controller  
The above PID design proves that a single classic control design is not 
enough to satisfy the performance requirements for both acceleration and 
deceleration. As a result, a control schedule is required for the control of entire 
operating range. In this section, a single design of MPC is demonstrated to 
achieve the transient performance requirements for both acceleration and 
deceleration operations. In addition, obtaining the optimal performance with 
different reference variables can be easily modified on the MPC. 
Before designing the constrained MPC, the engine system must be 
simplified to a reduced order of state space (SS) model for the convenience of 
control analysis. A few engine parameters which matter to the transient 
operations are selected. The SS dynamic models are built around these 
parameters. In this case, the selection of control input, state and output 
variables are shown by Table 6-5. Fuel flow (Wff) is the only variable to control 
the engine performance to achieve the transient objective. There are four state 
variables as shown in Table 6-5. The constraints are designed to these 
variables for shaft speed protection, compressor surge potection and fuel 
consumption optimisation. The output variable must be a subset of the state 
variables and include at least one of the state variables. In this case, the same 
transient cycle was simulated by selecting the three engine variables separately 
as output variables: PCN, HPC-PR and GTR in order to compare the transient 
performance given by the control of MPC with different control references. 
Type Name 
Control Variable, U(k) Wff 
State Variables, X(k) PCN, HPC-PR, GTR and SFC 
Output Variables, Y(k) PCN, HPC-PR or GTR 
Table 6-5 The control and state engine variables 
Prior knowledge about dynamics of the variables is required for 
designing the SS model, such as: the order of function and the initial value of 
the coefficients. Most parameters of a single spool gas turbine can be assumed 
to 1st order functions. A discrete model for most engine parameters, (6-6), 
according to (4-5)can be identified accurately by RLS-SV. Adjustable 
parameters of RLS-SV are set to 0.99 for ρ and 0.96 for μ. 
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where the initial value in matrix A and B from LS steady state estimation: 
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The MPC was designed for performance optimisation of a single input 
and single output (SISO) system in the Turbomatch. The output parameters can 
be selected among PCN, HPC-PR or GTR by switching the value ―0‖ to ―1‖ in 
matrix C of (6-7). If the engine output is its corrected relative rotational speed 
(PCN), the output can be set as shown by (6-7) according to output function of 
(5-4). 
   
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(6-7) 
The value of control reference changes according to the selection of 
output parameters for step simulation. The transient between 0.6 and 1.0 of 
PCN corresponds to a compressor pressure ratio (HPC-PR) between 3.93 and 
8.80, or a gross thrust ratio (GTR) between 0.262 and 1.000. 
A smaller weighting factor value (      ) ensures that the transient 
operation can be completed within 3~5s for any transient level. The length of 
prediction and control horizon (             ) is chosen for sufficient 
prediction steps to prevent the engine parameters exceeding their constraints. 
Unequal constraints are added to the input and state as well as output 
parameters, shown in Table 6-6. 
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kg/s67.1Wkg/s0.25 ff   
kg/s9568.0ΔWkg/s8602.0 ff   
51.1PCN0.55   
4.4721PCN14.958PR4.3961PCN10.334   
Ref1.03YRef0.95   
kg/kNs1.00SFC   
Table 6-6 Constraints to the engine parameters 
The constraint of the control input is to limit the total amount of fuel flow 
integrated through the simulation. The amount of fuel changed in the combustor 
at each sampling time is also limited in order to protect the instantaneous 
change of chamber temperature and limit the mixture of fuel and air. In this 
example, the maximum instantaneous change of fuel flow (0.9568kg/s) which 
can be sustainedis86% of the value at design point (1.1102kg/s), and the 
minimum value (-0.8602kg/s) is the difference between design point and 
minimum fuel flow limit (0.25kg/s).Shaft over-speed protection limits the PCN so 
it cannot be lower than the idle power and cannot have more than15% over-
speed. Compressor surge and burner blowout are protected by limiting the 
value of HPC-PR [50]. The surge line is made up of the surge point from the 
map shown in Figure 6-2. The boundary of HPC-PR (Figure 6-12) can be 
written as the subject of PCN which is approximated to linear function from the 
compressor map in Figure 6-2. Above 0.95 of R2of both linear approximations 
means the linear functions provide a high quality of alignment to the points on 
the map. The constraint on specific fuel consumption is not included for 
optimisation on transient time. The unequal equation: (5-13), for the state and 
output variables of the single spool engine becomes: 
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Figure 6-12 Maximum and minimum limit of HPC-PR in function of PCN 
Similar transient performance is provided by the control of MPC with 
control references (PCN, HPC-PR and GTR) and the same weighting factor 
value (0.01) in Figure 6-13. Compared with the transient line from PID control, 
the acceleration line by the MPC has been shifted closer to the surge line, 
which improves the transient time. The HPC-PR had been limited within the 
surge boundary which is estimated on-line according to the constraint functions 
in Table 6-6. 
 
Figure 6-13 Transient performance given by the MPC with different control 
objectives and control weights 
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Different natural frequencies of engine parameters provide different 
transient results. The transient line given by the control reference of PCN has a 
longer settling time than the results from other control references due to its 
lower natural frequency. The steady state vibrations demonstrated by the circles 
around steady state points in Figure 6-13 shows longer lag to input signals. The 
frequency response for the engine parameters: GTR, HPC-PR, PCN, is shown 
by the bode plot of Figure 6-14. The higher cut-off frequency allows the engine 
parameter. For example, GTR (24.6rad/s) is more sensitive to the input signals 
than the parameter (HPC-PR: 11.0rad/s) on the transient response. As the 
results of Figure 6-17 and Figure 6-18 show, the transient performance can be 
more easily controlled within the constraints. The significant lag of PCN to the 
control signal creates a higher difficulty for the control system settling the 
transient response (longer settling time) due to the lowest frequency 
(4.15rad/s). From the plot of PCN, Figure 6-15, the acceleration by control 
reference of PCN result exceeds the steady state overshoot by 3% and the 
oscillations decay slowly while the transient line approaches steady state. 
Because the frequency of HPC-PR is in between the other parameters‘ 
frequencies, the percentage of overshoot is also expected to be located 
between the values of the other two parameters, as shown in Figure 6-15. 
.  
Figure 6-14 Frequency response of engine parameters: GTR, HPC-PR, PCN 
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A smaller value of weighting factor (       ) was also attempted for 
the control of GTR. The result (Figure 6-15) shows little improvement on the 
transient time than the original value (      ). 
 
Figure 6-15 Transient result of PCN 
The optimal fuel input is adjusted automatically from the control of MPC along 
the transient simulation. The MPC is capable of adapting to the change of 
engine performance and constraints and calculates the optimal control solution 
regardless of the parameter of control references, Figure 6-16. Because of its 
adaptability, unlike PID control, only one MPC design can satisfy the 
performance requirements for both acceleration and deceleration.  
 
Figure 6-16 Transient fuel flow for single spool turbo-jet 
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The estimated system output (Y) follows the parameter of the control 
references. The value of the system output can be successfully kept within the 
103% overshoot limit to the control references: PCN (Figure 6-15), HPC-PR 
(Figure 6-17) and GTR (Figure 6-18). From the results, the overshoot for PCN, 
HPC-PR and GTR can be all achieved by referring to GTR. Therefore, the 
transient performance requirements for the most engine parameters with a 
minimum number of active constraints can be achieved by applying the control 
to the parameter with the highest cut-off frequency. 
 
Figure 6-17 The transient results of HPC-PR from different control of MPC 
 
Figure 6-18 The results of engine gross thrust ratio from different control of MPC 
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In summary, the simulation results demonstrate that the MPC is capable 
of providing the satisfied transient response as well as maintaining the output 
within its limit. The performance for the same acceleration and deceleration 
shows significant improvement by the control of MPC than PID controller. Due 
to the natural frequencies, the engine response will be dissimilar if different 
engine parameters are chosen for control reference.  
The transient simulation could only be performed by the control of the 
fuel scheduling method in original Turbomatch 2.0. The transient fuel flow from 
the control of MPC can be suggestive of the design of transient fuel schedule. 
Turbomatch 2.0 supports two types of fuel schedule: fuel flow against time and 
non-dimensional fuel flow (NDWff) against non-dimensional shaft speed (NDSS) 
according to (3-14). The result of fuel flow from MPC can be directly 
summarised to fuel-time schedule and exactly the same simulation result can 
be obtained. From the fuel schedule referring to the non-dimensional shaft, the 
engine fuel flow table in the simulation is generated from the non-dimensional 
parameters related to the HPC inlet pressure, combustor inlet pressure and 
temperature. The nonlinear dynamic of HPC increases the difficulty in manually 
producing the optimal fuel schedule. However, the optimal solution can be 
easily summarised from the transient results given by the control of MPC, and 
the optimal engine transient fuel flow and performance from the control of non-
dimensional fuel schedule are shown by Figure 6-16 and Figure 6-13. 
6.1.1.3 Fuel Consumption Optimisation 
The constraints to engine parameters can also be designed to reach a 
particular performance requirement, such as the limit of specific fuel 
consumption (SFC). The constraint of SFC in Table 6-6 is activated by setting 
its value to 0.033kg/kNs. The limited SFC value has been reduced to more than 
half of the difference between the steady state and peak of value during 
transient operation from Figure 6-19. Figure 6-19 shows that the maximum SFC 
value has been successfully limited below the threshold. The consequence of 
limiting SFC is the reduction of fuel rate added to the engine during 
acceleration, Figure 6-20. This also adds the rise time to the transient 
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performance of other engine parameters as shown in Figure 6-15, Figure 
6-17and Figure 6-18. The reduction of the transient rate can be also observed 
by the performance where the transient line moves closer to the steady state 
line on the compressor map, Figure 6-13. 
 
Figure 6-19 Transient specific fuel consumption with control of constrained MPC 
 
Figure 6-20 The fuel flow with additional SFC constraint 
6.1.1.4 Transient Performance at Varying Operating Conditions 
Any disturbance on the power output of the engines will affect the flight 
condition of an aircraft. The transient operation is more likely to execute under a 
varying environmental condition in the real life. A take-off procedure has been 
simulated in this example. The simulation of aircraft model and flight physics are 
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not the scope of this project. The flight of aircraft has been assumed to a centre 
of mass. The purpose of this simulation is to examine the application of a 
constrained MPC for the control of the transient performance of a gas turbine 
engine in varying environmental conditions.  
The engine is assumed to accelerate from idle to 100% thrust whilst 
stationary for the first 5s at standard atmospheric conditions. The aircraft starts 
the take-off run when the net thrust reaches approximately at 100% of design 
point thrust. The thrust ratio is commanded to keep at the maximum (100%) 
output right up to the design point where the shaft speed is at 100%, at 
standard atmospheric conditions. The inlet Mach number increases linearly until 
reaching 0.182 which is approximately 120knots or 61.73m/s when the aircraft 
starts to take-off. A constant Mach number (0.34) is assumed to be kept for 
horizontal flight vector. The change of atmospheric temperature is calculated 
according to (3-3). A constant climb angle of attack (20o) is assumed, as shown 
in Figure 6-21. The horizontal flight speed is varied and is the multiplication 
between the Mach number and speed of sound (a). The speed of sound varies 
according to the ambient temperature as the flight altitude (H) increases. The 
flight altitude is integral to the climb rate( ̇). The climb rate is calculated at (6-9). 
The aircraft finally level off at 3000ft (914.4m). The complete taking off, climbing 
and leveling off process is shown in Figure 6-22. 
 
Figure 6-21 Flight vectors 
   ambtRγM20tan
dt
dh
h   
(6-9) 
V      
  ° 
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Figure 6-22 The engine input of Mach number and altitude 
The control reference is taken to be the thrust ratio which is the ratio of the net 
thrust to the gross thrust at the design point. Figure 6-23 shows the 
performance of thrust output from the engine for the entire taking off procedure. 
A disturbance is created when the aircraft starts to climb, and the thrust quickly 
returns to the target steady state throughout the remaining operation. From the 
close up graph, Figure 6-24, violent oscillation about the final steady state point 
occurs while the aircraft is climbing to the cruising altitude due to the change of 
engine inlet conditions which further affects the change of engine dynamic. The 
performance is settling down when the aircraft is leveling off at its cruising 
altitude after approximately 27s. 
 
Figure 6-23 The performance of engine thrust output for the taking off process 
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Figure 6-24 Close up from Figure 6-23 
The relative shaft speed reaches to its design point before 5s. An instant 
drop of shaft speed is shown by Figure 6-25 while the altitude is being 
increased. Due to the lower natural frequency of the shaft as shown in Figure 
6-14, a longer recovery time is expected from the thrust ratio as shown in Figure 
6-24. A higher value of relative shaft speed is reached due to engine thrust drop 
caused by the increase of altitude and flight velocity as shown in Figure 6-25 
(b). The reduction of air density, temperature and pressure cause shaft over-
speed in order to maintain the constant value of thrust delivery. 
  
(a) (b) 
Figure 6-25 Shaft dynamic for the taking off process (a), the close up plot of shaft 
dynamic near the final steady state point (b) 
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In this simulation case, the thrust output of the engine is required to 
remain the same as the 100% power output at the standard atmospheric 
condition with 0 intake Mach number. The results have shown that the MPC 
adjusts the control to maintain the control reference. As the result, the shaft is 
over-speed in order to encounter the loss of air density, pressure and 
temperature. 
6.1.2 Transient Performance Validation 
The transient fuel flow from the control of MPC with the control reference 
of GTR and without consideration of SFC constraint has been applied to GSP 
for transient performance validation. Similarly to Turbomatch, GSP also uses 
constant rotor inertia and volume dynamic to simulate gas turbine transient 
performance. Due to only accepting the ―time vs. fuel flow‖ schedule, the fuel 
flow data is selected for the simulation of transient acceleration from idle to 
maximum (100%) power output. GSP also takes the heat soakage into 
consideration. A slightly higher over-fuelling to approximately1.8kg/s (by 
0.2kg/s) is applied for a closer matching of transient time given in the results 
from Turbomatch. The transient performance of the compressor is shown in 
Figure 6-26. GSP does not support customising the compressor, combustor and 
turbine maps. Only the default component maps can be used for simulation. A 
different transient performance for the same engine is expected. 
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Figure 6-26 Transient performance of compressor from estimation of GSP 
The performance of the engine acceleration is shown by Appendix C. 
Appendix C shows the results of fuel flow, proportional shaft speed, compressor 
pressure ratio and SFC. The same fuel schedule provides a transient response 
from 70% to 100% PCN on GSP, instead of 60% PCN on Turbomatch. The 
amount of PCN and compressor PR overshoot is also higher than the results 
from Turbomatch by 4~5% of PCN from Figure 6-15 and 0.8 of HPC-PR 
according to Figure 6-17.Due to different turbomachinery components‘ 
characteristics, the SFC is also much lower than the estimation from those 
results given by Turbomatch in Figure 6-19, where the corresponding SFC is 
25g/kN∙s at 70% PCN. However, the results of SFC at design point or 100% 
(22g/kN∙s) and at the peak value during transient acceleration (39g/kN∙s) are 
almost the same as the results from Turbomatch. Therefore, the differences on 
the transient performance are mainly caused by the components‘ maps. The 
agreement on the simulation results can be improved if exactly the same maps 
can be applied to both simulation platforms. 
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6.2 Application to Twin-spool Turbofan Engine 
The twin-spool turbofan engine adds additional low-pressure components 
to the original single spool engine, which results in increased complexity of the 
configurations. The complexity has been increased in the dynamic of most 
engine parameters where the order of the transfer functions has been increased 
from 1st order to 2nd order or higher, and the transient performance for high-
pressure components: HPC and HPT, becomes more difficult to predict due to 
the nonlinear behaviour low-pressure components. 
In this design case, a detailed investigation of the design of a new engine 
control system has been carried out. The selection of online identification 
algorithms and the method of choosing the values of tuning factor in 
identification algorithms in order to produce accurate and reliable dynamic 
model, are being discussed. In addition to model identification, the design of 
MPC and engine constraints, to achieve optimum transient performance, has 
been investigated on the multi-spool turbofan engine. 
The engine modeling was based on the ICV method and the design point 
shown in Table 6-7. The schematic of the twin-spool engine is shown in Figure 
6-27.  
Ambient condition ISA SLS [-] 
Intake Mach number 0 [-] 
Intake mass flow 44.8 kg/s 
Low-pressure compressor pressure ratio 1.70 [-] 
Low-pressure compressor isentropic efficiency 88 % 
High-pressure compressor pressure ratio 5.60 [-] 
High-pressure compressor isentropic efficiency 88 % 
Bypass ratio 0.69 [-] 
Fuel flow 0.2466 kg/s 
High-pressure turbine isentropic efficiency 89 % 
Low-pressure turbine isentropic efficiency 89 % 
Moment of inertia for low-pressure shaft 10 Nm2 
Moment of inertia for high-pressure shaft 8.4 Nm2 
Percentage of low-pressure shaft corrected rotational speed at 170 RPS 100 % 
Percentage of high-pressure shaft corrected rotational speed at 177 
RPS 
100 % 
Volume 1 1.50 m3 
Volume 2 0.50 m3 
Volume 3 0.38 m3 
Volume 4 0.50 m3 
Table 6-7 Design point of the twin-spool turbofan engine 
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Figure 6-27 The sketch of the twin-spool turbofan engine 
In Figure 6-27, no volume is added downstream of the combustor 
because of the assumption of a constant pressure drop and no flow change in 
the chamber. The settings of the transient simulation are shown in Table 6-8. 
Percentage of corrected rotational speed at low-pressure shaft to 170 RPS 60~100 % 
Percentage of corrected rotational speed at high-pressure shaft to 177 RPS 78.6~100 % 
Low-pressure compressor pressure ratio 1.21~1.70 [-] 
High-pressure compressor pressure ratio 3.41~5.31 [-] 
Fuel flow 0.07~0.24 kg/s 
Volume 1 1.50 m
3
 
Volume 2 0.50 m
3
 
Volume 3 0.38 m
3
 
Volume 4 0.50 m
3
 
Table 6-8 The settings for transient simulation 
6.2.1 Online Dynamic Identification for 2-Spool Turbofan Engine 
The nonlinear engine performance is created by the non-linear 
characteristics of the components: compressor, turbine and combustor, and 
variable gas properties. The nonlinearity can be observed from the frequency 
distribution throughout its operating range in Figure 6-28. The natural frequency 
of compressor pressure ratio changes because of increments of shaft speed at 
different shaft inertias. The natural frequency of LPC-PR increases while the 
change of shaft speed increases at constant shaft inertia. The opposite occurs 
for HPC-PR, where the peak value occurs at the smallest change of shaft speed 
at lowest inertia. The natural frequency for pressure ratio of both compressors 
decreases while shaft inertia increases with a constant increment of shaft 
speed.  
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Figure 6-28 The frequency of LPC-PR (left) and HPC-PR (right) for different level 
of power transition and shaft inertias 
The recursive identification algorithms: RLS, RLS-DF, RLS-SI and RLS-
SV, applied to the engine system should be able to adapt the nonlinear 
performance of the engine model. A closed-loop engine system was simulated 
with a linear PID control, and the identification process is installed in parallel 
with the engine without the interference of the engine system, Figure 6-29. The 
algorithms estimate and update the open-loop model of the gas turbine engine 
from the reading at each sampling time. The estimated results from the 
identified model are produced by the state space (SS) model, Figure 6-30. The 
tracking accuracy and stability of the estimated model are being compared to 
the results from the engine and between each identification process. 
 
Figure 6-29 Open loop identification of RLS algorithm to the engine system 
The state space model, Figure 6-30, is a linear model. The non-linearity 
is obtained by consistently superposing the values in matrix A and B at each 
time step. The performance of the algorithms: RLS, RLS-DF, RLS-SI and RLS-
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SV, are compared through the errors between the outputs from their SS models 
and the engine outputs, shown in Figure 6-29. 
 
Figure 6-30 Discrete state-space model 
The proportional gain is 0.4, the integral gain is 0.2 and derivative gain is 
0.0. The value of control input (Wff) is determined from the difference between 
the control reference (demand PCN) and the low-pressure shaft speed by the 
PID controller. Five identical consecutive transient cycles between idle (60%) 
and 100% low-pressure PCN have been simulated in order to evaluate the 
reliability of the identification processes. For a reliable process, the estimated 
dynamic of the system (poles and zeros) should be identical for each transient 
cycle with repetitive values of poles and zeros. 
The identified engine variables are the pressure ratios of compressors 
(LPC-PR, HPC-PR). Due to the fact that a 2-spool engine was simulated, the 
dynamic of most parameters in the compressor is correlated to the same 
parameter of its up- and downstream compressors. Therefore, the pressure 
ratio from both compressors must be included in the discrete state space 
equation. 
(k)BW
(k)PR
(k)PR
A
1)(kPR
1)(kPR
ff
HPC
LPC
HPC
LPC


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
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
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






 (6-10) 
where the dimensions of matrix A and B depends on the size of state and input 
variables. According to (6-10), A is a     square matrix. The control input is 
only the fuel flow so that B is a 2 by 1 matrix. Therefore, the values in matrix A 
and B are the objective for the identification processes. 
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The collecting factors from RLS-SV and RLS-SI are set to:   
    and        ; the forgetting factor for RLS-DF is chosen as       . 
Because of unknown initial values of elements in the covariance matrix from 
(4-24), an identity matrix was assumed. The dimension of the identity matrix is 
   , which contains two engine states (compressors‘ pressure ratio) and one 
input (fuel flow). 
The comparison among the identification algorithms on the estimation of 
compressor pressure ratio (PR) from the engine model is shown by Figure 6-31 
and Figure 6-32. The figures show that all modified RLS methods are capable 
of providing an accurate approximation to the running line given by the ICV 
engine model through the entire 225s with a 0.004s sampling time. 
 
Figure 6-31 The comparison of tracking performance on the dynamic of pressure 
ratio for low-pressure compressor 
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Figure 6-32 The comparison of tracking performance on the dynamic of pressure 
ratio for high-pressure compressor 
The influence of nonlinearity was investigated by examining the Fast 
Fourier Transform (FFT) to the PR, Figure 6-33, from the results of Figure 6-31 
and Figure 6-32. Only one frequency (below 0.04Hz) has the dominant 
coherence in the outputs of LPC-PR and HPC-PR. The presence of non-linear 
effects is indicated by the peaks at other frequencies given by additional 
periodic components. The spectrum shows that more harmonics existed in 
HPC-PR signals than in LPC-PR. The nonlinearity increases the difficulty of 
generating an averaged dynamic model for the entire operating range of all RLS 
algorithms. The conventional RLS method shows the significant error to the 
engine output which is the largest deviation among all the modified RLS 
algorithms. Although the result of the conventional RLS is being improved over 
transient cycles, the slow convergence speed is unacceptable for the 
application of system identification on gas turbine engines. Therefore, it is 
important to introduce the adaptive features to the algorithm, such as including 
the tuning terms in RLS-SV and RLS-SI or the forgetting factor in RLS-DF. 
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Figure 6-33 Single-sided spectral amplitude of LPC-PR and HPC-PR 
The close up of figures, Figure 6-34, shows clearer comparisons of the 
tracking performances among the modified RLS algorithms. Due to the 
adjustable term in (4-24) controlled by the engine parameters, the RLS-SV 
shows the closest estimation to the engine outputs. By selecting a suitable 
value of the forgetting factor, the RLS-DF is capable of providing an accurate 
estimation. Like the selection of the forgetting factor in RLS-DF, the 
performance of RLS-SI is controlled by the value of ‗g‘ and ‗μ‘. In this case, 
RLS-SI shows a slight overestimation to the engine outputs. 
  
Figure 6-34 Close ups of Figure 6-31 and Figure 6-32; Left: close up of LPC-PR, 
Right: close up of HPC-PR 
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The errors from the estimations to the engine outputs shown by Figure 
6-35 and Figure 6-36 provide a clearer presentation of the tracking performance 
over the repetitive transient cycles. All modified RLS methods drop their 
tracking accuracy while the engine is operating at transient states. This 
reduction in accuracy is caused by the greater gradient change on the transient 
line during acceleration and deceleration than operating near steady states. 
Overall, the tracking performance can be optimised to reduce the error within 
   for LPC-PR and    for HPC-PR by implementing the modified methods. 
The negative percentage error which appears during engine acceleration 
means an underestimation and an opposite trend appears while the engine‘s 
power is being reduced. This phenomenon means that the estimated model 
contains a lag to the actual engine response. The lag is caused by the 
estimations algorithms recursively requiring the data from previous time steps. 
The largest value on the errors always appears at the beginning of the transient 
stage where the gradient of the operating line is steepest. 
 
Figure 6-35 The percentage error of the estimations from RLS algorithms to the 
engine LPC-PR 
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Figure 6-36 The percentage error of the estimations from RLS algorithms to the 
engine HPC-PR 
The fixed values of collecting factors (μ and g) in RLS-SI control the 
convergent speed of the estimated model of the engine system. The error of 
estimation of the LPC-PR is gradually decreased from 10% to below 0.1% in 
approximately 150s in Figure 6-35 and the same amount of error is also 
reduced in 100s for HPC-PR in Figure 6-36. A smaller value of μ can reduce the 
recursive power to the normalised covariance matrix (  ̂ ) in (4-24); it also 
reduces the power of the correcting term in (4-24). Therefore, the mean error 
through (6-11) has been calculated to measure the accuracy of RLS-SI with 
different combinations of the values of collecting factors. Figure 6-37 shows the 
distribution mean error on the estimation of compressor performance by 
different combinations of collecting factors. In this case, the best performance 
can be obtained by choosing the values close to 1 in order to maintain a 
sufficient recursive capability as well as containing a forgetting capability. 
100%
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Figure 6-37 The mean error to the estimation of LPC-PR (left) and HPC-PR (right) 
by RLS-SI with different weight of adjustable factors 
Unlike RLS-SI, the adjustable term in (4-24) from RLS-SV is controlled 
by the engine data (φ). The change in the covariance matrix is adaptive to the 
engine states and input so that RLS-SV can change its tracking speed 
according to the gradient of the operating line. Because RLS-SV and RLS-SI 
share the same estimating procedures, reducing the value of the collecting 
factors also reduces the tracking capability for both compressors‘ pressure ratio 
as shown in Figure 6-38andFigure 6-39. The largest error can reach up to     
for LPC-PR and     for HPC-PR to the ICV engine output when the minimum 
value of collecting factors (           ) is selected. The reason is that the 
adaptive capability has been reduced due to the significant reduction of 
recursive power on the covariance matrix. 
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Figure 6-38 The percentage error of estimation from different collecting factors 
of RLS-SV to engine LPR-PR 
 
Figure 6-39 The percentage error of estimation from different collecting factors 
of RLS-SV to engine HPR-PR 
Due to the time-variant characteristic of the engine system, the 
estimated system‘s dynamic and stability can be observed from the change of 
the roots from transfer functions (eigenvalues of the state space model) on the 
s-plane. The state space (SS) system was substituted by the open-loop 
identified model in Figure 6-30. The linear discrete model at each sampling time 
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only represents the dynamic of these selected engine parameters over a short 
period of time. 
The SS system from (6-10) can be written into a 2nd order function with 
2 poles and 1 zero. Figure 6-40and Figure 6-41 show the variance of 2 poles for 
SS model through the simulation. A linear system has a constant value of poles 
and zeros. However, Figure 6-31 and Figure 6-32 show that the gas turbine 
engine is a non-linear system due to its different dynamics between 
acceleration and deceleration. The varying location of the poles and zeros from 
the SS model is also due to the restricted knowledge of the engine future 
performance. Therefore, it is important to check the stability and reliability of the 
estimation through the location of zeros and poles along the simulation. 
For a reliable estimation, the poles and zeros should be repeated for 
each identical transient cycle. In Figure 6-40, the repetitive values to one of the 
poles are shown by all RLS methods. However, RLS-DF shows a divergence on 
the estimation of the other pole in Figure 6-41. 
For any asymptotic stable discrete system, the real part of poles and 
zeros are located inside the unit circle. Therefore, the value of zeros and poles 
must be less than 1. If the location of poles or zeros are on the line of unit circle, 
the system is marginally stable. For any pole or zero outside the unit circle, the 
system is unstable. Figure 6-41 shows that one of the two poles can exit the 
unit circle when the engine is operating in its transient state. For any new input 
of fuel flow, the engine performance will deviate from its original steady state, 
and through an unsteady state region, until eventually the work between 
compressor and turbine is rebalanced and enters into a new steady state level. 
Because of unknowns about the engine‘s overall response, its dynamic can only 
be predicted based on its previous outputs. When the operating line approaches 
steady state as shown in Figure 6-31, the value of this pole returns to the unit 
circle (<1) in Figure 6-40. 
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Figure 6-40 1st pole of the discrete state space model from RLS algorithms 
 
Figure 6-41 2nd pole of the discrete state space model from RLS algorithms 
Figure 6-42 shows the values of zero for the 1st state space function 
which is from the SS model of LPC-PR, and Figure 6-43 shows the zero value 
from the 2nd state function for HPC-PR according to (6-10). Zeros from the 
transfer functions of both compressors are located further away from the 
marginally stable circle than the poles. Zeros have a strong attraction to poles. 
This means that although the engine may perform unsteadily, its performance 
can always be directed to a stable zone of operation. 
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Figure 6-42 Zero for state space equation of LPC-PR given by different RLS 
algorithms 
 
Figure 6-43 Zero for state space equation of HPC-PR given by different RLS 
algorithms 
The stabilized RLS algorithms show effective constraints to the growth 
of poles and zeros along the transient cycles, from Figure 6-40 to Figure 6-43. 
The forgetting factor allows the RLS-DF to have a fast convergent speed by 
considering only the recent data. However, it compromises its stability; the 
number of oscillations with a large amplitude at the transient region is more 
likely to occur (Figure 6-42) if the initial covariance is not accurately estimated 
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or the transient line has a large gradient. The instantaneous value of the zero 
can be as high as above 40 or as low as below -100 by RLS-DF estimation. The 
estimating performance can be improved by reducing the sampling frequency 
so that the more excited engine outputs can be imported to the estimation 
between the two consecutive sampled points. However, a lower sampling rate 
can break the continuity to the estimation of the working stream in (3-33) and 
(3-34), especially for the multi-spool engines, because the thermodynamic 
parameters are calculated through an iterative process in the components of the 
ICV model. Therefore, a compromised choice to select an appropriate sampling 
time should be made to achieve a balance between simulation capability by ICV 
and the stability of the RLS algorithm. 
Decreasing values of the collecting factors of RLS-SV reduces tracking 
speed as well as stability to the estimated model. The consequence affecting 
stability is shown by the divergence on the value of zeros shown by Figure 6-44 
for LPC-PR and Figure 6-45 for HPC-PR. The figures show that the larger value 
of ρ (closer to 1) improves the converging speed to a stabilised value of zero 
and poles. Reducing the value of μ from 0.99 to 0.10 affects both the 
covariance matrix and the adjustable term in (4-24) so that poles and zeros 
diverge faster as the value of μ becomes smaller, as shown in Figure 6-44and 
Figure 6-45. Decreasing the value of ρ is not as much effective as decreasing μ 
because ρ only controls stabilising power and the value given by an adjustable 
term is usually much smaller than the adaptive term ( ̂) from (4-24). Therefore, 
in RLS-SV, μ controls power in order to minimise the error between the 
estimation and engine outputs, whilst ρ tunes the eigenvalues to the direction of 
engine state vectors within an acceptable range. 
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Figure 6-44 Zero for state space equation of LPC-PR given by RLS-SV with 
different values of weight factors 
 
Figure 6-45 Zero for state space equation of HPC-PR given by RLS-SV with 
different values of weight factors 
Overall, the factor (μ) in both RLS-SI and RLS-SV performs as the 
forgetting factor in RLS-DF, which allows the estimation to be more adaptive to 
the engine‘s performance, especially during the transient operations. On the 
other hand, the adjustable term constrains the change on the covariance matrix, 
which can be either defined by linear factors in RLS-SI or controlled by the 
engine data in RLS-SV. This stabilises variation to poles and zeros from the 
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estimated model, which makes the dynamic of the estimated model more 
predictable. Furthermore, to identify engine parameters, the value of the 
forgetting factor should not be too small so that the change in dynamic in the 
estimation can be compensated by the adjustable term in (4-24). 
6.2.2 Identification of Combustor Outlet Temperature 
The turbine entry temperature (TET) is a common engine parameter 
required to be limited during transient operations. Without the turbine cooling, 
the combustor outlet temperature (COT) will be same as the TET, whereas the 
identification process of COT will be the same as TET with or without the 
turbine cooling. The constraints to COT or TET have not been included in the 
optimisation control of MPC in this project. It is because the dynamic model of 
COT cannot be directly identified as the method, such as (6-12), of estimating 
the dynamic of engine parameters, such as: compressor pressure ratio and 
relative shaft speed as the function: (6-15).  
(k)WB(k)TA1)(kT ffCOTCOT   (6-12) 
According to (3-11), the discrete model of COT can be expressed as a 
parameter varying function:  
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
  
(6-13) 
(6-12) is insufficient to describe the dynamic of combustor gas temperature. The 
dynamic of the COT is relative to air to gas and fuel to gas ratios, (6-13). The 
RLS-SV method has been applied to identify both (6-12) and (6-13) and the 
comparison of results of the engine outputs is shown in Figure 6-46. 
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Figure 6-46 Comparison of Identification of COT results from the discrete model 
with input of fuel flow and the model involved with input fuel, air to gas ratios 
The MPC is designed for SISO system in this project. The dynamic 
model of COT does not share the same input variables as the dynamic models 
of the other parameters. Including the constraint of COT requires estimating 
penalised values of multi-input variables from (5-15). The design of a MIMO 
control system will be carried out for future research. Although (3-11) suggests 
the dynamic of COT can be estimated accurately by containing air-flow ratio 
and fuel-flow ratio in (6-13), the fuel-air ratio can be implemented to replace 
both variables: air-flow ratio and the fuel-flow ratio (FAR) because FAR contains 
both terms of fuel flow and air flow. The benefit of using FAR is to allow 
reducing one term in (6-13). If the prediction length is 70 steps in MPC, one 
term reduction in the dynamic model can save 70 calculations for dynamic 
prediction. Therefore, choosing least number of necessary parameters to 
monitor could save process memory and increase processing speed to produce 
control values. The discrete function which replaces (6-13) is shown in (6-14). 
(k)WBFAR(k)A(k)TA1)(kT fuel2COT1COT   (6-14) 
The transient performance estimation of COT from both (6-13) and 
(6-14) are almost identical according to the results illustrated in Figure 6-47. 
The comparison of percentage error from the estimation results given by (6-13) 
 120 
and (6-14) as shown in Figure 6-48 shows slight reduction accuracy on the 
estimations when FAR has been used. However, the reduction is negligible. 
Therefore compromising estimation accuracy is acceptable in order to save 
computation memory when identifying dynamic of engine variables, such as 
COT. 
 
Figure 6-47 Comparison of transient estimations from (6-13) and (6-14) 
 
Figure 6-48 Percentage error of COT identification from (6-13) and (6-14) to the 
value of real engine COT output 
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6.2.3 Transient Response Optimisation 
The engine system is assumed to behave linearly within a short period of 
time and when a small sampling time (0.001s) is taken. Most dynamic functions 
about the parameters of twin-spool engines, ie: relative shaft speed and 
compressor pressure ratio can be estimated as 2nd order function due to a 
serial association between high and low-pressure components. Due to the fact 
that the high-pressure components are more likely to exceed the operational 
boundaries, the over speed and surge protections are only included on high-
pressure shaft (CNH) and compressor (PRH) for the safety of operation. Total 
gross thrust, which is the sum of bypass (GTbypass) and core gross (GTcore) 
thrust, is the output variable. An additional variable: specific fuel consumption 
(SFC) can be included for improvement of engine performance on fuel 
economy. The engine control parameter is fuel flow (Wff). As a result, the state 
space system from (5-2) becomes (6-15), which has a total of seven state 
variables, one control variable and one output variable. 
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(6-15) 
Different MPC settings can be applied according to the dynamic of output 
variables (6-15). Different weighting factors control changes control input at 
each sampling time. As its value gets closer to 0, the change of input value 
becomes proportional to the error between the control reference and feedback; 
thus a faster transient response can be obtained, Figure 6-49, and more 
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transient over-fuelling is applied (Figure 6-50). The smaller weighting factor also 
creates more difficulty in containing the state variables within the constraints 
because of more energy being stored in the volume from a larger amount of 
over-fuelling. The close up plots: Figure 6-51, shows a clearer view of slower 
transient response and a smaller amount of over-fuelling to the engine when a 
larger value of weighting factor is chosen. In this case, a slightly smaller 
weighting factor (0.2) is selected. 
 
Figure 6-49 The percentage gross thrust to the design point from the control of 
MPC with different values of weighting factors 
 
Figure 6-50 Fuel flow given by MPC with different values of weighting factor 
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Figure 6-51 Close up of percentage of gross thrust (left), fuel flow (right) 
Longer prediction and control horizons allow the controller to have further 
ability to plan the fuel schedule in order to satisfy the constraints if a smaller 
weighting factor has been chosen. Figure 6-52 shows the effects on the engine 
performance by implementing different lengths of horizon. The design of this 
prediction and control horizon must consider the natural frequency of the 
parameters from (6-15) in order to maintain the value of these parameters 
within required limits. Unlike the input constraints, the constraints on the state 
and output variables are often implemented as ―soft‖ constraints, which means 
the penalized control actions cannot immediately show their effects on the 
constrained parameters due to system lag and contradiction to the other 
constraints. In Figure 6-52, the results given by MPC with 30 and 50 steps of 
predictions are almost overlapped. In this case, if the length horizon is 50 steps 
or less, the percentage of overshoot of gross thrust cannot be kept under 5%. 
Due to input constraints, the change of fuel flow at each sampling time is 
limited. As a result, a longer horizon allows the MPC to apply earlier control 
actions in order to change the direction of the vectors. However, the longer 
horizon has a consequence on the increase of rising or fall time. The increase 
of horizon length also increases the dimension of all the matrices in (5-25) and 
reduces the computing speed. In Figure 6-52, one of the horizons is 90 with a 
sampling time of 0.004s with a total seven states and one output variables in 
(6-15): the dimension of matrix ―F‖ in (5-8) can be         for only 0.36s 
predictions at each sampling time. In this case, a moderate horizon length (70 
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steps) is chosen, which is not only capable of allowing the transient operation to 
complete within 5s and constrain the amount of overshoot within 5%, but also 
saves the computing memory by reducing 140 length (19600 elements) of 
matrix ―F‖ to        . 
 
Figure 6-52 Percent total gross thrust to the design point given by MPC with 
different prediction length 
It is important to consider the performance requirements, boundary 
conditions and the computing efficiency while importing the constraints. Despite 
the prediction length, additional constraints to the engine variables increase the 
drain on computing memories since the optimal control solution involves solving 
the matrix operations in (5-25). Just one additional engine constraint adds at 
least one row with Nc number of columns to the constraint matrix (M) of (5-23). 
Furthermore, adding more constraints also increases the possibility of having 
less control freedom (more active constraints than control variables) or 
contradiction among the constraints. For example, the lost control freedom can 
be caused by the confliction between overshoot limit and the limit of fuel flow 
change while the operating point moves towards the final steady state.  
Table 6-9 shows the constraints added to the state variables. The top six 
constraints are designed for safety concerns and the last two are designed for 
performance optimization. 
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kg/s1.20Wkg/s10.0 ff   
kg/s0.80ΔWkg/s0.80 ff   
%051CN55% L   
112%CN71% H   
2.1096CN9.5625)f(CNPR HHsurgeHPC   
0.0180CN3.0198)f(CNPR HHidleHPC   
5%GTR5% overshoot  
kg/kNs0.02or0.03SFC   
Table 6-9 The constraints to the 2-spool engine parameters 
In order to prevent compressor surge and combustor flameout, the 
constraints to the pressure ratio of the high-pressure compressor (HPC-PR) 
were implemented. The HPC-PR limit was estimated from the compressor map 
and written as a function of the corrected rotational speed (CN) of the high-
pressure shaft, shown in Table 6-9, so that the compressor limit can be 
estimated online and is varied with the change of operating points. The 
estimated boundary lines for HPC-PR are shown in Figure 6-54. A fast transient 
performance can directly drive the pressure ratio towards the boundary lines. As 
Figure 6-54 shows, the upper limit prevents the compressor driving into surge 
during acceleration. The lower limit prevents low pressure from reaching the 
shutdown threshold. 
The overshoot limit for gross thrust ratio (output parameter) in Table 6-9 
was designed not to exceed the control reference by more than 5%. Removing 
this limit from the controller, the transient acceleration can be directly driven to 
the maximum speed limits for both low and high-pressure shafts, shown by 
Figure 6-53 and Figure 6-54. The maximum value of GTR can reach nearly 
130% (30% overshoot) from idle (30%) to 100% thrust, Figure 6-55. For rapid 
transient operations, the approach time is normally optimized to 3~5s, and the 
percentage of overshoot is required to be controlled to no more than 5% in 
order to provide smooth power transition. Therefore, a smaller value of 
weighting factor for MPC ensures the requirement of transient time, and the 
control input is limited when the overshoot boundary is being reached. The 
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impact to the speed of both shafts, as shown by the solid transient line in Figure 
6-53, remains a large safety margin to the maximum limits and the speed 
constraints are inactive. 
 
Figure 6-53 Low-pressure compressor transient performance given by the 
control of MPC with different constraints 
 
Figure 6-54 High-pressure compressor transient performance given by the 
control of MPC with different constraints 
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Figure 6-55 The results of gross thrust given by the control of MPC with different 
parameter constraints 
In addition to the transient time optimization, fuel economy can be 
optimized by constraining the maximum fuel flow, the fuel rate or increasing the 
control weight to the MPC. However, all of these measures need to introduce 
fuel or control schedules in order to reach the target of fuel savings for the 
entire operating range. Figure 6-56 and Figure 6-57 prove that the value of SFC 
can also be controlled below 0.03kg/N∙s by only limiting the maximum value of 
fuel flow (             ). On the simulation basis, the specific fuel 
consumption (SFC) can be directly and added to the constraint list in Table 6-9 
by taking the ratio from fuel flow to thrust. From the results, the maximum SFC 
value can be reduced by more than half to the transient operation without 
limiting the SFC. Figure 6-56 shows that the SFC is successfully kept below the 
threshold (                and                ). Including the SFC 
constraint allows the system to be more adaptive to the changes in transient 
operations by giving the authority to the controller to decide the input value and 
rate of the fuel flow, as shown in Figure 6-57. 
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Figure 6-56 SFC from transient performance controlled by MPC with different 
settings of constraints 
 
Figure 6-57 Comparison of fuel flow given by MPC with constraints 
Table 6-10 shows that the total fuel consumption for the 130s simulation 
can be saved by 2.63% if the SFC is limited below 0.03kg/N∙s, and a further 
reduction (8.47%) can be achieved if the SFC can be reduced by a further 
0.01kg/N∙s. Limiting the top value of the fuel input in order to constrain the 
maximum SFC (0.03kg/N∙s), can also reduce a similar percentage of fuel 
consumption. In Table 6-10, the total fuel consumption has been increased by 
7.57% from a higher value of weighting factor (     ) in MPC due to slower 
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dynamic response mainly on decelerations. However, if only the first two 
transient cycles are considered, 0.55% of fuel can be saved by increasing the 
weighting factor value. Therefore, adjusting the weighting factor only provides a 
slight impact on fuel saving and even then, mainly for large transient operations. 
0.2ω   18.04  
80.ω   %)57.7(40.91   
0.2ω , no overshoot limit %)99.1(40.18   
0.2ω , kg/s0.32Wff   2.99%)17.50(   
0.2ω , kg/kNs0.03SFC   %)63.2(56.17   
0.2ω , kg/kNs0.02SFC   %)47.8(51.16   
Table 6-10Total fuel consumption for 130s simulation (kg) 
A longer rise time is expected if a smaller value of SFC has been 
constrained, as shown in Figure 6-55 and more surge margin for HPC in Figure 
6-54, and the transient lines are kept closer to the steady state running lines for 
both LPC and HPC shown by Figure 6-53 and Figure 6-54. 
Overall, the engine transient time can be optimized by selecting a smaller 
value of weighting factor for MPC. The boundary limits, such as shaft speed and 
compressor surge line, can be added to ensure safe operations. Including 
additional limits to the engine parameters can improve the quality of transient 
operations, such as overshoot limit to the output parameters, and an additional 
performance requirement can be achieved, such as SFC for optimization of fuel 
consumption. 
6.3 Application to Three-spool Turbofan Gas Turbine Engine 
The same control design algorithm is also applied to a three-spool high 
bypass turbo-fan engine. The additional intermediate pressure components 
increase the complexity of engine configuration. The intermediate pressure 
system allows the engine to reach a higher total pressure ratio. Higher power 
can be produced with fewer compressor stages so that a larger bypass ratio 
(8.5) and higher flow capacity (1179kg/s) can be reached [69]. However, this 
results in an increased order of estimated functions. In addition, the change of 
thermal energy in the combustor by change of fuel flow will also require more 
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time to transmit the thermal-energy from high to low-pressure engine 
components. 
Volumes are not included for consideration at the preliminary design of 
steady state performance. However, the volume size relates to the physical size 
of the engine component and so the volume dynamic directly affects the 
transient performance of the engine. It also brings to different control designs to 
bear for different volume sizes of the components. In this section, the transient 
performance of the 3-spool engine with different volume size is investigated. 
In addition, the design of a constrained MPC system is also 
demonstrated to optimise the transient performance for this engine. 
The engine modeling was based on the ICV method and the design point 
shown by Table 6-11 [64,69,70]. The schematic of the three-spool engine is 
shown in Figure 6-27. 
Ambient condition ISA SLS [-] 
Intake Mach number 0 [-] 
Intake mass flow 1179 kg/s 
Fan pressure compressor pressure ratio 1.56 [-] 
Fan pressure compressor isentropic efficiency 87.4 % 
Intermediate pressure compressor pressure ratio 5.19 [-] 
Intermediate pressure compressor isentropic efficiency 84.6 % 
High-pressure compressor pressure ratio 5.19 [-] 
High-pressure compressor isentropic efficiency 85.1 % 
Fuel flow 2.8589 kg/s 
High-pressure turbine isentropic efficiency 88 % 
Intermediate pressure turbine isentropic efficiency 90 % 
Low-pressure turbine isentropic efficiency 91 % 
Moment of inertia for low-pressure shaft 380 kgm
2
 
Moment of inertia for intermediate shaft 74.2 kgm
2
 
Moment of inertia for high-pressure shaft 29.3 kgm
2
 
Percentage of low-pressure shaft corrected rotational speed at 50 RPS 100 % 
Percentage of high-pressure shaft corrected rotational speed at 74.2 RPS 100 % 
Percentage of high-pressure shaft corrected rotational speed at 208.3 RPS 100 % 
Volume 1 5.80 m3 
Volume 2 1.07 m
3
 
Volume 3 0.17 m
3
 
Volume 4 0.03 m
3
 
Volume 5 0.05 m
3
 
Volume 6 0.91 m
3
 
Table 6-11 Design point of the three-spool turbofan engine 
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Figure 6-58 The sketch of the three-spool turbofan engine 
The value of each volume is defined by the size of the chamber between 
its upstream volume module and itself. The volumes for the baseline model 
shown in Table 6-11 are the sizes of the chambers which are measured from 
the technical drawing [71], and scaled to the real engine size.  
6.3.1 Volume Dynamics 
The three spool configuration provides an opportunity to investigate the 
impact of different volume sizes on the overall transient performance and the 
performance impact on its neighbouring turbomachinery components. An 
increment of volume size by 0.9m3 is shown in Table 6-12. The simulation is 
conducted by a transient acceleration and deceleration between 60% and 80% 
of PCNL. The transient operation is controlled by a PI controller ( 4.5I1.7;P  ) 
with fuel flow as the control parameter to handle the PCNL, and only one 
increment of the volume is conducted for each simulation. 
 Fan IPC HPC HPT IPT LPT 
Baseline 5.7989 1.0725 0.1719 0.0262 0.0473 0.9137 
Fan 6.6989 1.0725 0.1719 0.0262 0.0473 0.9137 
IPC 5.7989 1.9725 0.1719 0.0262 0.0473 0.9137 
HPC 5.7989 1.0725 1.0719 0.0262 0.0473 0.9137 
HPT 5.7989 1.0725 0.1719 0.9262 0.0473 0.9137 
IPT 5.7989 1.0725 0.1719 0.0262 0.9473 0.9137 
LPT 5.7989 1.0725 0.1719 0.0262 0.0473 1.8137 
Table 6-12 Selection of different volume size for the turbomachinery components 
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The controller is designed for the baseline model. Any change of volume 
changes the dynamic response of the engine and results in higher amount of 
overshoot of overall gross thrust ratio (GTR), Figure 6-59.Increasing the volume 
reduces the component‘s sensitivity to the change of pressure. The 
differentiation of temperature and mass flow are also influenced subsequently.  
A higher amount of over-fuelling, Figure 6-60, compensates for the longer time 
constant of the volume dynamics. 
 
Figure 6-59 Gross thrust ratio from different values of volumes 
 
Figure 6-60 Fuel flow for the transient operation between 60% and 100% of PCNL 
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Increasing the component‘s volume changes its dynamic characteristics. 
According to (3-34), change of volume size only affects the dynamic of volume 
pressure. The volume pressure rate can be written as (6-16) from substitution 
(3-33). 
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The s-domain of (6-16) in terms of volume mass can be written as: 
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(6-17) 
Mass flow is the volume input from upstream and downstream components, 
thus the approximated transfer function for the volume pressure to the volume 
mass becomes: 
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(6-18) 
(6-18) shows that the dynamic of volume pressure is a non-linear 1st order time 
varying system. The variance appears in the time constant and gain of the 
transfer function by the influence of the volume mass and temperature. The 
temperature is also the function of volume mass according to (3-33). The mass 
in (6-18) is not only the input of the volume module; it also creates the 
nonlinearity to dynamic volume pressure by affecting the time constant. Tuning 
the volume size only changes the gain of (6-18). The volume acts as a damping 
factor and increasing the size reduces the response to the volume mass.  
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Figure 6-61 LPC transient performance from different volumes of turbomachinery 
components 
Changing volume sizes does not provide significant effects on the 
transient performance of LPC or fan, Figure 6-61 because its dynamic is 
determined by the mass flow. The transient line of IPC shows a different 
characteristic to the transient performance of the baseline model by changing 
the volumes of compressors and turbines, Figure 6-62.The consequence of an 
increase in volume size of a compressor is a larger transient performance 
circumference than the one produced by the baseline model as shown by 
Figure 6-62.Increasing the compressor volume allows the shaft speed to 
change faster than the pressure ratio compared with the results from the 
baseline model. However, changing in fan volume (Vol. 1 in Figure 6-58) only 
provides a minor effect on the IPC performance as well as on the HPC, Figure 
6-63. This is because the bypass ratio is determined by the air flow intake of the 
IPC. The fan normally contains only one stage in which the maximum pressure 
ratio is far less than 2.0. The fan dynamic performance is dominated by 
changes in mass flow and shaft speed. Therefore, the change of fan dynamic 
characteristic is not significant while tuning the fan volume.  
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Figure 6-62 IPC transient performance from different volumes of turbomachinery 
components 
 
Figure 6-63 HPC transient performance from different volumes of 
turbomachinery components 
According to the computational engine diagram Figure 3-4, the 
compressor pressure ratio is determined by the ratio between its volume exit 
pressure and its upstream module exit pressure. Therefore, the dynamic of IPC-
PR is mainly determined by its volume size and compressor map due to small 
pressure changes in the fan during transient operation. However, the dynamic 
of HPC-PR is affected by both the size of its upstream volume and the volume 
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of itself. As the results show by Figure 6-63, there is a significant change of 
transient performance on HPC-PR when its volume has been increased. 
The increase of the turbine volumes introduces the lag to the turbine 
dynamic. Compared to the frequency response Figure D-9, increasing the 
volume size of HPC and turbines significantly reduces the cut-off frequency for 
HPC-PR from 77rad/s of baseline model to 5.56rad/s. The cut-off frequency still 
remains 3.37rad/s for LPC-PR (Figure D-4) and IPC-PR (Figure D-7). 
The change of compressor and turbine volumes provides little change to 
the shaft dynamics, which is shown by the frequency response of LP shaft 
Figure D-1, IP shaft Figure D-5 and HP shaft Figure D-8. However, the 
disturbance by changes of volume concentrates the effect to the higher 
frequency band which provides a minor change of shaft dynamic due to a lower 
system gain. 
The simulation results show that the change of component volumes 
alters the engine dynamics. The volume mainly controls the pressure gain of its 
component. According to the results, changing the volumes of components 
which have no bypass chamber or bleed valve has a significant impact on the 
overall transient performance. However, the dynamic of fan or IPC has little 
influence by the alternation because the dynamic is dominated by the influence 
of mass flow. To improve the transient performance with less amount of steady 
state overshoot requires adjustment of PID control gains. 
6.3.2 Transient Response Optimisation 
A smaller value sampling time (0.0005s) is selected due to the high 
complexity of engine configuration compared to the previous twin-spool engine 
model. In this case, the 3rd order of functions can be estimated to represent the 
dynamic of shaft and compressor pressure ratio. The output is the total gross 
thrust, which is the sum of bypass (GTbypass) and core gross (GTcore) thrust. SFC 
can be included for improvement of engine performance on fuel economy. The 
only control input is the fuel flow. The total number of state variables is nine and 
one control input. The reduced discrete state space model is shown by (6-19). 
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(6-19) 
where: 
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From the estimated value of 1st and 4th row of constant matrices A and B 
(6-19), the low-pressure shaft speed and compressor pressure ratio have 
weaker linkage to their neighbouring components. In this case, it is optional to 
include fan speed and pressure ratio to the identified model. 
The output discrete state space function is shown by (6-20). Gross thrust 
ratio (GTR) is the ratio of the engine gross thrust output to gross thrust at 
design point (DP). Combination of the gross thrust from both nozzles requires 
conversion from the ratio of their design values 
(         _                   _           ) to total gross thrust ratio. 
 138 
Different engine parameters can be handled by changing the value of elements 
in matrix ―C‖. 
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(6-20) 
Unlike the transient performance of LPC and HPC, the transient line of 
IPC increases below the steady state running line while the engine is 
accelerating, and vice versa for the deceleration, as shown in Figure 6-62.In this 
case, the minimum margin of IPC-PR is reduced while the engine is being over-
fuel led during acceleration, and the IPC is more likely to be surged (maximum 
limit) while the engine is being decelerated. The controller will add more fuel to 
the combustor while the operating point is approaching any minimum boundary 
and the opposite action occurs while the operating point moves towards to the 
maximum limit. However, such actions will violate the transient performance 
and opposite actions are expected for IPC. Due to this IPC feature, the IPC-PR 
is numerically set to negative in (6-19) as well as to the maximum and minimum 
pressure ratio limit. The values are multiplied by ―-1‖, Table 6-13. 
An acceleration followed by a deceleration between idle (30%) to 100% 
of total gross thrust is a simulation. The constraints to engine parameters are 
shown in Table 6-13. The fuel flow is constrained to a maximum of 200% to the 
design point fuel flow (at 100% design point fan speed) and to a minimum of 
50% of fuel flow (at 46% steady state fan speed). The maximum limit of delta 
fuel flow is calculated from the fuel flow at idle fan speed to the maximum fuel 
flow limit; the minimum fuel change is the difference between the fuel value at 
the 100% fan speed and its minimum fuel limit. The transient performance for 
LPC shows a slight deviation to the steady state running line, Figure 6-61. 
Therefore, the constraints to a low-pressure component can be excluded. The 
 139 
relative corrected value is used for shaft speed (CN). The boundary of CN for 
intermediate and high-pressure shafts is set to 5% overshoot from its command 
target speed. The limit of compressor pressure ratio is estimated from the 
compressor map to the function of relative corrected shaft speed. The gross 
thrust is the output of (6-20), which it is being handled by the fuel flow and its 
value is limited to below 3% overshoot of its reference. The limit of SFC can be 
included in the list, and its value is limited to no higher than 0.009kg/kN∙s. 
The order of the estimated model has been increased. The length of 
performance prediction by the MPC should be increased, which should be 
higher (90 or 110 steps) than the 70 steps used for the two-spool engine. 
However, considering a larger number of identified states variables, if the 
prediction length remains the same as the twin-spool, the total dimension of 
prediction matrix will be        (    ). Therefore, the prediction length has 
been reduced to 50 steps thus saving computing memory and time, which 
reduces the length by 180 columns and rows. 
kg/s72.5Wkg/s25.0 ff   
kg/s99.4ΔWkg/s64.2 ff   
%051CN%62 I   
%051CN%78 H   
6569.1CN5082.5)f(CNPR IImaxIPC   
0555.2CN3962.9)f(CNPR IIminIPC   
6481.1CN1434.8)f(CNPR HHmaxHPC   
58190.CN2858.1)f(CNPR HHminHPC   
%3GTR%3 overshoot  
kg/kNs009.0SFC   
Table 6-13 The constraints to the three-spool engine parameters 
Comparing the gross thrust results from the twin-spool engine, Figure 
6-52, slightly increasing the value of the weighting factor to the MPC provides a 
significant impact on the transient performance, as shown in Figure 6-64 due to 
the larger size of the 3-spool engine configuration. As the result, a larger 
difference on the fuel inputs occurs for the same transient operation, Figure 
6-65. Just a slight change in control weight provides a significant change in the 
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transient results of other engine parameters, such as the reduction on the 
compressor transient performance, shown by Figure E-2 and Figure E-3. As the 
control weights are being increased, the transient lines move closer to the 
steady state lines for all compressors. This means a slower transient response 
is expected. The smaller SFC can also result in a slower transient response. 
 
Figure 6-64 Gross thrust ratio of the 3-spool turbofan engine 
 
Figure 6-65 Fuel flow to the 3-spool turbofan engine for gross thrust change 
between idle to 100% 
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With the implementation of the active SFC constraint (          ), the 
increment of fuel flow to the engine has been reduced, Figure 6-65, in order to 
keep the value of SFC below the limit, Figure 6-66. The implementation of SFC 
constraint is capable of maintaining the fuel consumption below the limited 
value, Figure 6-66. The reduction to the peak value of specific fuel consumption 
can also be achieved by increasing the weighting factor to the MPC. 
 
Figure 6-66 SFC for transient operation of the 3-spool engine between idle and 
100% gross thrust output 
Increasing the weighting factor value to 0.03 reduces the maximum value 
of SFC and helps fuel saving for acceleration to the performance provided by 
the weighting factor: 0.01, by approximately 7% for the 10s simulation according 
to the data from Figure 6-65. However, a slower fuel reduction rate is produced 
while the engine is decelerating, and results in a final fuel saving of only 0.8%. 
The implementation of SFC constraint is capable of reducing the fuel 
consumption by over 10% for the 20s transient simulation. 
w=0.01 41.12 
w=0.03 40.79 (-0.80%) 
w=0.01, SFC ≤0.009 kg/kN∙s 36.96 (-10.11%) 
Table 6-14 Total fuel consumption of the 3-spool turbo-fan engine for 20s 
transient simulation (kg) 
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In summary, the same control design process for single and twin spool 
gas turbines can be inherited to the design of three spool engine, and the 
performance objectives can be achieved. However, the more complex engine 
configuration brings higher frequency gap between the higher and lower 
pressure components. Therefore, the change value of weighting factor can be 
more effective to the change of dynamic on relative higher pressure 
components. 
6.3.3 Transient Performance Optimisation of Engine with Different 
Volume Sizes 
From the comparison of the gross thrust results ratio from Figure 6-67 to 
Figure 6-59, the results given by MPC only show a little reduction on a transient 
response while the volumes have been increased, and the difference on the 
transient performance is much less than the change provided by the control 
from PID controller. This is because the RLS-SV is capable of adjusting the 
dynamic of identified model to match the performance from the ICV models 
which have the changed volumes, and provides the updated model to MPC. 
The MPC is then capable of adjusting its control gains to produce the optimal 
transient results.  
 
Figure 6-67 Gross thrust ratio given by MPC to the ICV engine model with 
different value of volumes 
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Adjusting the volume size changes the engine dynamic characteristics. 
The classic fuel scheduling method requires revising every item in the table. 
The PID controller is required to be redesigned to be suitable for the gain of Kp, 
Ki and Kd in order to achieve the same transient response to the reference 
model. However, the MPC only requires altering slightly the value of the 
weighting factor. Since a smaller value of weighting factor is normally set to the 
MPC. Therefore, as the results show in Figure 6-68, the MPC is still capable of 
attempting a similar performance for both LPC and HPC as the results from the 
reference model, although the compressor volumes have been changed.  
In summary, the flexible control design provides a significant 
simplification on the design of transient performance optimisation when the 
engine volumes have been changed. If the overall engine configuration still 
remains the same, the transient performance can still be optimised by the same 
MPC design. 
  
(a) (b) 
Figure 6-68 Transient performance of IPC (a) and HPC (b) from the models with 
different compressor volumes and controlled by MPC 
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6.4 Summary to Design of the Optimal Engine Transient 
Performance 
In summary to the design control system for optimal transient 
performance, both of classical fuel schedule and PID controller require look up 
tables to achieve optimal transient performance for defined operating 
circumstances. The constrained MPC allows the flexible control decisions to be 
made according to identified dynamic models from the readings of engine inputs 
and outputs. The benefit of this algorithm is that the MPC always searches for 
the optimal options to achieve the minimum number of control actions. The fuel 
flow can be automatically manipulated by the constrained MPC based on the 
chosen control target. The control target can be shaft speed, compressor 
pressure ratio, thrust delivery or any of engine parameters. The optimal 
transient response will be produced according the control target and satisfaction 
of the engine constraints.  
In addition, this chapter also conducted a research on the behaviours of 
the model identification techniques for estimating the dynamic models for long 
period and large number of transient cycles on a twin-spool gas turbine engine. 
Producing reliable dynamic models require the identification process could 
produce the identical model estimation results during the same transient 
operation for any time during operations. This also means the characteristics of 
the dynamic models must be identical through the same operations. As the 
result, the recursive least squares method with varying stabilizing factor could 
produce the most satisfied results. 
Furthermore, another research was conducted on a three-spool turbo-fan 
engine to analyse how different volumes from the inter-component volume 
techniques affect the controller‘s behaviour to optimise the transient operations. 
The research discovered when increase of volume size will reduce the 
response of pressure change in its corresponding engine component, vise 
versa. This is applicable to any of turbomachinery component of gas turbine 
engine. This research also discovered changing the volume size of the 
components downstream of the combustor will provide more significant impact 
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on overall engine transient response than the components located upstream of 
it. This is because the transient operation was handled by engine fuel supply 
and it primarily change the performance of turbines, then the compressors will 
catch up through acceleration or deceleration from the shaft. 
Finally, for all gas turbine engine configurations, the fastest transient 
response can be guaranteed by the minimum of control actions from the 
constrained model predictive controller. The weighting factor is the only variable 
in the MPC which can be manually tuned to the rate of change of control inputs. 
A smaller value of weighting factor is suggested to be chosen for guaranteeing 
a transient time within regulation as mentioned by FAA in section 2.2. The 
constraints on the compressor pressure ratio can be added to prevent 
compressor surge and combustor flameout, whilst the constraint on shaft speed 
prevents over-speed. Adding the fuel flow (input) limit provides saturation on 
magnitude fuel input. The limited input rate can indirectly control rich and lean 
mixtures of fuel and air. The additional constraints to the engine parameters 
introduced by this project can be used for shaping the transient line, such as 
overshoot limit, or to achieve additional performance requirements, such as fuel 
consumption. 
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7 CONCLUSIONS 
The transient performance optimisation of gas turbines with an integrated 
robust control system has been investigated in this project. The model 
predictive controller (MPC) has been designed and implemented to optimise 
online the transient time response and fuel consumption of gas turbine engines 
for their entire operating range. The new system provides an opportunity to 
increase the control robustness to achieve different performance tasks and to 
improve adaptability to unforeseen conditions from the classic scheduling 
control techniques. The new development also simplifies the repetitive work on 
experiments or simulations for producing the control look-up tables. In addition, 
the constraints applied to the controller ensure that the MPC is capable of 
operating the engine efficiently in safety. Furthermore, the control algorithm has 
been generalised for application to most engine configurations. The control 
design for performance optimisation has been validated through transient 
simulations on different engine models. 
In this project, a closed loop system was developed for gas turbine 
engine transient performance control and transient process optimisation, User 
defines an engine parameter as the system output and specifies a target steady 
state operating point. The engine constraints can be defined as any of engine 
parameters for purpose of safe operation and finer performance tuning. Due to 
a model based control algorithm, the optimal control algorithm cannot directly 
analyse the readings from the engine module in the closed loop system and 
produce the optimal control decision so that all of engine output and constrained 
parameters are required to be represented by dynamic models. A recursive 
least squares method (RLS-SV) was implemented for identification of dynamic 
models. This identification process is a self-adaptive method, which reads the 
values of the defined engine parameters and updates the dynamic models at 
each time step to produce best fitted estimations to the actual engine 
performance lines. The MPC manipulates the value of fuel flow as a control 
input to control engine transient performance. This project introduces the MPC 
process which is capable of producing optimal engine control solution with 
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consideration multiple engine parameters as engine performance limitation so 
that the transient performance could be handled rapidly, efficiently and safely. In 
this control process, a control value which could produce the fastest transient 
response is firstly developed from the measurement between current and target 
operating point. Then, this control input is substituted to dynamic models of 
constrained parameters in order to ensure no engine limit could be breached 
within the prediction length. If any of the limits is being breached, the control 
value will be recalculated until all engine constraint conditions are satisfied. The 
final control input produced by the MPC is injected to the engine and engine 
responses to the new fuel flow. The closed loop can be repeated through 
reading the value of engine parameters, dynamic model identification and 
producing control inputs and finally providing to the gas turbine engine. 
The identification algorithm: recursive least square with varying 
stabilizing factor (RLS-SV) provides the estimated reduced dynamic model to 
the MPC due to its having the feature of a model-based control system. The 
identified model adapts to the change of engine dynamics so that the MPC can 
adjust its control plans to reach the control target with minimum control actions 
as well as satisfying the constraints. From the analysis of simulation results, the 
identification techniques which can be used on estimation of engine dynamic 
models must be capable of producing the accurate and identical estimation 
results for the same or repetitive transient operations. Therefore, the RLS with 
implementation of forgetting factor can only produce the accurate estimation of 
dynamic models. Due to engine nonlinear performance, the change of dynamic 
models estimated by RLS must be stabilised. The RLS-SV method produced 
the most reliable and accurate estimated dynamic model among all 
identification process which is relative to RLS technique. 
The control system has been successfully applied to Turbomatch, and 
the performance of the control system has been evaluated through simulations 
on engine models. The engines have been modeled into a component level by 
the inter-component volume (ICV) method. The more complex engine structure 
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increases the order of dynamic model as well as the dimension of prediction 
matrices by the MPC. Consequently, the computing time has been increased. 
From the simulation results, due to the non-linear behaviours, the classic 
linear control method, such as proportional-integral-derivative (PID), is required 
to design the control gains separately for different accelerations and 
decelerations in order to satisfy the desired transient time and settling time. The 
model predictive controller always seeks the fastest transient operation. 
Defining the input constraint and constraining the engine parameters from 
dynamic models automatically restricts the rate and amplitude of the control 
input given by the MPC. As a result, the process of transition between two 
operating points is no longer important to the MPC system. The defined control 
reference of the output parameter comprises the control targets, and the engine 
constraints define the operating range, which has changed the control system to 
target demand. With a slightly smaller value of weighting factor in the MPC, the 
optimal control inputs can automatically search for the fastest safe route to 
reach the target operating point. The constraints to the engine parameters can 
also be designed to specify the desired transient performance. The simulation 
results show that the percentage overshoot constraint can be added to improve 
the performance of output parameters, and better fuel economy can be 
achieved if the maximum value of specific fuel consumption (SFC) is limited. 
From the comparisons of simulation results by the output: relative shaft speed 
(PCN), compressor pressure ratio (CPR) and engine gross thrust ratio (GTR), 
controlling the output parameter with a higher frequency can also easily satisfy 
the overshoot requirements of the engine parameters with lower frequencies.  
In addition, analysing the simulation results discovered selecting different 
volume sizes for engine components could produce different transient 
performance handled the same MPC design. Although the volume sizes are 
designed during the off-design process and could not be easily changed, this 
research outcome suggested same change on volume size could produce 
significant change on transient dynamic behaviour of the engine. In general, 
increase the volume size could result slower change of the pressure on the 
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engine components. Slightly change on the volume size if applied on turbine, 
outcome on the engine performance could be more significant on the engine 
dynamics than the same change applied on compressors. 
Finally, general rules can be followed to design the constrained MPC for 
obtaining an optimal engine performance on all gas turbine engine 
configurations. A sufficient horizon length provides the controller with enough 
time to realize the control efforts on engine parameters in order to achieve the 
performance requirements, and the computing memory can be kept within an 
acceptable range. A slightly smaller value of weighting factor for the MPC 
ensures that transient operations can be completed within the specified time for 
the entire operating range. Adding appropriate constraints on parameters can 
maintain the operations within a safe envelope as well as satisfying additional 
performance requirements such as fuel economy. 
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8 FUTURE RESEARCH PERSPECTIVES 
In this research, an advanced control algorithm: MPC was developed to 
control the transient performance of gas turbines as well as to obtain the 
optimal transient performance without the aid of control schedules for the entire 
operating range. Therefore, the control system was designed based on the 
optimal control theory with benefits of high level of robustness and adaptability. 
The research has conducted the simulations in order to examine the new 
control system on single-, twin- and three-spool gas turbine engines. More 
simulations on the turboshaft engines or advanced engine configurations such 
as the intercooled-recuperated engines are required to be performed in order to 
further validate the applicability of this control method. More detailed research is 
required to complete a gap in knowledge on what parameters should be 
selected for dynamic identification. As a result, the MPC can use the identified 
dynamic model to produce the optimal transient performance of an advanced 
engine cycle. 
Furthermore, the single input and single output (SISO) system with fuel 
flow as an input variable was investigated in this research. The way to 
implement the MPC for multi-inputs and multi-outputs (MIMO) system also can 
be further investigated so that the fuel flow, variable state vanes (VSV) and 
variable nozzles can be controlled simultaneously. The turboshaft engines with 
variable power loadings also require control design for a MIMO system. Further 
research on the capability of MPC and identification algorithm (RLS-SV) to 
tolerate the noise or disturbance from exogenous inputs is also necessary to be 
carried out. This investigation measures the applicability of the control system to 
real engines. 
Finally, the computing efficiency of the MPC is required to be further 
improved such as by using Laguerre functions. The current system is capable of 
performing online optimisation for the transient performance of gas turbine 
engines. However, as the length of prediction and control horizon is increased, 
computing time is also increased. Therefore, the current system is not capable 
of being applied to the real-time control. 
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APPENDICES 
Appendix A Flow Diagram of Constant Mass Flow 
Method 
 
Figure A-1 Stations and station number of a single spool gas turbine 
INTAKE COMPRE BURNER TURBINE NOZZLE 
1 2 3 4 5 
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Figure A-2 Flow diagram of constant mass flow method 
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Appendix B Gas Turbine Model 
B.1 Flow Diagram for Performance Calculation of Combustor 
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B.2 Flow Diagram for Performance Calculation of Turbine 
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B.3 Flow Diagram for Performance Calculation of Nozzle 
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Appendix C Simulation of Transient Acceleration on GSP 
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Appendix D Frequency Response of the Three-Spool 
Turbofan Engine 
D.1 Frequency Response of Low Pressure Shaft and 
Compressor 
 
Figure D-1 Frequency response of the low pressure shaft with different design 
volumes for transient between 60% and 80% PCNL 
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Figure D-2 Cut-off frequency of the low pressure shaft with different design 
volumes (close up of Figure D-1) 
 
Figure D-3 Close up from Figure D-1 for low pressure shaft 
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Figure D-4 Frequency response of the LPC-PR with different design volumes for 
transient between 60% and 80% PCNL 
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D.2 Frequency Response of Intermediate Pressure Shaft and 
Compressor 
 
Figure D-5 Frequency response of the intermediate pressure shaft with different 
design volumes for transient between 60% and 80% PCNL 
 
Figure D-6 Cut-off frequency of the intermediate pressure shaft with different 
design volumes (close up of Figure D-5) 
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Figure D-7 Frequency response of IPC-PR with different design volumes for 
transient between 60% and 80% PCNL 
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D.3 Frequency Response of High Pressure Shaft and 
Compressor 
 
Figure D-8 Frequency response of the high pressure shaft with different design 
volumes for transient between 60% and 80% PCNL 
 
Figure D-9 Frequency response of HPC-PR with different design volumes for 
transient between 60% and 80% PCNL 
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Figure D-10 Cut-off frequency of the HPC-PR with different design volumes 
(close up of Figure D-9) 
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Appendix E Transient Performance of the Three-Spool 
Turbofan Engine 
 
Figure E-1 Fan transient performance of three-spool turbofan engine by the 
control of MPC with different values of weighting factor as well as the SFC 
constraint 
 
 
Figure E-2 LPC transient performance of three-spool turbofan engine by the 
control of MPC with different values of weighting factor as well as the SFC 
constraint 
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Figure E-3 HPC transient performance of three-spool turbofan engine by the 
control of MPC with different values of weighting factor as well as the SFC 
constraint 
 
 
 
 
