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Abstract—Artificial neural networks (ANN) are able to simplify 
classification tasks and have been steadily improving both in 
accuracy and efficiency. However, there are several issues that 
need to be addressed when constructing an ANN for handling 
different scales of data, especially those with a low accuracy 
score. Parallelism is considered as a practical solution to solve a 
large workload. However, a comprehensive understanding is 
needed to generate a scalable neural network that is able to 
achieve the optimal training time for a large network. Therefore, 
this paper proposes several strategies, including neural ensemble 
techniques and parallel architecture, for distributing data to 
several network processor structures to reduce the time required 
for recognition tasks without compromising the achieved 
accuracy. The initial results indicate that the proposed strategies 
are able to improve the speed up performance for large scale 
neural networks while maintaining an acceptable accuracy. 
 
KeywordsArtificial neural networks; back propagation; 
ensemble; multiprocessor; parallel. 
I.  INTRODUCTION  
Pattern recognition involves the sequential modelling of the 
nature of patterns, the extraction of pattern features as well as 
the association, storage, classification and clustering of the 
features. Artificial Neural Networks (ANN) have greatly 
assisted recognition and classification works in various fields 
for decades. ANN tasks can be applied to various fields such 
as function approximation, regression analysis, classification 
or recognition, data processing, control application and 
robotics. ANNs‘ biggest contribution is their ability to serve as 
an arbitrary function approximation mechanism that is able to 
learn from the observed data [1]. However, the use of ANNs is 
not straightforward. Therefore, the understanding of the basic 
theory is very important. Problem solving using ANN should 
be based on the diversity of the data that are used as the input 
to improve the learning ability for recognition and 
classification tasks. 
A stand-alone ANNs inefficient because its computation is 
time consuming and the output is not unique [2]. Previous 
research proves that the combination of neural network 
components appear to be a natural extension of the neural 
modelling paradigm [1] and is an effective method [3] to 
improve ANN computation. Owing to these advantages, further 
understanding of combination of the method for ANN is useful 
and leading to the point of interest which is to discuss the 
scalable multiple network strategy. This study aims to reduce 
the computation time and improve the ability of ANN by using 
a combination of multiple parallel networks. 
II. RELATED WORKS 
A soft network architecture, instead of a special hardware 
implementation, is suitable to reduce the time required for 
machine learning in classification tasks. ANN learning 
methods are extensively utilized for pattern recognition and 
classification tasks and are found to be able to improve both 
accuracy and performance. Back propagation (BP) is a popular 
incremental learning scheme for ANN where it has been 
proven as the most universal approximation technique by 
Rumelhart (1986) [4]. The motivations for using BP are its 
simplicity, hardware availability, reliability [5] and its 
versatility as a “universal approximator” [1]. A BP scheme is a 
type of generalized delta rule for non linear functions [6] that 
can easily adapt to the data by iteratively minimizing the 
weights until the error signal achieves its target. The greater the 
number of patterns, the better the training net will be. However, 
if the related epochs are too low, the scheme does not allow the 
network to learn. On the other hand, if there are too many 
epochs, it can lead to either over training or over adjustment.  
Many excellent results have proved the advantages of the 
BP scheme. However, the scheme can be further improved 
when used for managing large datasets, usually used for 
identification purposes, without loss of accuracy. Online BP 
may lead to thousands of epochs with a large multilayer 
perceptron (MLP) network and consume up to months of 
processing time [7, 8].  The ability of the BP scheme to manage 
larger datasets therefore can be questioned as they need more 
training which as a result, increases the processing time 
required.  Therefore, to solve the large data case, the use of 
multiple processors is proposed in order to distribute an ANN 
computation while maintaining the ANN’s connectionism 
principle.  
An important issue in a parallel ANN task is to ensure that 
the multiple processors that are running the classical BP 
scheme can be approximated to perform as a single processor 
[9].  The use of multiple processors for an ANN may help to 
reduce the training time compared to if sequential training is 
used [10, 11]. Using multiple processors also decreases the 
computation of an ANN by distributing it over a set of 
computers [8, 12, 13]. Most of the previous research have 
highlighted the success of simultaneous training tasks but have 
not not shown a clear connection between the accuracy 
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obtained and the scalability of the ANN. Parallel ANNs create 
a trade-off between the achieved accuracy and the computation 
time required . The divide and conquer method implemented in 
parallel computing reduces the accuracy level as the number of 
processors used gets bigger. In cases that involve learning from 
a large data, the use of a single classifier is not suitable because 
it will take time to process and may require the use of special 
hardware. It is believed that a better learning strategy will lead 
to an increased level of performance.  
 The ensemble technique is proposed in order to preserve 
the capability of the BP scheme. Kittler et.al(1998) in [3]  
recognizes the need for a theoretical framework to describe 
combinations of classifiers (or network) namely the parallel 
combinations of classification as used in an ensemble. The use 
of a single ANN will lead to an unstable learner. In fact it is 
sensitive to the initial conditions and performs differently, , 
depending on the training data used. Furthermore, the 
architecture of an ANN itself is determined by trial and error 
and is not unique. Thus, integrating different neural networks 
using an ensemble strategy is an elegant and effective way   to 
solve the variability yielded by the network’s output [14] and it 
is rather easy to implement [2].  The idea of ANN classifier 
combination is to form an integrated ANN classifier system 
that increases the performance of classification result compared 
to single ANN. This neural modelling paradigm, consists of 
neurons, layers and networks [26], with additional architectures 
similar to the specialization of functions in the brain [20]. The 
motivation of this study is to formulate a scalable learning 
approach that can accurately recognize patterns and compare 
its performance with a single network and other multi 
networks. Additionally, most research in this field focus on 
solutions that are based on its feature extraction recognition 
and not from the original image pixels. 
III.  MULTI-PROCESSOR ANNS 
The underlying idea of a multiple neural network system is 
the utilization of the valuable information from neural 
networks. There are several important requirements for both 
ensemble members and ensemble strategies for them to be 
considered to ensure that they can achieve high classification 
performance. Each individual network should have enough 
training data and each of the members of the ensemble must 
have a complementary set of classifier [20]. The number of 
training for each pattern and the network size are the two 
important factors in measuring the performance of neural 
networks [2]. The proposed approach is a promising design for 
the structure of an error-independent ensemble ANN that uses a 
set of parallel processors.  
There are five phases in the learning framework proposed 
for the parallel classification process.  As shown in Fig. 1, the 
input data samples that represent large data set are divided into 
different data subsets with respect to the number of processors. 
Next, each data subset is assigned to an individual ANN on 
different processors for a simultaneous training. Accordingly, 
each result of individual ANN classification results will be 
integrated by using an aggregate ensemble strategy. The 
description of techniques used in the framework as in Fig. 1 
will be discussed in the following sub section. 
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Figure 1.  Overall framework on Ensemble Multiprocessors 
A. Partitioning the Original Dataset  
The dataset partitioning process involves partitioning the 
original dataset DS into training data sets Tr1, Tr2, ... Tn using 
the bagging algorithm in order to ensure sufficient training 
data. A bagging sampling algorithm, adapted from [3] as 
shown in Fig. 2, is used to ensure that different samples with 
different training data subsets are selected [15]. The bagging 
algorithm is widely used for data sampling with replacement 
and efficiently constructs a reasonable size of training data.  
Figure 2.  Bagging Algorithm 
B. Handover Task to Parallel Processors 
The partitioned datasets in phase 1 are passed to n 
processors via Message Passing Interface (MPI). MPI is a 
standard application of parallelism achieved using message-
passing paradigm. It provides portability and flexibility in both 
the management and implementation of parallel algorithms 
with optimized code for all parallel architectures [11]. As 
shown in (1), processor q presents the network with the 
partitioned datasets Trn of a batch of training patterns which is 
called a component gradient as in [10]: 
 
 
 
C. ANN Learning For an Individual ANN 
The ANN networks should be different from each other 
where each of them represent the diversity feature [16]. 
Therefore, there are a few methods that can be used by each of 
the ensemble members to make different errors.  Those 
methods are: a) different initial conditions, b) different network 
   	
	
 (1)
45
architectures, c) different training data and d) different training 
algorithm. The first method may involve an ANN initialization 
with random weights, the learning rate and the momentum or 
the combination of them. The second method is to vary the 
network architecture by changing the number of hidden layers 
or number of hidden nodes to set up a each of ANN with 
different architecture. The next method is used to diversify the 
training data. The resampling or pre-processing data methods 
such as bagging, noise injection, cross-validation, stacking, 
boosting and input decimation can be used. The last method is 
by forcing each individual ANN to run with a different ANN 
learning approach from each other. Each ANN can occupy any 
learning approach such as feed forward ANN [2] RProp 
training [17], QuickProp [18], conjugate gradient [19], 
recurrent network [20], Hopfield network [21] or Self 
Organizing-Map [4].  
In this paper, the third technique is adapted. The use of 
different training data can easily create a diverse subset 
because the output of each BP is not unique [2]. The use of a 
hyperbolic tangent transfer function in the hidden layer of the 
ANN can approximate mapping between the network’s  input 
and output [22]. An individual ANN with different datasets 
partitions, Tr1, Tr2, ... Trn  are trained with BP algorithm. The 
final output of the feed forward algorithm, used as the first 
phase of the BP algorithm, are based on Werbos(1974) as cited 
in [6]:  
 
 
 
The function error is defined as: 
 
 
 
 
where t is the output target while y is the desired output. In the 
second phase of the BP algorithm, a gradient descent is 
performed based on (3) to locate the change in magnitude. 
Equation (4) shows that the value  is between 0 and 1 and is a 
learning parameter that controls the convergence of the 
algorithm. The total squared error as in (3) is propagated back 
from the output layer to the hidden and input layers. The 
weight changes for input and hidden layer and their threshold 
are determined using (4).  
 
 
Then the two phases of the BP scheme are repeated to 
minimize the error function until E converges to a minimum 
value. In this case, a value 0.001 of sum square error and 10000 
iterations as a maximum value. F3 in (2) is the number of 
output y, used to indicate whether the ensemble classifiers are 
sufficiently reliable for integrating ensemble members which 
represented by each individual ANN. 
D. Transforming into Reliability Value   
 The selected ANN classifier output value for each 
processor is rescaled to have zero mean and standard deviation. 
This process is called reliability value transformation. In this 
case, the interval value is between [-1, 1] as in (5) because the 
hyperbolic function helps the network to converge faster than 
the sigmoid function when used to approximate the network’s 
learning [22]. Regarding these values, multiple ANN results 
are more easily integrated into an ensemble output as the 
following reliable value as in (5). 
 
 
E. Integrating Multiple ANNs  
 This phase involves the master processor that locates the 
aggregated output. An integration of multiple ANNs must be 
made to combine the output of the ensemble in the form of an 
aggregated output. A simple way to combine the output of the 
network is based on the ensemble average as in (6).  
 
 
 
Others popular techniques are also used in other reported 
studies such as ranking and  weighted  averaging [14]. These 
techniques are used by the ensemble members to achieve a 
majority decision where they agree on a certain result 
regardless of the diversity and accuracy of all selected ANNs. 
However in this case, the multiple ANNs are correlated with 
each other, thus, (7) is used. The expected error will reduce as 
the number of ensemble members is increased after integrating 
the output [23].  
 
 
 
IV. RESULT AND DISCUSSION 
In this section, a published UCI Iris plant dataset and a 
MNIST benchmark data for handwriting characters are used to 
test the proposed approach. The datasets are chosen in order to 
represent the varying size of an ANN.  The framework for 
multiple ANN systems is tested using Message Passing 
Interface (MPI) tools.  MPI is used to communicate between 
processors synchronously.  All ANN classifiers are trained 
with different dataset partitions and parameters. For example, 
two ANNs work with the same hidden nodes setup, but have 
different learning rate and momentum, two classifiers using 
different hidden node setups and learning rate/momentum with 
resampling techniques for input and etc. The accuracy of the 
recognition rate obtained from the result is measured by the 
total corrected recognition. The performance and error 
reduction are calculated for a single ANN and parallel ANNs 
as in (8). The percentage of error reduction (PER) as in (9) is 
calculated to get the percentages of correctly classified 
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patterns in the test data of a single network and the multiple 
ANNs in order to measure the result. 
 
 
 
 
 
The result is analyzed to assess the performance of the 
ensemble strategy. Fig. 3 shows the performance improvement 
provided by multiple ANNs, obtained by using (8). There is a 
considerable increase of performance shown by a single 
network for the Iris and MNIST datasets. Fig.4 shows the PER 
for various values of the ensemble. The PERs fall in the range 
of 24% to 58% for the Iris dataset and around 12% to 42% for 
the MNIST dataset. The performance of parallel ANNs shows 
a slight increase as the ensemble member grows. The result of 
simple average output shows that a pattern that has been 
correctly classified by a single network may not be correctly 
classified by the multiple ANNs when the ensemble strategy is 
used.  The positive IP and PER values obtained from all the 
bigger processors show that the ensemble network performs 
better than the single network.  
 
 
Figure 3.  The increase of performance 
 
Figure 4.  The percentage of reduced errors 
The overall performance of the parallelism approach is 
measured using the speedup factor shown in Fig. 5 and Fig. 6 
for MNIST and Iris datasets respectively.  The speedup factor 
for the Iris dataset scored less than 10% compared to the single 
computer network. In comparison, the speedup factor for the 
MNIST dataset scored nearly 20% compared to the single 
computer network. The increase of the speedup factor for the 
MNIST dataset is considerably higher when the ensemble 
strategy is used. These results show that large distributed 
systems can help to accurately measure the systems’ 
performance in a diverse environment. The large data size in 
the test cases has a significant factor in the parallelization of 
ANN. The proposed integrated multiprocessor ANN system 
using ensemble strategy has a big potential and future research 
will aim to confirm whether the technique is able to process 
large datasets without compromising the accuracy of ANNs. 
 
 
 
Figure 5.  Parallel speedup factor for MNIST dataset 
 
Figure 6.  The speedup factor for Iris dataset 
 
V. CONCLUSIONS  
Ensemble strategy task for multiple ANNs is a very crucial 
task as it is able to provide high performance with minimal 
execution time. It can be summarized, by using data 
decomposition, the performance a parallel ANN is faster 
compared to a single network processor for large data. 
Moreover, the ensemble strategy for multiprocessor ANN can 
lead to a better performance and error reduction compared to a 
single ANN classification. The proposed framework and 
reported results can hopefully provide a promising solution to 
other binary-class classification and recognition problems. 
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