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GEODESICS, BIGEODESICS, AND COALESCENCE IN FIRST PASSAGE
PERCOLATION IN GENERAL DIMENSION
KENNETH S. ALEXANDER
Abstract. We consider geodesics for first passage percolation (FPP) on Zd with iid passage times.
As has been common in the literature, we assume that the FPP system satisfies certain basic
properties conjectured to be true, and derive consequences from these properties. The assumptions
are roughly as follows: (i) the standard deviation of the passage time on scale r is of some order
σr, with {σr, r > 0} growing approximately as a power of r; (ii) the tails of the passage time
distributions for distance r satisfy an exponential bound on scale σr, uniformly over r; and (iii) the
limit shape boundary has curvature uniformly bounded away from 0 and ∞ (a requirement we can
sometimes limit to a neighborhood of some fixed direction.) The main a.s. consequences derived
are the following: (a) for one-ended geodesic rays with a given asymptotic direction θ, starting in a
natural halfspace H, for the hyperplane at distance R from H, the density of “entry points” where
some geodesic ray first crosses the hyperplane is at most c(logR)K/(RσR)
(d−1)/2 for some c,K,
(b) the system has no bigeodesics, i.e. two-ended infinite geodesics, (c) given two sites x, y, and a
third site z at distance at least ` from x and y, the probability that the geodesic from x to y passes
through z is at most c(log `)K/(`σ`)
(d−1)/2 for some c,K, and (d) in d = 2, the probability that
the geodesic rays in a given direction from two sites have not coalesced after distance r “decays
like r−ξ,” where rξ is roughly the order of transverse geodesic wandering. Our entry-point density
bound compares to a natural conjecture of c/(RσR)
(d−1)/2, corresponding to a spacing of order
(RσR)
1/2 between entry points, which is the conjectured scale of the transverse wandering.
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1. Introduction.
We consider coalescence of geodesic rays, and other related properties of geodesics, in a family
of models of first passage percolation (FPP) on Zd with d ≥ 2; geodesic rays are semi-infinite paths
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2 KENNETH S. ALEXANDER
for which every finite subpath is a geodesic. A doubly infinite path with the same property is called
a bigeodesic.
In the spirit of various past works on FPP ([11], [24], [25], [30]), we take as assumptions a few
basic properties believed to hold generally, but unproven for any specific FPP model. One such
property states that fluctuations of passage times have an exponential bound on the scale of their
standard deviation; a second says that the boundary of the limit shape has uniform curvature in a
certain sense. We also assume for technical purposes that this standard deviation behaves mildly
regularly as a function of distance and direction. See A2 below for details. Our purpose is to show
how certain relatively strong conclusions about geodesic behavior, including aspects of coalescence,
flow from essentially just the basic properties.
We will use percolation “site/bond” terminology in the lattice Zd, rather than “vertex/edge.”
For d = 2 it is known for lattice FPP that under (arguably) mild hypotheses,
(i) every geodesic ray has an asymptotic direction [29];
(ii) for a fixed direction θ, with probability 1, there is exactly one geodesic ray with asymptotic
direction θ starting from a given site ([1],[24], [29]);
(iii) for a fixed direction θ, with probability 1, for all sites x, y, the geodesic rays with asymptotic
direction θ from x and y eventually coalesce ([13], [24]);
(iv) for a fixed direction θ, with probability 1 there is no bigeodesic for which either asymptotic
direction is θ ([1],[14]; a weaker form is in [24]).
Here by asymptotic direction we mean the value
lim
n
vn
|vn| ∈ S
d−1,
where v0, v1, . . . are the sites, in order, of the geodesic ray and S
d−1 is the (d− 1)-sphere, and | · |
denotes Euclidean length. Note that (iv) does not rule out the existence of all bigeodesics, as it
allows a random null set of θ values for which such bigeodesics exist. We will call a geodesic ray
with asymptotic direction θ a θ-ray. Given a halfspace H we call a θ–ray a halfspace θ–ray from H
if its first site, and no other, is contained in H; here r ∈ R and α ∈ Sd−1. We may omit the “from
H” if the appropriate halfspace is either apparent or not relevant.
For d ≥ 3, under our hypotheses we will (among other things) prove (i), and prove (ii) with “at
least one” in place of “exactly one,” but it’s not clear whether (iii) and the “exactly one” in (ii)
should be true. Assuming continuous distributions of passage times to prevent ties between paths,
a priori, for any two geodesic rays Γ, Γ˜, any of 3 things may happen:
(1) Γ, Γ˜ are disjoint, i.e. they have no bonds in common;
(2) Γ, Γ˜ coalesce, that is, there is a site v ∈ Γ ∩ Γ˜ such that the segments of Γ, Γ˜ up to v are
disjoint, and the two rays from v onwards coincide;
(3) Γ ∩ Γ˜ is a single segment consisting of finitely many bonds.
We refer to the phenomenon in (3) as temporary touching ; when it occurs, the last site in the
segment is called a branching site; see Figure 1. Despite the complications temporary touching and
branching create, we can still quantify some aspects of the coalescence of θ–rays in the following way.
Below we will associate to each direction θ a vector zθ, chosen so the hyperplane {x ∈ Rd : x·zθ = 1}
is tangent to the unit ball of the norm associated to the FPP process at the boundary point of the
ball in direction θ. We define the hyperplanes and halfspaces
Hθ,s = {x ∈ Rd : x · zθ = s}, H+θ,s = {x ∈ Rd : x · zθ ≥ s}, H−θ,s = {x ∈ Rd : x · zθ ≤ s}.
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Figure 1. Halfspace θ–rays showing coalescence and possible temporary touching
(for example u to v) and branching sites (for example v.) The dots next to Hθ,r and
Hθ,s are H
+
θ,r– and H
+
θ,s–entry points.
For θ, θ0 ∈ Sd−1 (close together), consider the H+θ0,s–entry points of θ–rays, meaning those lattice
sites in H+θ0,s where some θ–ray from H
−
θ0,0
first intersects H+θ0,s. We may ask, what is the density
of such H+θ0,s–entry points per unit volume near Hθ0,s, and how does it decrease as s → ∞? Does
it approach 0, and if so how fast? We call this density the Hθ0,s-crossing density, postponing a
precise definition for later.
Note that θ–rays passing through different Hθ0,s–entry points cannot be assumed disjoint up to
those entry points, due to the possibilities of temporary touching and branching.
If all halfspace θ–rays from H−θ0,0 coalesce a.s., their Hθ0,s–crossing density must approach 0 as
s → ∞. The converse is true for d = 2, but for d ≥ 3 the Hθ0,s–crossing density approaching
0 does not in itself guarantee coalescence of all the θ–rays. We can make equivalence classes of
halfspace θ–rays from H−θ0,0 by writing Γ ∼ Γ˜ if Γ, Γ˜ eventually coalesce; the Hθ0,s–crossing density
will approach 0 if the number of equivalence classes is finite, but it is not clear that the converse
holds. One could also ask about the existence of finite equivalence classes; if they exist with
positive probability then their starting points must have a positive density near Hθ0,0, but again
the possibility of temporary touching means such a positive density is not immediately ruled out
by the Hθ0,s–crossing density approaching 0.
For d = 2, we can predict the Hθ0,s–crossing density heuristically from the transverse wandering
exponent of geodesics, that is, the value ξ such that for a geodesic of length s, the maximum
distance of the geodesic from the straight line connecting its endpoints is of order sξ. There must
exist halfspace θ–rays, one passing through each H+θ0,s–entry point, and any such rays must remain
disjoint at least until they cross Hθ0,s, since there is a.s. no branching or temporary touching for a
fixed θ in two dimensions. Heuristically, to remain disjoint until H+θ0,s the θ–rays should be spaced
apart by order sξ, so the Hθ0,s–crossing density should be s
−ξ. For d ≥ 3 this predicts an Hθ0,s–
crossing density of at least s−(d−1)ξ, but it is not clear a priori that the crossing density shouldn’t
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be greater, since the θ–rays can weave around one another without meeting, and we cannot rule
out the branching of some θ–rays each into multiple θ–rays.
We will show that in fact the Hθ0,s–crossing density approaches 0 faster than s
−(d−1)ξ+ for all
 > 0; one can in fact replace the factor s here with a large power of log s. Along the way we will
obtain results about the regularity of geodesics, and their transverse fluctuations. We will follow a
heuristic of Newman (presented at the AIM 2015 workshop “First-passage percolation and related
models”) in using the convergence to 0 of the crossing density to show nonexistence of bigeodesics.
Reforumlated to our context, it goes roughly as follows: suppose the crossing-point density bound
holds not just for each single geodesic ray direction, say θ0–rays, but for the union of all θ–rays over
|θ − θ0| ≤  for some , for each fixed θ0; we’ll call these near–θ0–rays. It is known under (again
arguably) mild hypotheses that every geodesic ray has an asymptotic direction, so any bigeodesic
must have an asymptotic direction “each way”; the two directions should always be ±θ for some θ.
Let Gθ0, be the set of all bigeodesics which have (by some directional labeling) forward asymptotic
direction θ and backward direction −θ, with |θ−θ0| ≤ . Then a geodesic in Gθ0, has a well-defined
H+θ0,s–entry point for all s ∈ R. For R > 0 consider the set
Pθ0,R =
{
x ∈ H+θ0,R : x is the H+θ0,R–entry point of some bigeodesic in Gθ0,
}
.
The density of Pθ0,R is bounded above by the density near Hθ0,R of entry points of halfspace near–
θ0–rays, so by our assumption it approaches 0 as R→∞. But by translation invariance, Pθ0,R has
the same density as Pθ0,0 for all R, so the density of Pθ0,0 must be 0. By stationarity this means
Gθ0, = ∅ a.s. If this holds for all θ0, then by compactness, there are a.s. no bigeodesics.
The preceding heuristic assumes we know that the Hθ0,s–crossing density approaches 0 as s→∞;
a second heuristic for why that should be true is as follows. Suppose the transverse fluctuations of
a typical geodesic of length s are of some order ∆s, behaving roughly like s
ξ. We can divide Hθ0,0
and Hθ0,s each into blocks of size ∆s. If the Hθ0,s–crossing density of near–θ0 rays is much more
than ∆
−(d−1)
s (i.e. “one entry point per block”) then a typical block in Hθ0,s has many H
+
θ0,s
–entry
points near it. This should mean we can find many pairs of blocks, say B0 in Hθ0,0 and Bs in
Hθ0,s, for which there are a large number of near–θ0 rays from B0 passing through Bs with distinct
H+θ0,s–entry points. The distinct entry points means none of these near–θ0 rays have coalesced when
reaching Hθ0,s despite starting and ending their paths from Hθ0,0 to Hθ0,s within ∆s of each other.
(Note such coalescence is “temporary” if two near–θ0 rays have different asymptotic directions.)
Thus a primary ingredient is to show there is a low probability of such overly–densely–packed
nearly–parallel geodesics.
In addition to ξ, the other exponent of central interest is the χ for which the standard deviation
of the passage time over distance r “grows like rχ.” Our precise assumptions related to this
standard deviation are given in A2 below. It is known [11] that under “reasonable” hypotheses and
definitions, χ, ξ are related by χ = 2ξ − 1.
As mentioned above, our assumptions of basic model properties cannot be verified for any specific
model of FPP; the best known exponential bounds are on scale r1/2 ([20], [34], [15]) whereas for
d = 2 the conjectured value of χ is 1/3. An exponential bound on scale r1/3 is known for certain
integrable models of last passage percolation (LPP) for d = 2, however—in [8] (extracted from [4])
and [23] for LPP on Z2 with exponential passage times, in [26], [27] for LPP based on a Poisson
process in the unit square, and in [12] for LPP on Z2 with geometric passage times.
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For d ≥ 3 there is no generally-agreed-upon value of χ in the physics literature. Heuristics and
simulations suggest that χ should decrease with dimension; simulations in [32] for a model believed
to be in the same (KPZ) universality class as FPP show a decrease from χ = .33 to χ = .054 as
d increases from 2 to 7. Some have predicted the existence of a finite upper critical dimension,
possibly as low as 3.5, above which χ = 0 ([16],[22]); others predict that χ is positive for all d
([3],[28]), with simulations in [21] showing χ > 0 all the way to d = 12, decaying approximately
as 1/(d + 1). Our results here require χ > 0 so they only have content below the upper critical
dimension, should it be finite.
In [6], Basu, Hoffman, and Sly show that there are no bigeodesics for last-passage percolation
(LPP) on Z2 when passage times are exponential, essentially by following Newman’s heuristic of
bounding the density of entry points, which in turn involves bounding the probability of overly-
densely-packed parallel geodesics. (See also the earlier papers [31], [19], and see [5] for a proof
avoiding results from integrable probability.) The paper [6] exploits key ingredients not available in
our general context—the restriction to d = 2, the exponential bound on the scale of the standard
deviation in [8] (extracted from [4]), and the fact that the rescaled passage time distributions
converge to a limit (Tracy-Widom) which has negative mean. We need here a completely different
heuristic and proof to control overly-densely-packed geodesics, and this is the core of our main
proof; see Remark 4.1.
In two dimensions one can use bounds on the probability of overly-densely-packed geodesics to
bound the probability of non-coalescence before traveling distance cr, for θ-rays which start at
separation rξ. For the integrable case of LPP in d = 2 with exponential passage times, such a
bound on non-coalescence probabilities was proved in [7]. But again, strong use is made of d = 2
and bounds obtained through integrable probability, so the methods do not apply in our context.
The results are at the optimal rate, analogous to removing the powers of log in our Theorems
1.5 and 1.7. The reliance on integrable probability was removed in [33], but the results are still
restricted to LPP in d = 2 with exponential passage times.
Let us now formalize our definitions. Let Ed denote the set of all bonds (i.e. nearest-neighbor
pairs) of Zd. The passage times of bonds are a collection of nonnegative iid variables τ = {τe : e ∈
Ed}. For x, y ∈ V , a (self-avoiding) path Γ from x to y is a finite sequence of alternating sites and
bonds of G, of the form Γ = (x = x0, 〈x0, x1〉, x1, . . . , xn−1, 〈xn−1, xn〉, xn = y), with all xi distinct;
we may identify a path by just the sequence of sites, or view it as a string of line segments, as
convenient, when clear from the context. The passage time of Γ is
T (Γ) :=
∑
e∈Γ
τe,
and the passage time from x to y is
(1.1) T (x, y) := inf{T (Γ) : Γ is a path from x to y in Zd}.
A path Γ achieving the infimum in (1.1) is called a geodesic from x to y. For technical reasons
we extend (1.1) to x, y ∈ Rd as follows. Define Z : Rd → Zd by Z(x) = z for all z ∈ Zd and
x ∈ z + [−1/2, 1/2)d, where + denotes translation, and set
T (x, y) = T (Z(x), Z(y)), x, y ∈ Rd.
We assume the following.
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A1. τe properties.
(i) τe is a continuous random variable.
(ii) There exists λ > 0 such that Eeλτe <∞.
A1 guarantees that there is exactly one geodesic from x to y a.s., for each x, y; we denote it
Γxy. As is standard, since passage times T (x, y) are subadditive, assumption (ii) guarantees the
a.s. existence (positive and finite for x 6= 0) of the limit
g(x) = lim
n
T (0, nx)
n
= lim
n
ET (0, nx)
n
= inf
n
ET (0, nx)
n
for x ∈ Zd; g extends to x with rational coordinates by considering only n with nx ∈ Zd, and
then to a norm on Rd by uniform continuity. We let Bg denote the unit ball of g, and write yθ for
the positive multiple of θ which lies in ∂Bg (so g(yθ) = 1.) The tangent hyperplane to ∂Bg at yθ
will be unique under our hypotheses, and there is a vector zθ such that this tangent hyperplane is
{x ∈ Rd : x · zθ = 1} = Hθ,1.
An infinite self-avoiding path Γ = (x = x0, 〈x0, x1〉, x1, 〈x1, x2〉, . . . ) is a geodesic ray if every finite
segment of Γ is a geodesic. Given θ in the sphere Sd−1, we say Γ is a θ–ray if limn xn/|xn| = θ.
Throughout the paper, c1, c2, . . . and C1, C2, . . . , and 0, 1, . . . represent unspecified constants
which depend only on d and the distribution of the passage times τe. We use Ci for constants
which occur outside of proofs and may be referenced later; any given Ci has the same value at all
occurrences. We use ci for those which do not recur and are only needed inside one proof. For the
ci’s we restart the numbering with c0 in each proof, and the values are different in different proofs.
To avoid technical clutter, at various times we will assume (sometimes tacitly) that certain points
of Rd are lattice sites, and certain (large) real numbers are integers; the modifications to be made
when this fails are trivial.
As mentioned above, we cannot formally establish simple hypotheses on the distribution of τe
under which our conclusions hold, due to the lack of any results establishing an exponential bound
on the scale of the standard deviation. Instead we will assume certain “macroscopic” properties
which one expects to be consequences of such hypotheses, as follows. To that end, we call a
nonnegative function {σ(r) = σr, r > 0} powerlike (with exponent χ) if there exist 0 < γ1 < χ < γ2
and constants Ci such that
(1.2) lim
r→∞
log σr
log r
= χ and for all s ≥ r ≥ C1, C2
(s
r
)γ1 ≤ σs
σr
≤ C3
(s
r
)γ2
.
If (1.2) holds with γ2 < 1 we say σ(·) is sublinearly powerlike. Note that (1.2) implies that for all
r, s ≥ C1,
(1.3)
σs
σr
≤ 1
C2
+ C3
s
r
.
A2. System properties.
(i) Unique scale: there exist a sublinearly powerlike function σr = σ(r), n ≥ 1 with exponent
χ ∈ (0, 1), and constants η < 1/2, Ci > 0 such that for all x, y ∈ Rd with |x− y| ≥ C4,
(1.4) P
(
|T (x, y)− ET (x, y)| ≥ tσ(|x− y|)
)
≤ C5e−C6t for all t > 0,
(1.5) var(T (x, y)) ≥ C7σ2(|x− y|)
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(ii) Local curvature near θ0: for some specified θ0 ∈ Sd−1, for some 0 > 0 and constants Ci > 0,
for all θ ∈ Sd−1 with |θ − θ0| < 0, and all y ∈ Hθ,1 with |y − yθ| < 0, we have
(1.6) C8|y − yθ|2 ≤ d(y,Bg) ≤ C9|y − yθ|2.
Sometimes in place of A2(ii) we assume the following:
(ii’) Globally uniform curvature: for some 0 > 0, for all θ ∈ Sd−1 and all y ∈ Hθ,1 with
|y − yθ| < 0, (1.6) holds.
Note that A2(ii) guarantees that Hθ,1 is unique for θ near θ0, and A2(ii’) guarantees the same
thing for all θ ∈ Sd−1. A2(i) is very close to the assumptions (A1)–(A4) in Theorem 1.1 of [11].
When A2(ii) holds, for y ∈ Hθ,1 with |y − yθ| ≥ 0 we have by (1.6) and convexity that
(1.7) d(y,Bg) ≥ C80|y − yθ|,
so for all y ∈ Hθ,1,
(1.8) d(y,Bg) ≥ C820
(
|y − yθ|
0
∧
( |y − yθ|
0
)2)
Remark 1.1. If σ(·) is powerlike, then so is the nondecreasing function σˆ(r) = sups≤r σ(s), and if
A2(ii) holds for σ(·) then it also holds for σˆ(·). By (1.2) we have C2 ≤ σ(r)/σˆ(r) ≤ 1 for all r. By
further increasing σˆ (though by at most a constant factor) we may make it strictly increasing and
continuous while still preserving these properties. Therefore without loss of generality we always
assume σ(·) is strictly increasing and continuous.
In addition, under (1.4), (1.5) is equivalent to the assumption that there exist constants η <
1/2, C10 > 0 such that for all x, y ∈ Rd with |x− y| ≥ C4 the following both hold:
(1.9) P
(
T (x, y)− ET (x, y) > ησ(|x− y|)
)
≥ C10 > 0,
(1.10) P
(
T (x, y)− ET (x, y) < −ησ(|x− y|)
)
≥ C10 > 0.
Remark 1.2. An equivalent way to state the local curvature condition A2(ii) is as follows. Let
Br(x) denote the closed Euclidean ball of radius r centered at x, and recall zθ is perpendicular to
the tangent plane Hθ,1 to Bg at yθ. Define the cones
J(θ, ) :=
{
u ∈ Rd : u 6= 0,
∣∣∣∣ u|u| − θ
∣∣∣∣ < } .
There exist contants C11 < C12 as follows. For all θ ∈ J(θ0, 0) ∩ Sd−1 we have
(1.11) BC11|zθ|(yθ − C11zθ) ∩ J(θ, ) ⊂ Bg ∩ J(θ, ) ⊂ BC12|zθ|(yθ − C12zθ) ∩ J(θ, ).
Equation (1.11) says that near yθ, Bg is sandwiched between two balls which also have tangent
plane Hθ,1 at yθ. From this we see that for some 1 determined by 0, the angle ψzθ,zα between zθ
and zα (equivalently between hyperplanes Hθ,0 and Hα,0) grows at most linearly in |θ − α|:
(1.12) |θ − θ0| < 1, |α− θ| < 1 =⇒ ψzθ,zα ≤ C13|α− θ|,
and also
(1.13) |θ − θ0| < 1, |α− θ| < 1 =⇒
∣∣|yα| − |yθ|∣∣ ≤ C14|α− θ|2.
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It follows from A2(i) that var(T (x, y)) is of order σ2(|x − y|). When A2(i) holds for some σ(·),
the corresponding transverse wandering function is given by
∆(r) = ∆r = (rσr)
1/2.
Since σ(·) is continuous and increasing, the inverse function ∆−1 is well-defined. For ξ = (1+χ)/2 ∈
(12 , 1) we have ∆(r)  rξ and ∆−1(a)  a1/ξ in the sense that
(1.14) lim
r→∞
log ∆(r)
log r
= ξ, lim
a→∞
log ∆−1(a)
log a
=
1
ξ
.
To motivate the definition of ∆(r), consider two sites x, y separated by distance r, and a third
site z at some distance ∆ r from the line segment connecting x to y, somewhere near the middle
of this line. The Euclidean distance via z, that is, |y− z|+ |z − x|, exceeds the “straight” distance
|y − x| by order ∆2/r, and under the local curvature assumption A2(ii), the same will be true for
the distance in the norm g. Heuristically, the geodesic may nonetheless pass through z, meaning
T (x, z)+T (z, y) = T (x, y), if the fluctuation scale σr of the random “distance” T (·, ·) is larger than
the deterministic excess distance, that is, σr ≥ ∆2/r or equivalently ∆ ≤ ∆(r).
Remark 1.3. Let us call a hyperplane H ⊂ Rd rationally oriented if H ∩Zd spans H; then H ∩Zd
is an infinite lattice. When Hθ,0 is rationally oriented, we can apply the multidimensional ergodic
theorem (see [18], Appendix 14.A) to obtain the existence of a (nonrandom) crossing density for
θ–rays. For other θ an additional argument would be required for this; since we are primarily
interested in upper bounds, we avoid the matter by defining the crossing density as a lim sup.
Let Lθ(u) denote the line though a point u in direction θ, and write Lθ for Lθ(0). The θ–projection
of a point x into a hyperplane Hθ,s is the projection along Lθ.
For A ⊂ Hθ,s let Cθ,s(A) be the set of all H+θ,s–entry points x of halfspace θ–rays from H−θ,0,
for which the θ–projection of x into Hθ,s lies in A. Similarly let CJ(θ,),s(A) be the set of all sites
x which are H+θ,s–entry points of halfspace α–rays from H
−
θ,0 for some α ∈ J(θ, ), for which the
θ–projection of x into Hθ,s lies in A. Formally, the mean Hθ,s–crossing density ρθ(s) for θ–rays,
and the mean combined Hθ,s–crossing density ρJ(θ,)(s), are given by
(1.15) ρθ(s) = lim sup
r→∞
E(|Cθ,s(Br(syθ) ∩Hθ,s)|)
Vold−1(Br(syθ) ∩Hθ,s) ,
(1.16) ρJ(θ,)(s) = lim sup
r→∞
E(|CJ(θ,),s(Br(syθ) ∩Hθ,s)|)
Vold−1(Br(syθ) ∩Hθ,s) ,
where Vold−1(·) denotes (d−1)–dimensional volume. The corresponding almost-sure values are the
Hθ,s–crossing density ρθ(s) and the combined Hθ,s–crossing density ρJ(θ,)(s) given by
(1.17) lim sup
r→∞
|Cθ,s(Br(syθ) ∩Hθ,s)|
Vold−1(Br(syθ) ∩Hθ,s) = ρθ(s) a.s.,
(1.18) lim sup
r→∞
|CJ(θ,),s(Br(syθ) ∩Hθ,s)|
Vold−1(Br(syθ) ∩Hθ,s) = ρJ(θ,)(s) a.s.;
such nonrandom constants exist because the lim sup is a tail random variable.
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Remark 1.4. Continuing from Remark 1.3, for rationally oriented θ we may replace lim sup in
(1.15)–(1.18) with limit, and we have
(1.19) ρθ(s) = ρθ(s), ρJ(θ,)(s) = ρJ(θ,)(s).
Existence of a limit in (1.15) and (1.16) follows here from periodicity in x of P (x ∈ Cθ,s(Rd)) and
P (x ∈ CJ(θ,),s(Rd), and the equality with almost sure limits follows from the multidimensional
ergodic theorem (see [18], Appendix 14.A.)
The following is our main result.
Theorem 1.5. Suppose for some FPP process on Zd, A1 and A2(i),(ii) hold for some θ0, 0. There
exists 2 as follows.
(i) With probability 1, for all θ ∈ J(θ0, 2) and x ∈ Zd, there is at least one θ-ray from x.
(ii) There exist constants Ci such that
(1.20) ρJ(θ0,2)(s) ≤ C15
(log s)C16
σd−1s
for all s ≥ C17,
and for all θ ∈ J(θ0, 2),
(1.21) ρθ(s) ≤ C15
(log s)C16
∆d−1s
for all s ≥ C17.
(iii) With probability 1, there exists no bigeodesic containing a subsequential θ–ray with θ ∈
J(θ0, 2).
(iv) Suppose also A2(ii’) holds. Then with probability 1, (a) every geodesic ray has an asymptotic
direction, (b) for every θ ∈ Sd−1 and every x ∈ Zd there is at least one θ–ray from x, and
(c) there are no bigeodesics.
We will prove (i), (iv)(a), and (iv)(b) in Section 3, (ii) in Section 5, and (iii) and (iv)(c) in Section
6.
Theorem 1.5(iv) improves on existing results even for d = 2 (though under somewhat stronger
hypotheses), as it rules out bigeodesics in all directions simultaneously, instead of almost surely for
a fixed direction as in [1], [14], [24].
As we have noted, one expects the spacing of entry points at distance R to be of the same order
as the transverse fluctuation of geodesics at the same distance R; in other words, two geodesics
which are close enough that their transverse fluctuations allow them to coalesce should generally
do so. This means the bound (1.21) should be sharp up to the power of log in the numerator. The
bound (1.20) is likely not sharp, though, as we expect the combining of a small sector of directions
should not significantly increase the number of entry points; a bound like (1.21) should apply to
the mean combined crossing density as well. But for the purpose of banning bigeodesics, the fact
that the bound in (1.20) approaches 0 as s→∞ is sufficient.
Remark 1.6. Suppose we fix θ and consider the collection of all halfspace θ–rays from H−θ,0. By
the time these reach Hθ,R, based on (1.21) enough coalescence or temporary touching must occur
so that on average at least ∆d−1R /(logR)
C16 θ–rays pass through any given H+θ,R–entry point x;
this number is roughly of order R(d−1)ξ. To the extent this is due to temporary touching rather
than coalescence, these θ–rays will later separate again. But this separating can occur at most only
slowly: it can be shown using Proposition 4.10 that the number of H+θ,2R–entry points of θ–rays
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passing through such an x is with high probability at most of order (logR)K for some K. All
the while there should be significant additional coalescence and/or temporary touching initiated
between Hθ,R and Hθ,2R, since the crossing point density is lower for Hθ,2R. All this brings up the
question, do the conclusions of Theorem 1.5 already force coalescence of all θ–rays? We do not
have an answer.
When θ is fixed it will be convenient to express a general u ∈ Rd in terms of a basis Bθ in which
the first vector is yθ, and the other d − 1 form an orthonormal basis for Hθ,0. (The particular
choice of orthonormal basis does not matter.) In a mild abuse of notation we will simply write
u = (uθ1, u
θ
2)θ for the representation in this basis, with u
θ
1 = u · zθ ∈ R and uθ2 ∈ Rd−1; we call these
θ–coordinates. The corresponding decomposition of u is
u = (uθ1, 0)θ + (0, u
θ
2)θ = u
θ
1yθ + (u− uθ1yθ)
(see Figure 2), and we refer to uθ1yθ and u− uθ1yθ as the first and second θ–components of u.
For d = 2 it is known ([13],[24]) that, under hypotheses weaker than the combination of A1 and
A2(i), (ii), for each fixed θ ∈ J(θ0, 0), with probability one there is a unique θ–ray, which we denote
Γθx, starting from each x ∈ Z2, and any two such θ–rays eventually coalesce; there is no temporary
touching or branching. (We note again, however, that there must be a random countable set of
directions θ for which branching does occur, producing multiple θ–rays from a single site.) So we
may ask, how far do two θ–rays go before they coalesce? To formulate the question more precisely
we first make some definitions. Fix θ, θ˜ ∈ J(θ0, 0). A θ˜–start site is a site in H−θ˜,0 which is adjacent
to a site in the interior of H+
θ˜0,0
. A θ˜–start site x is a θ–source (in a configuration τ) if Γθx is a
halfspace θ–ray from H−
θ˜,0
. With probability one, for any two θ˜–start sites x, y, there exists a unique
coalescence site U θxy such that Γ
θ
x and Γ
θ
y are disjoint up to U
θ
xy and coincide from U
θ
xy onward. The
θ˜–coalescence time of Γθx and Γ
θ
y is the θ˜–coordinate (U
θ
xy)
θ˜
1. Throughout the preceding, it would
be convenient to take θ = θ˜, but we will need θ˜ to be rationally oriented.
We can bound the tail of the coalescence time as a consequence of Theorem 1.5(ii), as follows.
Theorem 1.7. Suppose for some FPP process on Z2, A1 and A2(i),(ii) hold for some θ0, 0.
There exist constants 3, Ci as follows. Fix θ ∈ J(θ0, 3), and suppose x, y are θ–start sites with
C18 ≤ |x− y| ≤ ∆r. Then for all r ≥ ∆−1(|x− y|),
(1.22) C19
|x− y|
∆(r) log r
≤ P
(
(U θxy)
θ
1 ≥ r
)
≤ C20 (log r)
C21 |x− y|
∆(r)
.
A consequence of (1.22) is that P ((U θxy)
θ
1 ≥ r)  r−(1+χ)/2 in the sense that
lim
r→∞
logP ((U θxy)
θ
1 ≥ r)
log r
= −1 + χ
2
.
A natural scaling in Theorem 1.7 is r = t∆−1(|x− y|) with t ≥ 1. If we strengthen the assumption
in A2 that σ(·) is powerlike to instead require that σ(s) ∼ Csχ for some C (as is known to be true
with χ = 1/3 for integrable models of LPP [8]), then (1.22) says that for t ≥ 1,
(1.23)
C7e
t(1+χ)/2(log(t|x− y|))1/2 ≤ P
(
(U θxy)
θ
1 ≥ t∆−1(|x− y|)
)
≤ C7f (log(t|x− y|))
C7c
t(1+χ)/2
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One expects that the probability in (1.23) is actually of order t−(1+χ)/2, uniformly in |x−y|, without
any logs involved; such a result is proved for 2d LPP in [7], with related bounds in [31] and [33].
Let ej denote the jth unit coordinate vector. Under assumptions much milder than ours, it is
proved in [1] that for all sequences vk in Z2 with |vk| → ∞ we have P (0 ∈ Γ−vk,vk)→ 0 as k →∞.
In particular, taking vk = ke1 solves a conjecture made in [10]. Here, under stronger hypotheses, in
general dimension we can establish a rate at which this probability converges to 0; as with (1.21)
we expect this rate to be optimal up to the power of log in the numerator. The statement is as
follows.
Theorem 1.8. Suppose for some FPP process on Zd, A1 and A2(i),(ii) hold for some θ0, 0. There
exist constants 4, Ci as follows. Suppose u, v ∈ Zd with |vθ01 | ≥ |uθ01 | ≥ C22, and (v − u)/|v − u| ∈
J(θ0, 4). Then
(1.24) P (0 ∈ Γuv) ≤ C23(log |u|)
C24
∆(|u|)d−1 .
If we replace assumption A2(ii) with A2(ii’), then the same is true without the assumption (v −
u)/|v − u| ∈ J(θ0, 4).
2. The cost of bad geodesic behavior
Let
h(x) = ET (0, x), x ∈ Zd.
Then h(x)−g(x) is nonnegative by subadditivity of h. A variant of the following bound was proved
in [2], with error term C25|x|1/2 log |x|; in [35] this was improved to C25|x|1/2(log |x|)1/2. The proof
in [2] adapts readily to the present situation and we don’t need improvement to (log |x|)1/2, so we
will work here without that improvement.
Proposition 2.1. Assume A1 and A2(i). There exists C25 such that for all |x| ≥ 2,
(2.1) g(x) ≤ h(x) ≤ g(x) + C25σ(|x|) log |x|.
Proof. Defining
σ˜(r) = rγ1 sup
s≤r
σ(s)
sγ1
we have from (1.2) that σ(r) ≤ σ˜(r) ≤ σ(r)/C2, while σ˜(r)/rγ1 is nondecreasing. Therefore A2(i)
is valid for σ˜ in place of σ, so we may use σ˜ throughout.
The proof of ([2], Proposition 3.4) only uses the existence of an exponential bound on scale |x|1/2
from [20], so under A2(i) it is valid for σ˜(|x|) in place of |x|1/2. To obtain ([2], Theorem 3.2) from
([2], Proposition 3.4), both with the replacement error term C25σ˜(|x|) log |x|, we need only the fact
that this error term can be expressed as C25|x|γ1ϕ(|x|) with γ1 > 0 and ϕ(r) = σ˜(r)(log r)/rγ1
nondecreasing. 
Recall that Γxy denotes the geodesic between x and y. In general we view Γxy as an undirected
path, but at times we will refer to, for example, the first point of Γxy with some property. Hence
when appropriate, and clear from the context, we view Γxy as a path from x to y.
Note that |u| always refers to the Euclidean length of u, not to the length of the vector of
θ–coordinates. As a norm based on θ–coordinates, we use
|u|θ,∞ := max(|uθ1|, |uθ2|),
12 KENNETH S. ALEXANDER
which satisfies
(2.2) (1 + |yθ|)|u|θ,∞ ≥ |uθ1||yθ|+ |uθ2| ≥ |u|.
We define “distance via hyperplane”: noting that u ∈ Hθ,uθ1 , for A ⊂ R
d with A ∩Hθ,uθ1 6= ∅ let
dθ(u,A) = d(u,A ∩Hθ,uθ1),
and note that dθ(u, Lθ) = |uθ2|. Finally define the θ-ratio of 0 6= u ∈ Re to be |uθ2|/|uθ1| ∈ [0,∞],
and note that if Hθ,0 ⊥ θ then this is just the tangent of the angle between u and Lθ; in general
the θ–ratio is a surrogate for this tangent.
A number of our arguments involve the following theme: for points x, y ∈ R2, if y is far enough
from the straight line from 0 to x, then Γ0x is unlikely to pass through y, because g(y) + g(x− y)
significantly exceeds g(x). To express this in more than a crude way, since (1.4) involves centering
at the expectation, we also need to quantify how increases in g(x) relate to increases in h(x), but
for the moment we consider just g. For Euclidean distance the following is useful:
(2.3) `+
m2
2`
≥ (`2 +m2)1/2 ≥ `+ min
(
m
3
,
m2
3`
)
for all `,m > 0.
Under the local curvature assumption A1(ii), the following analog for g-distance is straightforward,
under A1(ii), proved similarly to Lemma 2.3 below (see also Remark 1.2.) There exist constants
1 > 0 and Ci > 0 such that for |θ − θ0| < 1 and u = (uθ1, uθ2) ∈ Rd satisfying |θ − u/|u|| < 1, we
have
(2.4) uθ1 + C26 min
(
|uθ2|,
|uθ2|2
uθ1
)
≤ g(u) ≤ uθ1 + C27 min
(
|uθ2|,
|uθ2|2
uθ1
)
.
This is really the significance of the local curvature assumption for the boundary of Bg: it says
that in dealing with vectors with direction near θ0, the norm g is “Euclidean-like” in that (2.4)
holds, and, most importantly, there is consequently a discrepancy as in (2.26) below in the triangle
inequality.
In (2.4) we can view the “min” term as a lower bound for the cost, in extra distance, of deviating
by |uθ2| from a target point at g-distance uθ1 in direction θ. To obtain a probability cost of such
deviation by a geodesic, in view of (1.4) roughly we can divide the extra distance by σ(uθ1); we will
incorporate an extra log factor to handle the entropy that arises when handling many scales of |u|
with a single bound. Keeping this in mind, we define first σ∗(s) and Φ(s) by
Φ(s) =
s
C3σ∗(s) log(2 + s)
=
sγ2
C3
sup
t≤s
t1−γ2
σt log(2 + t)
.
Here factoring out a power of s ensures that Φ is strictly increasing, and C3, γ2 are from (1.2). Note
that by (1.2) we have
(2.5) C−13 σs ≤ σ∗(s) ≤ σs,
the first inequality being valid for s ≥ C28 for some C28. We then define
(2.6) Ξ(s) = (sσ(s) log(2 + s))1/2, Dθ(u) =
{
min
( |uθ2|2
Ξ(uθ1)
2 ,Φ(|u|θ,∞)
)
if uθ1 ≥ 0,
Φ(|u|θ,∞) if uθ1 < 0.
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Roughly speaking, if we ignore the above-mentioned entropy-controlling log factors in Φ and Ξ,
then for a geodesic or geodesic ray with ultimate direction θ, Dθ(u) represents the cost of that
geodesic deviating from direction θ to pass through u. When the direction of u is far from θ, this
cost has form Φ(|u|θ,∞), and when it is close to θ the cost has form |uθ2|2/Ξ(uθ1)2. Note that by
(1.2) and (2.5), for some C29, for all s ≥ C29,
(2.7)
1
C3Φ(s)
≤
(
Ξ(s)
s
)2
≤ 1
Φ(s)
.
This tells us in part which term in the “min” in (2.6) is smaller: we have for |u| ≥ 2C29 that
(2.8) Dθ(u) =
{
Φ(|u|θ,∞) if |uθ2| ≥ uθ1,
|uθ2|2
Ξ(uθ1)
2 if |uθ2| ≤ C−1/23 uθ1.
Here we used the fact that 0 ≤ uθ1 ≤ |uθ2| implies |u|θ,∞ = |uθ2|, and |uθ2| ≤ uθ1 implies |u|θ,∞ = uθ1.
Let Πxy denote the line segment from x to y. To deal with paths from 0 to some ryθ it is useful
to have the following symmetric version of Dθ:
Dθ,r(u) =
{
Dθ(u) if u
θ
1 ≤ r2
Dθ(ryθ − u) if uθ1 > r2 .
This makes the right half of the region
Eθ,r,c := {u : Dθ,r(u) ≤ c}
symmetric with the left half; this region is a “tube” surrounding Π0,ryθ bounded by the shell
{u : |uθ2| = c1/2Ξ(uθ1)}, augmented by a “tilted cylinder” around each endpoint; see Figure 3. (In a
mild abuse of terminology, we will simply call it a cylinder.) The cylinder around 0 is
Cθ,c = {(uθ1, uθ2) : |uθ1| ≤ Φ−1(c), |uθ2| ≤ Φ−1(c)}.
We call this the 0–cylinder of Eθ,r,c; it has one inside end in the hyperplane Hθ,Φ−1(c), and an
outside end in Hθ,−Φ−1(c). We thus call Eθ,r,c a tube-and-cylinders region. By monotonicity of Φ
and Ξ, {u : Dθ,r(u) = c} is the boundary of the tube-and-cylinders region.
By (2.8), on {u : 0 < uθ1 = |uθ2|} (which is a cone boundary), Φ(|u|θ,∞) is the “min” in (2.6).;
this uses the fact that uθ1 = |u|θ,∞ on that cone boundary. This means that the boundary of the 0–
cylinder meets the shell in the inside end of the 0–cylinder, the intersection being the (d−2)-sphere
of radius c1/2Ξ(Φ−1(c)) around Φ−1(c)yθ in Hθ,Φ−1(c); we call this (d− 2)-sphere Sθ(c).
Let ψab denote the angle, taken in [0, pi], between nonzero vectors a and b. The vector θ (or its
multiple yθ) and the vector zθ ⊥ Hθ,0 need not be parallel, but we can bound the angle between
them as follows. Let a > 0 be such that azθ ∈ Hθ,1; then 1 = azθ · zθ so a = 1/|zθ|2. Also,
g(azθ) ≥ 1, and azθ is the orthogonal projection of yθ onto the line through 0 and zθ so
yθ · zθ|zθ| = |azθ|.
From lattice symmetry, there exists an othonormal basis for Rd containing yθ and consisting of
vectors in ∂Bg having the same Euclidean length; by inverting basis vectors we may assume zθ
has all nonnegative coefficients in this basis. Then the convex hull of the basis vectors includes a
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0 (u · θ)θuθ1yθ
u
Hθ,uθ1
Lθ
v
0 xα wα w
′
α
xθ
Hθ,0
Hα,0
Lθ(v)
Lα(v)
Lα′(v)
Figure 2. Top: Illlustration of the relationships in (2.10). uθ1yθ and u − uθ1yθ
are the θ–components of u. uθ1yθ may instead lie on the opposite side of (u · θ)θ.
Bottom: Illustration of (2.11) and (2.12). The angle between Lθ(v) and Hθ,0 is
bounded below by arcsin 1/
√
d.
multiple bzθ with b > 0; the convex hull is contained in Bg so we must have b ≤ a. The minimum
Euclidean length of vectors in this convex hull is |yθ|/
√
d, so
(2.9)
yθ
|yθ| ·
zθ
|zθ| =
|azθ|
|yθ| ≥
|bzθ|
|yθ| ≥
1√
d
.
Therefore ψyθ,zθ = ψθ,zθ ≤ arccos 1/
√
d; alternatively we can say the angle between θ and Hθ,0 is
at least arcsin 1/
√
d. This has several consequences. First, for all u ∈ Rd,
(2.10)
|uθ2|√
d
=
dθ(u, Lθ)√
d
≤ d(u, Lθ) ≤ |uθ2|, |uθ1||yθ| ≤
√
d|u|, |uθ2| ≤
√
d− 1|u|,
∣∣∣u·θ−uθ1|yθ|∣∣∣ ≤√d− 1d |uθ2|
(see Figure 2.) Second, there exists 5, 6 > 0 and C30 as follows. Suppose α, θ ∈ Sd−1 and the
angle ψzα,zθ between Hα,0 and Hθ,0 is at most 5. Suppose also that for some v, Lθ(v) intersects
Hα,0 and Hθ,0 in points xα and xθ respectively. Then
|xα − xθ| ≤ C30ψzα,zθ |xθ|,
which by (1.12) means that
(2.11) ψαθ < 6 =⇒ |xα − xθ| ≤ C31ψαθ|xθ|.
In addition, for α′ ∈ Sd−1, letting wα = Lα(v) ∩Hθ,0, wα′ = Lα′(v) ∩Hθ,0 we have
(2.12) ψαθ < 6, ψα′θ < 6 =⇒ |wα − wα′ | ≤ C31ψαα′ |v − xθ|.
Here and in what follows, for a line L, a hyperplane H, and a point w, we write w = L ∩H as a
shorthand for {w} = L ∩H.
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Note that in both (2.11) and (2.12), we can view the context as starting with a line Lθ(v) through
v that intersects a hyperplane Hθ,0 at an angle of at least arcsin 1/
√
d. Equation (2.11) bounds the
change in the intersection point if we rotate the hyperplane around 0 from Hθ,0 to Hα,0, keeping
the line fixed. Equation (2.12) bounds the change in the intersection point if we instead rotate the
line through v from direction α to α′ (both near θ), keeping the hyperplane fixed.
Another consequence of (2.11) and (2.12) is the following, relating change in θ–coordinate values
to change in the angle θ. When we change from θ to α, in comparing xθ2 to x
α
2 it is not appropriate
to simply consider |xθ2−xα2 |, as these are coordinate vectors under different bases, used in different
spaces (Hθ,· vs Hα,·). Instead we compare them in Rd by considering |(0, xθ2)θ − (0, xα2 )α|.
Lemma 2.2. Suppose A2(ii) holds for some θ0 and 0 > 0, and let 6 be as in (2.11), (2.12). There
exist Ci as follows. Suppose α, θ ∈ Sd−1 with ψαθ ≤ 6, and 0 6= x ∈ Rd. Then
(2.13) max
(
|xθ1 − xα1 |, |(0, xθ2)θ − (0, xα2 )α|
)
≤ C32ψαθ|x|.
Proof. Let 0 6= x ∈ Rd and α, θ ∈ Sd−1 with ψαθ ≤ 6. Let wθ = xθ1yθ be the first θ–component of
x, so that
(2.14) |x− wθ| = |xθ2|, |wθ| = |yθ||xθ1|.
Similarly let wα = x
α
1 yα, and let q = Lθ ∩Hα,xα1 (noting x ∈ Hθ,xθ1 .) Then from (2.10), (2.11), and
(2.12),
|yθ||xθ1 − xα1 | = |wθ − xα1 yθ|
≤ |wθ − q|+ |q − wα|+ |xα1 | |yα − yθ|
≤ C31ψαθ|wθ|+ C31ψαθ|wα|+ c1ψαθ|xα1 |
≤ c2ψαθ|x|,(2.15)
and using the last two inequalities in (2.15),
|(0, xθ2)θ − (0, xα2 )α| = |(x− wθ)− (x− wα)| ≤ |wθ − q|+ |q − wα| ≤ c2ψαθ|x|.(2.16)

We can use (2.10) to relate the θ-ratio of u to the tangent of ψuθ:
(2.17) uθ1 > 0,
|uθ2|
uθ1
≤ |yθ|
2
=⇒ tanψuθ = d(u, Lθ)
u · θ ≤
|uθ2|
uθ1|yθ| − |uθ2|
≤ 2|yθ|
|uθ2|
uθ1
.
In the other direction, by (2.9), the tangent of angle between θ and u−uθ1yθ has magnitude at least
1/
√
d− 1 so letting w be the closest point to u in Lθ, satisfying |w| = u · θ, we have
|uθ1yθ − w| ≤
√
d− 1|u− w| = √d− 1|w| tanψuθ
so
u · θ > 0, tanψuθ = d(u, Lθ)
u · θ ≤
1
2
√
d− 1 =⇒
|uθ2|
|yθ|uθ1
≤
√
d|u− w|
|w| − |uθ1yθ − w|
≤ 2
√
dd(u, Lθ)
u · θ
=⇒ |u
θ
2|
uθ1
≤ 2
√
d|yθ| tanψuθ.(2.18)
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The bound on the angle between yθ and zθ also gives information about the 0-cylinder of Eθ,r,c.
If u lies in either end of Cθ,c then |u| ≥ |yθ|Φ−1(c)/
√
d, while if u lies in the side of Cθ,c then
|u| ≥ Φ−1(c)/√d. Thus
(2.19) u ∈ ∂Cθ,c =⇒ |yθ| ∧ 1√
d
Φ−1(c) ≤ |u| ≤ (|yθ|+ 1)Φ−1(c).
Let µ = g(e1). Convexity and lattice symmetry yield that µBg contains the `
1–unit ball in Rd
and is contained in the `∞–unit ball, so
(2.20)
µ√
d
|x| ≤ g(x) ≤ µ
√
d|x| for all x ∈ Rd.
In addition, from the triangle inequality,
(2.21) |xθ1| |yθ| − |xθ2| ≤ |x| ≤ |xθ1| |yθ|+ |xθ2|.
Finally, given λ ≥ 1, by (2.5), for some C33(λ), for all s ≥ C33,
(2.22) Φ(s) ≥ λ(1−χ)/2Φ
( s
λ
)
.
Hence suppose c is large and x lies in the tube portion of Eθ,r,c, that is, |xθ2| ≤ c1/2Ξ(xθ1), and
suppose λΦ−1(c) ≤ xθ1 ≤ r/2 for some λ ≥ 1. Then using (2.7) and (2.22), the θ–ratio of x satisfies
(2.23)
|xθ2|
xθ1
≤ c
1/2Ξ(xθ1)
xθ1
≤ c
1/2
Φ(λΦ−1(c))1/2
≤ λ−(1−χ)/4.
Define the slabs
Ωθ(s, t) = {x ∈ Rd : s ≤ xθ1 ≤ t}.
Of particular interest are H fatθ,s := Ωθ(s, s + µ
√
d) and Hrfatθ,s := Ωθ(s − µ
√
d, s), which we call the
fattened and backwards-fattened Hθ,s, respectively; generically we call any such slab of thickness
µ
√
d a fattened hyperplane. This thickness is chosen so that, by (2.20), any lattice path crossing
a fattened hyperplane must have at least one site in it. If x ∈ Hrfatθ,s ∪ H fatθ,s then by (2.20) the
θ-projection xˆ of x into Hθ,s satisfies
(2.24) |x− xˆ| ≤
√
d
µ
g(x− xˆ) ≤ d.
More generally, for a set B contained in some Hθ,s we write B
rfat and Bfat for [s−µ√d, s]×B and
[s, s+ µ
√
d]×B (in θ–coordinates), respectively. The values θ, s will be uniquely determined by B
in all instances here.
Given δ > 0, a geodesic Γxy, and a site u preceding a site v in Γxy, we say that x, u, v form a
δ-fat triangle in Γxy if d(u,Πxv) ≥ δ|v− x|. For 0 < δ < 1/2 it follows straightforwardly from (2.3)
that
(2.25) |u− x|+ |v − u| − |v − x| ≥ (δ2 ∧ δ)|v − x|,
that is, the extra distance associated with this triangle is at least (δ2 ∧ δ)|v − x|. An analog for g
is the following variant of (2.4).
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Lemma 2.3. Suppose A1 and A2(i),(ii) hold for some θ0 and 0 > 0. There exists C34 as follows.
For all δ > 0, all θ ∈ Sd−1 with ψθθ0 < 0, all u, v ∈ Rd with v/|v| = θ and d(u,Π0v) ≥ δ|v|, we
have
(2.26) g(u) + g(v − u)− g(v) ≥ C34(δ2 ∧ δ)|v|.
Proof. Let u, v be as in the lemma statement. Consider first the case of g(u) ≥ g(v); we then have
from (2.20) that
(2.27) g(u) + g(v − u) ≥ g(v) + µ√
d
|v − u| ≥ g(v) + δµ√
d
|v|.
Consider next u /∈ Ωθ(0, g(v)), noting that this slab has 0, v in its boundary. From symmetry we
may assume u ∈ H+θ,g(v). But then g(u) ≥ g(v) so (2.27) applies.
Finally consider g(u) < g(v) with u ∈ Ωθ(0, g(v)), so uθ1 ∈ [0, g(v)]. We let wˆ = uθ1yθ be the first
θ–component of u. Then wˆ ∈ Π0v so from symmetry we may assume |wˆ| ≥ |v|/2, so that using
(2.20),
(2.28)
∣∣∣∣ ug(wˆ) − yθ
∣∣∣∣ = |u− wˆ|g(wˆ) ≥ d(u,Π0v)g(v) ≥ δµ√d.
Note that Hθ,g(wˆ) contains u, wˆ and is tangent to ∂(g(wˆ)Bg) at wˆ. It therefore follows from (2.28)
and (1.8) that
d
(
u
g(wˆ)
,Bg
)
≥ C820
(
c1δ
0
∧
(
c1δ
0
)2)
≥ c2(δ ∧ δ2),
and then using (2.20), since g(wˆ) ≥ g(v)/2,
(2.29) g(u) ≥ g(wˆ)
(
1 + dg
(
u
g(wˆ)
,Bg
))
≥ g(wˆ)
(
1 +
c2µ√
d
(δ ∧ δ2)
)
≥ g(wˆ) + c3(δ ∧ δ2)|v|.
Now Hθ,g(wˆ) contains u and is tangent to the boundary of the translate v + g(wˆ − v)Bg at wˆ. It
follows that g(u− v) ≥ g(wˆ − v). Therefore using (2.29),
g(u) + g(v − u) ≥ g(wˆ) + g(wˆ − v) + c3(δ ∧ δ2)|v| ≥ g(v) + c3(δ ∧ δ2)|v|,
as desired. 
The proof of the next proposition is based on the fact that if a path γ from 0 to some site
ryθ contains a site u with Dθ,r(u) ≥ t, then there are necessarily 3 sites in γ (one of which is an
endpoint, 0 or ryθ) which form a δ–fat triangle for some appropriate δ, and Lemma 2.3 can be
used to help show that the probablity of this is small. Analogous results based on the same general
principle appear in [6] for an integrable last passage percolation model in d = 2, and in [17] for
FPP in d = 2 under hypotheses similar to ours here.
Proposition 2.4. Suppose A1 and A2(i),(ii) hold for some θ0 and 0 > 0. There exist constants
Ci as follows. For all r, θ with ψθθ0 < 0 and 0 6= ryθ ∈ Zd, and all t > 0,
(2.30) P
(
max
u∈Γ0,ryθ
Dθ,r(u) ≥ t
)
≤ C35e−C36t log t.
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Proof. It is enough to consider t sufficiently large (not depending on r, θ.) Let U = (U θ1 , U
θ
2 ) be
the site which maximizes Dθ,r(·) over Γ0x, with ties broken arbitrarily, and let C = Dθ,r(U) ≥ t
be the corresponding maximum value. By monotonicity of Φ, U must lie on the boundary of
{u : Dθ,r(u) ≤ C}. From symmetry we may assume U θ1 ≤ r/2. We show there exists W ∈ Γ0x such
that 0, U,W form a δ-fat triangle for appropriate δ. Fix κ large enough so
κ ≥2
√
d(1 + |yθ|)
|yθ| ∧ 1 ,
C3
κ(1−γ2)/2
log(2 + κs)
log(2 + s)
≤ 1 for all s ≥ 0,
and κ−(1−χ)/4 ≤
(
0
4
∧ 1
4
√
d(1 + |yθ|)C1/23
)
|yθ|.(2.31)
Note that from (2.5), (1.2), and (2.31), given δ > 0, provided we take κ sufficiently large,
(2.32)
(
Ξ(κs)
κ
)2
=
s
κ
σκs log(2 + κs) ≤ C3
κ1−γ2
sσs log(2 + κs) ≤ δΞ(s)2.
There are four cases; see Figure 3.
Case 1: Suppose that U θ1 ≤ Φ−1(C) ≤ r/2κ. Then U lies on the boundary of the 0-cylinder
{u : Φ(|u|θ,∞) ≤ C}. Let W be the first point of Γ0x after U with W θ1 = κΦ−1(C), and let W
be the first site in Γ0x after W . Then W,W must lie in the “tube” portion of Eθ,r,C , meaning
|W θ2 | ≤ C1/2Ξ(W θ1 ). Provided t (and hence C and W θ1 ) are large, from (2.7), (2.22), and (2.31),
the θ–ratio of W satisfies
(2.33)
|W θ2|
W
θ
1
≤ C
1/2Ξ(W
θ
1)
W
θ
1
≤
(
C
Φ(W
θ
1)
)1/2
≤ κ−(1−χ)/4 ≤ 0|yθ|
4
,
and hence by (2.17),
(2.34) tanψθW ≤
2
|yθ|κ
−(1−χ)/4 ≤ 0
2
,
so ψθW < 0. Now min{dθ(u, Lθ) : uθ1 ≤ Φ−1(C), Dθ,r(u) = C} is achieved on Sθ(C) so is equal to
C1/2Ξ(Φ−1(C)). Hence by (2.10),
d(U,Lθ) ≥ 1
d1/2
C1/2Ξ(Φ−1(C)).
On the other hand, letting V denote the closest point to U in Π0W , we have |V | ≤ |U | ≤ (1 +
|yθ|)Φ−1(C), so from (2.7), (2.31), and (2.34),
d(V,Lθ) ≤ |V | tanψθW ≤
2(1 + |yθ|)
|yθ| κ
−(1−χ)/4Φ−1(C)
≤ 2(1 + |yθ|)C
1/2
3
|yθ| κ
−(1−χ)/4C1/2Ξ(Φ−1(C)) ≤ 1
2d1/2
C1/2Ξ(Φ−1(C)),
so using (2.7) again, we must have
(2.35) d(U,Π0W ) = d(U, V ) ≥
1
2d1/2
C1/2Ξ(Φ−1(C)) ≥ 1
2d1/2
Φ−1(C).
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Hθ,Φ−1(C)
Hθ,κΦ−1(C)
0 W = ryθ
Lθ
U
0 W = ryθ
U
W
0
H
θ,κUθ1U
V
0 W = ryθ
U
Figure 3. Illustrations for the proof of Proposition 2.4. Top row: Cases 1 and 2a.
Second row: Cases 2b and 3. Bottom row: Case 4.
Now in θ–coordinates W/κ = (Φ−1(C), κ−1W θ2 )θ, and from (2.32) and (2.7),
(2.36)
|W θ2|
κ
≤ C
1/2Ξ(κΦ−1(C))
κ
≤ C1/2Ξ(Φ−1(C)) ≤ Φ−1(C),
so W/κ lies in the boundary of the 0-cylinder of Eθ,r,C , and hence by (2.19),
(2.37)
|yθ| ∧ 1√
d
Φ−1(C) ≤ |W |
κ
≤ (1 + |yθ|)Φ−1(C).
From (2.35) and the second inequality in (2.37) we obtain
d(U,Π0W ) ≥
1
2κd1/2(1 + |yθ|)
|W |.
Since |W −W | ≤ 1 it is then straightforward that
d(U,Π0,W ) ≥ 1
4κd1/2(1 + |yθ|)
|W |,
meaning 0, U,W form a δ–fat triangle for δ = (4κd1/2(1 + |yθ|))−1. Then from Proposition 2.1 and
Lemma 2.3,
(2.38) h(U) + h(W − U)− h(W ) ≥ g(U) + g(W − U)− g(W )− C25σ|w| log |w| ≥ c1|W |.
Let Kt,1 satisfy
(2.39) 2Kt,1−2 ≤ κ(|yθ| ∧ 1)Φ
−1(t)√
d
≤ 3
2
κ(|yθ| ∧ 1)Φ−1(t)√
d
≤ 2Kt,1 ,
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so from (2.37), since |W −W | ≤ 1,
2Kt,1−3 ≤ κ(|yθ| ∧ 1)Φ
−1(t)
2
√
d
≤ κ(|yθ| ∧ 1)|Φ
−1(C)
2
√
d
≤ |W |
2
≤ |W |.
Since U lies in the boundary of the 0-cylinder of Eθ,r,C , as in (2.37) we have using (2.31)
|U | ≤ (1 + |yθ|)Φ−1(C) ≤ 2
√
d(1 + |yθ|)
κ(|yθ| ∧ 1) |W | ≤ |W |.
Consider now the events
Ak : there exist u,w ∈ Zd with 2k−3 < |w| ≤ 2k, |u| ≤ |w|,
h(u) + h(w − u)− h(w) ≥ c1|w|, and T (0, u) + T (u,w) = T (0, w).
We have by (2.38) that
(2.40) P
(
sup
u∈Γ0,ryθ
Dθ,r(u) ≥ t and Case 1 holds
)
≤ 2
∞∑
k=Kt,1
P (Ak).
Here the factor of 2 accounts for the fact we assumed U θ1 ≤ r/2. Let Ak(u,w) denote the event
that one of the following holds:
h(u)− T (0, u) ≥ c1
3
|w|, h(w − u)− T (u,w) ≥ c1
3
|w|, T (0, w)− h(w) ≥ c1
3
|w|.(2.41)
For u,w as in the event Ak, one of these inequalities must hold, so Ak ⊂ ∪u,wAk(u,w), where the
union is over u,w as in the definition of Ak. For each such u,w we have from (1.4) that
P (Ak(u,w)) ≤ 3C5 exp
(
−C6c12k−3/6σ(2k+1)
)
.
Summing the last bound over u,w, k and using (2.39), (2.40) yields
P
(
sup
u∈Γ0,ryθ
Dθ,r(u) ≥ t and Case 1 holds
)
≤ 2
∞∑
k=Kt,1
P (Ak)
≤
∞∑
k=Kt,1
c22
2dk exp
(
−c32k/σ(2k)
)
≤ c4 exp
(
− c5Φ−1(t)/σ(Φ−1(t))
)
≤ c4e−c6t log t.(2.42)
Case 2: Suppose U θ1 ≤ Φ−1(C) and Φ−1(C) > r/2κ. (The latter means “the cylinder is not
small relative to the tube.”) Then U again lies on the boundary of the 0-cylinder in Eθ,r,C , but
this time we take W = ryθ. We consider two subcases.
Case 2a: Suppose Case 2 holds with Φ−1(C) ≤ r/2. This means the tube is not completely
contained inside the two cylinders; this can only occur when Φ−1(t) ≤ r/2. Using (2.19) we then
have
1 ∧ |yθ|
2κ
√
d
r <
1 ∧ |yθ|√
d
Φ−1(C) ≤ |U | ≤ (1 + |yθ|)Φ−1(C) ≤ 1 + |yθ|
2
r,
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and as in Case 1, using (2.7),
d(U,Π0W ) ≥ d(U,Lθ) ≥ 1√
d
C1/2Ξ(Φ−1(C)) ≥ 1
(C3d)1/2
Φ−1(C) ≥ c7|yθ|r = c7|W |.
Thus 0, U,W form a c7-fat triangle. Define the event
B : there exists u ∈ Zd with 1 ∧ |yθ|
2κ
√
d
r < |u| ≤ 1 + |yθ|
2
r,
h(u) + h(ryθ − u)− h(ryθ) ≥ c8r, and T (0, u) + T (u, ryθ) = T (0, ryθ).
Similarly to Case 1 we have using Φ−1(t) ≤ r/2 that
(2.43) P
(
sup
u∈Γ0,ryθ
Dθ,r(u) ≥ t and Case 2a holds
)
≤ 2P (B) ≤ c9rde−c10r/σr ≤ c9e−c11t log t.
Case 2b: Suppose Case 2 holds with Φ−1(C) > r/2. This means the two cylinders contain the
entire tube, and here we need only consider Φ−1(t) ≥ r/2. This is generally similar to Case 1,
except that we do not know |U | ≤ |W | = r|yθ|.
Analogously to (2.19) we do have d(U,Π0,ryθ) ≥ (|yθ| ∧ 1)Φ−1(t)/
√
d ≥ c12r, so as in (2.38),
h(U) + h(ryθ − U)− h(ryθ) ≥ c13|U |.
We also know from (2.19) that |U | ≥ c14Φ−1(t). Instead of the events Ak we use
Bk : there exists u ∈ Zd with 2k−1 < |u| ≤ 2k,
h(u) + h(ryθ − u)− h(ryθ) ≥ c13|u|, and T (0, u) + T (u, ryθ) = T (0, ryθ),
and we define Kt,2 by
2Kt,2−1 < c14Φ−1(t) ≤ 2Kt,2 ,
so that similarly to (2.42),
P
(
sup
u∈Γ0,re1
Dr(u) ≥ t and Case 2b holds
)
≤ 2
∞∑
k=Kˆt,2
P (Bk)
≤ 2
∞∑
k=Kˆt,2
c152
dk exp
(
−c162k/σ(2k)
)
≤ c17e−c18t log t.(2.44)
Case 3: Suppose Φ−1(C) < U θ1 ≤ r/2κ, meaning that U lies on the tube boundary {u : |uθ2| =
C1/2Ξ(uθ1)} near the 0 end (but outside the 0-cylinder.) Similarly to Case 1, let W be the first
point of Γ0,ryθ after U with W
θ
1 = κU
θ
1 , and let W be the first site in Γ0,ryθ after W . Then using
(2.7) and (2.32),
|W | ≥ |W θ1yθ| − |W θ2| ≥ κ|yθ|U θ1 − C1/2Ξ(κU θ1 )
≥ κ|yθ|U θ1 −
κ|yθ|
2
C1/2Ξ(U θ1 ) ≥
κ|yθ|
2
U θ1 >
κ|yθ|
2
Φ−1(C),(2.45)
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and the θ-ratio of U satisfies
(2.46)
|U θ2 |
U θ1
=
C1/2Ξ(U θ1 )
U θ1
≤ C
1/2
Φ(U θ1 )
1/2
< 1
so using the next-to-last inequality in (2.45), provided κ is large,
(2.47) |U | ≤ (1 + |yθ|)U θ1 ≤
|W |
2
≤ |W |.
As in Case 1 let V be the closest point to U in Π0W , so |V | ≤ |U |. From (2.31) and (2.46), the
θ–ratio of W satisfies
(2.48)
|W θ2|
W
θ
1
≤ C
1/2Ξ(κU θ1 )
κU θ1
≤ κ−(1−χ)/4C
1/2Ξ(U θ1 )
U θ1
≤ κ−(1−χ)/4 < |yθ|
2
,
so by (2.17), (2.32), and (2.47),
(2.49) d(V,Lθ) ≤ |V | tanψθW ≤ |U | tanψθW ≤
2
|yθ|
C1/2Ξ(κU θ1 )|U |
κU θ1
≤ 1
2
√
d
C1/2Ξ(U θ1 ).
On the other hand, we have from (2.10) that
dθ(U,Lθ) = C
1/2Ξ(U θ1 ) so d(U,Lθ) ≥
1√
d
C1/2Ξ(U θ1 ),
which with (2.49) shows
d(U,Π0W ) = |U − V | ≥
1
2
√
d
C1/2Ξ(U θ1 ).
Thus 0, U,W form a δ-fat triangle with
δ =
C1/2Ξ(U θ1 )
2
√
d|W | .
From (2.48) and (2.21) we have
(2.50)
1
2
|yθ|κU θ1 ≤
1
2
|yθ|W θ1 ≤ |W | ≤ 2|yθ|W θ1 ,
so from (2.7), provided κ is large this δ satisfies
δ ≤ Φ(U
θ
1 )
1/2Ξ(U θ1 )
κ|yθ|
√
dU θ1
≤ 1
κ|yθ|
√
d
< 1.
Hence from Lemma 2.3, (2.48), and (2.7) we have
g(U) + g(W − U)− g(W ) ≥ C34CΞ(W
θ
1/κ)
2
4d|W |
≥ C34C
4dκ
W
θ
1
|W | σ
(
W
θ
1
κ
)
log
(
2 +
W
θ
1
κ
)
≥ c19Cσ(|W |) log(2 + |W |),
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and since |W −W | ≤ 1, the same holds for W in place of W , possibly with a smaller c19. Defining
the events
Fk : there exist u,w ∈ Zd with 2k−1 < |w| ≤ 2k, |u| ≤ |w|,
g(u) + g(w − u)− g(w) ≥ c19tσ(|w|) log(2 + |w|), and T (0, u) + T (u,w) = T (0, w),
and defining Kt,3 by
2Kt,3−1 <
κ|yθ|
2
Φ−1(t) ≤ 2Kt,3 ,
in view of (2.45) and (2.47) we have similarly to (2.42) and (2.44), provided t is large:
P
(
sup
u∈Γ0,re1
Dr(u) ≥ t and Case 3 holds
)
≤ 2
∞∑
k=Kt,3
P (Fk)
≤ 2
∞∑
k=Kt,3
c202
2dk exp (−c21tk)
≤ c22e−c23t log t.(2.51)
Case 4: Suppose max(Φ−1(C), r/2κ) < U θ1 ≤ r/2, meaning that U lies on the tube boundary
but not near an end. This can only occur when Φ−1(t) ≤ r/2, and this time we take W = ryθ. We
have using (2.10) that
d(U,Π0W ) ≥ d(U,Lθ) ≥ dθ(U,Lθ)√
d
=
|U θ2 |√
d
=
C1/2Ξ(U θ1 )√
d
≥ C
1/2Ξ(r/2κ)√
d
so 0, U, ryθ form a δ-fat triangle with
δ =
C1/2Ξ(r/2κ)√
d|yθ|r
.
From the definition (2.6) we have
δ2r ≥ CΞ(r/2κ)
2
d|yθ|2r =
C
2κd|yθ|2σ
( r
2κ
)
log
(
2 +
r
2κ
)
.
Similarly to Case 3 we have δ < 1. From (2.21) and (2.7) we obtain
|U | ≤ |yθ|U θ1 + C1/2Ξ(U θ1 ) ≤ |yθ|U θ1 + Φ(U θ1 )1/2Ξ(U θ1 ) ≤ (1 + |yθ|)U θ1 ≤ (1 + |yθ|)r.
Defining the event
F : there exists u ∈ Zd with |u| ≤ (1 + |yθ|)r, T (0, u) + T (u, ryθ) = T (0, ryθ),
and g(u) + g(ryθ − u)− g(ryθ) ≥ C34 t
2κd|yθ|2σ
( r
2κ
)
log
(
2 +
r
2κ
)
,
the rest is similar to Case 2a, and we obtain
P
(
sup
u∈Γ0,ryθ
Dθ,r(u) ≥ t and Case 4 holds
)
≤ 2P (F ) ≤ c24e−c25t log t.(2.52)
Putting the 4 cases together, (2.42), (2.43), (2.44), (2.51), and (2.52) complete the proof. 
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The following is a purely deterministic result about norms on Zd when the local curvature
assumption is satisfied.
Lemma 2.5. Suppose the norm g satisfies the local curvature assumption A2(ii) for some θ0, 0.
There exist constants 7 and Ci as follows. Suppose ` > C37, ψθθ0 < 7, and u, v ∈ Hθ,` with
(2.53)
|u− `yθ|
`
< 7,
|v − u|
`
< 7.
Then
(2.54) |g(v)− g(u)| ≤ C38
( |v − u| |u− `yθ|
`
+
|v − u|2
`
)
.
Proof. We bound g(v) − g(u) as the opposite bound is nearly symmetric. Let α = u/|u|. By
A2(ii) and (1.12), provided we take 7 small, the first inequality in (2.53) guarantees that the angle
between Hθ,0 and Hα,0 is at most c1|u− `yθ|/`. Since v − u ∈ Hθ,0, it follows that the orthogonal
projection a of v − u into Hα,0 satisfies |a| ≤ |v − u| and
|(v − u)− a| ≤ |v − u| sin
(
c1|u− `yθ|
`
)
≤ c1 |v − u| |u− `yθ|
`
(2.55)
(see Figure 4.) We have
sinψθ,u ≤ |u− `yθ|
`|yθ| <
7
|yθ| ,
so provided 7 is small enough,
(2.56) ψu,θ0 ≤ ψuθ + ψθθ0 ≤
(
2
|yθ| + 1
)
7 < 0.
Now u+ a lies in the tangent plane Hα,uα1 to g(u)Bg at u, with
|a|
g(u)
≤ |v − u|
`
< 7,
so by A2(ii), (2.20), and (2.56),
g(u+ a)− g(u) = dg(u+ a, g(u)Bg) ≤ µ
√
dd(u+ a, g(u)Bg) ≤ c2 |a|
2
g(u)
≤ c2 |v − u|
2
`
.
Combining this with (2.20) and (2.55) yields
g(v)− g(u) ≤ g(u+ a) + g((v − u)− a)− g(u) ≤ c2 |v − u|
2
`
+ c3
|v − u| |u− `yθ|
`
.

We next consider the transverse increments of T (0, u), that is, we bound |T (0, u)−T (0, v)| when
|g(u)− g(v)| is small. (We can’t require it be exactly 0 since u, v are lattice points.) Heuristically,
assuming |u − v|  ∆(|u|), ∆−1(|u − v|) may be viewed as the typical distance traveled by Γu0
and Γv0 before they can get close enough to coalesce. Then σ(∆
−1(|u − v|)) becomes the scale of
“fluctuations before coalescing,” and we show that |T (0, u)− T (0, v)| is unlikely to be much larger
than this scale. A variant of the following proposition, for d = 2, appears in [17].
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Figure 4. Illustration for the proof of Lemma 2.5.
Proposition 2.6. Suppose A1 and A2(i),(ii) hold for some θ0, 0, and let 7 be as in Lemma 2.5.
There exist constants Ci as follows. For all u, v ∈ Zd with
(2.57) |u| ≥ C39,
∣∣∣∣θ0 − u|u|
∣∣∣∣ < 7, |g(u)− g(v)| ≤ 4µd, and |u− v| ≤ C40∆(|u|),
and all λ ≥ C41, we have
(2.58) P
(
T (v, 0)− T (u, 0) ≥ λσ(∆−1(|u− v|)) log |u− v|
)
≤ C42e−C43λ log |u−v|.
Proof. Let
θ =
u
|u| , ` = c1∆
−1(|u− v|), and t = c2λ log |u− v|,
with c1, c2 to be specified; note log ` and log |u − v| are of the same order. Provided C40 is taken
small (depending on c1), we have ` ≤ |u|/2|yθ| = uθ1/2. We consider first the case of “moderately
large λ”:
(2.59) λσ(∆−1(|u− v|)) log |u− v| ≤ 2h(u− v).
We intersect a tube-and-cyliners region with a fattened hyperplane to get
Υ` = H
rfat
θ,uθ1−` ∩ Eθ,uθ1,t
so that every path crossing Hθ,uθ1−` inside Eθ,uθ1,t must include a site in Υ`. Therefore either
Γu0 6⊂ Eθ,uθ1,t or there exists a first site X of Γu0 in Υ`, in which case
T (u, 0) = T (u,X) + T (X, 0) so T (v, 0)− T (u, 0) ≤ T (v,X)− T (u,X).
It follows using Proposition 2.4 that
P
(
T (v, 0)− T (u, 0) ≥ λσ(∆−1(|u− v|)) log |u− v|
)
≤ P
(
sup
x∈Γu0
Dθ,uθ1
(x) > t
)
+
∑
x∈Υ`∩Zd
P
(
T (v, x)− T (u, x) ≥ λσ(∆−1(|u− v|)) log |u− v|
)
≤ C35e−C36t log t + c3`d−1 max
x∈Υ`∩Zd
P
(
T (v, x)− T (u, x) ≥ λσ(∆−1(|u− v|)) log |u− v|
)
.(2.60)
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Figure 5. Illustration for the proof of Proposition 2.6. T (0, u) and T (0, v) are
likely to be close because Γ0u has the option to pass through the same site x ∈ Υ`
that Γ0v passes through.
Let x ∈ Υ` ∩ Zd. We claim that
(2.61) g(v − x)− g(u− x) ≤ c4(t log |u− v|)1/2σ(∆−1(|u− v|)).
To prove this, let w = (uθ1 − `)yθ ∈ Π0u. We first approximate x by its θ–projection xˆ = (wθ1, xθ2)
into Hθ,uθ1−`. Then from the definition of Υ`,
(2.62) g(x− xˆ) = |xθ1 − wθ1| ≤ µ
√
d.
Let vˆ be the closest point to v in Hθ,uθ1
. Since |g(v) − g(u)| ≤ 4µd, provided |u| is large (so by
(2.57) ψuv is small) there exists a point v on the line through v and vˆ satisfying g(v) = g(u) and
g(v − v) ≤ 5µd. In order to bound g(v − vˆ), we first observe that
(2.63) |u− vˆ| ≤ |u− v| = ∆(`/c1) and hence |u− vˆ|
g(u)
≤ ∆(`/c1)
`
,
and the last fraction can be made small by taking c1 large in the definition of ` (so ` itself is large),
and it then follows from A2(ii) and (2.20) that
g(v − vˆ) ≤ µ
√
d|v − vˆ|+ g(v − v) = µ
√
dd(v,Hθ,uθ1
) + 5µd ≤ c5 |u− vˆ|
2
uθ1
+ 5µd
≤ c5 ∆(`/c1)
2
`
+ 5µd ≤ c6σ(∆−1(|u− v|)).(2.64)
In view of (2.62) and (2.64), to prove (2.61) it remains to bound g(vˆ− xˆ)− g(u− xˆ), for which we
use Lemma 2.5 with the origin shifted to xˆ. First observe that provided c1 (and hence `) is large,
using (2.59) we have
(2.65) t = c2λ log |u− v| ≤ c7 ∆(`)
σ`
= c7
(
`
σ`
)1/2
< Φ(`).
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Therefore ` > Φ−1(t), meaning that w, x lie in the tube part of the tube-and-cylinders region Eθ,uθ1,t.
Therefore
(2.66) |w − xˆ| = |xθ2| ≤ t1/2Ξ((x− u)θ1) = t1/2Ξ(`),
and hence from the second inequality in (2.65), provided c1 (and therefore `) is large,
|w − xˆ|
`
≤ t
1/2Ξ(`)
`
≤
(
∆` log `
`
)1/2
< 7,
for 7 from Lemma 2.5. From (2.63) we also have
|u− vˆ|
`
≤ ∆(`/c1)
`
< 7,
so Lemma 2.5 applies, giving
(2.67) g(vˆ − xˆ)− g(u− xˆ) ≤ C38
( |vˆ − u| |w − xˆ|
`
+
|vˆ − u|2
`
)
.
Using again |vˆ − u| ≤ ∆(`/c1) along with (2.66) and (2.67) lets us conclude
g(vˆ − xˆ)− g(u− xˆ) ≤ c8(t log `)1/2σ`.
With (2.62) and (2.64) this proves (2.61).
From (2.61) and Proposition 2.1, provided λ is large,
h(v − x)− h(u− x) ≤ (c9(t log `)1/2 + c10 log `)σ`
≤ c11λ1/2σ(∆−1(|u− v|)) log |u− v|
≤ λ
2
σ(∆−1(|u− v|)) log |u− v|.(2.68)
It follows using (1.4) that the probability in (2.60) satisfies
P
(
T (v, x)− T (u, x) ≥ λσ(∆−1(|u− v|)) log |u− v|
)
≤ P
(
T (v, x)− h(v − x) ≥ λ
4
σ(∆−1(|u− v|)) log |u− v|
)
+ P
(
T (u, x)− h(u− x) ≤ −λ
4
σ(∆−1(|u− v|)) log |u− v|
)
≤ C5 exp
(
−C6λ
4
σ(∆−1(|u− v|))
σ(|v − x|) log |u− v|
)
+ C5 exp
(
−C6λ
4
σ(∆−1(|u− v|))
σ(|u− x|) log |u− v|
)
.
(2.69)
From From (2.65) (without the last inequality), (2.7) we get tΞ(`)2/`2 ≤ c12(σ`/`)1/2 log ` ≤
(|yθ|/2)2. Using this with (2.20), (2.24), (2.62), and (2.66) we get
|v − x| ≤ |v − u|+ |u− w|+ |w − xˆ|+ |xˆ− x|
≤ ∆(`/c1) + `|yθ|+ |xθ2|+ d
≤ 2|yθ|`(2.70)
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and similarly for |u − x|. Hence the right side of (2.69) is bounded above by 2C5e−c13λ log |u−v|,
which with (2.60) yields that for all λ ≥ c14/2 satisfying (2.59),
P
(
T (v, 0)− T (u, 0) ≥ λσ(∆−1(|u− v|)) log |u− v|
)
≤ C35e−C36t log t + 2C5c3`d−1e−c13λ log |u−v|
≤ c15e−c16λ log |u−v|.(2.71)
It remains to consider “large λ,” meaning (2.59) does not hold:
(2.72) λσ(∆−1(|u− v|)) log |u− v| > 2h(u− v).
Here we have using (1.4) that
P
(
T (v, 0)− T (u, 0) ≥ λσ(∆−1(|u− v|)) log |u− v|
)
≤ P
(
T (u, v) ≥ h(v − u) + λ
2
σ(∆−1(|u− v|)) log |u− v|
)
≤ C5 exp
(
−C6λ
2
σ(∆−1(|u− v|))
σ(|u− v|) log |u− v|
)
≤ C5e−c17λ log |u−v|.(2.73)
With (2.60) and (2.71) this proves (2.58). 
3. Existence and transverse fluctuations of θ–rays
For a geodesic ray Γ = (v0, v1, . . . ) (as a sequence of sites), we say Γ is a subsequential θ–ray if
there exists a subsequence {vnk} for which vnk/|vnk | → θ. We say a sequence {Γn} of geodesics
or geodesic rays from v0 converges to Γ if for each j ≥ 1, for all sufficiently large n, Γ[v0, vj ] is an
initial segment of Γn. If {Γn} is a sequence of geodesics or geodesic rays from a fixed v0 with length
|Γn| → ∞, then {Γn} has a converging subsequence.
In Proposition 2.4, the bound on the probability is uniform in r. This enables us to turn that
lemma (or more precisely, its proof) into a result about θ–rays, which is part (ii) of the next
proposition. The proposition also includes parts (i), (iv)(a), and (iv)(b) of Theorem 1.5.
Proposition 3.1. Suppose A1 and A2(i),(ii) hold for some θ0, 0.
(i)
P
(
for all v ∈ Zd and θ ∈ Sd−1 with ψθθ0 < 0, a θ-ray from v exists) = 1.(3.1)
If also A2(ii’) holds then this is true without the condition ψθθ0 < 0.
(ii) There exist constants Ci as follows. For t > 1,
P
(
for some θ ∈ Sd−1 with ψθθ0 < 0, there exists a θ-ray Γ from 0 with
sup
u∈Γ
Dθ(u) > t
)
≤ C44e−C45t log t.(3.2)
If also A2(ii’) holds then this is true without the condition ψθθ0 < 0.
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(iii)
P
(
for every v ∈ Zd and θ ∈ Sd−1 with ψθθ0 < 0, every subsequential θ-ray
from v is a θ–ray) = 1.(3.3)
If also A2(ii’) holds then
P
(
there exists a geodesic ray with no asymptotic direction
)
= 0.(3.4)
Proof. Observe that event in (3.2) is contained in the event
At : there exist θ ∈ Sd−1 with ψθθ0 < 0 and zn ∈ Zd, with
|zn| → ∞, θn = zn/|zn| → θ, and sup
u∈Γ0,zn
Dθn(u) > t.
This can be seen by fixing Γ = (v0, v1, . . . ) (as a sequence of sites) and θ as in (3.2), and a site
u = vm ∈ Γ with Dθ(u) > t, taking zn = vm+n for all n, and noting that Dθn(u) → Dθ(u) as
n→∞.
Further, if Γ = (v0, v1, . . . ) is a subsequential θ–ray which is not a θ–ray, then there are subse-
quences vn(k)/|vn(k)| → θ and ζ(j) = vn′(j)/|vn′(j)| → ζ for some θ 6= ζ. But this means that given
t > 0, fixing k sufficiently large we have Dζ(j)(vn(k)) > t for all sufficiently large j (depending on
k), which in turn means that At occurs with zj = vn′(j). It follows that the complement of the
event in (3.3) is contained in ∩t>0At.
Therefore to prove both (3.2) and (3.3) it is enough to show
(3.5) P (At) ≤ C44e−C45t log t.
Note that for fixed zn we can use Proposition 2.4, but we cannot sum over possible zn as the
entropy is too large. However, in the proof of that lemma, all that we use is (after converting
the notation for our present context) the existence of a δ-fat triangle of sites 0, u, w in Γx,zn for
sufficiently large δ (depending on |u|, |w|.) The bounds in that proof do not involve zn, so in the 4
cases there it is only necessary to sum over ranges of possible values of |u| or |w|. Thus the proof
of Proposition 2.4 also proves (3.5).
The last sentence in (ii) follows from (3.2) and the compactness of Sd−1, and similarly in (iii).
Turning to (i), it is enough to consider v = 0. Given θ ∈ Sd−1 with ψθθ0 < 0, let zn ∈ Zd
with |zn| → ∞ and θn = zn/|zn| → θ. Then some subsequence of {Γ0zn} converges to a geodesic
ray Γ∞ = (0 = w0, w1, . . . ) from 0. If Γ∞ is not a θ–ray, it is a subsequential ζ–ray for some
ζ ∈ Sd−1, ζ 6= θ. It follows readily that
lim sup
j→∞
lim sup
n→∞
Dθn(wj) =∞,
which means At occurs for all t > 0. Thus Γ∞ is a θ–ray a.s. Equation (3.1) then follows from
(3.5), and the last sentence of (i) again follows from compactness of Sd−1. 
4. Crowded geodesics
We call a path or geodesic from a set A ⊂ Rd to B ⊂ Rd nonreturning if only the first bond
〈x0x1〉 (viewed as a line segment) intersects A and only the last bond 〈xm−1xm〉 intersects B. A
nonreturning path from H−θ,s1 to H
+
θ,s2
for some s1 < s2 is called a θ–slab path, and similarly for a
θ–slab geodesic.
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In Theorem 1.5(ii), one can view the density of H+θ0,R–entry points as bounding the maximum
possible longitudinal density of any set of halfspace θ0–rays with distinct H
+
θ0,R
–entry points. Given
an upper bound for this density larger than its heuristically-suggested order of ∆
−(d−1)
R , we may
express the bound as n1+(d−1)β0/∆d−1R for some β0 > 0 and n ≥ 1, which we may read as n θ–rays
crossing per volume (n−β0∆R)d−1 in Hθ,0. Thus to bound the mean Hθ0,R–crossing density our
main task is roughly to bound
P
(
there exist n halfspace θ0–rays with distinct H
+
θ0,R
–entry points
originating from {0} × [−n−β0∆R, n−β0∆R]d−1
)
.(4.1)
Obtaining such a bound with n = (logR)K for some (large) K corresponds—modulo a few
technicalities—to bounding the mean Hθ0,R-crossing density by (logR)
K′/∆d−1R , with K
′ = (1 +
(d − 1)β0)K. Similarly, we can bound the mean combined Hθ0,R–crossing density of θ–rays over
θ ∈ J(θ0, ) for some , mainly by bounding
P
(
there exist n θ0–slab geodesics from H
−
θ0,0
to H+θ0,2R with distinct H
+
θ0,R
–entry points
originating from {0} × [−n−β0∆R, n−β0∆R]d−1 with initial orientation in J(θ0, 2)
)
,(4.2)
where by the initial orientation of a geodesic we mean its direction from its starting point to its
H+θ0,R–entry point.
Remark 4.1. The idea of the bound on (4.2) is as follows, for some values βi ∈ (0, 1), with some
details and definitions altered to reduce technicalities. Consider first the probability there exist n
slab geodesics as in (4.2) which are disjoint. Divide the initial portions (i.e. up to Hθ0,R) of these
slab geodesics into nβ2 segments of equal length ` = n−β2R, cutting at the H+θ0,i`–entry points for
i ≤ nβ2 . The “natural” transverse spacing of these segments is ∆(`) = ∆(n−β2R); for given i let us
call the ith segments of two slab geodesics Γ(1),Γ(2) neighbors if the respective H+θ0,i`–entry points
u
(1)
i , u
(2)
i satisfy
|u(1)i − u(2)i | ≤ n−β0∆R  ∆`, |u(1)i+1 − u(2)i+1| ≤ n−β0∆R  ∆`.
We show that with very high probability, no pair of neighbors (for any i) have passage times that
differ by even a small multiple of σ`. The neighbors have close passage times because, except
near their endpoints, they are “geodesics chosen from the same set of possible paths.” The close
passage times mean that, modulo a small-probability event, if we fix any one slab geodesic Γ and
the passage times of its segments, those segment passage times in Γ effectively nearly determine
the passage times of all neighbor segments of other slab geodesics. In particular, in view of (1.9)
and (1.10), we say a segment is fast if its passage time is at most ET (0, `yθ0) +
η
8σ`; up to a small
error, for every fast segment of our fixed θ–ray, all neighbor segments in other θ–rays must be fast.
We then show that a fixed one of our n slab geodesics (let’s call it “special”) likely has at least of
order nγ2β3 fast segments before crossing Hθ0,R, and every one of those fast segments has one or
more neighbors, all of which are also fast. However, we can use the FKG inequality to say that the
presence of the special slab geodesic (because it’s a geodesic) stochastically increases the passage
times of bonds not in the geodesic; hence the probability is small that all the neighbors will be fast.
This provides the desired bound on (4.2), in the disjoint case.
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In summary, the fast segments of length ` in the special geodesic force all their neighbor segments
to be fast (with high probability), while simultaneously reducing the neighbor segments’ probability
to be fast, in the FKG sense. These contradictory aspects can only coexist if the probability of
crowded geodesics as in (4.2) is very small.
For the general (non-disjoint) case, for segments to qualify as neighbors, we add the requirement
that length of their intersection, if any, is not more than n−β4`. We consider two possibilities:
(i) popular site case: there exists a site in H−θ0,R in the intersection of at least n
β3−β4 of the n
slab geodesics.
(ii) no popular site: there is no site as in (i).
In the no-popular-site case, the arguments from the disjoint case still apply with some modifications.
In the popular-site case, we take a subset of nβ5 out of the nβ3−β4 slab geodesics sharing a common
point, with all in the subset having H+θ0,R-entry points within distance of order n
−β0R. Because
these slab geodesics share a common point before Hθ0,R and have distinct H
+
θ0,R
–entry points, they
must be disjoint after Hθ0,R. Hence the disjoint case can be applied to these n
β5 geodesics from
Hθ0,R to Hθ0,2R, instead of n geodesics from Hθ0,0 to Hθ0,R.
For sites u, v in a path γ, let γ[u, v] denote the segment of γ between u and v. Given a geodesic
Γ from H−θ,0 to H
+
θ,R for some R and given 0 ≤ s ≤ R, let x′′θ,s(Γ) denote the H+θ,s–entry point of
Γ, and let x′θ,s(Γ) be the last site in Γ before x
′′
θ,s(Γ). An `-segment of Γ is the segment Sθ,i(Γ) :=
Γ[x′′θ,(i−1)`(Γ), x
′′
θ,i`(Γ)] for some i ≥ 1.
To start formalizing the argument outlined in Remark 4.1, we show that with high probability,
a geodesic contains at least a certain minimum number of fast `–segments.
Lemma 4.2. Suppose A1 and A2(i),(ii) hold for some θ0, 0, and let η be as in (1.9) and (1.10).
There exist constants Ci as follows. Let
(4.3) R ≥ C46, 0 < λ ≤ 1− γ2, C47(logR)1/λ ≤ k ≤ C48R1/2, ` = R/k,
with γ2 from (1.2) and k an integer. For ψθθ0 < 0 and Γ a geodesic from H
−
θ,0 to H
+
θ,R, let
Nθ(Γ) =
∣∣∣∣{1 ≤ i ≤ k : T (x′′θ,(i−1)`(Γ), x′′θ,i`(Γ)) ≤ 1kET (0, Ryθ) + ησ`8
}∣∣∣∣ .
Then for all v ∈ Hrfatθ,0 and all w ∈ H fatθ,R with
(4.4) max(|v|, |w −Ryθ|) ≤ C49η1/2k(1−γ2)/2∆R,
we have
(4.5) P
(
Nθ(Γvw) ≤ η
32
k1−λ
)
≤ C50e−C51kλη.
Note that (4.4) allows the angle ψθ,w−v to be nonzero but not too large. Such a bound is necessary
for (4.10) in the proof.
Proof of Lemma 4.2. We need a slightly modified definition to take into account that Γvw might
not be a slab geodesic, i.e. we might not have x′θ,0(Γvw) = v and x
′′
θ,R(Γvw) = w:
xˆ′′θ,i`(Γ) =

v if i = 0,
x′′θ,i`(Γ) if 1 ≤ i ≤ k − 1
w if i = k,
and xˆθ,i`(Γ) =

v if i = 0,
xθ,i`(Γ) if 1 ≤ i ≤ k − 1
w if i = k,
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and define
Yi(Γ) =
T (xˆ′′θ,(i−1)`(Γ), xˆ
′′
θ,i`(Γ))− k−1ET (0, Ryθ)
σ`
,
Sk(Γ) =
k∑
i=1
Yi(Γ) =
T (v, w)− ET (0, Ryθ)
σ`
,
Y˜i(Γ) =
T (xˆ′′θ,(i−1)`(Γ), xˆ
′′
θ,i`(Γ))− h(xˆ′′θ,i`(Γ)− xˆ′′θ,(i−1)`(Γ))
σ`
.
For technical convenience we will assume `yθ is a lattice point; the adjustments when this is false
are minor.
It follows from (1.2) and (4.3) that provided C47 is large enough in (4.3), we have
(4.6)
σR
kσ`
≤ C3
k1−γ2
≤ η
16c1 logR
,
with c1 chosen so that h(Ryθ) ≤ g(Ryθ) + c1σR logR, from Proposition 2.1. With this we obtain
that provided C48 is small (so ` is large), for some c1, for all 1 ≤ i ≤ k,
h(xˆ′′θ,i`(Γvw)− xˆ′′θ,(i−1)`(Γvw)) ≥ g
(
xˆθ,i`(Γvw)− xˆθ,(i−1)`(Γvw)
)
− c2
=
1
k
g
(
k(xˆθ,i`(Γvw)− xˆθ,(i−1)`(Γvw))
)
− c2
≥ 1
k
g(Ryθ)− c2
≥ 1
k
[
h(Ryθ)− c2σR logR
]
− c2
≥ 1
k
ET (0, Ryθ)− η
8
σ`,(4.7)
where the second inequality follows from k(xˆθ,i`(Γvw)− xˆθ,(i−1)`(Γvw)) ∈ H+θ,R. Therefore
(4.8) Yi(Γvw) ≥ Y˜i(Γvw)− η
8
.
The key point is that
Sk(Γvw) ≥ (k −Nθ(Γvw))η
8
+Nθ(Γvw) min
i≤k
Yi(Γvw) = k
η
8
+Nθ(Γvw)
(
min
i≤k
Yi(Γvw)− η
8
)
.
Equation (1.2) gives σ`/σr ≥ C−13 k−γ2 , so using also (1.4) and (4.8), it follows that
P
(
Nθ(Γvw) ≤ η
32
k1−λ
)
≤ P
(
Sk(Γvw) ≥ η
16
k
)
+ P
(
min
i≤k
Yi(Γvw) ≤ η
8
− 2kλ
)
≤ P
(
T (v, w)− ET (0, Ryθ) ≥ kησ`
16
)
+ P
(
min
i≤k
Yi(Γvw) ≤ η
8
− 2kλ
)
.(4.9)
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To control the next-to-last probability we need to bound h(w − v) − h(Ryθ). Let wˆ, vˆ be the θ–
projections of w, v into Hθ,R and Hθ,0, respectively, so by (2.24) we have |w−wˆ| ≤ d and |v− vˆ| ≤ d.
From (1.2) and (4.4) we have
(4.10) max
( |v|2
R
,
|w −Ryθ|2
R
)
≤ C249ηk1−γ2σR ≤ C3C249ηkσ`,
and hence provided C48 is small (so ` is large),
( |(wˆ − vˆ)−Ryθ|
R
)2
≤ 4
( |w −Ryθ|
R
)2
+ 4
( |v|
R
)2
+ 4
( |w − wˆ|
R
)2
+ 4
( |v − vˆ|
R
)2
≤ 8C3C249η
σ`
`
+
8d2
R2
≤ 9C3C249η
σ`
`
< 20.
Therefore A2(ii) applies and, provided we take C49 small in (4.4), we get
(4.11) g(wˆ − vˆ) ≤ g(Ryθ) + c3 |(wˆ − vˆ)−Ryθ|
2
R
≤ g(Ryθ) + 9c3C3C249ηkσ` ≤ g(Ryθ) +
ηkσ`
64
.
From (4.10),
(4.12) |w − v| ≤ |w −Ryθ|+R|yθ|+ |v| ≤ 2
(
C3C
2
49ησ`
`
)1/2
R+R|yθ| ≤ 2|yθ|R.
With Proposition 2.1, (4.6), and (4.11) this gives the desired bound
h(w − v) ≤ g(w − v) + C25σ(2|yθ|R) log(2|yθ|R) ≤ g(wˆ − vˆ) + 2µ
√
d+ c4σR logR
≤ g(Ryθ) + ηkσ`
64
+ 2µ
√
d+
ηkσ`
64
≤ h(Ryθ) + 3ηkσ`
64
.
Therefore in (4.9), using (1.2), (1.4), and (4.12) we have
P
(
T (v, w)− ET (0, Ryθ) ≥ kησ`
16
)
≤ P
(
T (v, w)− ET (v, w) ≥ ηkσ`
64
)
≤ C5 exp
(
−C6 ηkσ`
64σ(|w − v|)
)
≤ C5 exp
(−c5ηk1−γ2) .(4.13)
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It remains to bound the last probability in (4.9). Write Λi forH
fat
θ,i`, which must contain x
′′
θ,i`(Γvw).
For t = k1−γ2 we have using Proposition 2.4 and (4.8) that
P
(
min
i≤k
Yi(Γvw) ≤ η
8
− 2kλ
)
≤ P (Γvw 6⊂ Eα,wα1 ,t)
+
k∑
i=1
P
(
Γvw ⊂ Eα,wα1 ,t, g
(
xˆ′′θ,i`(Γvw)− xˆ′′θ,(i−1)`(Γvw)
)
> 3`, Yi(Γvw) ≤ η
8
− 2kλ
)
+
k∑
i=1
P
(
Γvw ⊂ Eα,wα1 ,t, g
(
xˆ′′θ,i`(Γvw)− xˆ′′θ,(i−1)`(Γvw)
)
≤ 3`, Y˜i(Γvw) ≤ η
4
− 2kλ
)
≤ C35e−C36t +
k∑
i=1
∑
a∈Λi−1∩Eα,wα1 ,t∩Z
d
∑
b∈Λi∩Eα,wα1 ,t
∩Zd
g(b−a)>3`
P
(
T (a, b)− 1
k
ET (0, Ryθ) ≤ −kλσ`
)
+
k∑
i=1
∑
a∈Λi−1∩Eα,wα1 ,t∩Z
d
∑
b∈Λi∩Eα,wα1 ,t
∩Zd
g(b−a)≤3`
P
(
T (a, b)− ET (a, b) ≤ −kλσ`
)
.(4.14)
Note that the lower bound of 3` in the third line here means the ith `–segment of Γvw has direction
quite far from θ. For the last probability we have from (1.4)
P
(
T (a, b)− ET (a, b) ≤ −kλσ`
)
≤ C5 exp
(
−C6kλ σ`
σ(|b− a|)
)
≤ C5e−c6kλ .
For the next-to-last probability in (4.14) we have from subadditivity and Proposition 2.1 that for
all a, b in the double sum,
1
k
ET (0, Ryθ) ≤ ET (0, `yθ) ≤ `+ c7σ` log ` ≤ h(b− a)− 1
2
g(b− a)
so from (1.4) again,
P
(
T (a, b)− 1
k
ET (0, Ryθ) ≤ −kλσ`
)
≤ P
(
T (a, b)− ET (a, b) ≤ −1
2
g(b− a)
)
≤ C5e−C6g(b−a)/2σ(|b−a|)
≤ C5e−c8`/σ`
≤ C5e−c9kλ .(4.15)
Here the last inequality follows from the fact that for large `, by (1.2) and (4.3),
`
σ`
≥
(
R
k
)1−γ2
≥ c10k1−γ2 .
The number of a or b in the sums in (4.14) is at most of order Rd, so provided C47 is large enough
in (4.3), the right side of (4.14) is bounded above by
C35e
−C36k1−γ2 + c11kR2de−c6k
λ
+ c12kR
2de−c8k
1−γ2 ≤ c13e−c14kλ .
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With (4.9) and (4.13) this proves (4.5). 
Remark 4.3. The results to follow involve several different length scales, and other quantities,
expressed using R and small (less than 1) powers of the number n of geodesics we are dealing with.
We summarize them here for ready reference, with precise definitions to follow:
(i) a length scale n−β0∆R for cubic blocks in each hyperplane Hθ,s, with geodesics considered
close when they start and end with separation n−β0∆R or less;
(ii) a width nβ1∆R for the “target box” to which length–R geodesics are confined, with high
probability;
(iii) a length scale ` = n−β2R for segments of length-R geodesics;
(iv) for a transition (i.e. choice of starting and ending blocks) made by a length–` segment of a
geodesic, a maximum number nβ3 of other geodesics which can make the same transition,
for that transition to be considered “sparse”;
(v) a maximum overlap length n−β4` for two length–` geodesic segments to be considered “low
overlap”; this length also serves as the minimum significant backtrack in a geodesic.
Other quantities are defined in terms of these powers, such as a minimum number nβ3−β4 of geodesics
passing through a site for it to qualify as a popular site in the sense of Remark 4.1.
We start with some formal definitions related to the items in Remark 4.3.
The following definitions are for fixed R,n, θ, which don’t necessarily appear in the notation.
For 0 ≤ s ≤ R, the home θ–block in a hyperplane Hθ,s is {s} × [−n−β0∆R, n−β0∆R]d−1 (in θ–
coordinates.) The home block in Hθ,0 is denoted Bθ,home. A θ–block in Hθ,s is a translate of the
home θ–block in each Bθ–coordinate direction i (2 ≤ i ≤ d) by an integer multiple of 2n−β0∆R (so
such θ–blocks tile Hθ,s.) The center point of any θ–block is called a θ–block center. An enlarged
θ–block has the same center as a block but larger linear dimensions by a factor 2
√
d; more precisely
it has the form (in θ–coordinates)
y +
(
{s} × [−2
√
dn−β0∆R, 2
√
dn−β0∆R]d−1
)
,
with y a θ–block center in Hθ,s, and the + denoting translation. The factor 2
√
d ensures that
if u lies in a θ–block with center a, and v lies outside an enlarged θ–block with center b, then
|v − b| ≥ 2|u− a|.
For Γ a geodesic which starts in H−θ,0 and crosses Hθ,R, the pre-Hθ,R segment of Γ is the segment
of Γ from its starting point to x′′R(Γ). In what is to follow, as in Lemma 4.2, we will divide the pre-
Hθ,R segment of a θ–slab geodesic into sub-segments of some length `. In this context, a geodesic
Φ is an (`, θ)-interval geodesic if for some i, the initial site of Φ is in H fatθ,(i−1)`, and the last bond
of Φ is the first bond of Φ to cross Hθ,i` (so the last site of Φ must lie in H
fat
θ,i`.) An `-segment of a
θ–ray (defined before Lemma 4.2) is thus one example of an (`, θ)–interval geodesic.
The target θ–box is a tube around Lθ:
QR,n,θ = R× [−2nβ1∆R, 2nβ1∆R]d−1,
in θ–coordinates. A geodesic is θ–target-directed if it is contained in the target θ–box. A geodesic
from H−θ,0 to H
+
θ,s for some s > 0 is θ–target-directed up to s if its pre-Hθ,s segment is target-directed.
A target θ–block is a θ–block which intersects QR,n,θ.
For θ ∈ Sd−1, Γ a geodesic with a designated direction, and sites x preceding y in Γ, we say Γ
has a θ–backtrack of size r from x to y if xθ1 − yθ1 ≥ r.
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We may omit the parameters in the preceding terminology when it is clearly understood, e.g. re-
ferring to a block rather than a θ–block.
Before proceeding to the proof of Theorem 1.5, in the next few lemmas we consider various forms
of “bad geodesic behavior” specialized to our context, and apply our previous results to show that
these have small probability. These lemmas involve the quantities n±βi as in Remark 4.3, so we
now specify the relations that we assume to hold among these exponents.
A3. Exponent relations, parameters, and definitions. βi ∈ (0, 1) satisfy
2
1 + χ
β0 +
3 + γ2
1 + χ
β1 < β1 + β2 + β4 <
1− χ
(1 + χ)(d− 1) , γ1β4 > min(γ2, 1− γ2)β2 > 2β1,(4.16)
(1− γ2)β4 > (2 + γ2)β2, 2(1 + γ2)
γ1
β1 +
1 + γ2
2
β2 < β0 <
χ
(1 + χ)(d− 1)(4.17)
3β3 + 3β2 + 7(d− 1)(β0 + β1) < 1,(4.18)
where γ1, γ2 are from (1.2). From the first inequality in (4.16) and the last in (4.17), there exist
χ1, χ2 with γ1 < χ1 < χ < χ2 < 1 for which
(4.19) β1 + β2 + β4 <
1− χ2
(1 + χ2)(d− 1) , 2β0 <
2χ1
(1 + χ2)(d− 1) .
R, n, ` satisfy
(4.20) R ≥ C52, C53(logR)C54 ≤ n ≤ C55∆d−1R , and ` = n−β2R.
Let min = min{0, 1, 5, 6, 7}, with 7 from Lemma 2.5 and the other j from Section 1. Bθ0,cross
is a θ0–block in Hθ0,R with center y for which θ = y/|y| satisfies ψθθ0 < min/2. [s, r] with 0 ≤ s ≤ r
is the largest interval for which
(4.21) QR,n,θ ∩ Ωθ(s, r) ⊂ QR,n,θ ∩ Ωθ0(0, R);
see Figure 10. Br,θ,home,+ and Bs,θ,home,+ are the enlarged home θ–blocks in Hθ,r and Hθ,s, respec-
tively.
The conditions (4.16)–(4.18) can be satisfied by choosing β3 < 1, then temporarily setting
β0 = β1 = β2 = 0 and choosing β4 to satisfy the inequalities where β4 appears, and finally choosing
β0 then β2 then β1 similarly, each small enough so that the inequalities still hold when the remaining
βj ’s are set to 0.
Remark 4.4. The conditions (4.20) yield certain relative scales which we summarize here. As-
suming R is large we have using (4.19) and (4.20)
(4.22)
R ≥ n2/(1+χ2)(d−1), R
∆R
=
(
R
σR
)1/2
≥ R(1−χ2)/2 ≥ n(1−χ2)/(1+χ2)(d−1), σR ≥ Rχ1 ≥ n2β0 .
Putting together (4.22) and the first inequalities in (4.16), (4.19) we obtain
(4.23) R(1−χ2)/2 ≥ nβ1+β2+β4 ≥ n2β1 .
FPP GEODESICS IN GENERAL DIMENSION 37
From (4.22) and the first inequality in (4.19) we also get
(4.24) nβ1+β2+β4 ≤ R
∆R
so
nβ1∆R
`
≤ n−β4 .
By (1.2),
(4.25)
∆R
∆`
≤ C56nβ2(1+γ2)/2.
From (4.16) and (4.19) we have
β4 >
2
γ1
β1 >
2− χ1
χ1
β1 so
2χ1(1− χ2)
(1 + χ2)(d− 1) > 2χ1(β1 + β2 + β4) > 4β1 + χ1(1− χ2)β2
and therefore from (4.22)
(4.26) `χ1(1−χ2) = Rχ1(1−χ2)n−χ1(1−χ2)β2 ≥ n2χ1(1−χ2)/(1+χ2)(d−1)n−χ1(1−χ2)β2 ≥ n4β1 .
Also from (1.2), (4.22), and (4.19),
(4.27)
`
σ`
≥ C2n−β2(1−γ1) R
σR
= C2n
−β2(1−γ1) R
2
∆2R
≥ C2n−β2(1−γ1)n2(1−χ2)/(1+χ2)(d−1) ≥ n2(β1+β4).
Considering now r, s, and min from A3, observe that by (2.12), |y − Ryθ0 | ≤ C31minR|yθ0 |.
Further, by (1.12), the angle between Hθ0,0 and Hθ,s is at most C13min; it follows that s ≤
C57minn
β1∆R, and, using (1.13),
|r − s||yθ| ≥ |y| − C58minnβ1∆R ≥ (1− C31min)R|yθ0 | − C58minnβ1∆R
and hence r − s ≥ (1− C59min)R.(4.28)
Write Π∞ab for the infinite line through a and b.
Lemma 4.5. There exist constants Ci > 0 as follows. Suppose A1 and A2(i),(ii) hold for some
θ0, 0, and A3 holds for some R,n, θ, `, min. For the event
G1 : (large transverse fluctuation in a geodesic) there exists a θ0–slab geodesic Γ from B
rfat
θ0,home
to H+θ0,2R with H
+
θ0,R
–entry point in Bfatθ0,cross and with Γ 6⊂ QR,n,θ,
we have
(4.29) P (G1) ≤ exp
(
−C60 n
2β1
logR
)
.
Proof. We must deal with the inconvenience that we may have θ 6= θ0. Suppose τ ∈ G1, and let Γ
be a θ0–slab geodesic from x ∈ Brfatθ0,home to z ∈ H fatθ,2R passing through y = x′′R(Γ) ∈ Bfatθ0,cross, and
let u be the first site of Γ with u /∈ QR,n,θ. Then ΓˆR := Γ[x, y] is the pre–Hθ0,R segment of Γ, and
we recall that y is the center of Bθ0,cross. Using ψθθ0 ≤ min we obtain straightforwardly that
(4.30) |y| ≤ 2|yθ0 |R, |u| ≤ 3|yθ0 |R.
We now consider four cases; see Figure 6.
Case 1. u ∈ Γ[x, y], so that |(u − x)θ01 | ≤ R + 2
√
dµ. Here we find a lower bound for d(u,Πxy).
Let ϕ = (y − x)/|y − x|. Define intersection points
v = Π∞xy ∩Hθ0,uθ01 , vˆ = Lθ ∩Hθ0,uθ01 , w = Π
∞
xy ∩Hθ,uθ1 , wˆ = Lθ ∩Hθ,uθ1 ,
38 KENNETH S. ALEXANDER
q = Π∞xy ∩Hϕ,uϕ1 , qˆ = Lθ ∩Hϕ,uϕ1 .
and note that all 3 hyperplanes referenced here pass through u. By (2.10),
(4.31)
√
dd(u,Π∞xy) ≥ dϕ(u,Π∞xy) = |u− q|,
and from the definition of u,
(4.32) 2nβ1∆R ≤ dθ(u, Lθ) = |u− wˆ| ≤ 3
√
d− 1nβ1∆R.
Further, x, y being in fattened θ0–blocks centered on Lθ tells us that, first, provided R is large the
θ–ratio of y − x is at most 2√d− 1nβ1∆R/|yθ0 |R < min|yθ|/4, so by (2.17) we have ψϕθ < min/2
and hence also ψϕθ0 < min. Second, since v ∈ Πxy,
(4.33) |v − vˆ| = dθ0(v, Lθ) ≤ max(dθ0(x, Lθ), dθ0(y, Lθ)) ≤
√
d− 1n−β0∆R.
Now by (2.11),
|u− q| ≥ |u− v| − |v − q| ≥ |u− v| − C31ψϕθ0 |u− q|
so
(4.34) |u− q| ≥ |u− v|
1 + C31ψϕθ0
.
Combining (2.11), (4.31), (4.32), (4.33), (4.34) we get
(1 + C31ψϕθ0)
√
dd(u,Π∞xy) ≥ (1 + C31ψϕθ0)|u− q| ≥ |u− v| ≥ |u− wˆ| − |wˆ − vˆ| − |vˆ − v|
≥ (1− C31ψθθ0)|u− wˆ| − |vˆ − v|
≥ 2(1− C31ψθθ0)nβ1∆R −
√
d− 1n−β0∆R ≥ 3
2
nβ1∆R.(4.35)
By shrinking some i we may assume C31min < 1/2, so since ψϕθ0 ≤ min, (4.35) yields
d(u,Πxy) ≥ d(u,Π∞xy) ≥
1√
d
nβ1∆R,
while from (4.30),
|y − x| ≤ |y|+ |x|+ |y − y| ≤ 2|yθ0 |R+ 2
√
d− 1n−β0∆R ≤ 3|yθ0 |R.
By Lemma 2.3 with δ = nβ1∆R/
√
d|y − x| we then have
g(u− x) + g(y − u)− g(y − x) ≥ C34n
2β1∆2R
|y − x| ≥ c1n
2β1σR.
Case 2. u ∈ Γ[y, z]∩H+θ0,R. This time we want a lower bound for d(y,Π∞xu). Let w˜ = Π∞0u∩Hθ0,R
and w = Π∞xu ∩Hθ0,R. Then uθ01 ≤ 2R+
√
dµ ≤ 3R so from (2.11)
(4.36) |w˜ − y| = R
uθ01
dθ0(u, Lθ) ≥
1
3
dθ0(u, Lθ) ≥
1
3
(1− C31ψθθ0) dθ(u, Lθ) ≥
1
2
nβ1∆R.
Therefore, letting yˆ denote the θ0–projection of y into Hθ0,R, we get
(4.37) |w˜ − yˆ| ≥ |w˜ − y| − |y − yˆ| ≥ 1
2
nβ1∆R −
√
d− 1n−β0∆R ≥ 1
4
nβ1∆R,
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Figure 6. The four cases in Lemma 4.5. The top row shows Cases 1 and 2; the
bottom shows 3 and 4. Note that the Case 2 diagram spans from Hθ0,0 to Hθ0,2R,
whereas the other three show only the left half. Hash marks show the blocks Bθ0,home
and Bθ0,cross.
where the second inequality uses yˆ ∈ Bθ0,cross. Further, we have |w˜−w| ≤ |x| ≤
√
d− 1n−β0∆R so
using (4.37),
(4.38)
√
dd(yˆ,Πxu) ≥ dθ0(yˆ,Π∞xu) = |w − yˆ| ≥ |w˜ − yˆ| − |w˜ − w| ≥
1
4
nβ1∆R.
Thanks to (4.30) we can apply Lemma 2.3 with δ = nβ1∆R/4
√
d|u| and obtain
(4.39) g(y) + g(u− y)− g(u) ≥ g(yˆ) + g(u− yˆ)− g(u)− c2 ≥ C34n
2β1∆2R
16d|u| ≥ c3n
2β1σR,
where the last inequality uses the readily-checked fact that |u| ≤ c4R.
Case 3. u ∈ Γ[y, z] ∩ Ωθ0(R − nβ1∆R, R), meaning there is a backtrack from y to u but not a
large one. Again let w˜ = Π∞0u ∩ Hθ0,R and w = Π∞xu ∩ Hθ0,R. (These intersections exist provided
min is small.) Then w, w˜ /∈ QR,n,θ so using (2.11),
|w˜ − y| = dθ0(w˜, Lθ) ≥ (1− C31ψθθ0)dθ(w˜, Lθ) ≥ nβ1∆R.
Then as in (4.37) we have |w˜ − yˆ| ≥ 12nβ1∆R. Using u ∈ Ωθ0(R − nβ1∆R, R) and ψθθ0 ≤ min we
obtain readily that |u−w˜| ≤ 2|yθ|nβ1∆R. Since u ∈ H+θ0,R−nβ1∆R we have g(u) ≥ R−n
β1∆R ≥ R/2
so |u| ≥ µR/2√d. We can therefore conclude, using also similarity of the triangles ∆0xu and ∆w˜wu,
that
|w − w˜| = |u− w˜||u| |x| ≤
4
√
d|yθ|nβ1∆R
µR
√
d− 1n−β0∆R ≤ c5nβ1−β0σR.
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Hence similarly to (4.38) we get
√
dd(yˆ,Πxu) ≥
√
dd(yˆ,Π∞xu) ≥ 12nβ1∆R. As with (4.39) we then
get from (4.30) and Lemma 2.3 with δ = nβ1∆R/2
√
d|u| that
(4.40) g(y) + g(u− y)− g(u) ≥ C34n
2β1∆2R
4d|u| ≥ c6n
2β1σR.
Case 4. u ∈ Γ[y, z] ∩ H−
θ0,R−nβ1∆R , meaning there is a large backtrack from y to u. Here we
let u˜ be the first site of Γ after y which lies in H−
θ0,R−nβ1∆R . Then similarly to (4.30) we have|u˜| ≤ 2R|yθ0 |, while using (2.20) gives
µ
√
dd(y,Πxu˜) ≥ µ
√
dd(y,H−
θ0,R−nβ1∆R) ≥ dg(y,H
−
θ0,R−nβ1∆R) ≥ n
β1∆R,
so similarly to (4.39) and (4.40) we get
(4.41) g(y) + g(u˜− y)− g(u˜) ≥ c7n2β1σR.
Thus in all of Cases 1–4 there are points a preceding b in Γ[x, z], with (a, b) = (u, y), (y, u), or
(y, u˜), satisfying max(|a− x|, |b− x|) ≤ 3R|yθ0 | and
g(a− x) + g(b− a)− g(b− x) ≥ 2c8n2β1σR.
It follows from Proposition 2.1 and (4.20) that
h(a− x) + h(b− a)− h(b− x) ≥ c8n2β1σR.
With this we can proceed as in Case 1 of Proposition 2.4 and sum over all O(Rd) choices for each
of a, b to obtain
(4.42) P (G1) ≤ c9R2d exp
(
−c10n2β1
)
≤ exp
(
−1
2
c10n
2β1
)
,
which proves (4.29). 
Lemma 4.6. There exist constants Ci > 0 as follows. Suppose A1 and A2(i),(ii) hold for some
θ0, 0, and A3 holds for some R,n, θ, `, min. For the event
G2 : (geodesic evading enlarged θ–block) There exists a geodesic Γ from B
rfat
θ0,home
to Brfatθ0,cross which contains a site in (H
rfat
θ,s \Brfats,θ,home,+) ∪ (H fatθ,r\Bfatr,θ,home,+),
we have
(4.43) P (G2) ≤ exp
(
−C60 n
2β1
logR
)
.
For the event G2, the idea is that B
rfat
s,θ,home,+ lies in front of, and nearly parallel to, the much
smaller block Brfatθ0,home, so any geodesic from B
rfat
θ0,home
to Bθ0,cross will very likely cross H
rfat
θ,s by
passing through Brfats,θ,home,+, whereas G2 says to the contrary. The picture with the larger B
fat
r,θ,home,+
just behind the smaller Brfatθ0,cross is analogous.
Proof of Lemma 4.6. Suppose τ ∈ G2 and Γ = Γ[x, y] is a geodesic as described in G2, from some
x ∈ Brfatθ0,home to y ∈ Bfatθ0,cross, containing a site u ∈ Hrfatθ,s \Brfats,θ,home,+. Let uˆ = (s, uθ2)θ be the
θ–projection of u into Hθ,s and xˆ = (0, x
θ0
2 )θ0 the θ0–projection of x into Hθ0,0, so |u− uˆ| ≤ d and
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Figure 7. Illustration for the proof of Lemma 4.6. The geodesic Γxy evades the
enlarged θ–block Bs,θ,home,+.
|x − xˆ| ≤ d, by (2.24). Let α = (y − x)/|y − x|; we want a lower bound for Dα,|(y−x)α1 |(u − x), so
Proposition 2.4 can be applied. To do this we first consider θ in place of α. Let
w = (s, xˆθ2)θ = Lθ(xˆ) ∩Hθ,s, z = (s, 0)θ = Lθ(0) ∩Hθ,s, q = (xθ1, 0)θ = Lθ(xˆ) ∩Hθ,xθ1 ,
so
|w − xˆ| = (uˆ− xˆ)θ1|yθ|, |uˆ− w| = |(uˆ− xˆ)θ2|, xˆ− q = w − z.
See Figure 7. Since uˆ /∈ Bs,θ,home,+ we have |uˆ − z| ≥ 2
√
dn−β0∆R. Since xˆ ∈ Bθ0,home we have
|xˆ| ≤ √dn−β0∆R, and therefore from (2.11) we obtain
|w − z| = |xˆ− q| ≤ |xˆ|+ |q| ≤ |xˆ|+ C31ψθ0θ|xˆ− q| so |w − z| ≤ (1− C31min)−1
√
dn−β0∆R
and then
(4.44) |(uˆ− xˆ)θ2| = |uˆ−w| ≥ |uˆ− z| − |w− z| ≥ (2− (1−C31min)−1)
√
dn−β0∆R ≥ 1
2
√
dn−β0∆R.
Hence using (2.10) and (2.2),
|uˆ− xˆ|α,∞ ≥ |(uˆ− xˆ)
θ
2|√
d− 1(1 + |yα|)
≥ c1n−β0∆R,
so using (4.23) and the last inequality in (4.22),
(4.45) Φ(|uˆ− xˆ|α,∞) ≥ c2Φ(n−β0∆R) ≥ Φ(R1/2) ≥ R(1−χ2)/2 ≥ n2β1 .
Having (4.45), by (2.8), to obtain a lower bound for Dα,|(y−x)α1 |(u − x) we need only obtain a
lower bound for |(uˆ− xˆ)α2 |2/Ξ(|(uˆ− xˆ)α1 |)2, under the added condition
(4.46) |(uˆ− xˆ)α2 | ≤ (uˆ− xˆ)α1 .
From the definition of s, there must exist a point v ∈ Hθ0,0 ∩Hθ,s ∩QR,n,θ, so using (2.11) we have
(4.47) |w − xˆ| ≤ C31ψθ0θ|w − v| ≤ 4C31ψθ0θ
√
dnβ1∆R.
Now in view of (4.28) the θ–ratio of y − x satisfies
|yθ2 − xθ2|
|yθ1 − xθ1|
≤ |(y − y)
θ
2|+ |xθ2|
r − s ≤
5dnβ1∆R
R
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so from (2.17),
(4.48) ψαθ ≤ 10dn
β1∆R
|yθ|R .
From Lemma 2.2, (2.21), and (4.46) we obtain that, after reducing min if necessary,
|(uˆ− xˆ)α1 | ≤ |(uˆ− xˆ)θ1|+ C32ψαθ|uˆ− xˆ|
≤ |(uˆ− xˆ)θ1|+
1
2
|(uˆ− xˆ)α1 |
so from (4.47),
(4.49) |yθ| |(uˆ− xˆ)α1 | ≤ 2|yθ| |(uˆ− xˆ)θ1| = 2|w − xˆ| ≤ c31nβ1∆R.
Using (4.22) and the first inequalities in (4.16) and (4.19), we obtain R/∆R ≥ 2c4n2β1+β0 . From
this along with Lemma 2.2, (4.44), (4.46), (4.48) and (4.49), we get
|(uˆ− xˆ)α2 | ≥ |(uˆ− xˆ)θ2| − C32ψαθ|uˆ− xˆ|
≥ |(uˆ− xˆ)θ2| − C32ψαθ(1 + |yα|)|(uˆ− xˆ)α1 |
≥
√
d
2
n−β0∆R
(
1− c4n
2β1+β0∆R
R
)
≥
√
d
4
n−β0∆R.
From (4.20) and the first inequalities in (4.16) and (4.19) we have
∆1−χ2R ≥ C−1/(d−1)55 n(1−χ2)/(d−1) ≥ n(3+γ2)β1+2β0
and hence using (1.2) and (4.49),
|(uˆ− xˆ)α2 |2
Ξ(|(uˆ− xˆ)α1 |)2
≥ c4 n
−2β0∆2R
∆(nβ1∆R)2 logR
≥ ∆
1−χ2
R
nβ1(1+γ2)+2β0
≥ n2β1 .
With (4.45) this shows that
(4.50) Dα,|(y−x)α1 |(u− x) ≥ n2β1 ,
and then summing (2.30) over x ∈ Brfatθ0,home and y ∈ Bfatθ0,cross shows
(4.51) P (G2) ≤ c5R2(d−1) exp
(
−C36n2β1
)
≤ exp
(
−1
2
C36n
2β1
)
.

Lemma 4.7. There exist constants Ci > 0 as follows. Suppose A1 and A2(i),(ii) hold for some
θ0, 0, and A3 holds with θ = θ0 for some R,n, `, min. For the events
G3 : (backtrack) some θ0–target-directed (`, θ0)-interval geodesic contains a θ0–backtrack of
1
2
n−β4`,
G4 : (quick sidestep in a direction–θ0 geodesic) There exists an (`, θ0)–interval geodesic Γ ⊂ QR,n,θ
and sites u, v ∈ Γ with |(u− v)θ1| ≤ n−β4` and h(u− v)− h(|(u− v)θ1|yθ) ≥
η
8
σ`,
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we have
(4.52) P (G3 ∪G4) ≤ exp
(
−C60 n
2β1
logR
)
.
Proof. Since θ = θ0 we’ll simply call it θ. We can handle G3∪G4 as one, as follows. Suppose τ ∈ G3.
This means there exists an (`, θ)–interval geodesic Γxy ⊂ QR,n,θ containing sites u preceding v with
uθ1 − vθ1 ≥ n−β4`/2. By choosing a different v ∈ Γ we may assume also n−β4`/2 ≤ uθ1 − vθ1 ≤ n−β4`.
We have using (4.27) that
h(v − u) ≥ g(v − u) ≥ g((vθ1 − uθ1)yθ) ≥
n−β4`
2
≥ η
8
σ`.
This shows that for the event
G5 : (bad-direction segment in a geodesic) There exists an (`, θ)–interval geodesic Γ ⊂ QR,n,θ
and sites u preceding v in Γ with |(v − u)θ1| ≤ n−β4` and
h(v − u)− h(|(v − u)θ1|yθ)1{(v−u)θ1≥0} ≥
η
8
σ`,
(which clearly satisfies G4 ⊂ G5) we have G3 ∪G4 ⊂ G5.
To bound P (G5), suppose Γxy is a target-directed (`, θ)–interval geodesic from H
fat
θ,(i−1)` to H
fat
θ,i`
for some i ≤ R/`, containing sites u preceding v as in G5, that is,
(4.53) |(u− v)θ1| ≤ n−β4`, h(u− v)− h(|(u− v)θ1|yθ)1{(v−u)θ1≥0} ≥
η
8
σ`.
Let α = (y − u)/|y − u|; we want a lower bound for Dα,|(y−u)α1 |(v − u) so we can use Proposition
2.4. We may assume uθ1 ≤ (i − 1/2)`, as the other case is symmetric. Then u, y ∈ QR,n,θ with
(y−u)θ1 ≥ `/2, so from (4.24), provided R is large the θ–ratio of y−u is at most 8
√
d− 1nβ1∆R/` ≤
8
√
d− 1n−β4 < |yθ|min/2, so by (2.17),
(4.54) ψαθ ≤ tanψαθ ≤ 16n
β1∆R
|yθ|` < min.
Let
λ =
1
2|yθ|(1 + (infϕ |yϕ|)−1) , t0 =
λµησ`
32
√
d
, t = max
(
vθ1 − uθ1, t0
)
, q = u+ tyθ.
Define the intersection points
p = Lα(u) ∩Hθ,qθ1 , w = Lα(u) ∩Hα,vα1 , x = Lα(u) ∩Hθ,vθ1 ,
so that v − u = (w − u) + (v − w) is the decomposition of v − u into α–components. From (2.20)
and (4.53), provided R (and hence ` and |u− v|) is large we have
(4.55) |v − u| ≥ µ√
d
g(v − u) ≥ µ
2
√
d
h(v − u) ≥ µησ`
16
√
d
=
2t0
λ
.
From (2.11) and (4.54) we have
(4.56) |w − x| ≤ C31ψαθ|v − w|,
while from (2.12),
(4.57) |p− q| ≤ C31ψαθ|q − u| = C31ψαθ|yθ|t.
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Using (2.2), (4.26), and (4.55) we then get
(4.58) Φ(|v − u|α,∞) ≥ c1Φ(σ`) ≥ `χ1(1−χ2) ≥ n4β1 .
As a shorthand we say a point y is strictly behind a hyperplane Hϕ,t if y lies in the interior of
H−ϕ,t, and y is ϕ–behind a point z if z
ϕ
1 − yϕ1 is nonnegative. We now consider 3 cases; see Figure 9.
Case 1. w ∈ H−α,uα1 , meaning v (hence also w) is α–behind u. Here using (2.8) and (4.58) we get
(4.59) Dα,|(y−u)α1 |(v − u) = Φ(|v − u|α,∞) ≥ n4β1 ,
so as with (4.50) and (4.51), from Proposition 2.4,
(4.60) P (G5 and Case 1 holds) ≤ C35e−C36n2β1 .
Case 2. w ∈ H+α,uα1 , v
θ
1 − uθ1 < t0. This means t = t0, vα1 = wα1 ≥ uα1 , and v is strictly behind
Hθ,uα1 +t. (See Figure 8.) Now p, u, w, x lie on the line Lα(u), with u, x strictly behind Hθ,uα1 +t and
θ–behind p ∈ Hθ,uα1 +t, and u α–behind w. If |vα2 − uα2 | ≥ vα1 − uα1 then by (2.8), (4.59) applies, so
we assume
(4.61) |w − u| = |yα|(vα1 − uα1 ) > |yα||vα2 − uα2 | = |yα||v − w|.
If w is α–behind p then w ∈ H−θ,t and |w − u| ≤ |p − u|; if w is not α–behind p then w ∈ H+θ,uα1 +t
and |w − p| ≤ |w − x|. Either way we have using (4.54), (4.55), (4.56), (4.57), (4.61)
|w − u| ≤ |p− u|+ |w − p|1{w∈H+θ,t} ≤ |q − u|+ |p− q|+ |w − x|
≤ 2|yθ|t+ 1
2
|w − u| ≤ λ|yθ||v − u|+ 1
2
|w − u|
so |w − u| ≤ 2λ|yθ||v − u|, which with (4.61) yields
|v − u| ≤ |v − w|+ |w − u| ≤ (1 + |yα|−1)|w − u| ≤ 2λ|yθ|(1 + |yα|−1)|v − u| < |v − u|,
a contradiction. This means (4.61) cannot hold, so (4.59) always applies in Case 2, and therefore
as with (4.60),
(4.62) P (G5 and Case 2 holds) ≤ C35e−C36n2β1 .
Case 3. w ∈ H+α,uα1 , v
θ
1 − uθ1 ≥ t0. From the definition of G5, this means
(4.63) t0 ≤ t = vθ1 − uθ1 ≤ n−β4`, v ∈ Hθ,uθ1+t, x = p,
and the indicator function in (4.53) is 1. As in Case 2 we may assume (4.61). From (4.56), (4.57),
(4.54), and (4.61),
|w − u| ≤ |q − u|+ |p− q|+ |w − x| ≤ 2|yθ|t+ |yα|
2
|v − w| ≤ 2|yθ|t+ 1
2
|w − u|,
so
(4.64) |yα||vα1 − uα1 | = |w − u| ≤ 4|yθ|t.
We claim that
(4.65) |(v − u)θ2| = |v − q| ≥ nβ1∆t.
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Figure 8. Illustrations for Lemma 4.7. Top: Case 2, in which v lies strictly behind
Hθ,uθ1+t0
but ahead of Hα,uα1 , and t = t0. Bottom: Case 3, in which v lies ahead of
both Hθ,uθ1+t0
and Hα,uα1 , and t ≥ t0. In both cases w may lie on either side of x or
p. In Case 1 (not shown) there is an α–backtrack: v lies behind Hα,uα1 .
Suppose not; we will show that the second inequality in (4.53) is contradicted. From (4.26) and
the fact that t ≥ t0, the θ–ratio of v − u satisfies
(4.66)
|vθ2 − uθ2|
|vθ1 − uθ1|
=
|v − q|
t
<
nβ1∆t
t
≤ c2nβ1`−χ1(1−χ2)/2 < n−β1 .
Since v lies in the tangent plane Hθ,uθ1+t
to u+ tBg at u+ tyθ = q, it follows from (1.6), using the
first inequality in (4.66), that
d(v, u+ tBg) ≤ C9n2β1σt.
Hence by (2.20),
(4.67) g(v − u) ≤ t+ C9µ
√
dn2β1σt = g((v
θ
1 − uθ1)yθ) + C9µ
√
dn2β1σt.
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From (4.61) and (4.64) we have
(4.68) |v − u| ≤ (1 + |yα|−1)|w − u| ≤ 4|yθ|(1 + |yα|−1)t.
With (1.2), the last inequality in (4.16), (4.63), (4.67), and Proposition 2.1 this shows that
h(v − u)− h((vθ1 − uθ1)yθ) ≤ g(v − u)− g((vθ1 − uθ1)yθ) + C25σ(|v − u|) log |v − u|
≤
(
C9µ
√
dn2β1 + c3 log t
)
σt
≤ c4n2β1σt
≤ c5n2β1−γ1β4σ`
<
η
8
σ`,(4.69)
which contradicts (4.53); this proves our claim (4.65). Note that (4.68) is not affected by the
contradiction established.
We then have using Lemma 2.2, (4.54), (4.65), and (4.68) that
(4.70) |(v − u)α2 | ≥ |v − q| − C32ψαθ|v − u| ≥ nβ1∆t − c6
nβ1∆R
`
t ≥ nβ1
(
∆t − c7 t∆R
`
)
.
It follows from (1.2), the first inequality in (4.17), and (4.63) that(
`∆t
t
)2
=
`2σt
t
≥ C−13
`2−γ2σ`
t1−γ2
≥ C−13 n(1−γ2)β4`σ` ≥ C−23 n(1−γ2)β4−(1+γ2)β2∆2R ≥ nβ2∆2R,
which with (4.70) shows that
|(v − u)α2 | ≥
1
2
nβ1∆t.
From this and (4.64),
|vα2 − uα2 |2
Ξ(|vα1 − uα1 |)2
≥ n
2β1∆2t
4Ξ(4t)2
≥ c8n
2β1
log t
≥ c8 n
2β1
logR
,
where the first inequality uses |yθ| ≤ 2|yα|, from (1.13). Then in view of (4.58) we conclude
(4.71) Dα,|(y−u)α1 |(v − u) ≥ c8
n2β1
logR
.
Therefore as with (4.60),
(4.72) P (G5 and Case 3 holds) ≤ C35 exp
(
−c9 n
2β1
logR
)
,
which with (4.60) and (4.62) yields
(4.73) P (G3 ∪G4) ≤ P (G5) ≤ 3C35 exp
(
−c9 n
2β1
logR
)
.

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Lemma 4.8. There exist constants Ci > 0 as follows. Suppose A1 and A2(i),(ii) hold for some
θ0, 0, and A3 holds with θ = θ0 for some R,n, `, min. For the event
G6 : (there are close (`, θ)–interval geodesics with dissimilar passage times) There exist i ≤ n/`
and u,w ∈ H fatθ,(i−1)` ∩QR,n,θ ∩ Zd and v, x ∈ H fatθ,i` ∩QR,n,θ ∩ Zd with
|u− w| ≤ 2
√
dn−β0∆R, |v − x| ≤ 2
√
dn−β0∆R, |T (u, v)− T (w, x)| ≥ η
8
σ`,
we have
(4.74) P (G6) ≤ exp
(
−C60 n
2β1
logR
)
.
Proof. Let i ≤ n/` and suppose u,w ∈ H fatθ,(i−1)` ∩QR,n,θ ∩ Zd and v, x ∈ H fatθ,i` ∩QR,n,θ ∩ Zd with
(4.75) |u− w| ≤ 2
√
dn−β0∆R, |v − x| ≤ 2
√
dn−β0∆R.
We have
(4.76) |T (u, v)− T (w, x)| ≤ |T (u, v)− T (u, x)|+ |T (u, x)− T (w, x)|,
and we want to use Proposition 2.6 to bound the probability that either difference on the right
exceeds ησ`/8. Let uˆ, vˆ, wˆ, xˆ be the θ–projections of u,w, v, x, with uˆ, wˆ into Hθ,(i−1)` and vˆ, xˆ into
Hθ,i`. Since uˆ, vˆ, xˆ ∈ QR,n,θ we have using (4.24)
|(vˆ − uˆ)− `yθ| ≤ |vˆ − i`yθ|+ |uˆ− (i− 1)`yθ| ≤ 2nβ1∆R ≤ min`,
and using (2.24)
(4.77) |vˆ − xˆ| ≤ |v − x|+ 2d ≤ 3
√
dn−β0∆R < min`,
so Lemma 2.5 gives
|g(vˆ − uˆ)− g(xˆ− uˆ)| ≤ C38(6
√
dnβ1−β0 + 9dn−2β0)∆2R
n−β2R
≤ c1nβ1+β2−β0σR.
We may assume the points are labeled so that g(xˆ− uˆ) ≤ g(vˆ− uˆ); there then exists a point zˆ ∈ Πuˆvˆ
(close to vˆ) with g(zˆ − uˆ) = g(xˆ− uˆ), and z ∈ Zd with |z − zˆ| ≤ √d. We then have
(4.78) g(vˆ − zˆ) = g(vˆ − uˆ)− g(zˆ − uˆ) ≤ c1nβ1+β2−β0σR
and
|T (u, v)− T (u, x)| ≤ |T (u, z)− T (u, x)|+ T (z, v),
and the latter implies
(4.79) P
(
|T (u, v)− T (u, x)| ≥ η
8
σ`
)
≤ P
(
|T (u, z)− T (u, x)| ≥ η
16
σ`
)
+ P
(
T (z, v) ≥ η
16
σ`
)
.
Checking the conditions of Proposition 2.6 for the first probability on the right of (4.79), we note
first that
|g(z − u)− g(x− u)| ≤ g(z − zˆ) + 2g(u− uˆ) + g(x− xˆ) ≤ 4µ
√
d.
Further,
|v − u| ≥ |vˆ − uˆ| − |v − vˆ| − |u− uˆ| ≥ 1
µ
√
d
g(vˆ − uˆ)− 2d ≥ `
2µ
√
d
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b
b
uˆ
wˆ
xˆ
vˆzˆ
Hθ0,(i−1)ℓ Hθ0,iℓ
∂(uˆ+ g(xˆ− uˆ)Bg)
Lθ(uˆ)
Figure 9. Illustration for Lemma 4.8. The arc containing xˆ and zˆ is the boundary
of a g–ball centered at uˆ. The dashed lines are the geodesics Γuv and Γwx, which are
unlikely to have highly dissimilar passage times because they can follow the same
path, once away from their endpoints.
so using (4.25), (4.75), and the second inequality in (4.17), for C40 from Proposition 2.6,
∆(|v − u|) ≥ c2∆` ≥ c3n−β2(1+γ2)/2∆R ≥ 2C−140
√
dn−β0∆R ≥ C−140 |v − x|.
In applying Proposition 2.6 to the first probability on the right of (4.79) we take λ = n2β1 , so we
need to verify that for this λ,
(4.80)
η
16
σ` ≥ λσ(∆−1(|v − x|)) log |v − x|.
Let
A =
(
16λ
C2η
log |v − x|
)1/γ1
.
If we can show that
(4.81) ∆` ≥ C1/23 A(1+γ2)/2|v − x|,
then using (1.2),
∆
(
`
A
)
≥ C−1/23 A−(1+γ2)/2∆` ≥ |v−x| and hence C2Aγ1 ≤ C2
(
`
∆−1(|v − x|)
)γ1
≤ σ`
σ(∆−1(|v − x|))
which is equivalent to (4.80). In fact we have using the second inequality in (4.17), along with
(4.25), (4.75), and log |v − x| ≤ logR ≤ n2β1 , that
C
1/2
3 A
(1+γ2)/2|v − x| ≤ c4n−β0∆R
(
n4β1
)(1+γ2)/2γ1 ≤ c5n−β0+2β1(1+γ2)/γ1∆R
≤ c6n−β0+2β1(1+γ2)/γ1+β2(1+γ2)/2∆` ≤ ∆`,
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proving (4.81) and hence also (4.80). Now (4.80) and Proposition 2.6 give
(4.82) P
(
|T (u, z)− T (u, x)| ≥ η
16
σ`
)
≤ C42 exp
(
−C43n2β1
)
.
Turning now to the last probability in (4.79), we have using (1.2), the second inequality in (4.17),
and (4.78) that
h(v − z) ≤ c7 + 2g(v − z) ≤ c8 + 2g(vˆ − zˆ) ≤ 2c1nβ1+β2−β0σR ≤ nβ1+β2(1+γ2)−β0σ` ≤ η
32
σ`
and similarly
|v − z| ≤ nβ1+β2(1+γ2)−β0σ`,
so from (1.2), (1.4), and (4.26),
P
(
T (z, v) ≥ η
16
σ`
)
≤ P
(
T (z, v)− ET (z, v) ≥ η
32
σ`
)
≤ C5 exp
(
−C6η
32
σ`
σ(σ`)
)
≤ exp
(
−`χ1(1−χ2)
)
≤ exp
(
−n2β1
)
.
Combining this with (4.76), (4.79), and (4.82), along with a similar computation for the second
term on the right in (4.76) in place of the first term, we get
P
(
|T (u, v)− T (w, x)| ≥ η
4
σ`
)
≤ c9 exp
(
−c10n2β1
)
.
Summing this over the O(R4(d−1) possible values of (u, v, w, x) we get as in (4.42) that
(4.83) P (G6) ≤ c9 exp
(
−1
2
c10n
2β1
)
.

Lemma 4.9. There exist constants Ci > 0 as follows. Suppose A1 and A2(i),(ii) hold for some
θ0, 0, and A3 holds with θ = θ0 for some R,n, `, min. For the event
G7 : (unusual-speed short segment) There exist u, v ∈ QR,n,θ ∩ Zd with
|u− v| ≤ 3n−β4`, |T (u, v)− h(v − u)| ≥ η
8
σ(`|yθ|/2)l,
we have
(4.84) P (G7) ≤ exp
(
−C60 n
2β1
logR
)
.
Proof. When |u− v| ≤ 3n−β4` we have using (1.2) and the last inequality in (4.16) that
σ(|u− v|) ≤ 3γ1C−12 n−β4γ1σ` ≤
η
8
n−2β1σ`,
so (1.4) says
P
(
|T (u, v)− h(|u− v|)| ≥ η
8
σ`
)
≤ C5 exp
(
−C6n2β1
)
.
As in (4.42), summing over the O(R2d) possible values of (u, v) gives
(4.85) P (G7) ≤ c1 exp
(
−1
2
c2n
2β1
)
.
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
We are now ready for the core of our main proof, given by the next proposition.
Proposition 4.10. Suppose A1 and A2(i),(ii) hold for some θ0, 0. There exist constants βj ∈ (0, 1)
and Ci as follows. Let R,n, min be as in A3, and let Bθ0,cross be a θ0–block in Hθ0,R with center
point y. Let θ = y/|y|, and suppose ψθθ0 < min/2. Then
P
(
there exist n θ0–slab geodesics from B
rfat
θ0,home to H
+
θ0,2R
with distinct H+θ0,R–entry points in B
fat
θ0,cross
)
≤ exp
(
−C61 n
2β1
logR
)
.(4.86)
The upper bound on n in (4.20) can be written
n
(n−β0∆R)d−1
≤ C55nβ0(d−1),
which is not really a restriction at all, since the density of H+θ0,R–entry points is bounded. It is only
there for technical use in Lemmas 4.5—4.9.
Proof of Proposition 4.10. Let s, r, and βj ∈ (0, 1) be as in A3.
As a shorthand, a θ0–slab geodesic from B
rfat
θ0,home
to H+θ0,2R will be called a 2R–geodesic. Given
a 2R–geodesic Γ, we can decompose the pre-Hθ0,R segment of Γ into an initial bond and n
β2 `-
segments; every such `–segment is an (`, θ0)–interval geodesic. An (`, θ)-interval geodesic Ψ is good
if
(1) Ψ is contained in QR,n,θ,
(2) Ψ contains no backtrack of 12n
−β4`.
Let G8 be the event in (4.86), and define the event
G9 : there exist n θ–target-directed 2R–geodesics with distinct H
+
θ0,R
–entry points in Bθ0,cross,
so
(4.87) G8 ⊂ G9 ∪G1.
Note that τ ∈ G9\G3 says that every `-segment of every θ–target-directed 2R–geodesic is a good
(`, θ)-interval geodesic.
Our main task is to bound P (G9). There are at most c1n
(β0+β1)(d−1) θ0–blocks intersecting
Hθ0,2R∩QR,n,θ, and we denote the jth one (in some arbitrary order) as B2R,j . When τ ∈ G9, there
exists a subcollection G of size at least
gn = c2n
1−(β0+β1)(d−1)
out of the n 2R–geodesics, which for some m all have H+θ0,2R–entry point in block B
fat
2R,m. We call
such a subcollection G a crowded set (via Bcross and B2R,m), and fix such a G and m. Let y
∗ be
the center of B2R,m, let θ
∗ = (y∗ − y)/|y∗ − y|, and let
Q∗R,n,θ∗ = y +
(
R× [−4√d− 1nβ1∆R, 4
√
d− 1nβ1∆R]d−1
)
, in θ∗–coordinates.
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Figure 10. Illustration for the proof of Proposition 4.10. The dashed line is a
typical geodesic from the crowded set G. The primary θ–slab geodesic crosses the
left gray box, which is part of the square tube QR,n,θ surrounding Lθ. The secondary
θ∗–slab geodesic crosses the right gray box, which is part of the square tube Q∗R,n,θ∗
surrounding Lθ∗(y). The hash marks bound the named blocks (such as Bθ0,home) in
the hyperplanes as shown.
This is a tube around Lθ∗(y) = Π
∞
y,y∗ with cross section larger than that of QR,n,θ in each dimension
by a factor 2
√
d− 1. It is straightforward to show that due to this larger cross section we have
Q∗R,n,θ∗ ∩ Ωθ0(R, 2R) ⊃ QR,n,θ ∩ Ωθ0(R, 2R).
Analogously to [s, r], there is a largest interval [s∗, r∗] for which
QR,n,θ ∩ Ωθ∗(s∗, r∗) ⊂ QR,n,θ ∩ Ωθ0(R, 2R);
see Figure 10. Since y∗ ∈ QR,n,θ it is easily checked that the θ–ratio of y∗ − y is bounded by
c3n
β1∆R/R, and hence
(4.88) ψθθ∗ ≤ c4n
β1∆R
R
≤ min
4
and hence ψθ∗θ0 ≤
min
2
.
There is a “nuisance possibility” we must deal with here: by assumption the gn (or more) 2R–
geodesics in the crowded set G have distinct H+θ0,R–entry points, but this does not guarantee they
have distinct entry points for the hyperplanes Hθ,r (behind Hθ0,R) and Hθ∗,r∗ (ahead of Hθ0,R.)
However, at least one of the following options must be true:
(I) there is a subset G1 ⊂ G with |G1| ≥ g1/3n which all have the same H+θ,r–entry point,
(II) there is a subset G2 ⊂ G with |G2| ≥ g1/3n which all have the same H+θ∗,s∗–entry point,
(III) there is a subset G3 ⊂ G with |G3| ≥ g1/3n which all have distinct H+θ,r–entry points, and
which all have distinct H+θ∗,s∗–entry points.
If (I) occurs in some τ , then since the geodesics in G1 have distinct H
+
θ0,R
–entry points, uniqueness
of finite geodesics means these geodesics must be “disjoint from Hθ0,R to H
+
θ0,2R
”, or more precisely,
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the geodesics Γ[x′R(Γ), x
′′
2R(Γ)],Γ ∈ G1, are disjoint, except for possibly sharing a starting point
x′R(Γ). Similarly, if (II) occurs then the geodesics in G2 must all have disjoint pre–Hθ0,R segments,
except for possibly sharing the same x′′R(Γ). In (III) we cannot conclude any such disjointness.
In Hθ,s and Hθ,r we have the enlarged home θ–blocks Bs,θ,home,+ and Br,θ,home,+, respectively,
centered on the line Lθ. In Hθ∗,s∗ and Hθ∗,r∗ we can define analogous shifted enlarged home θ∗–
blocks by translating an enlarged θ∗–block within the hyperplane so that it is centered on Lθ∗(y);
we denote these shifted enlarged home θ∗–blocks by B˜s∗,θ∗,home,+ and B˜r∗,θ∗,home,+, respectively.
The analog of the event G2 for the geodesic segments from Hθ0,R to Hθ0,2R is the following.
G10 : (geodesic after Hθ0,R evading enlarged θ–blocks) There exists a geodesic Γ from
Brfatθ0,cross to B
fat
2R,m which contains a site in (H
rfat
θ∗,s∗\B˜rfats∗,θ∗,home,+) ∪ (H fatθ,r\B˜fatr∗,θ∗,home,+).
In view of (4.88) we essentially can apply Lemma 4.6 to bound P (G10), the only thing being
different for G10 is that the tube Q
∗
R,n,θ∗ is fatter by a constant factor 2
√
d− 1. This makes no
material difference so we have
(4.89) P (G10) ≤ exp
(
−C60 n
2β1
logR
)
.
Consider now τ ∈ G9\(G3 ∪ G2 ∪ G10) and suppose option (III) occurs. We have the following
situation: each Γ ∈ G3 contains a unique θ–slab geodesic from Brfats,θ,home,+ to Bfatr,θ,home,+, which we
call the primary θ–slab geodesic of Γ and denote Γpri. Γ also contains a unique θ∗–slab geodesic
from B˜rfats∗,θ∗,home,+ to B
fat
r∗,θ∗,home,+, which we call the secondary θ
∗–slab geodesic of Γ and denote
Γsec. A site x ∈ H−θ,r is called popular for G3 (in τ) if there exist nβ3−β4/8 2R–geodesics Γ ∈ G3
for which x lies in the primary θ–slab geodesic of Γ. A key observation is that if such a popular
site x exists, then since {Γ ∈ G3 : x ∈ Γ} have distinct H+θ,r–entry points, the nβ3−β4/8 (or more)
geodesics {Γsec : Γ ∈ G3, x ∈ Γ} must be disjoint. Based on the preceding discussion we can now
restate the options as follows, with option (III) split into two suboptions.
(I) there is a subset G1 ⊂ G with |G1| ≥ g1/3n for which {Γsec : Γ ∈ G1} are disjoint,
(II) there is a subset G2 ⊂ G with |G2| ≥ g1/3n for which {Γpri : Γ ∈ G1} are disjoint,
(IIIa) there is a subset G3a ⊂ G with |G3a| ≥ nβ3−β4 for which {Γsec : Γ ∈ G3a} are disjoint,
(IIIb) there is a subset G3b ⊂ G with |G3b| ≥ g1/3n for which no popular site exists for G3b}.
In bounding the probabilities for options (I)–(IIIb) we only use the geodesics Γpri or Γsec. This
means the original angle θ0 is no longer involved, except that we have effectively replaced R with
r− s (for geodesics Γpri) or r∗ − s∗ (for geodesics Γsec.) In view of (4.28) this has negligible effect.
In the interest of expositional and notational clarity, we can therefore henceforth assume θ = θ0
and [r, s] = [0, R] for options (II) and (IIIb), where we deal with geodesics Γpri.
The most difficult of the options to control is (IIIb) where we must deal with the lack of dis-
jointness; in fact our proof of a probability bound for that case will essentially subsume the simpler
proofs for the other 3 cases. Hence we consider the events
Gbad = G3 ∪G1 ∪G4 ∪G6 ∪G7 ∪G2 ∪G10
G11 : τ ∈ G9\Gbad and option (IIIb) occurs,
and we call G3b a crowded subset.
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Recall that Sθ,i(Γ) denotes the ith `-segment of Γ. We arbitrarily number the target θ–blocks
1 through (2
√
d− 1)d−1n(β0+β1)(d−1) in each Hi`, i ≤ nβ2 . For Γ ∈ G3b we say Sθ,i(Γ) (or just Γ)
makes a transition from j to k if x′′(i−1)`(Γ) is in fattened target θ–block j in H
fat
(i−1)` and x
′′
i`(Γ)
is in fattened target θ0–block k in H
fat
i` ; we call this transition the (i, j, k) transition and write
Sθ,i(Γ) ∈ Ti(j, k). For Γ(1),Γ(2) ∈ G3b and i ≤ nβ2 , Sθ,i(Γ(1)) and Sθ,i(Γ(2)) are called neighboring
if they make the same transition. A given transition (i, j, k) is called sparse if the number of
2R–geodesics in G3b making that transition is at most n
β3 .
The definitions of “transition” and “neighboring,” among others here, also make sense for general
(`, θ)-interval geodesics that are not part of a 2R–geodesic.
When the ith `-segments of some Γ, Γˆ ∈ G3b intersect, Sθ,i(Γ) ∩ Sθ,i(Γˆ) is necessarily a sub-
segment of both Sθ,i(Γ) and Sθ,i(Γˆ), with some endpoints v = (v
θ
1, v
θ
2)θ and w = (w
θ
1, w
θ
2)θ, labeled
so v precedes w in Γ. We call Γ[v, w] = Γˆ[v, w] the overlap segment. The projection of the
overlap segment onto the first θ–coordinate is an interval in R containing vθ1, wθ1 which we call the
projected overlap interval ; we denote it O(Sθ,i(Γ), Sθ,i(Γˆ)). The θ–overlap of Sθ,i(Γ) and Sθ,i(Γˆ) is
|O(Sθ,i(Γ), Sθ,i(Γˆ))|. If two neighboring ith `-segments have θ–overlap at most n−β4`, we say they
are low-overlap neighbors; see Figure 11. We claim the following.
Claim 1. If τ ∈ G11 with crowded subset G3b, then every `-segment of every Γ ∈ G3b making a
non-sparse transition has a low-overlap neighbor.
To prove Claim 1, fix τ ∈ G11. For fixed i, j, k and Γ ∈ G with Sθ,i(Γ) making a non-sparse
(i, j, k) transition, suppose Sθ,i(Γ) has no low-overlap neighbors. Then
(4.90)
∑
Γˆ∈Ti(j,k),Γˆ6=Γ
∣∣O(Sθ,i(Γˆ), Sθ,i(Γ))∣∣ ≥ (|Ti(j, k)| − 1)n−β4` ≥ 1
2
nβ3−β4`.
We must deal with the technical complication that there may be backtracks, meaning that
(i) not all projected overlap intervals, for Sθ,i(Γ) and some Sθ,i(Γˆ), are necessarily contained
in [(i− 1)`, i`], and
(ii) having two projected overlap intervals intersect in an interval of positive length need not
mean that the corresponding overlap segments have nonempty intersection.
Issue (i) is readily dealt with: since we are assuming τ ∈ Gc3, every O(Sθ,i(Γˆ), Sθ,i(Γ)) in (4.90) is
contained in [(i − 2)`, i`]. It then follows from (4.90) that some point a ∈ [(i − 2)`, i`] must be in
at least 14n
β3−β4 of these intervals. For issue (ii), let Fa(Γ) and F ′a(Γ) be the first and last points,
respectively, of Γ in Hθ,a. Because we are assuming τ ∈ Gc3 and Γ has no low-overlap neighbors,
if a lies in some O(Sθ,i(Γˆ), Sθ,i(Γ)), then the corresponding overlap segment Sθ,i(Γˆ) ∩ Sθ,i(Γ) must
contain either Fa(Γ) or F
′
a(Γ), because no segment of Γ lying entirely between Fa(Γ) and F
′
a(Γ) can
have projected length more than n−β4`/2. It follows that either Fa(Γ) is contained in Sθ,i(Γ)∩Sθ,i(Γˆ)
for at least 18n
β3−β4 of the neighbors Γˆ in (4.90), or the same is true for F ′a(Γ). But this makes
Fa(Γ) or F
′
a(Γ) a popular site for G3b, a contradiction to τ ∈ G11. This proves Claim 1.
Claim 2. If τ ∈ G11 with crowded subset G3b, then there exists Γ ∈ G3b such that every
`–segment of Γ has a low-overlap neighbor.
To prove Claim 2, note that for each i, the number of possible transitions by the ith `–segment
of a target-directed 2R–geodesic is at most the square of the number of target θ–blocks in each
Hθ,i`, so the number of (i, j, k) such that `–segment i can transition from block j to block k is at
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Hθ,0 Hθ,ℓ Hθ,2ℓ Hθ,kℓ = Hθ,R
Figure 11. Geodesic Γ (dashed curve) for which every `–segment of the pre–
Hθ,R segment has a low-overlap neighbor (gray curves.) The low-overlap neighbors
are `–segments of other geodesics in the crowded subset G3b of the crowded group
G. Later in the proof we allow similar but more general “low-overlap partners,”
which are still geodesics but which do not have to be `–segments of geodesics in
the crowded subset. Of primary interest are the fast `–segments of Γ, for which the
corresponding partners are (modulo a small-probability event) “forced” by Lemma
4.8 to be disjointly semi-fast.
most nβ2+2(β0+β1)(d−1). It follows that the total number of sparse transitions made by all Γ ∈ G3b
(summed over G3b) is at most n
β3+β2+2(β0+β1)(d−1), which is less than g1/3n by (4.18). Hence there
exists some Γ ∈ G3b making no sparse transitions, and Claim 2 follows from Claim 1.
Our definition of low-overlap neighbor requires that such a neighbor be an `-segment of another
2R–goedesic in our specified G3b. We now loosen this restriction, and say for Γ a 2R–geodesic, any
(`, θ)–interval geodesic Ψ is a low-overlap partner of the ith `–segment of Γ if the following hold:
(a) Ψ is a good (`, θ)-interval geodesic,
(b) Ψ and Sθ,i(Γ) make the same transition, and
(c) the θ–overlap of Ψ and Sθ,i(Γ) is at most n
−β4`.
It follows that every low-overlap neighbor is a low-overlap partner, for τ ∈ G11. Define the event
G12 : there exist a target-directed 2R–geodesic from B
rfat
θ,home to H
+
θ,2R
with H+θ,R–entry point in B
fat
θ,cross for which every `-segment in the pre-Hθ,R
segment has a low-overlap partner; τ /∈ Gbad.
We then conclude from Claim 2 that
(4.91) G11 ⊂ G12 ∪Gbad.
We now bound P (G12). Define
NL = |Brfatθ,home ∩ Zd|, NR = |Bfatθ,cross ∩ Zd|, Ωi = Ωθ((i− 1/6)`, (i+ 7/6)`).
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Let γ0 be a θ–slab path from B
rfat
θ,home to B
fat
θ,cross. Given x, y ∈ Ωi ∩ V we can define the set of
low-overlap constrained paths
Pi(x, y, γ0) =
{
γ : γ is a path from x to y in Zd with γ ⊂ Ωi, and either γ ∩ γ0 = ∅ or for some
sites u preceding v in γ0 with |vθ1 − uθ1| ≤ n−β4` we have γ ∩ γ0 = γ0[u, v]
}(4.92)
and for γ ∈ Pi(x, y, γ0) with γ ∩ γ0 = γ0[u, v], define
T dis,i(γ, γ0) = T (γ)− T (γ ∩ γ0) + h((vθ1 − uθ1)yθ).
Note that part of the passage time T (γ) comes from the overlap segment γ[u, v]; in defining
T dis,i(γ, γ0) we replace this part of the passage time with the approximation h((v
θ
1 − uθ1)yθ), so
that it does not depend on the passage times of bonds in the overlap segment. Next define the
disjoint passage times
T dis,i(x, y, γ0) := inf{T dis,i(γ, γ0) : γ ∈ Pi(x, y, γ0)},(4.93)
so that T dis,i(x, y, γ0) is not affected by the passage times of the bonds in γ0.
The case of interest is the following: given τ /∈ Gbad, if Γ is a θ–slab geodesic from Brfatθ,home to
Bfatθ,cross, and Ψ = Ψ[x, y] is a low-overlap partner of Sθ,i(Γ), then, due to the bound on backtracks
in low-overlap partners we have Ψ ⊂ Ωi, so Ψ ∈ Pi(x, y,Γ). Suppose γ ∈ Pi(x, y,Γ) with γ ∩ Γ =
Γ[u, v] for some u, v. Since v lies in the hyperplane Hθ,vθ1
tangent to u+|(v−u)θ1|Bg at u+(v−u)θ1yθ,
we have using Lemma 2.1, (1.2), and (4.20) (taking C54 there sufficiently large) that
h(v − u) ≥ g(v − u) ≥ g((v − u)θ1)yθ) ≥ h((v − u)θ1yθ)− C25σ(|(v − u)θ1yθ|) log |(v − u)θ1)yθ|
≥ h((v − u)θ1yθ)− c5n−γ1β4σ(`|yθ|/2) log ` ≥ h((v − u)θ1yθ)−
η
8
σ(`|yθ|/2).
Since τ /∈ G7, this yields that for all γ ∈ Pi(x, y,Γ)
(4.94)
T (γ)− T dis,i(γ,Γ) = T (u, v)− h(|uθ1 − vθ1|yθ) ≥ T (u, v)− h(v − u)−
η
8
σ(`|yθ|/2) ≥ −η
4
σ(`|yθ|/2).
Since also τ /∈ G6,
(4.95) |T (Ψ)− T (Sθ,i(Γ))| < η
8
σ`.
For Γ a θ–slab geodesic from Brfatθ,home to B
fat
θ,cross, we say Γ is clean if Γ contains no θ–backtrack of
1
2n
−β4`, and no pair u, v as in the event G4; a 2R–geodesic is called clean if its pre-Hθ,R segment
is clean. For 2 ≤ i ≤ nβ2 − 1, as in Lemma 4.2 let us call Sθ,i(Γ) a fast segment if
T
(
Sθ,i(Γ)
) ≤ 1
k
ET (0, Ryθ) +
η
8
σ(`|yθ|/2),
so Nθ(Γ) (from Lemma 4.2) is the number of fast `–segments in Γ. We say an (`, θ)–interval geodesic
Ψ = Ψ[x, y] is semi-fast if its passage time satisfies
T (Ψ) <
1
k
ET (0, Ryθ) +
3
4
ησ(`|yθ|/2),
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and disjointly semi-fast if
T dis,i(Ψ,Γ) <
1
k
ET (0, Ryθ) +
η
2
σ(`|yθ|/2).
Thus for τ ∈ G12 we have the following: there exists a clean θ–target-directed geodesic Γ from
Brfatθ,home to B
fat
θ,cross for which every Sθ,i(Γ) has a low-overlap partner Ψi = Ψi[yi, zi], and for each
fast `–segment Sθ,i(Γ),
T dis,i(Ψi,Γ) ≤ T (Ψi) + η
4
σ(`|yθ|/2) ≤ T (Sθ,i(Γ)) + 3η
8
σ(`|yθ|/2) ≤ 1
k
ET (0, Ryθ) +
η
2
σ(`|yθ|/2),
meaning Ψi is disjointly semi-fast. Here the first two inequalities use (4.94) and (4.95). Thus for
the event
G13 : there exists a clean θ–target-directed θ–slab geodesic Γ from B
rfat
θ,home to B
fat
θ,cross
for which every fast `–segment Sθ,i(Γ) has a disjointly semi-fast low-overlap partner,
we have
(4.96) G12 ⊂ G13,
so we now want to bound P (G13). Let a1, . . . , aNL and b1, . . . , bNR be the sites of Zd in JL and JR
respectively, and let
n0 = ηn
γ2β2/8.
Defining events
Hjk : Γajbk is a clean θ–target-directed θ–slab geodesic, Nθ(Γajbk) ≥ n0, and every fast
`–segment Sθ,i(Γajbk) with 2 ≤ i ≤ nβ2 − 1, has a disjointly semi-fast low-overlap partner,
we have
P (G13) ≤
NL∑
j=1
NR∑
k=1
(
P (Nθ(Γajbk) < n0) + P (Hjk)
)
.(4.97)
(We note here that when τ ∈ Hjk, the corresponding Γajbk can serve as the special geodesic in the
heuristic in Remark 4.1.) Using the last inequality in (4.16), Lemma 4.2 yields that
(4.98) P
(
Nθ(Γajbk) < n0
) ≤ c6R2(d−1) exp(−c7n(1−γ2)β2) ≤ c8 exp(−c9n2β1) .
We next bound P (Hjk). Suppose we fix both of the following:
(4.99) a clean θ–target-directed θ–slab path γ from aj to bk, and the times τγ = {τe : e ∈ γ}.
These determine the set
I(γ, τγ) = {2 ≤ i ≤ nβ2 − 1 : Sθ,i(γ) is a fast `–segment}.
For each such γ we have the event
Hγ : every fast `–segment Sθ,i(γ), 2 ≤ i ≤ nβ2 − 1, has a disjointly semi-fast low-overlap partner.
Conditionally on the fixed objects in (4.99), we may view the events Hγ , as well as the event
{Γujvk = γ}, as determined by the unconditioned passage times {τe : e /∈ γ}. In this context,
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{Γujvk = γ} is an increasing event (that is, its indicator is an increasing function of {τe : e /∈ γ}),
whereas Hγ is a decreasing event. It follows from the FKG inequality that
P (Hjk | τγ ,Γujvk = γ) = P (Hγ | τγ ,Γujvk = γ)
≤ P (Hγ | τγ)
= P (Hγ | I(γ, τγ)).(4.100)
For I ⊂ {1, . . . , nβ2 − 2}, the events
Hγ,I : for all i ∈ I, Sθ,i(γ) has a disjointly semi-fast low-overlap partner
satisfy
(4.101) P (Hγ | I(γ, τγ) = I) = P (Hγ,I | I(γ, τγ) = I) = P (Hγ,I),
since the event Hγ,I is independent of {τe, e ∈ γ}. For a clean θ–target-directed θ–slab path γ from
Brfatθ,home to B
fat
θ,cross, let
M(γ) = {(i, j, k) : γ makes transition (i, j, k)}.
and let M be the set of all possible values of M(γ) as γ varies over all such paths. For M ∈ M
and I ⊂ {2, . . . , nβ2 − 1} define events
FM,I : for every (i, j, k) ∈M with i ∈ I, there exists a semi-fast good (`, θ)–interval geodesic
making transition (i, j, k).
We claim that
(4.102) Hγ,I\(G3 ∪G6 ∪G7) ⊂ FM(γ),I\(G3 ∪G6).
In fact, suppose τ ∈ Hγ,I\(G3 ∪ G6 ∪ G7), i ∈ I, and (i, j, k) ∈ M(γ). Then there are sites u
preceding v in Sθ,i(γ) and a disjointly semi-fast (`, θ)–interval geodesic Ψ ⊂ QR,n,θ for which
Ψ makes transition (i, j, k), Ψ ∩ γ = γ[u, v], |uθ1 − vθ1| ≤ n−β4`.
Since τ /∈ G7 and γ is clean,
T (Ψ) = T dis,i(Ψ, γ) + T (Ψ[u, v])− h(|uθ1 − vθ1|yθ)
≤ T dis,i(Ψ, γ) + |T (Ψ[u, v])− h(u− v)|+ h(u− v)− h(|uθ1 − vθ1|yθ)
≤ 1
k
ET (0, Ryθ) +
3
4
ησ(`|yθ|/2).(4.103)
Thus Ψ is semi-fast. Since τ /∈ G3,Ψ is also good, so τ ∈ FM(γ),I , proving the claim. This shows
that
(4.104) P (Hγ,I) ≤ P (FM(γ),I\(G3 ∪G6)) + P (G3 ∪G6 ∪G7).
Let uij denote the center point of the jth block in Hi`, and define the event
FM,I : for every (i, j, k) ∈M with i ∈ I, we have T (u(i−1),j , uik) ≤
1
k
ET (0, Ryθ) +
7
8
ησ(`|yθ|/2).
Then FM(γ),I\G6 ⊂ FM(γ),I so by (4.104),
P (Hγ,I) ≤ P (FM(γ),I\(G3 ∪G6)) + P (G3 ∪G6 ∪G7).
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With (4.100) and (4.101) we obtain from this that for the functions
f0(γ, I) = P (Hγ,I), f1(M, I) = P (FM,I\(G3 ∪G6)) + P (G3 ∪G6 ∪G7),
we have
P (Hjk) = E
(
P
(
Hjk
∣∣∣ {τe, e ∈ Γujvk},Γujvk))
≤ E
(
f0
(
Γujvk , I(Γujvk , {τe : e ∈ Γajbk})
)
1{|I(Γujvk ,{τe:e∈Γajbk})|≥n0−2}
)
≤ E
(
f1
(
M(Γujvk), I(Γujvk , {τe : e ∈ Γajbk})
)
1{|I(Γujvk ,{τe:e∈Γajbk})|≥n0−2}
)
.(4.105)
As a comment on the last two expressions, we can view γ, I as parameters in the probability
P (Hγ,I) expressed by the function f0, with this probability for a given (γ, I) calculated for a
random configuration τ . When we calculate the second expectation in (4.105), we can view it
as choosing the parameters γ, I randomly using a completely separate independent passage time
configuration τ ′. Our ability to separate the choice of τ from the choice of parameters (functions of
τ ′) is a consequence of the FKG property in (4.100) and of (4.101). When we next replace f0 with
f1 in the last line, the parametrization no longer uses the full path γ but rather only the transitions
of γ. This formulation means that to bound P (Hjk), instead of summing over M and I in f1(M, I)
(which involves too much entropy), we are averaging over Γujvk .
We split I into odd and even values, I = Iodd ∪ Ieven and define for u, v ∈ Ωi:
TΩi(u, v) = inf{T (γ) : γ is a path from u to v, γ ⊂ Ωi}.
Fix M ; for each i ≤ nβ2 there exist unique ji, ki for which (i, ji, ki) ∈M . The events
F ∗M,i : TΩi(u(i−1),ji , uiki) ≤
1
k
ET (0, Ryθ) +
7
8
ησ(`|yθ|/2)
with i odd are independent, since the regions Ωi are disjoint. Therefore
P (FM,I\G3) ≤ P
(∩i∈IoddF ∗M,i)
=
∏
i∈Iodd
P (F ∗M,i)
≤
∏
i∈Iodd
P
(
T (u(i−1),ji , ui,ki) ≤
1
k
ET (0, Ryθ) +
7
8
ησ(`|yθ|/2)
)
.(4.106)
With (1.2) and Proposition 2.1, using ui,ki − u(i−1),ji ∈ Hθ,`, we obtain
1
k
ET (0, Ryθ) ≤ g(`yθ) + C25
k
σ(R|yθ|) log(R|yθ|)
< g(ui,ki − u(i−1),ji) +
1
8
ησ(`|yθ|/2)
≤ h(ui,ki − u(i−1),ji) +
1
8
ησ(`|yθ|/2).(4.107)
Since ui,ki , u(i−1),ji lie in QR,n,θ, it follows readily from (4.24) that
|ui,ki − u(i−1),ji | ≥ |(ui,ki − u(i−1),ji)θ1||yθ| − |(ui,ki − u(i−1),ji)θ2| ≥
`|yθ|
2
.
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Combining this with (1.9) and (4.107) yields
P
(
T (u(i−1),ji , ui,ki) ≤
1
k
ET (0, Ryθ) +
7
8
ησ(`|yθ|/2)
)
≤ P (T (u(i−1),ji , ui,ki) < h(ui,ki − u(i−1),ji) + ησ(|ui,ki − u(i−1),ji |))
≤ 1− C10.(4.108)
Since (4.106) also holds for Ieven, and max(Iodd, Ieven) ≥ |I|/2, this together with the last inequality
in (4.16) shows that for |I| ≥ n0 − 2,
P (FM,I\G3) ≤ (1− C10)|I|/2 ≤ (1− C10)(n0−2)/2 ≤ exp
(
−C10ηnβ2γ2/32
)
≤ exp
(
−C10ηn2β1
)
.
Combining this with (4.105) and Lemmas 4.7, 4.8, and 4.9 we see that for |I| ≥ n0 − 2 and all M ,
f1(M, I) ≤ exp
(
−C10ηn2β1
)
+ exp
(
−C60 n
2β1
logR
)
.
With (4.91), (4.96), (4.97), (4.98), and (4.105) this shows
P (τ ∈G9\Gbad and option (IIIb) occurs)
= P (G11)
≤ P (G13) + P (Gbad)
≤ NLNR
(
c8 exp
(
−c9n2β1
)
+ exp
(
−C10ηn2β1
)
+ exp
(
−C60 n
2β1
logR
))
+ P (Gbad)
≤ c10R2(d−1) exp
(
−C60 n
2β1
logR
)
+ P (Gbad)
≤ exp
(
−c11 n
2β1
logR
)
+ P (Gbad),(4.109)
where we have used nβ1 ≥ (logR)2.
The preceding proof of (4.109) applies also to options (I) and (II); the proof could even be
substantially simplified for these cases since there is no overlap in the relevant geodesics. To deal
with option (IIIa) where the number of geodesics in the crowded subset is smaller, we can simply
define m by nβ3−β4 = g1/3m , so m = c12nλ with λ < 1, and then repeat the entire proof with n
replaced by m. (This has the effect of replacing each βj with λβj .) We thus conclude using (4.87)
and Lemmas 4.5—4.9 that
P (G8) ≤ P (G9\Gbad) + P (Gbad) ≤ 4 exp
(
−c11 n
2β1
logR
)
+ 5P (Gbad) ≤ exp
(
−c13 n
2β1
logR
)
,
which completes the proof of Proposition 4.10. 
5. Entry point density bound
In this section we prove Theorem 1.5(ii) and Theorem 1.8.
Proof of Theorem 1.5(ii). The orientation of a finite geodesic from x to y is (y − x)/|y − x|. With
θ0, R fixed, for Γ a θ0–slab geodesic from H
−
θ0,−R to H
+
θ0,R
, the initial orientation of Γ is the
orientation of its pre-Hθ0,0 segment. The term “initial orientation” also applies to θ–rays from
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H−θ0,−R which cross Hθ0,0. Let 1 be as in Remark 1.2 and min as in A3, let (R) = (logR)
K1∆R/R,
with K1 to be specified, and for θ ∈ J(θ0, min) define
WR := WR(θ0, θ, τ) :=
{
x ∈ H fatθ0,0 ∩ Zd : there exists a θ0–slab geodesic from H−θ0,−R to H+θ0,R
with H+θ0,0–entry point x and initial orientation in J(θ, (R))
}
,
YR := YR(θ0, θ, τ) :=
{
x ∈ H fatθ0,0 ∩ Zd : for some θ ∈ J(θ0, min) there exists a θ–ray from H−θ0,−R
with H+θ0,0–entry point x and initial orientation not in J(θ, (R))
}
,
ZR := ZR(θ0, θ, τ) :=
{
x ∈ H fatθ0,0 ∩ Zd : there exists a θ–ray from H−θ0,−R with
H+θ0,0–entry point x
}
,
so
(5.1) ZR ⊂WR ∪ YR.
We may think of WR and YR as the sets of entry points of “normal” and “crooked” θ–rays, respec-
tively, though formally WR is defined in terms of finite geodesics.
Let us first bound the density of YR. Suppose x ∈ YR, θ ∈ J(θ0, min), and there exists a θ–ray
from H−θ0,−R with starting point a ∈ Hrfatθ0,−R for which the initial orientation α = (x− a)/|x− a| /∈
J(θ, (R)). This means ψαθ ≥ (R), and it is easily checked that this implies
Dθ(x− a) ≥ c1
(
(R)2|x− a|2
Ξ(|x− a|)2 ∧ Φ(|x− a|)
)
≥ c2(R)2 |x− a|
σ(|x− a|) log |x− a| .
But then, defining events
Fx,j : for some a ∈ Zd with 2j−1 < |x− a| ≤ 2j and some θ ∈ J(θ0, min) with
Dθ(x− a) ≥ c2(R)2 |x− a|
σ(|x− a|) log |x− a| , there is a θ–ray from a containing x,
we get from Proposition 3.1 that provided K1 is large,
(5.2) P (x ∈ YR) ≤
∑
j≥log2R
P (Fx,j) ≤
∑
j≥log2 R
c32
dje−c4(R)
22j/jσ(2j) ≤ c5e−c6(logR)2K1−1 .
We now turn to our main task, which is bounding the density of WR; see Figure 12. We keep
θ0, θ fixed throughout, with ψθθ0 < min. Let R > 0 and n = (logR)
K2 , with K2 to be specified,
satisfying (4.20). Define
yR,θ = Lθ ∩Hθ0,−R,
let Bθ0,home ⊂ Hθ0,0 be the home θ0–block as in Section 4, and define the “big block” centered at
yR,θ:
B−R,θ0,θ,start,big = {−R} ×
(
yR,θ +
[− 8√d|yθ0 |(R)R, 8√d|yθ0 |(R)R]d−1)
expressed in θ0–coordinates. As after Remark 4.3, we can define fattened versions B
fat
θ0,home
and
Brfat−R,θ0,θ,start,big. We want to show that the θ0–slab geodesic in the definition of WR must have
starting point in Brfat−R,θ0,θ,start,big. To that end we take a ∈ Hrfatθ0,−R\Brfat−R,θ0,θ,start,big and x ∈ Bfatθ0,home
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Figure 12. Illustration for the proof of Theorem 1.5(ii), showing the event x ∈
WR. The corresponding θ0–slab geodesic Γ starts at some a ∈ Brfat−R,θ0,θ,start,big (the
block centered at yR,θ, delimited by hash marks in the figure), and enters H
+
θ0,0
at
x. The event x ∈ YR is similar but Γ is a θ-ray and a is far from yR,θ, meaning the
initial orientation of Γ is not close to θ.
and let α = (x − a)/|x − a|. We will show that ψαθ > (R), so that indeed a is not the starting
point in question.
Let aˆ, xˆ be the θ0–projections of a, x into Hθ0,−R and Hθ0,0, respectively, and let αˆ = (xˆ− aˆ)/|xˆ−
aˆ|, so ψααˆ ≤ c7/R. Define intersection points
p = Lθ(xˆ) ∩Hθ0,−R, q = Lθ(xˆ) ∩Hθ,aˆθ1 so p− yR,θ = xˆ,
and note that both the hyperplanes here contain aˆ. By (2.11) we have |p − q| ≤ C31ψθθ0 |aˆ − p| ≤
C31ψθθ0(|aˆ− yR,θ|+ |yR,θ − p|). Hence the θ–ratio of xˆ− aˆ satisfies
|(xˆ− aˆ)θ2|
|yθ||(xˆ− aˆ)θ1|
=
|q − aˆ|
|xˆ− q| ≥
|aˆ− yR,θ| − |yR,θ − p| − |p− q|
|xˆ− p|+ |p− q|
≥ (1− C31ψθθ0)|aˆ− yR,θ| − (1 + C31ψθθ0)|xˆ||yR,θ|+ C31ψθθ0(|aˆ− yR,θ|+ |xˆ|)
.(5.3)
Since a /∈ Brfat−R,θ0,θ,start,big we have
|aˆ− yR,θ| ≥ 8
√
d|yθ0 |(R)R, |xˆ| ≤
√
d− 1n−β0∆R
and from (2.12)
|yR,θ| ≤ | −Ryθ0 |+ |yR,θ − (−Ryθ0)| ≤ R|yθ0 |(1 + C31ψθθ0).
With (5.3) these yield
|(xˆ− aˆ)θ2|
|yθ||(xˆ− aˆ)θ1|
≥ 7
√
d(R).
so from (2.18) (after reducing min if necessary),
tanψαˆθ ≥ 7
2
(R) and hence ψαθ > ψαˆθ − ψααˆ > (R),
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as desired, showing the starting point corresponding to x ∈ Bfatθ0,home cannot be a /∈ Brfat−R,θ0,θ,start,big.
In the other direction, if y∗ is the center of one of the blocks B−R,m intersecting B−R,θ0,θ,start,big,
then from (2.17), the θ0–ratio of y
∗ satisfies
(5.4)
|(y∗)θ02 |
(y∗)θ01
≤ 8d|yθ0 |(R)R+
√
d− 1n−β0∆R
R
≤ 9d|yθ0 |(R) so ψθ0y∗ ≤ 36d(R) <
min
2
,
which will enable us later to apply Proposition 4.10.
Now the number (which we call MR) of θ0–blocks in Hθ0,−R which intersect B−R,θ0,θ,start,big
satisfies
(5.5) MR ≤
(
8
√
d|yθ0 |(R)R
n−β0∆R
)d−1
≤ c8nβ0(d−1)(logR)(d−1)K1 .
We denote these as {B−R,m,m ≤MR}, and define events
Am : there exist n θ0–slab geodesics from B
rfat
−R,m to B
fat
θ0,home with distinct H
+
θ0,R
–entry points.
Then from Proposition 4.10 and (5.5), assuming K2 is large,
P
(
|WR(θ0, θ, min) ∩Bfatθ0,home| ≥ nMR
)
≤
MR∑
m=1
P (Am)
≤MR exp
(
−C61 n
2β1
logR
)
≤ exp
(
−C61
2
n2β1
logR
)
(5.6)
so in view of (5.1) and (5.2),
E
(
|ZR(θ0, θ, τ) ∩Bfatθ0,home|
)
≤ nMR + |Zd ∩Bfatθ0,home|
exp(−C61
2
n2β1
logR
)
+ sup
x∈Hfatθ0,0∩Zd
P (x ∈ YR(θ0, θ, 1)

≤ 2nMR ≤ 2c8(logR)(1+β0(d−1))K2+(d−1)K1 .(5.7)
Letting Bˆθ0,0,t = {0} × [−t, t]d−1 (in θ0–coordinates), and noting that (5.7) is also valid for any
translate of Bfatθ0,home in H
fat
θ0,0
, we can sum (5.7) over such translates to obtain
(5.8) lim sup
t→∞
E
(|ZR(θ0, θ, τ) ∩ Bˆfatθ0,0,t|)
(2t)d−1
≤ E(|ZR(θ0, θ, min) ∩B
fat
θ0,home
|)
(2n−β0∆R)d−1
≤ c8(logR)
K3
2d−2∆d−1R
,
where K3 = (1 + 2β0(d− 1))K2 + (d− 1)K1, proving (1.21).
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To prove (1.20), we proceed similarly but in the definition of B−R,θ0,θ,start,big we replace (R)
with min/72d, and in place of WR, ZR we use
WˆR := WˆR(θ0, θ, τ) :=
{
x ∈ H fatθ0,0 ∩ Zd : for some θ ∈ J(θ0, min/72d) there exists a θ0–slab
geodesic from H−θ0,−R to H
+
θ0,R
with H+θ0,0–entry point x and
initial orientation in J(θ, min/72d)
}
,
ZˆR := ZˆR(θ0, θ, τ) :=
{
x ∈ H fatθ0,0 ∩ Zd : for some θ ∈ J(θ0, min/72d) there exists a θ–ray from
H−θ0,−R with H
+
θ0,0
–entry point x
}
,
which satisfy ZˆR ⊂ WˆR∪YR. Then we must also replace (R) with min/72d in (5.5). The modified
(5.4) still gives ψθ0y∗ ≤ min/2 so Proposition 4.10 still applies. Hence in place of (5.7) we have
E
(
|ZˆR(θ0, θ, τ)∩Bfatθ0,home|
)
≤ 2nMR ≤ c419n1+β0(d−1)
(
R
∆R
)d−1
≤ c10(logR)(1+β0(d−1))K2
(
R
∆R
)d−1
,(5.9)
and then in place of (5.8),
(5.10)
lim sup
t→∞
E
(|ZˆR(θ0, θ, τ) ∩ Bˆfatθ0,0,t|)
(2t)d−1
≤ E(|ZˆR(θ0, θ, τ) ∩B
fat
θ0,home
|)
(2n−β0∆R)d−1
≤ c8(logR)
(1+2β0(d−1))K2
2d−2σd−1R
,
proving (1.20) and completing the proof of Theorem 1.5(ii). 
Proof of Theorem 1.8. Suppose A1 and A2(i),(ii) hold for some θ0, 0. By changing θ0 slightly we
may assume θ0 is rationally oriented. This means there exist vectors bj ∈ Hθ0,0 ∩ Zd, j ≤ d − 1,
which form a basis for Hθ0,0. The sites of form zn =
∑d−1
j=1 njbj , with n = (n1, . . . , nd−1) ∈ Zd−1
form a lattice in Hθ0,0 which divides Hθ0,0 into parallelapideds; let Λn denote the parallelapided
with opposite corners zn, zm with m = (n1 + 1, . . . , nd−1 + 1).
For a 6= b in Rd we write αab for (b − a)/|b − a|. Let u, v be as in the theorem statement.
If dθ0(0,Πuv) ≥ c1∆(|u|)(log |u|)2 then it is easily checked that for r = |v − u|/|yαuv | we have
Dαuv ,r(−u) ≥ c2∆(|u|)2(log |u|)4/Ξ(|u|)2 ≥ c3(log |u|)3, so from Proposition 2.4,
(5.11) P (0 ∈ Γuv) ≤ C35e−c4(log |u|)3 ,
and (1.24) follows. Therefore we may assume
(5.12) dθ0(0,Πuv) < c1(log |u|)2∆(|u|) and hence ψαuv ,αu0 ≤
min
8
,
the last being provided |u| is large. Let −R = uθ01 +µ
√
d, so R, |u| are of the same order. Similarly
to (5.11) we have for χ2 > χ and |u| large
(5.13) P
(
y ∈ Γuv for some y ∈ H−θ0,R with |y − u| ≥ c5(log |u|)2/(1−χ2)
)
,≤ C35e−c6(log |u|)2
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since any such y satisfies Dα,r(y−u) ≥ c7Φ((log |u|)2/(1−χ2)) ≥ c8(log |u|)2, with χ2 from A3. Again
similarly, we get
(5.14) P
(
z ∈ Γu0 for some z ∈ H+θ0,0 with |z| ≥ c5(log |u|)2/(1−χ2)
) ≤ C35e−c6(log |u|)2 .
We will bound P (0 ∈ Γuv) essentially by considering the expected number of sites x in certain
fattened blocks for which the translated event x ∈ Γx+u,x+v occurs, and relating this expected
number to the expected number of certain entry points, which can be bounded using Proposition
4.10. Note that x+u ∈ Hrfatθ0,−R for all x ∈ H fatθ0,0. For x, z ∈ H fatθ0,0∩Zd and y ∈ Hrfatθ0,−R define events
Cx,y,z : x ∈ Γx+u,x+v, y is the last site of Γx+u,x+v in H−θ0,−R,
z is the first site of Γy,x+v in H
+
θ0,0
,
Fx =
⋃{
Cx,y,z : y ∈ Hrfatθ0,−R ∩ Zd, |y − (x+ u)| ≤ c5(log |u|)2/(1−χ2),
z ∈ H fatθ0,0 ∩ Zd, |z − x| ≤ c5(log |u|)2/(1−χ2)
}
,
and let
Xuv = {x ∈ H fatθ0,0 ∩ Zd : τ ∈ Fx};
see Figure 13. For a given configuration τ with 0 ∈ Γuv, we either have τ ∈ F0 (meaning the sites
y, z in the event C0,y,z are close to u, 0 respectively) or one of the events in (5.13) or (5.14) occurs.
Therefore
(5.15) P (0 ∈ Γuv) ≤ P (F0) + 2C35e−c6(log |u|)2 .
Define next the random set of entry points
W˜u :=
{
z ∈ H fatθ0,0 ∩ Zd : for some x ∈ H fatθ0,0 and y ∈ Hrfatθ0,−R with |z − x| ≤ c5(log |u|)2/(1−χ2)
and |y − (x+ u)| ≤ c5(log |u|)2/(1−χ2), there is a θ0–slab geodesic from y to H+θ0,R
with H+θ0,0–entry point z
}
.
(a variant of WR in the previous proof.) If τ ∈ Cx,y,z for some Cx,y,z ⊂ Fx, then z ∈ W˜u. Let
n = (log |u|)K with K to be specified, let βj be as in A3, and as in section 4, subdivide Hθ0,−R
and Hθ0,0 each into blocks of side 2n
−β0∆R. Fix a block Bˆ of Hθ0,0 and let z be its center; then
z + u ∈ Hrfatθ0,−R. Let yˆ be the θ0–projection of z + u into Hθ0,−R, let QBˆ be the block of Hθ0,−R
containing yˆ, and let y be the center of QBˆ. Then z + u ∈ QrfatBˆ .
From the definition of W˜u, given z ∈ W˜u ∩ Bˆfat there exist x ∈ H fatθ0,0 and y ∈ Hrfatθ0,−R with
|z− x| ≤ c5(log |u|)2/(1−χ2) and |y− (x+ u)| ≤ c5(log |u|)2/(1−χ2). Since by (2.24) dθ0(z,Hθ0,0) ≤ d,
FPP GEODESICS IN GENERAL DIMENSION 65
bb
b
b
b
b
b
b
b
y
z + u yˆ
x + u
y
z
x
z
x + v
Bˆ
QBˆ
Lθ0(z + u)
Hθ0,−R
Hθ0,0 Hθ0,R
Γx+u,x+v
Figure 13. To bound the probability of 0 ∈ Γuv we consider sites x ∈ H fatθ0,0 for
which x ∈ Γx+u,x+v. For such x, outside of a small-probability event, there exist y
near x+ u and z near x for which z is the H+θ0,0–entry point of a slab geodesic from
y to H+θ0,R, as shown. In this case, for the block Bˆ with z ∈ Bˆfat, we can translate
Bˆ by approximately u to obtain the block QBˆ, and the slab geodesic start point
y must lie in a fattened block Brfat−R,z,j close to QBˆ. If there are too many x with
x ∈ Γx+u,x+v, then for some block Brfat−R,z,j close to QBˆ, there are many such H+θ0,0–
entry points z which have some y ∈ Brfat−R,z,j as corresponding start point, which has
small probability by Proposition 4.10.
we have |z − z| ≤ d+√d− 1n−β0∆R. It follows that, provided |u| (and hence R) is large,
d(y,Qrfat
Bˆ
) ≤ |y − (z + u)|
≤ |y − (x+ u)|+ |(x+ u)− (z + u)|+ |(z + u)− (z + u)|
≤ 2c5(log |u|)2/(1−χ2) + d+
√
d− 1n−β0∆R
≤ 2√d− 1n−β0∆R.(5.16)
Let {B−R,z,j , j ≤ Nd} be those blocks B of Hθ0,−R satisfying d(QrfatBˆ , B) ≤ 2
√
d− 1n−β0∆R; the
number Nd of such blocks depends only on d, and by (5.16), y must be in one of these blocks
(backwards-fattened.) Suppose now that |W˜u ∩ Bˆfat| ≥ Ndn; then some Brfat−R,z,j with j ≤ Nd
contains the starting points y of at least n of the corresponding θ0–slab geodesics from the definition
of W˜u. Let yj be the center of B
rfat
−R,z,j and ζj = (z − yj)/|z − yj |. To apply Proposition 4.10 we
need to bound ψθ0ζj ; for this we will use
(5.17) ψθ0ζj ≤ ψθ0,αuv + ψαuv ,αu0 + ψαu0,αzy + ψαzy ,αzyj
The first two angles on the right are bounded by assumption and by (5.12), so we will bound the
last two. From the bounds on |z− x| and |y− (x+ u)| in the definition of W˜u, provided |u| is large
we have ψαu0,αzy ≤ c9(log |u|)2/(1−χ2)/|u| ≤ min/8. Since the pairs y, yj and z, z each lie in the
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same (forwards or backwards) fattened block, we have ψαzy ,αzyj ≤ c440n−β0∆R/R < min/8, again
provided |u| (and hence R) is large. Provided we take 4 ≤ min/8 we thus obtain from (5.17) that
ψθ0ζj < 4 + 3min/2 < min/2, and then from Proposition 4.10 that, provided K is large enough,
P (|W˜u ∩ Bˆfat| ≥ Ndn) ≤ Nd exp
(
−C61 n
2β1
logR
)
≤ e−c10(log |u|)2 ,
and therefore
E
(
|W˜u ∩ Bˆfat|
)
≤ Ndn+ c11(n−β0∆R)d−1e−c10(log |u|)2 ≤ 2Ndn = 2Nd(log |u|)K .
Now x ∈ Xuv implies z ∈ W˜u for some z with |z − x| ≤ c5(log |u|)2/(1−χ2), so we have
(5.18) E
(
|Xuv ∩ Bˆfat|
)
≤ c12(log |u|)2(d−1)/(1−χ2)E
(
|W˜u ∩ Bˆfat|
)
≤ c13(log |u|)K+2(d−1)/(1−χ2).
Observe that P (x ∈ Xuv) = P (Fx) has period Λ0, in the sense that it takes the same value at x
and x+ bj for all x and all j ≤ d− 1. Therefore, letting q = |{n : Λn ⊂ Bˆ}|, we have from (5.18)
(5.19)
sup
x
P (Fx) ≤
∑
x∈Λ0
P (Fx) = E
(
|Xuv ∩ Λfat0 |
)
≤ 1
q
E
(
|Xuv ∩ Bˆfat|
)
≤ c13
q
(log |u|)K+2(d−1)/(1−χ2).
Provided |u| (and hence Bˆ) is large, we have q|Λ0| ≥ |Bˆ|/2 so
q ≥ c14|Λ0|n
−(d−1)β0∆d−1R ≥ c15(log |u|)−(d−1)β0K∆(|u|)d−1
which with (5.19) shows that, provided K is large,
(5.20) sup
x
P (Fx) ≤ c16(log |u|)
dK
∆(|u|)d−1 .
This and (5.15) complete the proof. 
6. Nonexistence of bigeodesics
In this section we prove parts (iii) and (iv)(c) of Theorem 1.5. We begin with (iii); the main idea
is that all bigeodesics as in (iii) are θ–rays in one direction and (−θ)–rays in the other, for some
θ ∈ J(θ0, 2), and the crossing-point density of such bigeodesics is bounded above by ρJ(θ0,2),R for
all R, up to a small error term.
We may assume θ0 is rationally oriented. Suppose A2(i),(ii) hold for some θ0, 0, fix  < 0 to be
specified, and suppose
(6.1) P (there exists a bigeodesic containing a subsequential θ–ray for some θ ∈ J(θ0, )) > 0.
Let Γ = (xi, i ∈ Z) be such a bigeodesic; we may assume the subsequential θ–ray is (xi, i ≥ 0). By
Proposition 3.1(iii), (xi, i ≥ 0) is a θ–ray. We write Γ[xj ,∞) for the θ–ray (xi, i ≥ j) and Γ(−∞, xj ]
for the geodesic ray (xi, i ≤ j).
We claim (x−i, i ≥ 0) is a (−θ)–ray for every such θ and Γ, a.s. If not, some such θ–ray is a
subsequential ϕ–ray for some ϕ 6= −θ, so there exists ik →∞ for which x−ik/|x−ik | → ϕ. Letting
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rk = |x0 − x−ik |, the distance from x0 to the ray {x−ik + tθ : t ≥ 0} is then of order ψϕ,−θrk, and
it is easily checked that we therefore have for all sufficiently large k
(6.2) sup
u∈Γ[x−ik ,∞)
Dθ(u− x−ik) ≥ Dθ(x0 − x−ik) ≥ c1
(ψϕ,−θrk)2
Ξ(rk)2
≥ c2ψ2ϕ,−θ
rk
σ(rk) log rk
.
But for the events
Fδ,j : for some x ∈ Zd with 2j−1 < |x| ≤ 2j and some θ ∈ J(θ0, ) with
Dθ(−x) ≥ c3δ2 |x|
σ(|x|) log |x| , there is a θ–ray from x containing 0,
we have from Proposition 3.1 that
(6.3) P (Fδ,j) ≤ c42dje−c5δ22j/jσ(2j) so P (Fδ,j i.o. in j) = 0.
The same is true if we translate the events by x0, replacing 0 with x0 and |x| with |x − x0|, so
this proves the claim that (x−i, i ≥ 0) is a (−θ)–ray. Γ is thus a θ–bigeodesic, by which we mean
a bigeodesic which is a θ–ray in one direction, and a (−θ)–ray in the opposite direction. We
have shown that with probability 1, every bigeodesic Γ containing a subsequential θ–ray for some
θ ∈ J(θ0, ) is actually a θ–bigeodesic, so it has a well-defined entry point x′′θ0,0(Γ) in H+θ0,0. Let
CbiJ(θ0,),0(A) =
{
x ∈ A : x = x′′θ0,0(Γ) for some θ ∈ J(θ0, ) and θ–bigeodesic Γ
}
.
We may consider the “largest θ0–backtrack after x
′′
θ0,0
(Γ)”, or more precisely, the value
R0(Γ) = min{uθ01 : u ∈ Γ[x′′θ0,0(Γ),∞)} ∧ 0,
which by the preceding is finite for every θ–bigeodesic Γ with θ ∈ J(θ0, ).
Before continuing let us recall that the mean (combined) Hθ0,R–crossing density is defined in
(1.15) and (1.16) by counting entry points in H+θ0,R of geodesic rays having only their initial site in
H−θ0,0. We could equally well consider a “shift by R”: entry points in H
+
θ0,0
of geodesic rays having
only their initial site in H−θ0,−R. It is enough to consider R for which Hθ0,−R (and therefore also
Hθ0,R) contains a lattice point; by stationarity, for such R the shift by R does not alter the crossing
point density. For R > 0 we split CbiJ(θ0,),0(A) into a “large–backtrack” set
Cbi,R+J(θ0,),0(A) =
{
x ∈ A : x = x′′θ0,0(Γ) for some θ ∈ J(θ0, ) and θ–bigeodesic Γ with R0(Γ) ≥ R
}
and a small–backtrack set Cbi,R−J(θ0,),0(A) = CbiJ(θ0,),0(A)\C
bi,R+
J(θ0,),0
(A). For x ∈ Cbi,R−J(θ0,),0(A), there
exists a θ–bigeodesic Γ with R > |R0(Γ)| and with H+θ0,0–entry point x, and letting y−R(Γ) be the
last point of Γ in H−θ0,−R, we have that Γ[y−R(Γ),∞) is a halfspace θ–ray from H−θ0,−R with the
same H+θ0,0–entry point x. Now the mean density of bigeodesic entry points, given by
ρbiJ(θ0,),0 = lim sup
r→∞
E
(|CbiJ(θ0,),0(H fatθ0,0 ∩Br(0))|)
Vold−1(Hθ0,0 ∩Br(0))
satisfies
ρbiJ(θ0,),0 ≤ lim sup
r→∞
E
(|Cbi,R−J(θ0,),0(H fatθ0,0 ∩Br(0))|)
Vold−1(Hθ0,0 ∩Br(0))
+ lim sup
r→∞
E
(|Cbi,R+J(θ0,),0(H fatθ0,0 ∩Br(0))|)
Vold−1(Hθ0,0 ∩Br(0))
,
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for all R > 0, and, by the preceding remark about x ∈ Cbi,R−J(θ0,),0(A), the first lim sup on the right
is bounded above by ρJ(θ0,),R. The second lim sup is bounded by
c6P
(
for some θ ∈ J(θ0, ) there exists a θ–ray from 0 which intersects Hθ0,−R
)
,
which (cf. Lemma 4.7) is readily shown to approach 0 as R → ∞. Since R is arbitrary, provided
 ≤ 2 it then follows from Theorem 1.5(ii) that ρbiJ(θ0,),0 = 0. Since θ0 is rationally oriented,
periodicity of P (x ∈ CbiJ(θ0,),0(H fatθ0,0)) then means that we have P (x ∈ CbiJ(θ0,),0(H fatθ0,0)) = 0 for all
sites x ∈ H fatθ0,0, which proves Theorem 1.5(iii). Then (iv)(c) follows from (iii) and compactness of
Sd−1.
7. Coalescence time bounds
In this section we prove Theorem 1.7. We start with the upper bound on P ((U θxy)
θ
1 ≥ r), as the
lower bound is much simpler.
Let 3 = min(0/2, 2/2, 6), where 2 is from Theorem 1.5 and 6 from Lemma 2.2. Let θ ∈
J(θ0, 3) and let x, y be θ–start sites with second coordinates x2 < y2. Provided |y − x| is large,
there exists θ˜ with ψθθ˜ < 3 (and thus ψθ0θ˜ < 23) for which y − x ∈ Hθ˜,0. We may assume y − x
makes an angle of at least pi/4 with the horizontal axis; then there is exactly one θ˜–start site zk at
each integer height k. We have P ((U θxy)
θ
1 ≥ r) = P ((U θ0,y−x)θ1 ≥ r − xθ1) = P ((U θx−y,0)θ1 ≥ r − yθ1),
and xθ1, y
θ
1 ∈ [−µ
√
d, 0]. Now one of y − x, x− y lies in H−
θ˜,0
so is a θ˜–start site; in case it is y − x
then the preceding shows that x, y can be replaced by 0, y − x, or equivalently, we may assume
x = 0. The proof is the same in the other case, so we will indeed assume x = 0 and y ∈ Hθ˜,0.
For points u, v ∈ Hθ˜,0 we use notation [u, v] for the interval from u to v in Hθ˜,0; we call such an
interval an H–interval. From (2.8) and Proposition 3.1(ii), provided 3 is small we have
P
(
(U θ0y)
θ
1 ≥ r
)
≤ P
(
(U θ0y)
θ˜
1 ≥
r
2
)
+ P
(
(U θ0y)
θ
2 ≥ (U θ0y)θ1 ≥ r
)
≤ P
(
(U θ0y)
θ˜
1 ≥
r
2
)
+ P
(
sup
u∈Γθ0
Dθ(u) ≥ Φ(r)
)
≤ P
(
(U θ0y)
θ˜
1 ≥
r
2
)
+ c1e
−c2Φ(r),(7.1)
so it is sufficient to prove (1.22) with (U θ0y)
θ
1 replaced by (U
θ
0y)
θ˜
1. For each θ˜–start site z let z¯ be
its projection horizontally into Hθ˜,0. (Throughout this section, “projection” will mean horizontal
projection into Hθ˜,0, unless stated otherwise.)
Let Zθ˜ denote the set of all θ˜–start sites, and Sθ˜,θ ⊂ Zθ˜ the subset which are θ–sources. Let r > 1,
and for each z ∈ Zθ˜ let Vz be the last site of Γθz in H−θ˜,0 (so necessarily Vz ∈ Sθ˜,θ) and let Wz be the
H+
θ˜,r
–entry point of ΓθVz . A (θ˜, θ, r)–gap is an open H–interval I in Hθ˜,0 with the properties that
(i) I contains no projected θ–source V z, and (ii) the endpoints v, w of I are projections of sources
v, w ∈ Sθ˜,θ with Wv 6= Ww. A (θ˜, θ, r)–entry interval is the closed interval between two successive
(θ˜, θ, r)–gaps. It then follows from planarity of Z2 that any two θ–sources v, w satisfy Wv = Ww
if and only if v, w lie in the same (θ˜, θ, r)–entry interval; thus the gaps separate those groups of
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Hθ˜,0 Hθ˜,r
u+ y
Vu+y
Gmax
Gmin
u
Vu
Wu+y
Wu
Uuw
Vu = Vw
q
u
w
Uuw
p
Hθ˜,0
Hθ˜,r
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
Figure 14. Top: The gray θ–rays share Wu+y as their common H
+
θ˜,r
–entry point;
the dashed ones similarly share Wu. The thick segment in Hθ˜,0 is the (θ˜, θ, r)–gap
Gu,u+y, separating those gray and dashed θ–rays which are halfspace θ–rays. The
hash marks on Hθ˜,0 show the corresponding enlarged (θ˜, θ, r)–gap (Gmin, Gmax); the
lowest start point of a gray geodesic is at Gmin, and the highest start point of a
dashed one is at Gmax. Bottom: The event Auw. The H
+
θ˜,r
–entry points from u and
w are different, but Vu = Vw.
halfspace θ–rays from H−
θ˜,0
which coalesce before crossing Hθ˜,r. (See Figure 14.) Equivalently,
(7.2) v, w ∈ Sθ˜,θ, (U θvw)θ˜1 ≥ r =⇒ there is a (θ˜, θ, r)–gap between v and w.
(It should be emphasized that this is only true for θ–sources, not general θ˜–start sites.)
We note that θ˜–start sites are periodic in the sense that u is a θ˜–start site if and only if u + y
is one. We now consider translates of the events in (7.1) corresponding to θ˜–start sites u, u+ y in
place of 0, y. We have for all u ∈ Zθ˜:
P
(
(U θu,u+y)
θ˜
1 ≥ r
)
= P
(
(U θ0y)
θ˜
1 ≥ r − uθ˜1
)
≥ P
(
(U θ0y)
θ˜
1 ≥ r + µ
√
d
)
,
and therefore, averaging over a period,
(7.3) P
(
(U θ0y)
θ˜
1 ≥ r + µ
√
d
)
≤ 1
y2
y2−1∑
k=0
P
(
(U θzk,zk+y)
θ˜
1 ≥ r
)
.
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For θ˜–start sites u,w, it is possible that (U θuw)
θ˜
1 ≥ r and the continuation Γθu ∩ Γθw = ΓθUuw after
coalescence backtracks to visit H−
θ˜,0
, so that Vu = Vw; let us call this event Auw. See again Figure
14. Given τ ∈ Auw let q be first point of ΓθUuw in H−θ˜,0, and p the last point of ΓθUuw before q with
p ∈ H+
θ˜,r
. Then (p − u)θ˜1 ∈ [r, r + 2µ
√
d]. If |(p − u)θ˜2| ≥ 2r then by Lemma 2.2 we also have
|(p − u)θ2| ≥ |(p − u)θ1| ≥ r/2 so Dθ(p − u) ≥ Φ(r/2). If instead |(p − u)θ˜2| < 2r then we use the
readily-verified fact that for such p we have q ∈ H−
θ˜,0
=⇒ Dθ(q − p) ≥ Φ(r/2). Let Kr = blog2 rc
and define corresponding events for these two situations:
A′u : there exist q, p with |p− u| ≤ (3 + |yθ˜|)r, q ∈ Γθp, and Dθ(q − p) ≥ Φ(r/2),
A′′u : there exists p ∈ Γθu with Dθ(p− u) ≥ Φ(r/2),
so that from Proposition 3.1(ii), taking w = u+ y,
P (Au,u+y) ≤ P (A′u) + P (A′′u) ≤ c3rde−C36Φ(r/2) + C35e−C36Φ(r/2) ≤ e−C36Φ(r/2)/2.(7.4)
It remains to consider the event that (U θu,u+y)
θ˜
1 ≥ r but τ /∈ Au,u+y. In this case, for θ–sources
Vu, Vu+y, coalescence of Γ
θ
Vu
,ΓθVu+y occurs in H
+
θ˜,r
, so by (7.2) there must be a (θ˜, θ, r)–gap between
V u and V u+y; let Gu,u+y be longest such gap, breaking ties arbitrarily. There are 2 cases to
consider:
(1) |u− V u| ≥ (log r)c4 or |u+ y − V u+y| ≥ (log r)c4
(2) max(d(u,Gu,u+y), d(u+ y,Gu,u+y)) ≤ |y|+2 max(|u−V u|, |u+ y−V u+y|) ≤ |y|+2(log r)c4 ,
where c4 is chosen so Φ((log r)
c4) ≥ log r. In case (1) if |u− V u| ≥ (log r)c4 then we have Vu ∈ Γθu
and Dθ(Vu − u) ≥ 12Φ((log r)c4), and similarly for u + y in place of u. Therefore by Proposition
3.1(ii) we have
(7.5) P
(
(U θu,u+y)
θ˜
1 ≥ r, τ /∈ Au,u+y, and Case (1) holds
)
≤ C35e−C36Φ((log r)c4 ) ≤ C35e−C36(log r)2 .
Case (2) is more complicated. We have
|Gu,u+y| ≤ |V u − V u+y| ≤ |y|+ 2(log r)c4 ;
we call any (θ˜, θ, r)–gap G short if |G| ≤ |y|+ 2(log r)c4 . Then
P
(
(U θu,u+y)
θ˜
1 ≥ r, τ /∈ Au,u+y, and Case (2) holds
)
≤ P
(
d(u,G) ≤ |y|+ 2(log r)c4 for some short (θ˜, θ, r)–gap G
)
.(7.6)
We now take u = zk and consider the average as in (7.3). Define events
Qk : (U
θ
zk,zk+y
)θ˜1 ≥ r, τ /∈ Azk,zk+y,
Rk : d(zk, G) ≤ |y|+ 2(log r)c4 for some short (θ˜, θ, r)–gap G in Hθ˜,0.
From (7.4), (7.5), and (7.6),
P
(
(U θ0y)
θ˜
1 ≥ r + µ
√
d
)
≤ 1
y2
y2−1∑
k=0
[P (Qk) + P (Azk,zk+y)] ≤
1
y2
y2−1∑
k=0
P (Rk) + 2C35e
−C36(log r)2 .(7.7)
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We need to bound the average on the right in (7.7). Let Jt = {y ∈ Hθ˜,0 : |y| ≤ t} and let Nt
be the number of short (θ˜, θ, r)–gaps G intersecting Jt. Each corresponding (θ˜, θ, r)–entry interval
(between two such gaps) contains the projection of a θ–source, and the halfspace θ–rays from
these sources have different H+
θ˜,r
–entry points for each (θ˜, θ, r)–entry interval. It then follows using
Theorem 1.5(ii) that for ρθ(r) from (1.17),
(7.8) lim sup
t→∞
Nt
2t
≤ ρθ(r) ≤ C15 (log r)
C16
∆r
.
We now use periodicity as in the proof of Theorem 1.8. By the multidimensional ergodic theorem
(see [18], Appendix 14.A), we have
(7.9)
1
y2
y2−1∑
k=0
P (Rk) = lim
m→∞
1
2m+ 1
m∑
k=−m
1Rk , a.s.
Now
m∑
k=−m
1Rk ≤
∣∣∣{u ∈ Zθ˜ : |u2| ≤ m, d(u,G) ≤ |y|+ 2(log r)c4 for some short (θ˜, θ, r)–gap G}∣∣∣
≤ Nm|y|/y2(3|y|+ 6(log r)c4) ≤ Nm|y|/y2 |y|(log r)c4
so
1
2m+ 1
m∑
k=−m
1Rk ≤
|y|
y2
Nm|y|/y2
2m|y|/y2
2m
2m+ 1
|y|(log r)c4 .
With (7.8) and (7.9) this yields
1
y2
y2−1∑
k=0
P (Rk) ≤ c5 (log r)
C16+c4 |y|
∆r
.
Combining this with (7.7) we obtain
P ((U θ˜0y)
θ
1 ≥ r + µ
√
d) ≤ c6 (log r)
C16+c4 |y|
∆r
,
which establishes the upper bound in (1.22).
Turning to the lower bound, we need to consider the fact that z and Vz may lie on opposite
sides of a gap. Given a (θ˜, θ, r)–gap G, we let Gmax, Gmin denote respectively the highest (lowest)
projected θ˜–start site z for which V z lies below (above) G. It is not necessarily true that Gmin is
below Gmax, but Gmax is in or above G, Gmin is in or below G, and Gmax is at most one vertical
unit below Gmin. It is easily seen that for every θ˜–start site z we have
(7.10) Dθ(Vz − z) ≥ c7Φ(|z − V z|);
it then follows readily from Proposition 3.1(ii) that Gmin, Gmax always exist for all G, a.s. We call
G+ := G∪(Gmin, Gmax) an enlarged (θ˜, θ, r)–gap. We say an enlarged (θ˜, θ, r)–gap G+ is semi-short
if |G+| ≤ |y|+ (log r)c4 , and very long otherwise. A key observation is that
(7.11) one of z = Gmin, Gmax must satisfy |z − V z| ≥ 1
2
|G+| − 1.
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Figure 15. The gray curves are θ–rays. The gap G is marked by the hash
marks on Hθ˜,0; the enlarged gap G
+ is the thickened part of Hθ˜,0. We fix a height
k ∈ [0, y2); the row of dots to the left of Hθ˜,0 (other than Vwk and Vwk+y) are the
sites zk+iy, i ∈ Z. wk is the lowest such site for which Vwk and Vwk+y lie on opposite
sides of G. There is such a site wk for each k ∈ [0, y2), creating y2 occurrences of
events Fj . Necessarily at least one of wk, wk + y lies in G
+.
Let ar = ∆r log r and define overlapping intervals in Hθ˜,0:
Ij = [jar, (j + 2)ar] ,
and define events
Yj : Ij intersects a semi-short enlarged (θ˜, θ, r)–gap G
+.
Suppose Ij intersects a semi-short enlarged (θ˜, θ, r)–gap G
+, for some gap G. For each 0 ≤ k < y2,
consider the points {zk+ iy : i ∈ Z}; let wk be the lowest such point for which Vzk+(i−1)y and Vzk+iy
are on opposite sides of G. Then wk ∈ G+, and the points {wk : 0 ≤ k < y2} are all distinct. This
shows that ∣∣∣{u ∈ Zθ˜ : u ∈ G+, Vu and Vu+y are on opposite sides of G}∣∣∣ ≥ y2;
see Figure 15. Now, any given semi-short enlarged (θ˜, θ, r)–gap G+ intersects at least one and at
most three H-intervals Ij . It follows that for the events
Fk : Vzk and Vzk+y are on opposite sides of some (θ˜, θ, r)–gap G for which G
+ is semi-short
we have
y2
3
∑`
j=−`
1Yj ≤
(`+2)∆r log r∑
k=−`∆r log r
1Fk ,
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Figure 16. The event that L0 = [0, 2ar] intersects no enlarged (θ˜, θ, r)–gap.
Because |v − u| ≈ |pv − pu| is large, the common H+θ˜,r–entry point w from u and
v must be far from either pu or pv. This remains true when we shift slightly from
θ˜–coordinates (black lines) to θ–coordinates (gray lines), so Γθu or Γ
θ
v must make a
large transverse fluctuation to pass through w.
and hence by the ergodic theorem,
y2
3∆r log r
P (Y0) ≤ 1
y2
y2−1∑
k=0
P (Fk)
≤ 1
y2
y2−1∑
k=0
[
P
(
(U θzk,zk+y)
θ˜
1 ≥
r
2
)
+ P
(
ΓθWzk
∩H−
θ˜,r/2
6= ∅
)]
≤ P
(
(U θ0y)
θ˜
1 ≥
r
2
)
+ c8c
−c9Φ(r).(7.12)
Here the second inequality reflects that when τ ∈ Fk, the H+θ˜,r–entry points Wzk 6= Wzk+y, so either
coalescence occurs in H+
θ˜,r/2
or both geodesics Γθzk ,Γ
θ
zk+y
backtrack to H−
θ˜,r/2
after entering H+
θ˜,r
.
The third inequality reflects that (i) the first probability on the second line is maximized over k
when zk, zk + y lie in Hθ˜,0, and (ii) the second probability on the second line can be bounded as in
(7.4). (Also in (7.12), for technical convenience in applying the ergodic theorem, we have assumed
∆r log r is an integer multiple of y2, ensuring P (Yj) is the same for all j. The added technicalities
without this assumption are tedious but straightforward, using our assumption |y| ≤ ∆r.)
Next we show P (Y0) is near 1; with (7.12) this will complete the proof of the lower bound in
(1.22). We have
P (Y c0 ) ≤ P (I0 intersects no enlarged (θ˜, θ, r)–gap)
+ P (I0 intersects a very long enlarged (θ˜, θ, r)–gap).(7.13)
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Let us consider the first probability on the right of (7.13). Suppose I0 intersects no enlarged
(θ˜, θ, r)–gap; then I0 is contained in some (θ˜, θ, r)–entry interval [u, v]. See Figure 16. This means
u, v are θ–sources with |u − v| ≥ 2∆r log r, and with Wu = Wv = w for some w. Now the angle
between θ˜ and Hθ˜,r is at least pi/4 by (2.9), and it follows by straightforward geometry that the
points pu = Lθ˜(u) ∩Hθ˜,r and pv = Lθ˜(v) ∩Hθ˜,r satisfy∣∣∣|pu − pv| − |u− v|∣∣∣ ≤ √2|u− u|+√2|v − v| ≤ 2√2
Provided ψθθ˜ is small, when we change the angle to θ and consider qu = Lθ(u) ∩ Hθ,wθ1 and
qv = Lθ(v) ∩Hθ,wθ1 , we have via straightforward use of (2.11) and (2.12) that
wθ1 ≥
r
2
, |qu − qv| ≥ 3
4
|pu − pv| ≥ 1
2
|u− v|.
Since w, qu, qv all lie in Hθ,wθ1
follows that
max((w − u)θ2, (w − v)θ2) = max(|w − qu|, |w − qv|) ≥
1
4
|u− v|.
We may assume the first entry in the maximum is the larger one. Then using (2.8), for some
c10, c11,
Dθ(w − u) ≥ D∗(|u− v|) :=

c10|u− v|
σ∗(|u− v|) log |u− v| if |u− v| ≥ r,
c11|u− v|2
rσr log r
if |u− v| < r.
Let Kˆr = blog2(2∆r log r)c, and define events
Ek : for some u, v ∈ Zθ˜ with I0 ⊂ [u, v] and 2k < |u− v| ≤ 2k+1, sup
w∈Γθu
Dθ(w − u) ≥ D∗(2k).
(7.14)
The preceding together with Proposition 3.1(ii) then shows that
P (I0 intersects no enlarged (θ˜, θ, r)–gap) ≤
∞∑
k=Kˆr
P (Ek)
≤
∞∑
k=Kˆr
c122
2k exp
(
−C45D∗(2k) logD∗(2k)
)
≤ e−c13(log r)(log log r).(7.15)
We now turn to the last probability in (7.13). Suppose I0 intersects a very long enlarged (θ˜, θ, r)–
gap (f, g). Then by (7.11), one of z = f or g satisfies |z − V z| ≥ 13 |f − g| ≥ 13(|y| + (log r)c4) and
Dθ(Vz − z) ≥ c14Φ(|z − V z|). Letting K(r, y) = blog2(13(|y|+ (log r)c4))c and defining events
Mk : for some θ˜–start site z with d(z, I0) ≤ 2k we have Dθ(Vz − z) ≥ c14Φ(2k−1/3),
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we see that if 2k−1 < |f − g| ≤ 2k then τ ∈Mk. It follows using Proposition 3.1(ii) that
P (I0 intersects a very long enlarged (θ˜, θ, r)–gap) ≤
∞∑
k=K(r,y)
P (Mk)
≤ c15
∞∑
k=K(r,y)
(∆r log r + 2
k+1)e−c16Φ(2
k) log Φ(2k)
≤ c17∆r(log r)e−c18Φ((log r)c4 ) log Φ((log r)c4 )
≤ e−c18(log r)(log log r)/2.(7.16)
With (7.13) and (7.14) this shows that P (Y0) ≥ 1/2; with (7.12) this completes the proof of the
lower bound in (1.22).
The general outline of this proof, and in particular the use of gaps, is analogous to ([7], Section
6), with added complications due to the undirected nature of paths here, which means not all start
sites are sources, and backtracking may occur after coalescence.
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