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DECAY ESTIMATES FOR FOUR DIMENSIONAL SCHRO¨DINGER,
KLEIN-GORDON AND WAVE EQUATIONS WITH OBSTRUCTIONS AT
ZERO ENERGY
WILLIAM R. GREEN AND EBRU TOPRAK
Abstract. We investigate dispersive estimates for the Schro¨dinger operator H = −∆+V
with V is a real-valued decaying potential when there are zero energy resonances and
eigenvalues in four spatial dimensions. If there is a zero energy obstruction, we establish
the low-energy expansion
eitHχ(H)Pac(H) = O(1/(log t))A0 +O(1/t)A1 +O((t log t)
−1)A2 +O(t
−1(log t)−2)A3.
Here A0, A1 : L
1(Rn) → L∞(Rn), while A2, A3 are operators between logarithmically
weighted spaces, with A0, A1, A2 finite rank operators, further the operators are indepen-
dent of time. We show that similar expansions are valid for the solution operators to
Klein-Gordon and wave equations. Finally, we show that under certain orthogonality con-
ditions, if there is a zero energy eigenvalue one can recover the |t|−2 bound as an operator
from L1 → L∞. Hence, recovering the same dispersive bound as the free evolution in spite
of the zero energy eigenvalue.
1. Introduction
The free Schro¨dinger evolution on Rn, e−it∆ maps L1(Rn) to L∞(Rn) with norm bounded
by Cn|t|−n/2. This can be seen by the triangle inequality and the representation
e−it∆f(x) =
1
(4πit)
n
2
∫
Rn
e−i|x−y|
2/4tf(y) dy.
In this paper we study the dispersive properties of the operator eitH where H = −∆ + V
is a Schro¨dinger operator perturbed by a real-valued, decaying potential V . Formally, this
defines the solution operator to the perturbed Schro¨dinger equation
iut +Hu = 0, u(x, 0) = f(x).(1)
That is, the solution to (1) may be expressed as u(x, t) = eitHf(x).
Quantifying the dispersive properties of the solution operator is a well-studied problem.
In general, with Pac the projection onto the absolutely continuous spectral subspace of
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L2(Rn) associated to the Schro¨dinger operator H, the dispersive estimates are expressed as
‖eitHPac(H)‖L1→L∞ . |t|−
n
2 .(2)
One requires the projection onto the absolutely continuous spectrum as the perturbed
Schro¨dinger operator often possesses point spectrum, for which large time decay cannot oc-
cur. Under weak pointwise assumptions on the potential, say |V (x)| . 〈x〉−β for some β > 1,
we have σ(H) = σac(H)∪σp(H). Here the absolutely continuous spectrum σac(H) = [0,∞),
and the point spectrum consists of a finite collection of non-positive eigenvalues, [38]. One
may alternatively seek to quantify the dispersive properties in terms of Strichartz norms,
Lp bounds, or micro-local estimates. In this paper, we focus on proving point-wise bounds
for the evolution when there are zero energy obstructions. The obstructions can be related
to solutions to Hψ = 0. If ψ ∈ L2(Rn), there is a zero energy eigenvalue, while ψ /∈ L2(Rn)
is a resonance if it is in a different space which depends on the dimension. When n = 4, ψ
is a resonance if 〈·〉0−ψ ∈ L2(R4).
Local dispersive estimates were first studied treating eitHPac as an operator between
weighted L2(Rn) spaces. The study was begun by Rauch in [37] on exponentially weighted
spaces when n = 3. Jensen and Kato [29] for n = 3, and Jensen [27, 28] for n > 3 proved
estimates on polynomially weighted L2 spaces that decay at a rate of |t|−n2 . Murata, [36],
studied local dispersive estimates for a wide class of Schro¨dinger-like equations. In these
works, it was shown that threshold obstructions can effect the time decay of the solution
operator even though Pac(H) explicitly projects away from the zero energy eigenspace.
In recent years, there has been much interest in global dispersive estimates, in which
one seeks to bound eitHPac(H) as an operator from L
1(Rn) to L∞(Rn). The study began
with the seminal paper of Journe´, Soffer and Sogge [32], with much of the recent work
having its roots in the approach of Rodnianski and Schlag, [39]. If zero energy is regular,
that is if there are no zero-energy eigenvalues of resonances, (2) has been established in all
dimensions, see [44, 23, 41, 24, 7, 12, 25], a more thorough history may be found in [40].
When there is an obstruction at zero energy, either a resonance or an eigenvalue, in
general, the time decay is slower. The effect of these threshold obstructions is dimension-
specific, we note [23, 15, 46, 18, 13, 5, 14, 19, 20, 43] in which the effects were studied in all
dimensions n ≥ 1 in the sense of global dispersive estimates.
In this article we provide refined dispersive bounds for the Schro¨dinger operator with
zero-energy resonances and/or eigenvalues in dimension n = 4. We recall the result of
Erdog˘an, Goldberg and the first author, [14], it was shown that if zero is not regular, one
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has the low energy expansion
‖eitHχ(H)Pac(H)− Ft‖L1→L∞ . |t|−1, |t| > 2
where Ft is a finite rank operator satisfying ‖Ft‖L1→L∞ . (log |t|)−1 for |t| > 2. We improve
these results in several directions. First of all, we provide a more detailed expansion the
evolution with at most three slowly decaying terms with an error term that is integrable for
large time. In particular, we show that as t→∞, the non-integrable time decay is “small”
in the sense of being attached to finite-rank operators.
To state the results, we define the functions log+(x) = χ{x>1} log x and w(x) = 1 +
log+ |x|, and ϕ(t) is a function that satisfies the bound ϕ(t) = O(1/ log t) for t > 2. Further,
χ is an smooth, even cut-off function supported in [−2λ1, 2λ1] for a fixed sufficiently small
λ1 > 0 and it is equal to one if |λ| ≤ λ1. We also define the logarithmically weighted Lp
spaces
L1wk(R
4) = {f :
∫
R4
wk(x)|f(x)| dx <∞}, L∞w−k(R4) = {g : ‖w−k(·)g‖∞ <∞}.
Theorem 1.1. Suppose that |V (x)| . 〈x〉−β−. If zero energy is not regular, for t > 2,
eitHχ(H)Pac(H) = ϕ(t)A0 +O(1/t)A1 +O((t log t)
−1)A2 +O(t−1(log t)−2)A4,
with A0 : L
1 → L∞ is a finite rank operator, A1 : L1 → L∞, A2 : L1w → L∞w−1 finite
rank operators, and A4 : L
1
w3 → L∞w−3, provided β > 0 is large enough. Furthermore, the
operators A1, A2 are independent of time. In particular,
i) If there is a resonance but no eigenvalue at zero and β > 4, the above expansion is
valid.
ii) If there is an eigenvalue but no resonance at zero and β > 8, the above expansion is
valid with A0 = 0.
iii) If there is a resonance and an eigenvalue at zero and β > 8, the above expansion is
valid.
The polynomially weighted Lp spaces are defined by
Lp,σ(Rn) = {f : ‖〈x〉σf‖p <∞}.
To prove this theorem, we employ an interpolation argument between the results of [14] and
the three parts of the following theorem which we prove in Sections 3, 4 and 5 respectively.
Theorem 1.2. Suppose that |V (x)| . 〈x〉−β−.
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i) If there is a resonance but no eigenvalue at zero, then if β > 4 for t > 2,
eitHχ(H)Pac(H) = ϕ(t)A0 +O(1/t)A1 +O((t log t)
−1)A2+O(t−1(log t)−2)A3+O(t−1−)A4
with A0 : L
1 → L∞ a rank one operator, A1 : L1 → L∞, A2 : L1w → L∞w−1 finite rank
operators, A3 : L
1 → L∞ and A4 : L1, 12 → L∞,− 12 .
ii) If there is an eigenvalue but no resonance at zero, then if β > 8, for t > 2,
eitHχ(H)Pac(H) = O(1/t)A1 +O(t
−1−)A4
with A1 : L
1 → L∞ a finite rank operators, and A4 : L1, 12 → L∞,− 12 .
iii) If there is a resonance and an eigenvalue at zero, then if β > 8 for t > 2,
eitHχ(H)Pac(H) = ϕ(t)A0 +O(1/t)A1 +O((t log t)
−1)A2+O(t−1(log t)−2)A3+O(t−1−)A4
with A0, A1, A3 : L
1 → L∞, A2 : L1w → L∞w−1 finite rank operators, and A4 : L1,
1
2 →
L∞,−
1
2 .
Furthermore, the operators A1, A2, A3 are independent of time.
The operators A3, A4 need not be finite rank. However, their contribution is integrable
for large time. To establish Theorem 1.1, we recall that in [14], it was shown that
eitHχ(H)Pac(H) = ϕ(t)A0 +O(1/t),(3)
with A0 : L
1 → L∞ finite rank, and the error term is understood as an operator mapping
L1 → L∞ which is not finite rank. In Theorem 1.2, we show
eitHPac(H)− ϕ(t)A0 − w(x)B1w(y)
t log t
− B2
t(log t)2
= O
(
〈x〉 12 〈y〉 12
t1+
)
.
Here B1, B2 are finite rank and bounded independent of x, y. We can subtract them off of
the bound (3) to conclude that
eitHPac(H)− ϕ(t)A0 − w(x)B1w(y)
t log t
− B2
t(log t)2
= O
(
w(x)w(y)
t
)
.
So that,
eitHPac(H)− ϕ(t)A0 − w(x)B1w(y)
t log t
− B2
t(log t)2
= O
(
w(x)w(y)
t
min
(
1,
〈x〉 12 〈y〉 12
t0+
))
.
Using min(1, ab ) . (log a)
2/(log b)2 if a, b > 2, we can obtain an error term bounded by
t−1(log t)−2 as an operator between logarithmically weighted spaces.
We can combine the low energy estimates, for which the spectral parameter λ is in a
sufficiently small neighborhood of zero, proven above with large energy estimates from, for
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example [45] or [7]. To apply these results, one requires additional regularity on the poten-
tial, which is expected from the counterexample constructed in [24]. This counterexample
showed that the high energy portion of the evolution need not satisfy the desired dispersive
bound if V does not have n−32 continuous derivatives when n > 3. The smoothness when
n = 4 may be expressed in terms of a weighted Fourier transform as in [45], or explicitly
requiring V ∈ C 12+(R4) as in [7]. We note that the goal of [45] was not to prove dispersive
bounds directly, but was instead concerned with the Lp-boundedness of the wave operators,
which are defined by
W± = s− lim
t→±∞ e
itHeit∆.
The Lp boundedness of the wave operators allows one to deduce bounds on the perturbed
operator from the free operator H0 = −∆. That is, for any Borel function f ,
f(H)Pac =W±f(−∆)W ∗±.
IfW± is bounded on L∞, thenW ∗± is bounded on L1 and one can deduce the |t|−
n
2 dispersive
bound for the evolution by using the natural bound for the free equation. It is known that
the if zero is not regular, the range of p for which the wave operators are bounded shrinks
from 1 ≤ p ≤ ∞ when zero is regular to 43 < p < 4 when there is an eigenvalue but no
resonance at zero, [31]. We expect that the range of p can be expanded to 1 ≤ p < 4 in
light of the recent works [47, 21, 48].1
A second direction in which we improve the known results is to establish a global disper-
sive bound that matches the natural |t|−2 decay of the free evolution even in the presence of
a zero-energy eigenvalue. In [20, 19] L1 → L∞ dispersive bounds for the perturbed evolution
were established in the presence of zero energy eigenvalues with the full |t|−n2 time decay,
assuming additional orthogonality conditions between the zero energy eigenspace and the
potential. In these papers, dimensions n ≥ 5 were studied, where zero energy resonances
do not occur. We show in Section 6 that such a bound holds in dimension n = 4. The more
complicated structure of zero energy obstructions when n = 4 leads to significant technical
difficulties in the analysis, even when there is not a zero energy resonance.
Theorem 1.3. Assume that |V (x)| . 〈x〉−12−, and that zero is an eigenvalue of H =
−∆ + V , but not a resonance. Further, suppose that ∫
R4
V ψ dx = 0 and
∫
R4
xjV ψ dx = 0
for each ψ ∈Null H and all 1 ≤ j ≤ 4. Then,
‖eitHχ(H)Pac(H)‖L1→L∞ . |t|−2.
1During the review period of this paper, the first author and Goldberg proved this result, see [22].
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One can alternatively state the orthogonality hypotheses as PeV x, PeV 1 = 0 where Pe is
the projection onto the zero energy eigenspace.
The perturbed resolvent operators are defined by
R±V (λ
2) = R±V (λ
2 ± i0) = lim
ǫ→0+
(H − (λ2 ± iǫ))−1.
By Agmon’s well-known limiting absorptions principle, [2], these limits are well-defined
as bounded operators between weighted L2 spaces. Treating eitHχ(H)Pac(H) as an element
of functional calculus, Stone’s formula yields the representation
eitHχ(H)Pac(H)f(x) =
1
2πi
∫ ∞
0
eitλ
2
λχ(λ)[R+V (λ
2)−R−V (λ2)]f(x) dλ.(4)
Here the difference of the resolvents provides the absolutely continuous spectral measure.
As usual (cf. [39, 23, 41, 13, 14]) the proofs of Theorem 1.2 and Theorem 1.3 relies on the
formula (4) and the expansion of the spectral density [R+V (λ
2)−R−V (λ2)] around zero energy
which varies depending on which kind of obstruction one has at zero energy.
The final direction in which we improve the known results is to prove dispersive bounds
for a wide class of wave-like equations. The Klein-Gordon equation
utt −∆u+m2u+ V u = 0, u(0) = f, ∂tu(0) = g(5)
is formally solved by
u(x, t) = cos(t
√
H +m2)f(x) +
sin(t
√
H +m2)√
H +m2
g(x).(6)
The formal solution is valid for the wave equation, when m2 = 0. We restrict our attention
to m2 ≥ 0 so that the unperturbed operator −∆+m2 is positive.
In the free case, when V = 0, one has the natural dispersive bounds
‖u(·, t)‖∞ . |t|−
3
2 (‖f‖W k+1,1 + ‖g‖W k,1)
for k > 32 in four dimensions. The derivative loss on the initial data is strictly a high-
energy phenomenon, see [26, 14]. L∞ bounds on solutions to the wave equation has been
studied, [4, 3, 9, 11, 6, 26]. The dispersive nature of the Klein-Gordon has been studied in
various senses [35, 33, 17]. The effect of threshold eigenvalues and resonances for wave-like
equations has been studied in dimensions n ≤ 4, see [34, 25, 14].
We prove low-energy dispersive bounds by taking advantage of the representation
cos(t
√
H +m2)Pac +
sin(t
√
H +m2)√
H +m2
Pac
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=
1
πi
∫ ∞
0
(
cos(t
√
λ2 +m2) +
sin(t
√
λ2 +m2)√
λ2 +m2
)
λ[R+V (λ
2)−R−V (λ2)] dλ.
This allows us to extend our analysis of the spectral measure and the perturbed resolvents
we develop for the Schro¨dinger evolution in Sections 3, 4 and 5 below.
Theorem 1.4. Let m2 > 0 then the results of Theorem 1.2 are valid if the operator eitH is
replaced by either cos(t
√
H +m2) or sin(t
√
H+m2)√
H+m2
.
Note that Theorem 1.4 is stated for m2 > 0. When m2 = 0, (6) corresponds to the
solution of the wave equation. This formula suggests a similar statement for the solution
of the wave equation. However, the behavior of sin(t
√
λ2+m2)√
λ2+m2
when m = 0 for small λ is
singular. In [14], to ensure integrability as λ→ 0 we had to use∣∣∣∣sin(tλ)λ
∣∣∣∣ . |t| whereas ∣∣∣∣sin(t
√
λ2 +m2)√
λ2 +m2
∣∣∣∣ . 1m . 1 for m > 0.
Considering this fact together with | cos(λt)| . 1, the results of Theorem 1.4 apply to the
operator cos(t
√
H), but the bounds for the sine operator must all be multiplied by t.
As in our analysis for the Schro¨dinger evolution, we consider only the low energy portion
of the evolution. High energy bounds, with a loss of 52+ derivatives of the initial data,
for the wave equation are proven in [8] under the assumption that V ∈ C 12 (R4), and
|∂αxV (x)| . 〈x〉−5/2− for |α| ≤ 12 .
2. Resolvent expansions around zero
Much of this discussion appears in [14], we include and expand upon it for completeness.
The notation
f(λ) = O˜(g(λ))
denotes
dj
dλj
f = O
( dj
dλj
g
)
, j = 0, 1, 2, 3, ...
Unless otherwise specified, the notation refers only to derivatives with respect to the spectral
variable λ. If the derivative bounds hold only for the first k derivatives we write f = O˜k(g).
If we write f(λ) = O˜k(λ
j), it should be understood that differentiation is comparable to
division by λ. That is, | dℓ
dλℓ
f(λ)| . λj−ℓ, even for ℓ > j. In this paper we use that notation
for operators as well as scalar functions, the meaning should be clear from context.
Most properties of the low-energy expansion for R±V (λ
2) are inherited in some way from
the free resolvent R±0 (λ
2) = (−∆ − (λ2 ± i0))−1. In this section we gather facts about
R±0 (λ
2) and examine the relationship between R±V (λ
2) and R±0 (λ
2).
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Recall that the free resolvent in four dimensions has the integral kernel
R±0 (λ
2)(x, y) = ± i
4
λ
2π|x− y|H
±
1 (λ|x− y|)(7)
where H±1 are the Hankel functions of order one:
H±1 (z) = J1(z)± iY1(z).(8)
From the series expansions for the Bessel functions, see [1], as z → 0 we have
J1(z) =
1
2
z − 1
16
z3 + O˜2(z
5),(9)
Y1(z) = − 2
πz
+
2
π
log(z/2)J1(z) + b1z + b2z
3 + O˜2(z
5)(10)
= − 2
πz
+
1
π
z log(z/2) + b1z − 1
8π
z3 log(z/2) + b2z
3 + O˜2(z
5 log z).(11)
Here b1, b2 ∈ R. Further, for |z| & 1, we have the representation (see, e.g., [1])
H±1 (z) = e
±izω±(z), |ω(ℓ)± (z)| . (1 + |z|)−
1
2
−ℓ, ℓ = 0, 1, 2, . . . .(12)
This implies, among the various expansions we develop, that (with r = |x− y|)
R±0 (λ
2)(x, y) = r−2ρ−(λr) + r−1λe±iλrρ+(λr).(13)
Here ρ− is supported on [0, 12 ], ρ+ is supported on [
1
4 ,∞) satisfying the estimates |ρ−(z)| . 1
and ρ+(z) = O˜(z
− 1
2 ).
To obtain expansions for R±V (λ
2) around zero energy we utilize the symmetric resolvent
identity. Define U(x) = 1 if V (x) ≥ 0 and U(x) = −1 if V (x) < 0, and let v = |V |1/2,
w = Uv so that V = Uv2 = wv. Then the formula
(14) R±V (λ
2) = R±0 (λ
2)−R±0 (λ2)vM±(λ)−1vR±0 (λ2),
is valid for ℑ(λ) > 0, where M±(λ) = U + vR±0 (λ2)v.
Note that the statements of Theorem 1.2 control operators from L1(R4) to L∞(R4), while
our analysis of M±(λ2) and its inverse will be conducted in L2(R4). The free resolvents are
not locally L2(Rn) when n > 3. This requires us to iterate the standard resolvent identities,
as we show that iterated resolvents have better local integrability. To use the symmetric
resolvent identity, we need two resolvents on either side of M±(λ)−1. Accordingly, from the
standard resolvent identity we have:
R±V (λ
2) =R±0 (λ
2)−R±0 (λ2)V R±0 (λ2) +R±0 (λ2)V R±V (λ2)V R±0 (λ2).(15)
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Combining this with (14), we have
R±V (λ
2) =R±0 (λ
2)−R±0 (λ2)V R±0 (λ2) +R±0 (λ2)V R±0 (λ2)V R±0 (λ2)(16)
−R±0 (λ2)V R±0 (λ2)vM±(λ)−1vR±0 (λ2)V R±0 (λ2).(17)
Provided V (x) decays sufficiently, [R±0 (λ
2)V R±0 (λ
2)v](x, ·) ∈ L2(R4) uniformly in x, and
that M±(λ) is invertible in L2(R4). We recall the following lemma from [14],
Lemma 2.1. If |V (x)| . 〈x〉−β− for some β > 2, then for any σ > max(12 , 3− β) we have
sup
x∈R4
‖[R±0 (λ2)V R±0 (λ2)](x, y)‖L2,−σy . 〈λ〉.
Consequently
∥∥R±0 (λ2)V R±0 (λ2)v∥∥L2→L∞ . 〈λ〉.
To invert M±(λ) in L2 under various spectral assumptions on the zero energy we need
several different expansions for M±(λ). The following operators arise naturally in these
expansions (see (9), (10)):
G0f(x) = − 1
4π2
∫
R4
f(y)
|x− y|2 dy = (−∆)
−1f(x),(18)
G1f(x) = − 1
8π2
∫
R4
log(|x− y|)f(y) dy,(19)
Gjf(x) =
cj
∫
R4
|x− y|jf(y) dy for j = 2, 4, . . .
cj
∫
R4
|x− y|j−1 log(|x− y|)f(y) dy for j = 3, 5, . . .
(20)
Here cj are certain real-valued constants, the exact values are unimportant for our anal-
ysis. We will use Gj(x, y) to denote the integral kernel of the operator Gj . In addition, the
following functions appear naturally,
g+j (λ) = g
−
j (λ) = λ
2j(aj log(λ) + zj), j = 1, 2, 3, . . .(21)
Here aj ∈ R \ {0} and zj ∈ C \R. In our expansions, we move any imaginary parts to these
functions of the spectral variable so that the operators all have real-valued kernels. To gain
a more detailed low energy expansion than in [14], we go further into the expansions of the
resolvents, M±(λ) and M±(λ)−1 respectively.
We also define the operators
T :=M±(0) = U + vG0v, P := ‖V ‖−11 v〈v, ·〉.(22)
Recall the definition of the Hilbert-Schmidt norm of an operator K with kernel K(x, y),
‖K‖HS :=
(∫∫
R2n
|K(x, y)|2 dx dy
) 1
2
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Lemma 2.2. Assuming that v(x) . 〈x〉−β. If β > 2, then we have
M±(λ) = T +M±0 (λ),
1∑
j=0
‖ sup
0<λ<λ1
λ−2+j+∂jλM
±
0 (λ)‖HS . 1,(23)
and
(24) M±(λ) = T + ‖V ‖1g±1 (λ)P + λ2vG1v +M±1 (λ),
2∑
j=0
‖ sup
0<λ<λ1
λ−2+j−∂jλM
±
1 (λ)‖HS . 1.
If β > 4, we have
(25) M±(λ) = T + ‖V ‖1g±1 (λ)P + λ2vG1v + g±2 (λ)vG2v + λ4vG3v +M±2 (λ),
2∑
j=0
‖ sup
0<λ<λ1
λ−4+j−∂jλM
±
2 (λ)‖HS . 1.
If β > 6, we have
(26) M±(λ) = T + ‖V ‖1g±1 (λ)P + λ2vG1v + g±2 (λ)vG2v + λ4vG3v
+ g±3 (λ)vG4v + λ
6vG5v +M
±
3 (λ),
2∑
j=0
‖ sup
0<λ<λ1
λ−6+j−∂jλM
±
3 (λ)‖HS . 1.
Proof. Using the notation introduced in (18)–(21) in (7), (9), and (10), we obtain (for
λ|x− y| ≪ 1)
R±0 (λ
2)(x, y) = G0(x, y) + O˜2(λ
2(1 + log(λ|x− y|)))(27)
R±0 (λ
2)(x, y) = G0(x, y) + g
±
1 (λ) + λ
2G1(x, y) + O˜1(λ
4|x− y|2 log(λ|x− y|)).(28)
R±0 (λ
2)(x, y) = G0(x, y) + g
±
1 (λ) + λ
2G1(x, y) + g
±
2 (λ)G2(x, y) + λ
4G3(x, y)(29)
+ O˜2(λ
6|x− y|4 log(λ|x− y|)).
R±0 (λ
2)(x, y) = G0(x, y) + g
±
1 (λ) + λ
2G1(x, y) + g
±
2 (λ)G2(x, y) + λ
4G3(x, y)(30)
+ g±3 (λ)G4(x, y) + λ
6G5(x, y) + O˜2(λ
8|x− y|6 log(λ|x− y|)).
The O˜2 notation refers to derivatives with respect to λ in all cases.
In light of these expansions and using the notation in (22), we define M±j (λ) by the
identities
M±(λ) = U + vR±0 (λ
2)v = T +M±0 (λ).(31)
M±0 (λ) = ‖V ‖1g±1 (λ)P + λ2vG1v +M±1 (λ).(32)
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M±1 (λ) = g
±
2 (λ)vG2v + λ
4vG3v +M
±
2 (λ).(33)
M±2 (λ) = g
±
3 (λ)vG4v + λ
6vG5v +M
±
3 (λ).(34)
When λ|x− y| ≪ 1, the bounds follow from (27), (28), (29), and (30). On the other hand,
when λ|x− y| & 1, we use (7) and (12) to see (for any α ≥ 0 and k = 0, 1, 2)
|∂kλR0(λ2)(x, y)| =
∣∣∣∣∂kλ[λeiλ|x−y|ω(λ|x− y|)|x− y|
]∣∣∣∣ . (λ|x− y|) 12+α|x− y|k−2.(35)
Using (27), (31), and (35), and choosing α = 32 − k, we see that
M0(λ)(x, y) =
{
v(x)v(y) log |x− y|O˜1(λ2−), λ|x− y| ≪ 1
v(x)v(y)[G0(x, y) + O˜1(λ
2)], λ|x− y| & 1
= v(x)v(y)(1 + log |x− y|)O˜1(λ2−).
This yields the bounds in (23) as v(x) . 〈x〉−2−.
The other assertions of the lemma follow from similar arguments. Taking α = 32 − k+ in
(35) and using
O˜2(λ
4|x− y|2 log(λ|x− y|)) = O˜2(λ2(λ|x− y|)0+), for λ|x− y| ≪ 1
we obtain (24), whereas taking α = 72 − k− in (35) and using
O˜2(λ
6|x− y|4 log(λ|x− y|)) = O˜2(λ2(λ|x− y|)2+), for λ|x− y| ≪ 1
we obtain (25). Finally, an operator with integral kernel v(x)|x − y|γv(y) or v(x)|x −
y|γ log |x− y|v(y), γ > 0, is Hilbert-Schmidt provided β > 2 + γ.

The following corollary is useful.
Corollary 2.3. We have the expansion
R±0 (λ
2)V R±0 (λ
2)(x, y) = K0 + E˜
±
0 (λ)(x, y),
here the operators Kj have real-valued kernels. Furthermore, the error term E˜
±
0 (λ) satisfies
E˜±0 (λ)(x, y) = (1 + log
− |x− ·|+ log− | · −y|)O˜1(λ2−).
Furthermore, if one wishes to have 2 derivatives, the extended expansion
E˜±0 (λ)(x, y) = g
±
1 (λ)K1 + λ
n−2K2 + E˜±1 (λ)(x, y),
satisfies the bound
E˜±1 (λ)(x, y) = 〈x〉
1
2 〈y〉 12 O˜2(λ
5
2 ).
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Proof. This follows from the expansions for R±0 (λ
2) in Lemma 2.2. For the iterated resol-
vents, the desired bounds come from simply multiplying out the terms. In particular,
K0 = G0V G0, K1 = 1V G0 +G0V 1
where 1 is the operator with integral kernel a scalar multiple of 1(x, y) = 1, and
K2 = G0V G1 +G1V G0.
These are all real-valued, operators.

Remark 2.4. The spatially weighted bound |∂2λE˜±1 (λ)(x, y)| . 〈x〉
1
2λ
1
2 is only needed both
derivatives act on the leading resolvent, R±0 (λ
2)(x, z1), in the product. Similarly, the upper
bound 〈y〉 12λ 12 is only needed if all derivatives act on the lagging resolvent, R±0 (λ2)(z1, y),
in the product. All other expressions that arise would be consistent with E˜±1 (λ) belonging to
the class O˜2(λ
2−). A very similar bound holds for R±0 (λ
2) rather than iterated resolvents.
One can see that the invertibility of M±(λ) as an operator on L2 for small λ depends
upon the invertibility of the operator T on L2, see (22). We now recall the definition of
resonances at zero energy, following [30, 14]. This definition and subsequent discussion also
appear in [14].
Definition 2.5. (1) We say zero is a regular point of the spectrum of H = −∆ + V
provided T = U + vG0v is invertible on L
2(R4).
(2) Assume that zero is not a regular point of the spectrum. Let S1 be the Riesz projec-
tion onto the kernel of T as an operator on L2(R4). Then T + S1 is invertible on
L2(R4). Accordingly, we define D0 = (T +S1)
−1 as an operator on L2(R4). We say
there is a resonance of the first kind at zero if the operator T1 := S1PS1 is invertible
on S1L
2(R4).
(3) Assume that T1 is not invertible on S1L
2(R4). Let S2 be the Riesz projection onto
the kernel of T1 as an operator on S1L
2(R4). Then T1+S2 is invertible on S1L
2(R4).
We say there is a resonance of the second kind at zero if S2 = S1. If S1 6= S2, we
say there is a resonance of the third kind.
Remarks. i) To relate the projections Sj to the type of obstruction, we use the characteri-
zation proven in [14]. In particular, S1−S2 6= 0 corresponds to the existence of a resonance
at zero energy, and S2 6= 0 corresponds to the existence of an eigenvalue at zero energy. A
resonance of the first kind indicates that there is a resonance at zero only, for a resonance
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of the second kind there is an eigenvalue at zero only, and a resonance of the third kind
means there is both a resonance and an eigenvalue at zero energy. For technical reasons,
we need to employ different tools to invert M±(λ) for the different types of resonances. It
is well-known that different types of resonances at zero energy lead to different expansions
for M±(λ)−1 in other dimensions, see [15, 13, 14]. Accordingly, we will develop different
expansions for M±(λ)−1 in the following sections.
ii) Noting that T is self-adjoint, S1 is the orthogonal projection onto the kernel of T , and
we have (with D0 = (T + S1)
−1)
S1D0 = D0S1 = S1.
This statement also valid for S2 and (T1 + S2)
−1.
iii) S1 and S2 are finite-rank projections in all cases. This follows by the observation
that T is a compact perturbation of the invertible operator U , and invoking the Fredholm
alternative. See Section 8 below for a full characterization of the spectral subspaces of L2
associated to H = −∆+ V .
Definition 2.6. We say an operator K : L2(R4)→ L2(R4) with kernel K(·, ·) is absolutely
bounded if the operator with kernel |K(·, ·)| is bounded from L2(R4) to L2(R4).
Note that Hilbert-Schmidt and finite rank operators are absolutely bounded. In [14], it
was proven that
Lemma 2.7. The operator D0 is absolutely bounded on L
2.
To invert M±(λ) = U + vR±0 (λ
2)v for small λ, we use Lemma 2.1 in [30].
Lemma 2.8. Let A be a closed operator on a Hilbert space H and S a projection. Suppose
A+ S has a bounded inverse. Then A has a bounded inverse if and only if
B := S − S(A+ S)−1S
has a bounded inverse in SH, and in this case
A−1 = (A+ S)−1 + (A+ S)−1SB−1S(A+ S)−1.
We will apply this lemma with A = M±(λ) and S = S1, the orthogonal projection onto
the kernel of T . Thus, we need to show that M±(λ) + S1 has a bounded inverse in L2(R4)
and
B±(λ) = S1 − S1(M±(λ) + S1)−1S1(36)
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has a bounded inverse in S1L
2(R4).
The invertibility of the operator B± is established using different techniques, which de-
pend on the type of resonance at zero energy. We recall Lemma 2.9 in [14].
Lemma 2.9. Suppose that zero is not a regular point of the spectrum of H = −∆ + V ,
and let S1 be the corresponding Riesz projection. Then for sufficiently small λ1 > 0, the
operators M±(λ) + S1 are invertible for all 0 < λ < λ1 as bounded operators on L2(R4).
Further, one has (with g˜±1 (λ) = ‖V ‖1g±1 (λ))
(M±(λ) + S1)−1 = D0 − g˜1(λ)D0PD0 − λ2D0vG1vD0 + O˜2(λ2+)(37)
= D0 + O˜2(λ
2−)(38)
as an absolutely bounded operator on L2(R4) provided v(x) . 〈x〉−2−.
Corollary 2.10. We have the following expansion(s) for B±(λ). If v(x) . 〈x〉−2−,
B±(λ) = −g˜1(λ)S1PS1 − λ2S1vG1vS1 + O˜2(λ2+)(39)
= O˜2(λ
2−)(40)
The contribution of (16), the finite terms of the Born series, to the Stone formula (4) is
controlled by the following lemma. The lemma, which is Proposition 3.1 in [20], was proven
in great generality and applies in our case by taking n = 4. A similar proposition is proven
for odd n in [19].
Lemma 2.11. If |V (x)| . 〈x〉−3−, then the following bound holds.
sup
x,y∈R4
∣∣∣∣ ∫ ∞
0
eitλ
2
λχ(λ)
[ 2m+1∑
k=0
(−1)k{R+0 (V R+0 )k −R−0 (V R−0 )k}](λ2)(x, y) dλ∣∣∣∣ . |t|−2.
This allows us now to focus only on the more singular part of the resolvent expansion
in (15). As the expansion for (17) depends on the type of obstruction at zero energy, we
control its contribution to the Stone formula separately in the next sections.
Remark 2.12. We note that if zero is regular, if |V (x)| . 〈x〉−4− the low energy dispersive
bound
‖eitHχ(H)Pac(H)‖L1→L∞ . |t|−2
holds. This can be done by using the expansion for M±(λ)−1 obtained in Lemma 2.9,
specifically (37) is valid when S1 = 0. The time decay is obtained by an analysis that
mirrors that of the Born series.
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3. Resonance of the first kind
In this section we develop the tools necessary to prove the first claim of Theorem 1.2
when there is a resonance of the first kind. That is, there is a resonance but no eigenvalue
at zero energy. Further, S1 6= 0 and S2 = 0, and S1 is of rank one by Corollary 8.3. In
particular, we prove
Theorem 3.1. Suppose that |V (x)| . 〈x〉−4−. If there is a resonance of the first kind at
zero, then for t > 2,
eitHχ(H)Pac(H) = ϕ(t)Pr +O(1/t)A1 +O((t log t)
−1)A2 +O(t−1(log t)−2)A3 +O(t−1−)A4
with Pr = G0V G0vS1vG0V G0 : L
1 → L∞ a rank one operator, A1 : L1 → L∞, A2 : L1w →
L∞w−1 finite rank operators, A3 : L
1 → L∞ and A4 : L1, 12 → L∞,− 12 .
We note here that the operator Pr can be viewed as a sort of projection onto the canonical
resonance function ψ ∈ L2,0−(R4), which is chosen from the one-dimensional resonance space
so that 〈vψ, vψ〉 = 1. From the representation Pr = G0V G0vS1vG0V G0, using Lemma 8.12
and the fact that S1 is rank one, we can see that Pr is a bounded operator from L
1 to L∞.
We recall Lemma 3.2 in [14],
Lemma 3.2. If E(λ) = O˜1((λ log λ)−2), then∣∣∣∣ ∫ ∞
0
eitλ
2
λχ(λ)E(λ) dλ
∣∣∣∣ . 1log t , t > 2.
This lemma essentially defines the function ϕ(t) in the statement of Theorem 1.2. To
invert M±(λ) using Lemma 2.8, we need to compute B±(λ), we use Lemma 3.3 in [14].
Lemma 3.3. In the case of a resonance of the first kind at zero, under the hypotheses of
Theorem 3.1 the operator B±(λ) is invertible for small λ and
B±(λ)−1 = f±(λ)S1,(41)
where
f+(λ) =
1
λ2
1
a log λ+ z + O˜2(λ0+)
= f−(λ)(42)
for some a ∈ R/{0} and z ∈ C/R.
In particular we note that for 0 < λ < λ1,
f+(λ)− f−(λ) = 1
λ2
(
(a log λ+ z)− (a log λ+ z) + O˜1(λ0+)
(a log λ+ z)(a log λ+ z) + O˜1(λ0+)
)
= O˜1((λ log λ)
−2).(43)
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We are now ready to use Lemma 2.8 to obtain an expansion for M±(λ)−1. This expansion
is longer than the corresponding expansion in [14], which allows us to give a more detailed
long-time expansion for the evolution.
Proposition 3.4. If there is a resonance of the first kind at zero, then for small λ
M±(λ)−1 = f±(λ)S1 +K0 + f±1 (λ)K1 + f
±
2 (λ)K2 + O˜2
(
1
(log λ)3
)
,
where Kj are λ independent, finite rank, absolutely bounded operators, and
f±j (λ) = O˜2
(
1
(log λ)j
)
, j = 1, 2.
Proof. Using Lemma 2.8 and (41), we see that
M±(λ)−1 = (M±(λ) + S1)−1 + (M±(λ) + S1)−1S1B±(λ)−1S1(M±(λ) + S1)−1
= (M±(λ) + S1)−1 + f±(λ)(M±(λ) + S1)−1S1(M±(λ) + S1)−1.
The representation (38) in Lemma 2.9 takes care of the first summand. Using (37), and
S1D0 = D0S1 = S1, we have
(M±(λ) + S1)−1S1 = S1 − g˜±1 (λ)D0PS1 − λ2D0vG1vS1 + O˜2(λ2+),
S1(M
±(λ) + S1)−1 = S1 − g˜±1 (λ)S1PD0 − λ2S1vG1vD0 + O˜2(λ2+).
When an error term of size O˜2(λ
2+) interacts with f±(λ), the product satisfies
O˜2(λ
2+)f±(λ) = O˜2(λ0+), which satisfies the desired error bound for small λ. For the
remaining terms
−g˜±1 (λ)f±(λ)[D0PS1 + S1PD0]− λ2f±(λ)[D0vG1vS1 + S1vG1vD0]
For small λ, by a Taylor expansion,
g˜±1 (λ)f
±(λ) =
g˜±1 (λ)
c1g˜
±
1 (λ) + c2λ
2 + O˜2(λ2+)
=
(
1
c1 +
c2
a2 log λ+z
±
2
+ O˜2(λ0+)
)
= a0 +
a1
log λ+ z±2
+
a2
(log λ+ z±2 )2
+ O˜2((log λ)
−3), and(44)
λ2f±(λ) =
1
a log λ+ z± + O˜2(λ0+)
=
b1
log λ+ z±2
+
b2
(log λ+ z±2 )2
+ O˜2((log λ)
−3).
Where aj, bj are real-valued constants, the exact values are unimportant for our analysis.
Since S1 is a rank one projection, the operators Kj are all finite rank, and hence also
absolutely bounded.

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To attain better time-decay, we use
Lemma 3.5. If E(λ) = O˜2((log λ)−k), then for k ≥ 2,∣∣∣∣ ∫ ∞
0
eitλ
2
λχ(λ)E(λ) dλ
∣∣∣∣ . 1t(log t)k−1 , t > 2.
Proof. We first divide the integral into two pieces,∫ ∞
0
eitλ
2
λχ(λ)E(λ) dλ =
∫ t−1/2
0
eitλ
2
λχ(λ)E(λ) dλ +
∫ ∞
t−1/2
eitλ
2
λχ(λ)E(λ) dλ
For the first integral one cannot utilize the oscillation of the Gaussian, instead we use∣∣∣∣ ∫ t−1/2
0
eitλ
2
λχ(λ)E(λ) dλ
∣∣∣∣ . ∫ t−1/2
0
λ
(log λ)k
dλ .
∫ t−1/2
0
λ2
λ(log λ)k
dλ
.
1
t
∫ t−1/2
0
1
λ(log λ)k
dλ .
1
t(log t)k−1
.
For the second integral, we utilize the oscillation by integrating by parts twice to see∣∣∣∣ ∫ ∞
t−1/2
eitλ
2
λχ(λ)E(λ) dλ
∣∣∣∣ = ∣∣∣∣E(t−1/2)2it + 12it
∫ ∞
t−1/2
eitλ
2 d
dλ
(
χ(λ)E(λ)) dλ∣∣∣∣
.
|E(t−1/2)|
t
+
|E ′(t−1/2)|
t
3
2
+
1
t2
∫ ∞
t−1/2
∣∣∣∣∂λ(E ′(λ)λ
)∣∣∣∣ dλ
.
1
t(log t)k
+
1
t(log t)k+1
+
1
t2
∫ t−1/4
t−1/2
1
λ3| log t|k dλ+
1
t2
∫ 1
2
t−
1
4
1
λ3
dλ .
1
t(log t)k
.
Here we used that the integral converges on [12 ,∞).

One can similarly prove bounds with (t log(log t))−1 if k = 1 and 1/t if k = 0.
Lemma 3.6. In the case of a resonance of the first kind, dim{ψ ∈ L2,0+ : Hψ = 0} = 1.
Furthermore, the integral kernel of the operator Pr := G0V G0vS1vG0V G0 satisfies the
identity
Pr(x, y) = ψ(x)ψ(y), where Hψ = 0, and 〈vψ, vψ〉 = 1.
Proof. Corollary 8.3 and the fact that S2 = 0 in this case establishes the first claim. For
the second, we first note that
S1(U + vG0v) = 0 ⇒ S1 = −S1vG0w, and S1 = −wG0vS1.(45)
So that G0V G0vS1vG0V G0 = G0vS1vG0. Now, since S1 is a one dimensional projection,
we have S1f(x) = φ(x)〈f, φ〉 where we take φ ∈ S1L2(R4) such that ‖φ‖2 = 1. Furthermore,
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Lemma 8.2 gives us that φ = wψ with Hψ = 0. Noting that (−∆+ V )ψ = 0 is equivalent
to (I +G0V )ψ = 0, we have
G0vS1vG0(x, y) = G0v(x, x1)φ(x1)φ(y1)vG0(y1, y) = [G0vωψ](x)[G0vωψ](y)
= [G0V ψ](x)[G0V ψ](y) = ψ(x)ψ(y)

We note that since Pr is rank one, it is absolutely bounded. Noting that from the
expansion in Lemma 2.2 and its proof, we have
R±0 (λ
2)(x, y) = G0(x, y) + g
±
1 (λ) + λ
2G1(x, y) + 〈x〉
1
2 〈y〉 12 O˜2(λ
5
2 ).(46)
We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. The proof follows from Lemma 2.11 and the expansions in Proposi-
tion 3.4. By (15), and the discussion following Lemma 2.11, we need now only bound the
contribution of
[R+0 V R
+
0 vM
+(λ)vR+0 V R
+
0 −R−0 V R−0 vM−(λ)vR−0 V R−0 ](x, y)(47)
to the Stone formula, (4). Using the algebraic fact,
M∏
k=0
A+k −
M∏
k=0
A−k =
M∑
ℓ=0
( ℓ−1∏
k=0
A−k
)(
A+ℓ −A−ℓ
)( M∏
k=ℓ+1
A+k
)
,(48)
there are two cases. Either the ‘+/-’ difference acts on a free resolvent, or on M±(λ)−1.
By (46) we have
R+0 (λ
2)(x, y) −R−0 (λ2)(x, y) = cλ2 + 〈x〉
1
2 〈y〉 12 O˜2(λ 52 ).(49)
When the ‘+/-’ difference acts on a free resolvent, we can write
M±(λ)−1 = f±(λ)S1 + O˜2(1).
We get, in this case, contributions of the form
λ2f±(λ)C1 + 〈x〉
1
2 〈y〉 12 O˜2(λ
1
2
−),(50)
here C1 = 1V G0vS1vG0V G0 +G0V 1vS1vG0V G0 +G0V G0vS1v1V G0 +G0V G0vS1vG0V 1
is a finite rank operator. By (44) and a simple integration by parts, noting that ∂λ(log λ)
−1
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is integrable on [0, λ1], we have that contribution of C1 to the Stone formula can be bounded
by t−1. The error term’s contribution to (4) is of the form
〈x〉 12 〈y〉 12
∫ ∞
0
eitλχ(λ)O˜2(λ
3
2
−) dλ,
which can be bounded by 〈x〉 12 〈y〉 12 t−1− using Lemma 8.7.
On the other hand, if the ’+/-’ difference acts on M±(λ)−1, we have
M+(λ)−1 −M−(λ)−1 = [f+ − f−](λ)S1 + [f+1 − f−1 ](λ)K1 + [f+2 − f−2 ](λ)K2
+ O˜2
(
1
(log λ)3
)
,
There are now four subcases to consider. First, using the representation (46), if all the free
resolvents contribute G0, we have to bound the contribution of
[f+ − f−](λ)Pr + O˜2(1/ log λ)C2 + O˜2
(
1
(log λ)3
)
Here C2 = G0V G0vK1vG0V G0 + G0V G0vK2vG0V G0 is a finite rank operator. By
Lemma 3.2, the first term’s contribution to the Stone formula is bounded by 1/ log t. The
second term is bounded by 1/t and the final term is bounded by t−1(log t)−2 by Lemma 3.5.
We note that the contribution of this error term, when all of its surronding free resolvents
contribute G0 defines the operator A3 in Theorem 3.1. We can see from the expansion for
M±(λ)−1, that we cannot expect this operator to be finite rank.
Another case to consider is when one free resolvent contributes g1(λ) while the other
contribute G0. Recall that g1(λ) comes with an operator whose integral kernel is a constant.
In this case, we have to control
g±1 (λ)[f
+ − f−](λ)C1 + O˜2(λ2−).
Here C1 the same operator encountered in (50). We note that g
±
1 (λ)[f
+ − f−](λ) =
O˜1(1/ log λ), thus the first term’s contribution to the Stone formula is bounded by 1/t
by Lemma 3.2, while the contribution of the second term is O(t−1−) by Lemma 8.7.
Another case to consider is when one free resolvent contributes λ2G1 while the other
contribute G0. In this case, we have to control
λ2[f+ − f−](λ)C3 + O˜2(λ2−).
Here C3 = G1V G0vS1vG0V G0 + G0V G1vS1vG0V G0 + G0V G0vS1vG1V G0 +
G0V G0vS1vG0V G1 is a finite rank operator. By Lemma 3.5, the first term’s contri-
bution to the Stone formula is bounded by 1/(t log t). Due to the presence of the operator
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G1, whose integral kernel is G1(x, y) = − 18π2 log |x − y|, this bound is understood as
mapping logarithmically weighted spaces, see the discussion around (52) below.
Finally, if the error term in (46) in any free resolvent is encountered, or if less than three
G0’s are encountered, its contribution is bounded by 〈x〉 12 〈y〉 12 O˜2(λ 12 ), which contributes
t−
3
2 to the Stone formula as an operator from L1,
1
2 to L∞,−
1
2 .
To close the proof, we must establish that the spatial integrals converge. For the contri-
bution of C1, we note that due to the similarity of the four constitutent operators, and
|1V G0|(x, z2) = C
∫
R4
V (z1)
|z1 − x|2 dz1 .
∫
R4
〈z1〉−4−
|z1 − x|2 dz1 . 1
uniformly in x by Lemma 8.12. Similarly,
|G0V G0|(z3, y) = C
∫
R4
V (z4)
|z3 − z4|2|z4 − y|2 dz4
.
∫
R4
〈z4〉−4−
|z4 − y|2
(
1
|z3 − z4|2+ +
1
|z3 − z4|2−
)
dz4 . 1 +
1
|z3 − y|0+ .
Under the assumptions on V , we have that supy∈R4 ‖v(·)(1 + |y − ·|−0−)‖2 . 1. Thus,
sup
x,y
|1V G0vS1vG0V G0(x, y)| . sup
x,y
‖1V G0(x, ·)v‖2‖|S1|‖2→2‖vG0V G0(·, y)‖2 . 1.(51)
Similarly, one can bound the contributions of Pr and C2. For C3 we must take some care
to account for the operator G1. Note that G1(x, z) = c log |x− z|, when G1 is contributed
by the leading or lagging free resolvent, we use that log |x− z| = log− |x− z|+ log+ |x− z|.
Since log− |x− z| . |x− z|0−, we can control it as in the previous operators. For log+, we
note that log+ is an increasing function and |x− y| ≤ |x|+ |y| ≤ 2max(|x|, |y|). Then,
(52) |G1V G0|(x, z2) = C
∫
R4
log |x− z1|V (z1)
|z1 − z2|2 dz1
. (1 + log+ |x|)
∫
R4
V (z1)
|z1 − z2|2
(
1 + log+ |z1|+ 1|z1 − x|0+
)
dz1 . 1 + log
+ |x|.
Here we used the decay of the potential to control the log+ |z1| growth and Lemma 8.12
to establish the boundedness of the resulting integrals. A similar analysis holds for the
polynomially weighted error terms.

4. Resonance of the second kind
In this section we prove Theorem 1.2 in the case of a resonance of the second kind, when
S1 6= 0, and S1 − S2 = 0. Recall that this means there is an eigenvalue at zero energy, but
no resonance. In particular, we prove
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Theorem 4.1. Suppose that |V (x)| . 〈x〉−8−. If there is a resonance of the second kind at
zero, then
eitHχ(H)Pac(H) = O(1/t)A1 +O(t
−1−)A3, t > 2.
A1 : L
1 → L∞, is a finite rank operator, and A3 : L1, 12 → L∞,− 12 .
Despite the fact that the spectral measure is more singular as λ → 0, the lack of reso-
nances greatly simplifies our expansions for M±(λ)−1. Much of this simplification follows
from the fact that S1 = S2, which by (102) shows that PS1 = 0. This eliminates many of
the terms containing powers of log λ in the expansion of the spectral measure as λ→ 0.
To understand the expansion for M±(λ)−1 in this case we need more terms in the ex-
pansion of (M±(λ) + S1)−1 than was provided Lemma 2.9. From Lemma 2.2, specifically
(33), we have by a Neumann series expansion
(M±(λ) + S1)−1
= D0[1+ g˜
±
1 (λ)PD0 + λ
2vG1vD0 + g
±
2 (λ)vG2vD0 + λ
4vG3vD0 +M
±
2 (λ)D0]
−1
= D0 − g˜±1 (λ)D0PD0 − λ2D0vG1vD0 + (g˜±1 (λ))2D0PD0PD0(53)
+ λ2g˜±1 (λ)[D0PD0vG1vD0 +D0vG1vD0PD0]− g±2 (λ)D0vG2vD0
− λ4D0vG3vD0 +D0E±2 (λ)D0
with E±2 (λ) = O˜1(λ
4+).
In the case of a resonance of the second kind, we recall that S1 = S2. By Lemma 8.4
below the operator S1vG1vS1 is invertible on S1L
2 (which is S2L
2 in this case). We define
D2 = (S1vG1vS1)
−1 as an operator on S2L2(R4). Noting that D2 = S1D2S1, the operator
is finite rank and hence absolutely bounded.
Proposition 4.2. If there is a resonance of the second kind at zero, then for small λ
(54) M±(λ)−1 = −D2
λ2
+
g±2 (λ)
λ4
K1 +K2 + O˜2(λ
0+)
where K1,K2 are λ independent, finite rank operators.
We note that the statement and proof of this Proposition are found in [14], see Propo-
sition 4.2 with an error term of O˜1(λ
0+). Here, we need the extra derivative, but we note
the same proof follows noting that the error term from Lemma 2.9 has two derivatives. In
[14] only one derivative was needed to get the t−1 bound, we wish to gain more time decay
from its contribution which necessitates the spatial weights. The fact that K1,K2 are finite
rank operators follows from the fact that S1 is finite rank.
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Proof of Theorem 4.1. The proof follows by bounding the contribution of Proposition 4.2
to the Stone formula, (4). We to use cancellation between the ‘+’ and ‘-’ terms in
R+0 V R
+
0 vM
+(λ)−1vR+0 V R
+
0 −R−0 V R−0 vM−(λ)−1vR−0 V R−0 .
As with resonances of the first kind, we use the algebraic fact (48). Two kinds of terms
occur in this decomposition, one featuring the difference M+(λ)−1 −M−(λ)−1 and those
containing a difference of free resolvents. For the first case we use Proposition 4.2 and that
g+2 (λ)− g−2 (λ) = cλ4 to obtain
M+(λ)−1 −M−(λ)−1 = cK1 + O˜2(λ0+).(55)
Recalling (46), we can write R±0 (λ
2) = G0+〈x〉 12 〈y〉 12 O˜2(λ2−) and consider the most singular
terms this difference contributes, i.e.,
G0V G0vK1vG0V G0 + 〈x〉
1
2 〈y〉 12 O˜2(λ0+).
The time decay of t−1 for the first term follows from Lemma 8.6 and the bound of
〈x〉 12 〈y〉 12 t−1− for the error term follows from 8.7. An analysis of the spatial integrals as
in Theorem 3.1 noting that K1 is finite rank and hence absolutely bounded finishes the
argument. For the terms of the second kind the difference of ‘+’ and ‘-’ terms in (48) acts
on one of the resolvents. As usual, the most delicate case is of the form
(R+0 (λ
2)−R−0 (λ2))V R+0 (λ2)v[(54)]vR+0 (λ2)V R+0 (λ2).(56)
Using (46), we have [R+0 −R−0 ](λ2)(x, y) = cλ2+ 〈x〉
1
2 〈y〉 12 O˜2(λ 52 ). We then write M±(λ) =
−D2/λ2 + O˜2(λ0−) to see
(56) = −cV G0vD2vG0V G0 + 〈x〉 12 〈y〉 12 O˜2(λ0+).
Using Lemma 8.6, we see that the first term contributes t−1 to the Stone formula, while
the second term is bounded by 〈x〉 12 〈y〉 12 t−1− using Lemma 8.7. The remaining terms can
be bounded similarly. The spatial integrals are controlled as in the case of a resonance of
the first kind in Theorem 3.1.

5. Resonance of the third kind
In this section we prove Theorem 1.2 in the case of a resonance of the third kind, that is
when S1 6= 0, S2 6= 0 and S1 − S2 6= 0. Recall that this means there are both a zero energy
resonance and a zero energy eigenvalue. In particular, we prove
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Theorem 5.1. Suppose that |V (x)| . 〈x〉−8−. If there is a resonance of the third kind at
zero, then for t > 2,
eitHχ(H)Pac(H) = ϕ(t)A0 +O(1/t)A1 +O((t log t)
−1)A2+O(t−1(log t)−2)A3+O(t−1−)A4
with A0, A1 : L
1 → L∞, A2 : L1w → L∞w−1 finite rank operators, A3 : L1 → L∞ and
A4 : L
1, 1
2 → L∞,− 12 .
The expansion in (53) remains valid, but in this section we do not have that S1P = 0.
Using (33) in Lemma 2.2, we have
B±(λ) = g˜±1 (λ)S1PS1 + λ
2S1vG1vS1 − (g˜±1 (λ))2S1PD0PS1
− λ2g˜±1 (λ)[S1PD0vG1vS1 + S1vG1vD0PS1] + g±2 (λ)S1vG2vS1
+ λ4S1vG3vS1 + O˜2(λ
6−)(57)
=: g˜±1 (λ)S1PS1 + λ
2S1vG1vS1 + (g˜
±
1 (λ))
2Γ1 + λ
2g˜±1 (λ)Γ2 + g
±
2 (λ)Γ3
+ λ4Γ4 + O˜2(λ
6−).
Note that, since S2 6= 0 the kernel of S1PS1 is non-trivial. We, therefore, use Feshbach
formula to invert B±(λ). To do that, we define the operator Γ by S1 = S2 +Γ and express
B±(λ) with respect to the decomposition S1L2(R4) = S2L2(R4)⊕ ΓL2(R4). We also define
the finite rank operator S by
S :=
[
Γ −ΓvG1vD2
−D2vG1vΓ D2vG1vΓvG1vD2
]
.(58)
We note that the operator A0 in the statement of Theorem 5.1 has rank at most two.
This follows from the expansions detailed below and the fact that S has rank at most two.
As in the previous cases, we give a refinement of the expansion in [14].
Lemma 5.2. In the case of a resonance of the third kind we have for small λ
B±(λ)−1 = f˜±(λ)S +
D2
λ2
+
g±2 (λ)
λ4
F1 + F2 + f1(λ)F3 + f2(λ)F4 + O˜2(λ
0+).(59)
Here Fj are λ independent absolutely bounded operators, f˜
+(λ) = (λ2(a log λ + z))−1 with
a ∈ R \ {0} and z ∈ C \R, with f˜−(λ) = f˜+(λ), and fj(λ) = O˜2((log λ)−j).
Proof. Here we use the fact that S2P = PS2 = 0 to see that the two smallest terms of
B±(λ) with respect to λ, see (57), may be written in the block form
A±(λ) := λ2
 g˜±1 (λ)λ2 ΓPΓ + ΓvG1vΓ ΓvG1vS2
S2vG1vΓ S2vG1vS2
 .(60)
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Then, by the Feshbach formula we have
A±(λ)−1 =
1
λ2h±(λ)
[
Γ −ΓvG1vD2
−D2vG1vΓ D2vG1vΓvG1vD2
]
+
D2
λ2
(61)
=: f˜±(λ)S +
D2
λ2
.
Here f˜± := (λ2[a log λ+ z])−1 for some a ∈ R \ {0} and z ∈ C \R. One can see [14] for the
details of this inversion.
By a Neumann series expansion, we obtain
B±(λ)−1 = A±(λ)−1[1+ (B±(λ)−A±(λ))A±(λ)−1]−1
= A±(λ)−1 −A±(λ)−1[B±(λ)−A±(λ)]A±(λ)−1 + O˜2(λ0+).
We note that D2S1P = D2S2P = 0. Therefore, the operators Γj in the expansion of B
±(λ)
in (57) satisfy
Γ1D2 = D2Γ1 = D2Γ2D2 = 0.
Further recalling (21) for g˜1
±(λ) and g±2 (λ), for small λ we have
(62)
f˜±(λ)g˜1±(λ) =
g˜1
±(λ)
λ2(a log λ+ z)
= c1 +
z1
a log λ+ z
,
f˜±(λ)
λ2
g±2 (λ) =
g±2 (λ)
λ4(a log λ+ z)
= c2 +
z2
a log λ+ z
,
f˜±(λ)λ2 =
1
a log λ+ z
[f˜±(λ)]2g±2 (λ) =
c3
a log λ+ z
+
z3
(a log λ+ z)2
,
for some (unimportant) constants cj , zj , establishes the claim. 
Using Lemma 2.8 and (59), we have
Proposition 5.3. If there is a resonance of the third kind at zero, then for small λ
M±(λ)−1 = f˜±(λ)S1SS1 +
D2
λ2
+
g±2 (λ)
λ4
D2Γ3D2 +K1 + f1(λ)K2 + f2(λ)K3 + O˜2(λ
0+),
where the operators are λ independent and finite rank except for the error term.
Proof of Theorem 5.1. We note that the expansion of M±(λ)−1 is a sum of terms similar
to the ones encountered in Propositions 3.4 and 4.2. Accordingly, the methods used in the
proofs of Theorems 3.1 and 4.1 apply with only minor adjustments.

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6. Eigenvalue only and PeV x = 0
We consider the evolution when there is a resonance of the third kind, that is an eigenvalue
by not resonance at zero energy, and extra cancellation between the eigenfunctions and the
potential. In particular, we show that the evolution satisfies the same |t|−2 dispersive
bound as an operator from L1 and L∞ as the free evolution. This bound is motivated by
the work in [19, 20] which proved such bounds in higher dimensions n ≥ 5. We note that the
techniques of [19, 20] are not sufficient to obtain the |t|−2 bound when n = 4. In dimensions
n > 4, one has the expansion R±0 (λ
2) = G0 + O(λ
2), in dimension n = 4 we instead have
R±0 (λ
2) = G0 + O(λ
2(1 + log(λ|x − y|))). This small difference introduces many technical
challenges which we overcome in this section.
For the purpose of obtaining this bound, one needs much longer expansion for M±(λ)−1.
Lemma 6.1. Suppose that zero is not a regular point of the spectrum of H = −∆ + V ,
and let S1 be the corresponding Riesz projection. Then for sufficiently small λ1 > 0, the
operators M±(λ) + S1 are invertible for all 0 < λ < λ1 as bounded operators on L2(R4).
Further, one has
(M±(λ) + S1)−1 = D0 − g˜±1 (λ)D0PD0 − λ2D0vG1vD0 − g±2 (λ)D0vG2vD0
− λ4D0vG3vD0 − g±3 (λ)D0vG4vD0 − λ6D0vG5vD0
+ (g˜±1 (λ))
2D0PD0PD0 + λ
2g˜±1 (λ)[D0PD0vG1vD0 +D0vG1vD0PD0]
+ λ4g˜±1 (λ)[D0PD0vG3vD0 +D0vG3vD0PD0]
+ g˜±1 (λ)g
±
2 (λ)[D0PD0vG2vD0 +D0vG2vD0PD0] + λ
4D0vG1vD0vG1vD0
− (g˜±1 (λ))3D0PD0PD0PD0 + λ2g±2 (λ)[D0vG1vD0vG2vD0(63)
+D0vG2vD0vG1vD0]− λ2(g˜±1 (λ))2[D0PD0PD0vG1vD0
+D0PD0vG1vD0PD0 +D0vG1vD0PD0PD0]
− λ4g˜±1 (λ)[D0PD0vG1vD0vG1vD0 +D0vG1vD0vG1vD0PD0
+D0vG1vD0PD0vG1vD0]− λ6D0vG1vD0vG1vD0vG1vD0 + O˜2(λ6+)
as an absolutely bounded operator on L2(R4) provided v(x) . 〈x〉−6−.
Proof. The proof uses the expansion (34) for M±(λ) up to terms of size λ6 with error term
M±3 (λ), along with a Neumann series expansion that considers up to the ‘x
3’ term. 
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Remark 6.2. When there is an eigenvalue only, we take advantage of the facts that S1 = S2,
S1D0 = D0S1 = S1 and S1P = PS1 = 0. The effect of this is that the leading terms in
S1(M + S1)
−1S1 containing only g˜±1 (λ), (g˜
±
1 (λ))
2, (g˜±1 (λ))
3, λ2g˜±1 (λ), g˜
±
1 (λ)g
±
2 (λ) and the
λ4g˜±1 (λ)[D0PD0vG3vD0 +D0vG3vD0PD0] all vanish.
This observation allows us to prove the following.
Lemma 6.3. Suppose there is a resonance of the second kind at zero and PeV x = 0. If
v(x) . 〈x〉−6 then we have the following expansion.
B±(λ)−1 =
D2
λ2
+B1 +
g±3 (λ)
λ4
B2 +
g±2 (λ)
λ2
B3 + g˜
±
1 (λ)B4 + λ
2B5 + O˜2(λ
2+)(64)
where Bi are absolutely bounded operators with real-valued kernels.
Proof. Note that by the identities S1D0 = D0S1 = S1 and S1P = PS1 = 0 in Re-
mark 6.2 many terms in (63) cancels and recalling that by Lemma 8.4 the operator
D2 = (S1vG1vS1)
−1 is bounded when S1 = S2, we obtain
B±(λ)−1 = [−λ2S1vG1vS1 − g±2 (λ)S1vG2vS1
+ λ4C1 + g
±
3 (λ)C2 + λ
2g±2 (λ)C3 + λ
4g˜±1 (λ)C4 + λ
6C5 + O˜2(λ
6+)]−1
= −λ−2D2[1+ λ−2g±2 (λ)S1vG2vS1D2 + λ2C1D2
+ λ−2g±3 (λ)C2D2 + g
±
2 (λ)C3D2 + λ
2g˜±1 (λ)C4D2 + λ
4C5D2 + O˜2(λ
4+)]−1.
Here the operators Ci’s can be written explicitly, however, in our analysis it is enough to
know that the decay assumption on v(x) ensures the boundedness of their Hilbert-Schmidt
norms.
To effectively invert the above expression in a Neumann series, we first recall D2 =
S1D2S1 and S1 = −wG0vS1. Also, by Lemma 8.5 we have Pe = G0vS2D2S2vG0.
Using these and noting that in this section S1 = S2 , we have
D2 = S1D2S1 = wG0vS1D2S1vG0w = wPew.(65)
Further assuming PeV x = 0, recalling that G2(x, y) = |x− y|2 = (x− y) · (x− y), we have
(66) D2vG2vD2 = wPeV [x
2 − 2x · y + y2]V Pew
= wPeV x
21V Pew − 2wPeV x · yV Pew + wPeV 1y2V Pew = 0
Note that using (66) the term λ−2g±2 (λ)D1S1vG2vS1 is zero. Hence, we obtain (64). 
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Proposition 6.4. Assume PeV x = 0. If there is a resonance of the second kind at zero,
then for small λ we have
M±(λ)−1 = −D1
λ2
+M1 +
g±3 (λ)
λ4
M2 +
g±2 (λ)
λ2
M3 + g˜
±
1 (λ)M4 + λ
2M5 + O˜2(λ
2+)(67)
where Mi are λ independent and finite rank operators.
Proof. Using the expansion (63) together with the fact that PS1 = S1P = 0 we have
(M±(λ) + S1)S1 = S1 − λ2D0vG1vS1 − g±2 (λ)D0vG2vS1 − λ4D0vG3vS1
+ λ2g±1 (λ)D0PD0vG1vS1 + λ
4D0vG1D0vG1S1 + O˜2(λ
4+),
S1(M
±(λ) + S1) = S1 − λ2S1vG1vD0 − g±2 (λ)S1vG2vD0 − λ4S1vG3vD0
+ λ2g±1 (λ)S1PD0vG1vD0 + λ
4S1vG1D0vG1D0 + O˜2(λ
4+).
The assertion follows by applying Lemma 2.8.

To prove the main Theorem, we need a few lemmas. The following variation of stationary
phase from [41] will be useful in the analysis.
Lemma 6.5. Let φ′(λ0) = 0 and 1 ≤ φ′′ ≤ C. Then,∣∣∣∣ ∫ ∞−∞ eitφ(λ)a(λ) dλ
∣∣∣∣ . ∫|λ−λ0|<|t|−12 |a(λ)| dλ
+ |t|−1
∫
|λ−λ0|>|t|−
1
2
( |a(λ)|
|λ− λ0|2 +
|a′(λ)|
|λ− λ0|
)
dλ.
Define Gn(±λ, |x−y|) to be kernel of n-dimensional free resolvent operator R±0 (λ2). Then
we recall Lemma 2.1 in [12],
Lemma 6.6. For n ≥ 2, the following recurrence relation holds.( 1
λ
d
dλ
)
Gn(±λ, |x− y|) = 1
2π
Gn−2(±λ, |x− y|).
To prove Theorem 1.3, we need to bound the contribution of
R+0 V R
+
0 vM
+(λ)−1vR+0 V R
+
0 −R−0 V R−0 vM−(λ)−1vR−0 V R−0
to the Stone formula, (4). There are a number of terms that arise when considering the
difference with (48), which we bound in a series of Lemmas.
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Lemma 6.7. Under the assumptions of Theorem 1.3, we have the bound
sup
x,y∈R4
∣∣∣∣ ∫
R16
∫ ∞
0
eitλ
2
λχ(λ)
[R+0 −R−0 ](λ2)(x, z1)
λ2
V (z1)G0(z1, z2)v(z2)D2(z2, z3)v(z3)
[R+0 (λ
2)−G0](z3, z4)V (z4)R+0 (λ2)(z4, y) dλ dz1 dz2 dz3 dz4
∣∣∣∣ . |t|−2.
Proof. The proof follows from a delicate case analysis. The integrand can be seen to be
of small enough in the spectral variable λ to allow for one integration by parts without a
boundary term. The λ integral is now equal to
1
2it
∫ ∞
0
eitλ
2
χ(λ)
{[
∂λ(R
+
0 −R−0 )(λ2)
λ2
V G0V PeV [R
+
0 (λ
2)−G0]V R+0 (λ2)
]
(68)
+
[
(R+0 −R−0 )(λ2)
λ2
V G0V PeV ∂λ[R
+
0 (λ
2)−G0]V R+0 (λ2)
]
(69)
+
[
(R+0 −R−0 )(λ2)
λ2
V G0V PeV [R
+
0 (λ
2)−G0]V ∂λR+0 (λ2)
]
(70)
− 2
[
(R+0 −R−0 )(λ2)
λ3
V G0V PeV [R
+
0 (λ
2)−G0]V R+0 (λ2)
]}
dλ.(71)
When the derivative acts on χ(λ), it can be controlled as in (71). We first consider (68),
using R+0 (λ
2)−G0 = g+1 (λ)+λ2G1+〈x〉
1
2 〈y〉 12 O˜2(λ 52 ) on the inner resolvent, and Lemma 6.6
yields ∂λ[R
+
0 −R−0 ](λ2)(x, z1) = cλJ0(λ|x− z1|), we need only bound
1
t
∫ ∞
0
eitλ
2
χ(λ)
[
λJ0(λ|x− z1|)
λ2
V G0V PeV [g
+
1 (λ) + λ
2G1 + O˜(λ
5
2 )]V R+0 (λ
2)
]
.
Here J0 is the Bessel function of order zero. Since PeV 1 = 0, the term containing g
+
1 (λ) is
immediately zero. Writing R±0 (λ
2)(x, y) = G0 + (1 + log
− |x − y|)O˜1(λ2−) for the lagging
free resolvent, we then need only bound
1
t
∫ ∞
0
eitλ
2
χ(λ)λJ0(λ|x− z1|)V G0V PeV G1V G0 + (1 + log− |z4 − y|)O˜1(λ1+) dλ
The first term can be bounded by |t|−2 uniformly in x, y by Lemma 12 of [41]. The second
term can be bounded by Lemma 8.7 using the observation J0(λ|x− z1|) = O˜1(1).
For (69), we use that ∂λ[R
+
0 (λ
2) − G0] = cλ(log λ + 1) + 2λG1 + 〈x〉 12 〈y〉 12 O˜(λ 32 ). The
first term can be safely ignored due to PeV 1 = 0 to consider
1
t
∫ ∞
0
eitλ
2
χ(λ)
(R+0 −R−0 )(λ2)
λ2
V G0V PeV
[λG1 + 〈z3〉
1
2 〈z4〉
1
2 O˜(λ
3
2 )]V [G0 + (1 + log
− |z4 − y|)O˜1(λ2−)] dλ.
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By writing
[R+0 −R−0 ](λ2)(x, z1) =
 c1λ2 + O˜1(λ4|x− z1|2) λ|x− z1| ≪ 1λ|x−z1|e±iλ|x−z1|O˜((1 + λ|x− z1|)− 12 ) λ|x− z1| & 1 ,
one can employ an approach as in the Born series. First, for λ|x − z1| ≪ 1, the λ integral
is of the form
1
t
∫ ∞
0
eitλ
2
λχ(λ)[1 + O˜1(λ
0+) + O˜1(λ
2|x− z1|2)]χ(λ|x − z1|) dλ.
The first two terms are easily seen to be bounded by |t|−2 by integration by parts. For the
last term, we note that the error term is supported on the set λ . |x − z1|−1 to integrate
by parts and bound by
|x− z1|2
|t|2
∫ |x−z1|−1
0
λdλ .
1
|t|2 .
For λ|x− z1| & 1, we note that the bound follows as in Lemmas 3.6 and 3.8 of [20] by using
Lemma 6.5. The bound follows as long as we can write the resulting integral in the form∫ ∞
0
eitλ
2±iλ|x−z1|a(λ) dλ with |a(λ)| . λ
1
2
|x− z1| 12
, |a′(λ)| . 1
λ
1
2 |x− z1| 12
.
Using |x− z1|−1 . λ, these can be established from the bounds above.
For (70), we use Lemma 6.6 and PeV 1 = 0 to bound
1
t
∫ ∞
0
eitλ
2
λχ(λ)
(R+0 −R−0 )(λ2)
λ2
V G0V PeV
[λ2G1 + 〈z3〉
1
2 〈z4〉
1
2 O˜2(λ
5
2 )]V R2(λ
2)(z4, y) dλ
where R2 denotes the two-dimensional Schro¨dinger free resolvent. Since
(R+0 −R−0 )(λ2)
λ2
= O˜1(1),
we are left to bound
1
t
∫ ∞
0
eitλ
2
λχ(λ)O˜1(λ
3)R2(λ
2)(z4, y) dλ.
When λ|z4 − y| & 1, the analysis of Lemma 12 in [41] yields the desired bound. When
λ|z4 − y| ≪ 1, we note that
|[J0 + iY0](λ|z4 − y|)| . 1 + | log λ|+ log− |z4 − y|, |∂λ[J0 + iY0](λ|z4 − y|)| . 1
λ
,
which allows us to integrate by parts a second time without growth in x or y.
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For the final term, (71), we again need to consider cases based on the size of λ|x − z1|
and consider
1
t
∫ ∞
0
eitλ
2
χ(λ)
[
(R+0 −R−0 )(λ2)V G0V PeV G1V G0O˜1(λ)+(1+log− |z4−y|)O˜1(λ1+)
]
dλ
The bound for the first term follows as in the bound for (69), while the bound for the second
term follows from Lemma 8.7.

The following bound is proved similarly.
Lemma 6.8. Under the assumptions of Theorem 1.3, we have the bound
sup
x,y∈R4
∣∣∣∣ ∫
R16
∫ ∞
0
eitλ
2
λχ(λ)
[R+0 −R−0 ](λ2)(x, z1)
λ2
V (z1)[R
+
0 (λ
2)−G0](z1, z2)
v(z2)D2(z2, z3)v(z3)G0(z3, z4)V (z4)R
+
0 (λ
2)(z4, y) dλ dz1 dz2 dz3 dz4
∣∣∣∣ . |t|−2.
Then, we have
Proposition 6.9. Under the assumptions of Theorem 1.3, we have the bound
sup
x,y∈R4
∣∣∣∣ ∫
R16
∫ ∞
0
eitλ
2
λχ(λ)
[R+0 −R−0 ](λ2)(x, z1)
λ2
V (z1)G0(z1, z2)v(z2)D2(z2, z3)v(z3)
G0(z3, z4)V (z4)R
+
0 (λ
2)(z4, y) dλ dz1 dz2 dz3 dz4
∣∣∣∣ . |t|−2.
To prove this proposition, we write
R+0 −R−0
λ2
V G0vD2vG0V R
+
0
=
R+0 −R−0
λ2
V G0vD2vG0V G0 +
R+0 −R−0
λ2
V G0vD2vG0V [R
+
0 −G0].
The first term is handled by the machinery set up in [20], specifically Lemma 4.5. The
second term requires more care. We introduce some ideas and techniques inspired by the
two-dimenstional treatment from [41, 13]. We first note that
R+0 −R−0
λ2
V G0vD2vG0V [R
+
0 −G0] =
R+0 −R−0
λ2
V PeV [R
+
0 −G0]
and when PeV 1 = 0, we have
(72)
∫
R8
[R+0 −R−0 ](λ2)(x, z1)
λ2
V PeV [R
+
0 −G0](z4, y) dz1 dz4
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=
∫
R8
{
[R+0 −R−0 ](λ2)(x, z1)− f(λ, x)
}
λ2
V PeV
{
[R+0 −G0](z4, y)− g(λ, y)
}
dz1 dz4
for any funtions f, g that are independent of z1 and z4 respectively. To utilize this can-
cellation, we must consider the different behavior for the resolvents for small and large
arguments. We begin by noting (7) and (8) to see
[R+0 −R−0 ](λ2)(x, y) = c
λ
|x− y|J1(λ|x− y|) = cλ
2J1(λ|x− y|)
λ|x− y| := λ
2A(λ|x− y|)(73)
In particular, we use (72) to subtract off λ2A(λ(1 + |x|)). We define
G(λ, p, q) := A(λp)χ(λp)−A(λq)χ(λq).(74)
To control the contribution of R+0 − G0, recalling (8), we defined G(λ, p, q) to control the
contribution of J1, we now turn to the contribution of Y1. We have
[R+0 (λ
2)(x, y) −G0(x, y)] = iλ
8π|x− y|J1(λ|x− y|)−
λ2
8π
[
Y1(λ|x− y|)
λ|x− y| −
2
πλ2|x− y|2
]
.
This leads us to define the function
F (λ, p, q) = χ(λp)
[
Y1(λp)
λp
+
2
πλ2p2
]
− χ(λq)
[
Y1(λq)
λq
+
2
πλ2q2
]
.(75)
In addition, we define k(x, y) := 1 + log+ |y|+ log− |x− y|.
Lemma 6.10. Let p := |x− y| and q = 1 + |x|, then for 0 < λ < 2λ1 ≪ 1,
|∂kλG(λ, p, q)| . λ1−k|p − q| . λ1−k〈y〉, k = 0, 1, 2,
|∂kλF (λ, p, q)| . λ−kk(x, y), k = 0, 1, 2.
Proof. We begin with the bounds for G(λ, p, q). We note that by the asymptotic expansion
in (9), we have g(λp) = A(λp)χ(λp) = 1 + (λp)2 + O˜4((λp)
2) Thus, g′(z) = O(1), and by
the mean value theorem, we see
|G(λ, p, q)| = |g(λp)− g(λq)| . λ|p− q||g′(c)| . λ|p− q|.
For the derivatives, we note that for k = 1, 2,
|∂kλG(λ, p, q)| = |pkg(k)(λp)− qkg(k)(λq)| =
|(λp)kg(k)(λp)− (λq)kg(k)(λq)|
λk
Again, by (9), we have |∂z [zkg(k)](z)| = O(1) and then the mean value theorem we have
|(λp)kg(k)(λp)− (λq)kg(k)(λq)| . λ∣∣p− q∣∣∣∣∂z[zkg(k)(z)]∣∣ . λ|p− q|
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We now turn to the bounds for F (λ, p, q). The bounds follow by the expansion (10).
Note that adding the term 2(πλ2p2)−1 exactly cancels out the singular term. We thus have
χ(λp)
[
Y1(λp)
λp
+
2
πλ2p2
]
=
1
π
log(λp/2) + b1λp− 1
8π
(λp)2 log(λp) + b2(λp)
2
+ O˜((λp)4 log(λp)) := b(λp).
From this expansion, we can see that
F (0+, p, q) = log
( |x− y|
1 + |x|
)
+ c . k(x, y).(76)
Similar to the two dimensional case considered in [13], we have
|∂λF (λ, p, q)| = |pχ′(λp)b(λp)− qχ′(λq)b(λq) + ∂λb(λp)χ(λp) − ∂λb(λq)χ(λq)|.
The bound of λ−1k(x, y) can be seen by using χ′(z) is supported on z ≈ 1 and
|pχ′(λp)b(λp)| . 1
λ
|zχ′(z)(1 + log z)| . 1
λ
.
Further, one has |b′(λp)| . 1λ . To bound F , we note (76) allows us to bound∫ 2λ1
0
|∂λF (λ, p, q)| dλ .
∫ 2λ1
0
|pχ′(λp)b(λp)| + |qχ′(λq)b(λq)| dλ(77)
+
∫ 2λ1
0
|[∂λb(λp)]χ(λp) − [∂λb(λq)]χ(λq)| dλ.(78)
The first line is seen to be bounded by the previous discussion. For the second line, we note
that
∂λb(λp) =
1
πλ
+ b1p+O(p(λp)
1−) =
1
πλ
+O
(
p
1
2
λ
1
2
)
.
Thus, we can bound (78) by∫ 2λ1
0
1
λ
[χ(λp)− χ(λq)] + χ(λp) p
1
2
λ
1
2
+ χ(λq)
q
1
2
λ
1
2
dλ . k(x, y).
The first integrand is bounded since χ(λp)− χ(λq) is supported on the set [λ12p , 2λ1q ], while
the remaining pieces follow by integration using that λ . p−1 on the support of χ(λp).
For the second derivative, we note that
|∂2λF (λ, p, q)| = |p2χ′′(λp)b(λp)− q2χ′′(λq)b(λq) + p[∂λb(λp)]χ′(λp)− q[∂λb(λq)]χ′(λq)
+ [∂2λb(λp)]χ(λp)− [∂2λb(λp)]χ(λq)|
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By multiplying and dividing by λ, and using that |z2b(z)|, |zb(z)| . 1 for the terms with
two derivatives on b, we note that since λp ≤ 2λ1 ≪ 1, we have
|∂2λb(λp)| . p2 + p2| log(λp)| .
1
λ2
+
λ2p2| log(λp)|
λ2
.
1
λ2
.

Lemma 6.11. Under the assumptions of Theorem 1.3, we have the bound
sup
x,y∈R4
∣∣∣∣ ∫
R16
∫ ∞
0
eitλ
2
λχ(λ)
R+0 −R−0
λ2
(λ2)(x, z1)χ(λ|x− z1|)
V PeV [R
+
0 (λ
2)−G0](z4, y)χ(λ|z4 − y|) dλ dz1 dz2 dz3 dz4
∣∣∣∣ . |t|−2.
Proof. Considering the λ integral, and (72), we can replace [R+0 −R−0 ](λ2)(x, z1)χ(λ|x−z1|)
with λ2G(λ, p1, q1) with p1 = |x − z1| and q1 = 1 + |x|. We can also replace [R+0 (λ2) −
G0](z4, y)χ(λ|z4−y|) with λ2G(λ, p2, q2)+λ2F (λ, p2, q2) with p2 = |z4−y| and q2 = 1+ |y|.
Thus, we are lead to bound the integral∫ ∞
0
eitλ
2
λ3χ(λ)G(λ, p1, q1)[F (λ, p2, q2) +G(λ, p2, q2)] dλ
By the bounds in Lemma 6.10, we can express this integral as
[k(z4, y) + 〈z4〉]〈z1〉
∫ ∞
0
eitλ
2
χ(λ)O˜2(λ
4) dλ .
[k(z4, y) + 〈z4〉]〈z1〉
|t|2 .
The λ smallness allows us to integrate by parts twice without boundary terms to gain the
|t|−2 time decay.
We close the argument by bounding the spatial integrals by
sup
x,y∈R4
‖〈·〉V ‖L2‖|Pe|‖L2→L2‖〈·〉k(·, y)V ‖L2 . 1.

For when the Bessel functions are supported on a large argument, we recall that asymp-
totics (12) and define the functions
G˜±(λ, p, q) = χ˜(λp)w˜±(λp)− e±iλ(p−q)χ˜(λq)w˜±(λq), w˜±(z) = O˜(z−
3
2 ).(79)
Here we have absorbed the λ/|x− y| from (7) to the asymptotic expansion. This allows us
to write
[R+0 −R−0 ](λ2)(p)χ˜(λp)− [R+0 −R−0 ](λ2)(q)χ˜(λq) = λ2
[
eiλpG˜+(λ, p, q) + e−iλpG˜−(λ, p, q)
]
.
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Lemma 6.12. For any 0 ≤ τ ≤ 1, we have the bounds
|G˜±(λ, p, q)| . (λ|p− q|)τ
(
χ˜(λp)
|λp| 3−τ2
+
χ˜(λq)
|λq| 3−τ2
)
,
|∂λG˜±(λ, p, q)| . (|p− q|+ λ−1)
(
χ˜(λp)
|λp| 32
+
χ˜(λq)
|λq| 32
)
,
|∂2λG˜±(λ, p, q)| . (|p− q|+ λ−1)2
(
χ˜(λp)
|λp| 32
+
χ˜(λq)
|λq| 32
)
.
Proof. We prove the case for G˜+ and ignore the superscript. The bound
|G˜(λ, p, q)| .
(
χ˜(λp)
|λp| 32
+
χ˜(λq)
|λq| 32
)
(80)
is clear. To gain λ smallness, we define the function c(s) = χ˜(s)w(s) which satisfies
|c(k)(s)| . χ˜(s)|s|− 32−k to write
G˜(λ, p, q) = c(λp)− c(λq) + (1− eiλ(p−q))c(λq).(81)
The second summand is easily seen to be bounded by
λ|p− q||c(λq)| . λ|p− q| χ˜(λq)
|λq| 32
.
For the first term, without loss of generality we assume that p > q to see
|c(λp)− c(λq)| =
∣∣∣∣ ∫ λp
λq
c′(s) ds
∣∣∣∣ . ∫ λp
λq
χ˜(s)|s|− 52 ds.
In the case that 1 < λq < λp, this integral is bounded by
λ|p − q| χ˜(λq)
|λq| 32
.
In the case that λq < 1 < λp, we bound as∫ λp
λq
χ˜(s)|s|− 52 ds . χ˜(λp)
∫ λp
1
s−
5
2 ds . χ˜(λp)
(λp)
3
2 − 1
|λp| 32
. χ˜(λp)
(λp)
3
2 − (λq) 32
|λp| 32
. χ˜(λp)
λ|p − q|
|λp| ,
where the last bound follows by
|b 32 − a 32 | .
∫ b
a
√
s ds . |b− a|
√
b.
Since λp, λq & 1, the dominant term is the bound
λ|p− q|
(
χ˜(λp)
|λp| +
χ˜(λq)
|λq|
)
.
Interpolating between this and the trivial bound (80), one obtains the desired bound.
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We now turn to derivatives, rather than rewriting G˜ we use (79) directly to see
|∂λG˜(λ, p, q)| = |pc′(λp)− i(p− q)eiλ(p−q)c(λq) − eiλ(p−q)qc′(λq)|
.
c1(λp) + c1(λq)
λ
+ |p − q|c(λq)
Here c1(s) := sc
′(s) satisfies the same bounds as c(s). This suffices to prove the desired
bound for the first derivative. For the second derivative, we again use (79) to see
|∂2λG˜(λ, p, q)| . |p2c′′(λp) + (p− q)2c(λq) + (p− q)qc′(λq) + q2c′(λq)|
.
c2(λp) + c2(λq)
λ2
+ |p− q|2c(λq) + |p− q|
λ
c1(λq).
With c2(s) := s
2c′′(s) satisfies the same bounds as c(s). This establishes the desired bound.

Lemma 6.13. Under the assumptions of Theorem 1.3, we have the bound
sup
x,y∈R4
∣∣∣∣ ∫
R16
∫ ∞
0
eitλ
2
λχ(λ)
R+0 −R−0
λ2
(λ2)(x, z1)χ˜(λ|x− z1|)
V PeV [R
+
0 (λ
2)−G0](z4, y)χ(λ|z4 − y|) dλ dz1 dz2 dz3 dz4
∣∣∣∣ . |t|−2.
Proof. As in the proof of Lemma 6.11, we employ the functions F , G and G˜ as needed.
We will prove the bound for F in place of [R+0 (λ
2) −G0] as this is larger in λ. We define
p1 := max(|x− z1|, 1 + |x|) and p2 := min(|x− z1|, 1 + |x|). Accordingly, we see to bound∫ ∞
0
eitλ
2
λ3χ(λ)e±iλp2G˜(λ, p1, p2)F (λ, q1, q2) dλ.
The λ smallness of the integrand allows us to integrate by parts once without boundary
terms to bound with
1
t
∫ ∞
0
eitλ
2
∂λ
[
λ2χ(λ)e±iλp2G˜(λ, p1, p2)F (λ, q1, q2)
]
dλ =
1
t
∫ ∞
0
eitφ±(λ)a(λ) dλ.
Here φ±(λ) = λ2 ± λp2t−1. In Lemma 3.8 of [13], using Lemma 6.5 it is proven that∣∣∣∣ ∫ ∞
0
eitφ±(λ)a(λ) dλ
∣∣∣∣ . 1|t| ,
provided
|a(λ)| . χ(λ)λ 12
(
χ˜(λp1)
p
1
2
1
+
χ˜(λp2)
p
1
2
2
)
, |a′(λ)| . χ(λ)λ− 12
(
χ˜(λp1)
p
1
2
1
+
χ˜(λp2)
p
1
2
2
)
.
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Since we have
a(λ) = e∓iλp2∂λ
[
λ2χ(λ)e±iλp2G˜(λ, p1, p2)F (λ, q1, q2)
]
.
The bounds of Lemma 6.10 and 6.12 give us
a(λ) = p2O˜1(λ
2)G˜(λ, p2, p1) + O˜1(λ)G˜(λ, p1, p2) + O˜(λ
2)∂λG˜(λ, p2, p1)
satisfies the desired bounds.

Lemma 6.14. Under the assumptions of Theorem 1.3, we have the bound
sup
x,y∈R4
∣∣∣∣ ∫
R16
∫ ∞
0
eitλ
2
λχ(λ)
R+0 −R−0
λ2
(λ2)(x, z1)χ˜(λ|x− z1|)
V PeV [R
+
0 (λ
2)−G0](z4, y)χ˜(λ|z4 − y|) dλ dz1 dz2 dz3 dz4
∣∣∣∣ . |t|−2.
Proof. We note that the contribution of G0(z4, y)χ˜(λ|z4 − y|) = O˜2(λ2). Thus, it’s contri-
bution may be bounded by∫ ∞
0
eitλ
2
λχ(λ)
R+0 −R−0
λ2
(λ2)(x, z1)χ˜(λ|x− z1|)O˜2(λ2) dλ.
This can be bounded by |t|−2 as in the proof of Lemma 6.13 when the auxiliary function
F (λ, p, q) is used.
Assume that t > 0 and recall (7) and (12)
R±0 (λ
2)(x, y)χ(λ|x − y|) = ± i
4
λ
2π|x− y|H
±
1 (λ|x− y|)χ(λ|x− y|)
=
λ
|x− y|e
±iλ|x−y|ω±(λ|x− y|).
While for the difference of resolvents we have both the ‘+’ and ‘-’ phases,
[R+0 −R−0 ](λ2)(x, y)χ(λ|x − y|) =
λ
|x− y|
[
eiλ|x−y|ω+(λ|x− y|) + e−iλ|x−y|ω−(λ|x− y|)
]
.
To employ the auxiliary functions G˜ we denote p1 = max(|x − z1|, 1 + |x|), p2 = min(|x −
z1|, 1+|x|), q1 = max(|y−z4|, 1+|y|) and q2 = min(|y−z4|, 1+|y|). Assuming p1, p2, q1, q2 >
0 we can exchange [R+0 − R−0 ](λ2)(x, z1) by sum of two terms λ2e±iλp2G˜±(λ, p1, p2) and
[R+0 (λ
2)−G0](z4, y) by λ2eiλq2G˜+(λ, q1, q2) + O˜2(λ2). As a result, we need to establish∫
R16
∫ ∞
0
eitφ±(λ)λ3χ(λ)G˜±(λ, p1, p2)V PeV G˜+(λ, q1, q2) dλ d~z . t−2,
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where
φ±(λ) = λ2 + λ
q2 ± p2
t
.
We consider first when the phase is φ+. Note that the powers of λ allow us to integrate
by parts once without boundary terms to obtain
1
t
∫ ∞
0
eitλ
2
∂λ
[
λ2χ(λ)eiλ(q2+p2)G˜±(λ, p1, p2)G˜+(λ, q1, q2)
]
dλ =
1
t
∫ ∞
0
eitφ±(λ)a(λ) dλ.
It is now enough to show ∣∣∣ ∫ ∞
0
eitφ±(λ)a(λ) dλ
∣∣∣ . 1
t
.(82)
To do that we need to determine the upper bounds for |a(λ)| and |a′(λ)|. We have
|a(λ)| . ∂λ
[
λ2χ(λ)eiλ(p2+q2)G˜+(λ, p1, p2)G˜
+(λ, q1, q2)
]
. χ(λ)〈z1〉〈z4〉
(
χ˜(λp1)
p
1
2
1
+
χ˜(λq2)
q
1
2
2
)(
χ˜(λq1)
q
1
2
1
+
χ˜(λq2)
q
1
2
2
)
.
(83)
If the derivative acts on one of the G˜(λ, p1, p2), using the bounds of Lemma 6.12 we have
χ(λ)λ2(|p1 − p2|+ λ−1)
(
χ˜(λp1)
|λp1| 32
+
χ˜(λq2)
|λp2| 32
)(
χ˜(λq1)
|λq1| 32
+
χ˜(λq2)
|λq2| 32
)
. χ(λ)λ〈z1〉
(
χ˜(λp1)
|λp1| 12
+
χ˜(λq2)
|λp2| 12
)(
χ˜(λq1)
|λq1| 12
+
χ˜(λq2)
|λq2| 12
)
,
where we used that λpj , λqj & 1 and |p1 − p2| . 〈z1〉. The desired bound then follows by
cancelling the λ in the numerator with λ
1
2 in the denominator of each factor. The argument
is identical for G˜(λ, q1, q2). Similar bounds hold if the derivative acts on λ
2 or the cut-off
function χ(λ), noting that |χ′(λ)| ≈ λ−1 on the range of λ under consideration.
On the other hand, if the derivative acts on eiλ(p2+q2) in (83) we use
λ2p2 G˜(λ, p1, p2)G˜(λ, q1, q2) = λ(λp2)
(
χ˜(λp1)
|λp1| 32
+
χ˜(λp2)
|λp2| 32
)(
χ˜(λq1)
|λq1| 32
+
χ˜(λq2)
|λq2| 32
)
. λ
(
χ˜(λp1)
|λp1| 12
+
χ˜(λp2)
|λp2| 12
)(
χ˜(λq1)
|λq1| 12
+
χ˜(λq2)
|λq2| 12
)
.
(
χ˜(λp1)
p
1
2
1
+
χ˜(λp2)
p
1
2
2
)(
χ˜(λq1)
q
1
2
1
+
χ˜(λq2)
q
1
2
2
)
.
Here we used p2 ≤ p1. An identical argument holds for q2. Similarly, one can obtain the
first derivative of a(λ) as
|a′(λ)| . 〈z1〉2〈z4〉2χ(λ)λ−1
(
χ˜(λp1)
p
1
2
1
+
χ˜(λq2)
q
1
2
2
)(
χ˜(λq1)
q
1
2
1
+
χ˜(λq2)
q
1
2
2
)
.(84)
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This can be seen by noting that the bound in Lemma 6.12 show that if 0 < λ≪ 1,
|∂kλG˜±(λ, p1, p2)| .
(〈p1 − p2〉
λ
)k( χ˜(λp1)
|λp1| 32
+
χ˜(λp2)
|λp2| 32
)
, k = 0, 1, 2.
The desired bound, (82), follows as in Lemma 3.10 of [13].
We now turn to the case of φ−(λ) which has opposing phases. We wish to reduce to
previously considered cases as much as possible. We note that if 12q2 > p2, we have q2−p2 ≈
q2, this allows us effectively reduce to an integral of the form∫ ∞
0
eitλ
2+iλa2λ3χ(λ)G˜−(λ, p1, p2)G˜+(λ, q1, q2) dλ.
This can be controlled as in the proof of Lemma 6.13 to get the desired bound since the
constant (in λ) a2 satisfies the same bounds as q2. The bounds on G˜
−(λ, p1, p2) are bounded
by those used in F (λ, p1, p2) in this proof.
In the case that q2 <
1
2p2, we have q2 − p2 ≈ −p2, this allows us effectively reduce to an
integral of the form ∫ ∞
0
eitλ
2−iλb2λ3χ(λ)G˜−(λ, p1, p2)G˜+(λ, q1, q2) dλ.
This also can be controlled as in the proof of Lemma 6.13 to get the desired bound using
that the constant b2 satisfies the same bounds as p2.
We now consider the final case in which q2 ≈ p2, and we cannot effectively reduce to the
previous cases. In this case, we need to bound an integral of the form∫ ∞
0
eitλ
2+iλ(q2−p2)λ3χ(λ)G˜−(λ, p1, p2)G˜+(λ, q1, q2) dλ.
In the previous cases, we do not integrate by parts twice to avoid spatial weights. In this
case, we use the λ smallness to integrate by parts twice. We need to bound∫ ∞
0
eitλ
2
eiλ(q2−p2)b(λ) dλ.(85)
Using the bounds in Lemma 6.12, b(λ) is a function that is supported on [0, 2λ1) that
satisfies
|∂kλb(λ)| . λ3−k
(
χ˜(λp1)
|λp1| 32
+
χ˜(λp2)
|λp2| 32
)(
χ˜(λq1)
|λq1| 32
+
χ˜(λq2)
|λq2| 32
)
, k = 0, 1, 2.(86)
Thus, upon integrating by parts twice, we have
|(85)| . 1
t2
+
1
t2
∫ ∞
0
∣∣∣∣( ∂∂λ 1λ
)2(
eiλ(q2−p2)b(λ)
)∣∣∣∣ dλ.
The boundary term occurs if the first derivative when integrating by parts acts on b(λ),
then to set up the second integration by parts there is an effective loss of three powers of λ.
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We then note that (86) gives us that |λ−2b′(λ)| . 1. We now move to control the integral.
By absorbing the division by λ into b(λ), we have to bound∫ ∞
0
2∑
k=0
|p2 − q2|kλk−1χ(λ)
(
χ˜(λp1)
|λp1| 32
+
χ˜(λp2)
|λp2| 32
)(
χ˜(λq1)
|λq1| 32
+
χ˜(λq2)
|λq2| 32
)
dλ.(87)
When k = 0, the integral is seen to be bounded by∫ ∞
0
λ−1χ(λ)
(
χ˜(λp1)
|λp1| 32
+
χ˜(λp2)
|λp2| 32
)(
χ˜(λq1)
|λq1| 32
+
χ˜(λq2)
|λq2| 32
)
dλ .
∫
R
χ˜(λp2)
λ
5
2 p
3
2
2
dλ . 1.
Here we used the crude bound of a constant for all the terms involving q1, q2, and using
that p2 ≤ p1. If k = 1, we recall that p2 ≤ p1, q2 ≤ q1 and p2 ≈ q2. We use the bound
|p2 − q2| . p2, and bound the terms containing q1, q2 with a constant, to see∫ ∞
0
|p2 − q2|χ(λ)
(
χ˜(λp1)
|λp1| 32
+
χ˜(λp2)
|λp2| 32
)(
χ˜(λq1)
|λq1| 32
+
χ˜(λq2)
|λq2| 32
)
dλ
.
∫ ∞
0
p2χ˜(λp1)
|λp1| 32
+
χ˜(λp2)
λ
3
2 |p2| 12
dλ .
∫ ∞
0
χ˜(λp2)
λ
3
2 |p2| 12
dλ . 1.
Finally, if k = 2, we seek to bound∫ ∞
0
|p2 − q2|2λχ(λ)
(
χ˜(λp1)
|λp1| 32
+
χ˜(λp2)
|λp2| 32
)(
χ˜(λq1)
|λq1| 32
+
χ˜(λq2)
|λq2| 32
)
dλ.
This time, we may not ignore any terms with a crude bound of a constant. Instead, we use
the dominating terms and p2 ≈ q2 to bound with∫ ∞
0
p2q2λ
(
χ˜(λp2)
|λp2| 32
χ˜(λq2)
|λq2| 32
)
dλ .
∫ ∞
0
1
λ2
(
χ˜(λp2)
p
1
2
2
χ˜(λq2)
q
1
2
2
)
dλ .
∫
R
χ˜(λp2)
λ2p2
dλ . 1.

It is now a simple matter to prove
Lemma 6.15. Under the assumptions of Theorem 1.3, we have the bound
sup
x,y∈R4
∣∣∣∣ ∫
R16
∫ ∞
0
eitλ
2
λχ(λ)
R+0 −R−0
λ2
(λ2)(x, z1)χ(λ|x− z1|)
V PeV [R
+
0 (λ
2)−G0](z4, y)χ˜(λ|z4 − y|) dλ dz1 dz2 dz3 dz4
∣∣∣∣ . |t|−2.
We can now prove Proposition 6.9.
Proof of Proposition 6.9. The bound follows from the bounds in Lemmas 6.11, 6.15, 6.13
and 6.14. The ample decay of V more than suffices to ensure that the spatial integrals are
bounded as in Theorem 3.1.
40 GREEN, TOPRAK

We now proceed to the proof of Theorem 1.3. We note that the assumption PeV 1 = 0 is
already satisfied when there is a resonance of the second kind at zero.
Proof of Theorem 1.3. As in the previous sections, we need to understand the contribution
of (67) to the Stone formula. Thanks to the algebraic fact (48) we have three cases to
consider; the case when the ‘+/-’ difference acts on M±(λ)−1, the case when the difference
acts on an inner resolvent, and the case when the difference acts on the leading/lagging
resolvent.
We first consider when the ‘+/-’ difference acts on M±(λ)−1. By Proposition 6.4, we
have
M+(λ)−1 −M−(λ)−1 = λ2M6 + O˜2(λ2+)
for an absolutely bounded operator M6. The λ smallness this brings to
R+0 V R
+
0 vM
+(λ)−1vR+0 V R
+
0 −R−0 V R−0 vM−(λ)−1vR−0 V R−0
allows us to consider this under the framework of the Born Series. The analysis in Lemma 3.8
of [20] can be applied to show that the contribution of this difference to the Stone formula
can be bounded by |t|−2 uniformly in x, y.
When the ‘+/-’ difference acts on an inner resolvent, with some work, we can again
reduce this to integrals bounded in the analysis of the Born series. Consider, the following
as a representative term
R−0 (λ
2)V [R+0 −R−0 ](λ2)vM+(λ)−1vR+0 (λ)V R+0 (λ2)(88)
Here we note that we can express [R+0 (λ
2)−R−0 (λ2)] = cλ2+O˜2(λ4|zj−zj+1|2), by using the
small argument expansion of the Bessel function (9), while if λ|zj − zj+1| & 1, one employs
(35) with α = 72 − k for k = 0, 1, 2. Then, writing M+(λ)−1 = −D2/λ2 + O˜(1), we have
[R+0 −R−0 ](λ2)vM+(λ)−1 = (cλ2 + O˜2(λ4|zj − zj+1|2))v
[ − D2
λ2
+ O˜(1)
]
= −c1vD2 + 〈zj〉2〈zj+1〉2O˜2(λ2) = 〈zj〉2〈zj+1〉2O˜2(λ2).
The last equality holds due to the identity vD2 = vS1D2S1 = V Pew we have 1vD2 =
1V Pew = 0. The growth in the inner spatial variables zj , zj+1 can be absorbed by the
decay of the potential functions V and v respectively. This again allows us to use the
analysis of the Born series in Lemma 3.8 of [20] to bound its contribution to the Stone
formula by |t|−2 uniformly in x, y.
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Finally, we consider when the ‘+/-’ difference acts on a leading free resolvent. By sym-
metry, the calculations are identical if the difference acts on the lagging free resolvent. We
first note that by Proposition 6.4, we have M+(λ)−1 = −D2/λ2 + O˜2(1). When the error
term O˜2(1) is substituted into
[R+0 −R−0 ]V R+0 vM+(λ)−1vR+0 V R+0(89)
the desired bound again falls under the framework of the analysis of the Born series, this
time using Lemma 3.6 of [20]. We now consider only the contribution of −D2/λ2.
We need only consider the contribution of
R+0 −R−0
λ2
V R+0 vD2vR
+
0 V R
+
0
=
R+0 −R−0
λ2
V [R+0 −G0]vD2v[R+0 −G0]V R+0(90)
+
R+0 −R−0
λ2
V [R+0 −G0]vD2vG0V R+0(91)
+
R+0 −R−0
λ2
V G0vD2v[R
+
0 −G0]V R+0(92)
+
R+0 −R−0
λ2
V G0vD2vG0V R
+
0(93)
The smallness of R+0 − G0 occuring at ‘inner resolvents’ in (90) allows us to bound this
term as in the Born series. The remaining terms are bounded by Lemmas 6.7, 6.8 and
Proposition 6.9.

7. The Klein-Gordon Equation with a Potential
In this section we prove the bounds in Theorem 1.4 that control the solution of a perturbed
Klein-Gordon equation. We note that much of our analysis is greatly simplified due to the
expansions and analysis performed in previous sections in the context of the Schro¨dinger
operator. Much of the analysis of the oscillatory integrals proceeds similarly with the
multipliers sin(t
√
λ2+m2)√
λ2+m2
λ and cos(t
√
λ2 +m2)λ in place of the multiplier eitλ
2
λ.
We employ the following consequence of the classical Van der Corput lemma, see for
example [42].
Lemma 7.1. If φ : [0, 1] → R obeys the bound |φ(2)(λ)| ≥ ct > 0 for all λ ∈ [0, 1], and if
ψ : [0, 1] → C is such that ψ′ ∈ L1([0, 1]), then∣∣∣∣ ∫ 1
0
eiφ(λ)ψ(λ) dλ
∣∣∣∣ . t− 12{|ψ(1)| + ∫ 1
0
|ψ′(λ)| dλ
}
.
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In particular, we employ this lemma with the phase φ(λ) = ±t√λ2 +m2 + λν for some
ν ∈ R. In this case, we have
|φ′′(λ)| = t m
2
(m2 + λ2)
3
2
≥ t
m
, m > 0.
Accordingly, this lemma is quite useful when analyzing the Klein-Gordon with non-zero
mass m2, but an alternative approach is required for the wave equation, when m2 = 0.
Recalling (15), we need separate analysis for the contribution of the finite Born series,
(16), and the singular portion of the expansion which is sensitive to the existence of zero-
energy resonances and eigenvalues, (17).
To control the first term in the Born series, we note
Lemma 7.2. One has the bound∣∣∣∣ ∫ ∞
0
sin(t
√
λ2 +m2)√
λ2 +m2
λχ(λ)[R+0 −R−0 ](λ2)(x, y) dλ
∣∣∣∣ . |t|− 32 ,∣∣∣∣ ∫ ∞
0
cos(t
√
λ2 +m2)λχ(λ)[R+0 −R−0 ](λ2)(x, y) dλ
∣∣∣∣ . |t|− 32 ,
uniformly in x, y.
This reflects the natural dispersive decay rate of |t|− 32 for a wave-like equation in R4.
Proof. The bound is established by integrating by parts once, then using Lemma 7.1. We
need to consider two cases, based on the size of λ|x− y|. We consider the first integral by
writing sin(z) = 12i(e
iz − e−iz), the second integral follows similarly using that √λ2 +m2 =
O˜(1) on the support of χ(λ).
In the first case, if λ|x− y| ≪ 1, we have from (46),
R+0 −R−0 (λ2)(x, y) = cλ2 + O˜2(λ2(λ|x− y|)ǫ), 0 ≤ ǫ < 2.(94)
Using ∂λe
±it√λ2+m2 = e±it
√
λ2+m2 ±itλ√
λ2+m2
, we need to control
∣∣∣∣ ∫ ∞
0
e±it
√
λ2+m2
√
λ2 +m2
λχ(λ)[R+0 −R−0 ](λ2)(x, y)χ(λ|x − y|) dλ
∣∣∣∣
=
1
t
∣∣∣∣ ∫ ∞
0
e±it
√
λ2+m2∂λ
(
χ(λ)[R+0 −R−0 ](λ2)(x, y)
)
dλ
∣∣∣∣.
From the expansion (94), there are no boundary terms when integrating by parts. Using
(94), we note that differentiation in λ is comparable to division by λ we can apply Lemma 7.1
with ψ(λ) = χ(λ)[2cλ + O˜1(λ(λ|x − y|)ǫ)] + χ′(λ)[cλ2 + O˜2(λ2(λ|x − y|)ǫ)], then ψ(λ) =
χ(λ)O˜1(λ), and ψ(1) = 0, ψ
′ ∈ L1([0, 1]).
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When λ|x−y| & 1, we do not employ any of the cancellation between R+0 and R−0 , instead
we use the representation (12) to bound∣∣∣∣ ∫ ∞
0
e±it
√
λ2+m2
√
λ2 +m2
λχ(λ)
λeiλ|x−y|ω+(λ|x− y|)
|x− y| dλ
∣∣∣∣
Here we consider the ‘+’ phase in (12), the ‘-’ phase is handled identically. As before, we
can integrate by parts once without boundary terms and bound
1
t
∫ ∞
0
e±it
√
λ2+m2+iλ|x−y|a(λ) dλ, a(λ) = e−iλ|x−y|∂λ
(
χ(λ)
λeiλ|x−y|ω+(λ|x− y|)
|x− y|
)
One can see that |a(λ)| . λ 12 |x− y|− 12 and |a′(λ)| . (λ|x− y|)− 12 . Thus, using Lemma 7.1,
we can bound with
1
|t| 32
∫ ∞
0
|a′(λ)| dλ . 1
|t| 32
∫ 1
0
λ−
1
2
|x− y| 12
dλ .
1
|t| 32 |x− y| 12
Noting that, on the support of χ(λ) if λ|x− y| & 1, then |x− y| & 1.

For the remaining terms of the Born series, we have the following bound.
Proposition 7.3. If |V (x)| . 〈x〉− 52−, then for any ℓ ∈ N ∪ {0}, we have
sup
x,y∈R4
∣∣∣∣ ∫ ∞
0
(
cos(t
√
λ2 +m2) +
sin(t
√
λ2 +m2)√
λ2 +m2
)
λχ(λ)
[ 2ℓ+1∑
k=0
(−1)k{R+0 (V R+0 )k −R−0 (V R−0 )k}](λ2)(x, y) dλ∣∣∣∣ . |t|− 32 .
Proof. We note that the case of k = 0 was handled separately in Lemma 7.2. To handle
k ≥ 1, we recall (8) and the asymptotic expansions, (10), (11) and (12) to write
R±0 (λ
2)(x, y) =
 c|x−y|2 + O˜2(λ
3
2 |x− y|− 12 ) λ|x− y| ≪ 1
λ
|x−y|(e
iλ|x−y|ω+(λ|x− y|) + e−iλ|x−y|ω−(λ|x− y|)) λ|x− y| & 1
When we encounter [R+0 − R−0 ](λ2)(x, y), there is cancellation when λ|x − y| ≪ 1, but no
useful cancellation can be found when λ|x − y| & 1. Thus when λ|x − y| & 1, the same
asymptotics apply, with slightly different functions ω± that satisfy the same bounds.
Recall that we have
[R+0 −R−0 ](λ2)(x, y) = cλ2 + O˜2(λ2(λ|x− y|)ǫ) 0 ≤ ǫ < 2, λ|x− y| ≪ 1
= O˜2(λ
3
2 |x− y|− 12 )(95)
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Let J ∪J∗ = {1, 2 . . . , k+1} be a partition. Omitting the potentials for the moment, we
need to control the contribution of
(R±0 )
k+1 =
∏
j∈J
λ
rj
(
eiλrjω+(λrj) + e
−iλrjω−(λrj)
) ∏
i∈J∗
(
1
r2i
+ O˜2(λ
3
2 r
− 1
2
i )
)
where rj = |zj−1 − zj | are the differences of the inner spatial variables with z0 = x and
zk+1 = y. We note that for j ∈ J we have the support condition that λrj & 1 and for
i ∈ J∗, we have λri ≪ 1. As the different phases for the large λrj contributions do not
matter for our analysis, we will abuse notation slightly and write e±i
∏
J λrj to indicate a
sum over all possible combinations of positive and negative phases in the product.
We note that we need only use the difference of the ‘+’ and ‘-’ phases when J = {∅}.
For the remaining cases, we can estimate each term separately without relying on any
cancellation. We first consider when J 6= {∅}. We wish to bound∫ ∞
0
e±it
√
λ2+m2
(
λ+
λ√
λ2 +m2
)
χ(λ)
∏
j∈J
λ
rj
(
e±iλrjω±(λrj)
) ∏
i∈J∗
(
1
r2i
+ O˜2(λ
3
2 r
− 1
2
i )
)
dλ.
Since J 6= {∅}, we can integrate by parts once without boundary terms to bound
1
t
∫ ∞
0
e±it
√
λ2+m2∂λ
{(
1 +
√
λ2 +m2
)
χ(λ)
∏
j∈J
λ
rj
(
e±iλrjω±(λrj)
)
∏
i∈J∗
(
1
r2i
+ O˜2(λ
3
2 r
− 1
2
i )
)}
dλ.
Thus, we wish to control integrals of the form
1
t
∫ ∞
0
e±it
√
λ2+m2±iλ∏J rjψ(λ) dλ.(96)
To control ψ, we note the following bounds:
χ(λ),
√
λ2 +m2 = O˜(1),
∣∣∣∣e±iλrjλrj ω±(λrj)
∣∣∣∣ . λ 12
r
3
2
j
,
∣∣∣∣ 1r2i + O˜2(λ 32 r−
1
2
i )
∣∣∣∣ . 1r2i ,∣∣∣∣∂λ(e±iλrjλrj ω±(λrj)
)∣∣∣∣ . λ 12
r
1
2
j
,
∣∣∣∣∂λ( 1r2i + O˜2(λ 32 r−
1
2
i )
)∣∣∣∣ = O˜1(λ 12
r
1
2
i
)
.
Where we used that O2(λ
3
2 r
− 1
2
i ) . r
−2
i when λri ≪ 1. So that
|ψ(λ)| .
k+1∑
ℓ=1
λ
1
2
r
1
2
ℓ
[ ∏
ℓ 6=j∈J
λ
1
2
r
3
2
j
∏
i∈J∗
1
r2i
+
∏
j∈J
λ
1
2
r
3
2
j
∏
ℓ 6=i∈J∗
1
r2i
]
.(97)
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Since we have factored out the high energy phases e±iλrj , differentiation of ψ is comparable
to division by λ, so
|∂λψ(λ)| .
k+1∑
ℓ=1
λ−
1
2
r
1
2
ℓ
[ ∏
ℓ 6=j∈J
λ
1
2
r
3
2
j
∏
i∈J∗
1
r2i
+
∏
j∈J
λ
1
2
r
3
2
j
∏
ℓ 6=i∈J∗
1
r2i
]
.(98)
Lemma 7.1 shows that
(96) .
1
|t| 32
k+1∑
ℓ=1
1
r
1
2
ℓ
[ ∏
ℓ 6=j∈J
1
r
3
2
j
∏
i∈J∗
1
r2i
+
∏
j∈J
1
r
3
2
j
∏
ℓ 6=i∈J∗
1
r2i
]
when J 6= {∅}.
On the other hand, when J = {∅} we need to use the difference of + and - resolvents
to be able to integrate by parts without boundary terms. In this case, we need to control
integrals of the form
1
t
∫ ∞
0
e±it
√
λ2+m2∂λ
{(
1 +
√
λ2 +m2
)
χ(λ)
k+1∑
ℓ=1
O˜2(λ
3
2 r
− 1
2
ℓ )
∏
ℓ 6=i
(
1
r2i
+ O˜2(λ
3
2 r
− 1
2
i )
)}
dλ
Again, we gain the extra |t|− 12 decay by using Lemma 7.1. In this case, again using that
O˜2(λ
3
2 r
− 1
2
i ) . r
−2
i when λri ≪ 1, we have
|ψ(λ)| .
k+1∑
ℓ=1
λ
1
2
r
1
2
ℓ
∑
ℓ 6=i
1
r2i
, |∂λψ(λ)| .
k+1∑
ℓ=1
λ−
1
2
r
1
2
ℓ
∑
ℓ 6=i
1
r2i
.
So that, in this case,
(96) .
1
|t| 32
k+1∑
ℓ=1
1
r
1
2
ℓ
∑
ℓ 6=i
1
r2i
.
To see the necessary decay assumptions on the potential, we have to ensure that∣∣∣∣ ∫
R4k
k+1∑
ℓ=1
1
r
1
2
ℓ
[ ∏
ℓ 6=j∈J
1
r
3
2
j
∏
i∈J∗
1
r2i
+
∏
j∈J
1
r
3
2
j
∏
ℓ 6=i∈J∗
1
r2i
] k∏
m=1
V (zm) d~z
∣∣∣∣,(99)
with d~z = dz1 dz2 . . . dzk is bounded uniformly in x, y for every choice of partitions J and
J∗. Using Lemma 8.12, we note that
(100)
∫
R4
〈zℓ〉− 52−
|zℓ−1 − zℓ| 12
(
1
|zℓ − zℓ+1| 32
+
1
|zℓ − zℓ+1|2
)
dzℓ
. 〈zℓ−1 − zℓ+1〉−
1
2 .
1
|zℓ−1 − zℓ+1| 12
.
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So that, upon integrating in zℓ, we pass forward a decay of size |zℓ−1−zℓ+1|− 12 , which allows
us to iterate the bound in (100) until we have
sup
x,y∈R4
(99) . sup
x,y∈R4
〈x− y〉− 12 . 1,
as desired.

We note that, in our application, we need only establish the bound in Proposition 7.3 for
ℓ = 1. That is, we need only bound the first three terms of the Born series. To accomplish
this, one can lower the assumptions on the potential to |V (x)| . 〈x〉− 94−, which is slightly
less restrictive than we assume in the statement of Proposition 7.3.
Proof of Theorem 1.4. We need only bound
(101) sup
x,y∈R4
∣∣∣∣ ∫ ∞
0
(
cos(t
√
λ2 +m2) +
sin(t
√
λ2 +m2)√
λ2 +m2
)
λχ(λ)
[R+0 (λ
2)V R+0 (λ
2)vM+(λ)−1vR+0 (λ
2)V R+0 (λ
2)
−R−0 (λ2)V R−0 (λ2)vM−(λ)−1vR−0 (λ2)V R−0 (λ2)] dλ
∣∣∣∣.
We proceed as in the proofs of Theorems 3.1, 4.1 and 5.1, using the oscillatory bounds in
Lemmas 8.8, 8.9, 8.10 and 8.11 in place of Lemmas 3.2, 3.5, and 8.7 respectively.
Again, a sharper bound requires an interpolation with the results in [14]. In considering
the wave equation, we have growth at a rate of t/ log t for the sine operator due to the
bound ∣∣∣∣ ∫ ∞
0
sin(tλ)χ(λ)E(λ) dλ
∣∣∣∣ . tlog t , t > 2
when E(λ) = O˜1((λ log λ)−2). This can be replaced with the bound of Lemma 8.8 for the
desired bound of 1/(log t) for the Klein-Gordon using the ideas and methods illustrated
above.

For the wave equation, we need to bound integrals of the form∫ ∞
0
e±itλλ
(
1 +
1
λ
)
χ(λ)
∏
j∈J
λ
rj
(
e±iλrjω±(λrj)
) ∏
i∈J∗
(
1
r2i
+ O˜2(λ
3
2 r
− 1
2
i )
)
. dλ
Here, one cannot use the Van der Corput lemma, Lemma 7.1. Instead, one must use an
integration by parts argument and case analysis based on the size of t ± rj compared to
t. This can be done as in the case when n = 2 considered in Section 4 of [26]. The most
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delicate case will be when 1 or k + 1 ∈ J . In that case, we can safely integrate by parts
once. Without loss of generality, we assume t > 0. Consider the worst case for the index
j = 1, when the high energy contributes the ‘-’ phase. The analysis for j = k+1 is identical.
When t− r1 ≤ t/2, we have that t ≤ r1, and we need to bound
1
t
∫ ∞
0
∣∣∣∣χ(λ)λ 12
r
1
2
1
∏
16=j∈J
λ
1
2
r
3
2
j
∏
i∈J∗
(
1
r2i
+ O˜2(λ
3
2 r
− 1
2
i )
) ∣∣∣∣ dλ . 1
t
3
2
∏
16=j∈J
1
r
3
2
j
∏
i∈J∗
1
r2i
.
On the other hand, if t− r1 ≥ t/2, we can integrate by parts against the phase eiλ(t−r1) to
gain a time decay of |t|−2. Interpolating between that bound and the bound of |t|−1 one
can get from the above integral gets the desired |t|− 32 decay rate. If j = 1, k + 1 /∈ J , one
can integrate by parts twice without a case analysis to get a bound of |t|−2.
This analysis will require that |V (x)| . 〈x〉−3−. As in the analysis of the Born series for
the Schro¨dinger evolution, this can be seen by examing the case when two derivatives act
on a phase e±iλrj when integrating by parts, and we need to bound the integral∫
R4
〈zj〉 12V (zj)
|zj−1 − zj| 32
dzj .
This can be bounded by a constant, uniformly in zj−1 provided |V (x)| . 〈x〉−3−. We leave
the remaining details to the interested reader.
We conclude this section by remarking that the bounds proven for the Klein-Gordon
allow us to conclude similar bounds for wave equation with the unfortunate growth in t
for the sine operator as seen from the estimate above used in [14]. We do not investigate
the high-energy dispersive bounds, as this requires a much different approach and requires
smoothness on the potential and initial data, see [8]. We suspect that high energy bounds
for the Klein-Gordon should follow from the bounds for the wave equation. Similar issues
in, for example, Kato smoothing estimates are discussed in [10]. High energy weighted L2
bounds for the Klein-Gordon were proven in [33] in two spatial dimensions, we believe a
similar analysis can be performed in four spatial dimensions. Our low energy L1 → L∞
bounds imply the weighted L2 estimates on L2,σ → L2,−σ′ for any σ, σ′ > 2.
8. Spectral Theory and Integral Estimates
We repeat the characterization of the spectral subspaces of L2(R4) and their relation to
the invertibility of operators in our resolvent expansions performed in [14] for completeness.
We omit the proofs. The results below are essentially Lemmas 5–7 of [15] modified to suit
48 GREEN, TOPRAK
four spatial dimensions. In addition, we give proofs of some integral estimates that are used
in the preceding analysis.
Lemma 8.1. Suppose |V (x)| . 〈x〉−4. Then f ∈ S1L2 \{0} if and only if f = wg for some
g ∈ L2,0− \ {0} such that
(−∆+ V )g = 0
holds in the sense of distributions.
Recall that S2 is the projection onto the kernel of S1PS1. Note that for f ∈ S2L2, since
S1, S2 and P are projections and hence self-adjoint we have
0 = 〈S1PS1f, f〉 = 〈Pf, Pf〉 = ‖Pf‖22(102)
Thus PS2 = S2P = 0.
Lemma 8.2. Suppose |V (x)| . 〈x〉−4−. Then f ∈ S2L2 \ {0} if and only if f = wg for
some g ∈ L2 \ {0} such that
(−∆+ V )g = 0
holds in the sense of distributions.
Corollary 8.3. Suppose |V (x)| . 〈x〉−4−. Then
Rank(S1) ≤ Rank(S2) + 1.
Lemma 8.4. If |V (x)| . 〈x〉−5−, then the kernel of S2vG1vS2 = {0} on S2L2.
Lemma 8.5. The projection onto the eigenspace at zero is G0vS2[S2vG1vS2]
−1S2vG0.
8.1. Oscillatory Integral Estimates. We have the following oscillatory integral bounds
which prove useful in the preceding analysis. Some of these Lemmas along with their proofs
appear in Section 6 of [19] or Section 5 of [20], accordingly we state them without proof.
Lemma 8.6. If k ∈ N0, we have the bound∣∣∣∣ ∫ ∞
0
eitλ
2
χ(λ)λk dλ
∣∣∣∣ . |t|− k+12 .
Lemma 8.7. For a fixed α > −1, let f(λ) = O˜k+1(λα) be supported on the interval [0, λ1]
for some 0 < λ1 . 1. Then, if k satisfies −1 < α− 2k < 1 we have∣∣∣∣ ∫ ∞
0
eitλ
2
f(λ) dλ
∣∣∣∣ . |t|−α+12 .
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In addition, we make use of the following oscillatory integral estimates that allow us to
bound the Klein-Gordon and wave equations.
Lemma 8.8. If E(λ) = O˜1((λ log λ)−2), then for m > 0∣∣∣∣ ∫ ∞
0
sin(t
√
λ2 +m2)√
λ2 +m2
λχ(λ)E(λ) dλ
∣∣∣∣ . 1| log t| , t > 2.
Further, ∣∣∣∣ ∫ ∞
0
cos(t
√
λ2 +m2)λχ(λ)E(λ) dλ
∣∣∣∣ . 1| log t| , t > 2.
Proof. We prove the first bound, the second bound follows similarly. We divide the integral
into two pieces. First, on 0 < λ < t−1, we cannot use the oscillation. Instead, we use
0 < m ≤ √λ2 +m2 to bound with∣∣∣∣ ∫ t−1
0
1
λ(log λ)−2
dλ
∣∣∣∣ . 1| log t| .
On the remaining piece, where λ ≥ t−1, we write
sin(t
√
λ2 +m2) = −
√
λ2 +m2
λt
∂λ cos(t
√
λ2 +m2)
to facilitate an integration by parts. So we need to bound∫ ∞
t−1
sin(t
√
λ2 +m2)√
λ2 +m2
λχ(λ)E(λ) dλ = 1
t
∫ ∞
t−1
−∂λ cos(t
√
λ2 +m2)χ(λ)E(λ) dλ
=
− cos(t√λ2 +m2)χ(λ)E(λ)
t
∣∣∣∣∞
t−1
+
∫ ∞
t−1
cos(t
√
λ2 +m2)χ(λ)E(λ) dλ
.
1
t
t
(log t)2
+
∫ ∞
t−1
∣∣∂λE(λ)∣∣ dλ . 1
(log t)2
.
The final integral is bounded as in the proof of Lemma 3.2. For the cosine integral, one
uses that
√
λ2 +m2 . 1 on the support of χ(λ).

Lemma 8.9. If E(λ) = O˜2(λα) for some −1 < α < 1, then for m > 0∣∣∣∣ ∫ ∞
0
sin(t
√
λ2 +m2)√
λ2 +m2
λχ(λ)E(λ) dλ
∣∣∣∣ . t−1−α2 , t > 2.
Further, ∣∣∣∣ ∫ ∞
0
cos(t
√
λ2 +m2)λχ(λ)E(λ) dλ
∣∣∣∣ . t−1−α2 , t > 2.
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Proof. We prove the first bound, the second bound follows similarly. We divide the integral
into two pieces. First, on 0 < λ < t−
1
2 , we cannot use the oscillation. Instead, we use
0 < m ≤ √λ2 +m2 to bound with∣∣∣∣ ∫ t−
1
2
0
λ1+α dλ
∣∣∣∣ . t−1−α2 .
On the remaining piece, where λ ≥ t− 12 , we need to integration by parts twice. So we need
to bound
E(t− 12 )
t
+
∂λE(t− 12 )
t−
3
2
+
1
t2
∫ ∞
t−
1
2
∂λ
(√
λ2 +m2
λ
∂λE(λ)
)
dλ
. t−1−
α
2 +
1
t2
∫ ∞
t−
1
2
λα−3 dλ . t−1−
α
2
as desired.

Lemma 8.10. If E(λ) = O˜2((log λ)−k), then for k ≥ 2,∣∣∣∣ ∫ ∞
0
sin(t
√
λ2 +m2)√
λ2 +m2
λχ(λ)E(λ) dλ
∣∣∣∣ . 1t(log t)k−1 , t > 2.
Further, ∣∣∣∣ ∫ ∞
0
cos(t
√
λ2 +m2)λχ(λ)E(λ) dλ
∣∣∣∣ . 1t(log t)k−1 , t > 2.
Proof. The proof follows as in the proof of Lemma 3.5 with the modifications made above
in Lemmas 8.8 and 8.9.

For completeness, we include the following bound which follows from a simple integration
by parts.
Lemma 8.11. One has the bounds∣∣∣∣ ∫ ∞
0
sin(t
√
λ2 +m2)√
λ2 +m2
λχ(λ) dλ
∣∣∣∣, ∣∣∣∣ ∫ ∞
0
cos(t
√
λ2 +m2)λχ(λ) dλ
∣∣∣∣ . 1t .
8.2. Spatial Integral Estimates. The following bound is needed to show that certain
operators are bounded. The proof is straight-forward and can be found in, for example [24].
Lemma 8.12. Fix u1, u2 ∈ Rn and let 0 ≤ k, ℓ < n, β > 0, k + ℓ+ β ≥ n, k + ℓ 6= n. We
have ∫
Rn
〈z〉−β−
|z − u1|k|z − u2|ℓ dz .
 ( 1|u1−u2|)max(0,k+ℓ−n) |u1 − u2| ≤ 1( 1
|u1−u2|
)min(k,ℓ,k+ℓ+β−n) |u1 − u2| > 1
DECAY ESTIMATES FOR SCHRO¨DINGER, KLEIN-GORDON AND WAVE EQUATIONS 51
References
[1] Abramowitz, M. and I. A. Stegun. Handbook of mathematical functions with formulas, graphs, and
mathematical tables. National Bureau of Standards Applied Mathematics Series, 55. For sale by the
Superintendent of Documents, U.S. Government Printing Office, Washington, D.C. 1964
[2] Agmon, S. Spectral properties of Schro¨dinger operators and scattering theory. Ann. Scuola Norm. Sup.
Pisa Cl. Sci. (4) 2 (1975), no. 2, 151–218.
[3] Beals, M. Optimal L∞ decay for solutions to the wave equation with a potential. Comm. Partial Differ-
ential Equations 19 (1994), no. 7–8, 1319–1369.
[4] Beals, M. and Strauss, W. Lp estimates for the wave equation with a potential. Comm. Partial Differential
Equations 18 (1993), no. 7–8, 1365–1397.
[5] Beceanu, M. Dispersive estimates in R33 with threshold eigenstates and resonances. Anal. PDE 9 (2016),
no. 4, 813–858.
[6] Beceanu, M. and Goldberg, M. Strichartz Estimates and Maximal Operators for the Wave Equation in
R
3. J. Funct. Anal. 266 (2014), no. 3, 1476–1510.
[7] Cardosa, F., Cuevas, C., and Vodev, G. Dispersive estimates for the Schro¨dinger equation in dimensions
four and five. Asymptot. Anal. 62 (2009), no. 3-4, 125–145.
[8] Cardosa, F., and Vodev G. Optimal Dispersive Estimates for the Wave Equation with Potentials in
Dimensions 4 ≤ n ≤ 7. Comm. Partial Differential Equations 37, no. 1, 88–124.
[9] Cuccagna, S. On the wave equation with a potential. Comm. Partial Differential Equations 25 (2000), no.
7-8, 1549–1565.
[10] D’Ancona, P. Kato smoothing and Strichartz estimates for wave equations with magnetic potentials.
Comm. Math. Phys. 335 (2015), no. 1, 1–16.
[11] D’Ancona, P. and Pierfelice, V. On the wave equation with a large rough potential. J. Funct. Anal. 227
(2005), no. 1, 30–77.
[12] Erdog˘an, M. B. and Green, W. R. Dispersive estimates for the Schro¨dinger equation for C
n−3
2 potentials
in odd dimensions. Int. Math. Res. Notices 2010:13, 2532–2565.
[13] Erdog˘an, M. B. and Green, W. R. Dispersive estimates for Schro¨dinger operators in dimension two with
obstructions at zero energy. Trans. Amer. Math. Soc. 365 (2013), 6403–6440.
[14] Erdog˘an, M. B., Goldberg, M. J., and Green, W. R. Dispersive estimates for four dimensional
Schro¨dinger and wave equations with obstructions at zero energy, Comm. PDE. 39:10 (2014), 1936–1964.
[15] Erdog˘an, M. B., and Schlag W. Dispersive estimates for Schro¨dinger operators in the presence of a
resonance and/or an eigenvalue at zero energy in dimension three: I. Dynamics of PDE 1 (2004), 359–
379.
[16] Georgiev, V. and Visciglia, N. Decay estimates for the wave equation with potential. Comm. Partial
Differential Equations 28 (2003), no. 7–8, 1325–1369.
[17] Georgescu, V., Larenas, M., and Soffer, A. Abstract theory of pointwise decay with applications to wave
and Schro¨dinger equations. To appear in Annales Henri Poincare´. arXiv:1411.5763
[18] Goldberg, M. A Dispersive Bound for Three-Dimensional Schro¨dinger Operators with Zero Energy
Eigenvalues. Comm. PDE 35 (2010), 1610–1634.
52 GREEN, TOPRAK
[19] Goldberg, M. J. and Green, W. R. Dispersive Estimates for Higher Dimensional Schro¨dinger Operators
with Threshold Eigenvalues I: The Odd Dimensional Case. J. Funct. Anal., 269 (2015), no. 3, 633–682.
[20] Goldberg, M. J. and Green, W. R. Dispersive Estimates for Higher Dimensional Schro¨dinger Oper-
ators with Threshold Eigenvalues II: The Even Dimensional Case. To appear in J. Spectral Theory.
arXiv:1409.6328
[21] Goldberg, M. and Green, W. R. The Lp boundedness of wave operators for Schro¨dinger Operators with
threshold eigenvalues. Adv. Math., 303 (2016), 360–389.
[22] Goldberg, M. and Green, W. R. On the Lp Boundedness of Wave Operators for Four-Dimensional
Schro¨dinger Operators with a Threshold Eigenvalue. Preprint, 2016. arXiv:1606.06691
[23] Goldberg, M., and Schlag, W. Dispersive estimates for Schro¨dinger operators in dimensions one and
three. Comm. Math. Phys. vol. 251, no. 1 (2004), 157–178.
[24] Goldberg, M. and Visan, M. A counterexample to dispersive estimates. Comm. Math. Phys. 266 (2006),
no. 1, 211–238.
[25] Green, W. Dispersive estimates for matrix and scalar Schro¨dinger operators in dimension five. Illinois
J. Math. Volume 56, Number 2 (2012), 307-341.
[26] Green, W. Time decay estimates for the wave equation with potential in dimension two. Journal of
Differential Equations 257 (2014) pp. 868-919.
[27] Jensen, A. Spectral properties of Schro¨dinger operators and time-decay of the wave functions results in
L2(Rm), m ≥ 5. Duke Math. J. 47 (1980), no. 1, 57–80.
[28] Jensen, A. Spectral properties of Schro¨dinger operators and time-decay of the wave functions. Results
in L2(R4). J. Math. Anal. Appl. 101 (1984), no. 2, 397–422.
[29] Jensen, A., Kato, T. Spectral properties of Schro¨dinger operators and time–decay of the wave functions.
Duke Math. J. 46 (1979), no. 3, 583–611.
[30] Jensen, A., and Nenciu, G. A unified approach to resolvent expansions at thresholds. Rev. Mat. Phys.
vol. 13, no. 6 (2001), 717–754.
[31] Jensen, A., and Yajima, K. On Lp boundedness of wave operators for 4-dimensional Schro¨dinger oper-
ators with threshold singularities. Proc. Lond. Math. Soc. (3) 96 (2008), no. 1, 136–162.
[32] Journe´, J.-L., Soffer, A., Sogge, C. D. Decay estimates for Schro¨dinger operators. Comm. Pure Appl.
Math. 44 (1991), no. 5, 573–604.
[33] Kopylova, E. A., and Komech, A. I. Long time decay for 2D Klein-Gordon equation. J. Funct. Anal.
259 (2010), no. 2, 477–502.
[34] Krieger, J. and Schlag, W. On the focusing critical semi-linear wave equation. Amer. J. Math. 129
(2007), no. 3, 843–913.
[35] Marshall, B., Strauss, W., and Wainger, S. Lp–Lq estimates for the Klein-Gordon equation. J. Math.
Pures Appl. (9) 59 (1980), no. 4, 417–440.
[36] Murata, M. Asymptotic expansions in time for solutions of Schro¨dinger-type equations J. Funct. Anal. 49
(1) (1982), 10–56.
[37] Rauch, J. Local decay of scattering solutions to Schro¨dinger’s equation. Comm. Math. Phys. 61 (1978),
no. 2, 149–168.
DECAY ESTIMATES FOR SCHRO¨DINGER, KLEIN-GORDON AND WAVE EQUATIONS 53
[38] Reed, M., and B. Simon. Methods of Modern Mathematical Physics I: Functional Analysis, IV: Analysis
of Operators, Academic Press, New York, NY, 1972.
[39] Rodnianski, I., Schlag, W. Time decay for solutions of Schro¨dinger equations with rough and time-
dependent potentials. Invent. Math. 155 (2004), no. 3, 451–513.
[40] Schlag, W. Dispersive estimates for Schro¨dinger operators: a survey. Mathematical aspects of nonlinear
dispersive equations, 255–285, Ann. of Math. Stud., 163, Princeton Univ. Press, Princeton, NJ, 2007.
[41] Schlag, W. Dispersive estimates for Schro¨dinger operators in dimension two. Comm. Math. Phys. 257
(2005), no. 1, 87–117.
[42] Stein, E. Harmonic analysis real-variable methods, orthogonality, and oscillatory integrals. Princeton
Univ. Press, Princeton, NJ, 1993.
[43] Toprak, E. A weighted estimate for two dimensional Schro¨dinger, matrix Schro¨dinger and wave equa-
tions with resonance of first kind at zero energy. To appear in J. Spectral Theory. arXiv:1509.03204
[44] Weder, R. Lp − Lp
′
estimates for the Schro¨dinger equation on the line and inverse scattering for the
nonlinear Schro¨dinger equation with a potential. J. Funct. Anal. 170 (2000), no. 1, 37–68.
[45] K. Yajima, The W k,p-continuity of wave operators for Schro¨dinger operators. III. Even dimensional
cases, J. Math. Sci. Univ. Tokyo 2 (1995) 311–346.
[46] Yajima, K. Dispersive estimate for Schro¨dinger equations with threshold resonance and eigenvalue.
Comm. Math. Phys. 259 (2005), 475–509.
[47] Yajima, K.Wave Operators for Schro¨dinger Operators with Threshold Singuralities, Revisited. Preprint,
arXiv:1508.05738.
[48] Yajima, K. Remarks on Lp-Boundedness of Wave Operators for Schro¨dinger Operators with Threshold
Singularities. Documenta Math. 21 (2016) 391–443.
Department of Mathematics, Rose-Hulman Institute of Technology, Terre Haute, IN
47803, U.S.A.
E-mail address: green@rose-hulman.edu
Department of Mathematics, University of Illinois, Urbana, IL 61801, U.S.A.
E-mail address: toprak2@illinois.edu
