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ABSTRACT
Ecological disturbances alter biotic communities and ecosystems. In many coastal zones
disturbances are increasing, including algal blooms, storms, hypoxic events, and fish kills. These
disturbances are often related, for example blooms releasing toxins or depleting dissolved
oxygen, ultimately killing fish. Depending on the intensity, duration, and geographic extent of a
disturbance, the fish community can take days to years to recover from disturbances. To explore
the relationships among environmental disturbances, sport fish, and forage fish communities, this
thesis examined two Florida estuaries with differing disturbance regimes. Using an ensemble
modelling approach combining generalized linear models (GLM), Bayesian modelling, and
Bayesian structural equation modeling (SEM), this complementary framework helped elucidate
complex relationships among environmental variables and the fish community following a
disturbance. In Banana River, both sport fish and forage fish abundances decreased following an
algal bloom, but the decrease in abundance of forage fish was more rapid. Forage fish
community dynamics were more closely associated with water quality metrics than sport fish
communities during non-disturbed periods (December- March). However, during the algal
bloom, sport fish community dynamics were more closely associated with water quality metrics
than forage fish community dynamics. In the three months following the kill, the forage and
sport fish communities were less strongly linked than in non-disturbed years. In the chronically
stressed St Lucie Estuary, fish community dynamics and water quality were weakly linked from
2015 - 2019. These shifts in community dynamics and relationships following a disturbance
suggest forage and sport fish communities, food webs, and trophic dynamics may be at increased
risk of surpassing an ecological threshold as algal blooms become more common. Furthermore,
the decoupling documented in fish communities and abiotic environment in the chronically
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stressed St. Lucie Estuary suggest this region may have already passed an ecological tipping
point.
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CHAPTER 1: INTRODUCTION
Ecosystems have evolved in the face of disturbance events, but shifts in disturbance
regimes (i.e. increased frequency, duration, and/or intensity) can push systems past unforeseen
tipping points, beyond which a return to the former ecosystem state may be improbable
(Scheffer et al. 1997, Selkoe et al. 2015, Connell et al. 2017). Embedded within these
ecosystems, trophic interactions are also dynamic, having evolved to withstand natural
disturbances and stressors (Breitburg et al. 1997, Jones et al. 1997, Hooper et al. 2005). While
disturbances are disruptive, many are due to natural forces and can help maintain various
properties of an ecosystem (Reynolds et al. 1993). Diversity indices such as species richness and
evenness may increase following a disturbance. These “intermediate disturbances” can facilitate
a more stable and resilient ecosystem (Dayton 1972, Gunderson et al. 2001), and while system
stability isn’t always linked directly to a level of disturbance, disturbances do play a role in
trophic structure and the abiotic and biotic interactions within a system (Paine 1966, Marvier et
al. 2004, Schrandt and MacDonald 2020). Further, and arguably of greater importance in recent
years, climate change and anthropogenic activities have fundamentally altered the magnitudes
and rates of change of stressors and disturbances affecting ecosystems globally (Brierley and
Kingsford 2009, Stocker et al. 2013, Seidl et al. 2017).
Determining if an environmental change is a disturbance or stressor often depends on
context (Rykiel 1985, Pickett et al. 1989). Disturbances are characterized typically by destruction
of habitat and/or a loss of biomass; as opposed to stressors, which are often categorized as
chronic but less relatively intense perturbations (e.g., dissolved oxygen slowly decreasing over
time as opposed to an acute anoxic event; Rykiel 1985, Downs et al. 2002, Sonnier et al. 2010,
Breitburg et al. 2018). Disturbances and stressors can change how species interact and alter
interspecific competition. Some species are better or worse at adapting to a dynamic environment
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which ultimately can lead to variations in species abundance, richness, and evenness (Guisan and
Thuiller 2005, Vaquer-Sunyer and Duarte 2008, Elahi and Sebens 2012, Troast et al. 2020).
Furthermore, if the frequency and intensity of disturbances and stressors impacting a system are
changing rapidly, species may not have the ability or time to adapt to these shifts in
environmental conditions (Field 1995, Scheffer et al. 2001). This in turn may lead to a decrease
in species abundance and/or biodiversity (Harley 2011). Marine systems in particular are
experiencing increasing pressures from numerous anthropogenic sources. Global water chemistry
is changing due to ocean acidification, ocean deoxygenation, and coastal pollution (Gaylord et al.
2011, Stocker et al. 2013, Breitburg et al. 2018). These detrimental changes in water quality
impact lower trophic level primary producers in many marine systems, resulting in decreased
productivity in some areas and increased productivity in others (Agard et al. 1996, Breitburg
2002, Worm et al. 2006, van Denderen et al. 2014). In many coastal systems the impacts of these
changes on foundation species such as seagrasses and coral reefs has led to decreased benthic
productivity and altered food webs (Orth et al. 2006, Altieri et al. 2017). Conversely,
eutrophication has increased productivity in some regions resulting in increased algal blooms and
spikes in primary productivity (Burkholder 1998, Klemas 2012, Yang et al. 2017). These algal
blooms, frequently fueled by the growth of single species of microalgae, can outcompete other
primary producers for limiting resources, and lead to other disturbance events (e.g.,
hypoxia/anoxia) during die-off (Hallegraeff 2010, Altieri et al. 2017, Kuempel and Altieri 2017,
Russo et al. 2019). In most cases a system will return to normal following perturbation, however
extremely intense or frequent disturbances can alter water properties to such a degree that the
system surpasses a threshold and fundamentally shifts, thereby impacting trophic dynamics and
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ecosystem structure (Orth et al. 2006, Connell et al. 2017, Kuempel and Altieri 2017, Castorani
et al. 2018, Gray DiLeone and Ainsworth 2019).
Basal shifts in food webs and available energy at lower trophic levels can have direct and
indirect impacts on higher trophic levels (Short and Wyllie-Echeverria 1996, Russo et al. 2019).
While responses in mid-trophic level species that feed on primary producers may be immediate
(e.g., increased abundance of zooplankton, small fish, small crustaceans), quantifiable changes at
higher trophic levels may experience time lags (Arhonditsis et al. 2006, Ruppert et al. 2018).
These lags in higher trophic level responses are generated by those species having a direct
relationship with their prey source, which in turn have a direct trophic relationship with lower
level prey and ultimately basal primary producers (Ruckelshaus et al. 2008, Bakun et al. 2010,
Ruppert et al. 2018). Further, when species are experiencing abnormal changes in the abiotic
environment, such as during an hypoxic event, their need for increased oxygen may outweigh
their need for prey, decoupling the dynamics between predator and prey (Prince and Goodyear
2006, Giraldo et al. 2016, Matich et al. 2020).
The interactions among predator and prey species are extremely important in the
maintenance of ecosystem function, therefore a disturbance that leads to a significant loss in
even one or two species can in the long run, have dramatic impacts on ecosystem function and
ultimately ecosystem services (Llope et al. 2011, Veraart et al. 2012, Wong et al. 2015). There
also exists the potential for loss of diversity within a food web following disturbance or a change
in disturbance regimes (Bengtsson et al. 2000, Folke et al. 2004), as some food webs and
functional groups may be more at risk to loss of species than others (Thrush and Dayton 2010,
Giraldo et al. 2016). In coastal marine ecosystems, the trophic linkages between forage fish and
sport fish are accepted, but how these interactions are affected by changes in water quality due to
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stressors or disturbances needs further exploration (Kupschus and Tremain 2001, Bakun et al.
2010, Pikitch et al. 2014). Also, while changes in biomass and/or abundance at certain trophic
levels may be immediate, fluctuations may lag in other portions of the food web following
disturbances and the subsequent loss of other species (Jackson et al. 2001). Ultimately shifts in
predators and prey may lead to unexpected trophic cascades in coastal ecosystems (La and
Cooke 2011, Driggers et al. 2016, Gray DiLeone and Ainsworth 2019).
To identify and understand the effects of ecological stressors and disturbances in coastal
ecosystems requires long-term assessments, but due to the inherent complexity of these systems,
and limited resources, this task remains a challenge. Generating relatively long time series data
through protracted monitoring programs provides a means of identifying and distilling the effects
of anthropogenic stressors and disturbances from natural shifts in the environment (Duarte et al.
2009, Jaiswal et al. 2015, Hughes et al. 2018). Comparing historical or mean baseline values
against values during disturbance events can help determine if certain parts of a system are
significantly different than in non-disturbed years. Alternatively, systems facing constant
stressors may not have historical data from years that were not impacted by anthropogenic
related pressures, contributing to the risk of shifting baselines in assessing ecosystem dynamics
(Short and Wyllie-Echeverria 1996b, Stocker et al. 2013, Ribeiro et al. 2015). Coastal marine
systems have been and continue to be altered through urbanization, coastal development, and
related land-based sources of pollution, thwarting attempts to assess baseline conditions. Further,
the disturbance regime of a system may be changing due to far field pressures impacting factors
such as tropical storm intensity, patterns of precipitation, and/or weakened oceanographic
currents (Lassig 1983, Edmunds 2019, Phlips et al. 2020). Over time the combination of these
acute disturbances and chronic relatively minor stressors, may slowly shift a system towards a
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tipping point (Poff 1992, Scheffer 2012, Salewski and Proffitt 2016). While not all disturbances
lead to catastrophic or non-reversible tipping points, large enough disturbances or events
compounded by climate change may alter a system into the foreseeable future (Scheffer et al.
2001, Heinze et al. 2021).
However, knowledge gaps remain regarding shifts in estuaries and food webs in dynamic
coastal systems (Kupschus and Tremain 2001, Ruckelshaus et al. 2008, Holsman et al. 2017).
Many coastal systems are experiencing unprecedented physical disturbances like multiple major
storms in one season, while others are experiencing long-term shifts in abiotic conditions due to
environmental stressors such as increased freshwater runoff (Connell et al. 1997, Ratajczak et al.
2018, Newman 2019, Phlips et al. 2020). Coastal marine systems are threatened by decreasing
oxygen concentrations and degrading environmental conditions both of which may be further
compounded by an increase in the frequency and intensity of algal blooms due to eutrophication
of inshore waterways (Breitburg et al. 2018, Newman 2019, Wu et al. 2019, Phlips et al. 2020).
Quantifying shifts in trophic interactions and species diversity in these systems will be critical to
understanding impacts of disturbances and stressors, particularly considering the relatively high
rates of changes occurring in coastal ecosystems; yet these data are lacking (Trexler and Goss
2009, Embling et al. 2012, Pikitch et al. 2014, Hedges and Abrahams 2015). To address these
fundamental data gaps, and generate understanding of these processes, this thesis explores
stressors and disturbances in a coastal lagoon located along the east coast of Florida, one study
occurring in a historically infrequently undisturbed portion of the estuary and another in a
chronically stressed system (Phlips et al. 2015, Adams et al. 2019).
The general aims of these complementary studies are to:
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1. Assess the shifts in relationships between fish community dynamics and water quality
due to disturbances and stressors
2. Develop and determine the efficacy of an analytical framework incorporating generalized
linear models, Bayesian models, and structural equation models (SEM) to assess shifts
within an ecosystem
More specifically, Chapter 2 develops and applies a framework to quantify the shifts in
relationships among sport fish, forage fish, and water quality following an acute disturbance
caused by a non-toxic algal bloom. While Chapter 3 applies the same framework to conduct
annual assessments of forage fish, sport fish, and water quality relationships in a chronically
stressed estuarine system. Together results from these analyses will provide fundamental insight
into the effects of ecological disturbances and stressors on fish community dynamics and
represent one of the first applications of Bayesian SEM to ecological systems, specifically
addressing strengths/challenges of the approach, and the use of SEM in ecology (Arhonditsis et
al. 2006, Fan et al. 2016, Vehtari et al. 2017).
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CHAPTER 2: UNDERSTANDING SHIFTS IN ESTUARINE FISH
COMMUNITIES FOLLOWING DISTURBANCES USING AN ENSEMBLE
MODELING FRAMEWORK
2.1. Introduction
Chronic ecological stressors have complex effects on faunal communities. Coastal marine
systems may be particularly susceptible to stressors such as anthropogenic changes in climate,
land-based sources of pollution, and deoxygenation all of which ultimately lead to deterioration
of the environment and impact the production of ecosystem services (Stocker et al. 2013, Cook
et al. 2014, Breitburg et al. 2018, Ruppert et al. 2018). Chronic stressors can negatively impact
environmental conditions, resulting in ecosystems with lower resilience to perturbation, placing
them at greater risk of surpassing a tipping point when impacted by future disturbances (Scheffer
et al. 2001, Levin and Breitburg 2015, Selkoe et al. 2015, Connell et al. 2017). For example, far
field pressures such as climate change are leading to shifts in regional precipitation patterns,
resulting in local disturbances such as increased precipitation, drought conditions, or severe
weather (Stocker et al. 2013). Additionally, near field anthropogenic inputs like nutrient runoff
into coastal waterways, which may be amplified by far field pressures, can lead to increased
frequency, duration, and geographic extent of algal blooms with associated hypoxic or toxic
conditions (Hallegraeff 2010, Stocker et al. 2013).
Algal blooms, particularly in relatively enclosed estuaries, can act as acute ecological
disturbance events, but if they begin to occur more frequently, can begin to behave as chronic
stressors on the system (Short and Wyllie-Echeverria 1996, Gannon et al. 2009, Flaherty and
Landsberg 2011, Phlips et al. 2015). Shifts in overall water quality can alter properties like water
clarity and dissolved oxygen concentrations, which in turn may initiate broad-scale mortality of
biogenic habitat (e.g., seagrass) and/or fauna. This alteration of the water column and benthic
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habitat can result in changes in the existing fish community and potentially enable invasive
species to outcompete and replace native species (Dukes and Mooney 1999, Orth et al. 2006,
Lewis et al. 2020). Regardless of duration and the impacts on the habitat itself, coastal
disturbances such as hurricanes, algal blooms, and low dissolved oxygen events can lead to large
die offs of the nekton community in the affected region (Lassig 1983, Kelly and Harwell 1990,
Jackson et al. 2001). However, a comprehensive understanding of the relative importance of
long-term chronic stressors versus ephemeral acute disturbances, and the magnitude of their
impacts on the fish community is lacking (Connell 1997, Cole and Monz 2003, Matich et al.
2020). Furthermore within an estuarine community these impacts can differ with some guilds of
fish benefitting from an algal bloom, while other guilds are negatively impacted with
concomitant decreases in abundance (Gannon et al. 2009).
Recently fish kills have garnered public and media attention (La and Cooke 2011,
McCormack 2019). While the ultimate cause of a fish kill is frequently hypoxia or anoxia, other
stressors may have additive or synergistic interactions with low dissolved oxygen (La and Cooke
2011, Breitburg et al. 2018). The additional stressors contributing to fish kill events may be
masked by hypoxia leading to difficulty understanding the role of contributing factors.
Moreover, non-toxic and toxic algal blooms naturally occur in coastal waters, but their intensity,
duration, frequency and geographic extent may be shifting due to climate change and an increase
in nutrients from anthropogenic sources (Anderson et al. 2002, Brand and Compton 2007, La and
Cooke 2011, Gobler et al. 2013, Raven et al. 2020). Systems that rarely experience fish kills may
be resilient to disturbance events and rapidly return to initial conditions, but systems that are
impacted more frequently or for longer periods of time may become chronically stressed and
degraded to the point that species assemblages shift, abundances decrease, and diversity is lost
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(Kelly and Harwell 1990, Hooper et al. 2005, Wu et al. 2019). As with the effect of chronic
versus acute disturbances, it remains unclear if risk to different components of the fish
community varies, and how relatively higher and lower trophic level species may be impacted by
and respond to disturbances resulting in fish kill events.
Sport fish (e.g., snappers, salmon, tuna) have relatively low reproductive rates and
abundance when compared to lower trophic level forage fishes (e.g., anchovies, menhaden, and
mojarra; Bassista and Hartman, 2005; Knapp and Purtlebaugh, 2008). Higher trophic level sport
fish also play an important role in predator prey dynamics in coastal systems as they are a
conduit for passing trophic energy to top predators in the estuarine food web such as sharks,
dolphins, and other marine mammals (Heithaus 2001, Bakun et al. 2010). If sport fish are unable
to recover following a fish kill event, a critical trophic linkage connecting coastal food webs
could be weakened or lost. Additionally, sport fish are important to both recreational and
commercial fisheries. The annual economic value of saltwater recreational and commercial
fishing in the US is greater than 200 billion dollars (National Marine Fisheries Service 2016). An
understanding of sport fish responses to fish kills would provide insight for the development of
more effective management strategies, such as altering or restricting catch limits following large
fish kills if data suggest specific species are unable to rebound following large decreases in
abundance or loss of their lower trophic level prey.
Identifying the specific drivers of shifts in the sport fish community can be complicated.
Sport fish abundances, richness, and diversity can be impacted by many environmental stressors
but they are also intrinsically tied to prey species, or forage fish, which themselves may be
influenced by environmental stressors (Pikitch et al. 2014). Forage fish are often smaller species
that may not be able to avoid a disturbance, leading to large mortality events of this subset of
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lower trophic level species in the fish community (Flaherty and Landsberg 2011). As with sport
fish, these mid-trophic level species form a key link in the food web, in this case between
zoo/phytoplankton and higher trophic level organisms (Bassista and Hartman 2005). Assessing
shifts in the forage fish community following a disturbance can elucidate biological drivers of
higher trophic level sport fish community dynamics such as time lags in responses or population
fluctuations following disturbances not evident when studying environmental factors alone.
Quantifying and predicting shifts in forage and sport fish abundance, species richness,
and diversity is necessary to understand long-term shifts in assemblages, identify fish kill-related
thresholds in abiotic and biotic components of the system, and develop effective management
strategies for coastal fish and fisheries (Paperno et al. 2006, Ribeiro et al. 2015, Matich et al.
2020). However, these community level interactions and multi-species responses to
environmental metrics remain poorly understood. To address these fundamental knowledge gaps,
I analyzed shifts in sport and forage fish community dynamics following a fish kill in an
estuarine system using a novel ensemble modelling approach integrating generalized linear
modeling (GLM), Bayesian modelling, and Bayesian structural equation modelling (SEM).
Generalized linear modelling is widely used to depict correlations and attempt to determine
significant relationships among variables. GLMs rapidly identify potential driving variables and
can determine basic trends within data. Bayesian methods allow for the assessment of
distributions of data providing more insight than means and standard deviations generated by
frequentist approaches, and enables the use of priors, data from related studies, to help strengthen
the model and decrease variability (Mcelreath 2016, Doll and Jacquemin 2019, Wu et al. 2019).
Thus, a Bayesian approach to structural equation modelling allows greater understanding of the
relationships among metrics of interest and the use of latent variables. A latent variable
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represents a key component of the system and is comprised of multiple quantifiable metrics.
Quantifying the relationships between latent variables elucidates the relationships among the
multiple quantified metrics comprising a complex system yielding a more conceptual
understanding of the structure and function of a system as a whole (Santibáñez-Andrade et al.
2015). Applying these three approaches in concert identified the metrics with the greatest
influence on sport fish and forage fish communities following a fish kill event, and created
informed priors that can be used in the future analyses of these communities within a Bayesian
framework (Bentler and Stein 1992, Fan et al. 2016). More specifically, results generated using
this ensemble modelling framework i) Identified important environmental metrics and quantified
the impacts of fish kill events on sport and forage fish community dynamics (e.g., How do
species abundances, richness, evenness, and diversity change as a function of chlorophyll-a
concentration?), ii) Assessed and compared the most important biotic and abiotic metrics leading
to shifts in sport fish community dynamics by exploring fish community relationships to
influential environmental metrics during disturbed and non-disturbed periods, and iii) Created a
reproducible framework for natural resource managers to assess risk to sport fish communities in
other estuarine systems following a disturbance. To better demonstrate the benefits and utility of
these complementary approaches I applied these methods to a large fish kill event in Banana
River, Florida, USA.

2.2. Methods
2.2.1 Case Study - Banana River Fish Kill

The Indian River Lagoon (IRL) is located on the east coast of Florida, and is regarded as one of
the most biodiverse estuaries in the world, in part due to a dynamic biogeographic break at
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~28N (Gilmore 1995, Troast et al. 2020). This shallow coastal lagoon spans ~250km north to
south, and is connected to the Atlantic Ocean through only five inlets resulting in relatively long
water residence times and low flushing rates (Kupschus and Tremain 2001, Lapointe et al. 2015).
The Banana River is in the northern extent of the broader IRL system (Figure 1). Putatively algal
blooms are increasing in the southern portions of the IRL, potentially contributing to an increase
in the frequency of fish kill events, but prior to ~2010, fish kill events were relatively rare in the
northern portions of the IRL (Burkholder 1998, Schaefer et al. 2019). Between 2009 and 2019
the largest fish kill documented in the northern extent of the IRL occurred in the Banana River in
March 2016. This particular fish kill was related to a non-toxic brown algal bloom (Aureoumbra
lagunensis; Lapointe et al. 2020) which ultimately led to a drop in DO below hypoxic levels (<2
mg L-1) and subsequently resulted in a massive fish kill (Figure 1). Fish kill reports kernel
density highlights the extent of the fish kill hot zone based on reports (Figure 1).
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Figure 1: Map of the Banana River portion of the Indian River Lagoon with kernel density estimation of fish kill hot
spot based on frequency of fish kill hotline reports from March 2016. Inset histogram illustrates the raw frequency
of fish kill reports (y-axis). Data loggers (continuous monitors) are represented by black triangles

2.2.2 Field Methods
The Florida Fish and Wildlife Conservation Commission (FWC) has conducted stratified
random sampling of the fish and macro-invertebrate community in seven Florida estuaries for
over 20 years as part of the statewide Fisheries Independent Monitoring (FIM) program. FIM
sampling collects biotic samples and accompanying environmental metrics along the Florida
Coast to quantify and assess status and trends of nekton communities. Although monthly FIM
sampling has been conducted since 1997 in the Indian River Lagoon (IRL), only data collected
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between 2012 and 2018 were analyzed for this study. During this period of time there was an
increase of fish kill events in the southern IRL, but this case study focused on the relatively
unimpacted Banana River portion of the IRL with only one large fish kill documented between
2009 and 2018 (Figure 1; Fish Kill Database, 2019). As part of the FIM program, samples were
collected using center bag seines that were 21.3 m x 1.8 m long deployed along the shoreline by
hand or from the stern of a boat for nine meters and therefore covered an area of ~140 m2 each
sampling event. The center bag seine has 3.1 mm mesh and collects relatively small individuals
such as forage fish and/or juvenile sport fish less than 10cm in length. Haul seines (183 x 3m)
were also used and deployed in the water column by boat. This net does not collect larvae or
eggs stage individuals. The center bag of the haul seines has 25.4 mm mesh and tends to collect
larger individuals due to net design and mesh size (McMichael 2009, Stevens et al. 2016,
Paperno et al. 2018). Sampling was performed using stratified random sampling as the estuary
was divided into cells 1 nautical mile (nmi) x 1 nmi and then further divided to microgrid cells
(0.1 nmi x0.1 nmi). Microgrid cells were selected for sampling monthly using a stratified random
sampling protocol that remained in place for the entirety of FIM sampling. The focal area of the
study was sampled every month of this study. Fish collected by both gear types were identified
to lowest possible taxon, enumerated, and a subset measured prior to release. All sampling
occurred during daylight hours. During each sampling event water quality metrics were recorded
including dissolved oxygen (mg/L), temperature (C), salinity (ppt), and pH. In addition, St.
Johns River Water Management District continuous monitoring stations provided hourly
chlorophyll-a concentrations from 2014 – 2018 (please see Figure 1; continuous monitors).
These data were pooled to estimate diurnal mean values, which were used to quantify algal
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bloom duration and intensity. Finally, these data were combined with FIM environmental metrics
for statistical modeling (please see below).
2.2.3 Fish Kill Data Management and Statistical Methods
Fish kills were identified, and general hot spot location maps created using FWC fish kill
hotline reports (Figure 1). Reports are calls from citizens providing approximate locations of
dead fish sightings. These data were used to estimate fish kill locations and durations and
accounted for self-reporting errors by aggregating multiple reports from multiple people within
the same general location and time frame. By mapping the location of these reports, fish kill hot
spot maps were created using the kernel density tool in ArcMap, thereby identifying the only
large kill in the study region (Banana River, FL), which occurred in March 2016 (Okabe et al.
2009, esri 2019). The fish kill hot spot map was used to spatially delineate the boundaries of the
fish kill event and to spatially subset FIM data for the region affected by the fish kill. Finally,
daily mean samples of chlorophyll-a metrics were combined spatially and temporally with subset
FIM data to create a robust data set including both biotic and environmental metrics. From these,
data frames were created and analyzed for four time periods related to the March 2016 fish kill
event and preceding algal bloom: 1) algal bloom period during the bloom (Bloom, Dec 2015 –
Mar 2016), 2) the same bloom period (Dec - Mar) but from years with no algal bloom (Baseline
Bloom, 2012 – 2015 and 2016 - 2018), 3) post fish kill period following the March 2016 fish kill
event (Post Kill, Apr- Jun 2016), and 4) post kill period (Apr – Jun) from years without a fish kill
(Baseline Post Kill 2012 – 2015 and 2017 - 2018).
Forage fish are small fish that usually eat microscopic plants and animals and serve as
prey fish for high trophic level predatory fish (Block et al. 2011, Pinsky et al. 2011). Forage fish
in the region were categorized using their overall feeding class, trophic level, and habitat type
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using FishBase (Froese and Pauly 2020). To warrant inclusion in this study, only the most
frequently occurring sport fish were included and analyzed; these relatively common sport fish
species were selected by identifying recreationally targeted sport fish that were captured in more
than 5% of the haul seines. Further, fishes included in analyses were deemed year-round
residents (i.e., not transient species) by visual analysis of species abundance using FIM data
spanning from 2012-2018. Fish or other collected species that could not be designated as forage
fish or sport fish using these criteria were removed from analyses. Fish community metrics were
quantified using R package Vegan, and included: abundance, species richness (total number of
species in each sample), species evenness (accounts for the abundance of each species present in
relation to other species), and Shannon diversity (a measure of diversity that places a higher
weight on abundance than species richness) (Shannon 1948, Pielou 1966, Okansen et al. 2019).
These metrics were calculated separately for both forage fish and sport fish communities.
2.2.4 Statistical Models
An ensemble modelling approach was used to identify the primary predictive metrics and
assess impacts of fish kills on forage and sport fish communities. The three complementary
modelling techniques to analyze relationships and outcomes were: generalized linear models
(GLM), Bayesian models, and Bayesian structural equation modelling (Bayesian SEM). Using
these modelling approaches in concert enables the development and justification of more
complex models, provides a means to compare primary metrics identified by each approach, and
when viewed together provide a more comprehensive understanding of how sport and forage fish
community dynamics shift and respond following a large fish kill event. Single variable
generalized linear models were run for each of the four time periods (n= 10 GLMs per time
period; 40 GLMs total) to predict sport fish and forage fish abundance and these models were
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compared using P values and R2 values (Table 1, Figure 2: steps 1 & 2). Sport fish and forage
fish community metrics were used as response variables in GLMs while water quality and algal
bloom metrics were used as predictive variables (Table 1). P values and R2 values were assessed
in an exploratory manner to identify the most influential and predictive environmental metrics.
Table 1: Latent variables: Sport Fish Community, Forage Fish Community, Water Quality, and Algal Bloom and
subsequent observed metrics used in the models.
Sport Fish Community
Metrics
Abundance
Species Richness
Species Evenness
Shannon Diversity

Forage Fish
Community Metrics
Abundance
Species Richness
Species Evenness
Shannon Diversity

Water Quality Metrics
Dissolved oxygen (mg L-1)
Temperature (°C)
Salinity (ppt)
pH

Algal Bloom Metrics
Bloom duration (days)
Chlorophyll-a (g/L)
Time since kill end (days)

The predictive metrics identified using GLMs were then included in the construction of
the nested SEM for each time period (Figure 2). All sport fish community metrics were
predicted by the corresponding forage fish community metrics (e.g., sport fish abundance by
forage fish abundance) for each of the four time periods. A Poisson distribution was used for all
GLMs as most response variables were non-normal and not discrete counts (Figure 2: step 2).
For each model R2 values were recorded to determine the amount of variation explained by each
model and compared, as were p values between predictors. The results of the GLMs informed
the development of more complex Bayesian models, both of which ultimately led to the
reasoning behind and development of the Bayesian SEMs. Subsequently Bayesian models were
formulated (n = 10) using the metrics identified by best-fitting GLMs (Table 1), run using
Poisson distributions, and compared using Bayesian Information Criterion (BIC, Mcelreath,
2016). Finally, a saturated Bayesian SEM was created to illustrate the relationships among all
observed variables (i.e. quantifiable variables) and latent variables (Merkle and Rosseel 2018).
The four potential latent variables were water quality, algal bloom metrics, forage fish, and sport
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fish community dynamics (for latent variable component metrics see Table 1). Four predictive
nested models, informed by the best predictors identified by GLMs and Bayesian models, were
run and BIC used for final model selection for each time period (Arhonditsis et al. 2006, Grace et
al. 2010; Figure 2: step 3). The models run for each time period varied based on research goals
(Figure 2: step 4). All models were run using R (Version 3.6.3).
Saturated models were created for all time periods, as some variables were absent during
baseline time periods, including bloom duration and time since end of kill. The nested SEMs
created for each of the four time periods include metrics meeting at least two of the following
three criteria from both their GLMs and within their respective time bins: relatively high R2
values, p values < 0.05, and/or metrics that were necessary to test specific research goals. The
nested models formulated for each time period were labeled the BLoom (BL) model, created
using GLM findings and a priori knowledge from the bloom time period data (December 2015
through March 2016), the Baseline December – March (Baseline DM) model, created using data
from December through March during non-bloom baseline years, the Post-Kill (PK) model,
created using data from the three months post kill (April through June 2016), and the Baseline
April – June (Baseline AJ) model, using data from April through June for the non-bloom
baseline years (Figure 2). Sport fish and forage fish abundances were included in all models as
they had the greatest response following the fish kill (compared to other potential community
metrics). Saturated Bayesian SEMs were created for each time period. However, due to the
nature of the temporal metrics, time since kill and bloom duration could not be included in the
baseline models (both were 0 or NA in baseline periods). The nested models for each time period
were created and compared to saturated models using data for each time period with WAIC,
LOO, BRMSEA, and ppp values (Figure 2: step 4; Lee 2007, Vehtari et al. 2017, Hoofs et al.
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2018). In terms of interpretation and model comparison, a saturated SEM is better fitting than a
nested SEM if the saturated model WAIC and LOO scores are lower than those for the nested
model (Vehtari et al. 2017). BRMSEA values indicate a good model fit if values are less than
0.10, while ppp values less than 0.05 indicate poor model fit (Hoofs et al. 2018). However,
Bayesian ppp values have been shown to fail models with even minor misspecification and,
therefore, individual model fit will be judged primarily using BRMSEA (Hoofs et al. 2018).
Path coefficients and factor loadings of nested models created for baseline periods were applied
to data from baseline time periods and disturbed time periods (bloom or post kill) to assess and
compare changes in relationships of latent variables with other latent variables and observed
variables (Table 1). Factor loadings are the edge values between the latent variables and their
observed variables, these values are scaled and represent the covariance between latent and
observed variables. The scaled path coefficients between two latent variables represent a
prediction of change i.e. the relative magnitude of change in one latent variable as the other
latent variable changes or partial correlation (Arhonditsis et al. 2006, Grace et al. 2010).
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Step 1:

Step 2:
GLM and Bayesian models run
- Sport fish abundance ~ environmental metrics
for each time period (20 models total)
- Forage fish abundance ~ environmental
metrics for each time period (20 models total)
- Sport fish metrics ~ forage fish metrics for
each time-period (16 models total)
-Bayesian models run for variables with priors
available
- GLM and Bayesian models compared and
assessed to determine influential metrics

Four data frames created by time-period
- Bloom (Dec 2015- Mar 2016)
- Bloom Baseline (Dec-Mar: 2012-2015, 20162018)
- Post Kill (Apr-Jun 2016)
- Post Kill Baseline (Apr- Jun: 2012-2015,
2017-2018)

Step 3:
Bayesian SEMs formulated for each timeperiod: observed metrics included varied based
on GLM and Bayesian findings and research
goals.
Step 4:
Bloom

FF
dynamics

Water
quality

SF
dynamics

SEMs applied to data frames to determine
fit of nested models
- Bloom: Saturated model, BL model, Baseline
DM model
- Baseline Bloom: Saturated model, Baseline
DM model
- Post Kill: Saturated model, BL model, PK
model, Baseline AJ model
- Baseline Post Kill: Saturated model, Baseline
AJ model

Figure 2: Framework of Bayesian SEM model creation. Step 1: Subset of the data frames based on bloom duration
and fish kill. Step 2: GLM and Bayesian models run (n=56, number of GLMs run for this study based on number of
variables). Step 3: Bayesian SEM

2.3. Results
2.3.1 Environmental Metrics
The four time periods (i.e. bloom period with bloom [Bloom; December 2015 – March
2016], bloom period without bloom [Baseline Bloom; December – March, 2012 – 2014 and 2017
– 2018], post kill period with kill [Post Kill; April – June 2016], and post kill period without kill
[Baseline Kill; April – June, 2012 – 2015 and 2017 – 2018]) were determined using chlorophylla concentrations to indicate the start and end of the bloom and the fish kill database to determine
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the approximate date of the kill. The estimated last day of the algal bloom (March 21, 2016) fell
on the same day as the peak in the fish kill reports (Figure 1, Figure 3). Assessment of
continuous Chlorophyll-a concentrations determined [Chl-a] was at bloom levels (>20 g/L; Xu
et al., 2015) from mid-December 2015 through mid-march 2016. During this time pH and DO
were also elevated. Chlorophyll-a levels declined rapidly between March 20th and March 22nd
and remained below bloom levels through 2018 (Figure 3). Fish kill reports spiked on March 21st
in the study region with 125 separate reports made in one day. This spike in fish kill reports
corresponded to a steep drop in [Chl-a], pH, and DO; DO dropped below hypoxic levels with
mean daily DO = 1.2 mg/L on March 20, 2016 (Figure 3). Temperature and salinity remained
within normal limits during the bloom period. The fish kill occurred in mid-March, coinciding
with the end of the algal bloom, and lasted approximately one week, with heightened reporting
occurring over three days (March 20-March 22; Figures 1 & 3). Therefore, the post kill time
period spans from April 2016 through June 2016; a three-month window following the fish kill
was used to mirror the length of the algal bloom.
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Figure 3: Continuous water quality metrics, DO, chlorophyll-a, pH, temperature, and salinity, from Banana River
October 2015 through February 2017. Black box indicates period of time corresponding to high fish kill reports
depicted in Figure 1.

2.3.2 Biotic Metrics
Six sport fish with relatively high catch occurrence were identified within the study
region: Ladyfish (Elops saurus), Common Snook (Centropomus undecimalis), Spotted Seatrout
(Cynoscion nebulosus), Black Drum (Pogonias cromis), Red Drum (Sciaenops ocellatus), and
Sheepshead (Archosargus probatocephalus). Forage fish (n=47; Table A.1) responded rapidly to
the fish kill; forage fish abundances remain relatively low (vs. previous years) following the
March 2016 fish kill, and this trend continued through 2017. Species included in the study are all
present year round in the Banana River and at least part of the population is residential (e.g.,
Reyier and Shenker 2007, Reyier et al. 2011, Myers et al. 2020). However, sport fish abundances
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were slower to respond to the fish kill and do not appeared lower (relative to previous years)
until 2017 (Figure 4). Both sport and forage fish abundances appear to begin to rebound in 2018
but remain lower than years prior to the fish kill. However, a single sport fish, Black Drum,
drove the high sport fish abundance numbers immediately following the kill with higher
abundance in May of 2016 than May in any other year observed between 2012 and 2018. To
assess the possibility fish may have dispersed out of the study region (as opposed to succumbing
to the hypoxic event), we analyzed the abundance of fish in the region surrounding the sole
outlet of the Banana River into the Indian River Lagoon proper (+/- 10 km north and south).
Using FIM data from this 20km long region, abundances in the algal bloom/fish kill year were
compared to abundances in non-algal bloom years. However, these analyses found no notable
shifts in sport fish abundance, suggesting there was not a mass exodus of sport fish before,
during, or after the documented fish kill.
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Figure 4: Monthly total catches of sport fish (left) and forage fish (right) by year. The fish kill occurred in late
March of 2016 (red arrows). Note the figures on the left have different y axes than the figures on the right.

Bayesian models were run, however due to the lack of true informed priors and use of diffuse
priors, the results from Bayesian models were similar to those generated by GLMs and Bayesian
SEM. Therefore, results here focus on the more intuitive GLM and Bayesian SEM results.
However future studies can incorporate the findings from this study as informed priors for
Bayesian analyses. All GLMs with individual environmental metrics predicting sport and forage
fish abundance had p<0.05, with the exceptions of DO and pH predicting sport fish abundance in
both Baseline Bloom and Bloom periods and chlorophyll-a predicting sport fish abundance in
the Baseline Bloom period (Table 2). During the Baseline Bloom period, temperature and
salinity were the best predictors of sport fish and forage fish abundances respectively (lowest
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AIC; temperature p = 2 e-16, salinity p = 2 e-16). The abundance of forage fish during the Bloom
was best explained by chlorophyll-a (lowest AIC, p = 2 e-16), while both temperature and
chlorophyll-a had similar predictive capabilities for sport fish abundance (temperature Δ AIC= 0,
p = 2 e-16; chl-a Δ AIC= 1.5, p = 2.2 e-4). During the Post Kill time period, all predictive metrics
in the GLMs had a p<0.01 (Table 2). During the Post Kill period in baseline years, sport fish and
forage fish abundance were best explained by salinity (Δ AIC= 0). However, both sport fish and
forage fish abundances were best predicted by pH (Δ AIC= 0) following the 2016 fish kill. The
environmental GLMs accounted for little of the variance in the data (all R2 <0.15), except for pH
predicting forage fish abundance following the 2016 fish kill (R2=0.73).

Table 2: GLM derived Δ AIC values and p values for each model predicting abundance of sport fish and forage fish
by time period. Lowest AIC value for each AIC test are bolded and p values <0.05 are starred. A 0.0 p value
indicates the p value was < 0.001.
Salinity
Δ AIC(p)

DO
Δ AIC(p)

Temp
Δ AIC(p)

pH
Δ AIC(p)

Chl-a
Δ AIC(p)

Baseline Bloom Sport fish

45.7 (0.01*)

50.2 (0.16)

0 (0.0*)

52.1 (0.97)

51.7 (0.52)

Baseline Bloom Forage fish

0 (0.0*)

980.3 (0.0*)

123.8 (0.0*)

179.4 (0.0*)

158.4 (0.0*)

Bloom Sport fish

12.6 (0.03*)

16.8 (0.79)

0 (0.0*)

16.5 (0.56)

1.5 (0.0*)

Bloom Forage fish

448.5 (0.0*)

112.6 (0.0*)

214.9 (0.0*)

264.1 (0.0*)

0 (0.0*)

Baseline Post Kill Sport fish

0 (0.0*)

76.1 (0.002*)

75.6 (0.002*)

48.2 (0.0*)

70.7 (0.0*)

Baseline Post Kill Forage fish

0 (0.0*)

834.4 (0.0*)

46.3 (0.0*)

346.1 (0.0*)

381.7 (0.0*)

Post Kill Sport fish

82.6 (0.0*)

141.1 (0.0*)

149.4 (0.0*)

0 (0.0*)

131.8 (0.0*)

Post Kill Forage fish

6782.1 (0.0*)

6933.4 (0.0*)

7263.6 (0.0*)

0 (0.0*)

6787.1 (0.0*)

Analysis Period and Community
Bloom Period (Dec – Mar)

Post Kill Period (Apr – Jun)

Models predicting sport fish abundance by forage fish abundance for all time periods had
p<0.05. Although forage fish abundance was only positively related to sport fish abundance
during the algal bloom, this model accounted for more of the variation in sport fish abundance
than any other forage fish metric related to the same sport fish metric (Table 3; R2=0.34). Sport
fish richness was positively related to forage fish richness during all time periods and all except
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the Bloom period had p values < 0.05. The response of sport fish evenness to forage fish
evenness was positive except for during the bloom. Forage fish Shannon diversity had a positive
relationship with sport fish Shannon diversity during all time periods other than during the
bloom, but only Baseline for the Bloom and Post Kill time periods had p values < 0.05 (Table 3).
Table 3: R2 and p values for sport fish metrics predicted by forage fish metrics delineated by time period. Light red
boxes indicate a negative relationship (slope) between sport fish and forage fish and light blue represent a positive
relationship. Greatest R2 values for each forage fish metric is highlighted in bold. A 0.0 p value indicates the value
was < 0.001.
Community Metric R2 (p)
Bloom
Baseline Bloom
Post kill
Baseline Post Kill

Abundance
0.34 (0.0*)
0.013 (0.0*)
0.017 (0.0*)
0.003 (0.0*)

Evenness
0.004 (0.88)
0.017 (0.58)
0.12 (0.60)
0.034 (0.09)

Richness
0.021 (0.22)
0.15 (0.0*)
0.077 (0.04*)
0.039 (0.0*)

Shannon Diversity
0.0004 (0.91)
0.071 (0.003*)
0.059 (0.24)
0.07 (0.004*)

The alternate nested SEM models (i.e., BL model for BLoom period and Baseline DM
model for baseline years, December through March; PK model for Post Kill period, and
Baseline AJ model for baseline years, April through June) were constructed using metrics with a
p value < 0.05, relatively large R2 values, and considering prior knowledge of the system (Table
2 and Table 3). Latent variables are comprised of important observed (aka quantitative) metrics.
The BL model consists of four latent variables: bloom, water quality, forage fish community
dynamics, and sport fish community dynamics. The BL model fit the bloom data well
(BRMSEA = 0.088; Table 4). Sport fish community dynamics are highly related to forage fish
community dynamics and bloom dynamics with path coefficients of 0.26 and 0.13 respectively
(Figure 5A). The Baseline DM model only had three latent variables: water quality, forage fish
and sport fish community dynamics (Figure 5B). The path coefficients were compared between
baseline data and bloom data in the Baseline DM model. The path coefficient remains the
highest between forage fish community dynamics and sport fish community dynamics but
decreases from 0.29 to 0.18 during bloom conditions (compare Figure 5B with Figure 5C). When
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analyzing model fit, the Baseline DM model informed by the GLM results fit the baseline data
well (BRMSEA= 0.017), but it did not fit the bloom data well (Figure 5; BRMSEA=0.32). The
saturated model did not fit the bloom data well (BRMSEA=0.38, Appendix B.A) and was a
worse fitting model when compared to both the Baseline DM model and BL model, having
higher WAIC and LOO values (Table 4).
Table 4: Bloom data model comparison and fit indices. Star indicates good model fit, BRMSEA <0.1, and ppp
>0.05. WAIC and LOO values can only be compared between the saturated model and nested models, these values
cannot be compared between the two nested models (BL and Baseline DM model).

WAIC
LOO
BRMSEA
ppp

Saturated Model
2728.48
2726.21
0.38
0

BL Model
2628.03
2620.28
0.088*
0.014
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Baseline DM Model
1941.84
1939.81
0.32
0

A

B

C

Figure 5: Structural equation models A) BL Model fit to data from the bloom period, B) Baseline DM Model fit to
data collected during the bloom, and C) Baseline DM Model fit to data collected during the same time period in
years without an algal bloom (using baseline data). Circles indicate latent variables and rectangles indicate observed
variables. Numbers between latent variables are scaled path coefficients and values between observed variables and
latent variables are factor loadings.
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Table 5: Post kill data model comparisons and fit indices values come from all three models being fit to the post kill
data set. Stars indicate good fit, BRMSEA <0.1, and ppp >0.05. WAIC and LOO values can only be compared
between the saturated model and nested models.
WAIC
LOO
BRMSEA
ppp

Saturated Model
2416.26
2411.99
0.252
0

BL Model
2025.76
2048.79
0.085*
0.001

PK Model
2286.71
2277.88
0.072*
0

Baseline AJ Model
1994.52
1836.69
0.122
0

The alternate nested model created from the post fish kill time period (PK model) fits the
post kill data well (BRMSEA< 0.1) and better than the saturated model, with lower WAIC and
LOO values (Table 5; Figures 6A, A.2). The PK model indicates relatively low associations
among all latent variables when applied to the post kill data (Figure 6A). The BL model also fit
the post kill data well (BRMSEA<0.1) with a lower LOO and WAIC score than the saturated
model (Table 5). The BL model highlights the connection between water quality, bloom
dynamics, and sport fish community dynamics with relatively high path coefficients (Figure 6B),
especially between bloom and water quality. The model synthesized from the baseline years
April through June (Baseline AJ model), fit the post kill data fairly well (BRMSEA=0.12) and
with lower WAIC and LOO scores compared to the saturated model. During non-disturbed
years, when the Baseline AJ model was fit to baseline data the strength of relationships between
latent variables with sport fish dynamics most strongly related to forage fish dynamics (path
coefficient = 0.34), followed by forage fish dynamics in relation to water quality (path
coefficient = -0.18), and finally sport fish dynamics in relation to water quality (path coefficient
= -.05; Figure 7A). However, post kill the relative strength of relationships reverses; the
relationship between latent variables in the Baseline AJ model is greatest between sport fish
community dynamics and water quality (path coefficient = 0.23), followed by forage fish
community dynamics to water quality (path coefficient = 0.06), with the weakest relationship
between sport fish and forage fish community dynamics (path coefficient = 0.02; Figure 7B).
29

A

B

Figure 6: Structural Equation Models constructed from post fish kill data. (A) PK Model (B) BL model. Circles
indicate latent variables and rectangles indicate observed variables. Numbers between latent variables are scaled
path coefficients and values between observed variables and latent variables are factor loadings.
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A

B

Figure 7: Structural Equation Models for Baseline AJ model fit to two data sets to compare path coefficients: (A)
baseline data and (B) post kill data during the same months (April through June). Circles indicate latent variables
and rectangles indicate observed variables. Numbers between latent variables are scaled path coefficients and values
between observed variables and latent variables are factor loadings.

2.4. Discussion
Analyzing the March 2016 fish kill event in the Banana River provides an example of
how a SEM framework can be used to investigate, identify, and compare the most influential
biotic and abiotic metrics affecting fish communities following ecological disturbances. In this
fish kill [Chl-a], pH, and DO all rapidly decreased over a three-day period preceding a large fish
kill event. Previous studies have highlighted the challenges identifying the metrics driving
decreases in sport fish and forage fish abundances when pronounced changes in multiple
environmental metrics (e.g., [Chl-a], DO, pH) occur simultaneously (Schmidt and Hansen 2001,
Flaherty and Landsberg 2011, Gray DiLeone and Ainsworth 2019). Elevated levels of pH have
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been recorded in multiple studies during both toxic and non-toxic algal blooms (Schmidt and
Hansen 2001, Chen et al. 2018, Raven et al. 2020). Over the course of toxic blooms, shifts in pH
are at times so great it is unknown whether decreases in fish abundances are due to bloom-related
toxins or shifts in pH (Schmidt and Hansen 2001). Moreover, during algal bloom die offs pH and
DO have strong positive correlations, making the identification of and comparison between
potential causative factors challenging (Chen et al. 2018). Experimental assessment of pH during
algal blooms have documented elevated pH for up to 20 days after a bloom collapses, suggesting
there may be effects on abundance of higher trophic level species weeks after the cessation of a
hypoxic event or dissipation of toxins.
Specifically, during this case study in the Banana River, forage fish experienced lower
abundance in 2016 following the end of the algal bloom while sport fish abundance remained
relatively unchanged for the remainder of 2016 but decreased in subsequent years (Figure 4).
Forage fish abundance for December through March during baseline years was more tightly
correlated to the environment than sport fish abundance, indicating forage fish are strongly
influenced by the environment during disturbance periods (Table 2). However, because forage
fish are comprised of a diverse suite of species (n=47 species in this case study) they represent a
multitude of important trophic linkages in coastal food webs providing redundancy and stability
at mid-trophic levels if certain species increase/decrease in relative abundance following a
disturbance. This variety of strengths in trophic linkages and redundancy ensures that forage fish
continue to pass energy to higher trophic level sport fish and can help explain damped variation
in sport fish diversity metrics (Lefcheck et al. 2018). Thus, potentially mitigating or delaying
negative impacts to sport fish dynamics following a disturbance. This study found the linkage
between sport fish and forage fish dynamics grows stronger during algal blooms, potentially
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indicating the sport fish community is more tightly coupled to the forage fish community as
overall abundance of forage fish decreases (Figure 3 and Figure 4). The disturbed periods (bloom
and post kill) have complicated forage fish and sport fish relationships when compared to
baseline years. The forage fish abundance explains a great deal of the variance in sport fish
abundance during the bloom but not during other periods of time suggesting that during
ecological disturbances higher trophic level fishes may become more reliant on the abundance of
lower trophic level forage fishes.
Following a complicated disturbance, in this case a fish kill caused by a hypoxic event
occurring after a non-toxic algal bloom die off, both sport fish and forage fish abundances
decreased, and these lower abundances persisted in subsequent years. Notable decreases in sport
fish abundance occurred nearly a year after the disturbance while forage fish abundance
decreased almost immediately. However sport fish abundance remained elevated following the
fish kill event due to the relatively high abundance of Black Drum, a species that is primarily a
bottom feeder, preying on crustaceans and mollusks (Rubio et al. 2018). This lag in the response
of the broader sport fish community may thus be due to the elevated abundance of Black Drum
in concert with greater mobility of other sport fish which would allow them to disperse from an
impacted area to regions with relatively better environmental conditions and repopulate after the
event. Conversely the relatively limited mobility of smaller forage fish and juvenile sport fish
would limit their ability to escape the disturbance resulting in a more immediate impact on
abundance in those smaller size classes of fish (Flaherty and Landsberg 2011, Gray DiLeone and
Ainsworth 2019). Reduced abundance of both forage and sport fish in years following the fish
kill was likely due to mortality of young of the year combined with related recruitment failure/
lack of spawning success in 2016.
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Regardless of species, individual fitness and resilience of a fishery will determine which
fish die and how impacted said fishery will be (Gannon et al. 2009, Flaherty and Landsberg
2011, Schrandt and MacDonald 2020). The Bayesian SEMs highlighted the strong connection
between water quality and sport fish species richness and abundance as well as slight shifts in
[Chl-a] influencing sport fish dynamics post kill. Generally during April through June water
quality is more tightly coupled to sport fish community dynamics than forage fish community
dynamics (Figure 7B). Using GLMs where quantifying the relationship to only one predicted
variable is possible with individual metrics it was difficult to determine how parts of the
ecosystem and environment are related. While an additive GLM could elucidate the relationship
between a single sport fish dynamic variable’s relationship to water quality as a whole, looking
at relationships between all sport fish dynamics in relation to water quality variables would not
be possible. The PK SEM incorporated the days since the end of the fish kill, which has a factor
loading of 1 indicating strong covariance between time and bloom dynamics following a kill.
This strong covariance suggests that a major disturbance could result in protracted shifts in the
ecosystem in the weeks and months following the disturbance, potentially pushing the system
toward an ecological threshold (Figure 5A).
When assessing changes in fish community dynamics following a large fish kill the
metrics driving change may be more pronounced during a prolonged event such as a three-month
algal bloom compared to an instantaneous hypoxic event due to high temperatures. The BL SEM
fit to post disturbance data (Figure 5A) and baseline DM SEM fit to baseline data (Figure 5C)
were compared to assess differences between what would be expected in non-disturbance years
versus what may occur during a disturbance. This comparison indicated water quality correlates
with both sport fish and forage fish community dynamics, and during an algal bloom, [Chl-a] has
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large factor loading (0.8) but was inconsequential and thus left out of the model constructed from
baseline data (Figure 5A, 5C). The BL SEM was useful in highlighting the components of the
sport fish and forage fish communities that were highly impacted following an algal bloom and
the ensuing fish kill event. For both sport and forage fish, abundance was impacted during the
algal bloom, and species richness and species evenness was impacted post kill. In this study sport
fish community dynamics remain closely correlated with forage fish community dynamics post
kill (April – June), while in baseline years these latent variables were more correlated with water
quality. Recent studies suggest this may be a short term shift, as some fish communities rebound
on the scale of a one to two years (Schrandt and MacDonald 2020). However, if a system is close
to a threshold or experiences multiple successive or chronic perturbations, a shift in community
relationships could persist. If higher trophic level sport fish are impacted negatively and cannot
recover, altered food web structure and top down pressure on mid-trophic level forage fish could
be altered even if they were not impacted directly by the fish kill (Gannon et al. 2009, Gray
DiLeone and Ainsworth 2019, Schrandt and MacDonald 2020).
The relationships between different fish guilds, water quality metrics, and bloom
dynamics are complicated. Generalized linear models can identify strong statistical relationships
but in complex systems with relatively limited data it is necessary to combine GLMs with other
approaches to better understand the factors that influence a system. By using results generated
from the GLMs to inform construction of the SEMs, simplified nested models were created as
opposed to larger more complex saturated models. Additionally, using Bayesian approaches
allowed for the analysis of small sample sizes and can be used to assess community-level
responses over relatively short periods of time. Furthermore, the findings from this study can be
used as informed priors for future Bayesian studies thereby strengthening the predictive ability of
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those studies despite limited sample sizes. Similarly, the models synthesized here can be used
when studying future algal blooms to help predict and understand potential shifts in fish
communities. Shifts in relationships during bloom periods (as compared to baseline non
disturbance periods) can thus be used to inform resource management and guide the
development of strategies that can better mitigate impacts on sport and forage fish community
dynamics prior to or following a fish kill.
As global oceans continue to change due to warming, ocean acidification, and
deoxygenation, disturbances may have larger impacts on coastal systems than in the past. While
background levels of water quality slowly deteriorate it may push these systems closer to known
or unknown thresholds, and it may take smaller and less intense disturbances to cause relatively
large shifts in the environment, ultimately resulting in negative impacts and unintended
consequences for a fish community. Alterations in background dynamics can also change
predator-prey dynamics existing between guilds of fish. As some species struggle with shifts in
water quality, other species may benefit from decreased competition or a greater ability to persist
during algal blooms (Gannon et al 2009, Flaherty and Landsberg 2011). Due to the complexity
and high degree of connectivity of estuarine food webs, even minor changes in community
composition and relative species abundance can ultimately have effects on all other community
metrics.
In this study both forage fish and sport fish communities decreased in total abundance in
the year following the bloom and had not fully recovered within two years. During the period of
chronic disturbance (i.e., the three-month algal bloom) and directly following the acute
disturbance (hypoxia resulting in the fish kill), fish community dynamics and their relationships
to water quality shifted. Chlorophyll-a accounted for the greatest variation in fish community
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dynamics during the algal bloom. While post kill community dynamics were more variable than
in baseline years and more difficult to assess. However, the nested SEM synthesized using a
bloom data set (BL model) had relatively good fit and could be used to elucidate potential shifts
following a fish kill event before it occurs. The GLM results identified important variables to
include in alternate (nested) Bayesian SEMs, producing more parsimonious and better
performing SEMs over all time periods as compared to saturated models. This GLM-informed
model construction approach also allowed for comparison of model performance that is
frequently overlooked in structural equation modelling (Fan et al. 2016). The results garnered
from these models can be used as priors for future Bayesian SEMs within coastal sub-tropical
estuaries, and the models themselves can be tested for fit during future ecological disturbances
including algal blooms, hurricanes, and fish kill events. However, future studies are required to
determine if these synthesized models have broader applicability across systems, scales, and
other types of disturbances (e.g., hurricanes, oil spills, toxic algal blooms).

2.5. Future Directions:
To our knowledge, this is the first application of a Bayesian SEM approach to marine
systems (Arhonditsis et al. 2006, Laughlin and Grace 2006, Brewer et al. 2012, SantibáñezAndrade et al. 2015). This framework is highly transferrable and can be used in other systems
where baseline and disturbance data are available. By applying this approach to other ecological
disturbances, influential environmental metrics driving shifts in faunal community dynamics can
be elucidated and their relationships better understood. For example, Bayesian SEM can be used
to identify drivers of shifts in coral reef communities following bleaching-related mortality
events. Coral reefs have been well studied and as such there are abundant data on species
abundance and richness that can be used as informed priors (Weinberg 1981, Unsworth et al.
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2008, Boaden and Kingsford 2015). Coral reef dynamics (i.e., counts, size, percent cover, and
diversity metrics), disturbance dynamics (i.e., time since bleaching, duration, time since last
disturbance), fish community dynamics, and water quality, can be used as latent variables in a
SEM assessing bleaching impacts. SEMs have been constructed using data regarding fishing
pressures on coral reefs but have not compared models incorporating baseline data from surveys
prior to a disturbance with post bleaching reef dynamics (Brewer et al. 2012). Coral managers
and restoration practitioners can use this flexible framework to better assess and predict how
increased bleaching events and other disturbances may impact corals and the fauna that rely on
them as a foundation species.
Globally, coastal ecosystems continue to be impacted by near and far field pressures (Cook
et al 2014), therefore ecological disturbances may have larger impacts on populations and
communities in the future. Focus on critical (i.e., more susceptible) life stages, and the role of
disturbances on phenology and ontogeny should be incorporated in future studies. For example,
using matrix population models in concert with larger ecological SEMs would provide novel
insight into shifts in relationships and be run in tandem with single species management
strategies. Utilizing complementary modelling approaches allows for a comprehensive
examination of metrics influencing these complex systems and enables a more complete
understanding of the pressures impacting these regions. This in turn can help identify
components of the natural system most at risk from disturbances. Knowledge generated by
multiple quantitative tools can provide unique insights and can be used by resource managers to
develop more proactive strategies helping to prevent or mitigate large scale impacts that could
result in the loss of recreational or commercial fisheries.
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CHAPTER 3: ASSESSING THE SHIFT IN RELATIONSHIPS AMONG THE
ENVIRONMENT, SPORT FISH, AND FORAGE FISH COMMUNITIES IN A
STRESSED ESTUARY
3.1. Introduction
Coastal marine ecosystems are being impacted by numerous pressures, many of which
are exacerbated due to the proximity of coastal waters and anthropogenic sources (Short and
Wyllie-Echeverria 1996, Barbier et al. 2011, Ruppert et al. 2018). While some stress on a system
is natural, and in some case intermediate stress can foster higher biodiversity (Reynolds et al.
1993), ecosystems that are chronically stressed, may be imperceptibly shifting toward a tipping
point (Dai et al. 2012, Connell et al. 2017). If a threshold is passed, and an ecosystem moves to a
less desirable state (sensu Scheffer et al. 2001), this fundamental stage change may be
challenging if not impossible to reverse. Compounding impacts from direct human activities
(e.g., fertilizer fed algal blooms) with far-field climatological disturbances such as hurricanes
could also increase the likelihood of a system reaching and surpassing these tipping points
(DeAngelis et al. 1998, Hu et al. 2006, Paperno et al. 2006, Ribeiro et al. 2015, Newman 2019,
Phlips et al. 2020, Raven et al. 2020). While climatic shifts are altering the frequency and
intensity of disturbances such as storms and hurricanes, less acute chronic stressors can be more
common in coastal systems, and compounded by land-based non-point sources of pollution and
related eutrophication (Paperno et al. 2006, Tweedley et al. 2016).
Eutrophication of coastal marine systems has been and continues to increase due to land
use change and expanding urbanization (Brand and Compton 2007, Lapointe et al. 2015, Glibert
2020). Alterations in freshwater delivery due to urbanization can lead to extreme variability in
estuarine salinity levels, which in turn can modify what species can survive in an estuary
(Läuchli and Grattan 2007, Sunda and Cai 2012). To combat this impact on habitat, restoration

39

projects have begun targeting these issues (Nagy et al. 2012). Management priorities include
identifying the systems in urgent need of restoration, the most effective restoration strategies,
and ensuring restored systems are protected, which are all important but difficult to balance
(DeAngelis et al. 1998, Nagy et al. 2012, Selkoe et al. 2015). Furthermore following consistent
stress on a system, the ability to determine what baseline or natural system dynamics should be
restored to are complicated (Stocker et al. 2013, Breitburg et al. 2018, Raven et al. 2020).
Comparison across years with the best available data are necessary to identify regions that may
be at higher risk to changing environmental stressors (Ruppert et al. 2018). While occasional
disturbances may positively effect biodiversity and species abundance, determining when
infrequent but natural ecological disturbances become chronic stressors or major disturbance
events is an ongoing challenge (Hobbs and Huenneke 1992, Agard et al. 1996, Salewski and
Proffitt 2016).
Coastal estuaries and lagoons are facing increasing pressure from land-based sources of
pollution coupled with broad-scale impacts of climate change, resulting in a fundamental shift in
disturbance regimes. For example, coastal systems while dynamic in nature, evolved under
relatively constant environmental conditions with relatively (compared to today) infrequent
disturbances (Stocker et al. 2013). These systems are now are experiencing a greater frequency
of disturbances in addition to a shifting baseline of degrading background conditions due to
chronic stressors (Pickett and White 1985, He and Bertness 2014, Salewski and Proffitt 2016).
These complex shifts in the environment can directly impact species ranges, abundances, and
fitness as well as the relationship between multispecies assemblages or communities (Warwick
and Clarke 1996, Paperno et al. 2001, Mieszkowska and Lundquist 2011). Further, there exists
the potential for decoupling between trophic levels when stress increases on a community and/or
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large disturbances occur (Bronmark and Weisner 1996, Woodland and Secor 2011, Ruppert et al.
2018).
In coastal marine systems trophic decoupling may occur between sport fish and their
forage fish prey (Newell 1988, Bronmark and Weisner 1996). Sport fish are often defined as
recreationally targeted species that are consumed by top predators while forage fish serve as an
important trophic link between basal resources and higher trophic levels, with some
commercially targeted species (Bakun et al. 2010, Pikitch et al. 2014, Stevens et al. 2016). While
the species that comprise these components of the fish community vary from system to system,
all marine ecosystems contain fish species spanning multiple trophic levels and dynamics of
higher and lower trophic level fishes are often tightly coupled (Woodland and Secor 2011,
Yeager and Layman 2011, Pikitch et al. 2014, Hedges and Abrahams 2015). Globally forage and
sport fisheries are seeing large declines, especially in highly urbanized or unmanaged systems,
potentially leading to a shift in the trophic structure within the ecosystem (Kupschus and
Tremain 2001, Bakun et al. 2010, de Mutsert et al. 2017, Breitburg et al. 2018, Troast et al.
2020). While many dynamic estuarine systems have continuous monitoring of different
ecosystem and environmental metrics, a more holistic approach to assess relationships among
different faunal communities and abiotic variables are often lacking or impossible due to the
dynamism of the parts or much more specific and potentially divergent goals of research studies
and monitoring programs (Rabalais et al. 2010, Stocker et al. 2013, Karnauskas et al. 2015,
Breitburg et al. 2018, Phlips et al. 2020). Thus continuous protracted assessments are critical to
quantifying baseline conditions and determining if the system or trophic structure may be at risk
of being fundamentally altered, particularly when the frequency and/or intensity of disturbances
and stressors are themselves dynamic and continue to perturb the system (Duarte et al. 2009).
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To address this challenge and evaluate the potential for assessing the effects of annual
disturbances and water quality stressors on the fish community using a previously described
framework (please see Chapter 2 above), a five-year study was performed in the chronically
stressed St. Lucie Estuary (SLE). Specifically, the goal of this study is to explore annual shifts in
the relationships among water quality, forage fish community dynamics, and sport fish
community dynamics in a chronically stressed dynamic coastal estuary.

3.2. Methods
3.2.1. Study region
The St. Lucie Estuary (SLE) is a relatively shallow, partially mixed estuary (Ji et al.
2007b). It is located along the south east coast of Florida and is the southern component of the
Indian River Lagoon (IRL) (Gilmore et al. 1977). The mean water depth is 2.4 m and the water
residence time is between 1 and 16 days (Ji et al. 2007b, Phlips et al. 2020). The SLE has two
main forks, the North Fork and the South Fork. This study will also include the Middle Estuary
which is where the two forks meet and how the upper reaches of the estuary eventually join with
the Indian River Lagoon proper (Figure 8). The estuary was divided in this study in accordance
to past studies that also assessed these three regions separately as they have differences in water
quality but are sampled relatively evenly (Ji et al. 2007a, Phlips et al. 2020). Stratification
throughout SLE is due to freshwater input from Lake Okeechobee into the South Fork sub region
as well as surface water run off (Ji et al. 2007b). Continuous water quality monitoring stations
are present in each subregion (Figure 8).
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Figure 8: Map of St. Lucie Estuary delineated by sub regions. Gold stars indicate location of continuous monitors,
and points represent fisheries independent monitoring (FIM) sampling locations.

3.2.2. Disturbance regimes
While the sub regions within SLE are often affected by the same broad-scale disturbances
(e.g, hurricanes), the choke points between each subregion and freshwater inputs often change
the intensity with which disturbances disrupt each subregion (Phlips et al. 2020). Therefore, it
was necessary to identify unique annual disturbance regimes for each of the three sub-regions.
Multiple data sources were used to assess disturbances that impacted the SLE and its subregions:
continuous data monitors (Land/Ocean Biogeochemical Observatory; LOBO), the Florida Fish
and Wildlife (FWC) fish kill hotline, water flow discharge of Lake Okeechobee into the system,
and grey and peer-reviewed literature. Disturbances are wide ranging in this region but five
primary disturbance events and disturbance indicators were identified across the three
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subregions: low dissolved oxygen (i.e., hypoxic events), algal blooms, fish kills, tropical
storms/hurricanes, and freshwater discharges from Lake Okeechobee. From these sources and
indicators, disturbance regimes were created for the entire region and each subregion by
separately analyzing the continuous water quality monitors for low dissolved oxygen events (DO
daily mean <2.0 mg/L) and chlorophyll-a concentrations reaching bloom levels (chlorophyll-a >
20 µg/L units; Breitburg et al. 1997, Hu et al. 2004). The FWC fish kill hotline reports were
assessed for the SLE from 2015- 2019. Approximate locations of fish kills were determined and
quantified by sub region. Cyclonic storm records and tropical storm/hurricane paths were pulled
from NOAA National Hurricane Center archive (NOAA Office for Coastal Management 2021).
Freshwater flow data were analyzed by year with large freshwater discharge events recorded
from continuous flow monitors in the St Lucie Canal (site 02276877, U.S. Geological Survey).
Finally, a literature review was performed to identify potential disturbance events that occurred
in the region or subregions from 2015 - 2019.
3.2.3. Biotic sampling and environmental model data
Biotic samples have been collected through the Florida FWC Fisheries Independent
Monitoring (FIM) program in the region since 1997, combining two sampling techniques using
the aforementioned stratified random sampling design (please see Chapter 2 above). The focal
study region comprised the majority of one FIM sampling zone (i.e., Zone T) and samples were
collected throughout the three sub regions (Figure 8). Seine and haul seine samples were subset
from 2015-2019 using the same sampling methodology described earlier (Chapter 2 above).
Forage fish and sport fish were identified by their trophic level according to FishBase (Froese
and Pauly 2020). However, only sport fish that were present in ≥5% of haul seines were included
in analyses of community dynamics. Sport fish and forage fish communities were identified first
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for the entire SLE region, before data were subset by subregion. Fish community metrics,
abundance, richness, Shannon effective diversity index, and Pielou’s evenness were calculated
for both sport fish and forage fish communities in R program (R Version 4.0.3). Species richness
is the number of species present in a sample, evenness is the relative number of individuals of
each species, and Shannon diversity index accounts for both abundance and evenness of the
species present in a sample (Shannon 1948, Pielou 1966, Okansen et al. 2019). Water quality
metrics were collected at the time of the biotic sampling, and include pH, DO, temperature,
salinity, and secchi depth (used here as a proxy for turbidity).
3.2.4. Statistical framework
The statistical framework introduced in Chapter 2 was used here (Figure 2). In brief,
generalized linear models were run to determine individual water quality metrics that explain the
variation in sport fish and forage fish abundances within the three study subregions. A negative
binomial distribution was used for all models due the over dispersed distribution of sport fish and
forage fish abundances (Linden and Mantyniemi 2011). Next sport fish community dynamics
were predicted by forage fish metrics to determine the amount of variation explained by the
forage fish community dynamics (e.g., sport fish species richness ~ forage fish species richness).
The information garnered from these models was used to create annual nested Bayesian
structural equation models (Bayesian SEMs).
Bayesian structural equation models elucidate the relationships between latent variables
as scaled path coefficients (partial correlations; Arhonditsis et al. 2006). For this study latent
variables included sport fish community dynamics, forage fish community dynamics, and water
quality. Latent variables were comprised of observed variables or measured variables, for
instance the latent variable water quality could be comprised of pH, salinity, temperature, DO, or
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secchi depth. Saturated models were created for each subregion and run annually from 20152019 and compared to nested (i.e., more parsimonious) models. In the case all water quality
metrics were significant when predicting sport fish or forage fish abundance, the variable with
the highest p value (i.e., least “significant”) when predicting sport fish abundance was dropped.
Regardless of significance, any variable that had an r2 higher than 0.1 was retained in the nested
SEM for annual subregional analyses.
Performance of saturated Bayesian SEMs were compared against nested models using
multiple fit indices (Arhonditsis et al. 2006, Hoofs et al. 2018, Lefcheck et al. 2018). Fit indices
included BRMSEA (Bayesian variant of the root mean square error of approximation), where
good model fit occurs when BRMSEA <0.08 (Hoofs et al. 2018). If BRMSEA indicates poor fit,
BgammaHat measures will also be reported. BGammaHat values over 0.8 indicate acceptable
model fit, but have not been fully validated for assessment of model fit in Bayesian SEMs (Fan
and Sivo 2007, Lefcheck 2016, Hoofs et al. 2018). Therefore, if necessary, both values are
reported (Fan and Sivo 2007, Lefcheck 2016, Hoofs et al. 2018). To compare subregional nested
model performance against saturated models within each year, model fit of both WAIC (widely
applicable information criterion) and LOO (leave one out) information criterions were reported;
for both information criteria, lower values indicate better model fit. Finally, best fitting models
and shifts in relationships between latent variable relationships were assessed and compared to
changes in disturbance regimes for each subregion, as described in Section 3.2.2 above.

3.3. Results
3.3.1. Disturbance Regimes
Overall, St. Lucie Estuary experienced multiple disturbances; some impacted the entire
study region, while others impacted individual subregions. Due to the hydrologic connectivity of
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all subregions, freshwater discharge from Lake Okeechobee, tropical storms/hurricanes, and El
Nino years were reported as affecting the entire SLE region (Table 6). Bloom conditions,
hypoxic conditions, and fish kill reports within each subregion were identified from the
continuous monitors and fish kill report hotline.

Figure 9: Historical hurricane and tropical storm nearshore tracks from 2015-2019. Large storms were reported in
2016, Hurricane Julia (Blue) and in 2017, Hurricane Irma (Black) and Tropical Storm Emily (Green).
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Table 6: Disturbance regimes for broader St. Lucie estuary and subregions by year. Please see methods for sources.

Sub Regions
St Lucie Estuary

2015

2016

2017

2018

2019

North Fork

• Peak discharge in Aprilmax 2400 cu ft
• El Nino

• Bloom conditions:
10/31-11/2

• Peak discharge in Februarymax 5100 cu ft
• Tropical storm Julia: 9/13
• Hurricane Matthew: 10/7
• Algal Bloom (Phlips 2020)
• Peak discharge in
September- max 4800 cu ft
• Tropical Storm Emily: 7/30
• Hurricane Irma: 8/30
• El Nino
• Peak discharge in June and
July- max 6000 cu ft

• Fish kill reports: 6/207/7

• Peak discharge in January
and
February- max 2000 cu ft

South Fork

Middle Estuary

• ypoxic
conditions: 8/138/19, 8/21, 8/249/15
No disturbances

No applicable
disturbances

• Hypoxic conditions:
9/15-9/28
• Fish kill reports: 9/149/20

No disturbances

No disturbances

• Hypoxic conditions:
3/8-3/12
• Bloom conditions: 1/61/10
• Hypoxic conditions:
6/20
• Bloom conditions:
−

• Bloom
conditions:
−

• Bloom
conditions:
−

• ypoxic
conditions: 5/28,
6/3-6/14
• Bloom
conditions: 1/22-2/3

• Bloom
conditions: 1/30

No disturbances

For the broader SLE, there were large storm events that impacted the region in 2016 (tropical
storm Julia 9/13/2016, hurricane Matthew didn't make landfall but ran north alongshore the study
region on 10/7/2016) and in 2017 (tropical storm Emily 7/30/17 and hurricane Irma 8/30/17;
Figure 9; NOAA Office for Coastal Management 2021). More distant storms (farther north and
offshore) impacted the region with increased rainfall (Phlips et al. 2020). The effect of those
storms are captured through freshwater discharge from Lake Okeechobee, as winds for those
systems did not get close enough to impact the St Lucie Estuary directly with hurricane or
tropical storm conditions (Phlips et al. 2020) Daily freshwater discharge and peak discharges
from Lake Okeechobee varied annually (USGS 2021; Figure 10; Table 6). Region wide bloom
conditions were reported in 2016, 2018, and 2019.
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In general, when using continuous monitoring data (LOBO), the north fork subregion was
more perturbed than the south fork and middle estuary subregions due to annual blooms, hypoxic
events, and/or fish kill events (Table 6). The middle estuary subregion had no reported fish kills
or hypoxic conditions throughout the course of this study. The middle estuary did have the
shortest bloom conditions, occurring briefly in 2018 and 2019. The south fork region did not
have disturbances reported in 2016 and 2017, but it had multiple periods of hypoxic conditions in
2015 and 2019. The north fork subregion (the shallowest subregion) had the most variable
salinity compared to the other sub regions (i.e. max.-min. salinity: NF range= 30.26 ppt, SF
range= 26.26 ppt, ME range= 28.22 ppt). In north fork in September 2017, peak discharge from
Lake Okeechobee overlapped with hypoxic conditions and fish kill reports (Table 6; Figure 10).
Also, bloom conditions occurred in all three sub regions in early 2018 and 2019, which
coincided with periods of high freshwater discharge from Lake Okeechobee (Table 6).
When assessing subregion wide water quality through FIM sampling, annual disturbance
regimes varied among subregions, but seasonally, most water quality metrics (pH, DO, and
temperature) were relatively similar throughout study subregions from 2015-2019 (Figure 11).
Salinity was notably higher in the middle estuary due to increased tidal flushing compared to
north and south forks. From 2015 – 2019, DO appears to be decreasing in all subregions (Figure
11). Mean annual temperatures for all subregions remain between 23°C and 27°C. Mean pH was
also similar among subregions, with values remaining between 7.5 and 8.1 throughout the study
area.
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Figure 10: Mean daily discharge (cubic feet per second) of Lake Okeechobee into SLE represented by green dots
2015-2019. Black line indicates conditional mean line with grey 95% confidence interval shading.

Figure 11: Water quality metrics of each subregion: A) DO (mg/L), B) pH, C) temperature (ºC) and D) salinity (ppt)
compared between three subregions using FIM water quality samples collected at the time of the biotic sampling.
Each figure has three smoothed conditional mean lines with 95% CI in grey shading, me= middle estuary in dark
blue, nf = north fork in turquoise, and sf = south fork in dark grey.
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3.3.2. Fish community metrics and generalized linear models
Sport fish, forage fish, and total fish abundance is relatively similar across subregions
except sport fish abundance is markedly lower in the north fork region (Figure 12 panel A).
Forage fish mean abundance by subregion also appears inverse to sport fish mean abundance
(Figure 12 panel A). Forage fish mean richness, evenness, and Shannon diversity are relatively
similar across subregions. However, as with abundance, sport fish have lower species richness,
evenness, and Shannon diversity in the north fork region. When including all fish species in the
analyses, mean richness and Shannon diversity are lower in the north fork region than the middle
estuary but all subregions have relatively similar species evenness (Figure 12 panels B, C, D).
The variation in the sport fish community metrics in all subregions were not well explained by
the forage fish community metrics (R2<0.005).
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A

B

C

D

Figure 12: Fish community dynamic metrics split up by sport fish, forage fish, and all fish meaned +/- = standard
error by sample for each subregion: me= middle estuary, nf=north fork, sf= south fork. Mean abundance (A), mean
richness (B), Shannon diversity (C), and mean evenness (D). Y axis are different among fish communities.
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3.3.3. Water quality generalized linear models
In the north fork subregion, all abiotic variables were relatively strong predictors of sport
fish abundance (p<0.05), except for pH (Table 7; p = 0.691). However, the variance in sport fish
abundance was not well explained by the individual water quality variables (pseudo R2<0.001).
Similarly, forage fish abundance had strong relationships with abiotic variables (p<0.05), but the
variance in forage fish abundance explained by the abiotic variables was negligible (pseudo
R2<0.001). Salinity was the best predictor of sport fish abundance, and temperature was the best

predictor of forage fish abundance (Δ AICc=0: Table 7).
Table 7: Generalized linear model outputs for sport fish and forage fish abundances predicted by water quality
metrics during the time of sampling. Data is subset for subregions but pooled across years. Stars indicate p<0.05. R2
reported are pseudo R2 as a negative binomial distribution was used.

Sport Abundance
p value
R2
Δ AICc
Forage Abundance
p value
R2
Δ AICc
Sport Abundance
p value
R2
Δ AICc
Forage Abundance
p value
R2
Δ AICc
Sport Abundance
p value
R2
Δ AICc
Forage Abundance
p value
R2
Δ AICc

North Fork
Temperature
pH
0.040
0.691
0.000
0.000
2.700
2.900

DO
0.000
0.000
2.500

Salinity
0.000
0.002
0.000

0.000
0.001
2.300

0.000
0.000
3.100

0.000
0.000
1.600

pH
0.025
0.000
0.000

DO
0.000
0.003
7.800

Salinity
0.000
0.000
10.600

0.000
0.014
0.006
0.000
0.000
22.500
Middle Estuary
Temperature
pH
0.000
0.076
0.001
0.000
0.000
6.600

0.000
0.001
18.400

0.000
0.001
12.300

DO
0.010
0.000
10.000

Salinity
0.000
0.000
5.600

0.000
0.000
17.500

0.000
0.007
0.000

0.000
0.000
0.000
South Fork
Temperature
0.000
0.000
10.700

0.000
0.000
17.500

0.131
0.000
16.500
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The relationships between water quality metrics and sport and forage fish abundances in
south fork models were all notable (p values <0.05) but explained almost none of the variation
(pseudo R2<0.01). The best fitting model for predicting sport fish abundance was pH, and
temperature best predicted forage fish abundance (Table 7; Δ AICc=0).
When predicting sport fish and forage fish abundances in the middle estuary there was
not a strong relationship with pH (sport fish p = 0.076, forage fish p=0.131). Furthermore, the
variation was not well explained by the water quality metrics for either sport or forage fish
abundances (Table 7; pseudo R2<0.01). Sport fish abundance was best predicted by temperature,
and forage fish abundance by salinity (Table 7; Δ AICc=0). Almost all sport fish community
metrics had notable relationships with the forage fish community metrics (p<0.0001); except for
sport fish species richness when predicted by forage fish species richness in north fork (Table 8;
p = 0.719). However, as above, they failed to capture the variability in the data (i.e. pseudo
R2<0.01, Table 8).

Table 8: Sport fish community dynamic metrics predicted by forage fish community diversity metrics subset for
each subregion. R2 reported are pseudo R2 as a negative binomial distribution was used.

p value
R2

Abundance
0.000
0.000

Evenness
0.000
0.001

p value
R2

0.000
0.000

0.000
0.001

p value
R2

0.000
0.000

0.000
0.002

North Fork
Richness
0.719
0.008
South Fork
0.000
0.001
Middle Estuary
0.000
0.001
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Shannon diversity
0.000
0.002
0.000
0.004
0.000
0.002

3.3.4. Structural Equation Models
A minimum of one variable was removed from each saturated model to construct the
nested SEMs. Following the framework developed in Chapter 2 (above), abundance and all
variables with p <0.05, Δ AICc values that equal 0, models with R2 >0.3, were retained in the
nested model. However, for the middle estuary and south fork subregions these inclusion criteria
retained too many variables. Due to the lack of variance captured by the GLMs and with most
GLMs having extremely low p values, constructing the nested SEMs relied more heavily on the
raw data and individual disturbance regimes than anticipated. The nested model for north fork
did not include pH or species richness as these models had the highest p values. In south fork,
species richness was removed as it had the lowest R2 value as all p-values were below 0.05 for
biodiversity metrics. The south fork nested model contained three water quality metrics: pH, as it
was the best fitting model to predict sport fish abundance; temperature, which was the best fitting
model to predict forage fish abundance; and salinity, as the outflow from Lake Okeechobee
made the salinity unpredictable in this region (Table 7; Figure 11). In the middle estuary, pH was
removed from the nested model as it had the highest p value when used as a predictor of both
sport and forage fish metrics (Tables 7, 8). Finally, species evenness was not included in the
middle estuary nested model as it had the highest p value for the fish community metric models.
Saturated Bayesian SEMs were run and compared to nested models for each year and in
each sub region (30 models total; Appendices E-J). None of the saturated models for north fork
had good model fit (BRMSEA>0.1 or BgammaHat<0.8). All nested models had better model fit
than saturated models in north fork (i.e., lower WAIC and LOO scores than saturated models).
However, the majority of the annual nested models did not meet the criteria for good model fit
according to BRMSEA and BgammaHat scores. The nested 2015 model does have relatively
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good model fit (BgammaHat= 0.85), but this was not consistent across all fit indices. Individual
fit indices for nested 2016 and 2019 models were incalculable due to high variability in some of
the variables (Table 9). Similarly, in south fork, each annual nested model was better fitting than
their counterpart saturated model (lower WAIC and LOO values; Table 9). The nested models in
2015, 2016, and 2018, all had acceptable fit (BgammaHat>0.8; Table 9). In middle estuary when
compared, saturated models performed better than the nested models (Table 9; higher LOO and
WAIC values). However, the only model with acceptable individual fit indices was the nested
2018 model (BgammaHat=0.82).
Table 9: Model fit indices for saturated and nested Bayesian SEMs for each subregion from 2015-2019. Lower LOO
and WAIC values of nested models when compared to their saturated counterpart (same year and subregion)
indicate better fit. BRMSEA<0.1 indicates acceptable fit as does BGammaHat values >0.8. Nans indicate inability
to calculate fit indices for nested models due to incalculable values.
North Fork

Sat.
2015

Nested
2015

Sat.
2016

Nested
2016

Sat.
2017

Nested
2017

Sat.
2018

Nested
2018

Sat.
2019

BRMSEA
BGammaHat

0.29

0.34

0.42

nan

0.44

0.60

0.31

0.44

2.16

0.64

0.85*

0.58

nan

0.56

0.78

0.59

0.70

0.38

LOO

1895.05

1661.74

1402.67

1267.79

1616.32

1420.67

1500.86

1223.50

1502.49

WAIC
South Fork

1896.34
Sat.
2015

1662.09
Nested
2015

1389.16
Sat.
2016

1268.23
Nested
2016

1636.54
Sat.
2017

1429.87
Nested
2017

1499.97
Sat.
2018

1222.55
Nested
2018

1549.19
Sat.
2019

BRMSEA

0.33

0.29

0.35

0.36

0.40

0.63

0.35

0.56

0.49

BGammaHat

0.61

0.87*

0.60

0.83*

0.60

0.79

0.61

0.82*

0.57

LOO

2305.20

2010.42

1597.30

2274.88

1802.93

2328.73

1866.73

2369.04

WAIC
Middle
Estuary

2962.34
29030.2
6
Sat.
2015

2304.33
Nested
2015

2016.60
Sat.
2016

1604.25
Nested
2016

2275.14
Sat.
2017

1802.70
Nested
2017

2324.21
Sat.
2018

1864.73
Nested
2018

2413.46
Sat.
2019

BRMSEA

0.33

0.43

0.33

0.26

0.36

0.53

0.25

0.25

0.36

BGammaHat

0.55

0.67

0.57

0.77

0.52

0.68

0.70

0.82*

0.56

LOO

2369.44

2497.71

2099.45

2235.42

1857.16

2028.87

1875.11

1909.82

1705.99

WAIC

2370.15

2496.21

2098.52

2233.60

1856.37

2033.96

1873.97

1909.57

1706.88

Nested
2019
nan
nan
1375.0
0
1333.4
8
Nested
2019
nan
nan
1894.4
5
1913.3
3
Nested
2019
0.39
0.76
1871.5
7
1872.0
7

Even among acceptably fitting models, scaled path coefficients between latent variables
were relatively low (absolute scaled path coefficients between latent variables <0.15; Figure 13).
In 2015, in both north fork and south fork scaled path coefficients between sport fish community
dynamics and forage fish community dynamics (comprised of abundance, evenness, and
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Shannon diversity) are negative which is not the case in the other acceptably fitting models
(Figures 14A and 14B). All the relationships among latent variables in south fork are relatively
weak (scaled path coefficients<0.06) across acceptably fitting models for 2015 (Figure 13B),
2016 (Figure 13C), and 2018 (Figures 14C). When comparing south fork and middle estuary in
2018 the relationship between sport fish community dynamics and water quality are negative, but
the relative magnitude of connections among these latent variables are lower in south fork
(Figures 14D and 14E). Similarly, in 2018, sport fish community dynamics and forage fish
community dynamics are uncoupled in south fork, but are somewhat linked in middle estuary
(scaled path coefficient = 0.12).
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A

B

C

D

E

Figure 13: This figure includes all SEMs ran for this study with an acceptable individual fit index (BRMSEA<0.1 or
BgammaHat >0.8) A) 2015 nested model from north fork B) 2015 nested model from south fork C) 2016 nested
model from south fork D) 2018 nested model from south fork E) 2018 nested model from middle estuary. Circles
indicate latent variables and rectangles indicate observed variables. Numbers between latent variables are scaled
path coefficients and values between observed variables and latent variables are factor loadings.
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3.4. Discussion
Coastal marine systems are dynamic and pressures from anthropogenic stresses and
disturbances are increasing (Paine 1966, Short and Wyllie-Echeverria 1996, Connell 1997,
Bengtsson et al. 2000). Due to these pressures, coastal ecosystems are changing at an
unprecedented rate and many species may be unable to keep pace with the shifts in their
environment (Jackson et al. 2001, Fischlin et al. 2007, Brierley and Kingsford 2009).
Furthermore natural resources and ecosystem services generated from these coastal ecosystems
are inherently valuable and protecting them has become a top priority (Rosenberg et al. 2000,
Long et al. 2015). Determining the best way to use and protect natural resources often begins
with determining the parts of the system that are declining, parsing out why these declines are
happening, and when possible conserving thriving habitats. However, assessing these shifts,
quantifying drivers and pressures, and predicting related fundamental changes or tipping points
within dynamic and frequently non-linear systems remains extremely difficult (Agard et al. 1996,
Levin 2006, Dai et al. 2012, Sorte et al. 2017, Wu et al. 2019, Edmunds and Riegl 2020).
Employing modelling techniques to identify patterns that may be indicative of ecosystems
approaching a tipping point or recovering from habitat losses and land-use change, are critical to
the development of future ecosystem restoration strategies and application of these quantitative
tools may provide insight that can act as a guide for natural resource management decisionmaking (Waycott et al. 2009, Bakun et al. 2010).
Resource management agencies in Florida have been altering freshwater flow to coastal
systems since the 1800s, with over 1400 miles of levees and canals built to control flood waters
and regulate hydrology (Boyer et al. 1999). Coupled with the massive demands of fresh water for
agriculture, Everglades hydrology has been fundamentally altered with large freshwater
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discharges now occurring annually into the Caloosahatchee and St. Lucie estuaries and as
opposed to flowing south through the Everglades ecosystem to Florida Bay (Walker and Solecki
2001, Perry 2004). This input of freshwater from Lake Okeechobee has led to harmful algal
blooms in the St. Lucie Estuary during high discharge periods (Phlips et al. 2020), and by
altering the salinity regime, resulted in putative shifts in the faunal community.
Over the course of this study, the St. Lucie Estuary experienced a plethora of
disturbances many related to freshwater discharge. In 2017, the paths of Tropical Storm Emily
and Hurricane Irma resulted in large amounts of rainfall falling in and around SLE (Figure 9).
This rainfall led to increased freshwater discharge from Lake Okeechobee in September (Figure
10). At this same time, hypoxic conditions and a fish kill occurred in the north fork subregion.
The distinct impacts of each of these multiple disturbances, in combination with stress due to a
rapid shift in salinity, appears to have led to a decoupling of sport fish community dynamics,
forage fish community dynamics, and water quality, in concert with a decreased ability of the
models to predict system behavior and these relationships (Table 9).
The subregions within SLE all had variable seasonal water quality metrics but most
notably the middle estuary subregion experienced the highest salinity over the course of the year.
All subregions also appeared to have decreasing DO over time, suggesting DO within the study
region is non-stationary, and shifting over time. This finding of deoxygenation is consistent with
other studies at the global and regional scale (Breitburg et al. 2018, Troast et al. 2020). Even
with relatively low water residence times (1-16 days) throughout the study, the south fork and
north fork sub regions still experienced hypoxic events and all regions experienced bloom
conditions (Table 6; Phlips et al. 2020). Annually, bloom conditions occurred most often in
January, which is likely due to discharges from Lake Okeechobee during these periods (Table 6,
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Figure 9). As compared to red tides that occur on the west coast of Florida which are more
prevalent in warmer summer and fall months, the SLE blooms were initiated by eutrophic
freshwater discharges from Lake Okeechobee (Weinke and Biddanda 2018, Phlips et al. 2020,
Raven et al. 2020). Fish community dynamics were not easily tied to seasonal trends, such as
higher abundances during warmer summer months, as is common in some other systems
(Tremain and Adams 1995, Paperno et al. 2001, Lewis et al. 2020). Instead, linear models
suggest individual water quality metrics barely explained variability in the forage or sport fish
abundances in any of the subregions (Table 7). There were differences between subregions for
instance sport fish and forage fish metrics appeared to be inversely related in the north fork
subregion i.e., higher forage fish abundances and diversity than forage fish abundance and
diversity (Figure 12). This could be due to increased disturbances leading to generalist forage
fish species persisting when other species have reached environmental thresholds and thus their
abundances remain high (Marvier et al. 2004). Coastal marine ecosystems are complicated and
often require more complex models to assess relationships. As was the case in this study, the
goal was not to determine the driver of one community metric but how these metrics were related
between two communities and their environment.
Considering the known stressors and the potential for unexpected changes in known and
unknown stressors on the SLE, understanding dynamics in this system will require annual
assessments and monitoring of the biotic and abiotic environment (Jaiswal et al. 2015, Phlips et
al. 2020). Utilizing models that permit whole system assessments will allow natural resource
managers to understand how the components of the broader ecosystem are connected, and enable
the development of more efficient and effective ecosystem-based management strategies (Farber
et al. 2006, Holsman et al. 2017). While structural equation modeling can be data hungry (i.e.,
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require a large amount of data), it can be extremely useful due to its ability to represent
unmeasured variables as latent variables. Saturated models are often too cumbersome to assess
relatively fine-scale shifts between latent variables but when high scaled path coefficients are
present in a good fitting model, they are strong indicators of the relationships among latent
variables (Arhonditsis et al. 2006, Laughlin and Grace 2006). Here the lack of model fit could be
due to high variability in the system caused by large annual fluctuations in freshwater input that
are not always related to natural seasonal events.
While partitioning the SLE into subregions made it possible to assess shifts following
disturbances, pooling data across multiple years/seasons proved too variable to enable the
construction of consistently well-fitting models. However, the nested models with acceptable fit
provided some insight regarding relationships within the system for specific years and
subregions. The five models that fit the data in south fork all had relatively low scaled path
coefficients between latent variables from 2016-2018 (Figure 1 B, C, D). This was also true in
acceptably fitting models in north fork 2015 and middle estuary 2018. The lack of fit in most
models and relatively low scaled path coefficients in acceptably fitting models suggests a lack of
consistent relationships among the environment, sport fish community dynamics, and forage fish
community dynamics. This runs counter to the expectation that sport fish and forage fish
dynamics would be strongly related due to their trophic linkages (Kupschus and Tremain 2001,
Bakun et al. 2010, Pikitch et al. 2014). This lack of strong trophic or environmental relationships
may be indicative of a stressed system (He and Bertness 2014, Salewski and Proffitt 2016).
While freshwater inflow from Lake Okeechobee may be contributing to increased HABs and
variable salinity, over the next 20 years Everglades restoration efforts could reduce these
stressors by decreasing freshwater flow and contaminated discharge to SLE and other coastal
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estuaries (Walker and Solecki 2001, Perry 2004). If habitat restoration can diminish the
variability in the system, it might result in stronger, more predictable relationships between latent
variables. Therefore better model fit in the future could be seen as improvement in the system
and potentially act as a tool to assess restoration success (Lewis 2005, Lefcheck et al. 2018).
Quantifying restoration success at the ecosystem scale is difficult and often can only be done
well when considering one target species or one part of the system in isolation (e.g., increase in
oyster abundance following oyster reef habitat restoration; Jackson et al. 2001, Mumby et al.
2008, Chambers et al. 2018). By utilizing structural equation modeling, multiple parts of the
system can be accounted for simultaneously and strengths of relationships and variability of an
ecosystem evaluated (Santibáñez-Andrade et al. 2015, Fan et al. 2016, Lefcheck et al. 2018).
Dynamics in marine estuarine systems are inherently complex, and quantifying the
relationships among the abiotic environment, benthic habitats, and groups of species is
challenging (Cook et al. 2014). Furthermore, as climate change and other anthropogenic
pressures continue to impact coastal ecosystems, there can be shifts in internal dynamics and
disturbance regimes (Stocker et al. 2013). To understand the effects of disturbances and stressors
in non-stationary environments, distilling the complexity in these dynamic systems using
parsimonious yet comprehensive modeling approaches is required (Pickett and White 1985, Poff
1992, Glynn 1993, Hughes et al. 2015). While data availability is often a challenge in ecosystemscale assessments, tools like Bayesian SEM can be used to produce models that can provide
insight regarding shifts in the ecosystem over time (Arhonditsis et al. 2006, Fan et al. 2016).
Therefore, coupling SEM with annual assessments and monitoring can create a highly
transferrable and consistent tool for managers to quantify and understand shifts in ecosystems
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over time due to disturbances and stressors, thus providing a means to capture unprecedented
changes and/or quantify restoration success.
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CHAPTER 4: CONCLUSION AND FUTURE DIRECTIONS
4.1 Conclusion
For more than a century studies have attempted to quantify the relationships between
marine organisms and their environment (Hjort 1914, 1926, Phillips 1977, Newell 1988, Jones et
al. 1997, Beck et al. 2001, Coen et al. 2007). Past research frequently assessed the shifts in
variables within a system and attempted to understand factors driving changes within a target
species or system. However, the move towards ecosystem based management had spurred
ecologists and resource managers to prioritize assessing ecosystem-wide relationships as
opposed to impacts on individual species (Pikitch et al. 2004, Tallis et al. 2010, Cook et al.
2014). Adding to our knowledge of ecosystem dynamics, the two complementary studies
comprising this thesis furthered our understanding of estuarine systems and the complex
relationships among forage fish, sport fish, and the environment. Using structural equation
models I quantified the relationships among key components comprising the systems
simultaneously. By incorporating multiple complementary modelling techniques, both those well
accepted by ecologists and newer modeling approaches, these multiple lines of evidence can
guide natural resource managers and inform policy towards the development of effective
ecosystem-based management strategies.
In December of 2015 an algal bloom began in Banana River, Florida (Figure 2). It lasted
until mid-March of 2016 and when it rapidly died off, there was a hypoxic event and subsequent
fish kill (Figure 1). This was the only occurrence of a Banana River-wide algal bloom and large
fish kill during the study period from 2012 – 2018. There were no notable changes in forage fish
or sport fish abundances during the bloom compared to baseline years in December through
March. However, following the kill (~March 20th-21st, 2016) forage fish abundances remained
lower than average for approximately two years (Figure 4). Sport fish abundances did not
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decrease immediately. In April 2016 (the month following the kill) there was an increase in
sportfish abundance driven by an increase in Black Drum compared to baseline years (Figure 4).
When assessing the drivers of sport fish and forage fish abundances using GLMs during the
bloom, chlorophyll was one of the best predictors (sport Δ AIC =0.0, Forage Δ AIC = 1.5; Table
2) and forage fish abundance explained a notable amount of the variability in sport fish
abundance (R2=0.34). In the three months following the March 2016 fish kill, sport and forage
fish abundances were best explained by pH (Δ AIC =0.0), while salinity was the best predictor in
baseline years, and explained much of the variability in forage fish abundance (R2=0.73).
However, obtaining strong GLM results, requires many data, and GLMs can only assess the
ability of predictors to predict one variable at a time. By using the GLM results in concert with
knowledge of the system, nested Bayesian SEMs were constructed using the limited data
available and compared to saturated Bayesian SEMs in baseline and disturbed years. This
comparison elucidated novel shifts in the relationships between latent variables. During baseline
years in April through June, sport fish and forage fish communities are the most tightly coupled
latent variables, followed by forage fish and water quality, and finally sport fish and water
quality (Figure 7A). However, following the 2016 algal bloom, hypoxic event, and ensuing fish
kill, the relative strengths of the relationships reversed; sport fish and water quality had the
strongest relationship, followed by forage fish and water quality, while sport fish and forage fish
had a path coefficient (i.e., partial correlation) of almost 0 (Figure 7B). This potential decoupling
between predator and prey assemblages due to an acute disturbance here is indicative of the
system undergoing a shift from baseline conditions. If algal blooms become more frequent in the
Banana River, the drivers of trophic dynamics and fish community structure may shift
accordingly (Phlips et al. 2015, Glibert 2020).
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Compared to the Banana River region, disturbances are more frequent in St. Lucie
Estuary and the system is more chronically stressed due to highly variable eutrophic freshwater
discharges Lake Okeechobee (Ji et al. 2007b, Phlips et al. 2020). Variability in precipitation and
land use in central and south Florida alters water levels in Lake Okeechobee and thus the amount
of water discharged into St Lucie Estuary is seasonally and annually variable (Phlips et al. 2020).
Thus, the disturbance regimes within each subregion of the St. Lucie Estuary (north fork, south
fork, and middle estuary) varies annually, with hypoxic events, bloom conditions, and fish kills
often impacting each subregion during different periods (Table 6). To understand stressors
within this system, the analytical framework developed in Chapter 2 was applied to the three
subregions on an annual basis from 2015-2019. When attempting to use GLMs to quantify the
drivers of sport fish and forage fish abundances, none of the water quality variables explained a
great deal of the variability in the data (R2<0.01), and the best predictors of sport and forage fish
abundances were not consistent among years or subregions (Table 7). Furthermore, forage fish
community dynamics explained relatively little variability in sport fish community dynamics
(R2<0.01), but from a theoretical predator-prey standpoint, it is unlikely the forage fish
community dynamics had no effect on sport fish community dynamics (p<0.001; Table 8).
These results and disturbance regimes were used to inform the construction of nested
SEMs for St. Lucie Estuary. Nested SEMs were compared to saturated SEMs to assess annual
impacts of the disturbances on the relationships among sport fish community dynamics, forage
fish community dynamics, and water quality. The majority of the annual nested and saturated
SEMs in all sub regions did not have acceptable fit (BgammaHat<0.8 and BRMSEA>0.2; Table
9). Of the models that did have acceptable fit (North fork nested 2015, south fork nested 2016,
2016, 2018, middle estuary 2018; BGammaHat>0.8; Table 9) similar to the equivocal results
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from the GLMs, there were relatively weak relationships between latent variables (path
coefficients <0.1; Figure 14). The exception was the SLE middle estuary nested model for 2018
where sport fish community dynamics had similar relative strengths of relationships with water
quality (Figure 14E; path coefficient= -0.14) and forage fish community dynamics (path
coefficient= 0.12). Overall, these results indicated a lack in consistency of relationship strength
between these fish assemblages and the environment. While there are many possible reasons for
these rather ambiguous results, a leading hypothesis of mine is the constant perturbation to the
system from continued freshwater shocks to the system results in a constant state of nonequilibrium and decoupled dynamics.
Together the two studies in this thesis highlight the differences between assessing an
acute disturbance in a historically infrequently undisturbed system compared to a chronically
stressed system. The strength of relationships between sport fish and forage fish community
dynamics were stronger in the baseline years of Banana River (as opposed to the post kill
dynamics; Figure 7). While seasonality may play a role, the models themselves fit markedly
better. The ability to use eight years of data and still create a well-fitting SEM for baseline years
suggests consistency of these relationships. In contrast, there were almost no annual patterns in
the chronically stressed St. Lucie Estuary (Figure 14; Appendices 5-10). The case studies here
assessed the relationships between water quality and fish community dynamics but on different
temporal scales. Interestingly, sport fish and forage fish abundances were rarely driven by the
same water quality metric in either study region (Tables 2 and 7). This suggests that an effective
assessment of the relationships between multiple water quality metrics and fish community
dynamics requires the inclusion of diversity metrics in addition to species abundances. While the
Banana River case study was spurred by a large fish kill leading to a loss in abundance, the
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diversity metrics also decreased and frequently played a larger role in community dynamics (i.e.,
had higher factor loadings) than species abundances. Exploring whether disturbances are
increasing in frequency and intensity in other regions, or if these shifts could potentially push a
system past a tipping point will rely on assessing species abundances, but also diversity metrics.
Ecosystem resilience is putatively related to higher species diversity and if shifts in disturbance
regimes negatively impacts biodiversity, this metric may act as a leading indicator of surpassing
a potential tipping point before any measurable shifts in overall abundances is apparent (Peterson
1997, Harley 2011, Ribeiro et al. 2015, Christianen et al. 2017, Schrandt and MacDonald 2020).
While chronically affected systems may have evolved to deal with stressors, using SEM as a
diagnostic tool in stressed systems is more challenging than in a system that experiences acute
disturbances every few years. Further, developing strategies to minimize recovery time in
stressed systems may be vital to ensuring ecosystem resilience to future perturbations (Veraart et
al. 2012, Edmunds 2015, Christianen et al. 2017).
Structural equation models can elucidate the relationships between relatively complex
conceptual parts of a system (i.e., latent variables). Yet the framework presented here had
varying levels of success in assessing the response of the fish community to disturbances. The
case study in Banana River highlighted fundamental shifts in the relationships among fish
communities and their environment. This was due possibly to the availability of sufficient data
generated during non-disturbed (aka baseline) years. The comparison of disturbed models to
non-disturbed models allowed for a comparison of relationships and detection of shifts therein.
Structural equation models that use latent variables are still relatively uncommon in ecology (Fan
et al. 2016). This framework allowed for the systematic construction of nested SEMs and
assessment of model fit by comparison with saturated models, which highlighted shifts in
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relationships between latent variables and observed variables. The tradeoff between model
parsimony and completeness is a dilemma faced when using almost all statistical modelling
techniques (Bolker et al. 2009, Punzo et al. 2015). In the more variable and stressed system, St.
Lucie Estuary, few models fit well for both GLMs and SEMs. Given the chronic salinity stress
associated with freshwater discharge from Lake Okeechobee, it would be expected that salinity
was a large driving force of species abundance and diversity metrics, but that was not the case
(Figure 13). In conclusion, this highly transferable framework is versatile and while it was able
to quantify relationships well in an acutely disturbed but less variable system, it reinforced what
was found by the GLMs in the more chronically stressed system: there exists high variability in
the relationships between two fish communities and the environment.

4.2 Future Directions
Both of the systems studied here will require ongoing monitoring to assess changes that
will occur in coming years due to the combined pressures from climate change and urbanization
(Phlips et al. 2015, 2020). In September 2020 another large algal bloom occurred in the Banana
River causing a large spike in chlorophyll a and a concomitant spike in fish kill reports in
November (SJRWMD unpublished data; FWC 2020). Applying the framework developed in this
thesis to the 2020 disturbance event would provide an opportunity to explore and compare shifts
in the fish community following this algal bloom and subsequent kill with the 2016 algal bloom
and fish kill in the same area. While preliminary results suggest the 2016 and 2020 blooms were
most likely caused by different species of algae (SJRWMD unpublished data), ultimately fish
died due to both algal blooms. As Bayesian SEM was utilized in this study, there is also the
opportunity to use the 2016 data as informed priors in a 2020 Bayesian SEM, especially as these
disturbances occurred in the same system and the fish assemblage can be assumed to be similar
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among years. Updated baseline comparisons will also be possible as the system had almost four
years of recovery time between the two large algal blooms.
Alternatively, in St Lucie Estuary, freshwater discharge remained variable throughout
2020. Additional annual assessments should be conducted as Everglades restoration activities
and construction projects such as the Everglades Agricultural Area water storage reservoir
continue (DeAngelis et al. 1998, Matich et al. 2020). In this chronically stressed system, better
model fit post-restoration could be indicative of a stabilizing system and ultimately provide a
means to assess the positive impacts and success of Everglades restoration on this estuary
(Trexler and Goss 2009, Fan et al. 2016). As restoration success is hard to quantify and often
only assessed using abiotic environmental metrics (i.e. better water quality, improved hydrology,
decreased pollution; van Katwijk et al. 2016, Lefcheck et al. 2018), this framework provides a
unique ecosystem-level approach that offers a way to assess restoration success at higher trophic
levels.
The use of SEMs is increasingly being explored in the field of ecology (Fan et al. 2016,
Lefcheck et al. 2018). As the understanding of this modelling approach grows, so will its
applicability. Informed priors from both studies can be incorporated into future studies, whether
it be in the same or similar regions or types of systems. Further, this thesis has shown that using
SEMs to assess the coupling/decoupling of a system is possible. Expanding the use of this
analytical framework into other coastal systems, such as coral reefs, could prove valuable for
natural resource managers. Direct comparisons of path coefficients would also aide experiments
with Before-After-Control-Impact designs where more variables are controlled and shifts in
relationships are hypothesized a priori. Additionally, in systems defined by their foundation
species, observed population metrics could be used to create latent variables that represent

71

different components of the habitat mosaic. Including habitat metrics and specifically metrics
quantifying foundation species populations could ultimately provide novel insights that would
enable an assessment of relative species interaction strengths with foundation species, guide
attempts to quantify stabilizing population sizes, or assess the overall health of a system. Finally,
structural equation modelling can potentially be used in concert with stable isotopic analyses to
assess energy exchange within a system and help identify certain trophic levels or species
assemblages that are more strongly linked or tightly coupled than would be predicted otherwise.
While no modelling technique is perfect, SEMs offer a holistic ecosystem-based approach that
many analyses are not able to provide.
Coastal marine systems are arguably some of the most dynamic systems in the world
(Jackson 2001, Harley et al. 2006). Considering the anthropogenic pressures of climate change,
and urbanization, in combination with natural disturbances, these systems must constantly evolve
to persist. Biodiversity is a critical component of ecosystem resilience and is only becoming
more important as global mass extinctions continue (Vitousek et al. 1997, Gunderson et al. 2001,
Sorte et al. 2017). Loss of biodiversity has been an ongoing issue in the face of increasing
disturbances across marine and terrestrial ecosystems (Harley 2011, Bellard et al. 2012, Douglas
et al. 2019). Disturbance ecology is an important but often complicated field of study, as what
constitutes a natural or anthropogenic pressure, and the continuum spanning from disturbances to
stressors are ill defined (Sonnier et al. 2010, Salewski and Proffitt 2016). While some of that is
merely semantics, characterizing a system based on exposure and response to disturbances and
stressors will continue to be important when attempting to explain shifts of biota within a
changing world. The results of this thesis suggest that often the most well-rounded approach for
assessing disturbances consists of marrying multiple modelling techniques and including as
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many variables as possible in initial evaluations. Together the multiple lines of evidence
generated from these complementary approaches and analyses can provide novel insight. The
more accurately we can predict and understand the relationships in complex coastal systems as
well as the mechanisms driving those relationships, the better we will be at managing, restoring,
and conserving natural systems.
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APPENDIX A- FISH DELINEATION:
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List of sport fish and forage fish included in analyses for chapter 2 and 3. Region indicates
which fish were used for analyses in either Banana River (BR; chapter 2), St. Lucie Estuary
(SLE; chapter 3) or fish present in both set of analyses (BR/SLE). *Atlantic Croaker were
assessed as forage fish in BR and sport fish in SLE due to habitat use and predation differences
between the two regions.
Scientific Name
Common Name
Class
Region
Alosa aestivalis
Blueback Herring
Forage
BR/SLE
Anchoa cubana
Cuban Anchovy
Forage
BR/SLE
Anchoa hepsetus
Striped Anchovy
Forage
BR/SLE
Anchoa lyolepis
Dusky Anchovy
Forage
BR/SLE
Anchoa mitchilli
Bay Anchovy
Forage
BR/SLE
Anchoa spp.
Anchovies
Forage
BR/SLE
Archosargus rhomboidalis
Sea Bream
Forage
BR/SLE
Bairdiella chrysoura
Silver Perch
Forage
BR/SLE
Brevoortia spp.
Menhadens
Forage
BR/SLE
Chaetodipterus faber
Atlantic Spadefish
Forage
SLE
Chasmodes saburrae
Florida Blenny
Forage
BR/SLE
Chasmodes spp.
Blennies
Forage
BR/SLE
Chloroscombrus chrysurus
Atlantic Bumper
Forage
BR/SLE
Ctenogobius boleosoma
Darter Goby
Forage
SLE
Cyprinodon variegatus
Sheepshead Minnow
Forage
BR/SLE
Diapterus auratus
Irish Pompano
Forage
BR/SLE
Dormitator maculatus
Fat Sleeper
Forage
BR/SLE
Eucinostomus gula
Silver Jenny
Forage
BR/SLE
Eucinostomus harengulus
Tidewater Mojarra
Forage
BR/SLE
Eucinostomus jonesii
Slender Mojarra
Forage
BR/SLE
Eucinostomus spp.
Eucinostomus
Forage
BR/SLE
Eugerres plumieri
Striped Mojarra
Forage
BR/SLE
Floridichthys carpio
Goldspotted Killifish
Forage
BR/SLE
Fundulus grandis
Gulf Killifish
Forage
BR/SLE
Fundulus heteroclitus
Mummichog
Forage
BR/SLE
Fundulus majalis
Striped Killifish
Forage
BR/SLE
Fundulus seminolis
Seminole Killifish
Forage
BR/SLE
Gambusia holbrooki
Eastern Mosquito Fish
Forage
BR/SLE
Gerres cinereus
Yellowfin Mojarra
Forage
BR/SLE
Haemulon parra
Sailors Choice
Forage
BR/SLE
Harengula jaguana
Scaled Sardine
Forage
BR/SLE
Hypsoblennius hentz
Feather Blenny
Forage
BR/SLE
Lagodon rhomboides
Pinfish
Forage
BR/SLE
Leiostomus xanthurus
Spot
Forage
BR/SLE
Lucania parva
Rainwater Killifish
Forage
BR/SLE
Membras martinica
Rough Silverside
Forage
BR/SLE
Menidia spp.
Atlantic Silversides
Forage
BR/SLE
Microgobius thalassinus
Green Goby
Forage
BR
Micropogonias undulatus*
Atlantic Croaker
Forage
BR
Mugil cephalus
Striped Mullet
Forage
BR/SLE
Mugil curema
White Mullet
Forage
BR/SLE
Opisthonema oglinum
Atlantic Thread Herring
Forage
BR/SLE
Orthopristis chrysoptera
Pigfish
Forage
BR/SLE
Ogcocephalus cubifrons
Polka-dot Batfish
Forage
BR
Poecilia latipinna
Sailfin Molly
Forage
BR
Sardinella aurita
Spanish Sardine
Forage
BR/SLE
Selene vomer
Lookdown
Forage
BR
Archosargus probatocephalus
Sheepshead
Sport
BR/SLE
Caranx hippos
Crevalle jack
Sport
SLE
Caranx latus
Horse-eye Jack
Sport
SLE
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Centropomus undecimalis
Cynoscion nebulosus
Elops saurus
Lutjanus griseus
Micropogonias undulatus*
Pogonias cromis
Sciaenops ocellatus
Sphyraena barracuda

Common Snook
Spotted Seatrout
Ladyfish
Mangrove Snapper
Atlantic Croaker
Black Drum
Red Drum
Great Barracuda
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Sport
Sport
Sport
Sport
Sport
Sport
Sport
Sport

BR/SLE
BR
BR/SLE
SLE
SLE
BR/SLE
BR/SLE
SLE

APPENDIX B- CHAPTER 1 SATURATED STRUCTURAL EQUATION
MODELS
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A

B

Saturated models for (A) bloom period, (B) December through March baseline years using corresponding data.
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A

B

Saturated models for (A)Post kill period (B) April through June baseline years using corresponding
data.
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APPENDIX C- CHAPTER 2 CONTINUOUS WATER QUALITY
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DO top left, pH top right, and temperature bottom left
compared between three subregions using FIM water
quality samples at the time of the biotic sampling. Each
figure has three smoothed conditional mean lines with 95%
CI in grey shading, me is middle estuary in dark blue, nf is
north fork in turquoise, and sf is south fork in dark grey.
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APPENDIX D- CHAPTER 2 STRUCTURAL EQUATION MODELS
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2015

2016

2017

2018
2018
D

2019

Saturated models for the north fork subregion for each year 2015-2019. Fit indices are reported in Table 7.
Circles indicate latent variables and rectangles indicate observed variables. Numbers between latent variables
are scaled path coefficients and values between observed variables and latent variables are factor loadings.
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2015

2016

2017

2018

2019

Nested models for the north fork subregion for each year 2015-2019. Fit indices are reported in Table 7. Circles
indicate latent variables and rectangles indicate observed variables. Numbers between latent variables are scaled
path coefficients and values between observed variables and latent variables are factor loadings.
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2015

2016

2017

2018

2019

Saturated models for the south fork subregion for each year 2015-2019. Fit indices are reported in Table 7.
Circles indicate latent variables and rectangles indicate observed variables. Numbers between latent variables
are scaled path coefficients and values between observed variables and latent variables are factor loadings.
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2015

2016

2017

2018

2019

Nested models for the south fork subregion for each year 2015-2019. Fit indices are reported in Table 7. Circles
indicate latent variables and rectangles indicate observed variables. Numbers between latent variables are scaled
path coefficients and values between observed variables and latent variables are factor loadings.
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2015

2016

2017

2018

2019

Saturated models for the middle estuary subregion for each year 2015-2019. Fit indices are reported in Table 7.
Circles indicate latent variables and rectangles indicate observed variables. Numbers between latent variables
are scaled path coefficients and values between observed variables and latent variables are factor loadings.
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2015

2016

2017

2018

2019

Nested models for the middle estuary subregion for each year 2015-2019. Fit indices are reported in Table 7.
Circles indicate latent variables and rectangles indicate observed variables. Numbers between latent variables
are scaled path coefficients and values between observed variables and latent variables are factor loadings.
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