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Abstract
The widespread application of electric machines across different industries have a large
impact on the operation cost and energy usage. This has driven research to improve the
performance of electric machines in terms of the power density, efficiency and reliability.
A comprehensive method of thermal management integrating the design, monitoring and
control of electric machines is proposed in this research. The method is applied to two
permanent magnet motors - a high power axial flux motor and a high precision linear
motor. Firstly, a two stage optimization technique is applied to the design of the linear
motor. A first stage global search using Genetic Algorithm followed by a second stage
Branch and Bound method is a systematic way of searching for the optimal feasible so-
lution. It resulted in an improved design which is more compact in size and produces a
higher thrust force (39.9%) while reducing the heat generation (26.2%) when compared
to an initial design. The design optimization takes into consideration the multi-physics
interactions using a reduced order model. This resulted in a computation time saving of
80% over a commercial software optimization package while modelling accuracy is main-
tained through an output space mapping technique.
During a continuous 5 hour cyclic positioning application, a model based compensation
method is applied to the linear motor for real time thermal disturbance rejection. It
resulted in improved positioning accuracy with a final mean unidirectional position devi-
ation of −0.2µm and repeatability of ±0.7µm. Effective disturbance rejection is achieved
through accurate disturbance modelling while using minimal sensor measurements. The
minimal realization of the compensation model is achieved through model identification.
In addition, a Modified Kalman Filter is proposed which led to a reduction in the number
of temperature sensors required. Lastly, an experimentally determined lumped parameter
thermal model is used for condition monitoring of the high power motor. Components
of the electromagnetic losses are derived from a parameter estimation method using tem-
perature measurement as input to the model. The method is able to detect input current
fluctuations during a drive cycle which makes it possible to identify faults like a short cir-
cuit. Moreover, the model is useful for real time temperature monitoring which provides
thermal protection against transient overloads. The modelling accuracy is improved by
using a model identification technique to determine the thermal parameters.
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Chapter 1
Introduction
Electrical machines plays a critical part in any modern industrialized nation. It is found
in industrial machines, transport systems, healthcare equipment, domestic appliances and
used for power generation. The wide range of applications has led to the development of
a variety of machines that differs in size, output capacity and cost. The diversity of such
machines and their impact on the modern society has led to the setting up of national
and international organizations that offers guidelines for the selection and application of
such machines. Examples of such organizations are the National Electric Manufactur-
ers Association (NEMA) in the United States, the International Standards Organization
(ISO) and the European Committee of Manufacturers of Electrical Machines and Power
Electronics (CEMEP).
Users of electric machine have traditionally assessed its suitability for a specific appli-
cation according to its power output, size, requirement for cooling, level of environmental
protection and efficiency. The cost consideration is an overriding factor which has now
extended beyond the cost of the machine to include its operational and maintenance cost.
Therefore, machine manufacturers have been active in pursuing improvements in the ar-
eas of efficiency, power density and reliability [1]. The significance of each of these areas
of improvement will be discussed shortly. Research effort is being invested to overcome
the current technological limitations to yield advances in performance in next generation
machines. The impact of such research would no doubt be beneficial to both the user
and manufacturers of such machines. In addition, the widespread use of electric machines
today means that improvement in performance leading to energy savings will also have an
environmental impact on society at large [2]. Figure 1.1 shows the energy used by electric
machines according to the sector and application.
Efficiency of a motor is defined as the ratio of the total mechanical power output to
the total electrical power input. However, the efficiency quoted by motor manufacturers
is often derived under nominal operating conditions. Efficiency is dependent on the load,
the operating temperature, quality of the voltage supply and the size of the machine [3].
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Figure 1.1: Worldwide electric machine energy usage by sector and application [2]
International standards such as the IEC 60034-30 are introduced so that the efficiency of
motors is calculated based on standardized tests under controlled conditions [4]. Efficiency
is an important performance measure for electric motors as it can have a large effect on
the operation cost of industries that depends on it. Electric motors are mainly used to
drive pumps and compressors in industries. More than 70% of the total industrial power
consumption is by electric motors and drive systems [5]. Of these 20% is consumed by
small motors of power less than 500W which can be found in applications like industrial
automation systems.
The increased regulations demanding cleaner operations and incentives to switch to
more efficient systems have driven the demand for energy efficient motors recently [6]. This
has driven research into the use of new active magnetic materials and machine topologies.
For example, motors that make use of high energy density permanent magnets generally
reported efficiencies of over 90% [7]. An example of a motor with improved features
is shown in Fig. 1.2 to enhance efficiency. Adjustable speed is also an important step
towards more efficient operation. Energy saving is achieved by adjusting the input to
match the load requirements. This has increased the demand for inverter driven motors
such as the permanent magnet synchronous motor. It is reported that variable speed drive
systems have led 20-60% reduction in power consumption over simple throttle systems
[8].
The applications of such machines in the transport industry have driven the need for
variable speed motors that have high power density. The weight penalty of motors used for
traction on a car or a train can have a significant effect on the overall performance of the
vehicle. This has driven research into ever more compact designs that offer more power.
Power density is defined as the power produced per unit volume of machine material used.
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Figure 1.2: Example of some features introduced in a motor to enhance efficiency [2]
It offers a fair comparison of the output performance for machines of different sizes. Power
density is determined by both electromagnetic and thermal design considerations. The
electromagnetic design determines the amount of heat generated in the machine while the
thermal design determines how well the heat is dissipated. The general trend in machine
design shows that better cooled machines have higher power density [9]. This is because
a machine of a given size is able to operate at a higher power level if there is improved
cooling.
The performance limits of electrical machines are being pushed higher by comprehen-
sive electromagnetic and thermal analysis. New machines that have resulted from such
analysis are being developed which show reduced losses and also improvement in heat
dissipation. This is often achieved through new design configuration, application of new
materials, novel cooling technologies and improved construction methods. For example,
direct cooling of the slot winding is made possible by the introduction of slot water jackets
[10]. In some machines, precision winding and vacuum impregnation have increased the
fill factor of slot windings. Others have reported the application of high energy density
permanent magnets to new machine topologies [11][12]. The increase in power density re-
sulting from these improvements is due to more effective use of material to generate useful
power. The widespread application of axial flux permanent magnet motors in vehicular
applications is an example of the impact of such improvements [13][14].
Reliability refers to the ability of the device to deliver consistent operation over its
entire service life time. The reliability of electric motors is important in industry since
they are an essential part of the industrial process. As discussed earlier, many of the
pumps and compressors used in industrial processes are driven by electric motors. Other
applications of such motors in the industry are in machine tools [15]. Large electric motors
are used as drives for the machine tools such as the spindle of a milling machine. Smaller
motors are used for automation in industrial robots or the feed drive of a machining centre
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to move the work piece around the work space. Machine breakdown is costly and it can
also be a safety concern in critical applications in the aerospace or healthcare industry.
The ability to detect and ascertain the severity of faults under normal operating con-
dition would be useful. Conditioning monitoring is typically applied to large motors
which would result in costly breakdown if failure were to occur. However, the increase
in computation power and the growing use of adjustable speed drives have extended the
application of conditioning monitoring to a range of motors [16]. The focus of condition
monitoring have traditionally been on faults caused by electrical phenomenon such as a
short circuit but it is now moving more towards the mechanical and thermal phenomena
[17]. For example, the demagnetization fault associated with increased magnet tempera-
ture in permanent magnet devices is of particular interest in high performance and safety
critical applications [18]. Moreover, the life spans of the components such as the winding
insulation and bearing are temperature dependent. Therefore, temperature monitoring is
important for motor thermal protection to ensure reliable operation.
The reliability of such devices used in manufacturing systems has an impact on the final
quality of the finished product [19]. There is a general increase in demand for high quality
finishing in manufactured goods over the years. The drive for ever smaller components in
the semiconductor industry is also pushing the boundary of micro machining. In addition,
application specific requirements for precision manufactured parts in some industries such
as the aerospace sector have driven the growth of the precision manufacturing industry.
The accuracy and reliability of the machine tool is critical to producing parts that meets
such requirements.
The critical component of a machine tool is the feed drive system which carries the
cutting tool or work piece to the desired location during the machining process. Their
positioning accuracy and speed determines quality and productivity of the machine tool.
In the majority of machine tools, feed drives are either powered directly by linear motors
or rotary motors via a ball screw and nut assembly. The drive system is subjected to
disturbance during machine operation caused by friction, vibration and thermal distortion
[20]. Effective disturbance rejection or the ability to compensate for the effects caused by
internal and external disturbance is critical to reliable operation.
1.1 Fundamentals of electromagnetic energy conver-
sion
The fundamentals of electromagnetic energy conversion are well documented in many
textbooks on electric machines [21][22]. A brief qualitative discussion of the key concepts
will be presented in this section to aid the reader in understanding some of the concepts
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which will be discussed in the later sections. Electromagnetic energy conversion depends
on the interaction of the primary and secondary magnetic field that is generated in an
electric machine. The magnetic field is either produced from a current carrying conductor
or from permanent magnets. The conductor is typically wound into coils and the primary
winding is distributed around the stator housed in a casing. A secondary winding is
mounted onto a movable part which is held in place in the casing by bearings. The
movable part or sometimes known as the rotor is separated from the stator by an air gap.
The application of a current to the primary and secondary winding results in the
interaction of the two magnetic fields. The coupling of the magnetic field is what produces
the electromagnetic force or torque. Alternatively, the secondary winding can be replaced
with permanent magnets in which case the device is driven by the current in the primary
winding. Electric or mechanical commutation is used to produce periodic flux variation
which allows for the continuous linear or rotary motion. The electromagnetic force or
torque produced depends on the strength of the resulting coupling magnetic field. The
magnetic field strength is characterized by the winding arrangement, the reluctance of
the magnetic path and magnetic properties. Increasing the number of conductors in the
winding would lead to an increase in the magnetic field strength. The increase field
strength is desirable but it should not result in excessive use of conductor material.
The winding is typically distributed in the stator in pole pairs for smoother force or
torque production. A minimum of one pole pair is necessary thought there is no limit on
the maximum number. However, the external dimension is increased with the number of
pole pairs which would lead to a larger device. The field strength can also be increased
by reducing the reluctance of the magnetic path by careful design. In addition, it can be
reduced by introducing a ferromagnetic core in the stator which has a higher magnetic
permeability than air. This effectively leads to a higher concentration of magnetic field
lines in the core. The reluctance of the core can also be reduced by careful design of the
magnetic circuit. However, most magnetic material will saturate when the magnetic flux
density is around 1.5-1.7T which represent an upper limit to the magnetic field strength
[21]. The magnetic saturation of M-5 electrical steel sheet of 0.03 cm thickness is shown
in the B-H plot in Fig. 1.3(a).
As discussed earlier, some devices make use of permanent magnets to generate the sec-
ondary field. The resulting magnetic field strength is therefore directly dependent on the
strength of the magnets as measured by the residual magnetic flux density. The residual
magnetic flux density varies between different types of magnets depending on material
and manufacturing process. Alnico magnets show large variations in their residual flux
density while Ferrite magnets generally have the lowest residual flux density followed by
rare earth magnets such as Somarium Cobalt and Neodynium Iron Boron (NdFeB) mag-
nets [23]. The residual magnetic flux density for some of the common magnet material is
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Figure 1.3: B-H curve of (a) M-5 electrical steel and (b) common magnet material [21]
shown in Fig. 1.3(b). The sizing of the magnet is done to ensure that the minimum level
of magnetic flux density required to generate the desired output force or torque is met. As
a general design rule, the magnetic flux density in the air gap is proportional to the ratio
of the length of the magnet to the total length of the air gap for surface mounted magnets.
As a consequence of this, less magnet material is necessary when stronger magnets are
used.
Figure 1.4: Typical demagnetization curve for Neodymium Iron Boron permanent
magnets and the safe operating region [7]
In addition, the magnets are sized accordingly to ensure that they operate in the linear
region of the demagnetization curve. This is to prevent permanent demagnetization under
normal as well as possible overload operations. The operating point of the magnet is
brought closer to the non-linear region when the reluctance of the magnetic circuit is
high. It can be reduced by reducing the air gap, using wider teeth and yoke for the
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stator as well as reducing the level of flux density in the core. Operating the magnet
near the non-linear region is undesirable as permanent demagnetization would occur if
the safe operating temperature of the magnet is exceeded. The operating temperature is
dependent on the type of magnet material. The typical demagnetization characteristic of
NdFeB magnets is illustrated in Fig. 1.4. NdFeB magnets generally have high residual
flux but it also has higher sensitivity to temperature changes as compared to the other
types of magnets [24].
The interaction of the electromagnetic fields is quantitatively described by a set of par-
tial differential equations which is known as the Gauss, Faraday, Maxwell and Amperes
laws [25]. The solution of the magnetic field distribution in the region of interest such as
the air gap can be obtained from an analytical or numerical solution. Analytical solutions
are used in methods like a magnetic circuit, magnetostatic or Biot-Savart analysis. Nu-
merical methods like Finite Element (FE) or Finite Volume (FV) are commonly used to
obtain a solution of the governing equations through discretization of the computational
domain. Although a range of software tools are now available for electromagnetic analysis,
the design process for electric machines is often not straightforward due to the complex
interactions between the design parameters as described earlier. In fact, the growing
awareness of the interdependence of electromagnetic and thermal parameters has led to
a renewed approach towards the analysis of electric machines which will be discussed in
a later section.
As a general design rule, the output force or torque generated is dependent on the
external dimensions of the device [26]. The output force or torque is proportional to the
overall volume of the device. A good design is one that maximizes the useful force or
torque with minimal use of material. A quantitative measure is proposed in [27] whereby
rotating device of different sizes are compared according to their torque produced per
unit rotor volume (TRV). The typical TRV values of different type of motors are shown
in Table 1.1. There is an indication that larger and better cooled motors tend to have
higher TRV values. For example, large liquid cooled motors can have TRV values of up to
220 kNm/m3 while fractional horse power totally enclosed fan cooled (TEFC) motors have
TRV values of less than 4 Nm/m3. It would be discussed shortly why the performance
of such machines are thermally limited. The rating of a device is important as it will
determine the types of applications it is suited for.
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Table 1.1: Torque per unit rotor volume for typical motor type [7]
Motor type TRV [kNm/m3]
Fractional TEFC industrial motors 1.4-4
Integral TEFC industrial motors 15-30
High performance industrial motors 20-45
Aerospace motors 45-75
Large liquid cooled motors 130-220
1.2 Classification of electric motors and application
examples
As discussed briefly in the introduction section, electric machines come in a variety
of sizes and design configuration. Many different forms of the device have been devel-
oped since the first conception of the electric machine in 1831 by Michael Faraday and
the first patent for a radial flux machine was filed by Nicola Tesla in 1889 [28]. The
increasing sophistication in design is driven partly by new application requirements but
also technological advancements like the development of new active magnetic material or
the improvement in analysis methods. Different devices have features which are unique
making them suitable for certain applications. Hence, the classification of the electric ma-
chine presented in this section would be based on design features and target applications.
Electric machines can be operated in either motoring or generating mode. For simplicity
of the subsequent discussion, the terminology used here on would be with reference to an
electric machine running in a motoring sense.
Although all electrical machines operate based on the same principle of electromagnetic
energy conversion, they do differ in terms of configuration and size. For instance the
electromagnetic torque produced from the interacting magnetic fields can be directed in
a linear or rotating sense giving rise to linear or rotating machines. The next broad
category is based on the type of electrical signal that the device is designed to operate
with. Direct Current (DC) motors are designed to operate with steady current while
others are designed to operate with Alternating Current (AC). DC motors are simple in
design and construction which makes them generally more compact for a given power
rating. Thus, they are suitable for direct drive applications where space constraint is an
issue. In addition, the good dynamic response with linear velocity and position output
characteristics making them easy to control.
On the other hand, AC motors have slightly more variations in design and configura-
tion. They can be classified as synchronous or asynchronous depending on the whether
there is synchronization between the alternating current and output motion. For a syn-
chronous motor, the output will be in sync with the variation of the alternating current
under steady conditions. Thus, the output position and speed can be precisely controlled
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by adjusting the frequency of the alternating current. Devices such as permanent magnet
synchronous motors have good dynamic making them suitable for servo applications which
require precise position and speed control. On the other hand, asynchronous motors such
as an induction motor is more suited for constant speed operation due to the complex
controller that is required to achieve good speed control. They are generally higher rated
and designed for used in high powered applications such as the spindle drive of a machine
tool used to provide the cutting force.
Figure 1.5: Classification of electric motors
The classification of electric motors based on the preceding discussion is summarized by
the chart in Fig. 1.5. The different types of electric motors available today have evolved
over the years. Major milestones in motor design have been marked by the development of
new materials and also new application requirements [29]. For example, the development
of high energy density magnets in the last few decades have led to growing dominance of
permanent magnet electric motors. The application of permanent magnet electric motors
are generally reserved for high performance applications due to their higher cost. But this
is offset by their better performance characteristics. For example, high precision linear
motors are commonly used in precision machine tools for industrial automation [30]. In
the transport industry, high power traction motors are now commonly used in electric
vehicles [31]. In the next sections, two examples of permanent magnet motors are given
to illustrate their usefulness in transport applications and industrial automation.
1.2.1 Axial flux permanent magnet motor
Although the very first electric motors were of the axial flux configuration, they have
been replaced by the radial flux configuration soon after its introduction due to con-
struction difficulties [32]. Since then the majority of rotating devices developed are of the
radial flux topology [33]. However, the discovery of new magnet material in the 1980s such
as the rare earth permanent magnets has revived the interest in the axial flux topology
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[32][34]. The application of high energy density magnets such as Neodymium Iron Boron
(NeFeB) permanent magnets coupled with the new topology have led to improvement in
terms of torque density and efficiency. Axial or radial flux devices can be distinguished
by its external shape since an axial flux device generally come in a disc shape while a
radial flux device have a more cylindrical shape as illustrated in Fig. 1.6.
Figure 1.6: Typical external shape of a (a) radial and (b) axial flux device [14]
As discussed earlier, the torque generated in rotating devices is increased with diameter
but it is scaled differently for different device topologies. This is because the torque is
proportional to the cube of the diameter for an axial flux device while it is proportional
to the square of the diameter for a radial flux device. Thus, an increase in diameter of an
axial flux device would yield a greater increase in torque when compared against a radial
flux device of a similar volume [35][36]. However, the increase in diameter of an axial
flux device is limited by the strength of the rotor-shaft joint due to the limited contact
area between the shaft and disc shaped rotor. In addition, the disc shaped rotor also
improves circulation of the internal air leading to better ventilation and cooling [37]. The
advantages brought about by the new topology has led to improved torque density over
radial flux devices [38].
The axial flux topology comes in a few variants of the base configuration [32]. One of
the design variant is the single or double sided stator arrangement as illustrated in Fig.
1.7. For the double sided stator arrangement, the rotor can be external to the stator or
internally enclosed as shown in Fig. 1.7(b), (c) and (d). The double sided internal rotor
design leads to less magnets being used by virtue of the design. The magnetic performance
is generally improved with the introduction of a ferromagnetic core in the stator but at
the expense of introducing core losses. For devices with a stator core, the windings can
be embedded into slots in the stator such that the effective air gap is reduced. A slot less
design would have a larger air gap which means more magnet material is needed and it
also leads to eddy current loss in the windings. Slotted device leads to a much smaller
effective air gap meaning that smaller magnets can be used. However, the slots caused
surface loss to be generated on the magnets.
Some features of the axial flux permanent magnet motor like its high torque density
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Figure 1.7: Basic topology of an axial flux permanent magnet motor: (a) single-sided
slotted device, (b) double-sided slotless device with internal stator, (c) double sided
machine with slotted stator and internal PM rotor, (d) double-sided coreless device with
internal stator. 1-stator core, 2-stator winding, 3-rotor, 4-Permanent Magnet, 5-frame,
6-bearing, 7-shaft [32]
and efficiency makes it particularly suited for vehicular applications [39]. In addition,
the possibility of achieving precise speed control with modern power electronics makes
it suitable for the variable speed operation required in a vehicle. Moreover, the disc
shape makes it suitable for mounting near the wheels of the vehicle. All these factors
make it a good traction motor for direct drive of the wheels of a vehicle without the
need for mechanical transmission. Moreover, the compact design leads to space saving
on the vehicle and facilitates its integration with the other power systems in a hybrid
vehicle. Other applications of the axial flux permanent magnet synchronous machine
have been reported in power generation, servo applications and in domestic appliances
[40]. The demand for high performance motors in the electric and hybrid electric vehicle
industry have led to increased research effort in axial flux permanent magnet motors
[41][42][43]. The current research focus is on increasing power density through improved
cooling, improved efficiency through better design and use of materials [44].
1.2.2 Permanent magnet linear motor
Linear motors are commonly used in transportation systems and for industrial automa-
tion. For instance, linear motors can be used to provide traction for a train or to power
the feed drive of a machine tool. Although the required linear motion can be generated
from rotary motors through the use of a transmission gear, the end result is not always
desirable and often less effective than a direct drive system. For instance, the majority of
machine tool feed drive systems are powered by rotary motors via a ball screw and nut
assembly to translate the rotary to linear motion as illustrated in Fig. 1.8 [15]. However,
the screw and nut assembly lack rigidity coupled with the flexibility in the coupling and
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motor shaft makes it unsuitable for precise positioning. Moreover, non-linear effects like
whiplash and friction in the screw and nut assembly make it difficult to achieve positioning
accuracy.
Figure 1.8: Machine feed drive driven by a linear motor and rotary motor with a ball
screw mechanism [15]
Alternatively, the feed drive can be driven directly by a linear motor which overcomes
some of the limitations of a conventional drive system. Linear motors have higher me-
chanical stiffness, lower inertia and zero backlash. This means more accurate positioning
while at the same time having a larger response bandwidth compared to conventional
positioning systems. In addition, linear motors can generate high thrust force leading to
higher acceleration and rapid motion of the payload which is desirable from an automa-
tion point of view [45]. A linear motor is equivalent to a sector of a rotary motor laid out
flat and they do come in different configurations as well. The majority of linear motors
make use of permanent magnets in the movable part while the winding is distributed in
the stator [46]. Instead of having a radial bearing found in a rotating device, a linear
guide way is necessary to keep the movable part moving in a straight course.
The higher response bandwidth and increased stiffness makes linear motors suitable for
use in precision positioning systems [47]. However, several problems exist in the current
design that limit further improvement in performance. Conventional bearing systems such
as a linear guide way often used in conjunction with linear motors still suffers from the
effects of friction. The non-linear electromagnetic field effects such as magnetic hysteresis
and saturation in the stator core affects the precise position control [48]. Moreover, the
heat generated in the stator and magnets needs to be dissipated effectively in order to
minimize thermal distortion of the feed drive system and machine structure which can
lead to positioning errors [49]. In order to overcome some of these limitations, recent
developments of linear motors have reported the use of frictionless bearing systems such
as air bearings for long stroke devices and flexure mechanisms in high precision positioning
systems [50][51].
The demand for high quality finishing and the miniaturisation of manufactured parts
have driven the research into precision manufacturing systems [19][20]. In particular, the
application of linear motors for tool or work piece positioning in such systems have led
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research efforts towards improving the positioning accuracy of such devices. Effective
disturbance rejection is an important area of investigation for the reliable operation of
such systems [52][53].
1.3 Thermal aspect of electric motors
The basic principle of electromagnetic energy conversion process was presented in an
earlier section and it can be concluded that the output performance of an electric motor is
largely dependent on the electromagnetic design. Thus, the analysis of electric motors has
been focused on the electromagnetic consideration which is well documented in textbook
on electric machines [21][23][22]. The thermal performance is implicitly considered during
the design process by balancing the electromagnetic output and losses. However, the
recent increase in publications reporting detailed thermal analysis of such devices is a
growing trend [54][55]. Earlier attempts were made to offer application guidelines such as
setting an operating temperature limit for motor thermal protection [56][57]. However,
such application guidelines do not offer any insights into improving the performance of
the device.
In recent years, thermal analysis of electric motors have gained wide interest and grow-
ing importance driven by new global trends leading to new applications requiring high
performance electric motors. There is an increasing requirement for more compact devices
with higher power density and efficiency in the transport, industry and power generation
sector [58][59]. The power density of the device is limited by its ability to withstand the
temperature rise caused by thermal loading. Thermal loading can be minimized either by
reducing the internal heat generation or enhancing the heat dissipation. The ratio of rate
of heat dissipation to the rate of heat generation is a good gauge of the thermal efficiency
of the device. The benefit of having a better thermal design is a device with higher power
density [60].
As discussed in section 1.1, device sizing is guided by the underlying relationship be-
tween the output and external dimensions. However, sizing consideration also needs to
account for the temperature response of the device. This is because the maximum power
output is limited by the material temperature limit. Components such as the wire insula-
tion, winding impregnation, bearings, sensors and magnets are sensitive to temperature.
The components’ temperature rise causes material degradation over time and failure if
limits are exceeded. Material degradation can reduce the device’s lifespan and also lead to
temporary or permanent performance degradation. Winding temperature has the largest
effect on the lifespan of the device as the winding insulation lifespan exponentially de-
creases with temperature [61]. Moreover, the windings are susceptible to transient heating
which may result in higher than expected temperatures.
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Figure 1.9: Typical life span of winding insulation as a function of temperature [62]
The growing demand for more efficient electric motors has led to the applications of high
energy density magnets like Neodymium Iron Boron (NdFeB) permanent magnets in high
performance electric motor. This has led to more in-depth thermal analysis particularly in
the area of magnet temperature prediction. The magnetic behaviour of permanent mag-
nets is known to change with temperature. Although different type of magnets responds
differently with temperature changes, most magnets would lose their magnetic strength
at elevated temperature [23][27]. The effect can be temporary or permanent depending
on the temperature and magnetic loading on the magnet. This effect is important as the
output performance of such devices is dependent on the magnetic field strength as dis-
cussed in section 1.1. Therefore, it is useful to have knowledge of the magnet temperature
to prevent permanent or temporary loss of output due to demagnetization.
The analysis of magnet temperature is complicated by the fact that magnets are usu-
ally located on the rotor. This makes it difficult to have direct measurements of magnet
temperature which means that indirect predictions using mathematical models are par-
ticularly useful [59]. However, the heat transfer between the magnet and stator is com-
plicated by the complex flow structure in the narrow air gap. The magnet temperature
rise can be significant because the magnet is usually isolated on the rotor. Moreover, the
magnet is subjected to surface heating from localized eddy current loss which occurs for
some device configurations. The application of permanent magnets in high performance
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devices has led to an expansion of new design configurations. The implementation of
new topologies in the development electric motors has in turn driven the need for more
thermal analysis [9]. The lack of prior knowledge of the thermal behaviour of devices with
new topologies has led to greater effort being invested in thermal analysis.
Heat generation is caused by mechanical and electromagnetic losses[23][27]. Mechani-
cal losses refer to the friction losses in the bearing system and viscous loss caused by the
motion of the rotor. The electromagnetic losses generated in the test device are caused
by resistive heating of the stator winding, eddy current heating and hysteresis behaviour
of the stator core while the permanent magnets are also subjected to eddy current heat-
ing [63]. The electromagnetic losses are directly affected by the electromagnetic design.
Therefore, it is imperative that careful consideration is given to the electromagnetic de-
sign to limit heat generation. However, as discussed in section 1.1, the electromagnetic
design is largely dictated by the output performance requirement.
For a given electromagnetic design, the thermal efficiency can be improved by increasing
the rate of heat dissipation. Heat dissipation occurs naturally by passive or active cooling
methods. Passive cooling is driven by the natural processes that arise due to the device
operation. Natural convection cooling of the external housing or the forced convection
caused by the enclosed flow in the air gap of an electric motor are examples of passive
cooling. Improvements of passive cooling can be achieved by careful design or innovative
use of material [42]. Alternatively, the cooling capacity can be increased through the
introduction of active cooling systems. For example, having through flow in the air
gap and using water jackets to remove heat directly from the winding or through the
housing. Other novel cooling techniques have also been explored in high performance
electric motors like submersible and spray cooling [64]. Passive and active cooling can be
enhanced through comprehensive thermal analysis.
1.3.1 Thermal analysis methods
The different approach towards the thermal analysis of electric motors can be classified
into two broad categories. The current methods of thermal analysis are based on analytical
or numerical methods of solving the governing heat and mass transfer equations [65].
Heat transfer occurs through conduction, convection and radiation depending the on the
medium. Different governing equations describe the different mechanism of heat transfer.
The governing equations refer to the Fourier heat equation that describes conduction
heat transfer in solids. The Navier-Stokes, continuity and energy equations are required
to completely describe the heat transfer in a fluid while radiation heat transfer is described
by a set of non-linear equations.
Analytical methods make use of mathematical techniques to solve the governing differ-
ential equations for an exact solution of the temperature field to a given input, initial and
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boundary condition. It is possible that an exact solution does not exist due to undefined
boundary condition or simply because it is not practical to derive an exact solution due
to the mathematical complexity. For example, the thermal analysis of physical systems
often involve fluid flow over complex geometries such as the internal flow in an electric
motor. Obtaining exact analytical solutions to the set of differential equations for such
problems are not straightforward. In such cases, some simplifying assumptions can be
made to reduce the complexity of the problem often with minimal effect on the accuracy
of the solution [66].
The problem can be reduced in complexity by deriving the steady solution if the time
dependency of the problem is non critical. Uniform boundary conditions such a constant
temperature or heat flux condition is often prescribed at the boundary which is a good ap-
proximate for most physical problems. The dimension of the problem can also be reduced
by careful inspection of the geometry for symmetry. For example, the axis symmetric de-
sign of electric motors allows a three dimensional analysis to be reduced to two dimensions.
A particular useful method of analysis is based on a non-dimensional analysis of the gov-
erning equations. This allows the grouping of variables into non-dimensional parameters.
The introduction of non-dimensional parameters effectively reduces the working variables
in the problem. This method is particularly useful for geometric analysis since similar
designs of different dimensions can be compared through the non-dimensional parameters.
Another form of analytical solution is derived from the principle of conservation of
energy and mass in a control volume [67]. The thermal analysis of a system can be
simplified by dividing it into sub domains where exchange of energy and mass occurs
between them. This reduces the dimension of the governing equations significantly by
transforming a continuous three dimensional problem into a discrete one dimensional
thermal circuit. The thermal circuit can be applied as a heat transfer or flow analysis. In
a heat transfer analysis, the heat flow in the circuit is related to the temperature gradient
by the thermal resistance of the heat path. In a flow analysis, the flow rate is related to
the pressure gradient as determined by the flow resistance.
The main benefit of a thermal circuit analysis is its ease of set up and computation
efficiency. The application of such an analysis is intuitive to engineers who are already
familiar with electrical circuit analysis. The thermal circuit is analogous to an electric
circuit and the basic rule for analysing electric circuits applies directly to a thermal circuit.
However, the simplification of the governing equations in a thermal circuit analysis would
yield only an approximate solution. The accuracy of such a heat transfer analysis depends
on how well the thermal circuit is able to accurately capture the main paths of heat
transfer. It also depends on how accurately the lumped parameters that describes these
heat transfer paths can be determined.
The lumped parameters refer to the thermal capacitance and thermal resistance [67].
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Figure 1.10: Example of a thermal circuit of an electric motor [68]
A thermal circuit can be represented by a series of elements each with its own thermal
capacitance which are connected to each other by a network of thermal resistances as
illustrated by one such thermal circuit in Fig. 1.10. Heat flows through the thermal
circuit much like how current flows in an electrical circuit. The rate of heat transfer
around the network is determined by the thermal resistance of the paths which gives rise
to the temperature gradient between elements. The thermal capacitance of an element
is given by the product of its volume, specific heat capacity and density. The evaluation
of the thermal resistance is a little more involved depending on the mechanism of heat
transfer i.e. conduction, convection and radiation. The thermal resistances are calculated
from the material properties and critical dimensions depending on the geometry of the
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element.
The conduction thermal resistance is dependent on the thermal conductivity of the
material, the effective area and length of the conduction path. The evaluation of the
conduction thermal resistance is straightforward for regular geometries made of isotropic
material. The convection thermal resistance is dependent on the heat transfer coefficient
and effective area of the solid-fluid interface. The heat transfer coefficient characterizes
heat transfer at the solid-fluid interface which is dependent on the flow velocity and flow
condition over the surface. Heat transfer coefficients for flow over regular geometries like
cylinders and discs have been evaluated analytically and validated by measurements. Such
correlations are well documented in major textbooks on heat transfer [67][66]. Radiation
thermal resistance between two surfaces is defined by the emissivity, effective area of
radiative heat transfer and temperature difference between the two surfaces. The effective
area is corrected by the view factor for any obstructions between the two surfaces. The
emissivity for different materials and surface finish are also available in major textbooks
on heat transfer.
The complexity of lumped parameter models used in thermal circuit analysis has in-
creased over the years. However, having dense network of thermal resistances makes the
calculation tedious which leads to long set up and computation time. Thus, the benefit
of such an analysis diminishes with increasing complexity of the thermal circuit. At the
highest level of segmentation, such a method is equivalent to the solution of the heat
conduction equation obtained from numerical methods such as Finite Element (FE) and
Finite Difference (FD) method. The difference between the methods lies in the shape
of the elements. The elements of a thermal circuit can have arbitrary shapes while the
elements in the FE or FD method of discretization have regular shapes.
By having a much higher level of discretization, the numerical method would yield
more spatial temperature information making it possible to identify temperature hotspots.
However, this also means a longer setup and computation time over the lumped parameter
model. Knowledge of the thermal properties similar to those used to determine the lumped
parameters in a thermal circuit analysis is also required to set up the numerical model.
This means that the numerical model may not necessarily result in better temperature
prediction. The accuracy of the simulated temperature is still limited by the knowledge
of the thermal properties and boundary conditions.
Numerical methods are useful for evaluating the conduction heat transfer in complex
geometries. For example, a Finite Element model is used to simulated the temperature
distribution in the slot winding of an electric motor as shown in Fig. 1.11. The numerical
model can be use to calculate the equivalent thermal resistances of complex geometries.
It can serve as a basis for comparison with the lumped parameters in a thermal circuit
analysis. The other advantage of the numerical method is its ability to account for the
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Figure 1.11: Finite Element model of the slot winding of an electric motor [9]
possible uneven heating in the computation domain. The lumped parameter model, on
the other hand, assumes that the heat generation is uniformly distributed in each element
which can represent a whole device or component depending the level of segmentation.
Another useful thermofluids method is a Computation Fluid Dynamic (CFD) analysis.
CFD analysis is performed by solving the governing equations of fluid motion numerically
either by Finite Volume (FV) or Finite Element (FE) method. The increasing compu-
tation power of modern computers and the large selection of commercial software that
performs such analysis have led to its widespread adoption for thermal analysis. CFD
analysis is useful for investigating the nature of both internal and external flow in electric
motors [69]. The fluid flow over complex geometries can now be analysed by visualization
of the velocity field obtained from the CFD analysis as illustrated in Fig. 1.12. It gives
designers the insight to identify possible geometric changes that could enhance the cooling
of a particular design. As discussed earlier, the heat transfer at the solid-fluid interface
is characterized by the heat transfer coefficient which can now be evaluated for complex
geometries through a CFD analysis.
The usefulness of a CFD analysis is extended by integrating the solid domain together
with the fluid domain heat transfer and fluid dynamics analysis in what is sometimes
known as a Conjugate Heat Transfer (CHT) analysis. The computation for the solid
and fluid domain is performed concurrently since the solution is coupled together. It
should be pointed out that all numerical methods would require discretization of the
computation domain for a solution to be obtained. Discretization is achieved through
mesh generation which is done in a pre-processing stage. A fine mesh would be required if
small features like a narrow channel and other sharp contours are present in the geometry.
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Figure 1.12: Computation Fluid Dynamic analysis of external flow over an electric
motor [9]
A fine mesh would mean a longer set up and computation time. Practical steps can be
taken to reduce the mesh size. Small features in the geometry that are not significant
to the analysis should be removed. Periodicity in the geometry can be assumed when
appropriate and subdividing the computation domain into regions which have different
mesh density also helps to reduce the mesh size.
1.4 Thermal management: an integrated approach of
design, monitoring and control
The preceding discussion describes the working principle of electromechanical energy
conversion, classification of different types of electric motors, presentation of some appli-
cation examples, the thermal aspect of electric motors and the current methods of thermal
analysis. In this section, a discussion of the current trends in the development of methods
for the design analysis, conditioning monitoring and control of electric motors will be
presented. The limitations of the current methods and the need for new developments in
each of these areas will be discussed.
1.4.1 Design analysis
Advances in design brought about by in-depth thermal analysis of electric motors have
led to improvement in terms of power density and efficiency. The potential for improving
the heat dissipation through passive and active cooling techniques have been exploited
with the use of software tools that can perform Computational Fluid Dynamic (CFD)
analysis on complex geometries. CFD analysis is useful in predicting the heat transfer in
38
a fluid for a variety of geometries and also complex flow phenomena which has led to new
designs that enhance cooling. The extension of CFD analysis to the solid domain has led
to the coupled solid-fluid analysis known as a Conjugate Heat Transfer (CHT) analysis
which is useful tool for comparing different designs [70][71]. However, the complexity of
the model used in such an analysis means a long set up and computation time.
Figure 1.13: Motor-CAD electromagnetic thermal analysis software tool for electric
motors [72]
Analytical methods leading to approximate solutions or reduced order model has proven
to be useful tool for design analysis. Such methods are flexible in its application, require
less effort to set up and offer fast computation. For example, the application of lumped
parameter thermal models in the thermal analysis of such devices has led designers to de-
veloped customized software tools. A variety of thermal analysis software is now available
such as Motor-CAD (snapshot of user interface shown in Fig. 1.13) which is designed for
radial flux devices [72]. Such software is easy to use and particularly useful for sensitivity
or parametric analysis to identify possible design changes. It allows designers to decide
at the initial design phase which parameters are critical to the final design outcome and
if more effort needs to be invested to obtain better estimates of the parameters [73]. For
example, the convective heat transfer coefficient at a solid-fluid interface or the equivalent
thermal resistance of the slot winding can be obtained from a numerical analysis.
Alternatively, the approximate solution can sometimes be used as initial estimates in
an iterative design process. For example, the electromagnetic analysis software, Ansoft,
uses an analytical magnetic circuit analysis to generate an initial estimate for initiating a
numerical analysis. For both reduced and high order models, the accuracy of the models
depends on the knowledge of the material properties and boundary conditions which is
not always readily available. For example, the variation in the construction of the slot
windings means that estimating the thermal properties accurately can be difficult [54].
As discussed in the earlier section and summarized here briefly, both reduced and high
order models have its own advantages and limitations. It is the designer’s prerogative to
choose the best tool that accurately represents the performance of the device given the
constraint of the design process in terms of time and cost. A careful application of the
different models for specific analysis in the design process can lead to improvements in
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the accuracy of the predictions and also time saving.
Nevertheless, the drive for more in depth thermal analysis in high performance devices
has led to a closer integration of the different aspects of design. The inter dependence of
the electromagnetic and thermal aspect of the device on its performance means that ap-
proaching the design in an integrated manner would yield a better overall design [74][75].
Some commercial software such as Motor-CAD now incorporates such coupled thermal
and electromagnetic analysis. As the output performance and efficiency of such a device
is affect by its thermal behaviour, having accurate means of predicting the thermal re-
sponse of the device would mean a more realistic performance map. Without a coupled
electromagnetic and thermal analysis such performance map could only be obtained by
direct testing which is a time consuming process. In fact, the current approach has ex-
panded to multi-physics consideration that includes not only electromagnetic and thermal
effects but also the mechanical design and acoustic effects in the quest of a well-rounded
designed. However, the increased complexity introduced to the design process makes it
difficult to approach it in the traditional manner.
The current method typically involves iterating through designs using computational
models to determine the design that meets the design criteria [76]. Although such an
approach would yield a satisfactory design that meets the requirement, it is a time con-
suming process and may not necessary yield the optimal design. The design process can
be automated by applying a systematic search method, like an optimization algorithm,
which is more efficient at searching for an optimal solution that yields a design which not
only meets the requirement but is optimal [77]. The optimization process automatically
takes into consideration both the design requirement and constraints while searching for
the optimum design. This is an advantage over the iterative design process since the
design requirement and constraints are often conflicting requirements which makes it te-
dious to identify the optimal design manually. The application of optimization algorithm
to the multi-physics design process would yield benefits in terms of time saving during
the design process while producing an optimal design that meets the design requirement
and satisfies the constraints.
1.4.2 Condition Monitoring
The conditioning monitoring of electric motors is critical to their stable and reliable
operation. It is useful to be able to detect and predict faults in electric motors to prevent
unnecessary downtime which can be costly to the operations. Faults in electric motors
can be broadly classified as electrical or mechanical in nature [17]. Short circuits in the
winding are often the cause of electrical faults. Mechanical faults like eccentricity caused
by a bent shaft or bearing failure are also a problem. Most of these faults will result in an
imbalance in the input voltage and current. Changes in the output will also be observed
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such as ripples in the output force or torque and a general reduction in the output. But
more significantly such fault causes an increase in the losses and thermal loading on the
device. This leads to higher operating temperature which further reduces efficiency.
Figure 1.14: Experimental plots of normalized speed spectra of a healthy (top) and
faulty (bottom) machine [17]
Faults in electric motors result in a change in the input electrical signal and also a
variation in the output performance. The most common method of fault detection is by
analysing the motor current signature [18] . This can be done by taking measurement of
the input current and applying suitable signal processing techniques either in the time or
frequency domain to identify the difference in signal from that of a ‘normal’ operation.
Such techniques have proven to be successful at detecting an array of electrical and me-
chanical faults. Thus, it is by far the most common method of conditioning monitoring
though it is not always able to distinguish between the causes of the faults. Advances in
this area have reported high fidelity frequency domain analysis which is able to identify
a specific fault from the frequency spectrum of the input current. Improvements in de-
tection have also been reported with the use of advance algorithms like neural networks
and fuzzy systems to make decisions on the presence of faults from the measured signal.
However, such systems would be costly to implement across a broad range of devices but
maybe more suited for specific applications that has less tolerance for faults.
There is a recent move towards other less conventional means of conditioning moni-
toring. Such methods make use of alternative signals such as electromagnetic field mea-
surements using search coil, vibration measurement, chemical analysis and temperature
measurement [78]. Most of these methods are suited for specific application but some
would require additional sensors to be installed in the device which is undesirable as it
adds cost. However, the conditioning monitoring using temperature measurement have
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practical advantages since temperature sensors are embedded in most devices as part of
the thermal protection system of the device. The internal temperature rise during op-
eration is a direct result of losses generated in the device. One of the symptom of a
faulty device is an increase in loss generation. Therefore, temperature changes could be
a useful indicator of the underlying fault. There is a growing interest towards thermal
phenomenon in the area of conditioning monitoring [79][80].
The interest in thermal phenomenon is driven in part by the use of permanent magnets
in electric motors used in safety critical applications like transportation, aerospace and
health care. Demagnetization faults in permanent magnet devices are mainly caused by
thermal phenomenon. Therefore, it is important to monitor the magnet temperature to
prevent reliability issues in such devices. Practical measurement of the magnet tempera-
ture is challenging because the magnets are usually mounted on the rotor. Development
of accurate thermal model that can predict magnet temperature in real time would be
useful for conditioning monitoring [81]. However, difficulty still persists in estimating the
magnet temperature accurately from such mathematical model because of the complexity
of the heat transfer between the stator and rotor.
Figure 1.15: A failed electric motor at the end of 10 days of accelerated
thermo-mechanical stress life test at 255 ◦C with frequent start-stop cycles [82]
The thermal protection of electrical motors is still the primary concern for their safe
and reliable operation. The majority of electrical failure in such devices is caused by
overheating of the winding insulation as illustrated by a failed device in Fig. 1.15 [82].
Such failure is particularly common since temperature hot spots are often located in the
winding. This is made worse by the fact that insulation lifespan is reduced exponentially
with temperature rise. The practical limitation of temperature sensors is also an issue.
The slow response of temperature sensors may not accurately reflect the true extent of
temperature rise in the device especially during period of transient thermal loading [72].
The effect is particularly pronounced in devices designed for cyclic loading. For ex-
ample, high performance electric motors used in vehicles are put under long drive cycles
that are characterized by many periods of transient. Accurate knowledge of the transient
thermal behaviour can be beneficial in such cases whereby the device can sometimes be
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subjected to transient periods of overload. This also yields additional benefit in terms of
performance by increasing the instantaneous power capacity of the device without incur-
ring a weight penalty. The potential increase in power capacity with transient overloading
is illustrated in Fig. 1.16.
Figure 1.16: Potential increase in power capacity with transient overloading [1]
1.4.3 Control techniques
In order to operate the electric motors reliably, some form of control over the device
is necessary to achieve the desired output performance requirement of an application.
Typically such devices are used in applications requiring position, speed, force or torque
control. For example, devices used for servo positioning requires precision control of the
output position. Some electric motors used in industrial processes such as those used
to drive pumps would require a constant output speed. However, the recent trend is an
increase in variable speed applications which requires more sophisticated speed control
[83]. The applications of electric motors in vehicles have also led to the development direct
torque control [84]. Some novel application of electric motors in manufacturing processes
like imprinting requires precise position and force control [85].
Output control can be achieved if the input-output relationship of the system is known.
The relationship can be obtained through a calibration test or derived mathematically
from first principles. Such a control method works well only for simple systems where the
input output relationship is unique and repeatable. The method fails when there is inter-
nal or external disturbance which is not accounted for in the input-output relationship.
Alternatively, more robust control of the device can be achieved using a feedback control
method. In a feedback control method, the output is measured and compared against the
target as a means to adjust the input to move the actual output towards the target in
time.
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Figure 1.17: Block diagram illustrating a feedback control strategy
A feedback controller is illustrated by a block diagram in Fig. 1.17. It is effective
for compensating the effects caused by external disturbances or internal variations of the
device parameters during operation. The effectiveness depends on the choice of the com-
pensator used in the design of the controller. In most feedback controllers, a combination
of the error signal, its derivative and/or its integral is used as feedback for output correc-
tion. Other more advance controllers can also deal with non-linear effects such as friction
and hysteresis behaviour [86]. Adaptive controllers such as those using iterative learning
techniques have also been implemented to minimize disturbance in a precision electromag-
netic actuator caused by unknown dynamics. Such advance controllers are particularly
useful when the cause of the disturbance is unknown [87].
When the disturbance can be characterized quantitatively then a more direct approach
of compensation can be adopted. As discussed earlier, the electromagnetic parameters of
a permanent magnet electric motor are temperature dependent. A change in operating
temperature of the device would lead to a change in output force or torque [88]. In some
specific application, the effects of temperature change have a particularly large effect
on the output performance. In precision positioning systems, the temperature rise in
the device results in the thermo elastic changes in the material which affects the final
positioning accuracy of the system [89]. The undesirable effect as a result of temperature
change is termed thermal disturbance which can be from external or internal sources.
External thermal disturbance can be caused by a change in ambient temperature while
internal thermal disturbance is primarily caused by the heat generation from conversion
loss.
Having an accurate representation of the effects of thermal disturbance on output per-
formance is useful in developing a compensation model [90]. A well-adapted compensation
model would reduce the need for developing more sophisticated controller that may not
necessarily yield better disturbance rejection. However, the complex and dynamic nature
of disturbance means that accurately capturing its effects is not straightforward. Adap-
tive models that are able to respond to changes in the operating parameters by making
use of the available input measurements would be suitable for modelling the disturbance.
Such model based method of output control and disturbance minimization would also
reduce the need for output monitoring using sensor measurement. This is beneficial as
on-line output measurement is not always practical because of operational difficulties or
desirable because of the cost of additional sensors.
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1.5 Focus and aims of research
The demand for high performance electric motors in industrial, transport, power gen-
eration and other emerging applications have driven research to further enhance their
performance. Two permanent magnet electric motors targeted for use in transport and
precision manufacturing applications are selected as test cases in this thesis. The first case
study is a high power axial flux permanent magnet motor developed by EVO Electric Ltd.
which is designed for vehicular applications. The EVO AFM130-3 is capable of delivering
a nominal power of 64 kW across a speed range of 0-8000RPM producing a nominal torque
of 145 Nm with a peak efficiency of 95.1%. The second case study is the Flexure Elec-
tromagnetic Actuator (FELA) which is a high precision permanent magnet linear motor
designed by the Singapore Institute for Manufacturing Technology (SIMTech) targeted at
precision positioning applications. The device is capable of linear positioning accuracy of
up to ±20nm with a stroke length of up to 500µm with a maximum actuation speed of
up to 100mm/s. The two devices are illustrated in Fig. 1.18 together with a summary of
their performance specification.
Figure 1.18: High power axial flux permanent motor and high precision permanent
magnet linear motor
The objective of this research is aimed at improving the performance of permanent
magnet electric machines in terms of the power density, efficiency and reliability through
comprehensive thermal management. In the proposed method, thermal management is
achieved through an integrated approach of design, monitoring and control.
 Design analysis is aimed at maximizing the power density and efficiency
by balancing the electromagnetic output and losses through an optimiza-
tion method. The importance of the multi-physics design consideration, accuracy
of the mathematical models used and reduction of the computation time during the
optimization process are addressed.
 Conditioning monitoring is aimed at ensuring reliable operation and en-
hancement of the power output during continuous cyclic operations using
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reduced order thermal models. The importance of thermal protection against
transient overloading, sensorless magnet temperature monitoring and fault detection
are addressed.
 Model based control is aimed at minimizing disturbance during operation
and improving reliability through a closed loop control strategy. The im-
portance of effective disturbance rejection through accurate disturbance modelling
with minimal sensor utilization is addressed.
Figure 1.19: Thermal management of permanent magnet electric machines: an
integrated approach of design, monitoring and control
1.6 Outline of thesis
Chapter 1: Introduction
This chapter gives background information on the application requirements of electric
machines and the current trends in the development of such devices. An introduction
of electromagnetic and thermal aspects of electric machines will be given. Thereafter,
the discussion will focus on how the performance of electric machines can be improved
though comprehensive thermal management. The discussion will revolve around the de-
sign analysis, conditioning monitoring and control of electric machines. The chapter is
then concluded with the focus and aims of the research.
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Chapter 2: Literature review
This chapter reviews the latest published worked on the thermal management of elec-
tric motors. The discussion is divided into the three areas of design analysis, condition
monitoring and control of electric machines.
Chapter 3: Methodology
In this chapter, a qualitative description of the methods that are applied in the subsequent
analysis will be presented. The chapter starts with a the description of a magneto static
analysis. It is then followed by a presentation of the fundamentals of heat transfer.
Thereafter, analytical formulations of the electromagnetic and mechanical loss in electric
motors will be given. In the second part of the chapter, the mathematical formulation of
model identification techniques and optimization algorithms are presented.
Chapter 4: High precision permanent magnet linear motor
In the first part of the chapter, a two stage optimization method applied for the design
analysis of a linear motor is presented. This is followed by a discussion of the outcome of
the design optimization. In the second part of the chapter, the implementation of a feed-
back position control of the linear motor is shown. This is then followed by the application
of a model based compensation method for real time thermal disturbance rejection. The
details of the disturbance modelling is presented followed by the experimental validation
of the model based compensation method. The chapter is concluded with a discussion of
the results obtained.
Chapter 5: High power axial flux permanent magnet motor
This chapter shows the conditioning monitoring of an axial flux motor through an ex-
perimentally determined lumped parameter thermal model. The first part of the chapter
shows the formulation of a structured lumped parameter model and a description of the
subsequent model identification process. The outcome of model identification is discussed
through a parametric analysis of the estimated model parameters. The second part of
the chapter shows the experimental implementation of the lumped parameter model for
temperature monitoring, on-line loss estimation and output torque prediction.
Chapter 6: Conclusions and further work
This chapter gives a summary of the key research findings and results followed by sugges-
tions for further work.
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Chapter 2
Literature review
2.1 Multi-physics design optimization
The importance of multi-physics approach for electric motor design is becoming com-
mon. Coupled electromagnetic, thermal, mechanical and acoustic analysis of electric mo-
tors have been increasingly reported in recent publications [91]. Motor designers now need
consider not only the different design aspects but also their interactions during the design
process as illustrated in Fig. 2.1. Greater enhancement in performance can be obtained
by taking multi-physics interaction into account during the design process. However, the
multi-physics interaction would inevitably lead to more complicated models. Moreover,
the designer also has to consider such interactions at different operating points. For ex-
ample, the interaction between the electromagnetic losses and cooling capacity is shown
to be dependent on the operating point [58]. The scale of a multi-physics design problem
is increased considerably and the time penalty has to be weighted against the benefit of
an improved design.
Figure 2.1: Multi-physics interactions in an electric motor [91]
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2.1.1 Multi-physics modelling
The design process is now aided with commercial software packages. Such software has
allowed designers to develop models of ever greater complexity reflecting the increasing
sophistication of the design. Many of these software tools make use of numerical tech-
niques such as Finite Element (FE) or Finite Volume (FV) method to simulate the device
response. Such numerical calculations do require substantial computation effort to yield
a solution. Although the available computation power is ever increasing, the growing de-
mand for multi-physics consideration in the design process increases the dimension of the
problem considerably leading to more complex models. The drive towards more realistic
representation of the physics means that the computation power will still be a limit.
The multi-physics consideration in the design of such devices has led to the re-development
of analytical electromagnetic and thermal models. Such models were widely used before
the introduction of numerical techniques with the advent of digital computers. Exact
analytical solutions of the governing equations exist only for limited cases due to the
mathematical complexity involved in obtaining an exact solution and limited knowledge
of the boundary conditions in most practical applications. However, by making appropri-
ate simplifications to the geometry and boundary conditions, approximate solutions can
be obtained for most problems. For example, an equivalent magnetic circuit analysis is
used to determine the air gap and stator core flux density of an axial flux device [92].
Such magnetic circuits are developed based on the assumption that the flux is conserved
in the magnetic path and any flux leakage is ignored.
Similarly, evaluation of the electromagnetic losses has been simplified by deriving ap-
proximate solutions from the fundamental nature of eddy current and hysteresis behaviour
of magnetic material. Eddy current loss is proportional to the square of the rate of change
of the magnetic flux density while hysteresis loss is proportional to the maximum magnetic
flux density [27]. Such a solution has proven to be accurate based on a semi empirical
method in which coefficients and parameters used to derive the solution are determined
from empirical data. For example, the iron loss in a permanent magnet synchronous
device is evaluated from an approximated model of the eddy current and hysteresis loss
using empirically determined coefficients [93]. The evaluation of magnet loss in permanent
magnet devices have been challenging due complex interactions of the rotating magnetic
fields found in rotating devices. The magnet loss is caused by the harmonics in the flux
variation due to slotting, armature reaction and load magnetic field. The difficulty in ob-
taining accurate analytical representation of the harmonics in the flux variation remains a
challenge [94]. However, some formulations have been obtained by decoupling the magnet
loss into its components assuming that they are independent such that the principle of
superposition holds. Such analytical solutions have proven to be accurate when compared
against numerical solutions using the finite element method [95].
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Lumped parameter thermal models describing heat transfer in electric motors have
been developed based on a thermal circuit analysis. Such a method assumes that the
external convection at the surface of an object is insignificant when compared to the
internal conduction. Therefore, the analysis of complex systems of interacting objects
can be simplified by assuming a uniform internal temperature for each object so that
heat transfer occurs only across the interface. The heat transfer paths between objects
are then characterized by thermal resistances which measures the resistance of the path
to heat flow. It is dependent on the aggregated material and geometry properties of the
path giving rise to the term lumped parameters.
The pioneering work in the application of such a method of analysis to an electric
motor was shown in [96]. In this work, the author chose to use a hollowed cylinder as the
basic shape for modelling a radial flux device. The author used two T-shaped thermal
resistance network joined together to a thermal capacitance to describe the heat transfer
paths in the axial or radial direction as shown in Fig. 2.2. The device is divided into
a total of 10 segments which are connected in a network of thermal resistances. The
thermal resistance network describes the heat transfer between segments as defined by
their thermal capacitances. The mathematical description of the flow of heat between the
thermal capacitances leads to a set of coupled differential equations based on the principle
of energy conservation. The average temperature of each segment can then be determined
by solving the coupled differential equations simultaneously.
Figure 2.2: Lumped parameter thermal model of a radial flux electric motor: (a)
temperature points of interest, (b) general cylindrical element, (c) axial and radial
thermal resistance (d) electric motor thermal circuit [96]
In the preceding discussion, the cylindrical shape of a radial flux device means that a
cylindrical shape is the natural and convenient choice for segmentation. However, ever
more elaborate and sophisticated methods of segmentations have been reported recently
[68]. This is partly due to the increase understanding of the internal heat transfer mecha-
nism as a result of parallel development in other methods of analysis. For example, a two
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dimensional thermal circuit is developed for an axial flux generator to investigate the axial
and radial heat flow [42]. The internal air domain is split into segments of control volume
that are interconnected in a network of resistances as shown in Fig. 2.3. Though local
variation of the flow is not known in such an analysis, the use of averaged flow parameters
ensures that energy and mass is conserved in the control volume. The temperature and
flow prediction from such a model is compared against a numerical model obtained from
a Computational Fluid Dynamic analysis and it shown to be a close match.
Figure 2.3: Thermal circuit analysis of the internal flow and heat transfer in an axial
flux electric motor [42]
As an extension of the method, some objects are divided into isothermal regions instead
of assuming a single uniform temperature. For example, a layered winding model is
proposed to model the temperature distribution in the slot winding [54]. The layers
consist of interface gap, slot liner, impregnation, wire insulation and copper as shown in
Fig. 2.4. The variability in construction such as the randomness in packing arrangement
of the wire and presence of voids in the impregnation makes it challenging to model
the heat transfer in the slot windings. However, it is a source of heat generation and
the winding temperature is one of the limiting factors in the operation of the device.
Therefore, the need to accurately map the temperature in the winding is important. A
layered winding model has been incorporated in some design software packages that are
based on a thermal circuit analysis [72].
The application of thermal circuit analysis in the design of electric motors by designers
is becoming more prevalent due to the increased confidence in the method. This is the
consequence of the increasing number of published work validating the accuracy of lumped
parameter models [9]. The main benefit of such a model is its simplicity, flexibility and fast
computation making it suitable for use in the thermal analysis of a variety of device with
different configurations. The lumped parameter model has been developed in tandem with
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Figure 2.4: Layered winding model [54]
the other more accurate methods of thermal modelling. Thus, the premise for selecting
such the lumped parameter model for thermal analysis should be based on the accuracy
of the model against other more accurate means of modelling.
2.1.2 Design optimization
The conventional iterative design process is a time consuming process which may not
always result in the optimal design. It is possible that a particular solution that meets
the design requirement is accepted without searching for the optimal amongst all the
feasible solutions. Formulating the design problem as an inverse mathematical problem
and solving it with an optimization algorithm has its advantage [76]. An illustration of the
direct and inverse design process is shown in Fig. 2.5. Such algorithms are more efficient
at searching the design space for a design that not only meets the requirement but is
optimal or near optimal. The search takes into account the design requirement in terms
of the target performance level and constraints which are often conflicting requirements
making the direct process tedious.
The increased application of optimization techniques to the design of electric motors is
reflected in the publications. For example, a general and rational design approach using
an optimization algorithm to determine the optimal design of one such device is presented
in [97]. The work is a comprehensive design approach which includes the structure def-
inition, composition, choice of materials and dimensions of the geometry. This ensures
that the optimal design is selected within the bounds defined by the constraints in terms
of the output performance and physical dimensions. In a separate analysis, a design opti-
mization was performed on a transverse flux linear actuator to improve thrust force while
minimizing the device weight [12]. The result is often a better design but also a reduction
in the design cycle time. Though the benefit of applying optimization techniques to the
design process is apparent, the application of such techniques still remains challenging.
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Figure 2.5: Illustration of the direct and inverse design process [97]
The increasing design requirements and modelling complexity from multi-physics consid-
eration means that the application of high order numerical model to the optimization
process is still challenging.
Advances have been made in refining the design process specifically in terms of the
application of multi-physics models [98]. As discussed earlier, analytical solutions lead-
ing to reduced order models are generally less accurate than high order model derived
from numerical solutions. However, direct application of such high order or ‘fine’ models
in a design optimization procedure is often not practical and prohibitive for most com-
plex designs. The challenge lies in obtaining an accurate model with sufficient fidelity
and resolution to describe the complex multi-physics interaction while still maintaining
computation efficiency. From the discussion in the preceding section, reduced order or
‘coarse’ models based on analytical or approximated solutions have been applied in the
design analysis of electric motors. Such coarse models are expected to be less accurate
due to assumptions made during its derivation. Thus, the solution obtained from using a
coarse model in an optimization process will deviate from that of a fine model.
The fact that there exists a coarse model which requires less computation effort but
that is less accurate and a fine model which is more accurate but costly to implement
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gives rise to the concept of space mapping. A space mapping technique is applied in to the
design optimization of a linear motor in [99]. The equivalent magnetic circuit and lump
parameter thermal model used as the coarse models in the analysis is shown Fig. 2.6.
Space mapping attempts to map the solution space of the fine model to the coarse model
by a mathematical function [100]. Knowledge of such a function would mean that the
optimization can be carried out with the coarse model. The optimal solution is obtained
simply by transforming the coarse solution to the fine model solution space using the
mapping function. Alternatively, space mapping is sometimes applied to the output or
response which is then known as the output space mapping.
Figure 2.6: Reduced order (a) magnetic circuit and (b) lumped parameter thermal
model [99]
The most common basis function used for mapping is the polynomial function while
statistical methods like a radial basis functions have been explored in more specific appli-
cations [101]. The key step in space mapping is the parameter extraction process which
determines the parameters of the unknown mapping function. In the original Space Map-
ping (SM), a least square algorithm is used for parameter extraction [102]. Such a method
requires a finite number of fine model evaluations prior to the optimization process to ini-
tiate the parameter extraction process. The number of evaluations required depends on
the order and dimension of the mapping function. This method is not suited for highly
misaligned models which may require a high order mapping function and hence overrides
the benefits of using space mapping in the first place.
The Aggressive Space Mapping (ASM) is a later development which allows for iterative
parameter extraction during the optimization process. The aim in each step of the pro-
cess is to minimize the deviation between the coarse and fine solution through a mapping
function. The deviation which is commonly known as the residual vector is minimized
in a sub routine giving rise to an additional set of equations that needs to be solved. A
quasi-newton method is used to update the coarse solution in each step of the process
such that it approaches the fine solution [100]. The parameter extraction process is an
intermediate step of the main optimization process. The resulting nonlinear equations
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from the parameter extraction process is solved using a Bryoden update method to esti-
mate the Jacobian matrix of the residual vector [103]. It is a numerical method based on
an iterative search algorithm. It suffers from the limitations of numerical methods such
as convergence difficulties and sensitivity to the initial estimates.
Another more recent approach is termed output space mapping in which the space
mapping is performed on the output or response rather than on the input [104]. This
method overcomes some of the limitations of input space mapping. The exact match be-
tween the coarse and fine model solution at the optimum point is not always possible using
input space mapping. This is because some coarse and fine models have fundamentally
different response functions which cannot be matched using input space mapping. This is
especially so when the coarse model response deviates substantially from the fine model
near the optimal point. Output mapping can overcome this problem by introducing a
transformation of the coarse model response using a mapping function. In principle, any
form of output mismatch can be modelled using a polynomial function based on Taylor
approximation of the unknown function. The coarse model is replaced in the optimiza-
tion process by an output corrected ‘surrogate’ model. The use of surrogate models in
the design optimization of complex systems have been applied in a variety of fields [101].
A surrogate model offers a good balance between accuracy and computation effort which
is useful in design optimization.
The application of optimization algorithms to the design of electric motors is particu-
larly challenging because of the discrete nature of some design variables. The dimension
of the wire used for constructing the field or armature winding is a critical design param-
eter. However, the copper wires used in the winding typically come in diameters based
on the American Wire Gauge (AWG) standard [105]. Thus, the wire diameter can only
have discrete value based on this standard. The number of poles in an alternating current
device is also a critical design consideration as it has a significant effect on the electro-
magnetic performance. The number of poles is usually an even number due to the pairing
of poles. The preceding discussion shows that some of the design variables are discrete in
nature while others are continuous. This leads to a class of optimization problem known
as mixed variable optimization.
The solutions of mixed variable problems are typically enumerative in nature either
partially or in full. A full enumerative algorithm is generally less efficient for problems
with large number of variables as all possible solutions are explored. Partial enumeration
makes use of the principle of dichotomy and are based on an interval analysis [97]. The
majority of optimization algorithms available today work well with continuous objective
functions and variables. The application of such algorithms to the optimization of a
mixed variable problem is not direct but modifications can be made to the algorithm. If
the objective function is continuous and differentiable then a branch and bound method
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with local minimization is an efficient method of searching for the optimal feasible solution
[106].
The main idea is to subdivide the solution space into smaller domains and search
for the optimal solution in these sub domains. Branching is a process of creating these
subdomains by subdividing the solution space based on interval analysis. The process
is followed by solving the subproblems as continuous optimization problems with new
constraints to limit the solution to the subdomain. Subdomains that do not yield solutions
that are better than the current best are fathomed given that the optimal solution cannot
exist in this sub domain based on the principle of dichotomy. A multi-objective mixed
variable optimization is applied in [107] for the design of an electromagnetic actuator. The
design variables include in the analysis is the external length (L), diameter (D), number
of pole pairs (p), thickness of the magnet (la) and winding thickness (E) as illustrated in
Fig. 2.7. This is one of the earlier attempts at performing a combined electromagnetic and
thermal design optimization with mixed variables. A deterministic global optimization
method was used based on a branch and bound method to deal specifically with the
discrete design variables like the number of pole pairs.
Figure 2.7: Electric motor geometric model and key design variables identified for design
optimization [107]
2.2 Condition monitoring and fault detection
The cause of failures in electric motors are classified into electrical, mechanical and
environmental related factors. They share an almost equal proportion of the total failures
of electric motors used in industry as reported in some reliability surveys [79]. Electrical
faults are primarily caused by insulation failure due to insulation deterioration over time
and sometimes due to persistent overloading. Mechanical failures come in several forms
such as eccentricity caused by a bent shaft or bearing failure caused by poor lubrication.
Environmental related failures are caused by environmental changes such as a higher than
normal ambient temperature, increased moisture in the air or reduced ventilation.
The majority of failures in such devices are caused by heating of the internal com-
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ponents. The failure of the winding due to heating is particularly common since the
temperature hot spots are often located in the winding [108]. The wire insulation are
constructed differently to have different tolerances for temperature. Organic materials
such as cotton or vanish have lower temperature tolerance while synthetic materials like
fiberglass and silicon resin which are more resistant to aging effects due to temperature.
Thus, wire insulation is classified according to the maximum working temperature it can
withstand before degradation occurs based on the NEMA standard of A, B, F and H
[22]. Insulation class A has the lowest temperature limit of 105°C followed by class B, F
and H at 25°C increment. The temperature classification of the insulation refers to the
maximum winding temperature at which the insulation can be operated at to yield an av-
erage life span of 20,000 hours. However, the average lifespan is reduced by half for every
10°C increase in temperature beyond the limit. Thus, overheating of the winding has a
significant effect on the life span of the insulation and it is the major cause of premature
failure of such devices [109][110].
2.2.1 Magnet temperature monitoring
The preceding discussion shows how the thermal limit of an electric motor is imposed by
the insulation material. In some devices an additional thermal limit is caused by the use of
permanent magnets to generate the magnetic field. The magnetic field strength affects the
efficiency of the energy conversion process and limits the maximum torque capability of the
device. The magnetic field strength produced by a permanent magnet is dependent on its
temperature. It is well documented that the residual magnetic flux density of permanent
magnets are reduced with temperature as measured by the temperature coefficient [111].
The temperature coefficient for a Neodymium Iron Boron (NdFeB) magnet is between
−0.11 and −0.13%/◦C. The resulting decrease in magnetic field strength in itself is
undesirable but reversible in most cases.
In some devices, the permanent magnet undergoes cycle of demagnetization during
the operation [112]. However, the permanent magnets are carefully selected so that they
operate within the linear portion of the demagnetization curve to prevent permanent
demagnetization. If the magnets are exposed a demagnetizing field that is sufficiently
strong, a permanent loss of residual magnetic flux density is certain. Demagnetization can
be illustrated using the B-H curve of the magnet. A rise in magnet temperature effectively
shifts the demagnetization curve in the way shown in Fig. 2.8. This result in a reduction
of the demagnetization field strength needed to cause a permanent demagnetization of
the magnet. Therefore, operating a permanent magnet device at elevated temperature
in the presence of a demagnetization field is not recommended and should be avoided to
prevent permanent loss of performance.
The reduction in output torque or force capability of a device is not desirable as it
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Figure 2.8: Typical demagnetization curve of a Neodymium Iron Boron permanent
magnet and the effects of temperature on the demagnetization characteristics [112]
represents a loss of useful power. In many applications, maintaining a constant level of
output is essential, such as providing traction power to a vehicle. Therefore, understand-
ing the effect of magnet temperature variation on the output capability of a device is
important. Having such knowledge would mean that the effect can be predicted and even
compensated for during operation. For example, it was found that the output capability
of a permanent magnet device is reduced by up to 15% when a magnet temperutre of
150◦C is recorded while a constant input current is supplied [111]. Correspondingly, the
efficiency of the device is decreased with increased magnet temperature.
The need for thermal protection is apparent for the reasons discussed earlier. It is a
common practice in industry for manufacturers to supply the operators with data of the
thermal behaviour of the electric motor under normal conditions [57]. This is usually in
the form of the maximum temperature rise of the device corresponding to a steady and
continuous operation under normal loading conditions. The devices are fitted with ther-
mal sensors to give the operators actual temperature measurement under real operating
conditions. Deviation of the working temperature from the expected temperature would
indicate abnormal operations and possible faults. Such a thermal protection system is
now incorporated as part of motor control. This is the basis on which most thermal
protection systems currently operate.
There are practical limitations to the current motor thermal protection systems [79].
Firstly, the thermal data provided by the manufacturers typically relates to steady state
operations. It is difficult for operators to relate steady state behaviour to the rapid
heating that is observed during period of transient operations. Moreover thermal limits
for different starting conditions are also not readily available. Besides that there is limited
information on the transient behaviour during overload conditions or stalled operations.
Typically a rough estimate of the maximum allowable temperature that the device can
withstand is given in terms of a time limit which is the maximum duration of stall or
overload before permanent damage.
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The practical limitations and difficulties of temperature measurement is also a chal-
lenge in motor thermal protection. The delayed response of temperature sensors may not
accurately reflect the true extent of temperature rise in the device [113]. The effect is
particularly pronounced during cyclic operations when large temperature changes occur
over a short time. Practical measurement of the rotor temperature is also challenging.
Such a limitation is particularly significant in devices where the magnets are mounted
on the rotor. Direct magnet temperature measurement in some devices have been re-
ported but these devices are under development and testing [114]. As discussed earlier,
demagnetization of the permanent magnet is worsened at elevated magnet temperature.
The ability to monitor the magnet temperature is therefore a critical requirement for safe
operation [115].
As discussed in the previous section, numerical and analytical multi-physics models
have been developed for the purpose of design analysis. It is necessary for designers
to have such models to determine the limits of the performance of the device before
production. However, the requirement for the thermal models used for thermal protection
during operation differs from those applied in a design analysis. The key consideration
for such a thermal model is its accuracy, flexibility and reliability [79]. The accuracy
of the temperature estimation is fundamental which would otherwise render the model
less useful. Such a model must be flexible enough to be applied to different operating
conditions. For instance, the model should be applicable for different starting conditions.
The reliability of the model is also critical to ensure its practical usefulness. For example,
the model should be able to compensate for unusual ambient temperature or changes in the
cooling capacity. Nevertheless, such thermal model needs to be computationally efficient
as they are most useful for transient operations [116][117]. Therefore, the challenge lies
in developing a model that balances accuracy and computation efficiency.
2.2.2 Thermal protection
Several works have reported novel methods of sensorless temperature estimation using
thermal models. An innovative application of an electromagnetic and thermal model for
conditioning monitoring of a permanent magnet electric motor is reported in [78]. The
magnetic flux and winding resistance are known to be temperature dependent. The mag-
netic flux and resistance are derived from the input measurements based on an equivalent
electrical circuit. The magnet and winding temperature can then be estimated from the
derived parameters based on the known temperature dependency. A thermal model of
the state space form is assumed to describe the temperature response of the device.
The state variable corresponds directly to the temperature and the state parameters are
determined from measurement using a constraint least square method. The conditioning
monitoring system is then formulated using a Kalman Filter in the form of the state
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estimator, measured observer and error term. The state estimator is based on the derived
temperature from the electrical measurements while the measured observer is based on
the temperature measurement. The error term is given by the deviation between the
two terms. The thermal stress of the device is monitored through the magnitude of the
error term. The method was successful at distinguishing a simulated failure (obstructed
cooling) from normal operations.
In a similar but more recent application of such a method of thermal protection, a
hybrid thermal model is used to estimate the stator winding temperature [80]. The hybrid
model is illustrated in Fig. 2.9. The hybrid model makes use of temperature estimate
from a thermal model and resistance model as inputs to a Kalman filter to obtain the
optimal temperature estimate. The application of the kalman filter for noise identification
led to more accurate and robust temperature tracking ability of the hybrid model. The
advancement in model based temperature estimation methods used for thermal protection
means that reducing the number of temperature sensors or removing them altogether is
a feasible alternative.
Figure 2.9: Hybrid thermal model for more accurate temperature estimation [80]
Thermal analysis of electric motors remains a challenge due to the complex construc-
tion. Electric motors are typically constructed from components made up of different
materials such as magnetic alloys in the magnets, steel alloys for the stator core, copper
in the winding and insulation material in the slot winding. In addition, there are many
interfaces which are not in perfect contact as illustrated in Fig. 2.10. For example, the
interface gap that exists between the slot liner and the stator core of an electric motor
varies with the manufacturing process. At such an interface, the heat transfer between
components are dependent on the interface material property, surface conditions such as
material hardness, interface pressure and surface roughness [54]. Moreover, the internal
heat transfer is often dependent on operating point. For instance, end winding cooling of
a radial flux motor is affected by the rotor rotation speed [118].
The presence of an air gap in electric motors means that there will be fluid structure
interaction leading to heat transfer between the solid and fluid domain. In rotating
devices, the heat transfer between the rotor and stator can be significant due to the forced
60
Figure 2.10: Illustration of an interface gap [52]
convection set up by rotor motion. The rotor stator heat transfer has been a subject of
extensive study [119]. Analytical and empirical correlations of heat transfer coefficients for
flow over regular geometries are available but they are often not applicable to the complex
geometry found in electric motors. Some of these limitations have since been overcome
by the introduction of commercial software which can perform detailed Computational
Fluid Dynamic (CFD) analysis on various geometries. The accurate representation of the
flow field in the air gap is critical to predict the heat transfer coefficient at the solid fluid
interface. Much work has been done in correlating experimental measurements with the
numerical results to obtain useful correlations [43].
The detailed experimental and numerical investigation has been driven in part by the
development of lumped parameter models used for temperature monitoring and thermal
protection. The accuracy of such models have been improved by using the heat transfer
correlations obtained from the numerical studies to account for changes in the lumped
parameter with operating point. For example, the thermal behaviour of an axial flux
permanent magnet device is modelled with a lumped parameter thermal model and an
air flow model [120]. The thermal resistances are expressed as a function of the heat
transfer coefficients which are derived from non dimensional correlations obtained from
numerical analysis of similar devices. In a separate work, the end winding temperature
of a rotating induction motor is modelled using a lumped parameter model. The thermal
resistances are expressed as functions of the rotation speed derived from correlations
obtained from published data [121].
In some applications, it is reported that the material properties, boundary conditions
and heat source of thermal systems can be determined from an inverse heat transfer
analysis [122]. In such an analysis, these parameters are treated as unknowns and they
are derived from the measured input and output response of the system. The response
of a thermal system typically refers to the temperature field while the input is measured
by the heat source. The material property refers to the thermal conductivity or thermal
capacity of the material while boundary conditions can be a heat flux or heat transfer
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coefficient if the boundary is exposed to a fluid. The inverse problem is formulated as an
optimization problem where the objective is to minimize the residual of the error between
the measured and modelled response.
The application of an inverse heat transfer analysis to a high speed motor drive in a
machine tool is shown in [122]. The aim of this analysis is to determine the heat flux
generated in the housing of the device and thus allow for the accurate sizing of the cooling
system. A minimization algorithm based on the steepest decent method coupled with a
three dimensional numerical model of the motor housing. The heat flux of the inner
surface of the housing illustrated in Fig. 2.11 is estimated from an inverse analysis. The
method is shown to be accurate in predicting the internal heat flux for two different time
varying heat flux functions. The application of inverse heat transfer analysis to high
order numerical model such poses challenges in terms of the solvability of the problem.
This means that the existence, uniqueness and stability of solution is not guaranteed
[123]. The non existence and non-uniqueness of the solution is often caused by insufficient
measurement data while instability is caused by measurement noise.
Figure 2.11: Motor housing with cooling passage [122]
Other attempts of applying inverse heat transfer analysis is based on a separate but
related branch of study known as model identification techniques. Such techniques differ
from those discussed earlier in terms of the dimension of the problem. It is sufficient in the
analysis of some systems to monitor only selected temperature points of interest. Reduced
order models would be useful in such an analysis. Such models can be derived from the
high order models through reduction techniques such as Eigenmode reduction method or
Proper Othorgonal Decomposition [124]. Alternatively, the reduced order model can be
determined through model identification techniques. Only the minimal set of parameters
are determined through the identification process. The model parameters are determined
through the minimization of the mean squared residual of the discrepancy between the
measurement and the model output similar to an inverse heat transfer analysis. However,
the reduced order model parameters gives an estimate of the spatially averaged thermal
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properties, boundary conditions or heat source.
The application of a model identification technique to determine the thermal model
of electric motors was first reported in [78]. From then, there is a growing trend in the
application of model identification techniques for the thermal analysis of electric motors
[59][89]. The application of such a technique to the analysis of other systems such as
power electronics have also been reported [125][126]. The method is proven to be useful
for identifying up to five different heat source in an industrial thermal system [127].
Reduced order model have also been useful in modelling the heat transfer in a fluid. For
instance, a model determined through a model identification technique is used to describe
the turbulent forced convection in an enclosure [128].
Model identification is classed as an inverse mathematical problem where the param-
eter estimation is carried out with an optimization algorithm. Classical optimization
algorithms such as steepest descent and conjugate gradient methods have been used in
such analysis [127]. However, these classical algorithms are based on numerical tech-
niques which would require an initial estimate of the parameters and do not always yield
a unique solution due to the convergence to the local minima. The application of model
identification have in fact been largely based on the least square method of parameter
estimation [129][130]. The classical linear least square algorithm involves only solving
linear equations using algebraic operations based on direct or implicit methods. It is a
deterministic algorithm which would yield a solution as long as the basic criteria is met.
The requirement for a unique solution to exist is determined only by the quality of the
input data in terms of its persistence in excitation of the system.
In some applications, prior information of the system in terms of its time or frequency
response is known [131]. For instance, the steady state output value, dominant time
constant or the peak frequency response may be known from prior testing or working
knowledge of the system. In addition, the model could have a certain structure as defined
by the underlying physical process. This would mean that the parameters of the model
have some physical significance. Making use of useful prior information would reduce the
risk of over parameterization and non-causality. Model identification with prior informa-
tion can be performed using a constraint least square algorithm. The prior information
of the system are formulated as equality or inequality constraints. Some parameters such
as the dominant time constant may already be known from a prior test and thus carry
a specific value which can be defined as an equality constraint. Alternatively, some pa-
rameters may have upper and lower bounds or the sum of some parameters may need to
satisfy a minimum or maximum value.
An unconstrained least square solution is characterized by solving a set of equations
which are equally weighted. Equality constraints are introduced to the problem by an
additional set of equations that defines the constraint relationship of some variables. A
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practical approach for solving such a problem is by introducing a weighting function
[132]. Constraints are imposed by applying more weight to equations that constrains the
variables and less weight to the remaining equations. Such an approach is commonly
adopted because of the ease of application. Only slight modifications to the original least
square solution are necessary. However, applying weights to the equations may cause
computational difficulties. The problem arises when the equations are badly scaled such
that some columns of the data matrix have much smaller magnitude relative to others.
This could lead to a loss of information during the solution process and result in a nil
solution. Such computation difficulties are usually overcomed by careful selection of the
weights.
One particularly useful subset of the constrained least square problems is the condition
of having a positive solution only. Such a constrained least square algorithm is commonly
known as the non-negative least square. A non-negative least square algorithm will yield a
solution to a set of equations where the variable carries either zero or positive values only.
The algorithm is an iterative solution based on an active set algorithm [132]. Variables
are active when they carry non-zero values and are inactive otherwise. In which case,
they are systematically removed from the analysis. A subproblem is solved within the
major iteration of the algorithm to determine the set of active variables. At the end of the
solution, an optimal set of active variables is returned that carries only positive values.
The application of reduced order model for conditioning monitoring can also yield
improvement in the performance of the electric motors in terms of its power density.
This is made possible by having more accurate temperature estimation under overload
operations [133]. As discussed in the earlier part of this section, the current method of
dealing with transient loads is by factoring a safety margin in terms of the stall or overload
duration. Such a basic approach is due to the lack of reliable temperature information
during period of transients. Being able to monitor the transient temperature accurately
will lead to the downsizing of the device by being able to run them closer to their limits.
The potential gain in performance from such devices has been exploited in applications
where there is cyclic loading. The requirement for accurate temperature estimation is
also critical to some applications such as in the aerospace industry where power density
and reliability is of paramount importance [134].
The critical component temperatures of a traction motor are evaluated from a thermal
model in [135]. The input is adjusted in real time to ensure that the thermal limits are
not exceeded as illustrated in Fig. 2.12. By operating the device in this manner, an
improvement in efficiency is observed over the conventional method of operations. The
transient effect is also important in the sizing of electric motor when used as part of a
larger system to generate power or provide traction. For example, a permanent magnet
electric motor is used in tandem with a flywheel to provide traction to an urban railway
64
Figure 2.12: Transient temperature response of a traction motor during a drive cycle
[135]
train [136]. It was found that the sizing of the device is no longer a simple choice of either a
constant power or constant torque operation. Having an accurate means of predicting the
thermal behaviour of the device under varying operating conditions will be of significance.
This will give designers greater confidence in downsizing the device when used in tandem
with energy recovery systems like flywheels and batteries. Other applications such as
renewable energy generation from wind or wave power also causes varying load on the
device [137][138]. The ability to monitor the thermal effect of transient loads on such
devices yields benefits in terms of long term reliability and performance.
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2.3 Model based control and disturbance rejection
2.3.1 Disturbance modelling
The inevitable rise of internal temperature associated with the operation of an electric
motor has consequence on its reliability and performance as discussed in the previous
section. In this section, the changes in temperature and its effects on the reliability and
performance both at the device and system level will be discussed. The undesirable effect
of temperature change is termed thermal disturbance. The operation of electric motors
are subjected to both internal and external thermal disturbances. External thermal dis-
turbance are caused by environmental factors such as a reduction in cooling capacity due
to a failure in the cooling system or an increase in ambient temperature. This effect is
particularly pronounced for device operating in harsh environments where changing am-
bient condition is particularly significant. For example, electric machines used for power
generation in remote locations are subject to variable climates [137]. Electric motors
designed for used in aerospace applications are also exposed to extreme fluctuations in
temperature as reported in [88]. A temperature fluctuation of between −55 ◦C and 70 ◦C
is common in such an operating environment.
The electromagnetic parameters of electric motors are shown to be temperature depen-
dent in an earlier discussion. The effect of temperature change is particularly significant
during sensorless operation of such a device. This is because sensorless control of the
output is achieved through model based estimates of the output derived from input mea-
surements which are related by the electromagnetic parameters. For example, direct
torque control technique is used to achieve high dynamic torque response for a permanent
magnet device in [84]. The torque control is achieved through model predictions of the
output torque calculated from the flux linkage. However, changes in stator resistance with
temperature leads to inaccuracies in the estimates of the flux linkage which causes error
in the output torque. In a separate analysis, the positioning accuracy of a permanent
magnet motor is shown to be dependent on fluctuations in ambient temperature [88].
The positioning is achieved through a sensorless estimator using the derived flux linkage.
However the fluctuations in the stator resistance and residual magnetic flux density of the
permanent magnet with temperature lead to error in calculation of the flux linkage. This
leads to an error in the position estimation and hence an eventual positioning error.
In some systems, the effect of internal heat generation in the electric motor has a
large effect on the performance of the overall system. For example, precision positioning
systems using electric motor drives are particularly sensitive to the effects of temperature
rise in the motor during operation. The motor temperature rise causes the surrounding
material to expand freely or distort under constraint. Such thermo elastic changes in the
material will affect the final positioning accuracy of the system. The dimensional changes
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cause a deviation of the actual position from the desired position leading to positioning
error. When used as part of a machine to produce a part, the positioning accuracy of the
positioning system has a direct effect on the final dimensional accuracy of the work piece
and affects the finishing quality of a manufactured part. It was found that up to 75% of
the geometrical errors of a precision finished work piece is caused by temperature effects
[49].
The positioning error that arises due to temperature changes is classified as a form of
thermal disturbance. Efforts have been spent at reducing the thermal loading caused by
the electric motor drive system by improving heat dissipation through better design or
active cooling. For example, a self-compensating design have been explored to minimize
the effect of thermal disturbance in a micro electromechanical device [139]. Alternatively,
environmental temperature control is also a way to limit the effect of thermal disturbance
on the system. Some precision positioning system come with an active cooling which
extracts heat from the system continuously through an network of cooling channels to
maintain a constant operating temperature. However, such solutions tend to be costly
and difficult to implement. Moreover, the effect of dynamic thermal disturbance due to
cyclic operation cannot be effectively compensated for by such cooling methods.
The effect of thermal disturbance on positioning accuracy can be compensated for by
direct or indirect methods. Direct methods make use of the available position error mea-
surements to make adjustments to the output position through the position controller.
Such methods have proven to be successful at reducing positioning error [52]. However,
direct measurement of the positioning error is not always feasible due to operational
requirement like a continuous operation. Indirect method such as a model based com-
pensation method is a cost effective way to reduce the effects of thermal disturbance
in precision positioning systems. Indirect methods works in principle similar to direct
methods but differ only by using a compensation model to estimate the positioning error.
The effectiveness of the compensation model in tracking the position error is critical to
the final positioning accuracy. The increasing knowledge of the heat generation and heat
transfer in such systems have led to better estimate of positioning error caused by ther-
mal loading. The application of multi-physics models has allowed the integration of the
different physics into one simulation thereby allowing direct predictions of the positioning
error. Multi-physics Finite Element models have been used in some recent analysis for
simulating both the steady state and transient positioning error in a machine tool caused
by the heat generated in the high speed spindle drive system [140].
The application of a compensation model in real time during operations will require
both accuracy and computational efficiency. Though numerical models have proven to
provide accurate estimates but they are not suitable for real time application due to the
computation effort required. Therefore, the thermal disturbance is often characterized by
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reduced order models. Such reduced order models are typically experimentally determined
[49][52]. The choice of model structure is critical for accurate estimates. Mathematical
models of different forms have been explored in order to accurately characterize the ther-
mal disturbance in such systems such as regression model, time series model, artificial
neural networks and adaptation models. Multi variable regression models have been the
standard model of choice in the earlier attempts to model the effect of thermal disturbance
[52]. Newer modelling techniques such as Artificial Neural Networks (ANN) are becoming
more common [49]. This is partly due to the advances in optimization algorithms that
are used during the learning phase of the model formulation [141].
Modifications to the ANN model has improved its performance to track the dynamic
effect of thermal disturbance. For example, a feed forward neural network model combined
with time averaging filters have been applied as a compensation model [142]. The filtered
temperature measurement is used as inputs to the multi layered neural network. Using the
historical temperature measurement led to a reduction in the total number of temperature
sensors needed to achieve a desirable level of modelling accuracy. In a separate analysis,
a Recurrent Neural Network model (RNN) shown in Fig. 2.13 is used to model the
dynamic effects of thermal disturbance [143]. The RNN model allows internal feedback of
the outputs within the same layer of the network. Such an arrangement gives the model
the capability of processing time data. It is shown that such a model also led to better
modelling accuracy and reduction in the number of sensors needed. On the other hand,
time series models are well suited to model the dynamic nature of thermal disturbance.
This is because they make use of past input and output information of the system to
predict the current or future output. The amount of historical data used for making
future prediction is determined by the model order.
Figure 2.13: Recurrent neural network model [143]
Time series models are expressed in transfer function or state space form. Transfer
function models can be transformed into a state space form and vice versa. State space
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models offer great flexibility in terms of the way they can be parametrized. The param-
eterization of a state space models is determined by the application requirement. The
canonical observable and controllable forms are some ways of parameterization [144]. The
canonical observable form gives the minimal representation of the model in a form where
the states are observable or measurable while the canonical controllable form the gives a
model where the output can be controlled by manipulating the input. Such flexibility in
parameterization allows the state space model to be used for different applications. More-
over, the extensive analytical tools developed around the state space models for dynamic
analysis also makes it really useful for time or frequency response analysis.
Correspondingly, model identification techniques that apply directly to the state space
form have also been developed. One such method is called the subspace identification
method which is based on the input-state-output representation of a dynamic system. The
method is developed from the classical theory of model identification from the impulse
response known as Markov parameter approach [145]. Subspace methods make use of
geometric manipulations of the input-output data matrices to extract useful correlations
between the measured data [129]. Orthogonal and oblique projections of the data matrices
decompose it into its components or subspaces. Performing a singular value decomposition
of the projected past and future data in the subspaces then yields useful insights into the
relationship between the input-state-output in the form of the state matrices which as
discussed earlier can be parametrized in several ways.
The ability to extract useful input-output relationship from the measured data depends
on the persistence of excitation of the data and also a good signal to noise ratio. An
innovative approach of dealing with the measurement noise is reported in [146] leading to
the development of a deterministic and stochastic subspace identification method. The
measured data is decomposed into the deterministic and stochastic components by the
application of a Kalman filter during the identification process. The Kalman filter is an
effective way of modelling the disturbance in the measurement by the introduction of an
innovation term in the state space model which characterizes the measurement noise. The
disturbance is assumed to be stochastic in nature and it is then removed by the Kalman
filter from the identification process. The Kalman filter has been proven to result in
the optimal state estimate which leads to a more accurate model when used for output
predictions [147].
The state space model is in fact an optimal multi step predictor where the future
output is expressed as a linear combination of the past input and output. The parameter
estimation using an optimal multi step predictor formulation is shown to be equivalent
to the geometric projection techniques used in the subspace method [148]. The state
space model is therefore suitable for modelling linear dynamic processes. Moreover, the
parameter estimation process such as the subspace method is based on the least square
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algorithm which leads to a deterministic and unique solution so long as the measurements
are persistently exciting. A solution is guaranteed since only linear algebraic operations
are involved and the method is non-iterative which means there are no convergence issues.
In addition, due to the simple computations involved, it makes the method robust and
efficient when applied to large data sets.
The preceding discussion shows how thermal disturbance in precision positioning sys-
tems can be characterized through model identification. The type of sensor measurements
used to determine the models can have an effect on the effectiveness of the models [49].
For example, temperature measurements at 26 points on a precision positioning system
were measured and used as input to a feed forward neural network to model the posi-
tioning error caused by thermal loading [142]. In a separate analysis of a similar system,
the load parameters such as the rotational speed and load current of the electric drive
are used instead as input to a time series model [149]. The choice of the input parameter
are classified as either load or temperature dependent. Load dependent parameters corre-
spond to the operating parameters of the electric motor drive such as the output torque
and speed or input voltage and current [150]. Temperature dependent parameters can
refer to the measured temperature distribution or the local strain at selected positions as
well as the heat flux at the source such as the electric motor housing [150].
The complex nature of thermal disturbance and its effect on the performance of the
system has led to growing interest in developing system method of selecting the type,
number and placement of sensors [151][152]. For instance, the choice of the number and
placement of sensors is explored in [153]. The sensor selection problem is formulated as
a mathematical optimization targeted at improving the modelling accuracy. An opti-
mization method based on Mallows’ statistical method for discrete and unknown order
variables is proposed. The method makes use of correlation grouping, representative
searching, group searching and variable searching as illustrated by the flow chart in Fig.
2.14. In an application example, the optimal model uses only four temperature variable
selected from a total of 46 variables resulting in a reduction in computation time. At the
same time, the absolute model accuracy has been increased by a factor of 10 times.
2.3.2 Adaptive model
The effect of thermal disturbance on the positioning accuracy is a cumulative effect of
heat generation, heat distribution and material thermal distortion. Thus, accurate esti-
mation of the positioning error cause by thermal disturbance is dependent on the timely
and accurate knowledge of the heat source, thermal boundary conditions and temperature
distribution in the system. The complexity of the underlying physical process coupled
with practical limitations in measurements has led to efforts in developing robust compen-
sation models. Adaptive models are useful in such applications where an experimentally
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Figure 2.14: Temperature grouping and optimization search flow [153]
determined model is coupled with sensor measurement to obtain better estimates of the
positioning error. Critical sensors have been selected to provide useful feedback informa-
tion of changes in the loading on the electric drive system, ambient condition and cooling
capacity. In this way, the adaptive model is able to adjust to the changing operating
conditions of the system.
The advantages of using the transfer function and state space model to characterize
the effect of thermal disturbance have been discussed earlier. In addition, such models
can be applied with a Kalman filter to obtain the optimal estimate of the positioning
error in a precision system. The Kalman filter makes use of measurement to update the
model estimate in an adaptive manner. The application of adaptive compensation models
have led to improved estimation of the positioning error caused by thermal disturbance.
For example, an experimentally determined state space model based on two temperature
measurements is used to model the effect of thermal disturbance on a precision system
[147]. To improve the position error estimation, the adaptive model makes use of the
rotation speed of the electric motor drive as the feedback measurement in a Kalman
filter coupled with a state space model. The accuracy of the adaptive model is compared
against the original state space model. It is shown that using available information such
as rotation speed of the electromechanical drive improves the position error tracking
accuracy.
The preceding discussion shows how the model estimates are improved through adap-
tive filtering of the model output. However, such a method will be inadequate if the
system undergoes changes during its operations such as system reconfiguration or perfor-
mance degradation. For instance, the wear and tear on the electric motor drive would lead
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to increased heat generation. Such situations would change the model parameters and a
pre-determined model would not be accurate. In order to overcome such deficiencies, a
recursive identification technique can be implemented to determine an up to date model.
For example, an adaptive compensation model is determined through recursive parame-
ter estimation using a Kalman filter [90]. The application of the adaptive compensation
model and the recursive identification process is illustrated by the block diagram in Fig.
2.15. A multi sampling horizon time series model is implemented which gives the flexi-
bility of applying the intermittent measurement for recursive parameter estimation. This
helps minimize intrusion to the operation while still leading to improvement in modelling
accuracy. Experimental results show that the adaptive compensation model is effective
in reducing the overall positioning error and it is particularly useful in tracking long term
drifts in the position error.
Figure 2.15: Adaptive compensation model [90]
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Chapter 3
Methodology
The analysis methods that are used in the subsequent analysis will be presented in
this chapter. The detailed mathematical formulation of these methods will be presented.
The assumptions made in formulating these methods will be discussed to highlight the
limitation of these methods before application in the subsequent chapters. The first part of
the chapter is segmented according to the electromagnetic and thermal aspects of electric
machines. The electromagnetic analysis will be discussed first. A magnetostatic analysis,
equivalent magnetic circuit analysis and the methods of current element will be presented.
As for the thermal analysis, a detailed formulation of a computational fluid dynamic
analysis will be presented followed by a discussion of the lumped parameter method of
analysis. The following sections then presents a qualitative discussion of the conversion
loss that is generated in electric machines. In the second part of this chapter, model
identification and optimization techniques will be discussed in detail. The mathematical
derivation and proof of some of the algorithms used in these techniques will be presented.
The focus of the discussion will be on the practical limitations of these algorithms when
applied in the analysis in the subsequent chapters.
3.1 Electromagnetic analysis
This section will discuss the interaction and equivalence of the mechanical and electrical
energy in an electric machine. These devices can operate in either motoring or generating
mode. Mechanical power is produced in motoring mode while electrical power is generated
in generating mode. As discussed in section 1.2, electric machines are broadly classified
as linear or rotary. The force produced in a rotating device is often known as torque to
distinguish between the two. Mechanical power is defined as the product of the force (F )
and velocity (v) for a linear device. For a rotating device, it is the product of torque (T )
and angular velocity (ω). The equivalence of mechanical and electrical power leads to the
electrical analogue of voltage (V ) and current (I). Electrical power is simply the product
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of the voltage and current.
Fv = ηV I
or
τω = ηV I
(3.1)
From the principle of the conservation of energy, it is possible to infer that the me-
chanical and electrical power must be equivalent in an electric machine which leads to
the definition given by (3.1). The term η introduced in (3.1) is the efficiency of the en-
ergy conversion process. It is equal to unity in an ideal device without any conversion
loss. However, this is not the case for real devices due to the loss mechanisms that exists
in the energy conversion process. The conversion loss will be discussed in detail in a
later section. The coupling between the mechanical and electrical energy is through the
electromagnetic field which is the critical element to the operation of such devices. The
electromagnetic fields that are set up and their interactions in such devices are described
by the fundamental laws of electromagnetism which will be presented shortly. For now,
the overall energy conversion process is best illustrated with a flow chart as shown in Fig.
3.1.
Figure 3.1: Flowchart showing the energy conversion process in an electric machine
F = q(v ×B) (3.2)
Equation (3.2) describes the Lorentz force (F) acting on a charge moving with velocity
v when placed in a magnetic field with flux density B. The existence of free moving
charges in space is not possible in reality. Charges flow in a conductor much like a fluid
in a pipe and the rate of flow is measured by the current (I). Thus, the Lorentz force is
often expressed as a function of the current instead as shown in (3.3) in differential form
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for a small current element of length (dl). The magnetic field maybe provided by another
current carrying conductor or in some cases by permanent magnets.
dF = Idl×B (3.3)
d||F|| = Id||l|| × ||B|| sin(α) (3.4)
The resultant force experienced by the current carrying conductor can be converted to
a scalar quantity by expressing the cross product in terms of α which is the angle between
the line of action of the current and the magnetic field. The resultant force is directed
perpendicular to the plane which contains the current carrying conductor and magnetic
field lines. The magnetic field is often directed perpendicular to the current carrying
conductor i.e. α = 90◦ so as to maximize the force generation. It is also common to find
the conductor shaped in a closed loop with multiple turns to maximize the length of wire
exposed to the magnetic field as illustrated in Fig. 3.2. Thus, the total force produced in
a coil of wire carrying a current I with a total of N turns each with active length l when
exposed to a perpendicular magnetic field with flux density B can be simplified into the
following form
F = NBIl (3.5)
Figure 3.2: Lorentz acting on a current carrying conductor exposed to a magnetic field
Although the preceding derivation of the force is based on a device configuration that
is typical of a linear device, it can be easily adapted to suit a rotating device. In a
rotating device, the force generated is converted to a torque by arranging the coil in a
radial arrangement such that the force always acts in a direction perpendicular to the
axis of rotation. The torque (T ) is therefore given by the product of the force generated
(F ) and the perpendicular distance (r) from of the axis of rotation which leads to the
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following expression
τ = Fr
τ = NBIlr
(3.6)
The second important aspect of the electromagnetic interaction is the principle of elec-
tromagnetic induction. Faraday’s law states that an induced electromotive force (EMF)
or voltage (E) will be set up in a conductor equal to the rate of change of the magnetic
flux. The following discussion will be based on a coil of wire depicted in Fig. 3.3. As-
suming that the coil is moving horizontally with a velocity v in the direction shown. The
magnetic flux (Φ) is defined as the product of the magnetic flux density and the area cut
by the flux. In the case of a moving coil, the change in magnetic flux linkage (δΦ) is
caused by the changing area (δA) which leads to the following expression
δΦ = B δA (3.7)
where δA is the change in area of a single coil with a total active length of l such that
δA = l δx where δx = vδt
= l v δt
(3.8)
leading to the following expression for the change in magnetic flux
δΦ = Blv δt (3.9)
Based on Faraday’s law, the induced voltage (E) in each turn of the coil will be equal to
the rate of change of flux (dΦ
dt
). For a coil with N turns, the total induced voltage will be
a series sum of the induced voltage in each turn which is represented mathematically by
(3.10).
E = N
dΦ
dt
= NBlv
(3.10)
Taking the ratio of (3.10) and (3.6) yields an interesting relationship between the
mechanical and electrical subsystems as shown here by
E
F
=
NBlv
NBli
=
v
I
⇒ EI = Fv
(3.11)
Equation (3.11) shows the underlying relationship of the energy conversion process which
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Figure 3.3: Induced voltage in a conductor moving in a stationary magnetic field
highlights the conservation of electrical and mechanical energy in such devices as pointed
out in the beginning of this section. However, the energy conversion process will contain
a number of inefficiencies. The physical system suffers from conversion loss in the form
of electrical resistance and mechanical friction. The mechanical friction in the bearing
effectively reduces the output mechanical power. Similarly, the resistance of the conductor
reduces the electrical power that is being generated. The net effect is always to reduce
the useful power that is being generated in both motoring or generating mode. The losses
will be dealt with quantitatively in section 3.3.2.
The common term in denominator and numerator of (3.11) is the magnetic flux density
(B). Electrical energy is converted to mechanical energy and vice versa via the coupling
magnetic field. The magnetic field can be generated by the passing current through coils
of wire. All electromechanical devices will have at least one set of primary coil which
carries the supplied or generated current. The primary coil can be stationary or moving
depending on the device configuration. In some devices, a second set of coil is included
to provide the medium for flux linkage with the primary field such as an induction motor.
Alternatively, the secondary coil can be replaced with permanent magnets. The analysis of
the magnetic field produced by permanent magnets will be presented in the next section.
3.1.1 Magnetic analysis
At the microscopic level, the magnetic field is caused by the movement of charges. The
orbital motion of electrons in the atom or spin as it is commonly known will lead to a
very weak magnetic field. However, in some materials, the field becomes discernible when
the atoms group together in ‘domains’ leading to a net magnetic moment or dipole as
illustrated in Fig. 3.4. In ferromagnetic material, the ‘domains’ are aligned in a general
direction leading to a resultant magnetic field. In unmagnetized material, the dipoles are
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pointing in random directions such that the magnetic dipoles cancel each other leading
to a near zero resultant magnetic field. When an external magnetic field is applied to the
material, the dipoles are oriented in the direction of the applied field and the material
becomes momentary magnetized. If the dipole retains the new arrangement after the
external field is removed than it becomes a permanent magnet which is itself capable of
producing a magnetic field.
Figure 3.4: Illustration of the magnetic domain with aligned dipoles
The electric and magnetic field are inextricably linked due to their underlying causal
relationship. This causal relationship also means it is possible to study the magnetic field
by looking at the electrical equivalent. A current I flowing in a small loop of area S is
magnetically equivalent to a infinitely small magnet of length l with an equivalent dipole
moment M such that
M(lS) = µ0IS
M = µ0I/l
M = µ0 × current per unit length
(3.12)
where µ0 is a constant known as the permeability of free space and has a value of 4pi ×
10−7 H/m. The strength of the dipole moment is expressed by a quantity known as the
magnetization intensity M which has an unit of [A/m]. In this method, a permanent
magnet can be thought of being made up of many small segments of magnetic dipole.
Each magnetic dipole is viewed as a small solenoid with axial length l, cross section S
and current I.
A permanent magnet on its own produces a magnetic field with strength equal to the
magnetization intensity M . However, most permanent magnets operate in an environ-
ment in which there are other sources of magnetic field. Knowledge of the equivalent field
strength would be useful for practical applications. An ideal permanent magnet which
has a linear second quadrant demagnetization curve yields the following constitutive re-
lationship
B = µ0(H +M) (3.13)
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where µ0 is the permeability of free space and H is the magnetization intensity of the
external field. The magnetic flux density (B) is defined as the magnetic flux per unit area
measured in [Wb/m2] or [T]. The constitutive relation also holds for other materials such
as air. For most non magnetic materials, the flux density is approximately equal to the
magnetic field intensity multiplied by the permeability of free space such that
B = µ0H (3.14)
The above relation holds for ferromagnetic materials as well but µ0 will have to be
substituted by the permeability of the material µ. The magnetic flux density in ferro-
magnetic material will be amplified since they have significantly higher permeability. The
permeability of most materials is often quoted relative to the permeability of free space
since µ0 is typically a small number. The relative permeability of iron is about 500-2000
times that of free space. This indicates that it is that more effective in carrying the mag-
netic field than air. That is why electromagnets often have an iron core to concentrate
the magnetic field and amplify its effect. The magnetic field intensity H is measured in
[A/m] and is the cause of all magnetic phenomenon as discussed earlier. The magnetic
flux density B is the associated effect of the magnetizing field. They are both related by
the constitutive relation (3.14).
The concept of the equivalence of the magnetic dipole and the electric loop in a per-
manent magnet can be viewed as a subset of the general Ampere-Maxwell law. The law
states that the magnetic field strength (H) in a close loop C is equal to the electric current
density (J) flowing through the surface S that encloses it such that∮
C
H· dl =
∫
S
(J + D˙)· dS (3.15)
where D is the electric flux density. Equation (3.15) can be simplified when there is no
or slow time varying current such that the term D˙ is dropped leading to∮
C
H· dl =
∫
S
J · dS (3.16)
Equation (3.16) implies the equivalence of the magnetic field in a close path is equal to
the sum of the current flowing through surface enclosing this path. Another important
fundamental law of electromagnetism is Gauss law which states that the magnetic flux
across any surface S enclosing a volume is equal to zero. This implies that the mag-
netic field generated from any source must return to the source. Gauss law is defined
mathematically by the surface integral (3.17).∮
S
B· dS = 0 (3.17)
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Both Ampere-Maxwell and Gauss law are subsets of the Maxwell’s law of electromag-
netism. They are the basis on which many of the analysis techniques are derived from.
The brief introduction in this section is meant to give an overview on the principles of
electromagnetism which would aid the understanding of some of the techniques that will
be discussed in detail in the next sections. For example, the Ampere-Maxwell law lays
the basis for the development of equivalent magnetic circuit analysis method. It also the
basis from which the Biot-Savart law is derived and give rise to the method of current
element as discussed in appendix A.1. Similarly, a magnetostatic analysis is derived from
these laws. The detailed formulation of a magnetostatic and equivalent magnetic circuit
analysis will be discussed shortly. These methods of magnetic analysis will be applied in
chapter 4 and 5.
Magnetostatic analysis
Magnetostatics is the study of magnetic fields which arise when there is no current
carrying conductors or when permanent magnets are the source of the magnetic field.
It is one of the important approach towards modelling the magnetic field produced by
permanent magnets. A quantity termed the magnetic potential (ψ) which is analogous
to the electric potential is introduced at this point to aid the subsequent derivation. The
electric potential between two points is defined as the work done to move a unit charge
between them. The magnetic potential is defined differently from the electric potential in
a way that makes it practically meaningful. Since the magnetic field strength in space can
be observed, the magnetic potential between any two points a and b in space connected
by an arbitrary path is defined by
ψb − ψa = −
∫ b
a
H dl
ψ(r) = −
∫ b
a
H dl
(3.18)
where r is a vector for the path between position a and b defined in Cartesian coordinates
(x, y, z). It is now possible to express the magnetic field in space in terms of the magnetic
potential much like an electric field. The magnetic field variation in space is given by the
following equation
H = −∇ψ (3.19)
where ∇ is the gradient vector defined as ∇ =
[
∂
∂x
∂
∂y
∂
∂z
]T
. Equation (3.19) simply
means that the components of H in the three orthogonal direction is equal to the rate of
change of the magnetic potential in each direction.
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∮
S
B dS =
∫
V
∇ ·B dV = 0 (3.20)
Gauss law states that the magnetic flux across a surface S enclosing a volume V must
be equal to zero as originally defined in (3.17). When it is expressed in volumetric form
in (3.20), it can be deduced that ∇ · B = 0. Replacing the flux density (B) with the
constitutive relation defined by (3.14) yields
∇ ·H = 0 (3.21)
Substituting (3.21) into (3.19) yields following Laplace equation
∇2ψ = 0 (3.22)
which defines the magnetic potential across space. Equation (3.22) can now be solved
analytically or numerically with known boundary conditions. The application of numerical
techniques is the preferred choice now with the advent of commercial computer software.
The finite element method (FEM) is one of the most widely used computational method
for solving such problems [24]. The magnetic field strength (H) and flux density (B) in
the solution space can be derived from the solution of the magnetic potential (ψ) through
(3.19) and the constitutive relation (3.14).
Magnetic circuit analysis
The equivalent magnetic circuit is a method of estimating the magnetic flux in a close
system from the perspective of energy conservation. The multi dimensional spatial prob-
lem can be reduce to the a one dimension equivalent magnetic circuit. In the case of
electrical circuits, the charged particle flows around a closed circuit driven by an electro-
motive force (EMF) supplied by a voltage source. There is a magnetic analogue to the
electrical circuit and this is illustrated by a simple magnetic circuit illustrated in Fig. 3.5.
The circuit consists of a solenoid coil and iron core.
The current flowing in the coil of the solenoid will set up a magnetic field in the iron
core. The solenoid coil is the source of the magnetic field which is analogous to the battery
source in an electrical circuit. Thus, the solenoid coil can be thought of as a source of
magnetomotive force (MMF) which is commonly denoted by υ. The total magnetic field
in a loop is equal to the sum of the current density across the surface enclosing it as
defined by Ampere-Maxwell law (3.16). Applying the law to the magnetic circuit shown
in Fig. 3.5 leads to the expression (3.23). The integral in (3.23) is replaced with the total
path length l such that H in this instance will be the average magnetic intensity along
the path. Equation (3.24) gives the equivalent magneto motive force for the circuit shown
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Figure 3.5: A magnetic circuit consisting of a solenoid and iron core
in Fig. 3.5.
υ =
∮
c
Hdl = NI (3.23)
υ = Hl = NI (3.24)
The core material is often made up of magnetic material which has permeability greater
than the surrounding air. This causes the magnetic flux to be confined to within the core
and follows the path defined by the core. Gauss law states that the total flux on a surface
S enclosing a volume V is equal to zero as defined by (3.17). For a segment of the core
shown in Fig. 3.5, the conservation law simply implies that the magnetic flux (Φ) entering
the volume at cross-sectional surface S as defined by (3.25) must be equal to that leaving
at S’. The integral can be replaced with the effective cross sectional area (A) as shown in
(3.26) where B is the averaged magnetic flux density on that surface.
Φ =
∫
S
B · dS (3.25)
Φ = BA (3.26)
The magnetic flux density (B) in a material is a dependent on the intensity of the
magnetization field H and the permeabilty (µ) of the material based on the constitu-
tive relationship B = µH first defined in (3.14). Most magnetic material do not have
a constant permeability but it changes with the level of magnetization. However, for
most engineering applications, assuming a constant permeability yields estimates of the
magnetic flux density that are reasonably accurate.
Substituting the constitutive relationship (3.14) and the definition of the magnetic
flux (3.26) into the expression for the equivalent magnetomotive force(3.24) yields the
following relation
υ = Φ
l
µA
(3.27)
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Equation (3.27) is of a similar form to ohms law that relates the voltage, current and
resistance in an electric circuit. The magnetic flux is equivalent to current in an electric
circuit. The magnetic analogue can be extended by defining a quantity termed the reluc-
tance (R) which is given by the ratio of the magnetomotive force to the magnetic flux
such that
R = l
µA
(3.28)
It is dependent on the material property and the dimension of the magnetic path much
like the resistance of an electrical conductor. It has a unit of Ampere turns per weber
and its inverse is known as the permeance (G).
In some applications, the magneto motive force is provided not by a solenoid coil
but by a permanent magnet. The magnetic circuit representation can also be extended
to permanent magnets. The assumption is that the permanent magnets have a linear
second quadrant demagnetization curve which means that the permanent magnet can be
modelled as a series combination of a source and a reluctance [24]. The magneto motive
force of a permanent magnet is given by the product of the intrinsic magnetization Hmg
and the thickness of the magnet (lmg) in the direction of polarization such that
υmg = Hmglmg (3.29)
where Hmg is the magnetization that a magnet produces without an externally applied
field. It is obtained from the B-H curve of the magnet at the point where it cuts the B
axis when H = 0. The reluctance of a permanent magnet can be calculated using (3.28)
based its dimension and a constant permeability.
The magnetic circuit chosen for illustration has been fairly simple. However, it would be
expected that the magnetic circuit of real devices can be more complicated. Nevertheless,
the magnetic circuit can be expanded to include multiple sources, multiple core material,
air gaps and/or combinations of them. It aids the analysis to divide the magnetic circuit
into distinct segments to deal with the different components that maybe present in the
magnetic loop as illustrated in Fig. 3.6. Assuming that the magnetic material have
linear characteristics and no saturation, the magnetomotive force and reluctance can be
expressed as a summation instead based on the principle of superposition [25]. Thus,
the sum of the magneto motive force (υT ) and reluctance (RT ) shown here is used in
segmented circuits instead
υT =
N∑
i=1
Hili (3.30)
RT =
N∑
i=1
li
µiAi
(3.31)
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Figure 3.6: A magnetic circuit consisting of permanent magnet, air gap and iron core
The advantage of the magnetic circuit representation is the application of classical
electrical analysis tools like the kirchoff’s voltage and current law to the magnetic circuit.
Kirchoff’s voltage law states that the algebraic sum of the voltages around a close loop is
zero. Kirchoff’s current law states that the algebraic sum of the currents at a node is equal
to zero. A direct application of Kirchoff’s law is the derivation of the equivalent resistance
for resistors in series and/or parallel. The application of such tools to the magnetic circuit
is direct except for the change in the notation as illustrated in Fig. 3.7.
Figure 3.7: Similarity between the electrical and magnetic circuit
It is important to emphasize that the underlying assumption in the application of the
magnetic circuit analysis is that the net flux in the circuit is zero i.e. magnetic flux is
conserved in a closed path. This is true only if the flux is contained in the magnetic path
which really depends on the permeability of the material. The amount of flux leakage is
directly dependent on the ratio of the permeability of core material to air. For example,
the permeability of iron (a common material used for core construction in electric motors)
is approximately 500-2000 times greater than that of air. As a comparison, the leakage of
current from a conductor would depend on the ratio of the electrical conductivity of the
conductor to air. For instance, the ratio of the electrical conductivity of copper to air is
typically in the order of 106. A permeability ratio as high as 106 would mean that there
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is negligible magnetic flux leakage. Thus, it is possible that some of the magnetic flux in
the core escape and find an alternative path.
However, the magnitude of the flux leakage is only a small fraction of the main flux
when a ferromagnetic core is used in the magnetic circuit. There are other practical
considerations when applying the method like the presence of non-homogenous materials.
For example, the stator core of electric motors are often constructed from laminations.
The magnetic properties would have to be re-evaluated to reflect the true behaviour of the
composite material. It is important to understand that the magnetic circuit analysis is
meant to give a coarse estimate of the magnetic flux which is sufficient for most engineering
applications. Moreover, the benefits of fast computation makes it useful for a parametric
analysis during the initial design phase of electric motors.
3.2 Thermal analysis
3.2.1 Analytical formulation
Heat transfer is the mechanism of transporting energy within an object or between
interacting bodies due to temperature gradients or by the physical movement of material.
The distinction between the heat transfer process in solid and fluid is down to the way
energy is transported. The transport of energy in a solid is caused by the subatomic
vibrations of the material while there is no movement of the bulk material. The physical
process of heat transfer in a solid is described by the Fourier heat conduction equation
given by (3.32) expressed in a Cartesian coordinate frame of reference.
k∇2T + q′′′ = ρcp∂T
∂t
where ∇ =
[
∂
∂x
∂
∂y
∂
∂z
]T (3.32)
Equation (3.32) shows the temperature distribution in a solid is dependent on the heat
source expressed in volumetric form (q′′′) with the unit [W/m3]. It is also a function of
the thermal property of the solid medium such as its thermal conductivity (k), specific
thermal capacity (cp) and density (ρ). Equation (3.32) is valid for bodies with uniform
and isotropic material properties. The temperature distribution in a solid is determined
by solving (3.32) analytically or numerically with well defined boundary conditions. The
possible boundary conditions are listed below
1. Constant temperature
T (x, y, z) = T0
2. Constant heat flux
n · (−k∇T ) = q′′
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3. Convective boundary with an equivalent heat transfer coefficient (h)
n · (−k∇T ) = hA(T − T∞)
where n is the vector normal to the surface of the boundary in question and q′′ is the heat
flux expressed in [W/m2]. The reference temperature of the heat sink such as the ambient
air is defined as T∞ while h is the heat transfer coefficient with the units [W/m2 ◦C]. It
is a measure of the effectiveness of heat transfer across a solid and fluid interface.
The mechanisms of heat transfer in a fluid is driven by both the internal transport of
energy and the bulk motion of the medium. In order to study the transport of energy
in fluids in a consistent manner, it is first necessary to define a control volume (CV)
which is a volume of space in the fluid domain that always consists of the same mass of
fluid. The change in a variable in the control volume such as the pressure or velocity
with time is caused by two components. It is due to the local variation with the time
and also the fact that the control volume is in motion relative to the frame of reference.
The substantial derivative D
Dt
is the mathematical operator representing the time rate of
change of a quantity measured at a point that moves with the medium with a velocity V
defined as follow
D
Dt
=
∂
∂t
+ (V · ∇) (3.33)
For Newtonian fluids, the fluid particle motion is described by Newton’s second law
of motion which conserves the momentum in the control volume. The rate of change of
momentum of the fluid in the control volume is equal to resultant force acting on that
mass of fluid. The forces experienced by the fluid comes in the form of external forces like
gravity and internal stress such as viscous stress and strain. The application of Newton’s
law of motion on the control volume yields the Navier-Stokes or momentum equation
given by (3.34).
ρ
DV
Dt
= ρg︸︷︷︸
gravity
−∇ ·P +∇ · τij︸ ︷︷ ︸
stress and strain
(3.34)
The stress tensor(τij) describes the viscous forces experienced by the fluid particles due
to its own viscosity which is defined as such
τij = −δij 2
3
µ
∂uk
∂xk
+ µ
(
∂ui
∂xj
+
∂uj
∂xi
)
(3.35)
where δij is the Kronecker delta defined as
δij =
1, if i = j0, if i 6= j (3.36)
Equation (3.35) is defined in tensor notations where the subscripts i, j, k can have the
value 1, 2 or 3. The subscript when applied to the Cartesian coordinate system for
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position and velocity has the following meaning x1 = x, x2 = y, x3 = z and u1 = u,
u2 = v, u3 = w. The derivation of the stress tensor will not be shown here but is
documented in [69]. Another conservation law that needs to be observed in the control
volume is mass conservation. The rate of mass flow into the control volume (CV) must
be equal to the rate of mass flowing out. Applying the conservation of mass in the control
volume leads to (3.37) which is known as the continuity equation.
∂ρ
∂t
+∇ · (ρV) = 0 (3.37)
The first law of thermodynamics states that the energy in a closed system will be
conserved. The rate of change of internal energy of the fluid in a control volume is equal
to the net energy transferred and the work done on the fluid. The internal energy (u) of
an incompressible fluid (constant density ρ) can be expressed in terms of its enthalpy (h)
based on the following relation du = dh− 1/ρ dP . The change in enthalpy (dh) in a fluid
is given by the product of its temperature change (dT ) and the specific heat capacity (cp)
such that dh = cpdT . This is assuming that the specific heat capacity is independent of
the temperature and pressure. Expressing the internal energy as a function of temperature
yields the general form of the energy equation
ρcp
DT
Dt︸ ︷︷ ︸
internal energy
=
DP
Dt
+ µΦ︸ ︷︷ ︸
work done
+ (k∇2T )︸ ︷︷ ︸
energy transfer
(3.38)
The heat transferred into the control volume is due to the temperature gradient that
exists with the surrounding fluid particles. The work done is dissipative in nature since
it is caused by viscous resistance. The rate of dissipative work done per unit volume (Φ)
is a function of the viscous forces as defined in (3.35). The detailed derivation of the
dissipative work done would require a separate discussion and will not be explored here
but can be found in [66]. However, the dissipative work done component is included in the
derivation of the energy equation to highlight its effect on the eventual fluid temperature.
However, its definition would only be given in the later part of this section.
The presence of the substantive derivative of the pressure field (DP
Dt
) in the energy
equation means that the Navier-Stokes, continuity and energy equation are a set of cou-
pled non-linear partial differential equations that needs to be solved simultaneously. The
equations can be decoupled if (DP
Dt
) in the energy equation is assumed to be negligible.
The energy equation is further simplified into (3.39) and can be solved independently
from the momentum and continuity equations assuming that the other fluid properties
do not change with temperature.
ρcp
DT
Dt
= (k∇2T ) + µΦ (3.39)
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The preceding derivation is sufficiently general to show how the fluid flow condition in
terms of its velocity is affected by its intrinsic properties such as its viscosity and external
disturbances in terms of applied pressure and body forces such as gravity. The temper-
ature variation is dependent on the internal heat generation through viscous dissipation
and work done on the fluid through the applied pressure. The momentum, continuity
and energy equations defined by (3.34), (3.37) and (3.38) respectively can be expanded
to yield 5 partial differential equations as shown in (3.40)-(3.44). This set of equations
are solved for the three velocity components (u, v, w), the pressure (P ) and temperature
(T ) field.
Continuity equation
∂ρ
∂t
+ ρ
∂u
∂x
+ ρ
∂v
∂y
+ ρ
∂w
∂z
= 0 (3.40)
Momentum equations
x - direction
ρ
∂u
∂t
+ ρu
∂u
∂x
+ ρv
∂u
∂y
+ ρw
∂u
∂z
= ρgx − ∂P
∂x
+ 2
∂
∂x
(
µ
∂u
∂x
)
+
∂
∂y
[
µ
(
∂u
∂y
+
∂v
∂x
)]
+
∂
∂z
[
µ
(
∂u
∂z
+
∂w
∂x
)]
− 2
3
∂
∂x
[
µ
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)]
(3.41)
y - direction
ρ
∂v
∂t
+ ρu
∂v
∂x
+ ρv
∂v
∂y
+ ρw
∂v
∂z
= ρgy − ∂P
∂y
+ 2
∂
∂y
(
µ
∂v
∂y
)
+
∂
∂x
[
µ
(
∂v
∂x
+
∂u
∂y
)]
+
∂
∂z
[
µ
(
∂v
∂z
+
∂w
∂y
)]
− 2
3
∂
∂y
[
µ
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)]
(3.42)
z - direction
ρ
∂w
∂t
+ ρu
∂w
∂x
+ ρv
∂w
∂y
+ ρw
∂w
∂z
= ρgz − ∂P
∂z
+ 2
∂
∂z
(
µ
∂w
∂z
)
+
∂
∂x
[
µ
(
∂w
∂x
+
∂u
∂z
)]
+
∂
∂y
[
µ
(
∂w
∂y
+
∂v
∂z
)]
− 2
3
∂
∂z
[
µ
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)]
(3.43)
Energy equation
ρcp
(
∂T
∂t
+ u
∂T
∂x
+ v
∂T
∂y
+ w
∂T
∂z
)
= k
(
∂2T
∂2x
+
∂2T
∂2y
+
∂2T
∂2z
)
+ µΦ (3.44)
The dissipative work done (Φ) that was first introduced in the generalized form of the
88
momentum equation given by (3.38) is defined here as
Φ = 2
[(
∂u
∂x
)2
+
(
∂v
∂y
)2
+
(
∂w
∂z
)2]
+[(
∂u
∂y
+
∂v
∂x
)2
+
(
∂v
∂z
+
∂w
∂y
)2
+
(
∂u
∂z
+
∂w
∂x
)2]
− 2
3
[
∂u
∂x
+
∂v
∂y
+
∂w
∂z
]2 (3.45)
These governing equations can be solved analytically with known boundary conditions.
However, the complexity of solving this set of non-linear partial differential equations often
means that only a limited case of physical problems can be studied. Solving the governing
equations often require simplification of the problem by making certain assumptions in
terms of the treatment of the boundary conditions, problem set up and mathematical
approximation of the solution. However, many of these limitations can be overcome by
solving the equations with numerical methods with the aid of computers. The finite
element method is the most common and its development has been documented in many
of the references on numerical methods [154].
The preceding discussion shows the equations governing the fluid motion and heat
transfer to and from it. Analytical solutions of these equations exist only for limited cases
with simple boundary conditions and geometries. However, the solution can be investi-
gated by studying the non dimensional form of the governing equations without actually
solving them. The non dimensional parameters are useful for correlating experimental
data. Such correlations are useful as they can be used between different problems that
have similar geometries. The following discussion shows how the non dimensional heat
transfer coefficient is dependent on the non dimensional parameters for the case of a forced
convection. The discussion here is based on the description of a non dimensional analysis
in [69] and additional supporting material is included in appendix A.2.
The non dimensional analysis is aimed at investigating the heat transfer between the
fluid and solid at temperature Tf and Ts respectively. The heat transfer can be quantified
by the dimensionless parameter known as the Nusselt number (Nu) which is defined as
the non dimensional temperature (T ∗) gradient given by (3.46).
Nu = −∂T
∗
∂n∗
|s (3.46)
where n is the perpendicular depth into the surface s such that n∗ is the non dimensional
depth defined as n∗ = n/l. Substituting T ∗ = T−Tf
Ts−Tf and n
∗ = n/l into (3.46) yields the
following definition of the Nusselt number
Nu =
hl
k
(3.47)
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where l is the characteristic dimension, k is the thermal conductivity of the fluid and
h is the local heat transfer coefficient. The heat transfer coefficient is a measure of the
effectiveness of heat transfer at the solid fluid interface as defined by (3.48) where ∂T
∂n
|s is
the temperature gradient normal to the solid surface.
h = − k
∂T
∂n
|s
Ts − Tf (3.48)
The non dimensional temperature (T ∗) is a function characteristic quantities (l, U,∆T )
and fluid properties (µ, ρ, cp, k). For instance, the characteristic dimension (l) of an inter-
nal flow in a cylindrical pipe can be the diameter of the pipe. The characteristic velocity
(U) can be the free stream velocity for an external flow or the mean velocity in an in-
ternal flow. The characteristic temperature is often defined as the temperature difference
∆T = Ts − Tf . They can be grouped into the following non dimensional parameters
Re =
ρUl
µ
(Reynold number)
Ec =
µU2
k∆T
(Eckert number)
Pr =
µcp
k
(Prandt number)
(3.49)
The heat transfer at the solid-fluid interface is a function of the non dimensional tem-
perature gradient as defined by (3.46). Thus, it is possible to conclude that the Nusselt
number will be a function of the Reynolds, Eckert and Prandt number such that
Nu = f(Re,Ec, Pr) (3.50)
The exact form of the function will differ from geometries. Using the non dimensional
parameters for analysis of fluid heat transfer has its advantages. It leads to a reduction
in the number of variables which yields a more compact representation of the solution by
reducing the dimension of the problem. It also increases the generality of the solution
such that the correlations obtained for a particular geometry is applicable to other similar
geometries.
The non dimensional parameters defined in (3.49) represent the fluid property and
its flows condition. The Eckert number is a measure of the contribution of the fluid’s
kinetic energy on its temperature as a result of viscous dissipation. The dependency of
the Nusselt number on the Eckert number is dropped when viscous dissipation is ignored.
The Prandtl number gives the ratio of the fluid’s momentum diffusivity to the diffusion of
heat through conduction. The Prandt number is dependent on the fluid properties. Thus,
the choice of fluid has a large impact on the eventual heat transfer. The other important
factor affecting the fluid heat transfer is the Reynolds number. It is defined as the ratio of
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the inertial forces to the viscous forces in the fluid. It is the key parameter that accounts
for how the flow condition affects the heat transfer.
The general form of the Reynolds number is defined in (3.49). Different forms are used
for different systems which maybe more representative of the system under analysis. For
instance, the rotational Reynolds number (Reθ) is chosen instead for a rotating system
and it has a form defined in (3.51).
Reθ =
ρωr2
µ
(3.51)
ω is the speed of rotation, r is the radius of interest while µ is the dynamic viscosity
of the fluid and ρ its density. The Reynolds number is a critical parameter which has
direct effect on the heat transfer. However, it also determines whether the state of flow is
laminar or turbulent. The state of flow has an affect on the fluid heat transfer. Therefore
it is important to understand how turbulence affects the heat transfer in fluids.
The governing equations that was discussed earlier is applicable to laminar flow. How-
ever, laminar flow is expected to turn turbulent at higher flow velocity. The critical
Reynolds number (Recr) is often the threshold for transition to turbulent flow. Turbu-
lent flow is characterized by secondary flows known as eddies. The size of the eddies is
inversely correlated with the flow velocity. In principle, turbulent flow is governed by
the same governing equations as discussed earlier. It is possible to capture the effects of
turbulence by using a highly discretized numerical model. However, even modelling a low
velocity turbulent flow would require a fine mesh which would increase the computation
time considerably making such a method impractical.
Other methods of modelling turbulence has been proposed in the pioneering work in
the field of turbulence [155]. Early experimental investigations of turbulence led to the
conclusion that the presence of turbulence effectively causes the flow velocity to fluctuate
about a mean value. Thus, it is possible to decompose the velocity component of a
turbulent flow into a mean component (u¯) and a fluctuating component (u˜) such that
u = u¯+ u˜ (3.52)
Although the fluctuating component maybe small compared to the mean flow, it has a
significant effect on the heat transfer properties of the fluid. Therefore, it is necessary to
explicitly account for turbulence in the governing equations. One such method is known
as the k − ε turbulence model which is now incorporated into most commercial software
used for Computation Fluid Dynamic (CFD) analysis. The CFD analysis presented in
section 5.2.1 will be based on the k − ε turbulence model. The detailed formulation of
the turbulence model is included in appendix A.3.
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3.2.2 Lumped parameter analysis
Figure 3.8: Insulated thin plate exposed to a heat source on one side and convection
cooling on the other
Figure 3.8 shows a thin plate of thickness (L) insulated on all edges (or a semi infinite
plate) subjected to a heat flux q′′ on one side and convective cooling on the other side.
The conservation of energy at surface 1 and 2 leads to the following expressions
q′′ = k
dT
dx
|x=0 and kdT
dx
|x=L = h(T (L)− T∞) (3.53)
where k is the thermal conductivity of the material and h is the heat transfer coefficient of
the convective process. If T1 is the temperature on surface 1, T2 is surface 2 temperature
and T∞ is the temperature of the fluid then (3.53) can be expanded as such
k
T1 − T2
L
= h(T2 − T∞)
T1 − T2
T2 − T∞ =
hL
k
(3.54)
where L is the thickness of the plate. The term hL
k
gives a ratio of the internal to
external temperature gradient. It is apparent that the internal temperature distribution
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is insignificant if the ratio carries a small value. The non dimensional number is termed
the Biot number which is a useful criteria in determining if the internal conduction can
be ignored when studying the temperature response of the object. The consequence of
having a small Biot number such that Bi = hL
k
<< 1 means that the object can be
assumed to have a uniform internal temperature.
The transient temperature response of such an object immersed in a fluid can be
investigated through a lumped parameter analysis. The method is applicable to problems
where the external convection heat transfer is insignificant when compared to the internal
heat conduction as measured by the Biot number. The first law of thermodynamics states
that the rate of change of internal energy (dU
dt
) of an object is equal to net rate of heat
transferred (Q˙) to the object and net rate work done on it such that
dU
dt
= Q˙+ P (3.55)
where P in this instance represents any internal heat source measured in [W]. For a
solid object with constant density ρ and specific heat capacity cp, the first law can be
re-expressed as such
ρcpV
dT
dt
= hA(T − T∞) + P (3.56)
where T is the average temperature of the object. The density, volume and specific heat
capacity of the object are defined as ρ, V , and cp respectively. h is the heat transfer
coefficient of the convective process at the surface while A is the exposed area of the
surface to the fluid. Equation (3.56) is an ordinary differential equation which can be
solved analytically to obtain the temperature response of the object with time. The
solution will be a function of the geometric and thermal properties (ρ, v, cp, A and h)
lumped together hence the name of the method.
The preceding discussion shows how a lumped parameter analysis is applicable to a
single object. The method is also useful in the analysis of heat transfer in a network of
objects or energy storage elements by adopting some generalizations in the formulation.
Such a network can be illustrated by a series of identical elements connected in the manner
shown in Fig. 3.9. The elements in the network are physically connected such that
exchange of energy through the interface is possible. This is represented here by elements
with faces which are in contact with the next.
As discussed earlier, the lumped parameter analysis assumes that the elements have
a uniform internal temperature. However, the temperature of neighbouring elements
can vary due to the presence of materials or imperfect contact at the interface. The
temperature gradient that exists between elements can be characterized by the thermal
conductance (K) which is measured in [W/◦C]. It is a function of the thermal and
geometric properties of the interface. Equation (3.57) - (3.58) gives a general definition
93
Figure 3.9: Heat transfer in a network of energy storage elements which are in contact
of the thermal conductance
K =
k
l
A or κA (3.57)
K = hA (3.58)
where k and l are the thermal conductivity and thickness of the material respectively.
Alternatively, the interfacial conductance is defined as κ = k
l
. It us useful to characterize
the imperfect contact at the interface if there is no material present. As discussed earlier,
the surface of the element may be exposed to a fluid. For such an interface, the thermal
conductance is characterized by the heat transfer coefficient h. The effective area of the
interface where heat transfer occurs for both conduction and convection is defined as A.
The interaction between elements can be described by a series of differential equations
of a form similar to (3.56) which are coupled together. Each element is denoted by a node
number which differentiates it from the other elements in the network. Applying such a
notation to (3.56) yields a set of differential equations of the form shown here which can
be used to describe the thermal interactions between the elements.
Ci
dTi
dt
=
m∑
j=1
Ki,jTi,j + Pi for i = 1, 2, . . . ,m (3.59)
The subscript ‘i’ and ‘j’ represents different elements in the network. By inspecting (3.56)
and (3.59), it can be deduced that C = ρcpV which is the thermal capacitance measured in
[J/◦C]. Ki,j is the thermal conductance of the conductive or convective interface between
the ith and jth element as defined by (3.57) and (3.58). Ti,j is the temperature difference
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between these elements such that Ti,j = Tj − Ti. Equation (3.60) can be expressed in a
more elegant manner with matrix notations as defined by (3.60).
CT˙ = KT + P (3.60)
where C, K, T and P are defined in (3.61) - (3.64).
C =

C1 0 0
0
. . . 0
0 0 Cm
 ∈ Rm×m (3.61)
K =

K1,1 · · · K1,m
...
. . .
...
Km,1 · · · Km,m
 ∈ Rm×m (3.62)
T =

T1
...
Tm
 ∈ Rm×1 (3.63)
P =

P1
...
Pm
 ∈ Rm×1 (3.64)
The matrix K has some unique properties that arise due to the conservative nature of
energy transfer in a network of elements. It is a symmetric matrix where the sum of the
rows equal to zero. This implies that diagonal elements are the negative sum of the off
diagonal elements in each row. The matrix also reflects the physical connections between
the elements in the network. Elements which are not physically in contact will have a
thermal conductance equal to zero. It should be pointed out that (3.60) is sometimes
expressed in terms of thermal resistances R instead. However, the difference is notational
since thermal resistance is simply the inverse of thermal conductance by definition such
that K = 1/R.
Equation (3.60) can be solved analytically by the method of Eigen decomposition or
by numerical methods. The steps involved in arriving at an analytical solution will be
presented first. Firstly, the substitution X = T, A = C−1K and B = C−1P is made to
(3.60) which yields the following expression.
X˙ = AX + B (3.65)
The diagonalization of (3.65) is done by obtaining the Eigenvalues and Eigenvectors of
the matrix A. The Eigenvalues and corresponding Eigenvectors can be derived by letting
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AX = λX. Solving this equations leads to a set of Eigenvalues [λ1, λ2, . . . , λm] from
which the corresponding Eigenvectors [V1, . . . ,Vm] are obtained. The Eigenvalues are
then arranged in a diagonal matrix D given by (3.66) while the Eigenvectors are arranged
in a square matrix V given by (3.67). The relation between A, D and V is given by
(3.68).
D =

λ1 0 0
0
. . . 0
0 0 λm
 ∈ Rm×m (3.66)
V =
[
V1 · · · Vm
]
∈ Rm×m (3.67)
A = VDV−1 (3.68)
Equation (3.65) can be solved by first making the following substitution X = VY
which yields
Y˙ = V−1AVY + V−1B (3.69)
The decomposition of the set of coupled differential equations is completed by making use
of the relation D = V−1AV such that
Y˙ = DY + B` where B` = V−1B (3.70)
and B` =
[
b`1(t) · · · b`m(t)
]T
. The final form of (3.70) is now a set of independent
differential equations which has general solutions of the following form
yi = cie
λit + eλit
∫
e−λit b`i(t) dt for i = 1, 2, . . . ,m (3.71)
where ci is a constant of integration that is determined from the initial conditions. Making
the back substitution Y = V−1X into (3.71) would yield the final form of the solution as
xi =
m∑
j=1
cjV (i, j)e
λjt +
m∑
j=1
eλjtV (i, j)
∫
e−λjtb`i(t) dt for i = 1, 2, . . . ,m (3.72)
This general solution in fact gives the temperature response since a direct substitution
X = T was made initially. The solution is unique as long as the initial condition is known
and matrix A has non-zero eigenvalues. This means that matrix A must be of full rank
which also implies that physical connections must exists between elements.
Alternatively, the transient temperature response can be determined iteratively using
numerical methods. A finite difference method can be applied using the first order forward
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difference discretization of the derivative term in (3.59)
dT
dt
=
T (n+ 1)− T (n)
δt
+ ξ (3.73)
where T (n) denotes the current temperature. δt is the time step and ξ is the error resulting
from the first order approximation of the derivative term. The error can be made small
by choosing a small step size. Ignoring the discretization error and substituting the
approximation into (3.59) yields the following difference equation
Ti(n+ 1) = Ti(n) + αi
m∑
j=1
Ki,jTi,j + αiPi for i = 1, 2, . . . ,m (3.74)
where α is defined as α = δt
C
. The temperature response can be determined from the initial
temperature by applying (3.74) in an iterative manner. Discretization error is ignored in
the subsequent application of (3.74) as this component of error is often insignificant when
compared to other sources of error. For example, the uncertainty in the evaluation of the
lumped parameters K and C can yield large errors in temperature estimation. An inverse
identification method is proposed is section 5.2.2 to determine the parameters indirectly
from the temperature measurements.
3.3 Conversion losses
As discussed briefly in the beginning of this chapter, the energy conversion process is not
perfectly efficient. The inefficiencies manifests itself as losses in terms of heat generation.
A general overview and classification of the losses will be presented in this section. The
losses are classified as mechanical or electromagnetic depending on its cause. Mechanical
losses are caused by frictional forces that acts on the moving mass. Electromagnetic losses
are caused by the presence of a varying magnetic field and the finite electrical resistance
of the conducting material as well as the hysteresis behaviour of ferromagnetic material
found in electric motors.
Varying magnetic field is necessary for the continuous operation of AC driven devices.
The varying magnetic field is generated by a field winding which is supplied with an
alternating current. The electrical resistance of the winding is a source of loss as it
causes resistive heating when a load current is passed through the winding conductor.
This component of loss is often known as copper loss due to the use of copper as the
material of choice in the field winding. The magnetic field is often concentrated by using
a ferromagnetic core to enhance the coupling magnetic field for energy conversion.
The presence of ferromagnetic materials used to construct the magnetic core leads to
hysteresis and eddy current losses. Most ferromagnetic material will exhibit non linear
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magnetization and demagnetization behaviour when exposed to a varying magnetic field.
This intrinsic behaviour leads to a net energy consumed during each cycle of magnetiza-
tion and demagnetization which is commonly referred to as hysteresis loss. The varying
magnetic field is also the cause for eddy current losses. As discussed in section 3.1, Fara-
day’s law states that an induced voltage will be set up in a conductor when exposed to
a changing magnetic field. This leads to eddy currents being set up in the conducting
materials like the winding, stator core and permanent magnets. The finite resistance of
these conductors would lead to localized heat generation which is commonly referred to
as eddy current loss.
It should be pointed out that the losses are dependent on the design of the device in
terms of the materials used, its configuration and dimensions. However, the losses are
also dependent on the operating point. For instance, in a rotating device, the losses are
dependent on the rotation speed and load that is carried by the device. The following
sections will provide a detailed mathematical description of each component of losses as
well as their dependency on the design and operating parameters.
3.3.1 Mechanical losses
The frictional forces acting on a moving mass leads to mechanical losses in electric
motors. For instance, the pumping, windage and bearing loss in electric motors are caused
by the viscous drag force. Pumping loss is only present if air is pumped through the device.
Windage loss naturally arises due to the movement of the rotor and its interaction with
the surrounding air. Bearing loss is generated due to the frictional forces in the bearing
system. The following discussion will focus firstly on the general representation of the
windage and bearing loss in electric motors. Thereafter, qualitative expressions are given
for more specific motor configuration which would be useful in the subsequent analysis in
a later chapter.
The viscous loss (Pvs) is dependent on the dynamic viscosity of the fluid (µ) and speed
of the fluid flow (v) over the critical dimension (D) of the moving mass. These parameters
are often grouped together as the non dimensional Reynolds number which is first defined
by (3.49). The viscous loss is a function of these parameters expressed in general form
here as
Pwd = cdv
aDb (3.75)
where cd is the coefficient of drag which is a function of the Reynolds number. The
constants a and b are dependent on the geometry of the moving mass. For example, a
rotating disc with an outer and inner radius equal to ro and ri will generated a windage
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loss equal to (3.76) when rotating in a fluid [120].
Pwd =
1
2
cfρ(2pin)
3
(
r5o − r5i
)
(3.76)
The windage loss is dependent on the rotation speed (n) which is express in [rev/s] and
the drag coefficient (cf ) which is defined in terms of the Reynolds number as such
cf =
3.38√
Reθ
where Reθ =
2pinρr2o
µ
(3.77)
The rotational Reynolds number (Reθ) is a function of the fluid properties expressed in
terms of the density (ρ) and viscosity (ρ) as well as the outer rotor radius and rotation
speed.
The bearing loss (Pbr) is a function of the moving mass (m) and its speed (v) as shown
in (3.78). In an electric motor, the moving mass is equal to the mass of the rotor and shaft
while the speed is expressed in linear or angular form depending on the type of motor.
The proportionality constant, kbr, is dependent on the type of bearing system used and
it is determined from the data provided by the bearing manufacturer.
Pbr = kbrmv (3.78)
From the preceding discussion, it is can be concluded that the components of mechanical
loss are largely dependent on the operating speed of the device. The mechanical losses
can be significant for high speed devices. However, for the operating speed range of most
electric motors, the mechanical loss is usually a less significant component of the total
conversion loss [32].
3.3.2 Electromagnetic losses
The electromagnetic losses are caused by the resistive heating of the winding, eddy cur-
rent heating and hysteresis behaviour of the ferromagnetic core. The permanent magnets
found in some electric motors are also subjected to eddy current heating. The components
of the electromagnetic losses are described quantitatively in the following sections.
Copper loss
Electric motors have field winding that are used to generate the primary magnetic
field. Most devices use common conductors such as copper in the form of wires or strips
to construct the winding. Though copper winding is not found in all electric motors, it
is the most prevalent material used for winding construction. The subsequent discussion
uses general notations to quantify the loss caused by resistive heating of the winding.
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Resistive heating is often referred to as copper loss since copper is the material of choice
for winding construction. The copper loss (Pcu) is dependent on the current drawn (I)
and the resistance (R) of the conductor such that
Pcu = I
2R (3.79)
The electrical resistance (R) of a length of conductor is dependent on the material re-
sistivity (ρ), length of the wire (l) used and its cross sectional area (ax) as shown by
(3.80).
R =
ρl
ax
(3.80)
From (3.79) and (3.80), it is apparent that the copper loss is dependent on the current and
also the wire dimensions. The copper loss can be minimized by the careful design of the
winding configuration which varies from devices. An example of a winding configuration
found in an axial flux permanent magnet motor will be presented in section 5.1. The
sizing of the wire is also critical to ensure that the winding is able to carry the rated
current without over heating.
The current density is uniform in a conductor when supplied with a direct current
(DC) such that (3.79) applies directly for calculating the copper loss. However, some
devices work on alternating current (AC). Due to the interaction between the electric and
magnetic field, an alternating current will lead to a phenomenon called ‘skin effect’. The
varying electromagnetic field set up by the alternating current induces an eddy current
in the winding. The resultant current density in the conductor is no longer uniform. The
current density is at its maximum at the surface and decreases towards the centre of the
conductor. The effect is more pronounced for thicker wires and at high frequencies. It also
depends on the permeability and conductivity of the conductor material. The effective
conductive area can be significantly smaller due the ‘skin effect’ which leads to an increase
in the copper loss.
The quantitative description of the ‘skin effect’ will not be discussed here but can be
found in [156]. It should be pointed out that the original expression for copper loss (3.79)
will have to be modified to account for this effect by introducing a correction factor (ks)
such that
Pcu = ksI
2
mR (3.81)
where Im is the mean value of the alternating current. It is common practice to the use
the RMS value of an alternating current as the mean to calculate the copper loss since
the current waveform is approximately sinusoidal in an AC device. Though ‘skin effect’
can have a significant impact on thick wires, the effect is mostly ignored in devices which
have slotted stator core [32]. This is because the magnetic flux is directed through the
stator teeth and only a small leakage flux penetrates through the conductor.
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Eddy current loss
The fundamental nature of eddy current is described by Faraday’s law of electromag-
netic induction. Faraday’s law states that a conductor when exposed to a varying mag-
netic field (Φ) will experience an induced voltage (E) equal to the rate of change of the
magnetic flux causing it or simply
E = −dΦ
dt
(3.82)
The subsequent presentation of eddy current loss will be based on the description found
in [25]. The discussion in limited to a thin plate with width, l, that is significantly greater
than the thickness, b, subjected to a changing magnetic flux, Φ, in the longitudinal direc-
tion. The thin plate with the critical dimensions is illustrated in Fig. 3.10. The following
assumptions are made to aid the discussion; (i) the magnetic flux varies sinusoidally, (ii)
the width of the plate is much larger compared to its thickness and (iii) the induced eddy
current does not change the magnetic flux.
Figure 3.10: Eddy current flowing in a thin plate subjected to a changing magnetic flux
As the flux is directed perpendicular to the plane of the plate, the induced voltage is
given by (3.82) and the induced current flows in the plane as shown in Fig. 3.10. The
magnetic field is normalized against the area to give the magnetic flux density (B) such
that Φ = BA where A is the area cut by the flux. The changing magnetic flux is assumed
to have sinusoidal variation with angular frequency of ω = 2pif at a peak flux density of
B0. The circuit path consist of two layers of equal thickness (δx) located at a distance x
from each side of the mid plane of the plate. Thus, the magnetic flux enclosed by this
path is given by (3.83).
Φ = 2lxB0 cos(ωt) (3.83)
E = 2lxωB0 sin(ωt) (3.84)
The induced voltage in this path based on Faraday’s law is given by (3.84). The
resistance of this path per unit length (in the direction of the field) is given by 2ρ l
δx
where
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ρ is the resistivity of the plate. Thus, the eddy current loss in this path is given by
δPedy =
E2δx
2ρ l
(3.85)
The total eddy current loss per unit length (P
′
edy) of the plate is given by the integral sum
of (3.85) which yields the following expression
P
′
edy =
1
2
∫ b/2
0
(2lxωB0)
2
2ρl
dx
=
lb3B20ω
2
24ρ
(3.86)
since the mean value of sin2(ωt) = 1
2
. Dividing (3.86) by the area of the longitudinal
surface (bl) of the plate and substituting the angular frequency by ω = 2pif leads to the
classical expression for the eddy current loss per unit volume (P
′′′
edy).
P
′′′
edy =
b2B20ω
2
24ρ
=
pi2
6ρ
b2f 2B20
(3.87)
As discussed in section 3.1.1, the current and magnetic flux are intricately linked based
on Maxwell-Ampere’s law. It is assumed earlier that the induced eddy current has no effect
on the magnetic flux. However, the induced eddy current does interact with the external
magnetic field and affects the resultant magnetic flux in the thin plate. A more accurate
representation of the eddy current loss is obtained by including this effect in the analysis.
The detailed formulation would not be presented here but is included in appendix A.4.1.
The final form of the expression for the eddy current loss per unit volume is given here
in (3.88).
P
′′′
edy =
pi2
6ρ
b2f 2B20
(
6
b3γ3
)(
sinh bγ − sin bγ
cosh bγ + cos bγ
)
where γ =
√
µ
ρ
pif (3.88)
Equation (3.88) gives the eddy current loss per unit volume of a thin plate exposed to
a varying magnetic field with peak flux density B0 and frequency f when the effect of the
induced current on the magnetic field is taken into consideration. Compared against the
simplified expression of the eddy current loss P
′′′
edy =
pi2
6ρ
b2f 2B20 , there are additional terms
added to (3.88). The simplified expression for the eddy current loss implies that the eddy
current is proportional to the squared of the frequency of the magnetic field. However,
there is an additional component of dependency on the frequency and the dimension of
the plate as shown by the last two terms in (3.88). The expanded expression also shows
the dependency of the eddy current loss on the permeability of the material. Equation
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(3.88) reflects how the magnetic flux is modified by the induced eddy current and its effect
on the eddy current loss.
Figure 3.11: Plot of (a) model estimated eddy current loss per unit volume and (b)
modelling discrepancy expressed in percentage
The discrepancy between the two models can best be illustrated by plotting the losses
using expression (3.87) and (3.88). Figure 3.11(a) shows the comparison of the eddy
current loss per unit volume for plates of thickness, b, ranging from 0.5−1.5 mm subjected
to a sinusoidal magnetic field. The peak flux density (B0) is fixed at 1.5T while the
frequency (f) of the flux variation ranges from 0−500Hz. The eddy current loss is clearly
dependent on the plate thickness and frequency as discussed earlier. The discrepancy
between the two models shows increasing trend with both plate thickness and frequency.
This is also expected as the additional terms found in (3.88) is a function of b and f .
Figure 3.11(b) shows the discrepancy in percentage between the two models. At 60Hz,
the discrepancy between them is at maximum only 0.08% for a plate thickness of 1.5 mm.
The discrepancy increases with frequency to a maximum of 5.3% at 500Hz for a plate
thickness of 1.5 mm. From the comparison shown here, it can be concluded that the
simplified expression (3.87) gives reasonably accurate estimate of the eddy current losses
for thin plates subjected to low frequency flux variations.
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Hysteresis loss
The electromagnetic energy conversion process involves the continual magnetization
and demagnetization of ferromagnetic materials like the stator core. Ferromagnetic mate-
rials exhibit non linear behaviour during the magnetization and demagnetization process.
The behaviour is best illustrated by the B-H curve for a typical ferromagnetic material
as shown in Fig. 3.12. As discussed in section 3.1.1, the magnetic domain in the material
will line up in the direction of the external field when it is applied onto the material. The
resultant magnetic flux density (B) at different level of magnetization intensity (H) for a
given material is described by the B-H curve.
Figure 3.12: B-H curve showing the hysteresis behaviour of ferromagnetic material
When the magnetization field intensity is increased from an initial zero, the magnetic
flux density will increase along the path a − b. However, the magnetic flux density will
decrease along another path b − c when the magnetization field is reduced to zero. The
magnetic domain that were lined up with the external field tend to retain their original
orientation. When the external field is totally removed at point c, some flux density
remains and is called the residual flux density (Br) or remanance. The residual flux
density is caused by the reorientation of some magnetic domains by the external field. In
order to remove the residual flux, a reverse magnetic field needs to be applied as shown
by the path c − d. The magnetic domain will reorientate towards the this new external
field and eventually the flux density will be reduced to zero. The magnetization field at
point d is called the coercive force (Hc).
When a ferromagnetic material is exposed to a changing magnetic field from a positive
maximum +H to negative maximum −H, the magnetic flux density varies correspond-
ingly from a positive maximum of +B to a negative maximum of −B. A cycle of mag-
netization and demagnetization is completely described by the path b− c− d− e− f − g
in Fig. 3.13. The area enclosed by the path is called the hysteresis loop. The energy
expended and recovered from the magnetization and demagnetization is unequal which
results in some energy being absorbed by the material during each cycle. Some of this
energy is converted into internal energy of the material and causes its temperature to rise.
This component of energy does no useful work and is often termed hysteresis loss.
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Figure 3.13: Complete hysteresis loop
Figure 3.14: A magnetic circuit consisting of a solenoid and iron core
The following discussion of the hysteresis loss is based on the description found in [157].
Figure 3.14 shows a ring of iron with cross sectional area, A, and a circumferential length
of l. It is magnetized by a coil carrying a current, I, with a total of N turns. Based on
Maxwell Ampere’s law, the current (I) in the coil is related to the magnetic field intensity
(H) by the relation Hl = NI. The magnetic flux (Φ) in the iron can be expressed in
terms of the flux density (B) based on the relation Φ = BA. The electrical supply must
provide the energy to sustain the induced voltage given by E = N dΦ
dt
and the current I
in response to the magnetization field. Thus the work done against the induced voltage
in a time duration of δt is given by
E I δt = N
δ(BA)
δt
Hl
N
δt
= HAl δB
(3.89)
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Thus, the total work done per unit volume is given by the following integral
W
′′′
=
1
Al
∫
EI dt
=
∫
HdB
(3.90)
Equation (3.90) indicates that the area under the B-H curve and the B-axis is a measure
of the work done per unit volume. For instance, applying a magnetizing field of +H to
ferromagnetic material would require a specific energy equal to the area under the B-H
curve and the B-axis to maintain this field. The area is illustrated by the shaded region in
Fig. 3.15(a) . When the magnetic field is reduced to zero, some of this energy is recovered.
Similarly, when a negative magnetic field −H is applied to the material, energy is required
to maintain this field. The specific energy required is given by the shaded area of the
second quadrant of the B-H plot shown in Fig. 3.15(b). During a complete cycle of
magnetization from −H to +H, the net energy required is represented by the shaded
area of the hysteresis loop.
Figure 3.15: Net specific energy required during (a) magnetization and (b) a full cycle of
magnetization & demagnetization
When the magnetizing field is changing at a frequency of f then the net power consumed
per unit volume of the material is given by the area of hysteresis loop multiplied by f .
The hysteresis loss per unit volume (P
′′′
hys) is commonly expressed in the following form
P
′′′
hys = khB
βf (3.91)
where kh is the hysteresis constant. It is a proportionality constant used for expressing
the area of hysteresis loop in terms of the maximum magnetic flux density B raised to the
power β. This formulation was first used by Steinmetz and β is now known as the Steimetz
constant. The parameters kh and β are determined empirically and can be obtained from
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material database for most common magnetic materials.
Semi empirical core loss
The preceding sections show the quantitative description of the eddy current and hys-
teresis loss in terms of its material property, operating and design parameter. These losses
are often grouped together in the analysis of electric motors as the core loss since it occurs
mainly in the stator core. The quantitative description of core loss is of interest to electric
motor designers in order to assess the conversion efficiency of the device. Using analytical
models such as (3.87) and (3.91) is an approach to obtain estimates of the core loss. How-
ever, it should be pointed out that the models are derived based on certain assumptions.
For example, the derivation of the eddy current loss (3.87) is based on the assumption
that the magnetic flux density vary sinusoidally with time. However, it is often the case
that the magnetic flux variation is not a perfect sinusoid in electric motors. Moreover, the
assumption that the magnetic field lines are orientated against the geometry in a single
direction is often not true in real devices.
The margin error can be managed by specifying constraints during the application of
such models. For instance, limiting the range of operating points could lead to reasonable
estimates. This was shown by the example for the eddy current loss when the expanded
model given by (3.88) was compared against the simplified model (3.87). Alternatively,
corrections can be introduced to the analytical model to overcome some of the limitations
that arise due to these assumptions. For instance, any non-sinusoidal signal can be de-
composed into its harmonics by a Fourier transform. By doing so, the losses caused by
a non-sinusoidal magnetic flux variation is then a sum of the losses contributed by each
of the harmonics separately. The multi directional magnetic field can be decomposed
into orthogonal components for analysis assuming the components are independent of
each other and there is no saturation in the magnetic material. Taking these considera-
tions into effect, the analytical formulation of the eddy current and hysteresis loss can be
modified into (3.92) and (3.93) respectively.
Pedy = keV f
2
∞∑
n=1
[B2x,n +B
2
y,n +B
2
z,n] (3.92)
Phys = khV f
∞∑
n=1
[Bβx,n +B
β
y,n +B
β
z,n] (3.93)
The volume of the core material is given by V . The subscript n refers to the order of
the harmonics while x, y and z refers to the components of the magnetic flux density
in the three orthogonal component using a Cartesian reference frame. For example, the
two main components of the magnetic flux in an axial machine would be the axial and
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tangential component [92].
The coefficients ke and kh that are defined in (3.92) and (3.93) respectively are pro-
portionality constants which are dependent on the material and geometry. Comparing
(3.92) with the simplified expression for eddy current loss (3.87), it can be deduced that
ke =
pi2
6ρ
b2 where ρ is the resistivity of the material and b is the thickness of the mate-
rial. The Steinmetz constants kh and β defined in (3.91) are dependent on the material
property. The core loss (Pcore) is simply the sum of (3.92) and (3.93) such that
Pcore = Pedy + Phys (3.94)
However, the core loss estimate is usually lower than the measurements taken off actual
devices. The core of such devices has specific shape and contours which requires the
supplied sheet material to be reworked. The sheet material may be punched and bent
in certain ways to produce the necessary shape and contours of the core. The additional
material processing would have changed the micro structure of the material. Its behaviour
under magnetization and demagnetization would be changed as a result of the additional
material processing. For example, the mismatch of the orientation of the magnetic field
lines with respect to the rolling direction in known to increase the losses.
Nevertheless, the formulation is widely adopted in the industry for the design of electric
motors. The advantage of adopting a standard formulation is the availability of empirical
data for coefficients that are defined in (3.92)-(3.94) as well as correction factors to account
for different configurations as discussed earlier. Equation (3.92)-(3.94) shows that the core
loss is dependent on the frequency of the varying magnetic flux, its peak value, material
properties and geometric design. The thickness of the core material is one key parameter
which is why it is common practice today to construct the core with thin laminated sheets
to reduce the core loss. The semi-empirical representation will be applied for the analysis
of an axial flux permanent magnet motor in section 5.3.3.
3.4 Model identification
This section presents the model identification techniques that is applied to analysis pre-
sented in chapter 4 and 5. Model identification is a method of identifying a mathematical
model or set of models from the measured excitation (input) and response (output) signals
of a physical system. The key to successful model identification is the proper selection of
the parameters in each step of the identification process. The process involves the selection
of an appropriate excitation signal, selection of a suitable model structure, model parame-
ter estimation based on a fitting criterion and finally model validation. The identification
process is illustrated in Fig. 3.16.
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Figure 3.16: Overview of model identification process
The selection of the excitation signal can be done using a time or frequency domain
approach. Calculating the rank of the input data sequence would give an indication of
the quality of the excitation signal. A full rank indicates a persistently exciting input
signal. Alternatively, the input data can be analysed in the frequency domain. The aim
is to choose a signal that will excite a wide range of frequencies. Prior knowledge of the
system in terms of its response bandwidth would help in the selection of the excitation
signal. It is often possible to conduct simple experiments such as step response test which
will give an indication of the frequency response of the underlying system. The choice of
sampling rate is also a critical parameter as it ultimately affects the frequency content
captured in the measurements.
An important step in the identification process is the pre-treatment of the measured
data. This would involve using filters to remove unwanted component in the measured
data which may just be measurement noise. Measurement noise is often caused by electri-
cal or mechanical interference from the surrounding equipment which may be operating at
a particular frequency. The parameter estimation process will be skewed by the presence
of measurement noise and will adversely affect the accuracy of the model. If, for instance,
a process is known to be operating within a certain bandwidth then it would be possible
to apply a bandpass filter to the measured data to remove the unwanted frequency content
of the signal. Other more advance techniques include frequency weighted identification
where the measured data is weighted against its frequency content to minimize the effect
of measurement noise [158].
The choice of model structure is an important step in the identification process. The
model structure should be sufficiently complex to capture the dynamics of the key process.
At the same time, it should not be overly complex which could lead to over fitting of the
input-output data sequence. Over fitting could lead to a skewed model that models the
higher order dynamics which may not be of interest and compromise the overall model
accuracy. The choice of model structure is aided by the knowledge of the underlying
physical process. However, without such knowledge, the choice is often arbitrary. Nev-
ertheless, the identification process can be iterated till a satisfactory model is obtained.
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The family of discrete time models can be classified into the transfer function and state
space models as illustrated by the general form in Fig. 3.17.
Figure 3.17: General structure of a linear (a) transfer function and (b) state space model
The major step of the identification process is the estimation of the model parameters.
This is the step where the parameters are determined from the measured input-output
data based on an evaluation criteria. An evaluation criteria is a measure of the goodness
of fit of a model to a particular sequence of input and output data. The parameters
that results in a minimum value of the evaluation criteria will be the best estimates of the
model parameter. The Mean Square Error (MSE) is the most common choice of evaluation
criteria. This is because the parameters can be estimated from a least square regression
method. The least square method is a deterministic method and it is mathematically
elegant. In the next sections, the application of the least square method and its variant
to the identification of both transfer function and state space models will be presented
based on the description found in [130]. The description of the identification of other
model structures are also included in appendix A.5.
3.4.1 Transfer function model
The transfer function or time series model is one of the most common model structure.
It is widely used because of its simplicity but also its versatility. This leads to several
variants of the transfer model which will be introduced shortly. Many physical processes
can be modelled by a transfer function model which is described fully by its impulse
response g such that
y(n) =
∞∑
r=1
g(n)u(n− r), n = 0, 1, 2, · · · (3.95)
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Equation (3.95) implies that the behaviour of a system is completely characterized by
its impulse response g. However, this is not always realistic in real systems as there are
unwanted disturbance that enter the systems as inputs or components of the outputs. It
is possible to group these disturbances into an additive termed υ such that
y(n) =
∞∑
r=1
g(n)u(n− r) + υ(n) (3.96)
As the disturbance is often not known a priori, it is assumed that it is probabilistic in
nature which leads to the following definition of v
v(n) =
∞∑
r=0
h(n)ε(n− r) (3.97)
where ε is a sequence of random variables which has a probability density function f(µ, σ)
such that µ is the mean value and σ is the standard deviation of the distribution. The
sequence of ε has a zero mean and is white with a constant variance. The system response
is now a sum of the impulse response and a probabilistic component
y(n) =
∞∑
r=1
g(n)u(n− r) +
∞∑
r=0
h(n)ε(n− r) (3.98)
Equation (3.98) is often expressed in terms of the of the backward shift operator q−1
which is defined as q−1u(n) = u(n− 1) such that
G(q) =
∞∑
n=1
g(n)q−n
H(q) = 1 +
∞∑
n=1
h(n)q−n
(3.99)
where G(q) and H(q) are known as transfer functions. Thus, a transfer function model
can be defined in terms of G(q) and H(q) in the general form as follow
y(n) = G(q)u(n) +H(q)ε(n) (3.100)
In an estimated model, the transfer functions G(q) and H(q) are assumed to be un-
known and are derived from an estimation procedure. The parameters of the transfer
functions are typically denoted by a vector θ and so (3.100) can be expressed as a func-
tion of θ as such
y(n) = G(q, θ)u(n) +H(q, θ)ε(n) (3.101)
Equation (3.100) can represent a whole set of models depending on G(q, θ) and H(q, θ).
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The model is only fully defined after the parameters are determined through a parameter
estimation process. The aim of modelling a physical process or phenomenon is to be
able to predict future outputs using the model. Thus, the model is often used to predict
the output in the next instance of time or commonly termed as the predictor yˆ. The
prediction error ε is defined as the difference between the measured output and the one
step ahead predictor
ε(n) = y(n)− yˆ(n|θ) (3.102)
Assuming that the sequence of prediction error has a zero mean and is white with a
constant variance, it can be taken as the probabilistic component of the original model.
This yields the general form of the one step ahead predictor model in terms of the transfer
functions as such
yˆ(n|θ) = H−1(q, θ)G(q, θ)u(n) + [1−H−1(q, θ)] y(n) (3.103)
The model is not only defined by the values of the parameters θ but also on the structure
of the transfer functions G(q, θ) and H(q, θ) or simply the model structure. The output
error model will be presented in the following section while the other model structures
are included in the appendix A.5.
Output Error (OE) model
The output error model assumes that the error is on the output and it is caused
primarily by measurement error hence the name. The measured output is simply a sum
of the undisturbed output w and the output error ε given by (3.104).
y(n) = w(n) + ε(n) (3.104)
The OE model can be expressed as a linear difference equation with the following form
w(n) + f1w(n− 1) + · · ·+ fnfw(n− nf )
= b1u(n− 1) + · · ·+ bnbu(t− nb)
(3.105)
The model when expressed in transfer function form using the backward shift operator
q−1 is defined as such
F (q)w(n) =B(q)u(n)
where B(q) = b1q
−1 + · · ·+ bnbq−nb
F (q) = 1 + f1q
−1 + · · ·+ fnf q−nf
(3.106)
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Expressing the OE model in general form with the substitution of w using the relation
(3.104) yields the following expression
y(n) =
B(q)
F (q)
u(n) + ε(n) (3.107)
Comparing (3.107) with the general formulation (3.100) yields the following definition
G(q) =
B(q)
F (q)
, H(q) = 1 (3.108)
Substituting the above expression into the general expression for predictor (3.103) gives
yˆ(n|θ) = B(q)
F (q)
u(n) (3.109)
which indicates that the output error model as a natural predictor of y. The model
parameter is defined by the following vector
θ =
[
b1 · · · bnb f1 · · · fnf
]T
(3.110)
The OE model can be expressed in standard matrix form
yˆ(n|θ) = ϕT (n)θ (3.111)
where the data vector ϕ is defined by
ϕ(n) =
[
u(n− 1) · · · u(n− nb) −yˆ(n− 1) · · · −yˆ(n− nf )
]T
(3.112)
3.4.2 Parameter estimation
The predictor for the different model structures were presented in the preceding sec-
tions. It is possible to estimate a set of model parameters (θˆ) that minimizes the prediction
error ε. The parameter estimation process starts by choosing an evaluation criterion. The
most common of which is the mean square error criteria, which will be presented in detail
here. The prediction error is defined as
ε(n) = y(n)− yˆ(n|θ) (3.113)
or expressed in terms of the model parameters using the standard matrix form for the
predictor
ε(n) = y(n)−ϕT (n)θ (3.114)
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The mean squared error is defined as follow
f(θ) =
1
N
N∑
n=1
[ε(n)]2
=
1
N
N∑
n=1
[
y(n)−ϕT (n)θ]2 (3.115)
Or in block form with matrix notations
f(θ) =
1
N
εTε
=
1
N
[Y −Φθ]T [Y −Φθ]
(3.116)
where the appended data matrix (Φ) is formed by stacking ϕT row wise for each sampled
instance such that
Φ =

ϕT (1)
...
ϕT (N)
 (3.117)
and similarly for the response vector Y
Y =

y(1)
...
y(N)
 (3.118)
The final solution of (3.115) and (3.116) are theoretically identical but they differ only in
the way the solution is arrived. Each method have its relative merits and disadvantages
which would be discussed in the next section.
Block least square algorithm
A block least square algorithm makes use of the whole set of data to estimate the model
parameter in a single mathematical operation. The dimension of the block data matrix
is such that Φ ∈ Rk×N where k is the dimension of ϕ. The block least square solution
starts with the expansion of (3.116).
f(θ) =
1
N
[Y −Φθ]T [Y −Φθ]
=
1
N
(YTY −YTΦθ − θTΦTY + θTΦTΦθ)
(3.119)
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Equation (3.119) is a minimum when its first order derivative with respect to θ is equal
to zero such that
∂f(θ)
∂θ
=
1
N
(−ΦTY + ΦTΦθ) = 0 (3.120)
which implies that the best estimate of the model parameter (θˆ) using the mean squared
error criterion is given by
θˆ =
(
ΦTΦ
)−1
ΦY (3.121)
The solution exists only if ΦTΦ is invertible which also means that it must be of
full rank. This implies that the measured data must be rich in information across all
the sampled instances. This is a necessary condition as discussed in section 3.4 where
the input excitation must be carefully selected. The drawback of the block least square
algorithm is that it becomes inefficient when the dimension of the data matrix (Φ) is large
since it requires a matrix inversion. In cases where the experiment duration maybe long,
it will be more efficient to use the recursive least square algorithm.
Recursive Least Square (RLS) algorithm
Although there are different approaches to solve the least square problem recursively,
a sufficiently general form is presented here which is adapted from [130]. Taking the first
order derivative of (3.115) with respect to θ and equating it to zero yields the following
solution of θˆ
θˆ =
[
1
N
N∑
n=1
ϕ(n)ϕT (n)
]−1
1
N
N∑
n=1
ϕ(n)y(n) (3.122)
The solution is more compactly represented by the following expression
θˆ = R−1(N)f(N) (3.123)
where
R(N) =
N∑
n=1
ϕ(n)ϕT (n) and f(N) =
N∑
n=1
ϕ(n)y(n) (3.124)
The solution is made more general by introducing a weighting function (β). Equation
(3.123) is modified accordingly by replacing R(n) and f(n) with weighted functions R¯(n)
and f¯(n) which are defined as follow
R¯(n) =
n∑
k=1
β(n, k)ϕ(k)ϕT (k)
f¯(n) =
n∑
k=1
β(n, k)ϕ(k)y(k)
(3.125)
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where the weighting function has the following property
β(n, k) = λ(n)β(n− 1, k) for 1 ≤ k ≤ n− 1
β(n, n) = 1 for k = n
(3.126)
which implies the following relations
R¯(n) = λ(n)R¯(n− 1) +ϕ(n)ϕT (n)
f¯(n) = λ(n)f¯(n− 1) +ϕ(n)y(n)
(3.127)
The recursive least square solution for θ is obtained by using the preceding relations to
substitute for R¯ and f¯ into the original solution given by (3.123) to arrive at a form shown
here
θˆ(n) = R¯−1(n)f¯(n) = R¯−1(n)
[
λ(n)f¯(n− 1) +ϕ(n)y(n)]
= R¯−1(n)
[
λ(n)R¯(n− 1)θ(n− 1) +ϕ(n)y(n)]
= R¯−1(n)
{[
R¯(n)−ϕ(n)ϕT (n)]θ(n− 1) +ϕ(n)y(n)}
θˆ(n) = θˆ(n− 1) + R¯−1(n)ϕ(n) [y(n)−ϕT (n)θ(n− 1)]
(3.128)
A mathematical transformation lemma eliminates the need for matrix inversion in
(3.128). The general form is given by (3.129) where A, B, C and D are matrices with
appropriate dimensions.
[A+BCD] = A−1 −A−1B [DA−1B +C−1]−1DA−1 (3.129)
The first step of this substitution is to let Q(n) = R¯−1(n) and define the following relation
A = λ(k)R¯(n− 1), B = DT = ϕ(n) and C = 1. which gives the expression (3.130).
Q(n) =
1
λ(n)
[
Q(n− 1)− Q(n− 1)ϕ(n)ϕ
T (n)Q(n− 1)
λ(n) +ϕT (n)Q(n− 1)ϕ(n)
]
(3.130)
The substitution leads to an efficient way of calculating the substituted variable Q(n)
iteratively without the need for matrix inversion. Another term L(n) = R¯−1(n)ϕ(n)
is introduced to eliminate R¯−1(n) from (3.128). With this final step the recursive least
square algorithm is completely defined by (3.130), (3.131) and (3.132).
L(n) =
Q(n− 1)ϕ(n)
λ(n) +ϕT (n)Q(n− 1)ϕ(n) (3.131)
θˆ(n) = θˆ(n− 1) + L(n) [y(n)−ϕT (n)θ(n− 1)] (3.132)
It should be noted that an iterative solution would require an initial estimate of the vari-
ables. Q is a measure of the confidence in the estimated model parameter θˆ. A sufficiently
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large Q(0) should be chosen to move the initial estimate θ(0) towards its final solution.
λ(n) that appears in the preceding equations is a weight factor for adjustment of the rela-
tive importance of the time data used for parameter estimation. The preceding discussion
shows how the recursive least square is equivalent to a block least square algorithm. Both
of these algorithms will be applied in chapter 4 and 5 for model identification.
3.4.3 State Space model
Another family of model is based on the state space formulation. Modelling systems in
the standard state space form is widely adopted because of the extensive tools available
for analysis of state space models. For example, the dynamic behaviour of a system can
be investigated by looking at the eigenvalue of the state matrices. Many techniques have
also been developed around the structure of the state space model such as the Kalman
Filter for optimal state estimate. It is also why the estimated state space model is the
model of choice for modelling many processes based on identification techniques. The
state space model in its most basic form is shown here
x(n+ 1) = Ax(n) + Bu(n)
y(n) = Cx(n) + Du(n)
(3.133)
where x ∈ Rp×1 is the state, y ∈ Rq×1 is the output, u ∈ R1 is the input while the state
matrices have the following dimensions A ∈ Rp×p, B ∈ Rp×1, C ∈ R1×p and D ∈ Rq×1.
However, it is more convenient to express the state equations in block form for the
purpose of identification. Firstly, the input and output data are organized into block
matrices called the Hankel matrix. The counter, i, is the number of block rows of the
data used for analysis. It is composed of two parts which are denoted by the subscript
‘p’ and ‘f ’ to represent past and future data respectively. Past data includes data up to
the instance (i− 1) before while future data include data up to the instance (2i− 1) after
as illustrated by the horizontal line dividing the Hankel matrix in (3.134). The column
width of the Hankel matrix is determined by the total length of the data sequence denoted
by N .
[
Up
Uf
]
=

u(0) · · · u(N − 1)
u(1) · · · u(N)
...
...
...
u(i− 1) · · · u(i+N − 2)
u(i) · · · u(i+N − 1)
u(i+ 1) · · · u(i+N)
...
...
...
u(2i− 1) · · · u(2i+N − 2)

(3.134)
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The output block matrices Yf and Yp are defined in a similar manner. A block Hankel
matrix can also be a combination of the input and output data sequence in one matrix.
The same notations applies as illustrated here
Wp =
[
Up
Yp
]
(3.135)
Using the same notation to distinguish past and future data, the states can be separate
into two segments defined as the past and future states as such
Xp =
[
x(0) x(1) · · · x(i− 1)
]
(3.136)
Xf =
[
x(i) x(i+ 1) · · · x(2i− 1)
]
(3.137)
Next the system matrices are arranged into block matrices. They as defined as the
extended observability (Γi), block triangular Toeplitz (Hi) and the reversed extended
controllability (∆i) matrix which are given by (3.138), (3.139) and (3.140) respectively.
Γi =

C
CA
...
CAi−1
 (3.138)
Hi =

D 0 · · · 0 0
CB D · · · 0 0
...
...
...
...
...
CAi−2 CAi−3B · · · CB D
 (3.139)
∆i =
[
Ai−1B Ai−2B · · · B
]
(3.140)
With the reorganized data and system matrices, the input-state-output relations can be
expressed in compact form given as follow
Yp = ΓiXp + HiUp (3.141)
Yf = ΓiXf + HiUf (3.142)
Xf = AiXp + ∆iUp (3.143)
Alternatively the block triangular Toeplitz matrix can be expressed in terms of the impulse
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response sequence (g0, g1, · · · , gi−1) arranged in the following manner
Hi =

g0 0 · · · 0 0
g1 g0 · · · 0 0
...
...
. . .
...
...
gi−1 gi−2
... g1 g0
 (3.144)
where g0 = D and gi = CA
i−1B.
The subsequent representation of the state space model would be in the form of an
optimal i step ahead predictor as described in [148]. The future outputs (Yf ) is predicted
from the past data (Wp) and is also dependent on the future inputs (Uf ). This relation
can be represented mathematically by (3.145).
Yˆf = LwWp + HiUf (3.145)
Due to the linear nature of the state space model, it is possible to reformulate the predictor
(Yˆf ) as a linear combination Wp and Uf as shown here
Yˆf =
[
Lw Hi
] [ Wp
Uf
]
(3.146)
where Lw and Hi are the parameters to be determined from the estimation process. The
estimated parameters are obtained by minimizing the second norm of the prediction error
as defined here.
arg min
Lw,Hi
||Yf − Yˆf || = arg min
Lw,Hi
∥∥∥∥∥Yf − [ Lw Hi ]
[
Wp
Uf
]∥∥∥∥∥ (3.147)
In order to solve the above minimization problem using a least square regression method,
Lw and Hi needs to be reformulated into a single parameter vector, θ, which will be
defined shortly.
However, the block Toeplitz matrix (Hi) first defined in (3.139) is a block lower trian-
gular matrix with identical elements along the block diagonals. To maintain the structure
of the Toeplitz matrix while solving (3.147) in a least square fashion, a mathematical
operation as defined by (3.148) was first proposed in [159] to vectorize Lw and Hi.
vec(PQR) = (RT ⊗ P )vec(Q) (3.148)
‘vec’ is the mathematical operation of forming a vector by stacking the columns of a
matrix row wise while ‘⊗’ is the Kronecker product. In this instance, P , Q and R, are
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defined as follow
P = I, Q =
[
Lw Hh
]
and R =
[
WTp U
T
p
]
(3.149)
Using the mathematical operation and above substitution on (3.146) yields the following
expression
vec(Yˆf ) =
([
WTp U
T
p
]
⊗ I
)
vec
([
Lw Hh
])
(3.150)
where the elements of the matrices Lw and Hi are now arranged in a single parameter
vector (θ).
Next, it is necessary to decompose the parameter vector into two segments (θl, θg)
which corresponds to the elements in Lw and Hi respectively. There exists a matrix Nr
which has elements of zeros and ones such that the following relationship holds
Nrvec (h1, · · · ,hi−1) = vec

0 · · · · · · 0
g1
. . . . . .
...
...
. . . . . .
...
gi−1 · · · g1 0
 (3.151)
where hi is the i
th column of the block Toeplitz matrix (Hi) as defined by (3.144). The
transformation is completed by defining a matrix N where I is an identity matrix of
appropriate dimension such that
N =
[
I 0
0 Nr
]
(3.152)
ensures that structure of Hi is maintained during the following transformation
vec
([
Lw Hh
])
= N
[
θl
θg
]
(3.153)
Thus, the original least square problem given by (3.147) can now be expressed as such
Yf −
[
Lw Hi
] [ Wp
Uf
]
= Yf −DNθ (3.154)
where D =
([
WTp U
T
p
]
⊗ I
)
and θ =
[
θl
θg
]
.
The model parameters θ are estimated by solving (3.154) using a least square method
which would yield the estimated parameter (θˆ) as
θˆ = N
(
NTDTDN
)−1 (
NTDT
)
Yf (3.155)
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The second segment of the estimate parameters (θˆg) is in fact the sequence of impulse
response of the system. It can be use to reconstruct the state matrices A, B, C and D.
The first step is forming a block Hankel matrix of the following form
T =

g1 g2 · · · gk
g2 g3 · · · gk+1
...
...
...
...
gk gk+1 · · · g2k−1
where 2k = i (3.156)
Then applying kung’s realisation algorithm, T can be decomposed by Singular Value
Decomposition (SVD) into its component defined by (3.157)
T = USVT =
[
U1 U2
] [ S1 0
0 S2
][
VT1
VT2
]
(3.157)
where S1 is the n
th most significant singular values which determines the system order.
After selecting the system order, estimates of the extended observability (Γn) and
reverse extended controllability matrix (∆n) are obtained with the following relationships
Γn = U1S
1/2
1 (3.158)
∆n = S
1/2
1 V
T
1 (3.159)
The definition of the observability matrix (Γn) as given by (3.138) implies that the state
matrix C is given by the top block row of Γn. The state matrix A is related to it by the
following relationship
A = Γn
†Γn (3.160)
where Γn and Γn is the observability matrix with the top and bottom block row removed
respectively. The superscript ‘†’ denotes a pseudo inverse. The state matrix B is simply
the last n elements of ∆n while D = g0 by definition. The above description is Markov
parameter approach to determine the state matrices A, B, C, D [145]. A variation of
this approach would be applied in chapter 5 for the identification of a lumped parameter
thermal model.
3.5 Design optimization
The application of optimization techniques to the design analysis of electric motors
requires a working knowledge of the device. This could be either be based on empirical
data if working prototypes are available for testing. Otherwise, accurate mathematical
models of the system is required to generate simulated data of the system’s behaviour
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in terms of the design parameters. In both cases, it would require considerable effort to
obtain useful and accurate data of the system’s behaviour within the bounds defined by
the designer. The general steps involved in setting up a design optimization problem is
illustrated in Fig. 3.18.
Figure 3.18: Overview of the design optimization process
The problem definition defines the objectives and requirements of the design that are to
be met. The next step is to translate the design objective into a mathematical form. What
is required is a mathematical description of the system. This is often achieved through
a mathematical model or from empirical correlations obtained from measurements. The
next step is to identify a set of variables that best describes or has the most effect on the
behaviour of the system. They are known as the design variable and each set of design
variable produces a different design. There can be more than one design variable and the
chosen design variables are usually independent of each other. The design variables are
often denoted by x where (3.161) shows a set of n variables expressed as a vector.
x =
[
x1 x2 · · · xn
]T
(3.161)
Perfect knowledge of the system’s behaviour is often not known at the start of the design
process. Thus, it is usual practice to include a more exhaustive list of design variables
at the beginning. The less significant design variable can always be removed from the
analysis by replacing it with a constant in the final optimization problem.
In order to compare different designs, a design criterion must be defined which is a
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mathematical function expressed in terms of the design variables such that
f(x) = f(x1, x2, . . . , xn) (3.162)
The design criteria is often termed as the objective or cost function. The aim of the
optimization is then to find the best value of the objective function which is either the
maximum or minimum value. Maximum value problem are converted to a minimization
problem by substituting the objective function with its negative such that f(x) = −f(x).
The optimization problem is normally expressed as a minimization problem in terms of
the function f(x) in a form given by (3.163) where x∗ is the solution of this minimization
problem.
x∗ = arg min
x
U (f(x)) (3.163)
The physical design will have some restrictions and they are known mathematically
as constraints. The constraints can be in terms of the design criteria such as a limit
on the objective function value. Or sometimes it can be in terms of the design variable
itself such a minimum or maximum value that a design variable can carry. However, in
either cases, they must be functions of at least one design variable. Constraints can be
express in equality or inequality form where equality constraints are more restrictive. The
constraints can be expressed in terms of the design variables in general form as such
pi(x) = pi(x1, x2, . . . , xn) = 0 for i = 1, . . . , r (3.164)
qj(x) = qj(x1, x2, . . . , xn) ≤ 0 for j = 1, . . . , s (3.165)
for a total of r equality and s inequality constraints. The number of equality constraints
must be less than or equal to the number of design variables such tha r ≤ n. Otherwise,
it would be an overdetermined set of equations. It is also possible that no constraints
exists and the optimization problem becomes an unconstrained problem.
3.5.1 Gradient based methods
Many of the classical techniques for solving an optimization problem is based on the
calculation of the gradient vector. The gradient vector at a point x∗ is the normal of the
plane tangent to that point defined as
c = ∇f(x∗) =
[
∂f
∂x1
∂f
∂x2
· · · ∂f
∂xn
]T
(3.166)
The gradient vector indicates the direction of maximum increase of the function f(x).
This is an important property which is useful in solving the optimization problem which
will be discussed shortly. Differentiating the gradient vector again yields the Hessian
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matrix (H) which is defined as such
H = ∇2f(x∗) =

∂2f
∂x21
∂2f
∂x1∂x2
· · · ∂2f
∂x1∂xn
∂2f
∂x2∂x1
∂2f
∂x22
· · · ∂2f
∂x2∂xn
...
...
. . .
...
∂2f
∂xn∂x1
∂2f
∂xn∂x2
· · · ∂2f
∂x2n
 (3.167)
The values of the gradient vector and Hessian matrix are indicative of the conditions
necessary for an optimal solution.
Solving an optimization problem using gradient based methods require the calculation
of the function and its derivative at a different points in the solution space. If the necessary
conditions are not met at a particular point then the solution is moved to the next
point represented by a step change in x such that d = x − x∗. Linear or quadratic
approximations of the function f(x) is often adopted since it is usually sufficiently accurate
to describe the local behaviour of the function. The approximated function at the point
x∗ can be expressed as a second order Taylor series as shown
f(x) = f(x∗) + cTd +
1
2
dTHd + ξ (3.168)
where ξ represents the error introduced by ignoring the higher order terms. The change
in the function value ∆f(x) by moving a step d is represented by the following expression
∆f(x) = cTd +
1
2
dTHd + ξ (3.169)
The condition for optimality is met when the function value remain constant or in-
creases in the vicinity of the point x for small step changes represented by d. This can
be described mathematically by the following inequality
∆f(x) ≥ 0 (3.170)
The above inequality is used to derive the necessary and sufficient conditions for a min-
imum point. The change in the function value (∆f) as define by (3.169) can be non
negative for all values of d only when the gradient vector is equal to zero such that
c = 0 (3.171)
Equation (3.171) gives the first necessary condition which implies that the gradient at x∗
must be equal to zero. Looking at the second term of (3.169) requires that
dTHd > 0 (3.172)
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for the non negativity of ∆f to be assured for all possible values of d. Thus the second
necessary and hence sufficient condition as defined in (3.172) requires that the Hessian
matrix H be positive definitive.
The earlier discussion implies that the solution of an unconstrained optimization prob-
lem depends only on the nature of the function f(x). However, this is not true for
optimization problems with constraints. The constraints will either be inactive or vio-
lated depending on the point in the solution space. Thus, the constraints will also need
to be evaluated during the optimization process. The Lagrange representation includes
the objective and constraint function in one as such
L(x,v) = f(x) +
p∑
i=1
vihi(x) (3.173)
where vi is the Lagrange multiplier which represents a scaling factor for each constraints
out of a total of p constraints. It should be noted that both the equality and inequality
constraints are represented here collectively by a single function h(x) since inequality
constraints can be converted to equality constraints by the introduction of slack variables.
There exists a unique Lagrange multiplier (v∗) such that
∇L(x∗,v∗) = 0
⇒ ∂L(x
∗,v∗)
∂xi
= 0 for i = 1, . . . , n
⇒ ∂L(x
∗,v∗)
∂vi
= 0 for i = 1, . . . , p
(3.174)
Equation (3.174) is the necessary condition for the solution of a constrained optimization
problem to be optimum. The Lagrange multiplier (v) increases the dimension of the un-
knowns in the problem. However, the necessary condition as defined by (3.174) creates
another set of equations from which the Lagrange multiplier can be determined. Analyt-
ical or numerical techniques can be used to solve the Lagrange equation for the optimal
solution. However, the detailed solution will not be explored here but is described in [77].
Most practical design optimization problem involve large number of design variables
and constraints. Solving such problems analytically would mean tackling a large set
of equations and the process can be tedious. Moreover, the objective and constraint
functions are often non linear or implicit functions of the design variables. In this case,
numerical method is the preferable approach for obtaining a solution. Numerical methods
are iterative in nature which means that the final solution is arrived in small steps. The
objective and constraint functions together with their derivatives are evaluated at each
point of the solution process. The solution point is moved from point to point in the
solution space in a systematic manner to search for the minimum guided by the function
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value and its derivative. The process is repeated until a predetermined stopping criterion
is met such as meeting the optimality condition. The method does requires an initial
estimate of the solution to begin which can be any feasible solution.
The detailed implementation of the numerical solution will be discussed in chapter 4.
However, an overview of the major steps of a numerical solution will be presented here.
The following are the key steps required in a numerical solution.
1. Determine an initial estimate x(0)
2. Compute a search direction d(k)
3. Check if convergence criteria are met otherwise continue to step 4
4. Calculate a positive step size α(k) in the direction of d(k)
5. Update the solution as such x(k+1) = x(k) +α(k)d(k) then increase the counter k and
return to step 2
The essential step of the algorithm is the calculation of the search direction d and step
size α which will be discussed in the remaining parts of this section.
The idea behind an iterative solution is to reduce the objective function value at each
step. Thus, the following equality must be satisfied at each step of the solution
f(x(k+1)) < f(x(k))
f(x(k) + α(k)d(k)) < f(x(k))
(3.175)
The left hand side of the inequality can be approximated using a first order Taylor ex-
pansion such that
f(x(k)) + α(k)
(
c(k) · d(k)
)
< f(x(k)) (3.176)
which can be further simplified into
c(k) · d(k) < 0 (3.177)
c(k) is simply the gradient of the objective function which is a known quantity. Thus, it
is possible to determine d(k) from the inequality defined by (3.177). A range of vector
meets the condition of this inequality and they are known collectively as the direction of
descent. The choice of a particular direction of descent depends on the algorithm. The
steepest descent and conjugate gradient methods are amongst the most common.
The step size (α) can be determined by searching for the minimum value of the objective
function along the descent direction. At this point of the solution, the descent direction d
has already been determined from an earlier step. Thus, the step size can be determined by
minimizing the objective function in terms of α. The necessary and sufficient condition of
a minimum point was first defined by (3.171) and (3.172). For a one dimensional problem,
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it can be summarized by the following expression
df
dα
= 0 and
d2f
dα2
> 0 (3.178)
Similar to the main optimization problem, the solution for the step size can be obtained
analytically or numerically. If the function f(α) can be expressed explicitly in terms of α
and it is linear, then an analytical solution is sufficient to determine the step size based
on the necessary and sufficient conditions (3.178). Otherwise, a numerical solution will be
required. The step size is then determined by comparing function value f(α) at different
points along the search direction. Some of the common line search method are the equal
interval and golden section search methods.
3.5.2 Stochastic methods
The alternative approach to solving an optimization problems is based on stochastic
methods. Stochastic methods are statistical in nature that depends on random number
generations. However, the search for the optimum is guided based on some algorithm
which reduces the objective function at each step. Stochastic method only require eval-
uating the objective and constraint function without the need for its derivative. This is
an advantage as not all objective functions are differentiable and in fact they can also
be discontinuous. Stochastic methods are thus more robust in dealing with a variety of
functions. The algorithm also searches for the global rather than the local optimum. Al-
though many stochastic methods have been developed in recent years, Genetic Algorithm
(GA) remains one of the most common and widely used method.
Genetic Algorithm is based on the biological process of evolution and natural selection.
An initial random set of individuals (feasible solutions) is generated to start the process
and collectively they are known as the population. This initial population defines the
solution space from which the optimal solution is determined. An evolutionary approach
is used to search for the ‘fittest’ individuals within this solution space. The fitness of an
individual is evaluated from the fitness function. The fitness function is defined in terms
of the objective function for unconstrained problems and an additional penalty function
for constrained problems.
Individuals are ranked according to their ‘fitness’ and the ‘fitter’ individuals are se-
lected for reproduction. Thus, the successive populations will have a higher probability of
individuals with high ‘fitness’. Individuals are coded into chromosomes which facilitates
the genetic operations that follow. Binary encoding is the most common method which
represents the chromosomes as a series of 0 and 1. A pair of individuals (parents) is
combined together through a crossover in their chromosomes followed by a mutation of
the new chromosome which would result in a new individual (child). Crossover involves
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the exchange of sections of the chromosomes between parents. Mutation only affects the
individual at specific points of its chromosomes. The new individuals produced from the
genetic operation then form the population of the next generation.
In each generation, the ‘fittest’ individuals also known as the elites are kept unchanged
until it is replaced by ‘fitter’ individuals produced from the reproduction process. This
ensures that the ‘fittness’ value of the elites will be increased in this simulated evolution
process. The random mutation allows for some variability in the individuals which might
be useful in moving the process towards a global optimum. The optimization process
is terminated once there is no appreciable improvement in the fitness value of the elite
individual. The process is illustrated in the flowchart shown in Fig. 3.19.
Figure 3.19: Overview of Genetic Algorithm
An issue with stochastic search algorithms like GA is that a global optimum solution
can not be guaranteed. This issue can be minimized by having a large population size,
increasing the crossover fraction and mutation rate. The large population size would
allow for a rich solution space to begin the search with. When this is coupled with a
high instance of crossovers and mutations at each generation of the population, it would
produce more variations and move the search away from a local minimum point. However,
such a set up would result in an optimization process that will take more iteration to
converge. The performance of GA optimization process is dependent on the set-up and
selection of the optimization parameters.
The preceding discussion describes the general mathematical framework for solving an
optimization problem. The details of the algorithms were not discussed as the focus is on
the application of these optimization techniques to engineering design. Most optimization
techniques are directly applicable to engineering design problems. However, some practi-
cal challenges do remain in its application. The discrete nature of some design variables
require special attention since most standard optimization method works only for contin-
uous variables. Some of the limitations will be addressed in the later chapters together
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with the detailed implementation of the techniques to the design of an electric motor.
3.5.3 Mathematical modelling
The implementation of optimization techniques to the design process requires a math-
ematical description of the system in terms of the design variable (x). This can be done
using numerical models such as Finite Element models. Alternatively, it can be based on
empirical correlations obtained from experimental observations. The basic requirement of
the mathematical model is its accuracy and cost of implementation. After selecting the
design variables, the next step is generating the data necessary to capture the accurate
behaviour of the system within the design space. The data can be obtained from experi-
mental testing or from simulations. There exists a function fˆ that maps the variables x
to the response y such that
y = fˆ(x) (3.179)
The function fˆ can be determined from the r observations
[
(y(1),x(1)), . . . , (y(r),x(r))
]
.
fˆ can be of any structure but it is often selected based on the physical consideration of the
system’s behaviour. The most common and flexible of which is the mth order polynomial
function of the following form
fˆ(x,w) =
m∑
j=0
n∑
i=0
wi,jx
j
i (3.180)
where w is the coefficient of the polynomial function. The polynomial function (3.180)
is an approximation of the actual function up to the mth term based on a Taylor series
expansion. The higher the order of the polynomial function the more accurate the approx-
imation. However, a higher order polynomial function may over fit the data especially if
data is corrupted by noise. The noise component can be caused by measurement error
if the data is obtained from experiments. Otherwise, it could be caused by numerical or
modelling error if the data set is simulated.
After selecting a suitable structure for the function fˆ(x,w), the next step is to deter-
mine the parameters w that best fit the set of data
[
(y(1),x(1)), . . . , (y(r),x(r))
]
. A fitting
criterion is chosen to describe the closeness of fit of the estimated function fˆ .
arg min
w
r∑
i=0
[
yi − fˆ(xi,w)
]2
(3.181)
Equation (3.181) gives the definition of the least square criterion. The parameters w can
then be determined by solving the minimization problem given by (3.181) in a least square
fashion. The derivation of the least square algorithm has been presented in section 3.4.2.
The solution is presented here in terms of the data matrix Φ and response vector y which
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gives the solution of w as
w =
(
ΦTΦ
)−1
Φy (3.182)
The algorithm requires that ΦTΦ be invertible which means that it must have a non
zero determinant or in mathematical terms it must be of full rank. This condition is met
only when the data matrix Φ has sufficient data points which are independent of each
other. There needs to be at least r independent observations such that w ∈ Rr×1 to
yield a deterministic solution to (3.182). Thus, it can be a time consuming process to
obtain an accurate function of the system’s response. Having some physical insight into
the system’s behaviour will help prevent overcomplicating the modelling process which
may otherwise be a costly affair.
Techniques have been developed to aid designers in achieving accurate models without
expending unnecessary computation effort. One such technique is called space mapping
which makes use of simple mapping functions to map the response from a coarse model
to a fine model. The idea is that the coarse model requires less computation effort but
is less accurate while the fine model is more accurate but costly to implement. However,
the inaccuracies associated with the coarse model can be reduced by using a mapping
function that can be tuned from the observed data. This can be done in a calibration
stage or in an ad hoc manner during optimization [100]. The details of the method and
its implementation will be presented in section 4.2.1.
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Chapter 4
High precision permanent magnet
linear motor
Linear motors are widely used for automating machine tools such as the feed drive
system of a machining centre. The increasing demand for precision manufactured products
in some industries and the ever increasing miniaturization of electronics have led to the
development of high precision manufacturing systems. The increasing requirement for
precise and high volume manufacturing means that the machine tools need to be accurate
and be able to operate at high speed. For instance, the linear motors used for tool or
work-piece positioning are designed for both high speed operation and high accuracy
positioning [15]. This means that the device should be able to generate a high thrust
force and be effective at rejecting any internal or external disturbances.
A linear motor that can produce a high thrust force would increase its payload capacity
and increase the feed rate of the machine during the manufacturing process. However, the
high speed operation should not compromise the positioning accuracy since it is critical
to ensure that the manufactured parts meet the high finishing tolerance required. These
requirements are particularly challenging to meet in high precision and high throughput
applications. Linear motors suffer from internal heat generation during operation due
to energy conversion loss. The thermal loading on the device caused by heat generation
results in temperature rise. Temperature rise in and around the device is a cause for
disturbance in precision positioning systems. Thermal disturbance is caused by a build-
up of thermal strain in the device leading to material distortion. Thermal distortion is
one of the largest sources of error in precision systems [49]. Moreover, excessive heat
generation also means inefficient operations which has become a growing concern in the
move towards a more sustainable manufacturing industry. The benefit of an efficient
design is twofold as it reduces the power consumed while at the same time the effect of
thermal disturbance is minimized by limiting the internal heat generation.
Figure 4.1 shows a linear motor which uses an electromagnetic module coupled with
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Figure 4.1: High precision permanent magnet linear motor
a flexure mechanism to achieve fine positioning [160]. The electromagnetic module has a
stationary magnet and a moving coil configuration. The linear motor is designed for use in
precision applications with positioning accuracy of up to ±20nm [161]. The stroke length
of the actuator is up to 500µm with a maximum actuation speed of up to 100mm/s. The
application of flexure mechanism to the linear motor allows the motor to achieve fine po-
sitioning. As the flexure spring have a linear force to extension relationship, positioning of
the linear motor can be directly achieved by controlling the force produced by the electro-
magnetic module. This allows fine position control of the linear motor without the need
for a complicated controller. However, internal heat generation in the electromagnetic
module causes thermal disturbance which results in significant position error during con-
tinuous operation. An integrated design analysis and model based compensation method
is proposed to improve the performance of the high precision permanent magnet linear
motor.
One of the key performance parameter used for motor selection is the force constant
defined as the force generated per unit current. Alternatively, the force constant can also
be expressed as the force per unit power consumed. This is an equivalent form of the
force constant since the power consumed or, more explicitly, the heat generated in the
windings of an electric motor is a function of the current drawn from the supply. The
force per unit heat generated is a therefore a suitable design objective. Optimization is a
useful design tool which allows the design problem to be solved as an inverse mathematical
problem [97]. This ensures that the optimal design is selected within the bounds defined
by the constraints in terms of the output performance and physical dimensions. A single
objective mixed variable optimization problem is formulated to maximize the output
force per unit heat generated. A two stage optimization method is proposed by first using
Genetic Algorithm (GA) for the global search. This is followed by a Branch and Bound
(BB) method with local minimization to determine the optimal feasible solution.
Only feasible solutions are accepted since some of the design variables are discrete in
nature. The proposed approach adopts a systematic search method to deal with the dis-
crete variables during the optimization process. In addition, a coarse fine model output
space mapping technique is implemented in the optimization process to reduce compu-
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tation time [100]. This is done by substituting the fine model (Finite Element magnetic
model) with an output corrected coarse model (analytical magnetic model). The inac-
curacies associated with the coarse model can be reduced by using a mapping function.
This gives rise to a surrogate model which is derived from the coarse model through the
mapping function. The function parameters are determined iteratively during the opti-
mization process through a parameter extraction process. The surrogate model therefore
offers a good balance between accuracy and computation effort.
The design analysis is aimed at improving the thrust force and efficiency of the device.
Though an improved design would result in a device which produces less heat during
operation, the full effects of thermal disturbance can not be completely eliminated. The
periodic thermal loading on the device during continuous operation causes dynamic ther-
mal disturbance which needs to be compensated in order to achieve consistent output
performance [52]. Therefore, the second stage of the proposed method focuses on compen-
sation techniques that minimizes the effect of thermal disturbance on positioning accuracy.
The effects of thermal disturbance can be effectively compensated for through accurate
disturbance modelling. The effects of thermal disturbance is characterized through an
experimentally determined model. The relationship between temperature increase and
the resulting thermal distortion is determined through model identification techniques.
However, direct measurement of the internal temperature is not practical during oper-
ations due to space and operational constraints. A state space model is used to estimate
the internal temperature distribution. It is determined through a series of tests during
a calibration stage. To ensure good tracking of temperature, the model is coupled with
measurement feedback from an embedded temperature sensor in the coil. The accuracy
of the temperature estimate is improved by using minimal sensor feedback in a Modified
Kalman Filter (MKF). The thermoelastic process is modelled using this temperature in-
formation as input to a transfer function model. Finally, a recursive parameter estimation
method is used to ‘fine tune’ the model before compensation is carried out in an extended
test simulating continuous operations.
4.1 Electromechanical model
The moving coil and stationary magnet configuration is shown in Fig. 4.2. The design
of such a device revolves around the conducting wire and its interaction with the magnetic
field generated by the permanent magnets (PM). Lorentz force is generated due to the
interaction of the conducting wire and the magnetic field which is the basis for actuation.
At the same time, internal heat generation is inevitable due to energy conversion losses.
The losses arise for the following reasons; (i) resistive heating of the conducting wire,
(ii) eddy current generated in metallic parts, (iii) hysteresis behavior in the magnet and
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Figure 4.2: A moving coil and stationary magnet configuration
(iv) mechanical losses at contacting surfaces. Eddy current and hysteresis losses are
generated in the presence of a changing electric field. The changing field can be caused
by an alternating current or when there is relative motion between the electric field and
the magnets or metallic parts. Mechanical losses arise due to friction between two moving
surfaces in contact. Finally, resistive heating is caused by the electrical resistivity of the
conducting wire.
In a static operation using direct current, resistive heating is the only source of heat
generation as there is no motion and changing electric field. Resistive heating is propor-
tional to square of the electrical current that the wire is carrying. The heat generation (P )
is also dependent on the wire resistivity (ρcu), length (lcl) and cross sectional area (ax) as
shown by (4.1). The Lorentz force (F) acting on the conducting wire in a magnetic field
with a flux density (B) that is directly proportional to the current given by (4.2). The
expression holds for the case of a constant magnetic field directed perpendicular (normal)
to the direction of the current flow.
P =
I2ρculcl
ax
(4.1)
F = BIlcl (4.2)
Both the output force and heat generation are functions of the input current (I) which
would be kept constant at 1A for this design analysis. Equation (4.1) and (4.2) shows
that the device output is dependent on the overall length (lcl) of the conducting wire
used. In order to perform the subsequent design analysis, the following assumptions and
parameterization is carried out using Fig. 4.3 for illustration. A regular packing of the
wire is assumed where the number of turns (nx) and layers (ny) is defined to describe
the wire configuration. The external wire diameter, d = d0 + dt, is adjusted for the
finite thickness of insulation material (dt) around the wire of diameter, d0. The effective
conductive cross sectional area is given by (4.3).
ax =
pi (d− dt)2
4
(4.3)
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Figure 4.3: Cross sectional view of magnet, core, air gap and coil configuration
Table 4.1: Summary of the design variables, geometric constants and dependent
variables
Description Expression Unit
Design variables
Number of axial turns nx
Number of radial turns ny
Wire diameter d0 [mm]
Geometric constants
Coil inner radius R =10 [mm]
Stator axial length a+b =10 [mm]
Magnet and stator radial thickness e+f =18 [mm]
Radial gap tolerance g0 =1 [mm]
Axial gap tolerance l0 =1 [mm]
Wire insulation thickness dt =0.035 [mm]
Dependent variables
External wire diameter d = d0 + dt [mm]
External length Lext = nxd+ 2g0 + 18 [mm]
External radius Rext = nyd+ 2l0 + 10 [mm]
The parameters nx, ny and d0 are taken as the design variables while the other geometric
parameters are kept constant as shown in Fig. 4.3. The coil with an inner radius, R, is
suspended in the magnetic field by a bobbin attached to a flexure bearing which is not
shown. A small gap tolerance defined by l0 and g0 exists between the coil and magnet.
The total length of wire for an idealized coil configuration is parametrized in terms of the
design variables given by (4.4). The external radius (Rext) and length (Lext) in [mm] is
given by (4.5) and (4.6). The list of design variables, geometric constants and dependent
variables is shown in Table 4.1.
lcl =
ny∑
i=1
2pinx {R + [(i− 1) + 0.5] d}
lcl = pinxny (2R + nyd)
(4.4)
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Rext = nyd+ 2g0 + 18 (4.5)
Lext = nxd+ 2l0 + 10 (4.6)
4.1.1 Finite Element magnetic model
The design of the magnetic path is based on a C-shaped core with a dual magnet
configuration as illustrated in Fig. 4.4. The plane of interest corresponds to the air
gap. The analysis of the magnetic flux density in the air gap is restricted to a sector of
the device because of the axis-symmetric design. The electromagnetic (EM) problem is
Figure 4.4: C-shaped dual magnet configuration and plane of interest
reduced to a magneto-static analysis without the presence of a current carrying conductor.
The magnetic flux in a region free of a current source is described by ∇·B = 0 as defined
by Gauss law as discussed in section 3.1.1. B can be substituted by the magnetic field
strength H based on the constitutive relationship B = µH where µ is the permeability of
the material. However, due to the presence of a permanent magnet, the magnetic flux is
described by the following expression
∇ ·B = ∇ · µ (H + M) = 0 (4.7)
where M is the magnetization vector within the magnets. It is equal to the magnetiza-
tion intensity generated by the magnet in the absence of an externally applied magnetic
field. The magnetic scalar potential (ψ) first introduced in section 3.1.1 is related to the
magnetic field strength by the following expression
H = −∇ψ (4.8)
Substituting this relation into (4.7) therefore yields (4.9) which describes the magnetic
field in the region in and around the permanent magnet.
∇2ψ = ∇ ·M (4.9)
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Equation (4.9) can be solved numerically by using a Finite Element (FE) method.
Boundary conditions are imposed on the outer surface of the computational domain to
ensure the existence and uniqueness of the solution. Then, the field strength and radial
flux density in the air gap can be derived from (4.7) and (4.8) by numerical differentiation.
A 3D Finite Element (FE) model of the device is constructed in the Computer Simulation
Technology (CST) software package using a magneto-static solver. The computation
domain is meshed with a total of 205,000 tetrahedral elements as illustrated in Fig. 4.5.
In addition, information such as external sources and the material properties are also
necessary to fully define the model. The N48H permanent magnets has a residual magnetic
flux density of Br = 0.87T and recoil permeability of approximately one. The core is
constructed from standard grade mild steel which has an estimated relative permeability
of 25 times the permeability of free space.
Figure 4.5: Computational domain mesh and simulated magnetic flux density vectors
An output plot of the magnetic flux in the computation domain is shown in Fig. 4.5.
The magnetic flux density (B) used for estimation of the force generation in (4.2) is derived
from the radial component of the flux density on the plane of interest. The average across
Nz×Nr points on the plane of interest can be calculated using (4.10) by taking the mean
of the integral sum. The flux density is denoted by Bf for clarity and distinction for the
subsequent discussion in the later sections.
Bf =
1
NzNr
Nz∑
j=1
Nr∑
i=1
B (ri, zj) (4.10)
4.1.2 Analytical magnetic model
An analytical magnetic circuit model is developed to estimate the air gap magnetic flux
density. This model is less accurate compared to a Finite Element model due to model
simplifications. However, it demands less computational effort and is ideal for implemen-
tation in an optimization process. The purpose of using an analytical magnetic model
is to reduce the computation effort required to obtain an estimate of the air gap mag-
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netic flux. The mismatch in the model output between the analytical (coarse) and Finite
Element (fine) model needs to be addressed in order to determine the optimal solution.
An output mapping is introduced in a later section to account for this mismatch. The
coarse model is derived from an equivalent magnetic circuit of a 2 dimensional slice of the
Finite Element model as illustrated in Fig. 4.6. The C-shape dual magnet configuration
is represented by a magnetic circuit with two parallel paths. The difference in the two
paths lies in the leakage path which is present in path 2 that takes the place of the core in
path 1. The magnetic flux in the leakage path is confined to an imaginary path as though
a core is present. The idealization of the model will lead to model output inaccuracies.
Figure 4.6: 2 dimensional magnetic circuit model
The magnetic flux (Φ), magneto motive force (υ) and reluctance (R) are analogous to
the electrical equivalent of current, voltage and resistance respectively. R is calculated
from the magnetic path length (l), permeability (µ) and cross sectional area (A) as shown
in (4.11). The cross sectional area is simply a product of the path width (W ) and charac-
teristic dimension (D). The magnets are modelled as a source with internal reluctance in
series, assuming that it is operating in the linear region of the demagnetization curve. The
magnetic motive force is given by (4.12) where Br is the residual magnetic flux density,
µr is the recoil permeability and lmg is the length (polarization direction) of the magnet.
Ri = li
µiAi
where Ai = WDi (4.11)
υmg =
Brlmg
µr
(4.12)
Figure 4.7: Equivalent magnetic circuit
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The equivalent magnetic circuit is shown in Fig. 4.7. The conservation of magnetic
flux in path 1 and path 2 leads to the expression (4.13). The magnetic flux density in
the air gap is simply the flux density per unit area as shown in (4.14). The selection
of the width size (W ) is inconsequential since it would be eliminated in the calculation.
The material properties, geometric variables and constants used for calculation of the flux
density are illustrated in Fig. 4.6 and listed in TABLE 4.2.
Φ =
2υmg
RT + 2Rmg +Rg where RT =
(Rlk +Rcr,2) (Rcr,1)
Rlk +Rcr,2 +Rcr,1 (4.13)
Bc = Φ/Ag (4.14)
Table 4.2: Summary of analytical magnetic model parameters
Magnet properties Expression Unit
Coercivity Hmg = 690 kA/m
Remanance Br = 0.87 T
Magnet length T = 4.5 mm
Geometric constant
End gap 1 L0 = 5 mm
End gap 2 G0 = 18 mm
Permeability µi
Vacuum µ0 = 4pi × 10−7
Magnet µr = 1.003µ0 Tm/A
Core µcr,1 = µcr,2 = 25µ0 Tm/A
Gap µg = µ0 Tm/A
Leakage path µlk = µ0 Tm/A
Path length (li)
Magnet lmg = T mm
Core1 lcr,1 = L+ L0 +G+G0 mm
Core2 lcr,2 = L+ L0 mm
Gap lg = G mm
Leakage path llk = G+G0 mm
Characteristic dimension (Di)
Magnet Dmg = L mm
Core Dcr,1 = Dcr,2 = 5 mm
Gap Dg = L mm
Leakage path Dlk = 5 mm
4.1.3 Experimental validation of model output
Figure 4.8 shows the experimental set up for measuring the radial component of the
magnetic flux density at the midpoint of the plane of interest along the z-direction (due
to finite size of the probe). A unidirectional hall probe coupled with a Lakeshore 460
gaussmeter is used for measuring the flux density with an accuracy of ± 0.001T. It is
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Figure 4.8: Experimental set up for magnetic flux density measurement
positioned along z-axis with a motorized planar stage. This ensures that there is a con-
sistent step size (1mm) along the measurement path while maintaining a level position.
The measured air gap magnetic flux density is shown in Fig. 4.9. A comparison between
the measurement and model output is made to validate the Finite Element (FE) model.
There is good agreement between the FE model estimation and measured data as shown
by the close fit of the plots. The goodness of fit is measured by the RMS error between
the model output (zˆ) and measurement (z) as defined in (4.15). The RMS error between
the measured and estimated data amounts to 0.022T representing an averaged error of
less than 7.3% of the measurement range (0.3T). The measured air gap flux density has
an average value of 0.146T while the model estimates an average flux density of 0.150T.
The average air gap flux density is calculated using (4.10) with the radial component of
the magnetic flux density shown in Fig. 4.9.
eRMS =
√∑N
i (zˆi − zi)2
N
where N = no. of data points (4.15)
The device output performance is characterized in another experimental set up shown
in Fig. 4.10. The output force is measured using a Schaevitz FC2231 load cell. The
load cell is pre-calibrated for direct measurement of the output force with an accuracy of
±0.05N. The device is powered by a linear amplifier using a closed loop current controller
to maintain the desired input current level. The supply voltage and input current are
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Figure 4.9: Radial component of magnetic flux density in the air gap (model estimate
and measurement)
Figure 4.10: Experimental set up for input-output measurement
measured throughout the experiment. As discussed in section 4.1, the heat generation
is contributed solely by the resistance heating of the coil in a static analysis. Thus,
the heat generation is equal to the supplied electrical power given by the product of the
supply voltage and current. Figure 4.11 shows the input-output relationship of the device.
There is a linear relationship between the output force and input current as shown in Fig.
4.11(a). This agrees well with the analytical model given by (4.2) which also predicts
a linear relationship based on an averaged magnetic flux density (B). However, a slight
difference in the slope of the lines shows the minor deviation between the model estimated
and measured flux density as discussed earlier.
As for the heat generation, there is an exponential relationship with the input current
as described by (4.1). The deviation between the model estimate and measurement is
more pronounced at higher levels of input current as shown in Fig. 4.11(b). This is
caused by the change in material properties as the device temperature changes. It is
known that the electrical resistivity increases with temperature. The electrical resistivity
directly affects the amount of heat generation based on (4.1). As such, it is expected that
some discrepancy will arise since this effect is not explicitly accounted for in the model.
The input is an independent parameter in the optimization and it is kept constant with
a nominal value of 1A. Thus, the models are validated against the measurement at this
design point. The force as measured using the load cell is 5.28N while the heat generation
is derived from the supplied power as 4.11W. The force is overestimated by 0.6% while the
141
Figure 4.11: Model estimated and measured input-output characteristics: (a) output
force and (b) heat generation
heat generation is underestimated by 8.9% for reasons discussed earlier. Nevertheless, the
model estimates do not deviate beyond 10% from the measurement at the design point
(1A input current) as summarized in TABLE 4.3.
Table 4.3: Comparison of the model output deviation at the design point
Output parameter
Measured
(a)
Model estimated
(b)
% deviation
= b−a
a
× 100%
Magnetic flux density [T] 0.146 0.150 +2.7
Force [N] 5.28 5.32 +0.6
Heat generation [W] 4.11 3.74 -8.9
4.2 Design optimization
4.2.1 Output space mapping
The design optimization process begins with the definition of the objective function.
Equation (4.16) describes a general optimization problem with input variables x and
model response R (x) subjected to a suitable objective function U with the associated
constraints. x∗ is the optimal solution to this optimization problem.
x∗ = arg min
x
U (R (x)) (4.16)
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However, due to the inaccuracies associated with the analytical magnetic model or coarse
model, a suboptimal solution would be obtained instead. The underlying concept of
Space Mapping (SM) is to match the optimal solution derived from a coarse model to the
solution from a fine model during the optimization process. The coarse model is typically
less accurate due to model simplification. However, the coarse model is simple to evaluate
and computationally efficient. Time saving can be achieved by making use of the coarse
model as a substitute to the fine model during the optimization process.
SM uses a function to map the input or output response from the coarse model onto the
fine model. The mapping function is denoted by P (x) as shown (4.17) which can be linear
or nonlinear. P (x) can be determined during problem formulation or iteratively during
the optimization process itself. The fine model can be substituted by the coarse model
using an approximation shown in (4.18). The optimization process now only requires
evaluation of the coarse model which would be computationally less demanding. The
optimal solution can then be estimated as xf through the inversion given in (4.20).
xc = P (xf ) (4.17)
Rc (P (xf )) ≈ Rf (xf ) (4.18)
x∗c = arg min
xc
U (Rc (xc)) (4.19)
x∗f = P
−1(x∗c) (4.20)
ε = ||Rf (xf )−Rc(xc)|| (4.21)
The mapping function is found by minimizing the parameter extraction error (4.21). In
the original SM, Bandler [102] uses a least square regression to determine the coefficient
of a linear mapping function. Such a method requires a finite number of fine model
evaluations prior to the optimization process to initiate the parameter extraction process.
The number of evaluations required depends on the order and dimension of the mapping
function which increases with the mismatch. In the Aggressive Space Mapping (ASM)
method [103], parameter extraction is an intermediate step of the main optimization
process. It uses an iterative quasi newton method to estimate the Jacobian matrix to
direct the search towards a function that minimizes (4.21). However, it suffers from
the limitations common to numerical methods such as convergence difficulties and also
sensitivity to the initial estimates.
If there are large differences in model structure, the output misalignment between
the coarse and fine model response will still be significant even after input mapping.
An output mapping can overcome this deficiency by introducing a transformation of the
coarse model response based on an output mapping function O (Rc(xc)) as defined in
(4.22). The mapped output from the coarse model is effectively known as the surrogate
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model response, Rs(xc). An example of the output mapping function from [104] is shown
here in (4.23) where γ is a weighting factor on the response mismatch (∆R).
Rs(xc) = O (Rc(xc)) (4.22)
Rs(xc) = O (Rc(xc)) = Rc(xc) +
m∑
i=1
γ(i)∆R(i) (4.23)
∆R(i) = Rf (xf )−Rc(x(i)c ) (4.24)
The weighting factor γ in (4.24) is determined from a sequence of m pairs of coarse and
fine model responses in a parameter extraction process. The surrogate model is updated
iteratively by solving (4.25) for x∗c and evaluating the fine model response at this point to
generate a new pair of coarse fine model response. The process repeats until the response
mismatch is less than a set limit. At the final iteration, the optimal solution (x∗c) is
estimated as the final solution (x∗f ).
x∗c = arg min
xc
U (O (Rc (xc))) (4.25)
The analytical magnetic model presented in section 4.1.2 shows that the magnetic flux
density in the air gap is a function of the magnet length (L), gap size (G) and the other
geometric constants (l0, g0) which are defined in Fig. 4.3. Thus, the coarse model input
(4.26) is mapped to the original design variables (4.27) by the definitions (4.28)-(4.30).
This is an exact mapping as defined by the geometric relationship.
xc =
[
L G d
]
(4.26)
xf =
[
nx ny d0
]
(4.27)
where
d = d0 + dt (4.28)
L = nxd+ 2l0 (4.29)
G = nyd+ 2g0 (4.30)
There is no need to estimate the input mapping function P (xf ) since it is already known.
Output mapping is used to match the response of the coarse model (4.13)-(4.14) and fine
model (4.10). The model response mismatch is defined as (4.31).
∆R = Bf −Bc (4.31)
The coarse model adopts some simplifications for modelling the leakage flux at the
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open end of the magnetic circuit. The leakage flux is dependent on relative reluctance
of the magnetic paths. The reluctance is in turn dependent on the magnetic path length
as described in section 4.1.2. Thus, the magnet length (L) and gap size (G) are critical
parameters that affects this additional component of flux leakage. It is assumed that the
coarse-fine model response mismatch is due to the unaccounted component of flux leakage.
A linear function in terms of L and G in the form shown in (4.32) is used to model the
mismatch (∆R). Physical insight of the mismatch means that the mapping function is
kept simple but still effective at improving the accuracy of the surrogate model.
∆Rˆ = yθ =
[
1 L G
]
θ0
θ1
θ2
 (4.32)
ε = ||∆R−∆Rˆ|| (4.33)
The parameter extraction error defined by (4.33) allows the parameter, θ, to be deter-
mined using a least square method. This process can be done iteratively during the main
optimization process by using a recursive least square algorithm which is presented in
section 3.4.2. The major steps of the algorithm is given here as defined by (4.34)-(4.36).
Q is a measure of the uncertainty in the estimated parameter θ. Q will be reduced over
time when more data points are made available and hence the solution will converge to
the optimal estimate of θ that minimizes (4.33). A large Q(0) should be chosen to move
the estimate θ(0) towards its final solution θ.
Q(k) =
[
Q(k−1) −
Q(k−1)yT(k)y(k)Q(k−1)
1 + y(k)Q(k−1)yT(k)
]
(4.34)
K(k) =
Q(k−1)yT(k)
1 + y(k)Q(k−1)yT(k)
(4.35)
θ(k) = θ(k−1) + K(k)
[
∆R(k) − y(k)θ(k−1)
]
(4.36)
For y ∈ Rnx1, there needs to be k ≥ n iterations to ensure uniqueness of the estimated
parameter (θ). Evaluation of the fine model response is necessary at each major iterations
(k) of the optimization process to update this parameter. The parameter extraction
process is terminated once the averaged mapping error, 〈ε〉, defined by (4.37) is less than
a predetermined target level. Finally, the surrogate model output is given by (4.38). The
key steps of implementing an output mapping together with the optimization process is
illustrated in Fig. 4.12.
〈ε〉 =
√∑k
i
[
ε(k)
]2
k
(4.37)
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Bs = Bcs +
[
1 L G
]
θ0
θ1
θ2
 (4.38)
Figure 4.12: Output mapping and parameter extraction during the optimization process
This current adaptation of space mapping introduces an iterative parameter extraction
process that is decoupled from the main optimization process but runs parallel to it. A
recursive least square algorithm is used for the parameter extraction process. It is a
deterministic algorithm which involves only algebraic operations. Thus, convergence is
guaranteed and a unique set of parameters will be determined as long as the preconditions
are met as discussed earlier in this section.
4.2.2 Design objective
The optimization process is defined by the objective function which is subjected to
appropriate physical constraints. An objective function of the form shown in (4.39) is
chosen where Rs(xc) is defined by (4.40). The aim is to determine the optimal design
configuration that maximizes the output force (F ) per unit heat generated (P ).
x∗c = arg min
xc
U (Rs (xc)) (4.39)
Rs(xc) = − F¯
P¯
where F¯ =
F
F0
, P¯ =
P
P0
(4.40)
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F0 and P0 are the norm of the output force and heat generation respectively. Normal-
ization of the outputs is essential as they often represent different quantities which can
carry values of varying orders of magnitude. This would affect the optimization process
since the algorithms are dependent on the sensitivity of the objective function against
the input. Normalization creates non dimensional quantities which are more suited for
optimization. A natural selection for the norm is the median of the expected minimum
and maximum value of the output. However, in this instance, output measurements are
available from the initial design as discussed in section 4.1.3. Thus, they are taken as
estimates of the norm. F0 and P0 have values of 5.4N and 4.1W respectively.
Rs (xc) = −piP0Bs (d− dt)
2
F0ρrI
(4.41)
Rs (xc) = −piP0 (d− dt)
2
F0ρrI
term 1︷︸︸︷Bc + term 2︷ ︸︸ ︷θ0 + θ1L+ θ2G
 (4.42)
Using expressions (4.1)-(4.3) to substitute for F and P in the response function, Rs(xc),
leads to the compact form shown in (4.41). It can be expanded by replacing Bs with (4.38)
leading to a final expression shown in (4.42). Through the substitution process, term 2 is
added to the response function but it does not change the convexity of the original coarse
model output, Bc. It is a monotonically increasing/decreasing function (order of less than
2). However, no attempt is made here to provide mathematical prove of the convexity of
the response function (4.42). Instead a general approach is adopted to ensure a global
optimal solution is obtained based on the careful selection of the optimization algorithm
and appropriate set up procedure. The details of which will be discussed in the next
section.
Mathematical constraints need to be defined to reflect the physical constraints dictated
by the application requirement and availability of components. For example, the copper
wires typically come in diameters based on the AWG standard. In this analysis, the wire
diameter is chosen from a non-exhaustive set of wire diameters between the sizes AWG 30
to 14. The minimum magnet length considered in this analysis is limited to 10 mm while
the maximum length is set at 100 mm. This reflects the typical length of magnets that are
readily available. A constraint is also imposed on the minimum air gap size for practical
reasons such as access for instrumentations to take measurements. The constraints are
summarized by (4.43)-(4.46).
d [mm] ∈ {0.28, · · · , 1.692} (4.43)
10 ≤ L [mm] ≤ 110 (4.44)
3.5 ≤ G [mm] ≤ 8 (4.45)
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F [N] ≥ 1.3F0, P [W] ≤ 0.7P0 (4.46)
Output constraints can also be defined as required by the application. In this case, a
minimum output force and maximum heat generation target is benchmarked against the
performance of the initial design with a 30% improvement as shown by (4.46). However,
output constraints need to be well defined as selection of extreme values could lead to
non-convergence. Normalization of the constraints is also carried out for the same reason
discussed earlier. The constraints are normalized against the upper or lower limit depend-
ing on where it is minimum or maximum constraint as illustrated for the variable x in
(4.47)-(4.49).
xmin ≤ x ≤ xmax (4.47)
x¯ =
x− x0
x0
for x0 = xmin or xmax (4.48)
x¯ ≥ 0 minimum or x¯ ≤ 0 maximum (4.49)
The objective function defined in (4.39) is a continuous function of xc. Although
the function is continuous for the range of xc, the original design variables (xf ) itself
only accept discrete values. The number of turns (nx) and number of layers (ny) are
integer values while the wire diameter (d0) only accepts discrete values based on the
AWG standard. In order to address this issue, the proposed optimization methodology
involves two stages. Firstly, a global search using Genetic Algorithm (GA) is performed
to find the optimum solution to the continuous problem. This is followed by a Branch
and Bound (BB) method to search feasible solutions locally for the optimal. The local
minimization uses a Sequential Quadratic Programming (SQP) algorithm.
4.2.3 Optimization algorithm
The algorithms applied in the two stage optimization method would be presented in
this section. The Genetic Algorithm used for the global search will be discussed first.
This is followed by the description of the branch and bound method used in the second
stage. Lastly, the Sequential Quadratic Programming (SQP) algorithm used for local
minimization will be described.
Global search
Genetic Algorithm (GA) is chosen for the global search over gradient based method
because of the latter’s limitations in returning a global optimal solution. Gradient based
algorithm guarantees an optimal solution only if there is a single minima in the solution
space. Otherwise, the solution will be sensitive to the initial estimate and this is shown
to be the case in this analysis later in section 4.2.5. In a multi-modal problem such
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the one here, a stochastic algorithm such as GA gives a higher probability of returning
a global optimal solution. GA uses an evolutionary approach to search for the ‘fittest’
individual within the solution space. The fitness of an individual is evaluated from the
fitness function defined by (4.41). Individuals in the next generation of the population
are created through crossovers and mutations. The elites are kept unchanged through
generations until it is replaced by ‘fitter’ individuals produced in this evolutionary process.
The probabilistic selection ensures that the ‘fitter’ individuals are selected for reproduction
and over many generations the ‘fittest’ individual would be produced from this simulated
evolution process. Random mutation allows for variability in the individuals which will
be useful in moving the solution towards a global optimum. The general overview of the
Genetic Algorithm is given in section 3.5.2 and the details will not be discussed here.
The GA implemented in this analysis is based on the GA solver available in the Global
Optimization Toolbox in Matlab. The software makes use of an Augmented Lagrangian
Genetic Algorithm (ALGA) to solve problems with nonlinear constraints. The method
redefines the original problem into one that combines the original fitness function and
nonlinear constraints into a function using the Lagrangian representation. Penalty fac-
tors are included in the function to ensure that the algorithm resets itself when constraints
are violated beyond the set tolerance. The optimization process is terminated once im-
provement in the averaged fitness value is less than the tolerance. A uniform distribution
of individuals in the initial population is chosen to allow for more diversity. The penalty
factor for constraint violation is set at a higher level to move the solution away from the
local minimum which occurs at or near the constraints. When this is coupled with a
high instance of crossover and mutation at each generation, it produces more variations
and moves the search towards the global optimum. The Global Optimization Toolbox in
Matlab allows flexibility in selecting the GA parameters which are shown in TABLE 4.4.
The output mapping described in section 4.2.1 is incorporated into the optimization
process during the global search. The GA parameters are set to be less restrictive to allow
for a wider search of the solution space for the global optimum. It also aids the Parameter
Extraction (PE) process since an initial divergence of the solution allows for a more even
output mapping. Evaluation of the coarse and fine model response is carried out at each
major iterations of the GA and PE is done using (4.34)-(4.36). The PE is terminated
once the set target level of averaged mapping error is met. For this application the
target is fixed at 0.0075T which represents 2.5% of the measured range. With sequential
PE, the surrogate model would give better estimates of the magnetic flux density as the
optimization process progresses towards the optimum point. This will be discussed in a
later section.
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Table 4.4: Genetic Algorithm parameters and setting used for the global search
GA
parameter
Value/Type Description
Population 50 Size of the population
Creation
function
Uniform Random initial population with a uniform distribu-
tion within the bounds of the linear constraints
Elite count 2 (4% of
population)
Number of ‘fittest’ individuals survived unchanged to
the next generation
Crossover
fraction
0.5 The fraction of the population created by crossover
(the remaining individual undergo mutation)
Crossover
function
Intermediate Function used to create new individuals (children cre-
ated from the weighted average of parents)
Mutation Adaptive
feasible
Generate mutation directions that are adaptive de-
pending on the relative success of each generation
Penalty fac-
tor
2 Penalty factor for violating the constraints to reset
the Augmented Lagrangian subproblem
Function
tolerance
0.001 Stop algorithm when weighted average change in fit-
ness is less than or equal to the tolerance
Constraint
tolerance
0.0001 Determine solution feasibility with respect to nonlin-
ear constraints
Branch and Bound (BB) with local minimization
The following is a description of the Branch and Bound (BB) method as illustrated
in Fig. 4.13. Firstly, if the continuous global optimization solution is feasible then the
process terminates. If not then the solution space X ∈ R is subdivided into smaller
domains Z such that Z ⊆ X. Branch and bound is based on dichotomy and exclusion
principles [97]. The idea is to discard subdomains that do not yield solution that are better
than the current best and search the remaining subdomain for the optimal solution in a
systematic manner. Branching is a process of creating these subdomains by subdividing
the solution space based on interval analysis. A common method is to define the limits of
the subdomain by the next higher (x+i ) or lower (x
−
i ) feasible value of the current variable
(xi).
At each step of branching, two new subproblems are created. The process is followed
by solving the subproblem as a continuous optimization problem with the new constraint
limits. The process of branching and solving the subproblem is continued for all the vari-
ables until a feasible solution is obtained. The objective function value (f) for this solution
then becomes the upper bound for the remaining subproblems (bounding). Branches that
have higher objective function values are eliminated from further consideration. The up-
per bound (fmin) is updated when a feasible solution yields a lower objective function
value. The process will terminate once all the possible solutions in the solution set (ζ) is
exhausted and it will return the optimal feasible solution (x∗).
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Figure 4.13: Branch and Bound method
Figure 4.14: Process of branching and the solution tree of a Branch and Bound method
Branching is so termed because it generates new branches in the solution tree as illus-
trated in Fig. 4.14. Each branch in the solution tree is a possible solution which makes up
the solution set (ζ). Not all branches are evaluated as the process of bounding discards
branches which would not yield the optimal feasible solution. For example, if subproblem
3 has an objective function value greater than the current best solution (fmin), then that
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branch will be fathomed from the solution set. This reduces the total number of evalua-
tions needed to search for the optimal feasible solution. It was discussed in section 3.5.1
that an optimal solution is only possible when the sufficient and necessary conditions are
met. This would mean that the cost function needs to be purely convex which is seldom
the case for multi variable optimization problem. If the cost function is not purely convex
then a numerical solution based on a gradient search method would not yield an optimal
solution. For such cases, the solution of gradient based search methods are sensitive to the
initial estimates. This point will be illustrated and discussed in a later section. Making
use of the results from the global search as an initial estimate for the subsequent local
minimization is a good strategy. This is because the gradient based search method are
effective at finding the minimum around this initial coarse estimate. Thus, a gradient
based method is chosen for local minimization during the branching step to obtain the
optimal solution that is feasible.
Such gradient based search methods are iterative in nature in searching for the optimal
solution. It involves first determining the search direction and then deciding on the step
size. The aim is to move in a search direction that minimizes the objective function in
each subsequent iteration. The different algorithm that exists currently mainly differs in
the way the search direction and step size are determined. A Quadratic Programming
(QP) method as described in [77] will be presented here. For a constrained optimization
problem, the cost function is first replaced by a Lagrange function which is defined as
such
L(x,v) = f(x) +
p∑
i=1
vihi(x) (4.50)
where f(x) is the original cost function. hi(x) is the i
th constraint out of a total of p
constraints while vi is the associated Lagrange multiplier. The QP method makes use of
the quadratic approximation of the Lagrange function as shown in (4.51) to determine
the search direction d = ∆x.
L = cTd + 0.5dTHd +
p∑
i=1
vi
(
hi + n
T
i d
)
(4.51)
where c = ∇f(x) is the gradient of the cost function and H = ∇2L(x) is the Hessian
matrix of the Lagrange function. The search direction is determined by solving (4.52)
which is derived from the necessary conditions for a minimum solution of (4.51)
c + Hd + Nv = 0
hi + n
T
i d = 0, for i = 1 to p
(4.52)
where ni is the gradient of the i
th constraint function such that ni =
[
∂hi
∂x1
· · · ∂hi
∂xn
]T
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while N =
[
n1 · · · np
]
. v is the Lagrange multiplier first defined in (4.50) expressed
in vector form. An approximation of the Hessian matrix is made using a quasi-Newton
updating method which will be discussed shortly. The method is useful as it builds an
approximate of the Hessian matrix using the first order derivatives as exact calculation
of the Hessian matrix can be computationally costly.
All numerical methods are based on iterative steps to search for an optimum solution
in the solution space. The details of the computation performed in each major iteration
of the algorithm are listed here:
1. Obtain initial estimate of the design variable x(0) and set the Hessian matrix H(0) =
I. Initialize the penalty parameter R(0), permissible constraint violation 1 and
convergence parameter 2. A suitably small value is chosen for 1 and 2 while
R(0) = 1 typically.
2. Evaluate the constraint functions and determine the maximum constraint violation
which is defined as V(k) = max{|h1|, . . . , |hp|}.
3. Determine the search direction d(k) and Lagrange multipliers v(k) by solving (4.52).
4. Stop if the termination criteria |d(k)| ≤ 2 is met and the maximum constraint
violation is V(k) ≤ 1 otherwise continue.
5. Evaluate the sum of the Lagrange multiplier defined as r(k) =
∑p
i=1 |vi| and set the
penalty factor R(k) = max{R(k), r(k)}
6. Update the design variable x(k+1) = x(k) + α(k)d(k) where α(k) is defined as the step
size determined from a line search method.
7. Update the penalty parameter R(k+1) = R(k)
8. Update the Hessian matrix using (4.53) - (4.59) and increase the counter k = k + 1
then return to step 2.
The quasi newton Hessian approximation is based on the method proposed by Broyden-
Fletcher-Goldfarb-Shanno (BFGS). For constrained problems, the gradient of the La-
grange function at two points is used to estimate the Hessian of the Lagrange function. A
slight modification is made to the BFGS method for constrained problems to ensure that
the estimated Hessian is positive definitive by introducing some correction factors. The
major steps of the method is described here. The introduction of intermediate variables
is necessary in the steps leading to the final estimate of the Hessian matrix. The step
change in the design variable is given by the following expression
D(k) = α(k)d(k) (4.53)
where the working variables Z(k), Y(k) and Z(k) are defined by (4.54), (4.55) and (4.56)
respectively.
Z(k) = H(k)D(k) (4.54)
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Y(k) = ∇L(k+1) −∇L(k) (4.55)
W(k) = γY(k) + (1− γ)Z(k) (4.56)
γ is determined from the following cases
γ =
1, if β1 > 0.2β20.8( β2
β2−β1
)
, otherwise
(4.57)
where β1 and β2 are defined in (4.58)
β1 = D(k) ·Y(k), β2 = D(k) · Z(k) (4.58)
Finally, the Hessian matrix is updated according to (4.59)
H(k+1) = H(k) +
1
β3
W(k)W
T
(k) −
1
β3
Z(k)Z
T
(k)
where β3 = D(k) ·W(k)
(4.59)
The preceding discussion gives a general outline of the Sequential Quadratic Program-
ming (SQP) method. The method has been improved upon from its first conception and
modifications have been made along the way leading to its current form. The method is
one of the preferred numerical techniques due to its advantages of stability, accuracy and
computation efficiency. Thus, it is made widely available in many commercial software
packages such as Matlab. In this analysis, the ‘fmincon’ solver available in the Optimiza-
tion Toolbox of Matlab using the SQP algorithm is used for local minimization during
the optimization process.
4.2.4 Parametric analysis
The output force and heat generated are functions of the original design variables;
number of turns (nx), number of layers (ny) of the coil and the wire diameter (d0). The
design variables are linked to the external geometry by (4.5) and (4.6). The external length
is directly dependent on the magnet length while the external radius is a direct offset of
the gap size. A parametric analysis is performed to investigate how the output force
and heat generation is dependent on the external device geometry and the choice of wire
diameter. This is done using the input-output relationship (4.1)-(4.2), parameterization
of the coil length (4.4) and estimate of the magnetic flux density using the analytical
magnetic model (4.13)-(4.14).
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Figure 4.15: Output force variation with external geometry and wire diameter
Figure 4.16: Heat generation variation with external geometry and wire diameter
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Output force is plotted against the external length for selected external radii as shown
in Fig. 4.15. The output force increases with length initially for a given radius. However,
the output force reaches a maximum before decreasing, especially so for devices with larger
radii. The reduction in force generated is due to the decreasing trend of the magnetic
flux density with both external length and radii of the device. However, the coil length
is increased with external dimensions as well. The output force being a product of the
two terms has a characteristic maximum point which reflects this underlying relationship.
The effect is less pronounced for smaller radii as the decrease in field strength is less
significant with magnet length for smaller gap sizes.
Output force changes significantly with the choice of wire diameter as shown by the
offset between each plot in Fig. 4.15(a), (b) and (c). It is possible to have a device with
similar external dimensions but different output force by adjusting the wire diameter.
However, the choice of wire diameter is a critical factor in determining the amount of heat
generated. The heat generated increases with overall dimensions of the device due to the
increase in coil length. However, increase in heat generation is amplified for smaller wire
diameter as shown by the steeper gradients of the (B) plots in Fig. 4.16. Heat generation
is an inverse function of wire diameter and it can be minimized by increasing the wire
diameter. Such parametric study serves as a guide for sizing the device and selection of
wire diameter. A suggested approach is outlined here:
1. Set minimum output force requirement
2. Choose design with minimum external dimensions that meets this output force
requirement (Fig. 4.15)
3. Choose the design which has the largest wire diameter
4. Estimate heat generated for selected design (Fig. 4.16)
5. Reduce output force if heat generation is too high
6. Restart the design process with the modified requirements
This approach is an iterative design selection based on available knowledge of the
device behaviour against the selected variables. The design objective in this case is to
determine the most compact design which results in the least amount of heat generation
for a target level of output force. The manual approach is shown here to illustrate how
an iterative design process is performed. It can be tedious when there are many design
variables and the result may be suboptimal. It is more effective to automate the process
through the formulation of a mathematical problem that incorporates the design objective
and constraints in one objective function. The problem can then be solved using an
optimization method such as the one presented earlier.
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4.2.5 Optimal design
The optimization results will be presented in this section. The optimal design derived
from the application of the proposed two stage optimization method will be compared
against the initial design. The comparison will be made in terms of the changes in
design attributes such as the external dimensions and also output performance. The
improvement in output performance is experimentally validated and the performance
improvement will be described quantitatively. In addition, results from the application of
different algorithms in the global search will be discussed to highlight the limitations of
some algorithms.
Figure 4.17: Optimization parameters at major iterations: (a) objective function value,
(b) constraint violation and (c) averaged mapping error
Figure 4.17(a) shows that a total of 15 major iterations of the Genetic Algorithm (GA)
is required before it converges to a solution. The averaged mapping error at each major
iteration is shown in Fig. 4.17(c). There is a decreasing trend with the iteration due to the
least square algorithm used for parameter extraction (PE). As more coarse and fine model
response are made available at each iteration, the output mapping can be fine tuned such
that the mapping error is minimized. There is a minimum number of iteration required
for the PE process to return meaningful parameters as discussed in section 4.2.1. The
choice of a simple linear mapping function (4.32) would mean less number of iterations
required (3 in this case).
An averaged mapping error of 0.006T (representing an error of 2% of the measurement
range) is achieved after 3 major iterations. Since the error is below the set target level,
the PE process is terminated beyond the 3rd iteration. A sharp drop in objective function
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value is seen from the 3rd to 4th iteration as shown in Fig. 4.17(a) indicates that the
output mapping does affect the solution as expected. The mapping function is kept
simple to avoid adding unnecessary minima to the solution space. The PE process needs
to be tied to a termination criterion which allows the optimization solution to converge
eventually. Figure 4.17(b) shows the near-optimal solution is close to the constraints
indicated by the higher constraint violation at the 9th to 11th iteration. However, the
GA set up is robust enough to move it away to another point which is selected as the
optimal solution since it has a lower objective function value.
Each evaluation of the fine model requires about 12 minutes and 23 seconds on a work-
station running at 3GHz with 32GB of RAM. The application of output mapping resulted
in a 80% reduction in computation time as the fine model is replaced by the surrogate
model after the 3rd iteration. The total time required for the optimization process to
complete is approximately 40 minutes with output mapping. A similar optimization per-
formed using the commercial software package Computer Simulation Technology (CST)
with the integrated genetic algorithm optimization toolbox required approximately 3 days
to yield a solution. However, the problem formulation in terms of the objective function
and design variables differs from the current optimization due to the limitation of the
software. For example, the option of having the wire diameter as a design variable is not
available in the software. Such limitations resulted in a reduced dimension of the problem
but yet the computation time required is still more than the proposed method.
Table 4.5: Comparison of the air gap magnetic flux density estimates from the fine,
coarse and surrogate models
Model
Magnetic flux
density [T]
Deviation [T] % deviation
Fine model 0.202 - -
Coarse model 0.244 0.042 +20.8%
Surrogate model 0.206 0.004 +2.0%
For the current purpose of output comparison, the fine model response is evaluated at
the optimal point. TABLE 4.5 shows a comparison between the magnetic flux density
estimates from the fine, coarse and surrogate model. The coarse model estimate is 20.8%
more than the fine model at the optimum point. This would have led to a sub optimal
solution due to an overestimation of the output from modelling inaccuracies. However,
with output mapping the deviation from the fine model is reduced to 2%. The average air
gap magnetic flux is calculated using (4.10) with measurement taken off the new prototype.
The average flux density is measured to be 0.212T as opposed to 0.206T estimated from
the surrogate model. The estimate from the surrogate model is in fact 2.8% less than
the measured value. Output mapping is an effective tool in output correction. It leads
to eventual time saving by replacing the fine model with the surrogate model during the
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optimization process after an initial stage of ‘model tuning’ during the PE process.
Table 4.6: Results from global search using (a) Sequential Quadratic Programming
starting at (initial point), (b) Genetic Algorithm and (c) local search for optimal feasible
solution
nx ny d0
Objective
function value
124.77 (125) 10.30 (10) 0.621 (0.320) -0.899
(a) SQP 81.94 (82) 13.27 (6) 0.867 (0.485) -1.532
37.86 (35) 11.00 (3) 0.545 (1.151) -1.831
(b) GA 39.77 10.84 0.553 -1.865
(c) Optimal feasible 38 11 0.535 -1.826
The solution returned from the global search using Genetic Algorithm (GA) is com-
pared against those obtained using a Sequential Quadratic Programming (SQP) algorithm
with different initial estimates as shown in Table 4.6. Gradient based search algorithms
such as SQP guarantees an optimal solution only when the search space has a single min-
imum point. Otherwise, the algorithm could yield a local or global minimum depending
on the initial point. The result shows that the search space does indeed have several
minimum points. Stochastic methods such as GA are better suited for a global search
when there are multiple minima. Thus, the two stage algorithm has the advantage of
using different algorithms suited for each stage of the optimization process. Using GA
for the global search increases the probability of obtaining a global optimum as shown by
the lower objective function value obtained. Thereafter, the Branch and Bound method
with local minimization would yield the optimal amongst the feasible solutions around
this global solution.
The optimal feasible solution obtained from the design optimization translates into a
device with attributes summarized in TABLE 4.7. The optimal design shows a better
performance in the selected output measures. The output force has been increased by
39.9% while the heat generation is reduced by 26.2%. The performance improvements are
based on the output measurements from the original device (initial design) and the new
prototype (optimal design). Measurements are made using the same experimental set up
decribed in section 4.1.3. The measurements and comparisons are shown in TABLE 4.8.
The optimal design also resulted in significant reduction of the external dimensions and
overall device volume which leads to less material usage and cost savings.
Figure 4.18 shows the magnetic flux distribution along the z-direction at the midpoint
of the air gap for the initial and optimal design. The mean line shows the average value of
each plot. There is substantial increase in the average due to a more compact design. The
optimal design shows better overall magnetic distribution though there is still a decreasing
trend towards the open end of the magnetic circuit. This points to the fact that there is
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Table 4.7: Device design attributes before and after optimization
Design parameter Initial design Optimal Design
No. of turns 82 38
No. of layers 6 11
Wire diameter [mm] 0.485 0.535
External length [mm] 51.8 32.7
External radius [mm] 22.9 25.8
Device volume [mm3] 85,340 68,381
Table 4.8: Comparison of output performance between the optimal and initial design
(measured)
Measured quantity
Initial
design (a)
Optimal
Design (b)
% change
= b−a
a
× 100%
Force generation [N] 5.28 7.39 +39.9
Heat generation [W] 4.11 3.03 -26.2
Averaged magnetic flux density [T] 0.146 0.212 +45.2
Figure 4.18: Radial component of magnetic flux density in the air gap (initial and
optimal design)
substantial flux leakage at the open end. However, the flux leakage in such C-shaped dual
magnet configuration is reduced by the selection of more compact magnets. The averaged
magnetic flux density has increased by 45.2% on average for the optimal design.
Figure 4.19(a) shows the comparison of the output force from both designs. It is clearly
shown by the steeper slope for the optimal design that it has a higher force constant. This
increase is due in part because of the better magnetic performance as discussed earlier.
Figure 4.19(b) shows the heat generation against the input current for both designs. There
is significant reduction in heat generation simply by the use of wires with larger diameter.
As both outputs are functions of the coil configuration, there exists an optimum config-
uration that meets the design objective. The optimization process has returned a design
that maximizes the air gap magnetic flux density by adjusting the gap geometry. At the
same time, it maximized the coil length exposed to the magnetic field while selecting the
ideal wire diameter to balance the amount of force and heat generated. These param-
eters have some interdependence which makes the problem difficult to solve manually.
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Figure 4.19: Input output characteristic: (a) output force and (b) heat generation
All these has to be done while ensuring that the constraints are met. The proposed two
stage optimization method overcomes some of these difficulties and challenges faced by
designers. Moreover, the application of the methodology led to significant improvements
in the performance of the new prototype.
4.3 Closed loop position control
In this section, the discussion is focused on the position control of the device. The fine
positioning of the device is achieved through a closed loop control strategy. A dynamic
analysis is first performed to investigate the output response of the device in the time
domain. The output response characteristics can be further improved through the im-
plementation of a feedback position controller. The design of the feedback controller will
also be discussed in this section.
4.3.1 System dynamics
The actuator can be represented by a series combination of an electrical and mechanical
subsystem as illustrated in Fig. 4.20. The electrical subsystem is a series connection of
a resistor and inductor where R and L are the resistance and inductance respectively.
Applying Kirchoff’s circuit law to this circuit yields the relationship between the supply
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Figure 4.20: Device electromechanical model
voltage (V ) and current (I) flowing in the coil as shown in (4.60).
V = RI + L
dI
dt
(4.60)
The mechanical system can be modelled as a mass in series with springs and a damper.
The moving mass (m) is made up of the coil and bobbin mass while the spring force is
provided by the flexure mechanism with a spring constant k. Damping is caused primarily
by the eddy current induced in the bobbin with a damping coefficient of b. Applying
newton’s equation of motion to the moving mass yields (4.61).
m
d2x
dt2
= F − bdx
dt
− 2kx (4.61)
The external force F is provided by the Lorentz force first defined by (4.2). It can be
simplified to F = KF I where KF is the force constant which is dependent on strength
of the coupling magnetic field and the number of turns of the coil which is assumed
constant for a particular configuration. Equation (4.61) is reformulated in terms of the
input current I and simplified into the standard form given as follow
d2x
dt2
+
b
m
dx
dt
+
2k
m
x =
KF
m
I (4.62)
Expressing the above differential equation in transfer function form will aid the subsequent
analysis. This can be done by taking the Laplace transform of (4.60) and (4.62) with zero
initial conditions which transforms the original differential equations into the following
transfer functions in terms of the Laplace operator (s).
I(s)
V (s)
=
1
L
s+ R
L
(4.63)
X(s)
I(s)
=
KF
m
s2 + b
m
s+ 2k
m
(4.64)
A linear power amplifier is used to supply the required electrical power to drive the
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actuator where Ka is the amplifier gain. Assuming that the bobbin and shaft have a rigid
construction, the output position (x) is then simply a function of the input voltage (V ).
The input-output relationship is given by the series combination of the amplifier gain Ka,
transfer function of the electrical and mechanical systems as defined by (4.63) and (4.64).
Thus, the overall transfer function between the input voltage signal to the amplifier and
the output shaft position is given by (4.65).
X(s)
V (s)
=
KaKF
Lm(
s+ R
L
) (
s2 + b
m
s+ 2k
m
) (4.65)
The force constant (KF ) can be calculated using (4.2) and (4.4) or determined from
measurement. KF is defined as the output force generated per unit input current. In
fact, it is simply the gradient of the force-current plot shown in Fig. 4.21(a). Similarly
the spring constant (k) can be determined from measuring the extension generated per
unit force. It is obtained from the gradient of the force-extension plot shown in Fig.
4.21(b)
Figure 4.21: Measured (a) force and (b) spring constant
Table 4.9: Device electromechanical properties
Parameter Value Parameter Value
Mass (m) 0.074kg Force constant (KF ) 7.44N/A
Resistance (R) 3.08Ω Spring constant (k) 5340N/m
Inductance (L) 2.38mH Amplifier gain (Ka) 0.6
The results presented in Fig. 4.21 are obtained from the experimental setup shown in
Fig. 4.10. The other model parameters such as the mass (m), electrical resistance (R) and
inductance (L) are obtained from direct measurement before final assembly of the device.
The final values of each parameter is tabulated in TABLE 4.9. Referring to (4.65), the
only unknown in the transfer function is the damping coefficient (b). It is estimated from
the measured response through an inverse analysis which will be presented in the next
section.
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4.3.2 Feedback position control
Figure 4.22 shows the experimental set up for implementing the feedback position con-
trol. The MicroE Mercury 3500 optical linear encoder is selected for position measure-
ment. It comes with a built in digital interpolator which gives position measurement of
up to 5 nm in resolution. However, the uncertainty of the measurement typically amounts
to 1% of grating size (20µm) of the scale for short range measurement. An additional
laser interferometer is used only for position monitoring. K type thermocouples are used
for measuring internal temperature of the device and also the chamber air temperature.
The enclosure minimizes disturbance in air flow around the experimental set up.
Figure 4.22: Experimental set up for feedback position control
The open loop step response is shown in Fig. 4.23 together with the modelled responses
for different values of damping coefficients. A coefficient of b = 10 kg/s shows a lightly
damped response while a coefficient of b = 40 kg/s shows one which is over damped.
The measured response shows characteristics of second or higher order system which is
critically damped. Based on the transfer function given by (4.65), the system is in fact
a third order system. A damping coefficient of b = 20 kg/s shows a good match to the
measured open loop step response of the actuator.
A feedback position control is implemented to improve the dynamic response of the
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Figure 4.23: Measured and model estimated open loop step response
Figure 4.24: Block diagram of the (a) continuous and (b) discrete systems
system. A digital controller is implemented using a real time microprocessor system. The
continuous system is subjected to sampling in a digitally controlled system where the
controller input is processed by a sample and hold. A zero order hold (ZOH) sampling
is implemented where the input to the controller is piecewise constant over the sampling
period. In order to analyse the dynamic response of a digitally controlled system, the
continuous system is first converted to the discrete form using a z-transformation [162].
The continuous and discrete systems are illustrated in the block diagrams in Fig. 4.24.
The system transfer function in continuous form is first defined in (4.65). The continuous
transfer functions are converted to discrete form here which is defined in (4.66) and the
function coefficients are tabulated in Table 4.10.
G(z) =
b2z
2 + b1z + b0
a3z3 + a2z2 + a1z + a0
and H(z) = g0 (4.66)
Table 4.10: Discrete system transfer function coefficients
a3 = 1 a2 = 1.912 a1 = 1.212 a0 = −0.209 g0 = 5.0× 106
b3 = 0 b2 = 4.856× 10−6 b1 = 1.344× 10−5 b0 = 2.231× 10−6
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A root locus analysis is one of the several methods used in control theory [144] to
investigate the stability of a dynamic system. The poles and zeros in the root locus plots
can be obtained for either the open or closed loop transfer functions. Figure 4.25 shows
the root locus of the open loop transfer function, G(z)H(z). The third order system has a
total of three poles and two zeros. The location of the roots in the root locus plot will have
different effects on the output response. Dominant roots are located nearest to the unit
circle and generally have a greater effect on the system output response. Roots that are
nearer to the origin of the root locus plot have less effect on the system response. Hence,
there are a total of two dominant poles and one less significant pole for this system.
Figure 4.25: Open loop root locus plot
Poles that are located outside the unit circle will cause large oscillations and system
instability. Generally, poles that are closer to but inside the unit circle will lead to
oscillatory response but with some damping. On the contrary, those that are located
further inside the unit circle will have more damping. Therefore, the amount of damping
depends on the position of the pole within the unit circle. From inspection of the root
locus plot in Fig. 4.25, it can be concluded that the open loop response of the system
will be oscillatory with positive damping. This point can be illustrated by looking at the
step response of the system which is shown in Fig. 4.26.
Figure 4.26: Open loop step response
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The dynamic performance of a system is often characterized in the time domain by the
percentage overshoot (OS%), peak time (tp), delay time (td), rise time (tr) and settling
time (ts) which are defined in Fig. 4.26. It is apparent from the earlier discussion that the
dynamic response of the system is affected by the location of the poles and zeros on the
root locus plot. A practical approach towards achieving better dynamic performance is
through pole and root placement. This can be achieved through the implementation of a
closed loop control which will introduce additional poles and roots at desirable locations.
This will counteract any undesirable dynamic response inherent in the system or simply
lead to better dynamic response.
As a general rule, adding a zero to the system results in more damping which means
less overshoot. However, its location in the root locus also affects the rise time. Zeros
that are located in the left half plane of the unit circle will result in a shorter rise time.
The addition of poles to the system generally leads to more oscillatory response and
instability. Poles that are added to the right half plane would lead to more overshoot
and increases the rise time. On the other hand, poles that are added to the left half
plane will result in less overshoot and sometimes reduced output response. The idea of
introducing a controller is to cancel the effects of the undesirable poles of the system.
This can be done by pole-zero cancellation through the matching of the controller zeros
with the undesirable system poles.
The subsequent analysis is aided by the root locus plot of the closed loop transfer
function. The poles of the closed loop transfer function are obtained by solving the
characteristic equation, 1 + G(z)H(z) = 0. Pole-zero cancellation works in principle
but exact cancellation seldom occurs practically. This may lead to a system which is
only conditionally stable. Therefore, care must be taken not to introduce excessively
complicated controllers that might add unnecessary poles and zeros. The Proportional-
Integral-Derivative (PID) controller is a useful controller since it is has both lead and lag
components. Thus, it is able to compensate for a range of undesirable dynamics response
that is inherent in the system. The discrete PID controller is shown in (4.67) using a
backward rectangular integration method [163].
C(z) = KP +KI
Ts
z − 1 +KD
z − 1
Tsz
=
(KPTs +KD)z
2 + (KIT
2
s −KPTs − 2KD)z +KD
Tsz(z − 1)
(4.67)
There are several parameters that characterizes the PID controller as defined in (4.67).
KP is known as the proportional gain while KI and KD are the integral and derivative
gain respectively. A discrete controller is also defined by the sampling time of the system
which is Ts = 1 ms in this case. The controller parameters can be determined by setting
the two zeros of the controller transfer function C(z) to cancel the dominant poles of
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the open loop transfer function, G(z)H(z). The dominant poles are a pair of complex
conjugate poles at z = 0.819 ± 0.304i (refer to Fig. 4.25). The pole-zero cancellation
design criteria leads to the following equation
z2+
KIT
2
s −KPTs − 2KD
KPTs +KD
z+
KD
KPTs +KD
= (z−0.819+0.304i)(z−0.819−0.304i) (4.68)
By comparison of the coefficients on the left and right hand side of (4.68), it can be
deduced that
KIT
2
s −KPTs − 2KD
KPTs +KD
= −1.638 and KD
KPTs +KD
= 0.763 (4.69)
From these two equations, a set of solutions that meets the design requirement is possible.
To determine a particular solution of the controller parameters that would yield an over-
all satisfactory dynamic response, the closed loop step responses for different controller
settings are simulated. Additional information about the system can be obtained through
a steady state analysis of the closed loop system through the application of the final value
theorem [162]. The steady state error of the closed loop system subjected to a unit step
input and ramp input is independent of the proportional gain, KP , of the controller. The
detailed mathematical proof is included in appendix A.6 . Thus, the controller parameter,
KP , can carry a range of values. The range of values that is selected will need to satisfy
the constraints defined in (4.69) such that the set of parameters KP , KI and KD yields
an overall satisfactory dynamic response of the closed loop system.
The range of values of KP and the corresponding values of KI and KD used for eval-
uating the dynamic performance are tabulated in Table 4.11. The different controller
settings are compared by analysing the time domain characteristics of the step response
such as the percentage overshoot, peak, delay, rise and settling time. The results are
summarized in Table 4.11 for each set of controller setting as denoted by (1), (2), (3) or
(4). The closed loop step response of the system under these controller settings are also
graphically illustrated in Fig. 4.27.
The controller setting of KP = 8.0×10−4, KI = 0.422 and KD = 2.576×10−6 resulted
in a desirable dynamic performance. The maximum overshoot is 4.5% with a peak time
of 9 ms. The rise and delay time are 4 ms and 5 ms respectively. Finally, the system
comes to settle just under 5 ms. This represents an improvement in all measures against
the open loop response of the system which is also shown in Fig. 4.27. A reduction in
overshoot and improvement in response time is observed. The pole-zero matching method
is effective in designing the controller. The pole-zero matching is illustrated by the root
locus plot of the closed loop system shown in Fig. 4.28. The implementation of the PID
controller in the closed loop system shows better dynamic response over the open loop
system.
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Table 4.11: Proportional-Integral-Derivative controller parameters and closed loop step
response characteristics
Controller
parameters
(1) (2) (3) (4)
KP 1.2× 10−3 1.0× 10−3 8.0× 10−4 6.0× 10−4
KI 0.633 0.527 0.422 0.316
KD 3.863× 10−6 3.219× 10−6 2.576× 10−6 1.932× 10−6
Output response characteristics
Percentage
overshoot [%]
19.3 11.6 4.5 0.2
Peak time [ms] 6 7 9 15
Delay time [ms] 3 3 4 4
Rise time [ms] 3 4 5 7
Settling time [ms] 8 9 5 8
Figure 4.27: Open and closed loop step response (time domain comparison)
Figure 4.28: closed loop root locus plot
The feedback position control of the device using a digital PID controller is illustrated
by the block diagram in Fig. 4.29. The digital controller is implemented using a Field
Programmable Gate Array (FPGA). The National Instrument (NI) cRIO-9074 as shown
in Fig. 4.22 is selected for this application as it meets the specifications in terms of the
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processing speed, memory space and expandability for additional sensing for both control
and measurement. The details of the programming and hardware specification can be
found in appendix D. A second position encoder shown in Fig. 4.22 is used to measure
the output position for performance characterization.
Figure 4.29: Feedback position control with a Proportional-Integral-Derivative controller
Figure 4.30: Measured (a-b) output & target position and (c-d) position error
Although the closed loop position control is tuned to ensure good position tracking,
a steady drift in the output position from the target is observed during the course of
operation. The position error (yL) is defined as the difference between the output position
(x) and the target position (x0) as shown in (4.70).
yL = x− x0 (4.70)
The output and target position are illustrated in Fig. 4.30 (a),(b) together with the
corresponding position error in Fig. 4.30 (c),(d). The position error is of a different time
scale compared to the electromechanical response of the actuator. The position response
is in the order of milliseconds (refer to Fig. 4.26) while the position error is accumulating
in the order of seconds.
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Figure 4.31: Measured (a) coil temperature and (b) position error
The cause of the positioning error is not electromechanical in nature and the relatively
slower rate of change points towards possible thermal effects. The thermal loading due
to internal heat generation results in significant temperature rise as illustrated by the
coil temperature in Fig. 4.31(a). The coil temperature is measured using an embedded
thermocouple installed into the coil during assembly. The temperature variation in the
coil gives rise to thermal strain in the structure and output shaft particularly. The corre-
lation between the temperature rise and the position error is apparent by comparing the
magnitude and time scale of the variations in the plots shown in Fig. 4.31(a) and (b).
4.4 Thermal disturbance model identification
The original electromechanical model of the actuator is now expanded to include a
compensation model in the updated block diagram as illustrated in Fig. 4.32. The
uncompensated position is measured by a position encoder. The compensator is used
to estimate the thermal distortion which is combined with the position measurement to
give the compensated position. Positioning of the output shaft is then controlled with
a Proportional-Integral-Derivative (PID) controller using the compensated position as a
feedback.
All the quantities indicated in the block diagram are measured or derived from mea-
surements. Thus, a model identification methodology is used to determine the underlying
mathematical models of the thermoelastic process. The method involves the selection of
the appropriate excitation signal, filtering of measured response, selection of a suitable
model structure, model parameter estimation and model validation as discussed in section
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Figure 4.32: System block diagram with feedback compensation
3.4. The selected model structures are the discrete time transfer function and state space
model. The choice of model structure and parameter estimation technique will be further
elaborated in the subsequent sections.
4.4.1 Thermoelastic model
A discrete time Multiple Input Single Output (MISO) transfer function model is used to
model the thermoelastic expansion and resulting positioning due to temperature changes.
The model is derived by combining several Single Input Single Output (SISO) models
in parallel. A general SISO model is presented mathematically in (4.71) where y is the
output, u is the input while b and f are the model parameters. n denotes the current time
instance while nb and nf are the number of past input and output data used respectively
for estimating the current output.
y(n) + f1y(n− 1) + · · ·+ fny(n− nf ) = b1u(n− 1) + · · ·+ bnbu(n− nb) (4.71)
A first order MISO model is chosen to model the thermal distortion (yˆL) using discrete
temperature points (uT ) as inputs. The MISO model can be expressed mathematically
by (4.72) where m refers to the mth temperature point out of a total of M points.
yˆL(n+ 1) = f1yˆL(n) +
M∑
m=1
1∑
r=0
bm,ru
m
T (n− r) (4.72)
A total of 12 discrete temperature points are used as input to the model as illustrated
in Fig. 4.33. Having more sensors and past temperature measurements will enhance the
estimation of the thermal distortion. But the first order MISO model is selected for its
simplicity as required in a real time application. Nevertheless, it is possible to incorporate
a longer time horizon with such a model if extra computation power is available. The
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Figure 4.33: Temperature points of interests on test device
sensor positions are selected to capture the changes in thermal gradients in the coil as-
sembly and the surrounding structure due to the outflow of heat from the coil over time.
Equation (4.72) can be expressed in a more compact form with matrix notations as shown
by (4.73) where ϕ and θ are the data vector and model parameter respectively.
yˆL(n+ 1) = ϕ(n)θ
where θ =
[
b1,1 · · · bM,1 b1,2 · · · bM,2 f1
]
and
ϕ(n) =
[
u1T (n− 1) · · · uMT (n− 1) u1T (n) · · · uMT (n) yˆL(n)
] (4.73)
e(n) = yL(n)− yˆL(n) = yL(n)−ϕ(n− 1)θ (4.74)
Equation (4.74) defines the output error (e) as the difference between the measured output
(y) and model output (yˆ). The Output Error (OE) model structure as described in section
3.4.1 is adopted in this analysis to model the uncertainty. A parameter estimation method
based on the mean squared error criteria is used to determine θ that minimizes e for a
set of data vector - {ϕ(1), · · · ,ϕ(n), · · · ,ϕ(N)} where N is the total number of sampled
instances. The parameter estimation method is known as the Output Error (OE) method
simply because it uses the output error as a measure of the residual remaining from the
parameter estimation process.
A block least square algorithm makes use of the whole set of data to estimate the
model parameter in a single mathematical operation. The appended data matrix (Φ) is
formed by stacking ϕ row wise for each sampled instance. To ensure a good estimate
of the model parameters, the experiment duration should be sufficiently long (in the
order of hours) while the sampling time is minimized (in order of ms) to reduce the
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loss of information and improve tracking accuracy. The dimension of the data matrix
is such that Φ ∈ R(2M+1)×(N). The solution of a block least square problem requires
the inversion of Φ which is a costly mathematical operation. A recursive algorithm is
chosen because the solution is calculated iteratively in small steps and uses an efficient
mathematical substitution to eliminate the need for matrix inversion. The recursive least
square algorithm is summarized here by (4.75). It is derived from the iterative solution
of the block least square algorithm as shown in section 3.4.2. The solution is proven to
be equivalent to that of the block least square.
Q(n) =
1
λ(n)
[
Q(n− 1)− Q(n− 1)ϕ
T (n)ϕ(n)Q(n− 1)
λ(n) +ϕ(n)Q(n− 1)ϕT (n)
]
L(n) =
Q(n− 1)ϕT (n)
λ(n) +ϕ(n)Q(n− 1)ϕT (n)
θ(n) = θ(n− 1) + L(n) [yL(n)−ϕ(n)θ(n− 1)]
(4.75)
It should be noted that an iterative solution would require an initial estimate of the
variables. Q is a measure of the confidence in the estimated model parameter θ. A
sufficiently large Q(0) should be chosen to move the initial estimate θ(0) towards its
final solution. λ that appears in (4.75) is a weight factor for adjustment of the relative
importance of the time data used for model parameter estimation. However, such fine
tuning strategies are not exploited in the current work. A recursive least square method
have some practical benefits such as offering the flexibility of on-line model tuning which
is suitable for applications which require on-site set up calibration of the system. The user
also has the flexibility of choosing the calibration duration based on the maximum time
or level of residual error allowed before terminating the process. However, the method
does require that computation be completed within one sampling interval. This is possible
with simple models like the first order MISO transfer function model or when computation
power is not a limitation.
4.4.2 Thermal model
Temperature changes in the system needs to be monitored to estimate the thermal
distortion as discussed in the preceding section. The device is constructed with very high
mechanical tolerance to enhance electromagnetic performance. There is little access to
the internal components such as the internal magnet assembly and bobbin (as illustrated
in Fig. 4.1). A state space model is selected to model the dynamic temperature response
of the device at 12 points identified earlier in Fig. 4.33. Measurement from a single
embedded sensor in the coil is used as feedback in a Modified Kalman Filter for output
adjustment. The details of the method will be presented in the next subsection.
It should be pointed out that the temperature used for model identification refers to
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the temperature change from the ambient. Substituting the absolute temperature with
this relative temperature will improve the modelling accuracy since ambient temperature
affects the overall heat loss of the device. The choice of input signal is important to
ensure the proper identification of the model parameters based on the underlying causal
relationship between the input and temperature rise.
Eddy current, magnet hysteresis and mechanical losses which are common to electro-
magnetic actuators are significant only when there is large or high speed motion. For this
test device the conversion loss comes mainly from the resistive heating of the copper wires
in the coil as discussed in section 4.1. The resistive heating is derived from the electrical
power supplied which is given by the product of the supplied voltage and current drawn
from the source and it is used as input to the state space model. The choice of input
waveform and its frequency content is also important for the proper identification of the
model which would be discussed in a the later sections.
A state space model is determined from the experimentally measured input-output
data based on a combined stochastic-deterministic subspace method. A brief overview of
the method from an end user’s perspective is outlined in the next section. The details of
the formulation can be found in the pioneering work in the area of subspace identification
methods [146]. The key steps of the method outline in the next section are based on work
reported in [129].
xˆ(n+ 1) = Axˆ(n) + Bu(n)
+ K(n) [y(n)−Cxˆ(n)−Du(n)]
yˆ(n) = Cxˆ(n) + Du(n) + [y(n)−Cxˆ(n)−Du(n)]
(4.76)
A standard state space representation is shown in (4.76) where yˆ is the output and u is the
input while A,B,C and D are the state matrices. The innovation term, (y −Cxˆ−Du),
accounts for the stochastic or noise component of the measured output. K is the Kalman
filter gain whose value is dependent on the noise content of the output. The state matrices
and Kalman gain are determined using the combined stochastic-deterministic subspace
method.
Combined stochastic-deterministic state space model identification using the
subspace method
The subspace method makes use of the geometric projection methods such as the or-
thogonal and oblique projections of future and past input-output data sequence to extract
the state matrices (A,B,C,D) and Kalman gain (K). The method is based on these fun-
damental geometric operations and they are defined in (4.77)-(4.79) for completeness.
The orthogonal projection of any matrix Y onto another matrix U is defined by (4.77).
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The projection onto its orthogonal complement, denoted with a superscript ‘⊥’, is defined
by (4.78). The oblique projection of a matrix Y onto matrix W along the row space of
matrix U is given by (4.79) where the superscript ‘†’ denotes a pseudo inverse.
Y/U = YUT (UUT )−1U (4.77)
Y/U⊥ = Y[I−UT (UUT )−1U] (4.78)
YU/W = [Y/U
⊥] · [W/U⊥]† ·W (4.79)
[
Up
Uf
]
=

u(0) · · · u(N − 1)
u(1) · · · u(N)
...
...
...
u(i− 1) · · · u(i+N − 2)
u(i) · · · u(i+N − 1)
u(i+ 1) · · · u(i+N)
...
...
...
u(2i− 1) · · · u(2i+N − 2)

(4.80)
The input and output data are organized into block matrices as shown by an example
of the input block Hankel matrix in (4.80). i is the number of block rows of the data
used for analysis and it is user selectable but should be greater than the system order.
It is composed of two parts which are denoted by the subscript ‘p’ and ‘f ’ to represent
past and future data respectively. Past data includes data up to the instance (i − 1)
before while future data include data up to the instance (2i − 1) after as illustrated in
(4.80). The column width of the block matrix is determined by the total length of the
data sequence denoted by N . A superscript of ‘+’ and ‘-’ represents a shift into the future
or past respectively by one block row as illustrated in (4.81).
[
U+p
U−f
]
=

u(0) · · · u(N − 1)
u(1) · · · u(N)
...
...
...
u(i− 1) · · · u(i+N − 2)
u(i) · · · u(i+N − 1)
u(i+ 1) · · · u(i+N)
...
...
...
u(2i− 1) · · · u(2i+N − 2)

(4.81)
The input block matrices, Yf ,Yp,Y
+
p ,Y
−
f are defined in a similar manner. A block
Hankel matrix is a combination of the input and output data sequence in one matrix. It
also have the same notations as the input and output block matrices as illustrated by the
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forward shifted block Hankel matrix in (4.82).
W+p =
[
U+p
Y+p
]
(4.82)
The system matrices are arranged into block matrices. They are defined as the extended
observability (Γi), lower block triangular Toeplitz (Hi) and the reversed extended con-
trollability (∆i) matrix which are given by (4.83), (4.84) and (4.85) respectively.
Γi =

C
CA
...
CAi−1
 (4.83)
Hi =

D 0 · · · 0 0
CB D · · · 0 0
...
...
. . .
...
...
CAi−2 CAi−3B · · · CB D
 (4.84)
∆i =
[
Ai−1B Ai−2B · · · B
]
(4.85)
With the reorganized data and system matrices, the input-state-output relations can be
expressed in compact form given by (4.86)-(4.87) where the superscript ‘d’ denotes the
deterministic part of the data while ‘s’ represents the stochastic component. Ai is the
appended state matrix which appears in (4.87).
Yf = ΓiX
d
f + HiUf + Y
s
f (4.86)
Xdf = AiX
d
p + ∆iUp (4.87)
The identification process starts by taking the oblique projection of the output block
matrix onto the block Hankel matrix along the row space of the input block matrix
as defined in (4.88). The resulting expression, Oi, contains the extended observability
matrix which is extracted using a Singular Value Decomposition (SVD) of the weighted
expression given in (4.89). The decomposed data is represented in the standard notation
where S1 is the first n non zero singular value which serves as a guide for selecting the
model order. The selection of the weighting matrices (W1,W2) is dependent on the
algorithm selected by the user. The relative merits of the different algorithm is discussed
in detail in. For the current application and purpose, it is selected that W1 = W2 = I
based on the N4SID algorithm [129]. The extended observability matrix is derived from
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the SVD process based on the definition given by (4.90).
Oi = Yf/UfWp (4.88)
W1OiW2 =
[
U1 U2
] [ S1 0
0 0
][
VT1
VT2
]
(4.89)
Γi = W
−1
1 U1S
1/2
1 (4.90)
From the definition in (4.83), the state matrix (C) is given by the top block row of
the extended observability matrix (Γi). The system matrix (A) is related to it by the
relationship ΓiA = Γi where Γi and Γi is the extended observability matrix with the top
and bottom block row removed respectively. Thus, the state matrix (A) is simply given
by A = Γi
†Γi.
Z i+1 = Y−f /
[
W+p
U−f
]
, Z i = Yf/
[
Wp
Uf
]
(4.91)
Z i+1 = ΓiXˆi+1 + Hi−1U−f , Z i = ΓiXˆi + HiUf (4.92)
The sequences Z i+1 and Z i are defined by a set of oblique projections shown in (4.91).
They are related to the Kalman filtered states Xˆi+1 and Xˆi by (4.92). The stochastic
component of the output is assumed to be uncorrelated to the Kalman filtered states. As
such the state equations first introduced in (4.76) can be written in block form given by
(4.93) where Rw and Rv matrices are the stochastic component of the output. Equation
(4.94) is the state equations expressed in terms of Γi, A, C and K by using the definitions
(4.92) to substitute for the states in (4.93). K is defined as the Kalman gain sequence as
shown in (4.95). [
Xˆi+1
Yi
]
=
[
A B
C D
][
Xˆi
Ui
]
+
[
Rw
Rv
]
(4.93)
[
Γ†i−1 ·Z i+1
Yi
]
=
[
A
C
]
· Γ†i ·Z i +K ·Uf +
[
Rw
Rv
]
(4.94)
K =
[ (
B|Γ†i−1 ·Hi−1
)
−A · Γ†i ·Hi
(D|0)−C · Γ†i ·Hi
]
(4.95)
Γi, A and C are already determined from the earlier analysis which leaves the Kalman
gain sequence to be determined. K is obtained from a least square regression of (4.94).
This is possible since Rw and Rv are assumed to be stochastic noise sequence uncorrelated
to Z i and Uf . Thus, Rw and Rv are the residual errors from the least square regression
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process. 
K1|1
...
K1|i
K2|1
...
K2|i

= N
[
D
B
]
(4.96)
Equation (4.96) shows K as a linear combination of B and D where N is a function
of the already known Γi, A and C. The final step to determine B and D uses the least
squares regression on (4.96). The preceding discussion gives the general description of the
steps involved to determine the state matrices A, B, C and D as first defined in (4.76)
using the combined stochastic-deterministic subspace method. A solution is guaranteed
since only linear algebraic operations such as the least square algorithm is used to solve the
inverse mathematical problem. Subspace algorithms are non-iterative which means there
are no convergence issues. The method is robust and efficient which makes it suitable for
large data sets.
Modified Kalman Filter
In order to obtain an optimal temperature estimate, sensor feedback as applied in a
Kalman Filter (KF) is used to minimize the state space model output error. The output
error first presented in section 4.4.1 is reintroduced in (4.97) with a similar definition
where y and yˆ are the measured and model output respectively. An additional term,
y¯, is the adjusted output from applying the KF. Quantities derived from the adjusted
output are termed posterior while those which are not are termed priori and indicated by
a superscript ‘-’. The error and error covariance are defined by (4.97)-(4.98).
e− = y(n)− yˆ(n), e(n) = y(n)− y¯(n) (4.97)
Q−(n) = E
{[
e−(n)
] [
e−(n)
]T}
, Q(n) = E
{
[e(n)] [e(n)]T
}
(4.98)
Temperature is estimated from the state space model during the ‘time’ update. During
the ‘measurement’ update a weighted correction of the output is performed based on the
measured output error and the Kalman gain (K) as illustrated in Fig. 4.34.
‘Time update’
xˆ(n + 1) = Ax¯(n) + Bu(n)
Q−(n+ 1) = AQ(n)AT + Rw
(4.99)
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Figure 4.34: Kalman filter applied to a state space model
‘Measurement update’
K(n+ 1) = Q−(n+ 1)CT
[
CQ−(n+ 1)CT + Rv
]−1
Q(n+ 1) = Q−(n+ 1)−K(n+ 1)CQ−(n+ 1)
x¯(n+ 1) = xˆ(n+ 1) + K(n+ 1) [y(n+ 1)−Cxˆ(n+ 1)]
(4.100)
The mathematical operations during the ‘time’ and ‘measurement’ update are shown
in (4.99)-(4.100). The amount of output correction is determined by the Kalman gain
(K). The value of K is derived iteratively based on a recursive least square algorithm
which minimizes Q over time. Rw, is added to Q as shown in (4.99) at each iteration. It
represents the model output error during the ‘time’ update. Similarly, Rv, is added to Q
during the ‘measurement’ update which reflects the amount of measurement uncertainty.
K and Rv have an inverse relationship as shown by (4.100). Thus, output correction will
be less when the measurement uncertainty is high. K, Rw and Rv was first introduced
in the preceding section. The use of the same notation indicates that they are the same
variable. The difference lies in way it is calculated; direct or iterative.
The state space model is represented in (4.101)-(4.103) with altered notations to illus-
trate the physical quantities it represents. yˆT is the model estimated temperature while
uq is the input heat generation to the system and A, B, C, D are the state matrices
defined in (4.76). D is set to be a null matrix during the identification process since
the output is not directly correlated with the input. Equation (4.102) simplifies to give
xˆ = C−1yˆT which directly relates the internal states to the output. Substitution of this
relation into (4.101) leads to the transformed state equations (4.103).
xˆ(n+ 1) = Axˆ(n) + Buq(n) (4.101)
yˆT (n) = Cxˆ(n) + Duq(n) (4.102)
yˆ(n+ 1) = CAC−1yˆT (n) + CBuq(n) (4.103)
The KF is presented earlier to highlight the changes made in the Modified Kalman
Filter (MKF) as illustrated by Fig. 4.35 and represented by (4.104)-(4.105) with altered
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notation for differentiation. The modification of the KF is aimed at reducing the number
of sensor measurement needed for output correction. The following is a summary of the
modifications made.
1. Replace the state (xˆ) with the output (yˆT ) by substitution of the original state
matrices (A, B, C) with the transformed state matrices (α = CAC−1, β = CB)
2. Output correction using an output mapping (ζσ) of the measured error signal
Figure 4.35: Modified Kalman Filter
‘Time update’
yˆT (n+ 1) = αy¯T (n) + βuq(n)
Q−(n+ 1) = αQ(n)αT +Rw
(4.104)
‘Measurement update’
K(n+ 1) = Q−(n+ 1)
[
Q−(n+ 1) +Rv
]−1
Q(n+ 1) = Q−(n+ 1) [1−K(n)]
y¯T (n+ 1) = yˆT (n+ 1) +K(n+ 1) [yT,1(n+ 1)− yˆT,1(n+ 1)] ζσ
(4.105)
The output mapping (ζσ) shown in (4.105) is derived from the correlation coefficient
between the error signal measured at coil to the other temperature points as defined in
(4.106). The variance and covariance for sequences of data (z1, · · · , zi, · · · , zM) can be
calculated using (4.107) where µ is the mean of the each data sequence. The output
error sequence is obtained from the results of the model identification test which will be
presented in section 4.5.1.
ζσ =
[
1 · · · r1,j · · · r1,M
]
where r1,j =
σ1,j√
σ21σ
2
j
(4.106)
σ2j =
1
N
N∑
i=1
[zj(i)− µj]2 and σ1,j = 1
N
N∑
i=1
[z1(i)− µ1] [zj(i)− µj] (4.107)
In the original KF, the state matrix (A) in (4.99) serves a weighting factor for error
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covariance updating. In the MKF, the Kalman gain (K) and error covariance (Q) are
calculated based on a single measured error signal. Equation (4.104) reflects the reduced
dimension in which α is obtained from the first row of the transformed state matrix. In the
MKF, Rv corresponds to the thermocouple measurement uncertainty. Rw is estimated
from the measurement uncertainty and the residual error resulting from the subspace
identification process.
Subsequent application of the filter would require only the measurement feedback from
the embedded temperature sensor in the coil. Application of the MKF will reduce the
total number of sensors needed for estimation of the thermal distortion. The assumption
is that unmeasured error signals are correlated based on a statistical measure, given by
the covariance of the output error predetermined during a calibration test before the
actual filter application. The output corrrection on the state space model also ensures
that the temperature estimation is always bounded within the expected variation. The
compensation model as described by (4.108)-(4.109) is used as an estimator of the position
error based on the measured heat generation (uq) and coil temperature (y¯T,1). y¯T refers
to the adjusted temperature estimate after Kalman filtering. The estimated thermal
distortion (yˆL) is simply a product of the adjusted temperature estimate against the
model parameter (θ) shown in (4.109). The model is illustrated in a block diagram in
Fig. 4.36.
y¯(n+ 1) = αy¯T (n) + βuq(n) +K(n) [yT,1(n+ 1)− yˆT,1(n+ 1)] ζσ (4.108)
yˆL(n+ 1) = ϕ(n)θ
where θ =
[
b1,1 · · · bM,1 b1,2 · · · bM,2 f1
]
and
ϕ(n) =
[
y¯1T (n− 1) · · · y¯MT (n− 1) y¯1T (n) · · · y¯MT (n) yˆL(n)
] (4.109)
Figure 4.36: Compensation model block diagram
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4.5 Model based compensation of thermal disturbance
Figure 4.37 shows how the thermal and thermoelastic model are cascaded in the com-
pensator. A total of four tests were conducted for identification and validation of the
compensation model. The final test is a validation of the positioning accuracy with a
calibrated feedback compensator during a continuous 5 hour operation. The control pa-
rameter, input signal, measured and derived quantities together with the objective of each
test are summarized in Table 4.12.
Figure 4.37: System block diagram with a feedback compensator
Table 4.12: Summary of tests conducted for model identification and validation
No
Input
signal
Derived
quantity
Measured
quantity
Objective
Control
parameter
1 Step
Electrical
power
Voltage,
Current,
Temperature
Thermal time
constant
determination
Current
2
Varying
pulse
width
Electrical
power
Voltage,
Current,
Temperature
State space
model
identification,
Kalman filter
parameter
determination
Current
3
Varying
period
trapezoidal
Electrical
power
Voltage,
Current,
Temperature,
Position
State space
model
validation
Position
4A
Varying
period
trapezoidal
Electrical
power,
Position
error
Voltage,
Current,
Temperature,
Position
Transfer
function
model
identification
Position
4B
Fixed
period
trape-
zoidal
Electrical
power,
Position
error
Voltage,
Current,
Temperature,
Position
Compensation
model validation
Position
183
4.5.1 Experimental characterization of thermal disturbance
In Test 1, a step input amounting to an electrical power input of 3.2W is introduced
to obtain the temperature response and shortest thermal time constant of the system.
This step response analysis serves as a basis for selecting the input signal for model
identification in test 2. Figure 4.38 shows the coil and bracket temperature which are the
nearest and furthest points from the heat source respectively. The temperature response
resembles a first order system which is characterized by an intial gradient of 1/τc and a
zero gradient approaching the steady state output. τc is the time constant defined as the
time taken for the output to reach 63.2% of the final steady state value as illustrated in
Fig. 4.38. The system response will be attenuated beyond the cut off frequency which is
defined as fc = 1/2piτc.
Figure 4.38: Test 1 - Thermal time constant determination
Figure 4.39: Test 2 - State space model identification: input waveform in (a) time and
(b) frequency domain
Therefore, to enhance the Signal to Noise Ratio (SNR) of the measured output for the
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thermal model identification in test 2, the input waveform is designed based on a frequency
domain analysis. A varying pulse width input signal is chosen because of its flexibility
in design. The frequency content of the signal is controlled by changing the duration of
the pulses. A total of 3 pulses of varying period is used for input excitation during the
‘heat up’ period followed by a period of zero input to allow the system to ‘cool down’ as
shown in Fig. 4.39(a). The device undergoes a similar ‘cool down’ period during actual
operations. The heat loss at the natural convective boundary undergo changes between
these two periods. Thus, it would lead to a more robust model if they are accounted
for during the identification test. The input power spectrum is expected to be low due
to the long period of zero input. It is critical to engineer the input signal to enhance
its power content in the desired frequency band. The shortest time constant recorded,
τc = 370s, corresponds to a cut off frequency of fc = 4.3× 10−4Hz which gives an upper
limit estimate of the device thermal response bandwidth. The selected waveform has an
increasing power spectrum in the desired frequency band as shown in Fig. 4.39(b). This
input signal is used for thermal model identifcation in test 2.
Figure 4.40: Test 2 - State space model identification: (a-c) temperature response and
(d-f) output error
Figure 4.40(a)-(b) shows the measured temperature response and the corresponding
output error is shown in Fig. 4.40(d)-(f). This error sequence is used to determine the
Modified Kalman Filter (MKF) parameter. 〈e〉 is a measure of the output error averaged
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over the whole measurement period as defined by (4.110). 〈e〉 is termed the residual error
in this instance since it is calculated from the output error of this identification test. The
estimated coil temperature has a residual error of 0.46◦C which is used for estimating the
filter parameter, Rw, as defined in (4.104). The output mapping (ζσ) calculated using
(4.106) and (4.107) is tabulated in Table 4.13.
〈e〉 =
[
e1 · · · em · · · e12
]T
(4.110)
em =
√∑N
n=1 [yT,M(n)− y¯T,M(n)]2
N
(4.111)
Table 4.13: Output mapping (ζσ)
r1,1 r1,2 r1,3 r1,4 r1,5 r1,6
1 0.763 0.729 0.495 0.353 0.264
r1,7 r1,8 r1,9 r1,10 r1,11 r1,12
0.148 0.312 0.185 0.131 0.372 0.661
Figure 4.41: Test 3 - State space model validation: (a) input motion profile, (b) 5
cycle(s) and (c) 1 cycle of the varying period trapezoidal motion path
Test 3 is designed for the characterization of the temperature estimation accuracy with
and without Kalman filtering. The input motion profile is designed to induce significant
thermal loading on the device. It is separated into the ‘heat up’ and ‘cool down’ period
as shown Fig. 4.41(a). The first 5 cycle(s) of the trapezoidal motion path during the
‘heat up’ period is shown in Fig. 4.41(b). This path simulates a repeated maximum
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forward and backward stroke with varying duration of hold in between as illustrated in
Fig. 4.41(c). This ensures that the device is put through the typical range of motion
expected during the actual operation.
Figure 4.42: Test 3 - State space model validation: (a-c) temperature response and (d-f)
output error
There is significant temperature rise recorded at all the points of interest as shown in
Fig. 4.42(a)-(c) due to this input motion profile. The largest temperature rise is recorded
at the coil with a final temperature of 27.9◦C after an hour of operation. There is a
large temperature gradient between coil and outer stator as shown in Fig. 4.42(a). This
indicates a high resistance to heat flow from the internal components outwards. One of
the major barrier to heat transfer is the internal air gap between the coil and magnet
assembly (refer to Fig. 4.1). The resulting temperature rise represents an accumulation
of heat within the device which is undesirable as it gives rise to the eventual thermal
distortion and positioning error.
The output error for this test is shown in Fig. 4.42(d)-(f). A maximum output error of
0.6◦C is recorded at the inner magnet as shown in Fig. 4.42(e) with a time averaged error
of 0.26◦C. From the error plots, it is clear that the model estimation accuracy is affected
by the device operating condition. The ‘heat up’ and ‘cool down’ period registers different
error signature. During the ‘heat up’ period the model is overestimating the temperature
while the opposite is true during the ‘cool down’ period. There is a slow drift in the
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temperature estimate away from the measurement during the ‘cool down’ period which is
caused by changing conditions within the test chamber. The modelling inadequacies can
be overcome with output correction using sensor feedback in the MKF.
Figure 4.43: Comparison of the output error (a-c) before and (d-f) after filtering
Figure 4.43(a-c) shows the output error from state space model without output correc-
tion while Fig. 4.43(d-f) shows the output error after applying the MKF. The maximum
error originally recorded at the inner magnet is now reduced to 0.2◦C with an average
of 0.05◦C over the measurement period. With application of the MKF, the maximum
error recorded across the 12 temperature points of interest amounts to 0.4◦C which is
equivalent to 1.8% of the measurement range. The maximum and time averaged output
error for other temperature points are tabulated in Table 4.14 and Table 4.15 respectively.
The error remaining after Kalman filtering is shown in brackets in both tables. As ex-
pected, the largest reduction in error is observed for the coil temperature. The model
validation results show that the MKF is able correct the model output towards the actual
temperature based on output mapping of the measured error signal.
Figure 4.44(a) shows the Kalman gain reaching a steady value beyond the first 5
samples of data as the model output approaches the measured value. This means a
decreasing error signal over time. The mapped error signal is reduced proportionately
due their linear relationship as shown by a one of the selected signal in Fig. 4.44(b).
Output correction will be reduced over time until a large error is induced possibly by
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Table 4.14: Maximum output error (with) and without filtering in [◦C]
Coil Bobbin
Inner
Magnet
Outer
Magnet
Inner
Stator
Outer
Stator
0.7 0.5 0.6 0.4 0.4 0.3
(0.0) (0.2) (0.2) (0.2) (0.3) (0.3)
Stator
Connector
Bobbin
Connector
Shaft 1 Shaft 2 Bracket 1 Bracket 2
0.4 0.3 0.3 0.4 0.3 0.5
(0.4) (0.2) (0.2) (0.4) (0.3) (0.3)
Table 4.15: Time averaged output error (with) and without filtering in [◦C]
Coil Bobbin
Inner
Magnet
Outer
Magnet
Inner
Stator
Outer
Stator
0.3 0.3 0.3 0.3 0.2 0.2
(0.00) (0.05) (0.05) (0.09) (0.08) (0.12)
Stator
Connector
Bobbin
Connector
Shaft 1 Shaft 2 Bracket 1 Bracket 2
0.1 0.1 0.1 0.1 0.2 0.3
(0.14) (0.09) (0.09) (0.13) (0.12) (0.09)
Figure 4.44: Modified Kalman Filter (a) gain and (b) error signal
some external disturbance. Output mapping provides an indirect estimate of the output
variation at the unmeasured temperature point based on the measured error signal and
the statistical characterization of the system in a prior test.
However, if the cause for temperature variation is external, such as an additional heat
source, it will have more effect on the outer stator temperature than the coil temperature.
This disturbance will not be adequately captured by the embedded sensor. So long as
the system is not subjected to significant changes, the MKF is an effective tool to reduce
the short term tracking and long term drift error in the thermal model output. At this
point, the thermal model is fully calibrated from the previous three tests. The remaining
temperature sensors are removed except the embedded sensor at the coil. Temperature
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is estimated using the state space model coupled with the MKF in this final test.
4.5.2 Experimental validation of positioning accuracy
Figure 4.45: Test 4 - Extended test: (a) input motion profile, (b) 5 cycle(s) and (c) 1
cycle of the fixed period trapezoidal motion path
Test 4 is divided into two parts (4A and 4B) with a total of four segments as illustrated
in Fig. 4.45. Test 4A is a single two hour segment which consists of a continuous cycle of
varying period trapezoidal motion path for one hour followed by one hour of ‘cool down’.
The varying period trapezoidal motion path is similar in design to the one used in test
3 (refer to Fig. 4.41). This test is designed for the identification of the transfer function
model. The model output is taken as the measured position error as defined by (4.70).
The temperature response resulting from this motion profile is shown in Fig. 4.46(a)-(c).
There is significant temperature variation due to the cyclical thermal loading which is
ideal as the input for fine tuning the transfer function model parameters.
Test 4B has 3 one hour segments which each consist of a continuous 32 cycle(s) of 75s
fixed period trapezoidal motion path followed by a ‘cool down’ period as shown in Fig.
4.45(a). The fixed period trapezoidal motion path is shown in Fig. 4.45(b)-(c). This
test is used for validation of the compensation model. This validation test is designed
to simulate a continuous operation. The device will undergo cycles of thermal loading
during the ‘heat up’ period and significant temperature variation is observed as a result
of this motion profile. The maximum temperature recorded during this extended test
is 27.6◦C as shown in Fig. 4.46(a). The physical thermal boundary conditions such as
the chamber air temperature is expected to change over the course of the test. This
would in turn affect the compensation model estimation accuracy. However, the effect of
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changing boundary conditions can be minimized with minimal temperature sensing using
the Modified Kalmam Filter. This would help improve the positioning error tracking
ability of the compensation model.
Figure 4.46: Test 4 - Extended test: (a-c) temperature estimate with modified Kalman
filtering, (d) position error and (e) position error residual after compensation
The positioning error before compensation is shown in Fig. 4.46(d). The position
error is measured by the mean unidirectional position deviation and repeatability defined
in ISO230-2 [164]. The mean unidirectional position deviation before compensation is
+5.7µm with a repeatability of ±7.3µm for the duration of the extended test. A SISO
transfer function model which uses only the measured coil temperature as an input is
used as the estimator of position error for comparison with the compensation model. The
model estimated position error from both models are plotted against the measurement in
Fig. 4.46(d) and the residuals are shown in Fig. 4.46(e). The residual is minimized during
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the first test segment as the position error is measured and used for model calibration.
Thereafter, the measurement is used solely for validation as shown in test segments 2-3
of Fig. 4.46(e).
The SISO transfer function model is able to reduce the position error down to a mean
deviation of +0.7µm with a repeatability of ±2.3µm. With implementation of the com-
pensation model in a feedback arrangement, the mean unidirectional position deviation
have been reduced even further to −0.2µm with a repeatability of ±0.7µm. The posi-
tioning accuracy achieved with the proposed method shows a threefold increase over the
expected improvement if a SISO transfer function model is implemented instead. The
model based compensation method is effective in reducing a large component of the po-
sition error caused by thermal loading. It shows good short term tracking ability as well
as long term stability.
4.6 Summary
In the first part of this chapter, the performance of a high precision permanent magnet
linear motor is improved by the application of an optimization technique to the design
process. A two stage optimization method is proposed for the design analysis. Solving
the design problem as an inverse mathematical problem resulted in a design that yielded
significant performance improvement over an initial design. An increase in output force
by 39.9% and reduction in heat generation by 26.2% is achieved. Moreover, the overall
device size has been reduced leading to a more compact design and cost savings in terms
of material usage. All these improvements culminated in a device which produces a higher
thrust force while operating more efficiently.
In the proposed optimization method, the application of Genetic Algorithm for a global
search followed by a Branch and Bound method is a systematic way of searching for the
optimal feasible solutions. This makes the method suitable for application to a range
of engineering design problems which have mixed variables. The time spent during the
design stage is very much reduced due to the automation resulting from the application
of the optimization procedure. In addition, time saving is also achieved by replacing the
Finite Element magnetic (fine) model with an analytical magnetic (coarse) model during
the optimization process using a space mapping technique.
The coarse-fine model output mismatch is reduced with output space mapping. Map-
ping parameter extraction is done using a deterministic least square algorithm during
the optimization process. This resulted in better estimates of the magnetic flux density
using the output corrected coarse model or surrogate model. At the optimal solution,
the surrogate model estimate is within a 2.0% deviation of original Finite Element model
output and 2.8% deviation from the measured value. The application of an output space
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mapping technique in the design optimization process resulted in a time saving of 80%
without sacrificing modelling accuracy.
In the second part of this chapter, the effect of dynamic thermal disturbance on po-
sitioning accuracy of the device is investigated. The positioning error recorded initially
is significantly reduced by the application of a model based compensation method. A
final mean unidirectional position deviation of −0.2µm with a repeatability of ±0.7µm
during an extended 5 hour test. This represents an almost threefold improvement over
the positioning accuracy before compensation. The significant improvement is due to the
robust estimation of the position error using a compensation model.
The positioning error was found to have characteristics linked to the thermal loading on
the device. A series of tests were conducted to determine a compensation model that best
describes the effects of the thermal disturbance. A cascaded transfer function and state
space model is found to have the suitable structure to model the underlying thermoelastic
process. A model identification procedure was adopted to identify this compensation
model and determine the model parameters. In the application of the compensation
model, a Modified Kalman Filter (MKF) is proposed to improve the output estimation
accuracy while using minimal number of sensor measurement.
In the final application of the compensation method, only a single temperature sen-
sor embedded in the coil was needed for model output correction. This was achieved
by mapping the measured error signal from the embedded sensor based on a statistical
correlation of the error signals which is applied to the Modified Kalman Filter (MKF).
Implementation of the MKF resulted in improved temperature estimates with absolute
error of 0.4◦C which is equivalent to 1.8% of the measurement range. In addition, an
on-line model tuning strategy is implemented which allowed the compensation model to
be calibrated during a warm up stage before actual operations. It shows the practical
usefulness of the method in an industrial operating environment.
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Chapter 5
High power axial flux permanent
magnet motor
Modern electric vehicles use high power electric motors to provide traction. The re-
quirement of such an application is an electric motor with high output torque, high effi-
ciency and compact in size. The development of new motor topologies like the axial flux
configuration coupled with the use of high energy density permanent magnets have led to
significant performance improvements. For example, axial flux permanent magnet motors
now commonly used in vehicular applications boast high torque density and efficiency
[14]. Such devices generally have high torque density due to the use of active magnetic
material to generate the magnetic flux for torque production. This also helps reduce the
copper loss produced in the secondary winding by replacing it with permanent magnets.
These devices also have better cooling capabilities due to the overall aspect ratio leading
to disc like shape that increases the surface area for heat dissipation.
Figure 5.1: EVO electric AFM130-3 axial flux permanent magnet motor
The EVO Electric AFM130-3 shown in Fig. 5.1 is a high power axial flux permanent
magnet synchronous motor which is capable of delivering a nominal power of 64 kW. The
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rated continuous output torque is 145 Nm while the maximum operating speed is up to
8000RPM. The peak efficiency of the device is recorded to be at 95.1%. In high powered
applications, the conversion loss of such a device is still a limiting factor to the output
performance. The conversion loss represents a source of thermal loading on the device
which causes internal component temperature to rise [42][165]. If the design temperature
limits are exceeded during operation then degradation is certain and failure is likely [9].
Therefore, real time temperature monitoring is necessary for thermal protection.
In addition, the ability to detect and predict faults during operation would be useful
to ensure reliable operation. As temperature rise is a by product of the inefficiencies
of the energy conversion process, larger than expected temperature rise would give an
indication that the device is not running at its optimum [114]. Real time temperature
information is therefore a useful indicator for conditioning monitoring. Moreover, the
output performance is also temperature dependent due to the use of permanent magnets
in such a device. The torque capability of the device is reduced by increased magnet
temperature. The performance of the device can however be maintained by monitoring
the magnet temperature in real time [115][166]. Having accurate real time temperature
information would also allow the device to be operated closer to its thermal limits. This
is particularly useful during cyclic operations when the device can be subjected to periods
of transient overload. The resulting increase in instantaneous power is a potential benefit
for vehicular applications.
The proposed method uses an experimentally determined lumped parameter thermal
model for sensorless monitoring of the critical temperature during a drive cycle. An
inverse identification technique is used to estimate the model parameters from the input
and temperature measurement. Parameter estimation is carried out using a constraint
least square algorithm since some of the model parameters are known a priori. The lumped
parameter model is structured in a way to capture only the most significant heat transfer
path in the device. The application of a structured lumped parameter thermal model
coupled with experimentally determined parameters improves the modelling accuracy
without increasing complexity.
Some of the thermal parameters are static in nature while others vary with the rotation
speed and input current. Thus, a parametric analysis is carried out to investigate the
variation of the thermal parameters against the device’s operating point. In addition,
some of the estimated thermal parameters yields physical insight of the thermal properties
of material like the electrical insulation. These parameters prove to be useful in updating
the material properties of a numerical model that is developed as part of the thermal
analysis.
Thermal conditioning monitoring is carried out using the experimentally determined
lumped parameter thermal model. The model is able to estimate components of the
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electromagnetic losses during a drive cycle. The on-line loss estimates are determined
indirectly from the temperature measurement. This is done through a recursive parameter
estimation method using the thermal model. The on-line core and copper loss estimates
during normal and simulated faulty operations are shown, to illustrated how possible
faults can be detected. In addition, the thermal model when applied with an analytical
magnetic model is useful in predicting the reduction in output torque during continuous
operations. In each of these applications of the thermal model, the model output is
compared against measurement to validate the model accuracy and repeatability of the
results.
5.1 Electromechanical model
A detailed derivation of the electromagnetic torque and induced voltage in the test
device will be presented in this section. The device has a rotating magnet and stationary
winding configuration. The key parameters that describe the winding configuration are
listed in Table 5.1. The device has a double sided stator each with its 3 phase winding
connected in a star arrangement.
Table 5.1: Winding configuration
Parameter Value
Number of stator slots s = 45
Number of poles per phase p = 10
Number of phases m = 3
Number of series turns per coil N = 3
Number of parallel conductors per coil n = 16
Stator outer radius ro = 0.123m
Stator inner radius ri = 0.070m
dF = I(dl×B) (5.1)
The force acting on a current element of length dl carrying a current I is described
by the Lorentz force (5.1). The vector notation is reduced to a scalar since the magnetic
field and current are mutually perpendicular to each other by virtue of the design of the
device. The magnetic field is directed axially while the current is flowing radially and the
force produced acts tangentially. Mathematically, the tangential force on the rotor in an
axial flux device is given by (5.2).
dF = I(dr ×B) (5.2)
ϑp =
2pi
p
(5.3)
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The pole pitch (ϑp) is defined by (5.3) where p is the number of poles of the device.
The current density changes with the radius in an axial flux device. Thus, the force is
expressed as a function of the radius in terms of the current density J(r) as shown by
(5.4). The magnetic circuit is designed such that the magnetic flux remains fairly constant
in the radial direction and it is assumed to be independent of the radius.
dF = J(r)(dS ×B) (5.4)
The active area (dS) is a function of the pole pitch (ϑp) such that dS = ϑpr dr. Similarly,
the current density at a radius r is defined by J(r) = NI
ϑpr
where N is the number of series
turn per pole per phase and I is the current. The product of the tangential force and
radius from the axis gives the generated torque as shown in (5.5).
dτ = rdF = rJ(r)(dS ×B)
dτ = r(
NI
ϑpr
)(ϑp rdr)B
dτ = NIBrdr
(5.5)
Thus, the total electromagnetic torque (τ) produced by a device with a total of p poles
is simply an integral sum of (5.5) multiplied by the number of poles as shown in (5.6)
where ro and ri are the outer and inner radius of the stator respectively.
τ = p
∫
dT
= p
∫ ro
ri
NIBrdr
τ =
1
2
pNIB(r2o − r2i )
(5.6)
τm =
1
2
pNImBm(r
2
o − r2i ) (5.7)
The current and magnetic flux density in an AC device is assumed to vary sinusoidally
in time. The instantaneous values of the current and magnetic flux density is substituted
with the average values to give the average electromagnetic torque. The average torque
is obtained by using the average current (Im) and magnetic flux density (Bm) instead as
shown in (5.7). For a sinusoidal varying magnetic flux density, the average flux density
197
(Bm) per pole is related to the peak value (B0) by (5.8).
Bm =
1
pi − 0
∫ pi
0
B0 sin(α)dα
= − 1
pi
B0 [cos(α)]
pi
0
Bm =
2
pi
B0
(5.8)
The peak flux (Φ0) per pole is simply the peak magnetic flux density (B0) multiplied by
the effective flux linkage area (A) such that Φ0 = B0A. The active flux linkage area per
pole is equal to the pitch of the magnet which is equivalent to the span of five stator teeth
(refer to Fig. 5.3). Thus, the flux linkage area (A) can be determined from the stator
tooth pitch (ϑt) using the following expression
A =
∫ ro
ri
5ϑtrdr
where ϑt =
1
9
ϑp =
2pi
9p
A =
∫ ro
ri
10pi
9p
r dr
=
10pi
9p
[
r2
2
]ro
ri
A =
10pi
18p
(
r2o − r2i
)
(5.9)
Φ0 = B0A
Φ0 =
pi
2
BmA
Φ0 =
5pi2
18p
Bm
(
r2o − r2i
) (5.10)
Thus, the peak flux per pole is given by (5.10). Substituting the above expression for Bm
in (5.7), the average torque is now a function of the coupling magnetic flux (Φ0). The
total electromagnetic torque for a double sided device with m phases is thus given by
(5.11).
τm =
3.6
pi2
mp2NΦ0Im (5.11)
The total turns per phase is normally not concentrated in a single coil but distributed
over the pole pitch. Moreover, the individual coil typically span about 70-90% of the pole
pitch which is termed fractional pitch coil. The practical advantage of using distributed
winding and fractional pitch coils reduce the effects of harmonics without reducing the
fundamental component too drastically. The reduction in the fundamental component
is represented by the pitch (kp) and distribution (kd) factor. The distribution and pitch
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factors are the ratio of the vector sum to the absolute sum of the induced voltage in the
coil due to distributed and fractional coils respectively. Due to the distribution of the
coil in the magnetic field, the equivalent magnetic flux linkage and induced voltage is in
fact less than the arithmetic sum in each coil. The solution of this vector sum problem is
straightforward and can be solved graphically [157].
kd =
sin (qϑs/2)
q sin (ϑs/2)
(5.12)
kp = sin
(
ϑc
ϑp
· pi
2
)
(5.13)
The distribution and pitch factor are defined by (5.12) and (5.13) respectively. The
distribution factor depends on the number of slots per pole per phase defined as q = s
pm
.
It also varies as a function of the slot pitch which is defined as ϑs =
2pi
s
. The pitch
factor depends on the ratio of the coil and pole pitch. The ratio ϑc
ϑp
is typically in the
range of 0.7-0.9 for a fractional coil. The distribution and pitch factor can be determined
using (5.12) and (5.13) together with the parameters in Table 5.1. The product of the
distribution and pitch factor gives the winding factor (kw) defined here as
kw = kdkp (5.14)
The winding factor is evaluated to be kw = 0.91 for the test device. The winding factor
gives a measure of the reduction in the peak values of the flux and voltage as a result of
the winding configuration. Applying the winding factor directly to (5.11) would yield the
reduced torque (5.15) produced due to pitching and distribution of the coils. The torque
constant (KT ) is given by the ratio of the output torque to the input current as defined
in (5.16).
τm =
3.6
pi2
mp2NkwΦ0Im (5.15)
KT =
3.6
pi2
mp2NkwΦ0 (5.16)
In a permanent magnet synchronous device, the magnetic flux density variation is in
sync with the fundamental frequency (ω = 2pif) of the A.C signal. Thus, the magnetic
flux density can be represented by a sine function such that B = B0 sinωt. As defined
by (5.10), the peak magnetic flux is simply a product of the peak magnetic flux density
(B0) and the flux linkage area (A) per pole. Thus, the magnetic flux variation has the
following form
Φ = B0A sinωt
= Φ0 sinωt
(5.17)
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According to Faraday’s law, a voltage proportional to the rate of change of magnetic flux
will be induced in the coil. Thus, the instantaneous voltage (E) induced in the coil of N
turns is given by (5.18).
E = N
dΦ
dt
= ωNΦ0 cosωt
(5.18)
The maximum induced voltage (E0) occurs when the sinusoidal component is equal to
unity such that E0 = ωNΦ0. The RMS induced voltage can be calculated from E0 using
the following expression.
Em =
E0√
2
=
ωNΦ0√
2
(5.19)
As discussed earlier in this section, the induced voltage is a resultant sum of the induced
voltage in the individual turns of the coil. The resultant will be less than the arithmetic
sum of the induced voltage in the individual coils due to coil pitching and distribution.
Thus, the induced voltage also needs to be corrected for this effect by multiplying the
winding factor (kw) to (5.19). It is more common to express the induced voltage in terms
of the fundamental frequency (f) in [Hz]. Making the final substitution ω = 2pif to (5.19)
leads to the following expression for the average induced voltage in each phase of a p pole
device.
Em =
√
2pipNkwΦ0f (5.20)
KE =
√
2pipNkwΦ0 (5.21)
The voltage constant (KE) is defined by (5.21) as the ratio of the induced voltage to the
frequency. For a permanent magnet synchronous device, the mechanical rotation speed
is a multiple of the fundamental frequency. A pair of poles in a p-pole device is equal
to 2pi electrical angle. There are p/2 complete cycles in one revolution. Therefore the
mechanical rotation speed (n) in [RPM] is related to the fundamental frequency f by
(5.22).
f =
p
2
n
60
=
np
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(5.22)
5.1.1 Analytical magnetic model
Figure 5.2 illustrates a cut out section equivalent to two poles’ width of the magnet
and stator. However, the cut out section represents only one half of the device since the
other half is identical due to symmetry about the mid plane. The magnetic flux at a
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Figure 5.2: Cut out section of half a device showing the magnetic path set up in the
stator and magnet
particular point of the stator tooth and yoke will change as a function of time. The flux
variation in the stator core of such devices have been reported to be in the form of a
trapezoid [93]. However, any periodic waveform can be approximated as a combination of
sinusoids by Fourier transformation. Assuming that the variables varies sinusoidally with
time simplifies the analysis considerably. This is because the electromagnetic performance
of such devices can be estimated by the peak or average values of the variables rather
than having to calculate the instantaneous values over time. For example, the estimation
of the core loss is based only on the peak value of a sinusoidal flux density variation [167].
A static analysis is undertaken to determine the maximum magnetic flux linkage
through the air gap. The maximum flux occurs when the stator teeth are aligned with
the magnets in the position illustrated in Fig. 5.2. The flux through each stator tooth
will carry different values at each instant of time depending on its relative position to
the magnets. However, they will experience the same peak value over time which can
be approximated by a sinusoidal function. For an axial flux device, the design of the
magnetic circuit is such the interaction of the magnetic field lines between the rotor and
stator is directed only in an axial and tangential manner such that the radial component
of the flux is negligible [92]. A magnetic circuit analysis is performed on the magnetic
loop to determine the maximum magnetic flux density in the air gap (Bg), stator tooth
(Bt) and yoke (By).
The equations used in the subsequent development of an analytical magnetic model is
based on the derivations shown in section 3.1.1. The magneto motive force (υ) is defined
by (5.23) while the reluctance (R) is defined by (5.24). H is the equivalent magnetization
of the source, l is the length of the magnetic path, A is the cross sectional area of the
path and µ is the permeability of the material. In an equivalent magnetic circuit analysis,
a permanent magnet is modelled as an ideal magneto motive force (MMF) source in
series with a reluctance defined by the geometry of the magnet. This is a result of the
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approximately linear demagnetization curve of permanent magnets.
υ = Hl (5.23)
R = l
µA
(5.24)
Figure 5.3: Illustrative magnetic path: (a) magnetic flux lines and (b) equivalent
magnetic circuit
Figure 5.3(a) shows a cross sectional slice of the magnetic path in the tangential plane
corresponding to the condition of maximum magnetic flux. It should be noted that the
magnets are not perfectly aligned with the slots as illustrated in Fig. 5.3(a) due to the
odd number of slots. However, the offset is slight and perfect alignment will be adopted
for the subsequent magnetic analysis. It also aids the analysis to subdivide the magnetic
circuit into the axial (z) and tangential paths (θ) as denoted by the axis in Fig. 5.3(a).
For the axial path, it is apparent that it is a series combination of the reluctance of the air
gap (Rg), magnet (Rmg) and stator tooth (Rt). As for the tangential path, it is simply
the reluctance of the stator yoke (Ry). As the flux generated by each magnet is split into
two paths when it goes through the stator yoke, the magnetic flux in the yoke will be
half that through the magnet. The flux along the tangential path will be half that along
the axial path. By applying the circuit law on the equivalent magnetic circuit, it leads to
the following relationship between the flux (Φ), reluctance (R) and magneto motive force
(υ).
2Φ(4Rg + 2Rmg + 4Rt) + Φ(2Ry)− 2υmg = 0 (5.25)
The reluctance of the individual components are calculated by taking slices of thickness
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(δr) of the magnet, air gap and stator in the tangential plane. The geometry of some of
the magnetic path varies with radius (r). The length (l) and area (A) used for calculating
the equivalent reluctance of each component, as defined in (5.24), are tabulated in Table
5.2. The area of the axial path and the length of the tangential path are dependent on
the radius. The dimension that is independent of the radius in both paths is termed
the characteristic dimension and it is shown with its associated value derived from the
geometry of the component. The magnetic permeability of each component is assumed
to be constant and they are expressed relative to the permeability of free space µ0 =
4pi × 10−7H/m. The permeability of the magnet is equal to its recoil permeability (µr).
Table 5.2: Geometric and magnetic properties
Length(l) Area (A) Permeability (µ)
Characteristic
dimension [mm]
Gap lg ag = ϑgr δr µg = 1µ0 lg = 1.15
Magnet lmg amg = ϑgr δr µr = 1.05µ0 lmg = 10.00
Tooth lt at = ϑtr δr µst = 880µ0 lt = 23.40
Yoke ly = rϑy ay = dy δr µst = 880µ0 dy = 13.20
ϑs =
2pi
s
(5.26)
Equation (5.26) defines the slot pitch (ϑs) which is taken as the fundamental unit
for expressing the pitch angle of the air gap (ϑg), stator tooth (ϑt) and yoke (ϑy) since
they can be expressed as multiples and fractions of the slot pitch. From the winding
configuration, it is estimated that ϑg = 2.75ϑs, ϑt = 1.5ϑs and ϑy = 5ϑs. The resultant
reluctance (δR) of the magnetic path for the dual stator configuration is given by (5.27).
It should be pointed out that δR is the reluctance of the magnetic material in a close
loop of a single layer with thickness (δr).
δR = 4 δRg + 2 δRmg + 4 δRt + δRy
=
4lg
µgϑgr δr
+
2lmg
µrϑgr δr
+
4lt
µstϑtr δr
+
ϑyr
µstdy δr
δR = (4lgµrµstϑtdy + 2lmgµgµstϑtdy + 4ltµgµrϑgdy) + (µgµrϑtϑgϑy)r
2
(µgµrµstϑtϑgdy)r δr
(5.27)
which can be simplified by introducing the following substitution
A = 4lgµrµstϑtdy + 2lmgµgµstϑtdy + 4ltµgµrϑgdy
B = µgµrϑtϑgϑy
C = µgµrµstϑtϑgdy
(5.28)
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such that
δR = A+Br
2
Cr δr
(5.29)
The total reluctance is simply the integral sum of the reluctance of the individual layers
along the radius. The integral of (5.29) can be defined by taking its inverse instead. This
give rise to the definition of the total permeance (G) as shown in (5.30) which is the
inverse of the reluctance.
G =
∫ ro
ri
Cr
A+Br2
dr (5.30)
The integral can be solved by introducing the substitution u = A+Br2 leading to
r =
√
u− A
B
(5.31)
and
du
dr
= 2B
√
u− A
B
⇒ dr = 1
2B
√
B
u− Adu
(5.32)
Thus, the total permeance is given by (5.33) in substituted form.
G =
∫ u2
u1
C
u
√
u− A
B
(
1
2B
√
B
u− A
)
du
=
∫ u2
u1
C
2B
1
u
du
=
C
2B
[lnu]u2u1
=
C
2B
[lnu2 − lnu1]
G =
C
2B
ln
(
u2
u1
)
(5.33)
The integral limits are redefined by (5.34) due to the earlier substitution where ro and ri
are the outer and inner radius of the stator core respectively. Thus, the total permeance
(G) is given by (5.35) as a function of the geometry and material properties embedded in
the coefficients A, B and C.
u1 = A+Br
2
i , u2 = A+Br
2
o, (5.34)
G =
C
2B
ln
(
A+Br2o
A+Br2i
)
(5.35)
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The magneto motive force (υmg) provided by a permanent magnet is given υmg =
Brlmg
µr
where Br is the residual magnetic flux density, µr is the recoil permeability and lmg is the
magnet thickness in the direction of polarization. The magnetic flux (Φ) is defined as the
ratio of the magneto motive force to the reluctance. It can be obtained from (5.25) by
substituting G with (5.35) which yields
Φ =
υmg
R
= υmgG
Φ =
Brlmg
µr
[
C
2B
ln
(
A+Br2o
A+Br2i
)] (5.36)
where A,B,C are defined by (5.28). It should be pointed out that the magnetic flux in
the air gap and stator tooth is twice that in the stator yoke due to symmetry along the
line AA’ as illustrated in Fig. 5.3. Thus, the peak magnetic flux density in the air gap
(Bg), stator tooth (Bt) and yoke (By) is given by the following expressions
Bt = 2Φ/At, By = Φ/Ay, Bg = 2Φ/Ag (5.37)
where the effective area of the stator tooth (At), yoke (Ay) and air gap (Ag) are expressed
in terms of the stator dimensions as defined by (5.38).
Ag =
ϑg
2
(r2o − r2i ), At =
ϑt
2
(r2o − r2i ), Ay = dy(ro − ri), (5.38)
The preceding derivation applies for the condition when the magnetic flux is caused only
by the permanent magnets. This occurs when the stator winding is not carrying any
current which is the case when the device is not subjected to any load. The next section
will discuss how this primary flux will interact with a secondary flux which is set up when
the winding is carrying a current.
5.1.2 Equivalent electrical circuit
Figure 5.4: Equivalent electrical circuit of the stator winding
The stator winding can be described by an electrical circuit shown in Fig. 5.4 which
is equivalent across the phases. The stator winding is modelled as a series combination
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of a resistor (R) and inductor (Ls). A voltage (E) opposing the source (V ) is present in
the circuit to account for the induced voltage caused by the varying magnetic flux. The
magnitude of the induced voltage is given by E = N dΦr
dt
based on Faraday’s law. Φr is
the resultant magnetic flux from the interaction of the flux set up by the winding and the
magnets while N is the number of turns of the winding. Applying Kirchoff’s circuit law
to this circuit yields the following equation
V = RI + Ls
dI
dt
+N
dΦr
dt
(5.39)
where Ls is the synchronous inductance of the stator winding. The inductance can be
expressed as the reactance instead defined as X = ωL where ω is the angular frequency
of the alternating current. The synchronous reactance Xs is made up of two components
defined as the leakage reactance Xl and the winding reactance Xw.
In the analysis of AC devices, where the current, voltage and magnetic field are varying
sinusoidally with time, it aids the analysis by representing the variables in vector form
which is denoted by a bold font. For the case of sinusoidal functions, the magnitude of the
vector corresponds to its peak value while the angle between vectors corresponds to the
phase shift in time or space between these variables. For example, the induced voltage
leads the magnetic field by 90◦ due to relationship described by Faraday’s law E = N dΦr
dt
.
The term ‘phasor’ is often used to distinguish sinusoidally varying functions as oppose
to vectors in general. Equation (5.39) is represented with phasor notations in (5.40) and
shown graphically in Fig. 5.5.
V = RI + jXsI + E (5.40)
Figure 5.5: Phasor diagram for the (a) electrical and (b) magnetic circuit
The cosine of the angle φ between the input voltage V and induced voltage E is defined
as the power factor. The phasor diagram in Fig. 5.5(a) shows the operating condition
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of the device when it is set up to produce the maximum torque per unit current such
that there is little or no demagnetizing current component. The resultant flux Φr is
the combination primary and secondary flux component generated by the magnet and
winding. The resultant and its components are illustrated in the phasor diagram in Fig.
5.5(b). The phasors representing the electrical and magnetic parameters can be combined
in a single phasor diagram as shown in Fig. 5.6. The phasor Φw is in phase with I while
E leads the phasor Φmg by 90
◦. Thus, the resultant phasor Φr acts in the manner shown
in Fig. 5.6 where δ is termed the load angle.
Figure 5.6: Combined phasor diagram
In permanent magnet synchronous devices, the magnetic flux generated by the magnets
are orders of magnitude greater than that generated by the windings as illustrated by the
relative length of the phasors in Fig. 5.6. The magnetic flux crossing the air gap is
the source of the induced voltage and electromagnetic torque. The air gap magnetic
flux is derived from the magnetomotive force (MMF) and permeance of the magnetic
path. Equation (5.41) is used to calculate the MMF supplied by the magnets where Br
is the residual magnetic flux density, µr is the recoil permeability and lmg is the magnet
thickness. The permeance (G) of the magnetic path is defined by (5.35) as derived from
the analytical magnetic model presented in section 5.1.1. The peak value of the magnetic
flux Φmg that crosses the air gap is given by the expression defined in (5.42).
vmg =
Brlmg
µr
(5.41)
Φmg = 2υmgG
=
2Brlmg
µr
G
(5.42)
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5.1.3 Electromagnetic losses model
The electromagnetic losses are generated in the test device are caused by the resistive
heating of the stator winding, eddy current heating and hysteresis behaviour of the sta-
tor core while the permanent magnets are also subjected to eddy current heating. The
components of the electromagnetic losses can be calculated analytically as described in
the following sections.
Copper loss
The copper loss can be derived from the resistance and current based on the expression
(3.79) first introduced in section 3.3.2. The winding resistance (R0) per phase is calculated
using (5.43). It is dependent on the material resistivity (ρcu) and the winding configuration
which is discussed in section 5.1. N is the number of series turn while n is the number of
parallel strands in each coil. The cross sectional area of the wire is defined as ax = pid
2
0/4
where d0 is the wire diameter.
R0 =
ρcuNlw
nax
(5.43)
lw = 2lact + lin + lout (5.44)
The total length of wire (lw) in each turn of the coil is defined by (5.44). The end windings
can form a significant portion of length of wire used. Thus, the total wire length (lw) is
a summation of the inner end connection (lin), outer end connection (lout) and twice
the active length (lact) since each turn of the coil will have a pair of active wire. The
parameters that characterize the winding configuration are summarized in Table 5.3.
Table 5.3: Winding configuration
Parameter Value
Number of poles per phase p = 10
Number of series turns per coil N = 3
Number of parallel conductors per coil n = 16
Wire diameter d0 = 0.5 mm
Inner end connection lin = 20.0 mm
Active length lact = 52.5 mm
Outer end connection lout = 48.0 mm
Resistance is temperature dependent and it can be determined from the winding tem-
perature (Tw) using the relationship defined by (5.45). R0 is the resistance at a tempera-
ture of 20◦C while α = 0.00393 is a material constant.
R(Tw) = R0 [1 + α(Tw − 20)] (5.45)
In an AC device, the supply voltage and current will have a sinusoidal waveform. The
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averaged copper loss (Pcu) is calculated from the RMS current (Im) using the expression
(5.46) for a device with m phases.
Pcu = mI
2
mR (5.46)
Substituting (5.43) and (5.45) into the above expression gives the temperature dependent
copper loss as such
Pcu(Tw) =
mI2mρcuNlw
nax
[1 + α(Tw − 20)] where α = 0.00393 (5.47)
Equation (5.47) indicates that for every 10◦C increase in temperature, the copper loss
increases by about 4%. The effect of temperature variation on copper loss is significant
when there is large temperature changes. This is especially so for high power electric
motors which can typically operate with winding temperature of up to 180◦C.
Core loss
In estimating the core loss, it is assumed that it is caused by the axial and tangential
component of the magnetic field only. The radial component of the flux is insignificant
compared to the other components in an axial flux device [168]. The tangential component
of the field is negligible in the tooth while the same is true for the axial component in the
yoke [169]. The analytical magnetic model presented in section 5.1.1 gives an estimate of
the magnetic flux density in the stator tooth and yoke. The core loss (Pcore) is expressed
as a sum of the eddy current and hysteresis loss in the stator as discussed in section 3.3.2.
The loss contribution is further decomposed into components caused by the magnetic flux
variation in the tooth (Bt) and yoke (By).
The eddy current loss is calculated from the analytical model presented in section 3.3.2.
The eddy current loss (Pedy) in the stator core when exposed to a sinusoidal magnetic
field varying at a frequency of f and having peak flux densities of Bt and By is modelled
using the following expression
Pedy = keV f
2(λB2t + (1− λ)B2y)) (5.48)
where V is the total volume of the stator and λ is the volume fraction of the stator tooth
while ke is the eddy current constant. The eddy current constant can be determined
from empirical measurements or estimated from the material and geometric properties.
The constant is dependent on the resistivity (ρst) of the stator material as well as the
lamination thickness (bl) which was shown in section 3.3.2 to be ke =
pi2b2l
6ρst
for a thin plate.
It was also discussed that the induced current and its interaction with the magnetic field
has little effect on the loss estimate at low frequencies (< 500Hz). The device is designed
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for a maximum rotation speed of 4000RPM which is equivalent to having the magnetic
flux varying at a fundamental frequency of 333Hz using (5.22) for the conversion. Thus,
the simplified model is sufficient for the current purpose.
As discussed in section 3.3.2, the hysteresis loss is directly proportional to the size of
the hysteresis loop of the magnetization and demagnetization path which is material de-
pendent. Similar to the earlier analysis, the hysteresis loss is decomposed into components
in the stator tooth and yoke as shown by the general form in (5.49).
Phys = khV f(λB
β
t + (1− λ)Bβy ) (5.49)
where kh is the hysteresis constant and β is the Steinmetz constant which is obtained from
empirical data. For electrical steel which is used commonly used for the construction of
such devices, the constants carries the value in the range kh = 200−350 and β = 1.6−2.0
when the frequency is expressed in [Hz] . The total core loss (Pcore) is simply the sum of
the eddy current and hysteresis loss as shown by (5.50).
Pcore = keV f
2(λB2t + (1− λ)B2y)) + khV f(λBβt + (1− λ)Bβy ) (5.50)
Magnet loss
The nature of the magnetic flux variation in the air gap was first discussed in section
5.1.1. The air gap magnetic flux density has a general sinusoidal shape in an AC device.
However, it contains small ripples which coincide with the stator slots as illustrated here
in Fig. 5.7. The ripples are caused by the change in the permeance of the air gap due
to the presence of the slots. The slots effectively increase the air gap and hence the
reluctance of the magnetic path. The effect of slotting was first investigate by Carter [25]
who introduced the Carter coefficient (kc) to account for the changes in the effective air
gap (g′) such that
g′ = gkc (5.51)
kc =
ts
ts − γg (5.52)
where ts is the averaged slot pitch, g is the air gap length and γ is the slot fraction defined
as
γ =
4
pi
[
w
2g
tan−1
(
w
2g
)
− ln
√
1 +
(
w
2g
)]
(5.53)
The magnitude of the ripple is dependent on the slot dimension as characterized by the
slot to gap ratio, w
2g
, which appears in (5.53) where w is the slot width. It is expected that
the size of the ripple in the magnetic flux density be increased by larger slots. The ripples
appears as half sine waves with a frequency dependent on the relative motion between
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Figure 5.7: Illustration of the air gap magnetic flux density ripple caused by the stator
slots
the magnet and slots. As the magnet rotates pass the slots, the ripples generated in the
air gap flux density will be in relative motion with respect to the magnet. It will move
along with the main flux variation but at a frequency given by fsl =
1
2
spf where f is the
fundamental frequency of the magnetic flux variation, p the number of poles and s the
number of slots.
It is the relative motion between the magnet and the ripple in the magnetic flux that
generates eddy current in the magnet leading to magnet loss. Similarly, harmonics in
the air gap magnetic flux caused by other factors such as pulse width modulation also
contributes to the magnet losses. The total magnet losses can be found by summing these
individual contributions assuming that they are independent of each other. The derivation
of magnet loss is often simplified by assuming that the eddy current is resistance limited
such that it does not interact with the magnetic field causing it. The eddy current will
flow in a plane perpendicular to the magnetic flux causing it. A two dimensional analysis
is often sufficient to characterize the eddy current loss due to this fact. For illustration,
the eddy current flowing in a magnet with a field orientated as shown in Fig. 5.8 will be
in x and y direction of the coordinate reference frame.
As discussed in section 3.1.1, the magnetic field in a given space can be described by
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Figure 5.8: Illustration of eddy current in a magnet segment
a scalar potential (ϕ) in the absence of an electric field or when only a steady current
source is present. The gradient of a scalar potential gives the vector potential which leads
to the definition of the magnetic vector potential as A = ∇ ·ϕ. The curl of the magnetic
vector potential gives the magnetic field in terms of the flux density (B) as defined by the
following relation B = ∇×A. In this instance, the magnetic vector potential is chosen as
the working variable since it simplifies the magnetic analysis in the domain of the stator,
air gap and magnets. The eddy current flowing in the magnet is determined from the
magnetic vector potential as discussed in [170]. The magnetic vector potential in and
around the region of the magnet, air gap and stator winding is defined by (5.54), (5.55)
and (5.56) respectively.
∂2Ay
∂x2
+
∂2Ay
∂z2
= −µ0∂Mz
∂x
(5.54)
∂2Ay
∂x2
+
∂2Ay
∂z2
= −µ0Jmg (5.55)
∂2Ay
∂x2
+
∂2Ay
∂z2
= 0 (5.56)
Equation (5.54)-(5.56) reflects the reduced dimension of the problem by letting Bx = 0
and By = 0. Although the eddy current flows in a loop, it is assumed that the eddy
current flowing in the y direction is dominant due to the geometry of the magnet. This
simplification means that only the magnetic vector potential in the y direction (Ay) is of
interest.
The current source in the stator winding can be represented by a current sheet in
the form of a time dependent sinusoidal function as described by the current density
function J = J0 sin (ωt+ α). In reality, the current density function is closer to a series
sum of sinusoidal functions instead of a pure sinusoid due to the presence of harmonics.
However, the detailed mathematical formulation are omitted here for simplicity. The
maximum current density (J0) generated by the winding current is dependent on the
input current and winding configuration such as the number of phases, poles and series
turns of the coil. ω is the angular frequency of the alternating current and its harmonics
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while α is included for generality to account for any phase shift in the current. Similarly,
the magnet magnetization Mz can also be modelled as a series of sinusoidal functions of
time. Equation (5.54)-(5.56) are then solved with these inputs to obtain the magnetic
vector potential in this domain of interest. The unknowns in the general solutions are
determined from the known boundary conditions such as the continuation of the magnetic
flux in the z direction and vector potential in the x direction at the sub domain interfaces.
However, the solution will not be presented here but can be found in [170].
A general description of the steps involved in deriving the magnet losses will be pre-
sented here instead. It should be pointed out that only a small component of the air
gap magnetic flux causes the eddy current in the magnet for reasons discussed at the
beginning of this section. A portion of the magnetic vector potential as denoted by Az,sl
can be thought of as a contributor of this component of flux. Thus, the eddy current in
the magnet is described by this component by the following expression
Jmg = σ
∂Az,sl
∂t
+ C(t) (5.57)
where σ is the conductivity of the magnet and C(t) is a time dependent function resulting
from the integration process to obtain (5.57). The physical significance of C(t) is to
ensure that the net current flowing in the magnet is equal to zero since the magnets are
segmented and insulated from each other to limit the flow of eddy currents. C(t) can be
determined by solving the integral given by (5.58) in the magnet domain as defined by
the integral limits (x1, x2, z1, z2).
C(t) =
∫ z2
z1
∫ x2
x1
σ
∂Az,sl
∂t
dx dz (5.58)
The magnet loss caused by this component of magnetic flux can then be determined
from (5.57) and (5.58) by taking the integral sum of the current density across the magnet
surface and when multiplied to the length (l) gives the total magnet loss. The magnet
loss expressed in (5.59) represents an average value of the magnet loss over a period of
the rotation of the magnet.
Pmg =
lω
2piσ
∫ 2pi/ω
0
∫ z2
z1
∫ x2
x1
J2mg dx dz dt (5.59)
It should be noted that eddy current loss is generated due to presence of harmonics in the
magnetic flux. As mentioned earlier, the causes of which can be due to other factors such
as pulse width modulation. However, the steps necessary to determine the magnet loss is
similar to the one presented here. The preceding discussion gives a general overview of the
factors affecting magnet losses. No attempt is made in the subsequent analysis in deriving
the magnet losses using the mathematical formulations presented earlier. However, the
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magnet losses will be estimated indirectly from temperature measurements through a
parameter estimation process which will be discussed in the later sections.
5.2 Thermal model
5.2.1 Finite Element model
Much work has been done to study the nature of fluid motion in an enclosed cavity
between a rotor and stator. There is clear evidence of circulating flow within such an
enclosed cavity in the radial direction as well as bulk fluid motion in the tangential
direction leading to resultant vortex like motion [171]. However, the enclosed air motion
in a device like the EVO AFM130-3 would be significantly different from a simple rotor-
stator system due to the presence of protrusion such as the stator core and end windings.
It is necessary to obtain a realistic representation of the enclosed air motion as the internal
heat transfer is driven partly by convection to and from the enclosed air.
Figure 5.9: Geometric model of sector, mesh of computation domain with tetrahedral
elements and mesh refinement in fluid domain
A coupled fluid dynamic and heat transfer analysis is performed using ANSYS CFX. In
this Conjugate Heat Transfer (CHT) analysis, only a sector of half a device as illustrated
in Fig. 5.9 is modelled due to the axis symmetric design and dual stator configuration.
A total of 4.9 million tetrahedral elements are used to mesh the computation domain.
Mesh refinement is applied to critical regions of the model such as the fluid domain which
accounts for about 3 million elements. Inflation meshing is applied to all fluid surfaces
in contact with the solid domain as shown in the close up in Fig. 5.9. The minimum
element size of 0.5 mm can be found at the air gap between the rotor and stator.
The solid and fluid domain needs to be differentiated in the set up of the simulation. A
wall boundary condition which allows the free transfer of energy but not material is what
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defines the boundary between the solid and fluid domain as illustrated in Fig. 5.10(a).
Pressure and velocity boundary conditions need to be prescribed in the fluid domain
while only heat transfer boundary conditions are defined in the solid domain. However,
the simulation is initially confined to an isothermal analysis to investigate the fluid motion
in the cavity. A Conjugate Heat Transfer (CHT) analysis is presented in a later section as
the heat source and thermal properties are estimated from a parameter estimation process
that will be presented in the subsequent section.
Figure 5.10: Location of the (a) wall boundary, (b) periodic & symmetry boundaries
and (c) prescribed velocity boundary
Necessary boundary conditions are prescribed in the fluid domain. Periodicity and
symmetry is applied to the boundaries shown in Fig. 5.10(b). To simulate the momentum
imparted to the fluid by the rotor, a rotational velocity of ω equal to the rotor speed is
applied to the boundary shown in Fig. 5.10(c). The nature of fluid flow is dependent on
the Reynolds number (Re) or more specifically, the rotational Reynolds number (Reθ) of
a rotor-stator system, is defined in terms of the rotor outer radius (ro) as shown here
Reθ =
ωr2o
υ
(5.60)
where υ is the kinematic viscosity of the fluid and ω is the angular speed of rotation. The
critical Reynolds number (Recr) determines the transition from laminar to turbulent flow.
A Reynolds number that is greater than the critical Reynolds number such that Re > Recr
would indicate a turbulent flow. In a rotor-stator system, the onset of turbulence is also
dependent on the gap size (g) between the rotor and stator. The critical dimensions are
usually characterized by the gap ratio (G) defined as the ratio of the gap size to the outer
rotor radius such that G = g
ro
.
The experimental study and numerical analysis of enclosed fluid flow in rotor-stator
systems shows that the internal fluid flow is fully turbulent if not at least mostly transi-
tional [172]. The common observation in such analysis is that the rotor boundary layer
is more stable than the stator boundary layer [119]. It is possible that the flow along the
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rotor surface remains laminar while that over the stator is turbulent [173]. The results
reported in [174] showed that the flow becomes turbulent at rotational Reynolds number
greater than Reθ ≈ 8.7× 104 for a rotor-stator system with a gap ratio of G = 0.125. It
should be pointed out the numerical and experimental analysis that are reported in the
literature are mostly performed on ideal rotor-stator systems. The presence of protrusions
in the device in the form of the end winding and stator slots will have additional effect
on the flow condition.
The rotor in the device has an outer radius of ro = 0.123 m and the air gap height
is g = 1.25 × 10−3 m. The rotation speed range of interest in this analysis is between
1000RPM and 4000RPM. The rotation speed is converted into angular form using (5.61)
ω =
2pin
60
(5.61)
where n is the rotation speed in [RPM]. The kinematic viscosity of the enclosed air is
υ = 1.568 × 10−5m2/s. This yields a rotational Reynolds number (Reθ) of between
1.01×105 and 4.04×105 using (5.60). As the heat transfer at the rotor and stator surface
will be affected by the flow condition, it is necessary to model the effect of turbulence in
the enclosed fluid. A k− ε turbulence model is used as it is offers a good balance between
accuracy and computation effort.
Figure 5.11: Tangential velocity component
The results from the finite element model shown in this section is obtained from running
the simulation at the equivalent rotor speed of 4000RPM. Due to the complex nature of
air flow in the enclosed cavity, the air flow is analysed by breaking down the velocity into
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its component. The main component of velocity is acting in the tangential direction due
to the momentum imparted by the rotor. The tangential velocity component is illustrated
by the velocity vectors on the cross sectional plane in Fig. 5.11. The maximum velocity
is recorded nearer the outer periphery of the rotor. This is expected as the tangential
velocity increases with distance from the rotation axis. However, the tangential velocity
component of the fluid in the air gap is also significant due to the close proximity to the
rotor and the confine space of the air gap. The average tangential velocity component on
the cross sectional plane is about 7.9 m/s.
Figure 5.12: Radial velocity component
A radial component of velocity is also observed as illustrated by the velocity vectors
in Fig. 5.12. This radial velocity component is a result of the centrifugal force acting on
the enclosed air due to the rotor motion. The net effect is a resultant force pushing the
air outwards radially from the rotation axis. The radial velocity is highest in the air gap
between the rotor and stator. The recirculating motion of the enclosed air observed in
the simulation results is in agreement with published work on enclosed air flow in similar
rotor stator systems [119]. The radial velocity component causes the fluid to move radially
outwards near the rotor. These air particles are then channelled back into the inner region
through the air gap to replace the particles that have been displaced by the centrifugal
force. Over a period of time a circulating flow is set up as illustrated by the solid arrows
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in Fig. 5.12. However, due to the obstruction caused by the end windings, some local
recirculation occurs in the inner and outer regions which is highlighted in Fig. 5.12.
Figure 5.13: Resultant velocity vector
The resultant velocity vector on the cross sectional plane shows that the bulk fluid
motion is in the tangential direction as illustrated in Fig. 5.13. However, the radial
velocity component causes the enclosed air to recirculated radially. The resultant effect is
a swirling motion that is characteristic of enclosed air in rotor-stator systems. However,
the presence of the end winding and stator does limit this effect on a large scale due to
the physical obstruction. The local velocity is greatest at the outer periphery of the rotor
due to the high local tangential velocity. The air gap velocity is also on average higher
than the inner and outer regions due to the close proximity to the rotor and the confined
space in the air gap region. This will enhance the heat transfer at the stator and magnet
surface to and from the enclosed air. The discussion in a later section will show how the
heat transfer from the magnet and stator is affected by the state of the fluid flow.
5.2.2 Lumped parameter model
As discussed in section 3.2.2, the lumped parameter analysis assumes that the internal
heat distribution within a body is insignificant compared to the heat transfer across the
boundaries as measured by the Biot number. The whole body in question is given a
uniform temperature T and net heat loss or gained (Q˙) across the interface is expressed
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as a sum of all the (m+ 1) paths of heat transfer such that
Q˙ =
m+1∑
j=1
Kj(T − Tj) (5.62)
where Kj is the thermal conductance of the j
th path which was first defined in section
3.2.2.
Kj =
k
l
A or κA (5.63)
Kj = hA (5.64)
Equation (5.63) is used to characterize heat transfer by conduction while (5.64) is used
for the case of convection. k and l are the thermal conductivity and thickness of the
interface material respectively. Alternatively, the interfacial conductance κ is used instead
to characterize an interface which has imperfect contact. h is the heat transfer coefficient
of the convection heat transfer process occurring at the interface. A is the effective
area of the heat transfer process that occurs through the interface. The conduction and
convection heat transfer is illustrated by two identical energy storage elements that are
linked together as shown in Fig. 5.14.
Figure 5.14: Heat transfer between two energy storage elements and their surrounding
From the principle of conservation of energy, the energy stored in the elements equals
to the net energy gained less the net energy loss at the interface. The energy balance
of a single energy storage element with thermal capacitance of C and a total of m + 1
heat transfer paths across the interface is defined by the following first order differential
equation
C
dT
dt
=
m+1∑
j=1
Kj(Tj − T ) + P (5.65)
where P is the heat source. For a more general case, the problem can be expanded to
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include a network of elements and their interactions such that
Ci
dTi
dt
=
m+1∑
j=1
Ki,j(Tj − Ti) + γiPT for i = 1, 2, . . . ,m (5.66)
where PT is the total input for a system of m energy storage elements and γi is the input
factor which expresses the heat input to each element as a fraction of the total. It should
be noted that the input factor, in particular, γ1, is temperature dependent and is expected
to vary across the test duration. In the subsequent application of (5.66), the mean value
of the input factor is used and it is obtained by time averaging the input factor evaluated
throughout the test duration.
Ti is redefined as the temperature of the i
th element offset from a reference temperature
(T0) which is often taken as the temperature of the sink. The heat sink can be the ambient
surrounding in the case of natural cooling or a fluid in the case of forced cooling. By
redefining Ti as the offset temperature, (5.66) is reduced in dimension to the following
form
Ci
dTi
dt
= −KiTi +
m∑
j=1
Ki,j(Tj − Ti) + γiPT for i = 1, 2, . . . ,m (5.67)
where Ki refers to thermal conductance of the direct path from the i
th element to the
sink. The notation can be further simplified by defining Ti,j = Tj −Ti as the temperature
difference between the ith and jth element. Similarly, Ki,j refers to the the thermal
conductance of the heat transfer path between the ith and jth element such that
Ci
dTi
dt
= −KiTi +
m∑
j=1
i,jKi,jTi,j + γiPT for i = 1, 2, . . . ,m (5.68)
where i,j gives the signed permutation of the possible connections between two points
is network of m points. It has a similar form to the Levi-Civita symbol used in linear
algebra and tensor analysis. The definition of the symbol i,j used here is given as such
i,j =

−1, if i 6= j and i < j
1, if i 6= j and i > j
0, if i = j
(5.69)
dTi
dt
=
Ti(n+ 1)− Ti(n)
δt
(5.70)
The differential term in (5.68) can be expressed in discrete form by using a forward
differencing scheme as shown in (5.70) where δt is the time step. As discussed in section
3.2.2, computation error will be introduced to (5.70) due to the discretization but it can be
ignored if a suitably small δt is selected. The derivation is complete with the introduction
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of the term ∆Ti(n + 1) = Ti(n + 1) − Ti(n) which is defined as temperature rise and α
which is related to δt and C by α = δt
C
. The temperature rise of the ith element in a
network of m energy storage elements is then given by the following difference equation.
∆Ti(n+ 1) = −αiKiTi(n) + αi
m∑
j=1
i,jKi,jTi,j(n) + αiγiPT (n) for i = 1, 2, . . . ,m (5.71)
Equation (5.71) gives a one step ahead prediction of the temperature rise for a system
of m energy storage elements based on the current temperature state T (n) of the system
and the heat source PT (n). The following description is an outline of the steps involved
in the determination of the thermal parameters Ki, Ki,j and γi of the system based on
an inverse identification method. The formulation begins by expressing (5.71) in a block
matrix form by combining the m linear equations. The block equation will have the
following form
y(n+ 1) = ϕa(n)θa +ϕb(n)θb +ϕc(n)θc (5.72)
where y is the response vector while ϕa,b,c are the data matrices and θa,b,c are the param-
eter vectors. The data matrices corresponds to the block form of the terms αi, Ti, Ti,j
and PT originally defined in (5.71) such that
ϕa(n) = αTI(n)
ϕb(n) = αNTIJ(n)
ϕc(n) = αP(n)
(5.73)
and the matrices α, TI , TIJ and P are all diagonal matrices defined by (5.74)-(5.77).
α =

α1
. . .
αi
. . .
αm

∈ Rm×m (5.74)
TI(n) =

T1(n)
. . .
Ti(n)
. . .
Tm(n)

∈ Rm×m (5.75)
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TIJ(n) =

T1,2(n)
. . .
Ti,j(n)
. . .
Tm−1,m(n)

∈ Rq×q (5.76)
P(n) =

PT (n)
. . .
PT (n)
 ∈ Rm×m (5.77)
The diagonal elements of TIJ can be obtained by first forming the mapping function
M where z represents a quantity (temperature difference in this instance). M gives the
possible combinations between any two points on a network of m points expressed in
matrix notations as shown in (5.78). As such there will be q =m C2 distinct connections.
A vector ( ~M) defined in (5.79) can be formed by taking stacking row wise the non-zero
elements in each column of M. The diagonal elements of TIJ is simply the elements of
this vector.
M =

0 z1,2 · · · · · · z1,m
...
. . . · · · zi,j ...
...
... 0
...
...
... 0 · · · . . . zm−1,m
0 · · · · · · · · · 0

∈ Rm×m (5.78)
~M =
[
z1,2 · · · z1,m · · · zi,j · · · zm−1,m
]T
∈ Rq×1 (5.79)
It is possible to find a matrix, N, which is first introduced in (5.73) in the following form
N =

vec(m)| | | |
−I(m) | | | |
|. . .| | |
| |vec(m− r)| |
| | −I(m− r) | |
| | |. . .|
| | | |vec(1)
| | | | −I(1)

← rth row ∈ Rm×q (5.80)
where vec(r) is a row vector with dimensions equal to r such that
vec(r) =
[
1 · · · 1
]
∈ R1×r (5.81)
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while I(r) is an identity matrix of dimension r × r.
I(r) =

1
. . .
1
 ∈ Rr×r (5.82)
The preceding discussion shows how the data matrices as defined by (5.73) can be
formulated. The final steps in transforming the one step ahead temperature predictor into
block matrix form involves defining the response vector (Y) and model parameter vector
(θ) given by (5.83) and (5.84) respectively. The components of the model parameters θa,
θb and θc refers to the thermal conductances Ki, Ki,j and input vector γi arranged in the
order shown in (5.84). It should be pointed out that thermal conductivity of the ith and
jth elements, Ki,j, expressed in θb are arranged in the same sequence as that of ~M.
y(n) =
[
∆T1(n) · · · ∆Ti(n) · · · ∆Tm(n)
]T
∈ Rm×1 (5.83)
θa =
[
K1 · · · Km
]T
∈ Rm×1
θb =
[
K1,2 · · · Km−1,m
]T
∈ Rq×1
θc =
[
γ1 · · · γm
]T
∈ Rm×1
(5.84)
Equation (5.71) is now a linear product of the input-output data sequence (Φ) with a
total of N samples and the model parameters (θ) defined by (5.85).
Y = Φθ (5.85)
where
Φ =

ϕa(1) ϕb(1) ϕc(1)
...
...
...
ϕa(N) ϕb(N) ϕc(N)
 ∈ R(m×N)×(2×m+q) (5.86)
θ =
[
θTa θ
T
b θ
T
c
]T
∈ R(2×m+q)×1 (5.87)
Y =

y(1)
...
y(N)
 ∈ Rm×N (5.88)
The one step ahead prediction error (ε) is given by (5.89) which is used to define the
2nd norm of the error or mean squared error as shown in (5.90). An estimate of the
model parameters θ can be obtained by minimizing the cost function f(θ) expressed as
223
a minimization problem in (5.91).
ε = Y −Φθ (5.89)
f(θ) =
1
2
εTε (5.90)
θˆ = arg min
θ
f(θ) (5.91)
The minimum value of f(θ) is obtained by setting ∂f(θ)
∂θ
= 0. The derivation of the
solution to a least square problem is shown in section 3.4.2. The best estimate of the
model parameters (θˆ) is given by the (5.92)
θˆ = (ΦTΦ)−1ΦTY (5.92)
Equation (5.92) gives the block solution of a standard least square problem. The
subsequent discussion shows the modifications made to the algorithm for cases where some
prior information is known about the system. For example, the input factor γi of (5.84)
can be calculated from the electromagnet losses model presented in section 5.1.3. Some
of these parameters are excluded from the parameter estimation process. This results in
a constraint least square problem where some parameters carry predefined values. The
constraints can be imposed on the parameters by defining λ, C and ceq with the following
relationship
λCθ = ceq (5.93)
where C is an identity matrix and ceq is a vector both with dimensions equal to the
number of constraints. They are appended onto the original data and response matrices
in the manner shown in (5.94) such that the original error term (ε) is redefined to include
the constraints such that
ε′ =
[
Y
ceq
]
−
[
Φ
λC
]
θ (5.94)
where λ is a suitably large value that is selected to ensure that the constraints defined in
(5.93) are met. However, the value should not be excessively large such that there is a
mismatch in magnitude between the constrained and unconstrained variables which may
lead to numerical instability. Moreover, the constraints can not be linearly dependent
which will reduce the rank of the matrix
[
ΦT λCT
]T
such that the final solution will
not be deterministic.
The remaining parameters have less restrictive constraints. Based on the definitions
of the heat transfer parameters Ki and Ki,j in (5.64)-(5.63), they are either positive
values or equal to zero. Ki,j is approximately zero if there is no significant path of heat
transfer between the ith and jth energy storage elements. Similarly, if there is no direct
224
heat transfer path from ith element to the ambient sink then Ki is also approximately
zero. For the parameters that are equal to zero, it can be excluded from the analysis
by removing the corresponding rows in the original data matrix (Φ) and elements in
parameter vector (θ) such that the original unconstrained problem reduces in dimension
by r such that Φ ∈ R(M×N)×(2×m+q−r) and θ ∈ R(2×m+q−r)×1. As for the constraints
of having only positive values, this requires a modification of the least square algorithm
which will be discussed in the next section.
Non Negative Least Square (NNLS)
The Non Negative Least Square (NNLS) algorithm yields a solution x to the problem
of the form Ax = b such that the solution has either zero or positive values only. A
and b are general notations for a matrix and vector of the dimensions A ∈ Rt×s and
b ∈ Rs×1. The following discussion of the NNLS algorithm is based on the description
given in [132]. A set Z which contains the index of variables that are equal to zero is
introduced. Variables indexed in set P is free to take values different from zero. These
sets will be modified and updated during the execution of the algorithm. If a variable
takes a nonpositive value, the algorithm will move the variable to a positive value or set
the variable to zero and move its index from set P to set Z. Intermediate variables w and
z of dimension q are defined to aid in the calculation of the final solution. The major
steps of the algorithm are listed here.
1. Set P = {∅}, Z = {1, 2, · · · , q} and initialize x = 0
2. Compute the vector w = AT(b−Ax)
3. If set Z is empty or if wj ≤ 0 for all j ∈ Z, then go to step 12
4. Find index u ∈ Z such that wu = max{wj : j ∈ Z}
5. Move the index u from set Z to set P
6. Let Ar denote a matrix defined such that
Column j of Ar =
column j of A if j ∈ P0 if j ∈ Z
z is the solution of the least square problem Arz = b and because of the conditional
statement defined earlier, only the components zj, j ∈ P, are determined by this
problem. The other components of z are set at zero such that zj = 0 for j ∈ Z.
7. If zj > 0 for all j ∈ P, set x = z then go to step 2
8. Find an index v ∈ P such that xv/(xv − zv) = min{xj/(xj − zj) : zj ≤ 0, j ∈ P}
9. Set α = xv/(xv − zv)
10. Set x = x + α(z− x)
11. Move from the set P to set Z all indices j ∈ P for which xj = 0. Then go to step 6.
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12. End of computation
The application of the non negative least square (NNLS) algorithm to the original
least square problem defined in the preceding section by (5.93) is a direct one. It can be
concluded that matrix A is equivalent to
[
ΦT λCT
]T
while the vector b is equivalent
to
[
YT cTeq
]T
by direct comparison. The NNLS is an iterative solution to an otherwise
direct mathematical operation as shown by the block solution of a least square problem
(5.92). Step 6 of the NNLS algorithm is where a reduced dimension least square problem is
solved. Therefore, the NNLS is equivalent to a series of iterative least square computation
and would require more computation effort when compared to the unconstrained problem.
Nevertheless it is necessary for the current application due to the constraints on the
variables.
5.3 Thermal characterization and model validation
A three stage experimental testing procedure is conducted for the thermal character-
ization of the device as well as validation of the electromechanical and thermal models.
The first stage is a open load test at varying speed to determine the core losses. The
second stage is a combination of 15 tests at varying speeds and loads for estimation of
the model parameters. 3 of these tests are static tests with no rotation by supplying the
device with a direct current (DC) at a different levels of current. The final stage is a series
of drive cycle test to validate the model as used for temperature monitoring, on-line loss
estimation and output torque estimation. The different stage of tests and its objectives
together with the measurement taken during the tests are shown in Table 5.4.
Table 5.4: Summary of tests conducted for parameter estimation and model validation
Stage Measured
quantity
Derived
quantity
Objective Control
parameter
1 Torque, Speed Power Determination of core loss Speed
2-1 Voltage, Current,
Torque, Speed,
Temperature
Power Model parameter estimation
(static)
Voltage,
Current
2-2 Voltage, Current,
Torque, Speed,
Temperature
Power Model parameter estimation
(variable)
Voltage,
Current
3 Voltage, Current,
Torque, Speed,
Temperature
Power Model validation: temperature
monitoring and on line loss es-
timation
Voltage,
Current
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5.3.1 Experimental setup
The experimental set up for input and output measurement is shown in Fig. 5.15.
The test device is rigged with temperature sensors as shown in Fig. 5.15(a). It is fed
with a liquid coolant in the casing from a tank and radiator system which maintains the
coolant at the working temperature as shown in Fig. 5.15(b). The basic configuration
of the experimental set up is a back to back connection of two devices as illustrated in
Fig. 5.16. The test device is coupled to second device by a mechanical shaft as shown
in Fig. 5.15(d). A close loop torque control is implemented on the test device while the
load device is controlled via speed. The output torque is measured with a torque sensor
while the speed is captured with an optical encoder.
Figure 5.15: Experimental set up showing the (a) test device, (b) cooling system, (c)
inverters, (d) mechanical transmission and (e) power analyzer
Each device has its own 3 phase inverter as shown in Fig. 5.15(c) which is connected
to a common DC supply. For the case of zero load on the test device (stage 1 tests),
electrical power is fed into the load device to spin it up to speed. As it is consuming
electrical power, it will be running in motoring mode. Similarly, when a target torque is
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Figure 5.16: Experimental set up with a back to back configuration
set on the test device (stage 2 tests), it will also be in motoring mode and power is drawn
from DC supply. The test device will drive the load device at the target speed which will
then be in generating mode. The generated power is then fed back into the DC line. In
this back to back configuration, the DC supply only requires to supply the losses from
both devices rather than the total power.
The input and output electrical signal from the inverter are monitored using a Newtons
4th Ltd. PPA1510 and PPA5530 power analyser respectively as shown in Fig. 5.15(e).
The DC voltage (Vdc) and current (Idc) supplied to the inverter are measured. The RMS
value of the alternating voltage (Vm) and current (Im) as well as the power factor, cosφ,
is measured off the supply line to the test device by a second power analyser. The power
supplied to the inverter (Ps) is given by (5.95). The total active power (Pin) consumed by
the test device is given by the product of m, Vm, Im and cosφ as shown by (5.96) where
m is the number of phases.
Ps = VdcIdc (5.95)
Pin = mVmIm cosφ (5.96)
Pout = τω (5.97)
The output mechanical power is given by (5.97) where τ is the measured torque in
[Nm] while ω is the rotation speed in [rad/s]. The mechanical torque is measured using a
load cell from Tedea Huntleigh. The mechanical speed is determined from the measured
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fundamental frequency of the input voltage waveform using (5.22). The temperature of
interest is measured using T type thermocouples on the stator and casing while a class B
PT 100 Platinum Resistance Thermometer (PRT) is used in the windings. The resistance
thermometer is used in the winding as it is less susceptible to electromagnetic interference
which is prevalent at high frequency and voltage. All the input and output data is recorded
at a sample rate of 0.5Hz. The measurement accuracy of the instrument used in the set
up are summarized in Table 5.5.
Table 5.5: Measurement instrument accuracy
Instrument Measured quantity Accuracy
Torque sensor Torque ±0.1Nm
Speed sensor Speed ±0.5rad/s
Power analyzer Voltage ±0.05% of reading
Power analyzer Current ±0.05% of reading
Power analyzer Electrical power ±0.15% of reading
T-type thermocouple Temperature ±1.0◦C
PT100 resistance thermometer Temperature ±0.5◦C
5.3.2 Magnet temperature estimation
Direct measurement of the magnet temperature has practical challenges in such a
device as the magnets are embedded in the rotor. Non contact measurement techniques
such as infra red imaging is a possible approach but has limited application due to the
tight working space in such devices. Indirect methods are an attractive option since
the necessary measurements are readily available and such a method can offer relatively
accurate estimate of the magnet temperature. The voltage constant as defined by (5.21)
is a function of the coupling magnetic flux. Although the voltage constant is not explicitly
dependent on the temperature. The coupling flux is known to be temperature dependent
due to changes in the magnetic field strength produced by the permanent magnets.
Br = Br,0
[
1 +
β
100
(Tmg − 20)
]
(5.98)
Equation (5.98) shows the relationship between the residual magnetic flux density (Br)
of a permanent magnet and its temperature Tmg in [
◦C]. β is the residual flux density
temperature coefficient while Br,0 is the residual flux density at a temperature of 20
◦C.
The coupling flux is equivalent to the air gap magnetic flux (Φmg) that was presented in
section 5.1.2. It is a function of the residual flux density based on (5.42) and substituting
into (5.21) leads to the following expression for the voltage constant as a function of the
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residual flux density.
KE = 2
√
2pipNkw
Brlmg
µr
G (5.99)
p is the number of poles while N is the number of series turns of the coil and kw is the
winding factor as defined by (5.14). µr is the recoil permeability of the magnet while I is
the fundamental phase current and G is the permeance of the magnetic path as defined
by (5.33). Thus, magnet temperature can be estimated from the voltage constant based
on (5.98) and (5.99).
The induced voltage E can be derived from the fundamental phase voltage (V ), cur-
rent (I) and power factor (cosφ) by solving the phasor (5.40) which yields the following
expression of E
E = V cosφ−RI (5.100)
where R is the phase resistance of the winding as defined by (5.43) while V , I and cosφ
can be measured using a power analyser. It should be noted that the resistance changes
with temperature as well. Equation (5.100) would give a more accurate representation of
the induced voltage if the resistance is adjusted for temperature changes based on (5.45).
The induced voltage (E) is proportional to the frequency (f) of the fundamental voltage
by a factor equal to the voltage constant (KE) as defined in (5.101).
E = KEf (5.101)
Alternatively, the voltage constant can also be determined from an open circuit test. In
this test, the test device is disconnected from the power supply and it is driven by the load
device while the phase voltage is measured. The open circuit voltage is measured using a
Lecroy Xi-A oscilloscope at a sampling frequency of 1 MHz. The measured open circuit
voltage corresponds directly to the induced voltage (E) since there is no applied voltage.
As the voltage constant is dependent on the magnet temperature, the device temperature
is maintained at 47.0◦C by the coolant while the open circuit voltage measurements are
taken. With the open circuit voltage measurement, the voltage constant, KE, can be
determined using (5.101) where E corresponds to the RMS value of the open circuit
voltage and f corresponds to the fundamental frequency of the voltage variation.
The open circuit voltage measured at different rotation speeds are shown in Fig. 5.17.
The measured peak and RMS voltage as well as the derived voltage constant are tabulated
in Table 5.6. The averaged voltage constant across the four test is 0.317 which is 1.8%
less than the estimate using (5.99). The discrepancy is caused by the assumption made in
deriving the analytical magnetic model. The model ignores the magnetic flux leakage that
does occur in the device. It is expected that the model estimate of the coupling magnetic
flux will be more that what it is in the real device. The voltage constant is directly
proportional to the coupling flux as shown by the relationship in (5.20). Therefore, it
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would mean that the voltage constant derived from the measurements would be lower
than the calculated value.
Figure 5.17: Open circuit voltage measurement
Table 5.6: Open circuit voltage measurement and derived voltage constant
Rotation speed [RPM] 1000 2000 3000 4000
Peak voltage 37.27 75.02 111.71 148.14
RMS voltage 26.35 53.05 78.99 104.75
Voltage constant 0.312 0.314 0.319 0.321
5.3.3 Off-line loss estimation
The magnetic flux density in the stator tooth (Bt), yoke (By) and air gap (Bg) are
estimated using the analytical magnetic model given by (5.36)-(5.37). The test device
uses the N33 EH magnet which has a remanant magnetic flux density of 1.15 T and a
relative recoil permeability of µr = 1.05. The details of the magnetic properties of the
N33 EH magnet is included in appendix B. Table 5.7 gives a summary of the components
of the estimated magnetic flux density from the analytical model and a numerical model.
A numerical model of the same device was developed separately and the results from that
analysis is reported in [175]. It is used here for comparison with the estimate from the
analytical model.
The results from the analytical model shows a general underestimation of the flux
density. It is possibly due to the over estimation of the reluctance of the magnetic path.
It should be noted that the reluctance is calculated from an idealized geometry and based
on constant material properties. In reality, the permeability of the stator material does
change with the magnetic field intensity. Such idealization adopted in the analytical model
would inevitably lead to discrepancies in the magnetic flux density estimate as discussed
in section 3.1.1. Nevertheless, the discrepancy is at most 5.0% from the numerical results.
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Table 5.7: Estimated magnetic flux density
Location Analytical model FE model Deviation
Air gap (Bg) 0.88 0.91 -3.2%
Stator tooth (Bt) 1.61 1.70 -5.0%
Stator yoke (By) 1.23 1.26 -2.2%
The magnetic flux density estimate is used for calculating the eddy current and hys-
teresis losses in the stator core using (5.50). The core loss at different rotation speed can
then be estimated. The total stator volume is Vs = 1.496× 10−3m3 in which 48% of it is
occupied by the stator tooth. Hence the volume fraction of the stator tooth λ carries a
value of 0.48. The stator is constructed with laminations of thickness b = 0.35mm. The
M330-35A electrical steel used in the stator core is known to have an electrical resistiv-
ity of ρst = 4.2 × 10−7Ωm, an average hysteresis coefficient of kh = 210 and Steinmetz
constant of β = 1.8 from the manufacturer’s data included in appendix B.
The core loss measurement is obtained from an open load test which is described in
section 5.3. The measured open load loss consists of mechanical, magnet and core loss
components. In an open load test, the magnet loss is caused only by the effect of slotting
in the stator core. This component will be small too since the additional component
caused by the secondary magnetic field in the stator winding is absent in an open load
test. The mechanical loss is a function of the rotation speed as described is section 3.3.1.
At low rotation speeds, the mechanical loss accounts for less than 5% of the measured
open load loss [41]. Therefore, the open load loss measurement is taken as an estimate of
the core loss.
Figure 5.18: Measured and estimated core loss
Figure 5.18 shows the measured and model estimated core loss. The model estimate is
consistently just under half the measured value across the speed range. Ignoring the other
components of losses would inevitably contribute to the some of the mismatch between
the measurement and model estimate. The larger than expected underestimation is also
caused by the presence of harmonics in the flux variation in the stator core. As discussed
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in section 3.3.2, the magnetic flux variation in the core would not be a perfect sinusoid
and it often contains harmonic components. The harmonics will have significantly lower
magnitudes compared to the fundamental frequency but their contribution to the core
loss can still be significant due to the higher frequency fluctuations.
The other cause for the discrepancy is down to the non homogeneous construction of
the stator core. The loss coefficients as defined in (5.50) are obtained from ideal samples of
material which have not be reworked. It should be pointed out that the stator core consists
of layer of laminations which have been punched and bent to produce the necessary shape
and contours. The additional processing would have change material behaviour under
magnetization and demagnetization. The mismatch of the orientation of the magnetic
field lines with respect to the rolling direction also increase the losses. All these factors
contribute to the higher than expected measured core losses.
Pcore = a2ω
2 + a1ω + a0
where a2 = 4.796× 10−5, a1 = 0.0862, a0 = 0
(5.102)
The measured data is fitted to a second order polynomial function of the rotation speed
(ω) in [RPM] with a general form defined by (5.102). The best fit curve shown in Fig.
5.18 has a R-squared value of approximately 1 with the coefficients a2 = 4.796 × 10−5,
a1 = 0.0862 and a0 = 0. As discussed earlier, the mechanical and magnet loss components
are small. Thus, the measured open load loss is considered to be representative of the
core loss. The polynomial function is a suitable choice to correlate the measurement data
with the rotation speed as shown by the good fit.
Figure 5.19: Model estimated copper loss
The temperature dependent copper loss is estimated using the copper loss model given
by (5.47). The model estimated copper loss is plotted against the winding temperature
as shown in Fig. 5.19 for a temperature range of 45◦C to 95◦C. There is a clear linear
dependency between the copper loss and temperature. The core and copper loss correla-
tions presented in this section will be used as constraints during the parameter estimation
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of the lumped parameter model that will be discussed in the next section.
5.3.4 Parameter estimation
The one step ahead predictor of temperature given by (5.71) is applied to the input
output data measured off the test device. A minimum of four energy storage elements
are necessary to describe the temperature of the winding, stator, magnet and casing. The
subscript ‘i’ in (5.71) carries the value of 1, 2, 3 or 4 which corresponds with the parameters
of the winding, stator, magnet and casing respectively. This numbering convention will
be adopted throughout the subsequent sections of this chapter.
The mass of the winding, stator, magnet and casing are measured directly. The stator,
magnet and casing is assumed to be homogeneous having specific thermal capacities (cp)
equal to its component material. The winding is made up of copper and resin according to
the volume fraction of copper in the winding (η) which carries a value of 0.512. The mass
of the copper (mc) and resin (mr) in the winding can be calculated from η using (5.103).
ρc = 8960 kg/m
3 and ρr = 1190 kg/m
3 is the density of copper and resin respectively
while mw = 6.1 kg and Vw are the mass and volume of winding respectively. The material
properties of the different component material and the derived thermal capacitance are
listed in Table 5.8.
mw = mc +mr
mw = ρcηVw + ρr(1− η)Vw
(5.103)
Table 5.8: Calculated thermal capacitances of the components
Component Material
Mass (m)
[kg]
Specific thermal
capacity (cp)
[Jkg−1K−1]
Thermal capacitance
(C = mcp)
[J/K]
(1) Winding Copper 5.41 385
Resin 0.69 1175 C1 = 2894
(2) Stator
Electrical
steel
9.96 476 C2 = 4741
(3) Magnet N33EH 1.62 461 C3 = 745
(4) Casing Aluminium 6.30 900 C4 = 5670
The possible conductive and convective heat transfer paths are identified in Fig. 5.20(a).
Radiation heat transfer and its effects are ignored in this analysis since it is less significant
than the other modes of heat transfer at lower temperatures. A resistance network of the
form shown in Fig. 5.20(b) is used to model the heat transfer process in this device.
The equivalent thermal conductance (K) of the heat transfer path representing heat con-
duction and convection are differentiated by the use of subscripts d and v respectively.
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Figure 5.20: Illustration of the (a) winding, stator, magnet and casing with the possible
heat transfer paths and (b) equivalent thermal circuit
The results from the computation fluid dynamic analysis presented in section 5.2.1
shows significant fluid motion of the enclosed air caused by the spinning rotor. This will
inevitably drive the internal convection. The thermal parameters are divided according
to their dependency on the state of flow of the enclosed fluid and operating point. They
are then determined from separate parameter estimation processes using measurements
taken off the second stage of tests which is described in section 5.3.1.
In part one of stage two, a series of static tests with no rotation is conducted to deter-
mine the thermal parameters contributing towards the conduction path from the winding
to the casing and convection to the coolant. This path of heat transfer is illustrated
by the black lines in Fig. 5.20(a). This path is characterized by the parameters K1,2d ,
K2,4d and K4v as defined in Fig. 5.20(b). Subsequently in the second part of stage two,
a series of tests were conducted to characterize the thermal parameters that varies with
the operating point. This second path is illustrated by the red lines in Fig. 5.20, it is
characterized by the parameters K2,4v and K3,4v as defined in Fig. 5.20(b).
The losses generated in the magnets will be dependent on the operating point as
discussed in 5.1.3. Thus, the magnet loss Pmg is estimated from the measurement taken
off the second part of stage two testing in the form of the magnet loss factor γ3 which is
defined as
γ3 =
Pmg
Pin
(5.104)
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where Pin is the measured input power as defined by (5.96). Similarly, the copper loss
factor γ1 and core loss factor γ2 are defined by (5.105) and (5.106) respectively.
γ1 =
Pcu
Pin
(5.105)
γ2 =
Pcore
Pin
(5.106)
However, Pcu is derived from (5.46) while Pcore is determined from (5.102) based on the
empirical correlation obtained from the first stage of testing. Thus, they are excluded
from the parameter estimation procedure by imposing constraints on them as described
in section 5.2.2. A value of 50 for the scale factor, λ, defined in (5.94) sufficient to enforce
the constraints on the copper (γ1) and core loss (γ2) factor which are predetermined from
a mathematical model and measurement respectively. The constraints are also applied to
the parameters K1,2d , K2,4d and K4v in the second part of the parameter estimation process
after it has been determined from the static tests. Parameters that have no significant
contribution to the heat transfer such as K1, K2, K3, K1,3, K1,4, K2,3 and γ4 defined in
(5.84) are set at zero and removed from the parameter estimation process.
In summary, the parameters to be determined from the identification procedure are
listed here. Parameters 1-3 are determined from the static tests while parameters 4-6 are
determined from a series of tests at different operating points.
1. Winding-stator thermal conductance (conductive)= K1,2d [W/K]
2. Stator-casing thermal conductance (conductive) = K2,4d [W/K]
3. Casing-coolant thermal conductance (convective) = K4v [W/K]
4. Stator-casing thermal conductance (convective)= K2,4v [W/K]
5. Magnet-casing thermal conductance (convective) = K3,4v [W/K]
6. Magnet loss factor = γ3
The temperature response corresponding to a constant current operation is measured
at the winding, stator and casing for a total of 15 operating points inclusive of three
static (no rotation) tests. The static tests are performed with a DC input current at
three levels - 50A, 70A and 80A. Figure 5.21(a) shows the voltage and current recorded
for an input current of 80A while Fig. 5.21(b) shows the input power delivered by the
DC supply. Figure 5.21(c) shows the corresponding temperature response recorded at
the winding, stator and casing while Fig. 5.21(d) shows the estimation error of the
temperature predictor (5.71).
A maximum estimation error of 0.7◦C and time averaged error of 0.08◦C is recorded
for the winding temperature estimate. The time averaged error (em) is calculated using
the definition of the RMS error given by (5.107) where zˆ is the estimated value while z
is the measurement. The magnitude of the error is an indicator of the uncertainty in the
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Figure 5.21: Measured input power and temperature response of a static test with 80A
DC input current
estimated thermal parameters. However, the recorded error is less than the measurement
uncertainty on average which indicates that the estimation error is largely caused by
measurement noise. Nevertheless, the small and diminishing error in Fig. 5.21(d) shows
that the temperature predictor is effective in modelling the thermal response of the device
and capturing the underlying dynamics.
em =
√∑N
i (zˆi − zi)2
N
where N = no. of data points (5.107)
The temperature response at other levels of input current shows similar transient re-
sponse but differs in the final steady state value. Thus, the transient temperature response
corresponding to an input current of 50A and 70A is not shown here but included in ap-
pendix C. However, the temperature rise recorded at the winding, stator and casing for
the 3 static tests are tabulated in Table. 5.9 for comparison. The associated maximum
and time averaged estimation error for the three temperature point of interest is also
shown here. This set of measurement is used to determine the model parameters associ-
ated with the internal conduction (K1,2d , K2,4d) and external convection (K4v) occurring
in the device. The results will be presented in the subsequent sections.
In part two of the second stage of tests, the device is driven at several operating points
of interest with rotation speed ranging from 1000RPM to 4000RPM and RMS input
current of between 60A to 100A. The device is allowed to spin up to speed while a step
change in load current is introduced during the start of each tests. The temperature of
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Table 5.9: Steady state temperature rise, maximum and time averaged temperature
estimation error for the static tests at different levels of DC input current
DC current 50A 70A 80A
Winding
Steady state temperature rise [◦C] 30.8 58.3 86.2
Maximum error [◦C] 0.1 0.7 0.7
RMS error [◦C] 0.02 0.09 0.08
Stator
Steady state temperature rise [◦C] 9.9 18.7 27.5
Maximum error [◦C] 0.0 0.1 0.1
RMS error [◦C] 0.02 0.03 0.04
Casing
Steady state temperature rise [◦C] 0.9 2.3 3.4
Maximum error [◦C] 0.1 0.1 0.1
RMS error [◦C] 0.03 0.03 0.06
the device is allowed to climb until a steady value is reached. The transient temperature
response is recorded at the three points of interest. The measurements taken off the test
done at a rotation speed of 4000RPM with a RMS current of 100A is shown in Fig. 5.22.
Figure 5.22: Measured input power and temperature response of a rotation test at
4000RPM with 100A RMS input current
Figure 5.22(a) shows the RMS and fundamental input voltage and current. Figure
5.22(b) shows the power factor and derived active power consumed by the device calcu-
lated using (5.96). The fundamental input voltage, current and power factor are used to
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derive the magnet temperature based on the procedure outlined in section 5.3.2. Figure
5.22(c) shows the corresponding temperature response recorded at the winding, stator,
casing and the derived magnet temperature. Figure 5.22(d) shows the associated esti-
mation error using the temperature predictor defined by (5.71). A maximum estimation
error of 0.8◦C and time averaged error of 0.16◦C is recorded for the stator temperature
estimate. As with the results obtained from the static test, the estimation error shows a
similar diminishing trend with time as shown in Fig. 5.22(d).
The transient temperature response and estimation error recorded at each of the dif-
ferent operating points are not shown here since they show the same trend but they are
included in appendix C. The steady state temperature rise recorded at the winding, sta-
tor and casing at the different operating points are listed in Table 5.10, 5.11 and 5.12.
The summary of the maximum and time averaged estimation error at these operating
points is also included. A steady state temperature of 97.0◦C is recorded at the winding
at maximum load and speed. There is an increasing trend in the steady state tempera-
ture rise with both load and speed as expected. However, the trend at lower load and
speed is less apparent especially so for the casing temperature since the temperature rise
is often significantly smaller than the other measurement point. Thus, the measurement
noise becomes apparent and may obscure the true rise in temperature. This point is
also illustrated by the higher than normal time averaged estimation error for the casing
temperature throughout the operating points.
This set of measurement is used to determine the model parameters associated with the
internal convection (K2,4v , K3,4v) and magnet losses (γ3). The preceding discussion shows
the estimation error of the temperature predictor (5.71) at different operating points
using a constraint least square method outlined in section 5.2.2. The method yields a
best estimate of model parameters associated with the internal conduction (K1,2d , K2,4d),
internal convection (K2,4v , K3,4v), external convection (K4v) and magnet losses (γ3). The
estimated value for each of these parameters will be presented in the following sections
and compared against predictions from numerical or analytical models when possible.
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Table 5.10: Steady state temperature rise, maximum and time averaged temperature
estimation error recorded for rotation tests at varying speeds with a 100A RMS input
current
Speed 1000RPM 2000RPM 3000RPM 4000RPM
Winding
Steady state temperature rise [◦C] 39.6 44.5 49.2 56.0
Maximum error [◦C] 0.4 0.2 0.4 0.3
RMS error [◦C] 0.07 0.07 0.07 0.05
Stator
Steady state temperature rise [◦C] 13.0 18.0 22.5 29.7
Maximum error [◦C] 0.1 0.1 0.2 0.3
RMS error [◦C] 0.04 0.02 0.04 0.07
Magnet
Steady state temperature rise [◦C] 8.5 28.2 44.8 60.3
Maximum error [◦C] 0.2 0.1 0.3 0.8
RMS error [◦C] 0.04 0.03 0.05 0.16
Casing
Steady state temperature rise [◦C] 1.2 2.9 3.7 6.2
Maximum error [◦C] 0.2 0.2 0.1 0.2
RMS error [◦C] 0.08 0.07 0.03 0.13
Table 5.11: Steady state temperature rise, maximum and time averaged temperature
estimation error recorded for rotation tests at varying speeds with a 80A RMS input
current
Speed 1000RPM 2000RPM 3000RPM 4000RPM
Winding
Steady state temperature rise [◦C] 28.8 33.9 38.5 44.6
Maximum error [◦C] 0.2 0.2 0.2 0.2
RMS error [◦C] 0.08 0.09 0.09 0.07
Stator
Steady state temperature rise [◦C] 10.0 15.2 19.5 26.1
Maximum error [◦C] 0.1 0.1 0.1 0.2
RMS error [◦C] 0.03 0.03 0.03 0.06
Magnet
Steady state temperature rise [◦C] 2.3 19.4 35.6 50.3
Maximum error [◦C] 0.1 0.2 0.2 0.7
RMS error [◦C] 0.04 0.04 0.04 0.13
Casing
Steady state temperature rise [◦C] 0.6 2.5 2.9 4.9
Maximum error [◦C] 0.2 0.1 0.1 0.1
RMS error [◦C] 0.05 0.04 0.03 0.08
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Table 5.12: Steady state temperature rise, maximum and time averaged temperature
estimation error recorded for rotation tests at varying speeds with a 60A RMS input
current
Speed 1000RPM 2000RPM 3000RPM 4000RPM
Winding
Steady state temperature rise [◦C] 20.2 25.2 30.3 36.7
Maximum error [◦C] 0.2 0.2 0.2 0.2
RMS error [◦C] 0.10 0.11 0.11 0.10
Stator
Steady state temperature rise [◦C] 7.4 11.9 16.6 23.6
Maximum error [◦C] 0.1 0.1 0.2 0.3
RMS error [◦C] 0.03 0.02 0.03 0.04
Magnet
Steady state temperature rise [◦C] 0.2 15.2 29.8 44.2
Maximum error [◦C] 0.4 0.1 0.2 0.5
RMS error [◦C] 0.07 0.03 0.05 0.09
Casing
Steady state temperature rise [◦C] 0.6 1.4 2.3 5.2
Maximum error [◦C] 0.1 0.1 0.1 0.2
RMS error [◦C] 0.04 0.03 0.04 0.07
Internal conduction
Figure 5.23: Illustration of the (a) cross sectional view of the slot winding and (b)
variations in winding packing arrangement
The typical slot winding is illustrated in Fig. 5.23(a). Each individual strands of
wire have a thin layer of insulation and each bundle of wire is impregnated with resin
to ensure a solid construction to limit damage caused by vibrations. The bundles are
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then fitted into the slot with a piece of insulation paper holding it in place. A possible
path of heat transfer from the copper wire to the stator is illustrated by path AB in
Fig. 5.23(a). Due to manufacturing variation of the winding, it is challenging to obtain
the equivalent thermal conductivity of the slot winding. A close up of two possible heat
transfer paths (CD and EF) are shown in Fig. 5.23(b) to illustrate how the equivalent
thermal conductivity can vary based on the packing arrangement.
Figure 5.24: Idealized slot winding with thin material at the component interface
Figure 5.25: Location of the (a) winding-stator and (b) stator-casing interface
The analysis is simplified by adopting an idealized model of the slot winding as shown
in Fig. 5.24. Such an idealized model would allow the estimated parameter (K1,2d) to
be used to derive the interfacial conductance (κ1,2) between the winding and stator. The
interfacial conductance is equivalent to the thermal conductance normalized against the
contact area such that
κ1,2 =
K1,2d
2sA1,2
(5.108)
where A1,2 is the contact area between the slot and winding in each slot as illustrated in
Fig. 5.25(a). It is calculated from the geometry to carry a value of 2097mm2. A1,2 is
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multiplied to the total number of slots (2s) in the device to obtain the total contact area.
κ2,4 =
K2,4d
2sA2,4
(5.109)
Similarly, the interfacial conductance κ2,4 between the stator and casing is calculated from
the estimated parameter K2,4d based on the definition (5.109). The contact area between
the stator and casing A2,4 is illustrated in Fig. 5.25(b) and it has a value of 706mm
2.
The estimated parameters (K1,2d , K2,4d) from the three static tests at different levels of
input current are shown in Table 5.13. The parameters are independent of the input and
therefore should remain constant across the tests. However, some deviation is observed
in the estimates which is caused by the input power and temperature measurement un-
certainty. The maximum deviation is no more than 6% from the mean value for the two
parameters. The average value of K1,2d is calculated to be 24 W/K which yields an inter-
facial conductance of κ1,2 = 127 Wm
−2K−1 based on the definition given in (5.108). K2,4d
has a mean value of 53 W/K across the three tests which yields an interfacial conductance
of κ1,2 = 835 Wm
−2K−1 calculated using (5.109).
Table 5.13: Estimated parameter (K1,2d , K2,4d) and derived interfacial conductance
(κ1,2, κ2,4)
Thermal conductance [W/K] Area [mm2]
Interfacial
conductance
[Wm−2K−1]
(1)∗ (2)∗ (3)∗ Average
K1,2d 25 23 24 24 A1,2 = 2097 κ1,2 = 127
K2,4d 53 51 55 53 A2,4 = 706 κ2,4 = 835
∗ Static tests with (1) 50A, (2) 70A and (3) 80A DC input current
The interfacial conductance obtained from this analysis is useful for setting up a numer-
ical model. The presence of thin materials and imperfect contact between components
in complex devices affects how heat is distributed across components. Without taking
these effects into account, such numerical models would not give a true representation
of the component’s temperature. The interfacial conductance represents the equivalent
changes in the material conductivity due to the presence of additional material or simply
due to non perfect contact between surfaces. However, it is often difficult and not practi-
cal to calculate the interfacial conductance from the dimensions and material properties
alone. Thus, the estimates of the interfacial conductance obtained from the parameter
estimation process is useful in updating the numerical model to reflect the presence of
thin materials and non ideal contact between components. In this analysis, no attempt
is made in directly validating the estimates for the reasons discussed earlier. Instead the
validity of the estimates lies in how well the ‘updated’ numerical model is at predicting
the component’s temperature which would be presented in a later section.
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External convection
The device is cooled externally by a coolant flowing through a network of cooling
channel embedded in the casing as illustrated in Fig. 5.26. Heat is removed from the
casing as the fluid passes through the cooling channels. A numerical model is developed
in ANSYS CFX to simulate the fluid flow and heat transfer to the coolant in the cooling
channels. A total of 880,135 tetrahedral elements are used to create the mesh of the
computation domain as shown in Fig. 5.26. The cooling capacity of the coolant is
dependent on its flow rate and the fluid properties. The fluid properties are assumed to
be constant for small temperature variations. Water is used as the coolant fluid which is
assumed to have constant fluid properties equal to that of water at 47.0◦C.
Figure 5.26: Embedded cooling channels in the casing and mesh of the computation
domain
Figure 5.27: Numerical model simulated (a) coolant fluid velocity and (b) wall heat flux
In the test device, the coolant fluid is pumped around the cooling channel at a fixed
flow rate of 3.5 l/min and at a regulated inlet temperature of 47.0◦C. In the simulation,
an equivalent mass flow rate of 0.06 kg/s is prescribed at the inlet. The averaged fluid
velocity is derived from the mass flow rate based on the relationship v¯ = m˙/Axρw assuming
a constant fluid density ρw = 990 kg/m
3. This is equal to the density of water at 47.0◦C.
The coolant channel has a cross section area of approximately Ax = 100 mm
2 which
gives an average fluid velocity of about 0.59 m/s in the channel. The average velocity
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obtained from the numerical simulation is shown in Fig. 5.27(a). A wall heat flux equal
to 18373 W/m2 is prescribed at the surface shown in Fig. 5.27(b) to simulate the heat loss
from the device. This heat flux is equivalent to a heat source of 750 W which is half the
average value of losses expected during normal operation in the device. The heat source
is averaged across an area of 40821 mm2 to give the equivalent heat flux at the wall.
Figure 5.28: Numerical model simulated (a) coolant fluid temperature and (b) wall heat
transfer coefficient
Figure 5.28(a) shows the resulting steady state fluid temperature along the channel.
The cooling capacity is measured by the averaged heat transfer coefficient (h¯) at the
channel wall surface. The averaged heat transfer coefficient is derived from the local heat
transfer coefficient (h) defined as
h =
q
′′
w
Tw − Tin (5.110)
where Tin is the fluid inlet temperature and Tw is the wall temperature while q
′′
w is the
local heat flux at the wall as illustrated in Fig. 5.28(a). The local heat transfer coefficient
as predicted from the numerical model is shown in Fig. 5.28(b) and the area averaged
heat transfer coefficient is calculated to be h¯ = 2480 Wm−2K−1.
Figure 5.29: Geometry of coolant channel and the total surface area
The estimated parameter (K4v) is a measure of the effectiveness of the coolant in re-
moving the heat generated in the device across the surface of the cooling channel as shown
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in Fig. 5.29. The averaged heat transfer coefficient can be obtained from normalizing K4v
against the area as defined by the following relationship
h¯ =
K4v
2A4
(5.111)
where A4 is the surface area of the cooling channel highlighted in Fig. 5.29. A mean
value of K4v = 431 W/
◦C is obtained from the three static tests as shown in Table 5.14.
The deviation across tests is significant with a maximum variation of up to 15% from the
mean value. The variation reflects the uncertainty associated with the temperature and
input power measurements.
Table 5.14: Estimated parameter (K4v) and averaged heat transfer coefficient (h¯)
Thermal conductance [W/K] Area [mm2]
Averaged heat
transfer coefficient
[Wm−2K−1]
(1)∗ (2)∗ (3)∗ Average
K4v 366 442 485 431 A4 = 98345 h¯ = 2191
∗ Static tests with (1) 50A, (2) 70A and (3) 80A DC input current
It is worth noting that the estimated parameter (K4v) is largely dependent on the casing
temperature. The variation of K4v is amplified in this instance because of the small
temperature rise recorded at the casing when compared against the winding, stator or
magnet. Hence, the measurement uncertainty has a more significant effect on the accuracy
of the estimated parameter as compared to those associated with the internal conduction
presented in the preceding section. The average heat transfer coefficient obtained from the
mean value of K4v deviates from the numerical results by about 13.2%. The averaged heat
transfer coefficient calculated from the mean value works out to be h¯ = 2191 Wm−2K−1
based on the definition given by (5.111) when compared to h¯ = 2480 Wm−2K−1 obtained
from the numerical model. An accurate measure of the cooling capacity is essential in the
subsequent analysis as it will otherwise result in a general over or underestimation of the
component temperature.
Internal convection
As discussed in section 5.3.4, the heat transfer paths can be grouped into the conductive
and convective paths. Figure 5.30 illustrates these paths from the winding, stator and
magnet to the casing. The major path of heat transfer from the winding and stator is
expected to be conductive as shown by the solid black lines in Fig. 5.30. However, the
convective component as measured by the parameter K2,4v enhances heat transfer from the
stator by providing an alternative path. Similarly, the end windings are also expected to
be cooled by convection. However, its effect is small due to the limited exposed area of the
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end winding and it is ignored in this analysis. It would be shown in a later section during
the discussion of the results that its effect on the end winding temperature estimation
is indeed insignificant. Lastly, heat transfer from the magnet is mainly by convection as
measured by the parameter K3,4v . The conduction path through the rotor and shaft is
assumed to be insignificant due to the low thermal conductivity of the glass fibre rotor.
Figure 5.30: Illustrative internal heat transfer paths
The results from the computation fluid dynamic analysis presented in section 5.2.1
shows significant fluid motion of the enclosed air due to the rotation of the rotor. It is
concluded that the bulk fluid velocity is in the tangential direction with a small radial
component leading to a resultant swirling motion. The averaged fluid velocity in the cavity
is dependent on the rotor speed. It is expected that the heat transfer at the winding,
stator and magnet surfaces depend on the nature of the flow at the wall surfaces. K2,4v
is an indirect measure of the effectiveness of heat transfer between the stator and casing
through the medium of the enclosed air. Similarly, K3,4v measures the effectiveness of
heat transfer between the magnet and casing through the intermediate medium. These
parameters will depend on the state of the fluid flow in the cavity. They are expected to
vary as a function of the rotor rotation speed. The parameters that are independent of the
operating point were discussed in the preceding sections. In this section, the parameters
(K2,4v , K3,4v) are estimated at different operating points to investigate its variation with
rotation speed and input current.
The parameter K2,4v is plotted against the rotation speed in Fig. 5.31 to illustrate its
dependency on speed. The increasing trend with rotation speed is expected due to the
increasing velocity of the enclosed air. However, it shows no clear trend with changes
in the input current as shown by the tight grouping of the data points in Fig. 5.31.
This is expected as the parameter K2,4v is defined as the equivalent thermal conductance
of the heat transfer path between the stator and casing. A general definition of the
thermal conductance of a convective path is given by (5.64). It is a complex function
of geometry, fluid dynamic and fluid properties but it is independent of the heat source.
Therefore, K2,4v should be independent of the load current by definition which is the case
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Figure 5.31: Variation of the estimated parameter (K2,4v) against operating point
as shown by the experimental data. The relationship of K2,4v with rotation speed can be
characterized by a linear function of the general form defined by (5.112). The coefficients
(b) are determined from a regression analysis which yields a value of b1 = 6.400 × 10−3
and b0 = 0. The dash line in Fig. 5.31 shows the line of best fit for this set of 9 data
points which has a R-squared value of 0.98.
K2,4v = b1ω + b0
where b1 = 6.400× 10−3, b0 = 0
(5.112)
Figure 5.32: Variation of the estimated parameter (K3,4v) against operating point
Figure 5.32 shows the trend of the parameter K3,4v against the rotation speed. The
trend is described best by a second order polynomial function of the form given by (5.113)
K3,4v = c2ω
2 + c1ω + c0
where c2 = 6.067× 10−7, c1 = −1.500× 10−3, c0 = 1.325
(5.113)
where the coefficients (c) are determined as c0 = 1.325, c1 = −1.500 × 10−3 and c2 =
6.067 × 10−7 from a regression analysis. The best fit function for the 9 data points is
shown by the dash line in Fig. 5.32 which has a R-squared value of approximately 1.
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Similarly, K3,4v is independent of the input current. It should be reiterated that the
heat transfer by internal convection occurs through the enclosed air. The heat transfer
between the stator and casing is therefore linked to the heat transfer between the magnet
and casing through this medium. Thus, the two parameters K2,4v and K3,4v are expected
to be coupled together through this medium.
However, the equivalent thermal circuit shown earlier in Fig. 5.20 assumes that the heat
transfer path represented by the parameters K2,4v and K3,4v are independent of each other.
The parameter estimation process is carried out with this assumption. Nevertheless, the
relative magnitude of the two parameters gives an indication of the proportion of heat
energy transferred between the stator and magnet to the enclosed air then onto the casing.
The relationship does not yield physical insights of the thermal state of the enclosed air.
The purpose of estimating these parameters at the different operating point is then to
extract useful trends in the thermal conductance of the internal convective heat paths.
The correlations of these parameters against the operating point as defined by (5.112) and
(5.113) are useful in calibrating the lumped parameter thermal model for more accurate
temperature estimation. The result of using such a calibrated model for temperature
monitoring is shown in a later section.
Magnet loss estimate
The losses generated at the magnets are derived from the magnet loss factor (γ3) based
on the following relationship
Pmg = γ3Pin (5.114)
where Pin is the measured input power as defined by (5.96). The magnet loss factor (γ3)
is determined from the parameter estimation process using measurement taken off the
second part of stage two tests. The magnet loss factor, input power and derived magnet
losses at the different operating points are shown in Table 5.15.
Table 5.15: Estimated magnet loss factor (γ3), input power (Pin) measurement and
derived magnet loss (Pmg) at different operating points
Input current Speed 1000RPM 2000RPM 3000RPM 4000RPM
60A
γ3[%] 0.00 0.12 0.32 0.95
Pin[kW] 5.03 10.01 14.95 19.90
Pmg[W] 0 12 48 188
80A
γ3[%] 0.01 0.12 0.40 0.86
Pin[kW] 6.81 13.50 19.80 26.53
Pmg[W] 0 16 80 227
100A
γ3[%] 0.02 0.08 0.32 0.83
Pin[kW] 8.62 16.69 25.04 33.20
Pmg[W] 1 13 80 276
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Figure 5.33 shows the derived magnet loss plotted against the rotation speed at different
levels of input current. There is a general increase in magnet loss with rotation speed.
From the qualitative description of the magnet losses in section 5.1.3, it was concluded
that the magnet loss is due to the eddy current set up by the small fluctuations in the air
gap magnetic flux density. These fluctuations exist because of the presence of slots in the
stator resulting in changes in the air gap permeance. The magnitude of the fluctuations
can be estimated using the Carter Coefficient as defined by (5.52). The frequency of the
fluctuation will be a multiple of the fundamental frequency and the number of slots of
the stator.
Figure 5.33: Estimated magnet loss
The magnet loss is expected to vary with this high frequency fluctuation in a way
similar to how the eddy current loss in the stator varies with the fundamental frequency
of the magnetic flux density variation in the core. However, the relationship of the magnet
loss with the fundamental frequency is not a direct one. Nevertheless, it is fair to expect
that the magnet loss varies as a function of the fundamental frequency and hence the
rotation speed. The estimated magnet loss shows an increasing trend with the input
current as well. However, the changes are small compared to the variation with rotation
speed and its effect is ignored subsequently. Thus, the magnet loss at the 9 operating
points is characterized by a third order polynomial as a function of the rotation speed in
the form shown in (5.115).
Pmg = d3ω
3 + d2ω
2 + d1ω + d0
where d3 = 7.664× 10−9, d2 = −1.999× 10−5, d1 = 0.0148, d0 = 0
(5.115)
The polynomial coefficients (d) are determined from a regression analysis which yields
a curve of best fit shown by the dash line in Fig. 5.33 which has a R-squared value
of approximately 1. The estimated magnet loss is used as input in a numerical model
to simulate the steady state temperature distribution. In addition, (5.115) is used in
conjunction with the lumped parameter model and magnetic model to estimate the output
torque in a drive cycle. The resulting analysis will be discussed in the subsequent sections.
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5.3.5 Conjugate Heat Transfer analysis
The details of the numerical model used to generate the results of this Conjugate Heat
Transfer (CHT) analysis was introduced in section 5.2.1. In a CHT analysis, pressure
and velocity boundary conditions are prescribed in the fluid domain while only heat
transfer boundary conditions are defined in the solid domain. A wall boundary condition
which allows the free transfer of energy but not material is what defines the boundary
between the solid and fluid domain as illustrated by the highlighted surface in Fig. 5.34(a).
Periodic boundaries are defined for the boundaries shown in Fig. 5.34(b) due to periodicity
of the model. Due to the symmetry of a dual stator configuration, a symmetric boundary
is defined for the surface shown in Fig. 5.34(c). The external heat transfer boundary
conditions are illustrated in Fig. 5.35.
Figure 5.34: Location of the (a) wall, (b) periodic and (c) symmetry boundaries
Figure 5.35: Location of the forced and natural convection boundaries
Figure 5.35 shows the surface which is exposed to forced liquid cooling. It is prescribed
with a heat transfer coefficient equal to h¯ = 2192 Wm−2K−1. This is equivalent to the
averaged heat transfer coefficient derived from the estimated parameter K4v taking into
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consideration that it is applied to only half a device. K4v is effectively a measure of the
coolant’s cooling capacity based on the results discussed in section 5.3.4. The free stream
temperature is set at 47.0◦C to match the inlet temperature of the coolant fluid in the
actual device. The remaining external boundary as illustrated in Fig. 5.35 is exposed
to the ambient air. A heat transfer coefficient equal to 20 Wm−2K−1 and free stream
temperature equal to an ambient temperature of 20.0◦C is prescribed to these boundaries
to simulate natural convection.
Figure 5.36: Location of thin material to simulate insulation material and imperfect
contact at component interface
The presence of interface materials and the imperfect contact that exists between com-
ponents in the device are reflected in the model by the introduction of thin materials at
the component interface. The interface between components are illustrated in Fig. 5.36.
For example, a thin layer of insulation paper exists at the interface between the winding
and stator. The interface between the stator and casing is characterized by imperfect
contact. The heat transfer across these interface depends on the interfacial conductance
measured in [Wm−2K−1] which is material and geometry dependent. In this instance,
it is derived from the estimated parameters associated with the internal conduction in
a process described in section 5.3.4. The interfacial conductance between the winding
and stator is estimated to be 127 Wm−2K−1 while that between the stator and casing
is estimated to be 835 Wm−2K−1. The interfacial conductance between the magnet and
rotor is estimated from available data published in [54].
The winding is made up of bundles of copper wires filled in with resin to hold it in place.
Thus, the thermal conductivity can vary significantly with the direction of heat flow. For
example, the thermal conductivity in the radial direction (kw,r) would be significantly
higher than the tangential (kw,θ) or axial direction (kw,z) as defined by the reference
frame in Fig. 5.37. The thermal conductivities kw,θ and kw,z are derived from the volume
averaged thermal conductivity of the copper and resin material while kw,r is simply equal
to the thermal conductivity of copper. The specific thermal capacity of the winding is
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Figure 5.37: Winding domain with directional thermal conductivity
also adjusted to reflect the mass averaged property based on the following definition
cp,w =
ρcηcp,c + ρr(1− η)cp,r
ρcη + ρr(1− η) (5.116)
where η = 0.512 is the fraction of copper in the winding by volume. ρc and ρr are
the densities of copper and resin respectively while cp,c and cp,r are the specific thermal
capacities of copper and resin respectively. The thermal properties are summarized in
Table 5.16.
Table 5.16: Thermal properties used to set up the numerical model
Component
(material)
Volume
fraction
kz
[Wm−1K−1]
kr
[Wm−1K−1]
kθ
[Wm−1K−1]
Density
[kg/m3]
Specific
thermal
capacity
[Jkg−1K−1]
Winding 1 205 400 205 5168 474
(Copper) 0.512 400 400 400 8960 385
(Resin) 0.488 0.325 0.325 0.325 1190 1175
Stator
(Electrical steel)
- 36 36 36 7650 477
Casing
(Aluminium)
- 200 200 200 2700 900
Rotor - - - - - -
(Magnet) - 6.45 6.45 6.45 7500 746
(Glass fibre) - 1.10 1.10 1.10 2460 737
The heat source is applied to the winding, stator and magnet region of the model
as illustrated in Fig. 5.38. The volumetric heat generation rate at the winding, stator
and magnet is calculated by taking the volume averaged copper, core and magnet loss
respectively. The copper loss is calculated from the analytical model defined by (5.46)
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Figure 5.38: Heat source in the (a) winding, (b) stator and (c) magnet
while the core loss is derived from empirical measurements described by the polynomial
function (5.102). The magnet loss is determined from function defined by (5.115) whereby
the magnet loss is expressed as a function of rotation speed. The component volume are
summarized in Table 5.17. It assumed that the heat source is uniformly distributed across
the winding, stator and magnet domain.
Table 5.17: Summary of component volume
Winding Stator Magnet
Volume [m3] 8.137× 10−3 1.496× 10−3 2.159× 10−4
The following discussion is based on the results obtained from the simulation of 4
operating points corresponding to a rotation speed of 1000, 2000, 3000 and 4000RPM
with an input current of 100A. Figure 5.39 shows the temperature contour on the cross
sectional plane of the winding, stator and casing. The temperature of the slot winding
is shown in the inset. The maximum temperature occurs at the end winding since it has
the path of highest resistance to heat flow to the coolant. The slot winding registers a
temperature which is on average several degrees Celsius less than the end windings. This
indicates that the heat generated at the winding is mainly transmitted by conduction to
the casing and onto the coolant. Convective cooling at the end windings is insignificant
compared to this direct conduction path.
The averaged air temperature in the cavity varies by several degree Celsius across the
4 operating points. The localized air temperature at certain regions show even more
significant changes. For example, the air temperature in the gap between the stator
and magnet on average falls between the surface temperature of the magnet and stator.
This shows that the heat transfer between the stator and magnet surface to the air is
significant. This is expected as the fluid velocity is highest at this point due to the close
proximity with the rotor and the restricted space. This is the region of interest for the
convective heat transfer from the stator and magnet. The temperature points of interest
are illustrated in Fig. 5.39 and they are compared against the measurement taken off
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Figure 5.39: Steady state temperature distribution (slot winding temperature shown in
inset) for operating points corresponding to a RMS input current of 100A at (a)
1000RPM, (b) 2000RPM, (c) 3000RPM and (d) 4000RPM
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the test device. These points of interest correspond to the position of the temperature
sensors found on the test device. The comparison of the temperature predicted by the
Finite Element (FE) model and the measurement is made in Table 5.18. The percentage
error shows the deviation of the model prediction from the measurement.
Table 5.18: Steady state temperature at varying speeds with an input current of 100A
Speed 1000RPM 2000RPM 3000RPM 4000RPM
Winding temperature
FE [◦C] 89.5 91.6 96.8 105.5
Measured [◦C] 86.6 91.5 96.2 103.0
Percentage error [%] 3.5 0.1 0.7 2.4
Stator temperature
FE [◦C] 63.5 67.7 74.6 85.2
Measured [◦C] 60.0 65.0 69.5 76.7
Percentage error [%] 5.8 4.1 7.4 11.1
Magnet temperature
FE [◦C] 55.1 61.3 75.1 103.8
Measured [◦C] 55.5 75.2 91.8 107.3
Percentage error [%] -1.3 -18.8 -18.5 -3.5
Casing temperature
FE [◦C] 48.3 49.4 51.1 53.7
Measured [◦C] 48.2 49.9 50.7 53.2
Percentage error [%] 0.3 -1.0 0.7 1.1
The comparison serves as an indirect method for validating the estimated parameters
(K1,2d , K2,4d , K4v , γ3). There is generally a good agreement between the prediction and
measurement with a maximum deviation of no more than 18.8%. The deviation is most
significant for the magnet temperature. It should be noted that the magnet temperature
is derived indirectly from the input measurement and the analytical magnetic model as
described in section 5.3.2. The uncertainty associated with this indirect measurement of
the magnet temperature would inevitably be higher than the direct temperature mea-
surements. Thus, it is reasonable to expect the discrepancies in temperature prediction
be greatest for the magnet temperature. Nevertheless, the parameter estimation process
has been useful in updating the thermal properties of the model leading to more accurate
temperature prediction. For example, without introducing the thin materials at the in-
terfaces, there will be a general underestimation of the winding and stator temperature.
The simulation results from such a model is included in appendix C.
5.3.6 Temperature monitoring
The experimentally determined lumped parameter thermal model can now be used for
monitoring the winding, stator, magnet and casing temperature. The one step ahead
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temperature predictor (5.71) is expressed as a temperature estimator defined as (5.117).
The subscript ‘i’ denotes the parameters associated with the (1) winding, (2) stator, (3)
magnet and (4) casing.
Ti(n+ 1) = (1− αiKi)Ti(n) + αiγiPT (n) + αi
m∑
j=1
i,jKi,jTi,j(n)
+ αi
m∑
j=1
i,jK˜i,jω(n)Ti,j(n) + αi
m∑
j=1
i,j
˜˜Ki,j{ω(n)}2Ti,j(n)︸ ︷︷ ︸
speed dependent term
for i = 1, 2, . . . ,m
(5.117)
Additional terms has been added to the original temperature predictor to account for the
dependency of some parameters on the rotation speed where ω is the speed in [RPM]. α
is defined as α = δt/C where C is the thermal capacitance and δt is the time step while
i,j is defined for the following cases
i,j =

1, if i 6= j and i < j
−1, if i 6= j and i > j
0, if i = j
(5.118)
From the discussion in the preceding section, only the parameters associated with the
internal convection K2,4v and K3,4v have significant variation with rotation speed. The
speed dependent term in (5.117) is expressed as a function of ω such that K˜i,j and
˜˜Ki,j are
the function coefficients. It is equivalent to the coefficients of the polynomial functions
used to model the estimated data of K2,4v and K3,4v as defined by (5.112) and (5.113)
respectively. The other parameters that are not dependent on the rotation speed are set
to zero.
As discussed in section 5.3.4, parameters that have no significant contribution to the
heat transfer, such as K1, K2, K3, K1,3, K1,4, K2,3 and γ4, are set to zero. The remaining
parameters in (5.117) have already been determined through the series of tests described
in the preceding sections. The final parameter value used in the temperature estimator
are tabulated in Table 5.19. Equation (5.117) can be implemented in a computer program
to simulate the temperature response for a given input (PT ) and initial condition with a
simulation time step equal to δt. The accuracy of the temperature estimator is validated
in a drive cycle test.
The test device is subjected to a drive cycle that is designed to simulate typical op-
eration as illustrated by the output speed and torque shown in Fig. 5.40(a) and (b)
respectively. The resultant mechanical power is shown in Fig. 5.40(c). The device speed
is dependent on the frequency of the applied voltage while the torque is proportional to
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Table 5.19: Experimentally determined lumped thermal parameters
C1 = 2894 C2 = 4741 C3 = 745 C4 = 5670
K1 = 0 K1 = 0 K1 = 0 K4 = 431
K1,2 = 24 K˜1,2 = 0
˜˜K1,2 = 0
K1,3 = 0 K˜1,3 = 0
˜˜K1,3 = 0
K1,4 = 0 K˜1,4 = 0
˜˜K1,4 = 0
K2,3 = 0 K˜2,3 = 0
˜˜K2,3 = 0
K2,4 = 53 K˜2,4 = 6.400× 10−3 ˜˜K2,4 = 0
K3,4 = 1 K˜3,4 = −1.500×10−3 ˜˜K3,4 = 6.067× 10−7
∗γ1 = Pcu/Pin ∗γ2 = Pcore/Pin ∗γ3 = Pmg/Pin γ4 = 0
∗Pcu, Pcore and Pmg are calculated using (5.47), (5.102) and (5.115) respectively
Pin is the measured input power
Figure 5.40: Measured (a) Speed, (b) torque, (c) output power, (d) input voltage &
current, (e) power factor and (f) input power during a drive cycle
the current drawn. The corresponding input voltage and current needed to maintain such
a drive cycle is shown in Fig. 5.40(d). The power factor of the input voltage and current
is shown in Fig. 5.40(e). The active power demanded during the drive cycle is derived
from the voltage, current and power factor using (5.96) and it is shown in Fig. 5.40(e).
The RMS current is maintained at a constant level of 100A throughout the drive cycle
while the voltage is varied in stages to yield the necessary changes in rotation speed. The
first stage is a ramp up to 3000RPM then a hold for a total duration of about 10 minutes.
A subsequent ramp up to 4000RPM followed by a hold for a total duration of about 15
minutes. The final segment is a ramp down to 1000RPM and a hold for a total of 5
258
minutes before stopping the cycle after a cycle durations of approximately 30 minutes.
The ramp rate is fixed for all segments at 200RPM per second. This drive cycle would
resemble the scenario of the device being used to provide traction for a constant load
while moving it at different speeds such as a vehicle.
Such a drive cycle would result in significant thermal loading on the device and a sub-
sequent temperature rise of the internal components. The measured winding, stator and
casing temperature are shown by the solid line in Fig. 5.41 (a-c). A maximum temper-
ature of 92.8◦C is recorded at the winding after one complete cycle. This temperature
is still within the operating range of the winding insulation since only a nominal load
is applied to the device. The casing temperature has also risen over the course of the
test and it shows that the cooling capacity can still be enhanced to reduce the overall
temperature of the device. The rate of temperature change shows little variation with and
without rotation. This indicates that the major path of heat transfer is still by conduc-
tion. However, the internal convection does provide an alternative path of heat transfer
which can be useful in drawing heat away from the winding and stator.
Figure 5.41: Measured temperature response at (a) winding, (b) stator and (c) casing
with corresponding temperature estimation error in (d), (e) and (f) during a drive cycle
The temperature estimate using (5.117) is shown by the dashed line in Fig. 5.41(a-c)
and the estimation error is plotted in Fig. 5.41(d-f). A summary of the estimation error
is given in Table 5.20. A maximum error of 3.9◦C is recorded at the winding during
the ‘heat up’ period. Similarly, a large error is also recorded during the ‘cool down’
period. The rapid changes in temperature during this initial loading and final cool down
phase is not effectively captured by the model due to relatively large simulation time
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step of 2 seconds. However, the error remains bounded as shown by the small time
averaged error in Table 5.20. The time averaged error is defined as the RMS error given
by (5.107). The maximum and time averaged error is also expressed as a percentage of the
measurement range in Table 5.20 to illustrate the scale of the deviation when compared
to the measurement range. The temperature estimator defined by (5.117) is effective at
estimating the temperature of the winding, stator and casing during a drive cycle with a
maximum error of no more than 6.6% of the measurement range.
Table 5.20: Summary of temperature estimation error
Estimation error Winding Stator Casing
Maximum error [◦C] 3.9 1.5 1.6
∗Maximum error [%] 6.6 2.4 2.6
Time averaged error [◦C] 1.78 0.75 0.78
∗∗Time averaged error [%] 3.0 1.3 1.3
∗ Maximum and ∗∗ time averaged error expressed as a percentage of the
measurement range of 40◦C− 100◦C
Figure 5.42: Measured (a) speed, (b) torque, (c) output power, (d) input voltage &
current, (e) power factor and (f) input power during a combined drive cycle
The drive cycle is expanded to a combined drive cycle with input-output characteristics
shown in Fig. 5.42. The combined drive cycle consists of 4 drive cycles similar to the
one that was presented earlier. However, the duration of each cycle is reduced and the
durations of the segments in each drive cycle is shortened proportionately as well. Each
cycle last for about 15 minutes and so the combined drive cycle runs for approximately
one hour in total. The resulting temperature response at the winding, stator and casing is
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shown in Fig. 5.43(a-c). Figure 5.43(d-f) shows the corresponding temperature estimation
error. The estimation error shows similar characteristics to that of a single drive cycle as
discussed earlier. However, the estimation error in the last cycle did increase slightly when
compared to the earlier cycles. This is possibly caused by the demand for extra cooling
capacity from the coolant system (refer to Fig. 5.15) due to the extended duration of the
test. The changes in the cooling capacity is not reflected in the temperature estimator
(5.117) which assumes a constant cooling capacity.
Figure 5.43: Measured temperature response at (a) winding, (b) stator and (c) casing
with corresponding temperature estimation error in (d), (e) and (f) during a combined
drive cycle
Another trend that is consistently observed throughout the combined drive cycle is the
fluctuation of the estimation error between the maximum and minimum value about the
mean. This trend indicates that the model structure is suitable to model the heat transfer
process and the estimated model parameters yields a balanced temperature output. In
other words, the model is able to track the temperature variation though it under or
over estimates the temperature during different stages of the cycle. The estimation error
is inevitable as the lumped parameter model is a reduced order model of a distributed
system.
The complexity of the heat transfer mechanism is not entirely captured by such a
reduced order model. This point can best be illustrated by comparing the estimation
accuracy of the lumped parameter (LP) model with a ‘black box’ state space (SS) model.
The SS model can be identified using the Markov parameter approach which was presented
in section 3.4.3. The estimated temperature from the calibrated LP model, a 4th and 20th
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order SS model are shown in Fig. 5.44(a-c) for comparison. The corresponding error plots
are shown in Fig. 5.44(d-f).
Figure 5.44: Comparison of (a-c) temperature estimates and (d-f) estimation errors
between models
It is clear that the 4th order state space model, which has the same model complexity
(as measured by the order), is not sufficient to capture the dynamics of the heat transfer
process. The estimation accuracy generally improves with model order. The accuracy
of the 20th order SS model is on average comparable to the LP model. However, the
absolute estimation error is larger than the LP model. The lumped parameter model
is a good compromise between model simplicity and accuracy. This is achieved by the
careful selection of model structure and parametrization of the heat transfer parameters.
Although the lumped parameter model does not fully capture the complex heat transfer
process, the parameter estimation procedure outlined in section 5.3.4 ensures that the
mode accurately characterizes the main paths of heat transfer between the winding, stator,
magnet and casing.
As long as the operating conditions remain largely unchanged, the experimentally de-
termined lumped parameter model would be able to estimate the temperature with the
accuracy outlined in Table 5.20. The short term tracking accuracy of the winding temper-
ature is within the an error range of ±3.9◦C with a time averaged error of ±1.78◦C. It can
be used for sensorless temperature monitoring or purely for simulation purposes. Testing
the device for continuous operations lasting hours is not practical. The lumped parameter
model can be used as a substitute for actual testing during the device development stage
which could save time and cost.
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5.3.7 On-line loss estimation
The experimentally determined lumped parameter model can also be used for estimat-
ing the losses during operation. This can be done in real time by taking the temperature
measurement at the winding, stator and casing to determine the net heat gained or loss
by each component. This is possible by using the temperature estimator (5.117) together
with the measurement in the following manner. The input independent terms of the
temperature estimator are grouped together such that
∆Ti(n) = Ti(n)− (1− αiKi)Ti(n− 1)− αi
m∑
j=1
i,jKi,jTi,j(n− 1)
− αi
m∑
j=1
i,jK˜i,jω(n− 1)Ti,j(n− 1)− αi
m∑
j=1
i,j
˜˜Ki,j{ω(n− 1)}2Ti,j(n− 1)
for i = 1, 2, . . . ,m
(5.119)
where ∆Ti(n) represents the incremental temperature rise at the ith energy storage element
that is caused by the input. The net energy gained or lost by the energy storage element
less all the heat transfer in and out of its boundaries is simply the product of ∆Ti(n) and
its thermal capacity Ci. Thus, the incremental temperature rise is related to the heat
source by the following expression
Pi(n) = Ci
∆Ti(n)
δt
=
∆Ti(n)
αi
for i = 1, 2, . . . ,m (5.120)
where αi =
δt
Ci
and Pi(n) is the instantaneous heat generation rate expressed in [W].
The theoretical prediction implies that the losses are given by (5.120). However, ∆Ti is
derived from the temperature measurement and the estimated model parameters. Thus,
it is tainted by temperature measurement noise and uncertainty in the estimated model
parameters. A more realistic representation of the losses is given by (5.121) where Pˆi is
the true losses and εi represents the uncertain component. The uncertain component it is
assumed to be a stochastic white noise sequence with zero mean and constant variance.
Pi(n) = Pˆi(n) + εi(n) for i = 1, 2, . . . ,m (5.121)
εi(n) = Pi(n)− Pˆi(n) for i = 1, 2, . . . ,m (5.122)
Equation (5.122) is equivalent to a classic output error formulation discussed in section
3.4.1. Thus, input P is estimated from an identification procedure by solving (5.122)
iteratively using a recursive least square algorithm which will minimize the error term ε
and give a best estimate of the true losses Pˆ . The recursive algorithm was presented in
section 3.4.2 but modified version is shown here in (5.123)-(5.125) which is suited for the
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estimation of the losses directly.
L(n) =
Q(n− 1)
λ(n) +Q(n− 1) (5.123)
Q(n) =
1
λ(n)
Q(n− 1) [1− L(n)] (5.124)
Pˆ (n) = Pˆ (n− 1) + L(n)
[
P (n)− Pˆ (n− 1)
]
(5.125)
Q is a measure of the uncertainty in the estimated losses (Pˆ ). It will be reduced pro-
gressively due to (5.123)-(5.124). Consequently, L will be a diminishing value due to
its dependency on Q based on the definition (5.124). Thereafter, the correction on the
estimated losses will be minimal since it is proportionate to L as defined in (5.125). As
the actual losses in the device will be changing with time, it is necessary to allow the
algorithm to always update the loss estimates. This ability will be diminished if Q is
allowed to reduced normally over the iterations.
The weighting factor (λ ) is used for fine adjustment of Q during each iteration of
the algorithm. A value less than one will cause Q to diverge locally. This effectively
reduces the rate of Q decreasing which is more suited for estimating the losses in real
time. Applying the algorithm in this manner simply implies that the estimated losses
will have uncertainty equal to the final value of Q. Figure 5.45(a) shows the estimated
winding and core loss while Fig. 5.45(b) shows the corresponding error variance Q. The
on-line loss estimate is able to track the changing level of losses with time as the device
undergoes different phases of loading according to the drive cycle illustrated in Fig. 5.40.
The loss estimates are compared against the off-line copper and core loss measure-
ment/calculation presented in section 5.3.3. As there is significant variation in the on-line
core loss estimate across the different segments of the cycle, the comparison with the
off-line losses is broken down into the individual segments at 1000RPM, 3000RPM and
4000RPM. As the on-line core loss estimate is also varying with time, the final value at
the end of each segment of interest is chosen for comparison (as illustrated by the dot in
Fig. 5.45). The on-line core loss estimate and their deviation from the off-line losses are
tabulated in Table 5.21.
Table 5.21: On-line and off-line core loss comparison
Speed 1000RPM 3000RPM 4000RPM
On-line core loss[W] 129 765 1226
Off-line core loss[W] 136 691 1120
Percentage error [%] -5.4 10.7 9.5
There is generally a good agreement between the on-line core loss estimate and the off-
line core loss measurement across the drive cycle. The greatest deviation between the on-
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Figure 5.45: On-line loss (a) estimates and (b) estimation error variance during a drive
cycle
line estimate and off-line measurement occurs in the first segment (3000RPM). This could
be due to the fact that the on-line estimates are still being corrected as indicated by the
diminishing error variance in the first segment as shown in Fig. 5.45(b). Therefore, there
will be more uncertainty associated with the estimates at this stage of the test. On top of
that, the experimentally determined thermal parameters gave rise to an underestimation
of the temperature during the initial loading phase as discussed in the previous section.
This modelling error will also contribute a component of error in the core loss estimates as
it is based partly on the thermal parameters as defined in (5.120). However, the on-line
core loss estimate in the remaining segments shows better agreement with the off-line
measurements. The deviation is at most 10.7% throughout the drive cycle. The best
agreement is obtained in the third segment (1000RPM) with a deviation of -5.4%.
The copper loss estimate shows slight variation through the cycle as it is dependent
on the winding temperature as discussed in section 5.3.3. The off-line copper loss is
calculated using (5.47). The copper loss is evaluated to be between 494 W − 583 W
corresponding to an operating winding temperature range of 45◦C − 95◦C (refer to Fig.
5.19). This temperature range corresponds to the winding temperature recorded during
the drive cycle. The on-line copper loss is estimated at 590 W at the point of maximum
winding temperature as shown in Fig. 5.45. This matches the calculated value well with
a deviation of about 1.2%.
The less than perfect match between the on-line and off-line losses shows the difficulty
in obtaining accurate estimates of the losses during operation. The accuracy of the loss
estimates is limited by how well the temperature rise at each instance is captured by
(5.120) at the points of interest. It is dependent on the accuracy of the lumped param-
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eter model and the uncertainty of the temperature measurement. The experimentally
determined lumped parameter parameter is aimed at improving the modelling accuracy.
Hence, it would help generate useful estimates of the losses in real time based on the
procedure outlined earlier. The on-line loss estimates showed here are able to accurately
capture the relative changes in the losses from one phase of loading to the next with good
tracking ability. It can be an effective tool to estimate the device losses in real time for
condition monitoring and fault detection.
Figure 5.46: Measured (a) input voltage, (b) input current, (c) input power, (d) winding,
(e) stator and (f) casing temperature for drive cycles with different input current
The device is put under drive cycles with different level of input current to illustrate how
the on-line loss estimates can be useful in condition monitoring. In addition to the original
drive cycle with a RMS input current of 100A, two other tests with a RMS input current
of 80A and 60A are also conducted. Figure 5.46(a-c) shows the input characteristics of
these tests and the corresponding temperature responses in Fig. 5.46(d-f). The measured
temperature response is then used to estimate the components of the losses in real time
based on the procedure described at the start of this section. The copper loss is expected
to be different across this three tests as it is dependent on the current drawn by the
windings. The on-line loss estimates show this difference as illustrated by the different
level of copper loss in Fig. 5.47(a). However, the core loss shows little or no change across
the tests as shown in Fig. 5.47(b). This is again expected as the core loss is mainly
dependent on the rotation speed as discussed in section 5.1.3.
The on-line loss estimation using the measured temperature response gives reasonable
estimates of the losses during operation. It is shown to be useful in monitoring the
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Figure 5.47: Estimated (a) copper and (b) core loss for drive cycles of different input
current
component of losses generated at the winding and stator in the test device. As shown by
the cases presented earlier, the method is able to differentiate the cause for the fluctuations
in the measured temperature from case to case even though the temperature difference
across cases is slight. The method when coupled with an experimentally determined
lumped parameter model is a reliable way of identifying possible faults in the device by
measuring the temperature. For example, a short circuit in the winding would cause a
change in the electrical resistivity of the winding. The current drawn from the supply
would change correspondingly and this would lead to a change in the copper loss generated.
The effect would be similar to the test cases shown earlier.
5.3.8 Torque estimation
As discussed in section 5.3.2, magnetic flux density generated by the permanent mag-
nets vary linearly with magnet temperature based on the relationship described by (5.98).
The voltage and torque constant are functions of the coupling magnetic flux generated
in part by the permanent magnets. Thus, the voltage and torque constant changes in
response to the magnet temperature during a drive cycle. In the same way, the output
torque will vary in a linear fashion with the magnet temperature due to its dependency on
the torque constant. The experimentally determined lumped parameter model expressed
as the temperature estimator (5.117) can be used to estimate the magnet temperature in
real time from the measured input power.
Figure 5.48(a) shows the input current and power consumed by the device during a
drive cycle. Figure 5.48(b) shows the winding, stator, magnet and casing temperature
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response during the drive cycle. Although a constant input current in maintained in
the winding, the measured torque is varying throughout the drive cycle as shown in Fig.
5.48(c). At the minimum value, the output torque is 7.8% less than the initial value.
This represents a proportionate loss in output power of the device during the drive cycle.
An accurate representation of the changes in the course of the drive cycle is important to
ensure that the output performance of the device is maintained.
Figure 5.48: Measured (a) input power & current, (b) temperature response and (c)
output torque
The output torque (Tm) is calculated from the torque constant (KT ) based on the
relationship Tm = KT Im where Im is the RMS current. KT can be expressed as a function
of magnet temperature using the following expression
KT =
7.2
pi2
mp2Nkw
Brlmg
µr
G (5.126)
where Br is a function of the magnet temperature (Tmg) based on the relationship defined
by (5.98). The magnet length in the direction of polarization is given by lmg while µr is
magnet recoil permeability. The number of phases, poles and series turns of the winding
are defined by m, p and N respectively. The winding factor (kw) is defined by (5.14) while
G is the permeance of the magnetic path as defined by (5.35).
The output torque calculated from the temperature dependent torque constant (5.126)
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shows an initial mismatch from the measurement. The overestimation of the torque
constant is due to modelling and measurement error. By offsetting the estimated torque
with this initial mismatch, the deviation from the measured torque during the course of
the drive cycle does not exceed ±4%. The estimated torque is shown by the dash line in
Fig. 5.49(a) while the estimation error in percentage is shown in Fig. 5.49(b).
Figure 5.49: Torque (a) measurement & estimate and (b) estimation error during a drive
cycle
The rapid increase in the measured torque towards the end of the drive cycle indicates
that the actual magnet temperature is decreasing more than what is estimated. It should
be noted that the output torque and magnet temperature have an inverse relationship as
discussed in section 5.3.2. The temperature estimator may not fully capture the dynamics
of the heat transfer between the magnet and the enclosed fluid. This is especially so
during periods of low thermal loading. However, it does give a reasonable estimate of the
torque constant during the loading phase of the drive cycle. It is important to have a
good estimate of the torque during the loading phase since the minimum output torque
coincides with maximum magnet temperature. Having an accurate output torque estimate
would be critical to predict the potential loss of output power due to magnet heating. At
minimum output torque, the estimate is about 2.6% more than the measurement. The
torque estimate can be used for output correction to ensure that output performance of
the device is maintained during continuous operations like a drive cycle.
5.4 Summary
In this chapter, an experimentally determined lumped parameter thermal model is
used for temperature monitoring, condition monitoring and output torque prediction of
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the test device. The lumped parameter model is used as a temperature estimator in a
combined drive cycle test spanning a period of over an hour. In a single drive cycle, the
winding temperature estimate is within a maximum deviation of about 3.9◦C or 6.6%
of the measurement range from the measurement. A maximum time averaged error of
1.78◦C or 3% of the measurement range is observed for the winding temperature. The
results show that the lumped parameter model under or over estimates the temperature
during different stages of the drive cycle. This is reflected by fluctuations of the estimation
error between the maximum and minimum value from the mean. However, the estimation
error remains bounded throughout the drive cycle. Thus, the lumped parameter model is
able to track the device temperature during period of transient as well as showing good
long term stability.
The temperature estimation error of the lumped parameter model is inevitable due to
the model simplification. As a benchmark for modelling accuracy, the estimation accuracy
of the lumped parameter model is compared against ‘black box’ state space models of
different orders. The estimation error of the lumped parameter model is on average lower
than that of a 20th order state space model. The lumped parameter model also recorded
a lower absolute error. The careful selection of the structure of the lumped parameter
model and systematic parameter estimation method means that the accuracy of such a
reduced order model can be made as good or even better than a higher order model. The
experimentally determined lumped parameter thermal model is a good balance between
model simplicity and accuracy.
The improved accuracy of the model estimated temperature is down to the choice of a
structured lumped parameter model that captures only the dominant heat transfer paths.
The conduction heat transfers path are differentiated from the convection heat transfers
path due to the latter’s dependency on the device’s operating point. The thermal parame-
ters that characterize these heat transfer paths are then estimated using a constraint least
square parameter estimation method. The method is a practical approach to determine
the thermal parameters indirectly from measurement. Moreover, the method also yields
estimates of the electromagnet losses generated in the device such as the magnet loss.
The estimated parameters are also useful to update the thermal properties and inputs of
a numerical model.
The numerical model is developed as part of a Conjugate Heat Transfer (CHT) analy-
sis to simulate the internal temperature variation under steady conditions. For example,
thin materials with equivalent interfacial conductance determined from the estimated pa-
rameters are introduced between the winding and stator as well as the stator and casing
interface. These thin materials account for the presence of insulation materials and the
non perfect contact at the interfaces. Without introducing them, there will be a general
underestimation of the winding and stator temperature. On the other hand, including
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the thin materials in the simulation has led to a good agreement between the estimated
temperature from the numerical model and the measurements. The maximum wind-
ing and stator temperature estimates are 2.4% and 11.1% more than the measurements
respectively.
The dominant paths of the heat transfer between the heat source and the coolant
is mainly by heat conduction. Most of the internal heat generated in the winding and
stator is transferred to the casing by conduction and carried away by the coolant fluid.
The internal forced convection caused by the circulating air in the cavity provides an
alternative path of heat transfer. The heat transfer from the magnet on the other hand
is mainly by convection through the enclosed air. The accurate representation of the
convection heat transfer paths in the lumped parameter model would inevitably have an
effect on the winding and magnet temperature estimation accuracy. A parametric study
of the thermal conductance of the convection path measured in [W/K] is undertaken
and found to be dependent on the rotation speed. The correlation between the thermal
conductance and the rotation speed is described by a series of polynomial functions in
terms of the rotation speed.
The experimentally determined lumped parameter model is also shown to be useful in
estimating components of electromagnetic losses indirectly from the temperature measure-
ment. The method is a practical approach to estimate the components of electromagnetic
losses which may otherwise not be directly measurable in real time. On-line estimation
of both the copper and core losses are obtained using a recursive least sqaure method.
The on-line estimates were compared against the off-line measurement and found to have
a maximum deviation of 10.7% across the duration of the drive cycle. The method is ap-
plied to drive cycles with different levels of input current. The method is able to identify
the variation in the copper loss corresponding to changes in input current. The method
is useful in detecting unusual operation and possible faults such as a short circuit in the
winding. The method yields real time estimates of the core and copper loss which is useful
for conditioning monitoring of the device.
The magnet temperature can be estimated in real time using the lumped parameter
model which would otherwise be difficult to measure directly during device operation.
The model estimated magnet temperature is used to predict the fluctuations in the output
torque during a drive cycle. The output torque measured at its minimum is about 7.8%
less than the initial torque produced at the start of the drive cycle. There is an inverse
relationship between the magnet temperature and the output torque. The estimated
torque compared against the measurement during a drive cycle is shown to be about 2.6%
more at the point of minimum torque. This prediction is useful in output correction so as
to ensure that the output performance of the device is maintained during a drive cycle.
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Chapter 6
Conclusions and further work
6.1 Conclusions
A summary of the research outcomes is presented against the original aim of improving
the performance of a high power axial flux permanent magnet motor and a high precision
permanent magnet linear motor. The performance improvement is achieved through
comprehensive thermal management integrating the design analysis, condition monitoring
and model based control of such devices. The challenges addressed in each of these aspects
will be outlined. Finally, suggestions for further work will be presented at the end of the
chapter.
Design analysis
Objective 1: To maximize the power density and efficiency
The application of a two stage optimization technique to the design of a high precision
linear motor is shown in the first part of chapter 4. The application of the proposed
optimization method to the design process led to an improved design and time savings
during the design process. The experimental evaluation of the new prototype developed
based on the optimal design shows an increase in output force by 39.9% and reduction
in heat generation by 26.2% over the original design. The overall size of the device has
also been reduced. The design objective of increasing the force produced per unit heat
generated has led to a more compact device which produced a higher thrust force while
reducing the heat generation. In other words, the new design has led to improvement in
both power density and efficiency.
Besides meeting the main objective, some of the challenges that are encountered dur-
ing the application of the optimization method are also addressed in this research. Both
electromagnetic and thermal considerations are critical towards achieving the design ob-
272
jective. However, for such an analysis to be cost effective, reduced order models were
applied during the optimization process instead. The inaccuracies associated with using
an analytical magnetic model is addressed through an output space mapping technique.
The model inaccuracy is minimized through output space mapping whereby the output
from the reduced order model is mapped to that of a Finite Element model through a
basis function.
The basis function is determined through a parameter extraction process. Parameter
extraction is performed using an iterative least square algorithm during the optimization
process. Application of the output mapping resulted in better estimates of the air gap
magnetic flux density. At the optimal solution, the air gap magnetic flux density estimate
is within a 2.0% deviation of the Finite Element model prediction and 2.8% deviation from
the measured value. Moreover, the application of the output space mapping technique
resulted in a time saving of over 80% compared to a conventional optimization method.
The two stage optimization algorithm is a practical approach of dealing with mixed
variables that occurs in most engineering design problems. A first stage global search
using Genetic Algorithm followed by a second stage Branch and Bound method with
local minimization is a systematic way of searching for the optimal feasible solution. The
importance of multi-physics consideration in the design optimization of electric motors
and the potential increase in performance is shown. An output space mapping technique
improved the accuracy of reduced order models used in the design optimization which led
to a reduction in the computation time during the optimization process.
Condition monitoring
Objective 2: Maintaining reliable operations and enhancement of the power output
during continuous cyclic operation
The conditioning monitoring of a high power axial flux permanent magnet motor is
shown in chapter 5. It is achieved through an on-line estimation of copper and core loss
using an experimentally determined lumped parameter thermal model. The method is
able to identify the changes in copper loss corresponding to the input current variations
over several drive cycles. The method is shown to be robust in detecting input current
fluctuations indirectly through temperature measurement. This makes it a practical way
of detecting possible faults during actual operation such as a short circuit in the winding
which would yield changes in the input current as well.
The lumped parameter thermal model is also effective at estimating the winding tem-
perature during transient operations. The thermal model is able to track the winding
temperature variation over the course of a combined drive cycle test spanning a period
of over an hour. The winding temperature estimate is within a maximum deviation of
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about 3.9◦C or 6.6% of the measurement range in a single drive cycle. The experimentally
determined lumped parameter model is a good balance between accuracy and modelling
simplicity which makes it useful for real time temperature monitoring. The thermal
model would be useful for thermal protection against transient overloads during cyclic
operations. This could potentially improve the torque capability of the device.
Permanent magnet electric motors pose additional challenges in terms of condition
monitoring due to the performance degradation with changes in magnet temperature.
The lumped parameter thermal model is able to monitor the magnet temperature in real
time. This overcomes some of the practical limitations of direct temperature measurement
of the magnets mounted on the rotor. The estimated magnet temperature is useful to
prevent permanent demagnetization. Moreover, it is used for predicting the reduction
in output torque due to demagnetization during a drive cycle. The estimated torque is
compared against the measurement during a drive cycle which showed a 2.6% deviation
at the point of minimum torque. Such a prediction is useful in output correction to ensure
that the output performance is maintained during a drive cycle.
The challenges encountered in obtaining an accurate thermal model used for condition
monitoring are investigated in this research. For instance, the thermal properties of
the device are dependent on the manufacturing process and the internal heat transfer
varies with operating point. The variability of the thermal parameters are addressed by
using a model identification technique coupled to a structured lumped parameter thermal
model. The proposed constraint least square parameter estimation method is a practical
approach to determining the thermal parameters indirectly from measurement. Moreover,
the estimated parameters are useful to update the thermal properties of a numerical model.
A Conjugate Heat Transfer analysis using such a model showed improved temperature
estimation accuracy. A maximum winding and stator temperature estimation error of
3.5% and 11.1% respectively is recorded when compared against the measurement.
The variability of the internal heat transfer with the operating point is also investi-
gated. Although the internal heat transfer is mainly by conduction, the internal convection
through the enclosed air provides an alternative path of heat transfer. The internal con-
vection has an effect on the winding and stator temperature and more so on the magnet
temperature since the magnet is isolated on the rotor. A parametric study of the internal
convection is conducted using the thermal conductance of the convection path. Corre-
lation between the thermal conductance in [W/K] and the rotation speed in [RPM] are
determined as part of the analysis. The correlations prove to be useful in the application
of the lumped parameter model for more accurate temperature estimation.
The experimentally determined lumped parameter model shows good temperature
tracking ability over a drive cycle. It is an effective tool for thermal protection against
transient overloading. The on-line estimation of losses using the lumped parameter model
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coupled with temperature measurement is a practical method for detecting possible faults.
The sensorless monitoring of magnet temperature is also achieved which allows for output
torque prediction.
Model based control
Objective 3: Minimizing disturbance during operation and improving reliability
In the second part of chapter 4, a model based compensation method is applied to a high
precision permanent magnet linear motor for active thermal disturbance rejection. The
method is effective at compensating for the effect of thermal disturbance on positioning
accuracy. The application of the method during an extended 5 hour operation of the device
resulted in a mean unidirectional position deviation of −0.2µm with a repeatability of
±0.7µm. This represents a threefold improvement in positioning accuracy when compared
to a conventional compensation method. The reliability of the high precision linear motor
when used in the precision positioning systems is improved as a result.
The challenges in achieving effective disturbance rejection with minimal sensing is ad-
dressed in this research. The significant improvement in positioning accuracy achieved is
due to accurate disturbance modelling. Although the positioning error is a complex func-
tion of many interacting factors, the positioning error was found to have characteristics
linked to the thermal loading on the device. The minimal realization of the compensation
model is achieved through model identification techniques. Time series model in the form
of a cascaded transfer function and state space model is found to be suitable for modelling
the underlying thermal disturbance dynamics.
The compensation model makes use of the available electrical signal and temperature
measurement as input to estimate the resulting positioning error. In addition, a Modified
Kalman Filter (MKF) was proposed to reduce the number of temperature sensors required
in the application of the model based compensation method. In the final application of
the method, only a single temperature sensor embedded in the coil was needed for output
correction. This was achieved by mapping the measured error signal from the embedded
sensor based on a statistical correlation of the error signals which is applied to the MKF.
Implementation of the MKF resulted in improved temperature estimates with absolute
error of 0.4◦C which is equivalent to 1.8% of the measurement range.
As a fine tuning strategy, on-line model tuning is implemented which allowed the com-
pensation model to be calibrated before actual operation. It shows the practical usefulness
of the method in an industrial operating environment. Effective thermal disturbance re-
jection is achieved using a model based compensation method. This is due to accurate
disturbance modelling using a model identification technique. The application of a Mod-
ified Kalman Filter also led to minimal sensor utilization for output compensation.
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6.2 Further work
The design analysis of the high precision linear motor can be expanded beyond an
optimal dimensioning problem. For instance, the device topology and material selection
can be implemented as a mathematical optimization problem. In addition, a multi de-
sign objective can also be formulated to include minimizing the internal thermal strain
as a design criteria. This could potentially lead to a device with better performance
characteristics.
The two stage optimization method proposed in this research is directly applicable
to the design analysis of the high power axial flux permanent magnet motor. A design
objective of maximizing the torque per unit heat generated can be adopted. The problem
set up will differ slightly due to the different topologies between the axial flux motor and
linear motor. For instance, the heat generation would be a sum of the electromagnetic
loss components in the winding, stator and magnet. The parameters of the winding
configuration would be the natural choice for the design variables. The design variables
could be the number of slots, number of poles, wire diameter, number of series turns in
the coil and magnet dimensions.
The Modified Kalman Filter (MKF) proposed in this research can also be applied for
conditioning monitoring. For instance, the adaptive filtering technique would be useful
for more accurate magnet temperature monitoring in the axial flux motor. The exper-
imentally determined lumped parameter model can be coupled with measurement from
an embedded winding temperature sensor using the MKF. The temperature tracking ac-
curacy could be further improved by such a method.
The temperature corrected torque estimate obtained from the mathematical models
of the axial flux motor can be used as a compensator of the output torque. A model
based compensation method, similar to the method applied on the linear motor, can be
implemented on the axial flux motor for output torque correction. It is possible that more
precise torque control can be achieved with such a method.
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Appendix A
Mathematical derivations
A.1 Biot-Savart law
Another approach towards modelling magnetic fields produced by permanent magnets
is through the application of the Biot-Savart law to a current carrying conductor. The
method assumes that the total magnetic field produced by the conductor is contributed
by the sum of field produced by individual current element. The analysis begins by
dividing the conductor into discrete elements. Conductors may come in different shapes
and configurations. Therefore, the method represents a practical way to determine the
magnetic field as a sum of the linear distribution of current elements in a wire. The
following discussion is based on the description of the method found in (Ferrari 1975).
The current element is modelled as a short length of wire designated by a vector dl
carrying a current I. The magnetic field at a point of interest P in space whose position
is defined by a vector r originating at the current element.
A current element is equivalent to a short length of wire with an equal and opposite
charge +Q and −Q built up at the ends. The magnetic flux passing a point P on a
spherical surface S with radius r will be caused by the charges ±Q. Only the radial
component of the electric field set up by the charge will contribute to the magnetic field.
The radial component of the electric field (εr) from a dipole of charge Q is given by
εr =
Qδl cos θ′
2pir3
(A.1)
where θ′ is an angle between 0 and θ which is the component of the polar coordinate that
defines the location on the surface S as illustrated in Fig. A.1.1(a). The permittivity of
free space () is a constant that relates the electric field to the electric flux density (D)
such that D =  ε. Substituting the relation into (A.1) and taking the time derivative of
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the electric flux would yield the following expression
D˙r =
I δl cos θ′
2pir3
(A.2)
Using Ampere-Maxwell law (3.16) and the substitution of (A.1) for D˙r while integrating
along the path and surface shown in Fig. A.1.1(b). The magnetic field strength (δH) at
the point P caused by the current element is given by (A.3).
2pir sin θ δH =
∫ θ
0
(
Iδl cos θ′
2pir3
)
2pir sin θ′r dθ′
δH =
1
sin θ
∫ θ
0
Iδl
2pir2
sin θ′d(sin θ′)
δH =
Iδl sin θ
4pir2
(A.3)
Figure A.1.1: Illustration of (a) an electric dipole, (b) 2 dimensional slice of the sphere
of influence and (c) component of magnetic field generated by a coil of wire at a point
Equation (A.3) gives the final form of the Biot-Savart equation which can be used for
analysis of fields propagating from current carrying wires. The magnetic field coming out
of a coil of wire is of interest in many applications. The coil is the fundamental unit of
construction for many electric motors. Considering one such coil of radius R carrying a
current I and the magnetic field generated at a point a distance x away from the plane
of the loop as shown in Fig. A.1.1(c). Using the expression (A.3) with θ = pi/2 and
r2 = R2 +x2, the magnetic field δH due to current element δl at the point is simply given
by the following expression.
δH =
Iδl
4pi(R2 + x2)
(A.4)
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and the axial component of the field δH is given as such when
δH cosα =
Iδl
4pi(R2 + x2)
R√
(R2 + x2)
(A.5)
The axial magnetic field contribution is the same for all positions around the loop and
the total magnetic field contributed by the loop is simply the integral sum of δH. The
integral yields the expression (A.6) which gives the magnetic field strength H caused by
a circular loop of wire at a point a distance x away from the plane of the coil.∫
cosα dH =
∫ 2pir
0
I
4pi(R2 + x2)
dl
H =
IR2
4pi(R2 + x2)
(A.6)
The preceding derivation shows how the magnetic field generated from a circular coil of
wire can be modelled using the methods of current elements. The method works equally
well for modelling the magnetic field propagating from a permanent magnet. This can be
done by a simple modification based on the equivalence of the current loop and magnetic
dipole. A permanent magnet is therefore equivalent to a series of coils stacked in the
direction of polarization. For a cylindrical permanent magnet, the total magnetic field
produced at a point P is a superposition of the magnetic field produced by layers of
circular coils. The field produced by each layer is described by the expression (A.6).
A.2 Non-dimensional analysis
The following description of a non dimensional analysis is based on the work presented
in (Chapman 1987). For simplicity, the derivation of the non dimensional parameter is
limited to a 2 dimensional steady flow of an incompressible fluid over a solid surface ig-
noring any body forces. The fluid is known to have constant properties and it has a mean
temperature of Tf while the solid surface is maintained at a temperature Ts. Based on
these conditions, the continuity, momentum and energy equations are simplified to the
following form
Continuity equation
∂u
∂x
+
∂v
∂y
= 0 (A.7)
Momentum equations
u
∂u
∂x
+ v
∂u
∂y
= −1
ρ
∂P
∂x
+
µ
ρ
(
∂2u
∂x2
+
∂2u
∂y2
)
(A.8)
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u
∂v
∂x
+ v
∂v
∂y
= −1
ρ
∂P
∂y
+
µ
ρ
(
∂2v
∂x2
+
∂2v
∂y2
)
(A.9)
Energy equation
ρcp
(
u
∂T
∂x
+ v
∂T
∂y
)
= k
(
∂2T
∂2x
+
∂2T
∂2y
)
+ µ
[
2
(
∂u
∂x
)2
+ 2
(
∂v
∂y
)2
+
(
∂u
∂y
+
∂v
∂x
)2]
(A.10)
The process begins by choosing characteristic quantities that describes the geometry,
fluid flow and heat transfer which is common across different problems. For example, the
characteristic dimension (l) can be the diameter of a cylindrical pipe. The characteristic
velocity (U) can be the free stream velocity for an external flow or the mean velocity in
an internal flow. The characteristic pressure is chosen as 1
2
ρU2 while the characteristic
temperature is often defined as the temperature difference ∆T = Ts − Tf . The variables
are converted into non dimensional forms by normalizing them against the characteristic
quantity as defined here in the following list
1. Dimensionless coordinate: x∗ = x
l
and y∗ = y
l
2. Dimensionless velocity: u∗ = u
U
and v∗ = v
U
3. Dimensionless pressure: P ∗ = P1
2
ρU2
4. Dimensionless temperature: T ∗ = T−Tf
Ts−Tf
The continuity, momentum and energy equations can now be converted into non di-
mensional form by substituting the dimensionless parameters into the original governing
equations given by (A.7)-(A.10). The non dimensional governing equations is defined in
(A.11)-(A.14)
Continuity equation
∂u∗
∂x∗
+
∂v∗
∂y∗
= 0 (A.11)
Momentum equations
u∗
∂u∗
∂x∗
+ v∗
∂u∗
∂y∗
= −1
2
∂P ∗x
∂x∗
+
µ
ρUl
(
∂2u∗
∂x∗2
+
∂2u∗
∂y∗2
)
(A.12)
u∗
∂v∗
∂x∗
+ v∗
∂v∗
∂y∗
= −1
2
∂P ∗y
∂y∗
+
µ
ρUl
(
∂2v∗
∂x∗2
+
∂2v∗
∂y∗2
)
(A.13)
Energy equation
ρcpUl
k
(
u∗
∂T ∗
∂x∗
+ v∗
∂T ∗
∂y∗
)
=
(
∂2T ∗
∂2x∗
+
∂2T ∗
∂2y∗
)
+
µU2
k∆T
[
2
(
∂u∗
∂x∗
)2
+ 2
(
∂v∗
∂y∗
)2
+
(
∂u∗
∂y∗
+
∂v∗
∂x∗
)2] (A.14)
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The solution of the above equations for the dimensionless variables is unique to the set
of parameters defined by the characteristic quantities and fluid properties (l, U , ∆T , µ,
ρ, cp, k). The solutions differ only depending on the values of these parameters. Thus,
the dimensionless temperature T ∗ can be expressed as a function of these parameters.
T ∗ = f(x∗, y∗,
µ
ρUl
,
ρcpUl
k
,
µU2
k∆T
) (A.15)
A.3 Turbulence modelling
The following derivation of the governing equations for turbulent flow will be based
on Cartesian tensor notations. Expressing the governing equations using tensor notations
leads to a form that is more compact and suitable for the subsequent discussion. Tensor
notations replaces the coordinates (x, y, z) and velocities (u, v, w) with (x1, x2, x3) and
(u1, u2, u3) respectively. The continuity and momentum equations expressed in tensor
notations are given by (A.16)-(A.17).
∂ρ
∂t
+
∂
∂xj
(ρuj) = 0 (A.16)
∂(ρui)
∂t
+
∂
∂xj
(ρujui) = −∂P
∂xi
+
∂
∂xj
τij (A.17)
where τij is the viscous stress tensor defined as
τij = µ
(
∂ui
∂xj
+
∂uj
∂xi
)
− 2
3
µ
∂uk
∂xk
δij (A.18)
and δij is the Kronecker delta first defined in (3.36). Substituting (3.52) into the momen-
tum equation as defined by (A.17) and taking the time average of the velocity leads to
the following form
∂
∂xj
(ρu¯iu¯j) = −∂P
∂xi
+
∂τ ′ij
∂xj
− ∂
∂xj
(ρu˜iu˜j)︸ ︷︷ ︸
turbulence stress
(A.19)
where τ ′ij is the time averaged stress tensor defined in terms of the mean velocity (u¯) in
a form similar to (A.18). Closer inspection of the time averaged momentum equation
(A.19) with the original form (A.17) shows that it differs only for the additional term
introduced after the substitution. The additional term is known as the turbulent stress.
The turbulence stress is a set of unknowns which must be determined as part of the
solution. Different methods exists to solve (A.19) for the turbulent velocity field. The
most common of which is the k − ε turbulence model.
The k − ε turbulence model is based on the assumption that the turbulent stress is
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related to the mean velocity gradient in the same way as the viscous stress such that
ρu˜iu˜j = −µt
(
∂u¯i
∂xj
+
∂u¯j
∂xi
)
+
2
3
(
µt
∂u¯k
∂xk
+ ρk
)
δij (A.20)
where k = 1
2
u˜iu˜i is defined as the turbulence energy and µt is the turbulence viscosity.
The turbulence viscosity is not a physical property but is related to the nature of the
turbulence. Substituting the above relation for the turbulent stress into the momentum
equation (A.19) yields
∂
∂xj
(ρu¯iu¯j) = −∂P
∂xi
+
∂
∂xj
[
µeq
(
∂u¯i
∂xj
+
∂u¯j
∂xi
)
− 2
3
(
µeq
∂u¯k
∂xk
+ ρk
)
δij
]
(A.21)
where the µeq is the equivalent viscosity such that µeq = µ + µt. From non dimensional
analysis of the governing equations and empirical observations, the turbulent viscosity µt
is dependent on the velocity (vt) and length (lt) scale of the eddies in the following form
µt =
C0ρk
2
ε
(A.22)
where ρ is the fluid density and C0 is a constant of proportionality while ε is the turbulence
dissipation rate.
The turbulence parameters k and ε are governed by two differential equations defined
by (A.23) and (A.24). They have forms similar to the momentum equation. However, ad-
ditional coefficients are included to allow for adjustment based on empirical observations.
∂(ρk)
∂t
+
∂
∂xj
(ρu¯jk) =
∂
∂xj
(
µeq
σk
∂k
∂xj
)
+G− ρε (A.23)
∂(ρε)
∂t
+
∂
∂xj
(ρu¯jε) =
∂
∂xj
(
µeq
σε
∂ε
∂xj
)
+ C1
ε
k
G− C2ρε
2
k
(A.24)
where G is defined as such
G = µt
(
∂u¯i
∂xj
+
∂u¯j
∂xi
)
∂u¯i
∂xj
(A.25)
C1, C2, σk and σε are empirical constants that have predetermined values. The turbulence
velocity field can be obtained by solving the above equations for the turbulence parameter
concurrently with the momentum equation as defined by (A.21) for the velocity field.
A.4 Eddy current loss
A thin plate is shown in Fig. A.4.1 with width (l) that is significantly greater than
the thickness (b). The eddy current loss generated in the thin plate when subjected to a
changing magnetic flux (Φ) will be presented here. The following discussion is adapted
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Figure A.4.1: Eddy current flowing in a thin plate subjected to a changing magnetic flux
from (Carter 1967). Applying the Maxwell-Ampere law to this problem, the magnetic
field H in the x direction will be modified by the presence of the eddy current with current
density J following this relationship.
dH
dx
= −J (A.26)
Similarly, the component of eddy current causing a change in the magnet flux in the
direction of the field follows this relation based on Faraday’s law. A phasor notation is
used in (A.27) to indicate a time shift in the quantity as the current and flux are out of
phase by a quadrature. ρ and ω defined in (A.27) refers to the material resistivity and
angular frequency of the magnetic flux variation respectively.
ρ
dJ
dx
= −jωB (A.27)
The resultant magnetic flux density is obtained by combining (A.26)-(A.27) which yields
the following expression
B = −jρ
ω
d2H
dx2
(A.28)
Thereafter, a further substitution of the constitutive relation B = µH gives the second
order ordinary differential equation (O.D.E) in terms of the magnetic flux density (B).
B = − jρ
µω
d2B
dx2
⇒ d
2B
dx2
−jµω
ρ
B = 0
(A.29)
Thus, the y component of the resultant magnetic flux density distribution along the
x direction is given by the solution of (A.29). The general solution of the second order
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O.D.E is of the following form
B = B1e
x
√
jd +B2e
−x√jd (A.30)
where d =
√
ρ
µω
. The magnetic flux density at the boundary x = ±b/2 carries the value
of B0. Substituting the boundary values into (A.30) yields the solution.
B =
{
e
x
d
√
j + e−
x
d
√
j
e
b
2d
√
j + e−
b
2d
√
j
}
(A.31)
The above expression can be simplified by using hyperbolic trigonometric notations and
the substitution of
√
j = 1+j√
2
which leads to
B = B0
cosh x
d
1+j√
2
cosh b
2d
1+j√
2
(A.32)
Using Ampere Maxwell’s law (A.26) with the constitutive relation B = µH and the
expression for the magnetic flux density (A.32) leads to the following expression of the
current density
J =
dH
dx
= − 1
µ
dB
dx
=
B0
µ
(
1 + j√
2
) sinh(x
d
1+j√
2
)
cosh
(
b
2d
1+j√
2
) (A.33)
The following trigonometric relations are used to expand the terms in (A.33)
sinh(A+ jB) ≡ sinhA cosB + j coshA sinB
cosh(A+ jB) ≡ coshA cosB + j sinhA sinB
(A.34)
which leads to the following expanded form
J =
B0
µ
(
1 + j√
2
)√
sinh x
d
√
2
cos x
d
√
2
+ j cosh x
d
√
2
sin x
d
√
2
coshα cosα + j sinhα sinα
(A.35)
where α = b
2
√
2d
. The expanded form allows for easy calculation of the magnitude which
is given by
|J | = B0
µ
√
sinh2 x
d
√
2
cos2 x
d
√
2
+ cosh2 x
d
√
2
sin2 x
d
√
2
cosh2 α cos2 α + sinh2 α sin2 α
(A.36)
The above expression can be simplified using the following trigonometric identities for
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double angles which yields the compact form of the magnitude of J given by (A.38).
2 cos2A = 1 + cos2A
2 sin2A = 1− cos2A
2 cosh2A = cosh2A+ 1
2 sinh2A = cosh2A− 1
(A.37)
|J | = B0
µ
√
cosh x
√
2
d
− cos x
√
2
d
cosh 2α + cos 2α
(A.38)
The eddy current loss per unit volume is given by the following integral
P
′′′
edy =
∫ b/2
−b/2
ρ
b
|J |2dx (A.39)
Substituting (A.38) into the above expression leads to the following expression of the eddy
current loss per unit volume
P
′′′
edy =
ρB20
b(µd)2(cosh 2α + cos 2α)
∫ b/2
−b/2
(
cosh
x
√
2
d
− cos x
√
2
d
)
dx
=
ρB20
√
2
bµ2d
(
sinh 2α− sin 2α
cosh 2α + cos 2α
)
[W/m3]
(A.40)
Rearranging the terms in (A.40) and making the substitution γ =
√
µ
ρ
pif leads to the
following expression of the eddy current loss per unit volume
P
′′′
edy =
pi2
6ρ
b2f 2B20
(
6
b3γ3
)(
sinh bγ − sin bγ
cosh bγ + cos bγ
)
(A.41)
A.5 Model identification
AutoRegressive eXogenous (ARX) model
The autoregressive exogenous (ARX) model is the simplest model structure which is
defined in the following form
y(n) + a1y(n− 1) + · · ·+ anay(n− na)
= b1u(n− 1) + · · ·+ bnbu(n− nb) + ε(n)
(A.42)
where ε is termed the equation error which is assumed to have a zero mean and a con-
stant variance. The ARX model can be expressed in transfer function form by using the
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backward shift operator q−1 such that (A.42) becomes
A(q)y(n) = B(q)u(n) + ε(n)
where A(q) = 1 + a1q
−1 + · · ·+ anaq−na
B(q) = b1q
−1 + · · ·+ bnbq−nb
(A.43)
Rearranging into the general form as defined by (3.100) yields the following form
y(n) =
B(q)
A(q)
u(n) +
1
A(q)
ε(n) (A.44)
where
G(q) =
B(q)
A(q)
, H(q) =
1
A(q)
(A.45)
The model parameters are defined as the coefficients A(q) and B(q) which is expressed
as a vector
θ =
[
a1 · · · ana b1 · · · bnb
]T
(A.46)
The one step ahead predictor of the ARX model is given by substituting the transfer
function G(q) and H(q) as defined by (A.45) into the general form of predictor (3.103)
which then yields the following expression
yˆ(n|θ) = B(q)u(n) + [1− A(q)] y(n) (A.47)
Introducing the data vector (ϕ) which is defined by the input and output data in the
following manner
ϕ(n) =
[
−y(n− 1) · · · −y(n− na) u(n− 1) · · · u(n− nb)
]T
(A.48)
which completes the transformation of the ARX model into the standard matrix form
yˆ(n|θ) = ϕT (n)θ (A.49)
AutoRegressive eXogenous Moving Average (ARMAX) model
The autoregressive exogenous (ARX) model lacks the flexibility of modelling the prob-
abilistic component. Thus, adding a moving average filter to the disturbance term adds
an additional degree of flexibility in modelling the process. Doing so modifies the ARX
model into a autoregressive exogenous moving average model (ARMAX) which is defined
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as such
y(n) + a1y(n− 1)− · · · − anay(n− na)
= b1u(n− 1) + · · ·+ bnbu(n− nb)
+ ε(n) + c1ε(n− 1) + · · ·+ cncε(n− nc)
(A.50)
Equation (A.50) can be expressed in transfer function form by using the backward shift
operator q−1
A(q)y(n) =B(q)u(n) + C(q)ε(n)
where A(q) = 1 + a1q
−1 + · · ·+ anaq−na
B(q) = b1q
−1 + · · ·+ bnbq−nb
C(q) = 1 + c1q
−1 + · · ·+ cncq−nc
(A.51)
The ARMAX model can be expressed in general form
y(n) =
B(q)
A(q)
u(n) +
C(q)
A(q)
ε(n) (A.52)
where
G(q) =
B(q)
A(q)
, H(q) =
C(q)
A(q)
(A.53)
The coefficients of the transfer functions A(q), B(q) and C(q) are the model parameters
defined by the following vector
θ =
[
a1 · · · ana b1 · · · bnb c1 · · · cnc
]T
(A.54)
Substitute (A.53) into the general expression for the predictor (3.103) yields
yˆ(n|θ) = B(q)
C(q)
u(n) +
[
1− A(q)
C(q)
]
y(n) (A.55)
Multiplying the above expression with C(q) on both sides leads to
C(q)yˆ(n|θ) = B(q)u(n) + [C(q)− A(q)] y(n) (A.56)
then adding [1− C(q)] yˆ(n|θ) to both sides to the above expression leads to the following
form
yˆ(n|θ) = B(q)u(n) + [1− A(q)] y(n) + [C(q)− 1] [y(n)− yˆ(n|θ)] (A.57)
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where the predictor can be expressed in terms of the prediction error by substituting
y(n)− yˆ(n|θ) with ε(n)
yˆ(n|θ) = B(q)u(n) + [1− A(q)] y(n) + [C(q)− 1] ε(n) (A.58)
Equation (A.58) can be expressed in standard matrix form as such
yˆ(n|θ) = ϕT (n)θ (A.59)
where the data vector (ϕ) is defined by
ϕ(n) = [−y(n− 1) · · · −y(n− na)
u(n− 1) · · · u(n− nb)
ε(n− 1) · · · ε(n− nc)]T
(A.60)
Box-Jenkins (BJ) model
A more flexible form of the output error model was proposed by Box-Jenkins to further
model the properties of the output error. The Box-Jenkins model as it is known now has
the following structure
y(n) =
B(q)
F (q)
u(n) +
C(q)
D(q)
ε(n) (A.61)
where the transfer functions G(q) and H(q) are defined as such
G(q) =
B(q)
F (q)
, H(q) =
C(q)
D(q)
(A.62)
The transfer functions G(q) and H(q) are independently parametrized in a BJ model
which allows for greater flexibility to model the process. Substituting (A.62) into the
general expression for the predictor (3.103) gives the predictor for a BJ model as
yˆ(n|θ) = D(q)B(q)
C(q)F (q)
u(n) +
C(q)−D(q)
C(q)
y(n) (A.63)
Instrument Variable (IV)
It should be pointed out that ideally the prediction error be independent of past data.
If the data vector (ϕ) does not depend on θ, it would only require a linear regression
to obtain the parameters which is the case for an ARX model. However, for the case
of the ARMAX, OE and BJ model, the data vector contains past data that are partly
reconstructed from the model output. Thus, the parameter estimation process is no longer
a linear regression but a pseudo linear regression. For most applications, a pseudo linear
regression is sufficient to arrive at a reasonably accurate model. However, if there are
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strong correlations between the output and the prediction error then best estimate of the
model parameter can be obtained by solving (A.64) instead of the original least square
problem.
1
N
N∑
n=1
z(n)
[
y(n)−ϕT (n)θ] = 0 (A.64)
where z are called the instruments. The estimated parameters are given by the following
expression
θˆIV =
[
1
N
N∑
t=1
z(n)ϕ(n)T
]−1
1
N
N∑
t=1
z(n)y(n) (A.65)
such that
∑N
t=1 z(n)ϕ(n)
T 6= 0 for a solution to exist. This condition implies that the
instruments should be strongly correlated with the data. The definition (A.64) implies
that the instruments are uncorrelated or at least weakly correlated with the error sequence.
This can be summarized mathematically as follows
E
[
z(n)ϕT (n)
] 6= 0
E [z(n)e(n)] = 0
(A.66)
There are several ways to choose the instruments. One such method is done using the
inputs and delayed inputs only with no outputs and the instrument can be defined as
such
z(n) =
[
−x(n− 1) · · · −x(n− na) u(n− 1) · · · u(n− nb)
]T
(A.67)
where na is the number of past output used in the original model and x(n) is obtained
from past inputs by linear filtering with a filter of the following form
x(n) =
N(q)
M(q)
u(n) (A.68)
Most instruments used in practice are generated this way. There are other more sophisti-
cated methods which could be determined from a frequency analysis for instance. Other
techniques make use of the simulated output from the model where the instruments and
the simulated output are updated iteratively in the solution process.
A.6 Final value theorem
Based on the final value theorem as discussed in (Franklin 1998), the steady state error
of a closed loop system with a closed loop transfer function, Gcl(z), subjected to a unit
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step input is given by the following expression
esp =
1
1 + lim
z→1
Gcl(z) (A)
while the steady state error corresponding to a ramp input is given by the following
expression
erp =
Ts
lim
z→1
(z − 1)Gcl(z)
(B)
Figure A.6.1: Block diagram of the closed loop system
The closed loop transfer function of the linear motor as illustrated by the block diagram
in Fig. A.6.1 is shown here in (C). The closed loop transfer function is derived from the
product of the C(z), G(Z) and H(z) as defined in (4.66) and (4.67).
Gcl(z) =
(
KP +KI
Ts
z − 1 +KD
z − 1
Tsz
)(
b2z
2 + b1z + b0
a3z3 + a2z2 + a1z + a0
)
g0 (C)
By inspecting (A), it is apparent that the steady state error, esp, tend towards zero when
the term, lim
z→1
Gcl(z), tend towards infinity. The introduction of the integral term in
the controller have the effect of eliminating the steady state error. The choice of the
proportional gain, KP , has no effect on the step response. Similarly, from the inspection
of (B), it is apparent that the steady state error, erp, tend towards zero when the term,
lim
z→1
(z − 1)Gcl(z), tend towards infinity. Using expressions (B) and (C), the steady state
error of a ramp input is evaluated as
erp =
a3 + a2 + a1 + a0
KI(b2 + b1 + b0)g0
(D)
From (D), it is apparent that KP has no effect on the steady state error erp. Therefore,
it can be concluded that steady state error of the closed loop system when subjected to
a step and ramp input is independent of the proportional gain (KP ) of the controller.
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Appendix B
Material properties
307
Figure B.0.1: Winding insulation material properties
308
Figure B.0.2: Magnetic properties of M330-35A electrical steel
309
Figure B.0.3: Magnetic properties of N33EH magnets
310
Appendix C
Supplementary data
Air gap magnetic flux model response data
Figure C.0.1: Output response from the (a) fine, (b) surrogate model and (c) mismatch
between models
Table C.1: Mapping parameters
Parameters θ0 θ1 θ2
Value 3.83× 10−2 9.17× 10−4 3.05× 10−4
311
Model mismatch and averaged mapping error data
Figure C.0.2: Optimization parameters at major iterations: (a) objective function value,
(b) model mismatch and (c) averaged mapping error
Table C.2: Model mismatch and averaged mapping error
Iterations 1 2 3 4 5 6 7 8
Mismatch [T] 0.1500 -0.0037 -0.0019 -0.0016 -0.0016 -0.0016 -0.0016 -0.0016
Averaged
mapping
error [T]
0.1500 0.1006 0.0712 0.0581 0.0581 0.0581 0.0581 0.0581
Iterations 9 10 11 12 13 14 15 16
Mismatch [T] -0.0016 -0.0016 -0.0016 -0.0016 -0.0016 -0.0016 -0.0016 -0.0016
Averaged
mapping
error [T]
0.0581 0.0581 0.0581 0.0581 0.0581 0.0581 0.0581 0.0581
312
F
ig
u
re
C
.0
.3
:
T
ra
sf
er
fu
n
ct
io
n
an
d
st
at
e
sp
ac
e
m
o
d
el
p
ar
am
et
er
s
313
Figure C.0.4: Measured power input and temperature response for a static test with
70A DC input current
Figure C.0.5: Measured power input and temperature response for a static test with
50A DC input current
314
Figure C.0.6: Measured input power and temperature response of a rotation test at
3000RPM with 100A RMS input current
Figure C.0.7: Measured input power and temperature response of a rotation test at
2000RPM with 100A RMS input current
315
Figure C.0.8: Measured input power and temperature response of a rotation test at
1000RPM with 100A RMS input current
Figure C.0.9: Measured input power and temperature response of a rotation test at
4000RPM with 80A RMS input current
316
Figure C.0.10: Measured input power and temperature response of a rotation test at
3000RPM with 80A RMS input current
Figure C.0.11: Measured input power and temperature response of a rotation test at
2000RPM with 80A RMS input current
317
Figure C.0.12: Measured input power and temperature response of a rotation test at
1000RPM with 80A RMS input current
Figure C.0.13: Measured input power and temperature response of a rotation test at
4000RPM with 60A RMS input current
318
Figure C.0.14: Measured input power and temperature response of a rotation test at
3000RPM with 60A RMS input current
Figure C.0.15: Measured input power and temperature response of a rotation test at
2000RPM with 60A RMS input current
319
Figure C.0.16: Measured input power and temperature response of a rotation test at
1000RPM with 60A RMS input current
320
Raw data of the measurement and estimated parameters
Table C.3: Measurement and estimated parameter for static test
DC Current 50A 70A 80A mean
T1 [
◦C] 30.8 58.3 86.2
T2 [
◦C] 9.9 18.7 27.5
T4 [
◦C] 0.9 2.3 3.4
P1 [W] 529 923 1377
K1,2d [W/K] 25 23 24 24
K2,4d [W/K] 53 51 55 53
K4v [W/K] 366 442 485 431
Table C.4: Measurement and estimated parameter at 60A RMS input current
Rotation speed 1000RPM 2000RPM 3000RPM 4000RPM
Pin [kW] 5.03 10.01 14.95 19.90
T1 [
◦C] 39.6 44.5 49.2 56.0
T2 [
◦C] 13.0 18.0 22.5 29.7
T3 [
◦C] 8.5 28.2 44.8 60.3
T4 [
◦C] 1.2 2.9 3.7 6.2
K2,4v [W/K] 4 15 20 25
K3,4v [W/K] 0 1 2 5
Pmg [W] 0 12 48 188
Table C.5: Measurement and estimated parameter at 80A RMS input current
Rotation speed 1000RPM 2000RPM 3000RPM 4000RPM
Pin [kW] 6.81 13.50 19.80 26.53
T1 [
◦C] 28.8 33.9 38.5 44.6
T2 [
◦C] 10.0 15.2 19.5 26.1
T3 [
◦C] 2.3 19.4 35.6 50.1
T4 [
◦C] 0.6 2.5 2.9 4.9
K2,4v [W/K] 4 13 19 25
K3,4v [W/K] 0 1 3 5
Pmg [W] 0 16 80 227
Table C.6: Measurement and estimated parameter at 100A RMS input current
Rotation speed 1000RPM 2000RPM 3000RPM 4000RPM
Pin[kW] 8.62 16.69 25.04 33.20
T1 [
◦C] 20.2 25.2 30.3 36.7
T2 [
◦C] 7.4 11.9 16.6 23.6
T3 [
◦C] 0.2 15.2 29.8 44.2
T4 [
◦C] 0.6 1.4 2.3 5.2
K2,4v [W/K] 4 12 19 26
K3,4v [W/K] 0 1 2 5
Pmg [W] 1 13 80 276
321
Simulated temperature from the numerical model without thin material
Figure C.0.17: Steady state temperature distribution (slot winding temperature shown
in inset) for operating points corresponding to a RMS input current of 100A at (a)
1000RPM, (b) 2000RPM, (c) 3000RPM and (d) 4000RPM
322
Appendix D
Programming
Figure D.0.1: Labview program for feedback position control
323
Figure D.0.2: Output position measurement
324
Figure D.0.3: Temperature measurement
325
Figure D.0.4: Input electrical measurement
Figure D.0.5: PID control implementation in Labview FPGA
326
Figure D.0.6: Model based compensator implemenation in Labview RT
327
Appendix E
Technical drawings
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