• The approach -P erform density estimation in high-dimensional spaces using an eigenspace decomposition.
-T his is more efficient than performing the density estimation in the original high-dimensional space.
-T wo types of density estimates are derivedfor modeling the training data:
(1) a multivariate Gaussian (2) a mixture-of-Gaussians -These densities are the used to compute likelihoods for object detection.
• Density estimation in eigenspace -The goal is to estimate the complete probability density of the object'sappearance using an eigenvector decomposition of the image space.
-The probability density is decomposed into twocomponents:
(1) the density in the principal subspace (i.e., defined by the principal components).
(2) the density in its orthogonal complement (i.e., defined by the components that are thrown away).
• Quick review of eigenspace theory -G iv enas et of image vectors x t , t=1,2,..,N T ,w ei dentify the largest components M of the covariance matrix Σ.
-E ach image vector is then expressed in a newc oordinate system (defined by the principal eigenvectors):
y =Φ T M˜x where˜x = x − x and the columns of Φ are the principal components.
Principal subspace F: the space defined by the principal components Φ i , i = 1, 2,.. , M Orthogonal complement F: the space defined by the other components Φ i , i = M + 1, . . , N Distance in face space (DIFS): distance computed in the space of principal components.
Distance from face space (DFFS): (1) project, (2) reconstruct, (3) subtract from original (essentially the distance computed in the space of the non-principal components. • Modeling the density as a high-dimensional Gaussian -Let'sassume that the density of faces in class Ω is modeled by a high-dimensional Gaussian whose parameters (x, Σ) have been estimated:
-The DIFS should be computed using the Mahalanobis distance:
(this is essentially P(Ω/x) assuming equal priors)
-Inmost applications, we simply discard the F-space and work with p F (x/Ω) -T ocompute the likelihood of an observation x,howev er, itmight be important to use the complete density p(x/Ω) (i.e., we need p F (x/Ω)).
-T here are an infinity of vectors which are not members of Ω and can have similar F-space projections.
-W emay get manyfalse positiveswithout using p F (x/Ω)
-E valuating the above expression explicitly is not feasible due to the high dimensionality (i.e., we do not compute all the eigenvalues in practice).
-W eneed to estimate d(x) using only M eigenvalues (i.e., those corresponding to the principal components).
with the following expression:
ρ -Itcan be shown that the optimal value ρ * of ρ is givenby:
-T he value of ρ * can be computed by extrapolating the eigenspace spectrum (e.g., fit a function like 1/ f to the available eigenvalues and the fact that the last eigenvalue is the estimated pixel noise variance).
• Modeling the density as a mixtureofGaussians -W hen the training set represents multiple views or multiple objects under varying illumination conditions, the density of the training views in the F-space is no longer unimodal.
-T he training data tends to lie on complexa nd non separable low-dimensional manifolds in image space.
-T od eal with this issue, we need to assume that p F (x/Ω) is an arbitrary density p(y/θ ) (p F (x/Ω) is still assumed to be Gaussian).
where θ are the parameters of the mixture (each p(y/θ k ) is a Gaussian).
-The parameters of the mixture can be estimated using the EM algorithm.
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• Face detection usingp(x/Ω) -C ompute the posterior probabilities P(Ω/x) at each location of the image usingp(x/Ω) (saliency map).
-Use different windowsizes for handling scale (multiscale saliency maps).
-Local maxima in the saliencymap correspond to faces.
• Experiment1: detection of facial features -D etect facial features liket he eyes, the nose, and the mouth (e.g., needed to normalize faces for face recognition).
-Adatabase including 7,562 "mugshot" images were used in this experiment.
-9--Three methods have been compared using 7,000 images from that database:
(1) template matching using SSD (sum-of-squared differences) -the template was based on the average facial feature (e.g., left eye).
(2) DFFS template (Euclidean distance, 5 principal components) (3) ML detector (a single Gaussian, 5 principal components)
• Experiment2: detection of faces -T he mutiscale detector was also tested on 2,000 images from the FERET database.
-Asingle Gaussian was used -10 principal components.
-Correct detection rate was 97%.
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• Experiment3: recognition of frontal faces -Adatabase with 7,562 images of 3,000 people (men, women, children, different races) was used.
-Arepresentative set of 128 faces were used for computing the eigenfaces.
-Asingle Gaussian was used -20 principal components.
-T he average recognition rate was assessed by performing several experiments (200 faces selected at random for testing) -the system achieved9 5% recognition rate.
• Experiment4: recognition under general viewing conditions -Giv en N individuals under M different views we could:
(1) Use Nayar'sapproach (parametric eigenspace) (2) Build M distinct eigenspaces (one per view) -(view-based eigenspace)
-Theyargue that the "view-based" eigenspace approach models a complexdistribution by the union of several simpler distributions.
-T odetermine the location and orientation of a face in an input image, we compute its likelihood in each eigenspace and select the maximum.
-T he view-based approach was evaluated using 9 views of 21 people (189 images, -90 to 90 degrees).
Interpolation performance *Trained with ±90 degrees, ±45 degrees, ±0degrees *T ested with ±68 degrees and ±23 degrees *Achieved90% average recognition performance.
Extrapolation performance *Trained with images e.g., in the interval (-90 degrees to +45 degrees) *T ested with viewe.g., +68 degrees, and +90 degrees *F or testing views separated by ±23 degrees from the training images, the av erage recognition rate was 83% *F or testing views separated by ±45 degrees from the training images, the av erage recognition rate was 50%
• Experiment5: modular recognition -Build a separate eigenspace for each facial feature (i.e., eigeneyes, eigennoses, eigenmouths).
-Used a database with 2 views of 45 people.
-Used half for training and half for testing.
-T he eigenfeature approach is really superior when there are variations in the input image (e.g., hats, beards etc.)
• Experiment6: hand detection and recognition -The human hand is a highly articulated, non-rigid object.
-As hape representation (edge-based) is used to characterize its identity (i.e., texture not important).
-13--Amixture of Gaussians is used in this case for hand detection (the distribution of hand gestures is multimodal).
-Used 5 mixture components and 10 principal components.
-P resent some results where the hand is detected successfully assuming complexbackground.
-Once the hand has been detected, recognition is very very accurate evenusing as imple Euclidean distance (100% success rate assuming 375 frames from an image sequence containing 7 gestures).
Tracking color objects using adaptive mixturemodels (S. McKenna, Y.R aja, and S. Gong, "Tracking color objects using adaptive mixture models", Image and Vision Computing,vol. 17, pp. 225-231, 1999 (on-line)) • The problem -T racking color objects in real-time under varying illumination, viewing geometry,and camera parameters.
• Current approaches -Use non-parametric models based on histograms (requires lots of data).
-Use only one Gaussian whose parameters are adapted overtime.
• The approach -Astatistical model is proposed for modeling color distributions overtime.
-The model is based on adaptive Gaussian mixtures for real-time tracking color objects.
(1) A set of predetermined generic object color models can be used to initialize (or re-initialize) the tracker.
(2) During tracking, the model adapts and improvesi ts performance by becoming specific to the observed conditions.
-T he model performs satisfactory under varying illumination, viewing geometry,and camera parameters.
• Assumptions -The number of components is kept fixed (determined using a fixed data set).
-T his implies that the number of components needed to accurately model an object'scolor does not change significantly with changing viewing conditions.
• Color mixturemodels -T he conditional density of a pixel x i ,b elonging to an object, O (i = 1, 2, ... , n), is modeled as a Gaussian mixture with K components (x i is two-dimensional):
-The Bayes rule is used to decide whether pixel x i ,(i=1, 2, ... , n)belongs to O:
• Using the EM algorithm to estimate the parameters of the mixture Expectation step (using paper'snotation):
Maximization step (using paper'snotation):
• Initialization of mixture'sparameters -T he mixture depends on the number of components and the choice initial parameters.
*As uitable value for K wasc hosen based upon visual inspection of the object'scolor distribution.
*The component means were initialized to a random subset of the training data points.
*T he covariance matrices were initialized to σ I where σ wast he Euclidean distance from the component'sm ean to its nearest neighboring component'smean.
*The priors were initialized to π =1/K -A na lternative scheme based on cross-validation is also described (see paper pp. 226, 2nd column -start with one component, add more components incrementally).
• Color representation system -RGB values are converted to the HSI (Hue-Saturation-Intensity) system.
-Only the H and S components are used (I is discarded to obtain invariance to the intensity of ambient illumination).
-Pixels corresponding to low S values were discarded (i.e., not reliable to measure H).
-Pixels with very high I value were also discarded.
• Adaptive color mixtures -An on-adaptive model has giveng ood results in the past under large rotations in depth, changes of scale, and partial occlusions.
-T od eal with large changes in illumination conditions, an adaptive model is required.
-L et'sd enote the adaptive estimates of the parameters of the mixture components corresponding to frame r − 1 as
-I nt he next frame r,t he parameters [π k (r), µ k (r ), Σ k (r )] will be adapted using a weighted sum of the following terms:
(1) adaptive estimates from frame r − 1:
(2) estimates using the data from frame r only:
(3) estimates using the data from frame r − L − 1 only:
] (L controls the adaptivity of the model)
Warning: superscripts r correspond to estimates using data from frame r only; indices r in parentheses correspond to adaptive estimates.
Compute the estimates using the data from frame r only
Compute the adaptive parameters *W ill be estimated using the L + 1 most recent frames (L controls the adaptivity of the model).
Σ ψ τ k *T he above expressions can be written in the following form (see Appendix A):
is estimated as follows:
• Selecting O r -Giv enacolor mixture model for an object, the object is effectively located and tracked in the scene by computing a probability map for the pixels in the image within a search window.
-The size and position of the object are then estimated from the resulted distribution.
-The tracker estimates the centroid, height and width of the object.
-O r is chosen to be a region of appropriate aspect ratio centered on the estimated object centroid.
• Selective adaptation -Any tracker can loose the object being tracked due, e.g., occlusion.
-I fs uch errors go undetected, the color model will adapt to image regions which do not correspond to the object being tracked.
-K eep track of the normalized log-likelihood L r of the data O r at each frame (the mixture model seeks to maximize L r ):
-I ft he tracker loses the object, there is often a sudden, large drop in the value of L r .
-Adaptation is suspended until the object is again tracked with sufficiently high likelihood (see paper for guidelines of howt oc hoose a good likelihood threshold).
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• Experiments
(non-adaptive model) (adaptive model)
• Interesting ideas for futureresearch -Use several cues, especially when color becomes unreliable.
-Adaptive modeling of background scene colors:
-Adaptive number of mixture components. IEEE Computer Vision and Pattern Recognition Conference,V ol. 2, pp. 246-252, 1998 (on-line))
Adaptive background mixturemodels for real-time tracking
• The problem -Real-time segmentation of moving objects in image sequences.
-Arobust moving object detection system should be able to handle:
(1) variations in lighting (2) moving scene clutter (3) multiple moving objects (4) other arbitrary changes in the scene
• Traditional methods for background modeling -The oldest technique for moving object detection is based on background subtraction:
(1) Subtract a model of the background from the current frame.
(2) Threshold the difference image -W ec an assume a static or a time-varying background and a fixed or moving camera (fixed camera, varying background is assumed here).
-N on-adaptive background models have serious limitations and are rarely used (e.g., no significant changes are allowed in the scene except the moving objects).
-As tandard method of adaptive backgrounding is based on averaging the images overt ime (i.e., approximates the current static scene except where motion occurs).
(1) Objects must move continuously.
(2) The background must be visible most of the time. (3) Not robust when the scene contains multiple, slowly moving objects.
-Cannot distinguish shadows from moving objects.
• The approach -Model the values of a particular pixel as a mixture of Gaussians.
-E valuate the Gaussian distributions to determine which are most likely to result from a background process.
-C lassify each pixel based on whether the Gaussian distribution which represents it most effectively is part of the background model.
-Adapt the model parameters overtime to deal with:
(1) lighting changes (2) repetitive motions of scene elements (e.g., swaying trees) (3) slow-moving objects (4) introducing or removing objects from the scene • Whymodeling each pixel using a mixture? -Ifeach pixel resulted from a particular surface under particular lighting, a single Gaussian would be sufficient.
-Ifonly lighting changed overtime, a single, adaptive Gaussian per pixel would be sufficient.
-T omodel multiple surfaces and varying lighting conditions, a mixture of adaptive Gaussians are necessary.
• Modeling pixel values using mixtures -C onsider the values of a particular pixel overt ime as a "pixel process" (i.e., time series).
-Atany time t,weknowthe history or each pixel at location (x, y):
-The recent history of each pixel, {X 1 , X 2 ,..., X t }, is modeled by a mixture of K Gaussians.
-30--The probability of observing the current pixel value is
-T osimplify the calculations, Σ i,t is assumed to be diagonal:
• Methodology -Each Gaussian is evaluated (i.e., using its persistence and variance) to hypothesize which are most likely to be part of the "background process".
-P ixel values that do not fit the background Gaussians are considered foreground and grouped using connected components.
-T he connected components are tracked from frame to frame using a multiple hypothesis tracker.
• Estimating/Updating the parameters of the model -E ach newo bservation is integrated into the model using standard learning rules (using the EM algorithm for every pixel would be costly).
-E very pixel value, X t ,i sc hecked against the existing K Gaussian distributions to find the one that represents it most.
-Am atch is defined as a pixel value within 2.5σ of a distribution (.e., each pixel has essentially its own threshold).
-I fam atch is found, the parameters of the mixture model as updated as follows:
where α is a learning constant and M i,t is 1 for the model which matched and 0
for the other models (re-normalize π i,t such that
(only the parameters of the matched Gaussian i are updated below)
where ρ = α p(X t /µ i , σ i ) -Ifamatch is not found, the least probable distribution is replaced with a distribution with the current pixel value as its mean value, an initial high variance, and a lowprior weight.
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• Determining the background Gaussians -D etermine which of the Gaussians of the mixture are most likely produce by background processes.
-The following observations are made:
(1) Moving objects are expected to produce more variance than a "static" (background) object.
(2) There should be more data supporting the background distributions because theya re repeated, whereas pixel values from different objects are often not the same color.
-The following heuristic is used to determine the "background" Gaussians:
"choose the Gaussians which have most supporting evidence and the least variance" -T oimplement this idea, the Gaussians are ordered by the value of π /σ -The first B distributions are chosen as the background model, where
where T is a measure of the minimum portion of the data that should be accounted for by the background.
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• Connected components -T he mixture model allows the identification of foreground pixels in each new frame.
-These pixels are grouped into different regions using connected components.
• Multiple hypothesis tracking -Connected components are tracked from frame to frame.
-Ap ool of Kalman filters are used to track the connected components (see paper for more details).
