In this paper we investigate the geometry 
Introduction
One key problem in computer vision is the ability to simultaneously calculate the three-dimensional scene structure and the position and orientation of the camera using only image features, see [2] . This, so called structure and motion problem, divides into several different subproblem depending on the chosen camera model (perspective, affine, orthographic, etc.) and type of image features (points, lines, conics, general curves, etc.). In this paper we study the structure and motion problem for lines under the so called affine camera. The affine camera model, first introduced in [13] , is a generalization of the orthographic, the weak perspective and the para-perspective camera models. Several algorithms exist for recovering structure and motion, mostly for points [17, 9] , but also for other image features [10, 11, 15] .
This work has been done within then ESPRIT Reactive LTR project 21914, CUMULI and the Swedish Research Council for Engineering Sciences (TFR), project 95-64-222 In [14] , it was shown that the structure and motion problem using line features in affine cameras can be reduced to the structure and motion problem for points in one dimension less, i.e. for one-dimensional cameras. This simplification was obtained by considering the direction of the lines and neglecting the actual position and was used to solve the problem of three views of seven lines. It was claimed that this is the minimal data necessary and that two solutions are obtained. In this paper we show that although two solutions can be obtained for the reduced problem (2D points projects to 1D retina using only directions), only one of the solutions can be used for the original problem, i.e. when also the position of the lines are taken into account.
Furthermore, it is shown how to solve the case of 6 lines in 4 images using the same idea of first studying the line directions as 2D points projected onto a 1D retina. New results on a dual hexalinear tensor (for 1D retina) makes it possible to estimate this almost minimal case linearly. These results can be used in other contexts as well. Also in this case there are two solutions to the reduced problem but only one for the original problem.
In contrast to the results in [14] we show that seven points in three views is not a minimal case. The minimal cases for structure and motion for lines are 5 points in 4 images and 6 points in 3 images. In order to solve these cases, we derive the necessary and sufficient conditions on the trifocal and quadrifocal tensors under the assumption of affine cameras. It is shown that each line triplet gives two constraints on the trifocal tensor. This makes it possible to solve the case of 6 lines in 3 images and it turns out that there are in general 4 solutions. Moreover, each line quadruple gives 9 constraint on the quadrifocal tensor. This makes it possible to solve the case of 5 lines in 4 images. There are in general 4 solutions in this case also.
The results presented here are of both practical and theoretical interest. The solution to the minimal cases can be used as initialization for bundle adjustment routines that calculates maximum likelihood estimates of structure and motion. Minimal cases are also useful in robust estimation algorithms like RANSAC or LMS [18, 20] for finding correspondences. The linear algorithms can be used when redundant lines are available to get unique solutions and computationally cheap estimates.
Enumerative geometry
In this paper we will use the affine camera model, i. The camera matrix P represents the position and orientation of the camera. It is only defined up to scale and it is convenient to assume that the scale of P is chosen so that p 34 = 1.
Lines can be represented in many ways. One way is to specify one point on the line and the direction of the line. For 3D lines we get
where U denotes a point and D a direction, and for image lines:
where u and d denotes a point on the line and the direction respectively. Inserting these line representations in the affine camera model gives
where P 23 is the upper left 2 3 sub-matrix of P. Notice that the projection of line directions is
This can be seen as a projection of a 2D point to a 1D retina using a general projective camera. This was used in [14] for the solution of 7 lines in 3 images. Some information is, however, lost in this simplification. The condition that the directions fulfils (2) is only a necessary condition for the affine reconstruction problem using lines, not a sufficient condition, since the position of the lines are not taken into account.
Another representation for image lines is the so called dual coordinates. In this case a line is represented by three homogeneous coordinates l = a b c T and the line is given by l T u = 0, where u = x y 1 T and x; y denote points on the line. This representation is useful in many situations. For example the problem of determining the 3D line from its image lines l i , where i denotes image number, with known camera matrices P i (so called intersection) can be solved by intersecting the planes P T i l i . A necessary condition for these planes to meet in a common line is rank
i.e. each 3 3 minor of the 4 m matrix above vanish.
These constraints can be formulated in terms of elements of the so called trifocal and quadrifocal tensors (see Sections 3 and 5).
In order to understand how much information is needed in order to solve the structure and motion problem, it is useful to calculate the number of degrees of freedom of the unknown parameters and the number of constraints given by the projection equation. Each line has four degrees of freedom and each camera has eight. The solution is only defined up to an affine transformation, which has dimension 12. Using n lines and m cameras we thus have 4n + 8m ,12 degrees of freedom in the parameter space. Each measured line gives two constraints on the estimated parameters. Assuming that each line is visible in every image we get 2mn constraints. The number of excess constraints 2mn ,4n+8m,12 is shown in Table 1 . Note that there are two interesting minimal cases.
1. Three images of six lines (m = 3, n = 6). 2. Four images of five lines (m = 4, n = 5).
In Sections 3 and 5, these cases are analyzed in detail.
By considering line directions only, the problem is transformed to projections of 2D points to a 1D retina, cf. (2).
Using n points and m cameras we thus have 2n + 5m , 8 degrees of freedom in the parameters. Each measured direction gives one constraint on the estimated parameters. Assuming that each point is visible in every camera we get mn constraints. The number of excess constraints mn ,2n+5m,8 is shown in Table 2 . Note that here the minimal cases are 1. Three images of seven lines m = 3; n = 7. 2. Four images of six lines m = 4; n = 6.
We will show how both these cases can be solved with linear algorithms, see Sections 4 and 6.
6 lines in 3 images
Consider three affine cameras P 1 ; P 2 ; P 3 and three corresponding lines, l 1 ; l 2 ; l 3 . The condition that these three lines are images of a common 3D line is
Expanding the 3 3 minors, the constraints can be written (using Einsteins' summation convention)
where denotes equality up to scale and T jk i denotes the elements of the trifocal tensor, which is defined as T jk i P 1 ; P 2 ; P 3 = ε ii 0 i 00 det 2 6 6 4
where ε denotes the permutation tensor. The necessary and sufficient conditions for the trifocal tensor for projective cameras are given in [4, 3, 8] . For affine cameras these conditions can be simplified a little. 
Every line correspondence in three images gives two linear constraints on the trifocal tensor from (3). With 6 lines we thus get 12 linear constraints from the image data and 11 additional linear constraints from (4). This makes it possible to parameterize the tensor components using only four (27 ,12,11= 4) parameters defined up to scale. Inserting this parameterization into the three third degree polynomial constraints in (4) gives up to 27 solutions counted with multiplicity. However, after a more careful examination, only a few of these solutions remain. can be eliminated linearly using the remaining four lines. This leaves us with the unknowns T 31 3 ,T 32 3 ,T 13 3 and T 23 3 and the three non-linear constraints in (4). Using resultants between every pair of equations (with a computer algebra system like Maple), T 31 3 and T 32 3 can be eliminated. After removing spurious solutions (arising because of our particular parameterization of the problem), we end up with a homogeneous polynomial equation of degree four in T 
7 lines in 3 images
The structure and motion problem for 7 lines in 3 images, was solved in [14] using the projection of the line directions.
For completeness an outline of this method is presented here as well. However, it was claimed that there are two different solutions, which is true when only the directions of the lines are considered. We will show that when also the positions of the lines are taken into account, only one solutions will, in general, remain. ' (5) where the equivalence ' is defined as P 1 ; P 2 ; P 3 
is fulfilled for the 2 22 tensor T , defined by T i jk =^i i 0^j j 0^k k 0 det 2 6 4
where^i i 0 denote the wedge operator
Proof. By lining up the equations for projecting a line direction D j (1) 2 4
we see that the 6 6 matrix M has a non-trivial nullspace and therefore its determinant is zero. Since the determinant is linear in each column it follows that it can be written
It is straightforward to calculate the tensor components from the camera matrices. However, there is a two-fold ambiguity when going in the other direction.
Theorem 4.2. For each tensor T 2 T there are two possible motions in P .
These theorems can be used to solve the 7 lines in 3 images problem as was done in [14] . However, when going from line directions to the original problem only one of the two possible solutions survive.
Another way to solve the problem is to use the affine trifocal tensor from the previous section. Each line triplet gives two constraints (3) on the 16 non-zero tensor components. Thus with 7 lines it is possible to solve for the tensor components up to a projective parameter:
The parameter x; y 2 P 1 can be obtained using the three non-linear constraints (4). It is then straightforward to compute the three camera matrices uniquely from T and then to compute the structure of the lines using resection. Since there are three non-linear constraints on the two homogeneous parameters, there is in general only one solution (assuming consistent data, i.e. that at least one solution exists). This is in contrast with the results presented in [14] where it is claimed that there are two solutions to the problem.
Algorithm 4.1. (seven lines in three affine views).

Use the directions of the lines to calculate the twodimensional trifocal tensor.
Calculate the relative orientation of the three 1D cameras up to a two-fold ambiguity.
3. Resolve the ambiguity by considering also the positions of the lines.
5 lines in 4 images
Consider four affine cameras, P 1 ; P 2 ; P 3 ; P 4 and the ordinary quadrifocal tensor Q i jkl P 1 ; P 2 ; P 3 ; P 4 = det 2 6 6 4
where P i 1 denotes the ith row of P 1 etc., see [8, 19] . Necessary conditions for the 81 components of the quadrifocal tensor for projective cameras are given in [8] .
Theorem 5.1. The following conditions are necessary for the quadrifocal tensor:
where I; J = 1; 2; 3, including all permutations of the indices.
For affine cameras it is easy to see that Q i jkl = 0 when at least two of i; j; k; l are 3 :
Thus we 'only' have to deal with 48 non-zero components. For each line correspondence, l 1 , l 2 , l 3 , l 4 , we get the following constraints on Q
where l 1 i , i = 1; 2; 3 denote the three (dual) coordinates of the line l 1 etc. Although (11) contains 12 equations it turns out that only 9 are linearly independent in the tensor components. To sum up we have 5 9 = 45 linear constraints from 5 line correspondences in the 48 tensor components. This means that we need two further constraints to calculate the quadrifocal tensor, which means that we have to use the non-linear necessary conditions in (10) .
To simplify the calculations, we may choose new affine coordinate systems in the images such that the three first lines in each image have the coordinates 1; 0; 0, 0; 1; 0 and 1; 1; 1 and further normalize the dual line coordinates such that the fourth and fifth line have its third coordinate equal to 1. Using these coordinates in the constraints in (11) it turns out that Q i jkl = 0 when at least three of i; j; k; l are 1 or 2 ;
which implies that we now 'only' have 30 non-zero components of the quadrifocal tensor. This simplification is not necessary to prove the assertion on the number of solutions neither to calculate the different solutions numerically, but it decreases the complexity of the coefficients in the subsequent polynomial equations considerably. The constraints in (11) also gives 27 linearly independent constraints on the tensor components. Using these constraints it is possible to constrain the non-zero tensor components to a three-dimensional linear subspace. This can explicitly be done by pre-selecting three components, e.g. Q 3211 , Q 3212 and Q 3221 , and expressing the remaining tensor components as linear combinations of these. Considering the necessary condition det Q 21 = 0 gives a third order homogeneous polynomial constraint in these three components, where the coefficients are polynomial expressions in the coordinates of the fourth and fifth line. Similarly considering the necessary conditions detQ 21 = 0, det Q 12 = 0 and det Q 21 = 0 gives three further third order homogeneous polynomial constraint. Taking resultants between these third order polynomials, finding the least common multiple and eliminating spurious solutions, gives finally a fourth degree polynomial constraint in one parameter.
Over determined cases
We have also tried the algorithms for the two overdetermined cases (7 lines in 3 images, 6 lines in 4 images). These are similar in nature to the well-known eight point algorithm [12] . In order to obtain stable results one has to normalize the coordinates of the points and lines, cf. [7] . It is also useful to consider iterative improvements of the initial linear estimates, cf. [6] , in which one tries to find the tensor that minimizes geometric errors while fulfilling the necessary constraints (4) or (10) . After solving for the line structure one can perform a final bundle adjustment.
Notice that in both of these cases there are two solutions when considering line directions only. The relevant tensors are uniquely determined but each tensor correspond to two different structure and motion solutions for the line directions, cf. Theorem 4.2 and 6.2. However, only one of the two solutions survive when considering also the positions of the lines. For the original problem each tensor correspond to only one structure and motion solution.
For example in a simulated case of 7 lines in 3 views the 2 22 tensor for the line directions is uniquely given by with only one possible solution for the camera motion. Notice also that the 8 tensor components for the directions can be found rearranged in the first 2 2 2 part of the tensor for the original problem. Figure 2 illustrates this idea for the case of 4 views of 6 lines. A crude implementation of Algorithm 4 was used to find an initial estimate of structure and motion parameters. More work is needed to make our implementation stable. Nevertheless, the results are good enough to allow subsequent use of affine or projective bundle adjustment according to [16] . The final result has geometric errors in the order of 0:1 pixels. 
Conclusions
In this paper, the minimal cases for structure and motion estimation of line features under the affine camera model, have been studied. It has been shown that the minimal cases are 5 lines in 4 images and 6 lines in 3 images. For these two minimal cases it has been shown that there are in general 4 solutions. In the process we have derived the necessary and sufficient conditions for trifocal tensors assuming affine cameras. We have also derived what we believe to be necessary and sufficient conditions for quadrifocal tensors assuming affine cameras.
The almost minimal cases of 7 lines in 3 images and 6 lines in 4 images have also been studied. It has been demonstrated that there are in general only one solution to these problems. We have also demonstrated how the so called dual hexalinear tensors can be used in the case of 4 images.
The algorithms have been studied both on simulated and real images. The 4 ambiguous solutions to one minimal case has been illustrated using real data. A further development would be to study the geometrical interpretation of these ambiguous solutions.
We hope that these new results can be used both for the theoretical understanding of multiple view geometry for lines under the affine camera model in general and for the understanding of these minimal cases in particular. The results have practical use both for obtaining initial estimates for structure and motion estimates but also for RANSAC algorithms for determining line correspondences.
