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Global Navigation Satellite Systems (GNSS) provide navigation services with a
highly precise estimation of the position. First military influenced, the use of
satellite-based positioning has gained a lot of interest also in civilian tasks nowa-
days. Because the GNSS performance has been improved over the years, the
state-of-the-art GNSS navigation does include indoor positioning and moving
autonomously with help of GNSS. The accuracy, which essentially has to be high,
can be disturbed by multipath (e.g. diffraction, reflection, refraction or scatter-
ing). A possibility to detect multipath, and possibly to avoid those signals in the
position solution, is totally necessary. A non-direct signal, namely Non-Light-of-
Sight (NLOS), can lead to low accuracy of the positioning.
Therefore, this thesis is dealing with the NLOS detection by using the Level
Crossing Rate (LCR), which has been used in electronic communication such as
Wifi. The thesis is divided in two parts, including a literature review part, follow-
ing by a simulation of the developed detection technique. All basic knowledge
about this work can be extracted from the literature part. In the simulation sec-
tion, several tests will be provided, done by Matlab® simulations. To perform a
realistic GNSS signal, a dynamic Galileo Composite Binary Offset Carrier (CBOC)
signal was produced.
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1 Introduction
The efforts to develop a satellite-based navigation had been started in the 1970s
by the United States (U.S.) Department of Defense (DoD). The first concept, which
was affected and introduced by the military, was dealing with an autonomous
GEO-orbital placed constellation. Once the Global Positioning System (GPS) has
been fully operational in space by USA, other countries have started to investi-
gate more in this research field. After the end of the Cold War, that was one of the
major reasons to develop a sufficient all-weather positioning facility, the civil use
became more important. First, mostly used for planes, another civil mass mar-
ket grew up, such as, for example, car navigation. Nowadays, every cellphone
has an integrated Global Navigation Satellite System (GNSS) chip. Europe’s trial
of acting autonomously, providing a navigation system, started with the Galileo
program. The Galileo project is financed by the European Union (EU) and a co-
operation with the European Space Agency (ESA).
Due to the technical development and the aspiration to increase the quality of
GNSS services, the accuracy is a key requirement. Basically, the satellite naviga-
tion is based on measuring time and then calculating the distance between the
satellite and receiver.
The accuracy does not only depend on hardware, such as the used antenna
and front-end filters. The digital signal processing inside the receiver also has
an deep impact on accuracy and accompanying all stages from the point of first
fixing a satellite, to calculating the position solution. A crucial role in locating the
position is played by the code acquisition and tracking. Acquisition takes place
in order to find the visible satellites and then to estimate the code delay τ and
Doppler shift fd. Afterwards, the tracking can be done.
Different effects, such as a low signal power, characterized by Carrier-to-Noise-
Ratio (CNR), are leading to a decrease of the accuracy. Besides low CNR environ-
ments (e.g. urban areas, indoors), the multipath propagation has a big influence
on the performance. In general, a non-direct signal is delayed by, for example,
reflection or scattering when having multipath. In case of big delays, such dis-
turbed signal might be detected by feedback loops. In the receiver, a stored
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Pseudo Random Noise (PRN) is compared to the incoming signal. An Auto-
Correlation Function (ACF) is used, which is calculated based on an incoming
signal and the stored PRN code, by shifting the stored code chip per chip over
the incoming code. The higher the correlation between the two signals, the higher
the peak of the ACF.
The classical feedback loop is known as Delay Lock Loop (DLL). But this feed-
back delay estimator fails to deal with multipath propagation. Therefore, newer
developments with this correlator have been done, by, for example, narrow Early-
Minus-Late (nEML), Double Delta (∆∆) or High Resolution Correlator (HRC).
While the normal Early-minus-Late (EML) shifts the generated code ± 0.5 chips,
the idea is to decrease this window. Caused by the possibility to use small corre-
lation windows, current correlators can detect severe multipath.
Close to this research field of multipath detection and estimation, the literature
is separating the multipaths into direct signals, known as Light-of-Sight (LOS),
and non-direct signals, namely Non-Light-of-Sight (NLOS). The receiver detects
a mass of signals of one satellite by multipaths at the same time, but only one has
a direct path. Because the satellite is not directly visible to the receiver in NLOS
environments, only non-direct signals reach the antenna. An use of such, under
LOS wrongly detected, signals create an enormous error in positioning. Moving
autonomously is only one example, which is forcing the idea of having the need
to detect and mitigate the NLOS components. Once the NLOS is detected, either
the signal can be avoided for the estimation of the position, or current advanced
mitigation techniques can be implemented to use such non-direct signals without
a significant loss of the accuracy.
The need of multipath detection is totally necessary for future programs with
use of GNSS. Therefore, this thesis is dealing with multipath detection in NLOS
environments. The objective is to design a suitable method with such complex
circumstances and to evaluate it. Consisting of two major parts, the research
methodology is about the developing of the NLOS or multipath detection tech-
nique with help of the Level Crossing Rate (LCR) and then testing it by computer
simulations, which had been done by Monte Carlo simulation and random used
parameters to form the signal naturally.
Hence, the contribution of this thesis is to develop a multipath detection tech-
nique in low CNR scenarios. Additionally, an overview of certain fields of GNSS
had been done. By having a first look to general GNSS applications, the baseband
process in the receiver will be described, with the main focus on multipath and
NLOS estimation. Afterwards, the thesis describes the use of LCR besides its use
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in the developed detection technique.
The following chapters are structured as following:
Chapter 2 is about the basic fields in satellite-based positioning, focusing on
Galileo and having an overview about operating systems.
Chapter 3 presents the fundamental baseband processes in GNSS receivers.
Chapter 4 provides the detection of multipath and NLOS.
Chapter 5 is dealing with the major part about the LCR. The general application
and the use of it in NLOS detection will be figured out.
Chapter 6 describes the simulation model.
Chapter 7 includes the general LCR implementation by having a closer look to
improvements.
Chapter 8 is the evaluation part of this thesis, dealing with tests in different situ-
ation and fixing used parameters.
Chapter 9 presents the end of this thesis by providing a conclusion and a brief
discussion about future research and open issues.
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2 Basic information
This chapter handles some general information about the position measurements
by a satellite-based system. This thematic has become more important over the
last decades and has a big influence on our daily life. Well known systems, such
as GPS and Galileo, strikingly increased the precision of positioning.
2.1 Satellite based positioning
The use of GNSS allows a high availability of navigation all over Earth (figure
2.1). Our current daily life could not work without because of its highly depen-
dence on technical-based systems. The current task fields had changed, the idea
of moving autonomous for example forces the development with respect to the
accuracy[1].
Figure 2.1: Principle of a satellite-based positioning system [2]
The idea behind the satellite-based positioning is based on a simple physical
principle. Four satellites are necessary at least to determine the position. One
is used to solve the clock error, the three left quantify the distance between the
satellites and the receiver. In practice, even more satellites may be available and
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the accuracy can be increased in such situations. Due to that reason, orbital tracks
of operating systems such as GPS were chosen to ensure availability and in con-
sequence of that, to improve the positioning accuracy. Using mostly a Middle
Earth Orbit (MEO), it is possible to cover the Earth’s surface by only 24 satellites.
But there are also some issues supporting a Geostationary Earth Orbit (GEO),
concerning some special applications.
At the receiver, the time in which the signal passes the path between the satel-
lite and the receiver is precisely estimated. The pseudorange (ρ) is utilized to
get the distance via the multiplication of time and velocity of light. The signal
of the satellites contains the coarse track and the velocity of the satellite by the
almanac data and the exact track by the ephemeris data. From this knowledge
about tracks and distances between the satellites and the receiver, the positioning
is achievable. After the acquisition, the position of each satellite, i, can be shown
with the vector ri = [xi yi zi]T. The position of the unknown mobile is defined by
ru = [xu yu zu]T. Now it is possible to create the pseudorange by adding a clock
bias δt and an error eρ because of a contaminated received signal [3]:
ρ = |ri − rj| =
√
(xi − xu)2 + (yi − yu)2 + (zi − zu)2 + cδt + eρ (2.1)
The reason of talking about "pseudo"range is due to the receivers clock-offset,
which is in theory the same for all three needed satellite signals. Usually, that
time error is mostly estimated by the fourth satellite. But the use of more than
four satellites is necessary to enhance the accuracy. Furthermore, the signal is
moving with velocity of light , which is nearly 300.000 km/h. A time accuracy of
one nanosecond (10−9s) means a distance accuracy of 0.30m, which leads to the
conclusion, that the time needs to be determined very precisely.
Further parasitic errors are existing and must be mentioned. The stretched
tetrahedron by the satellites and the receiver should have a big volume, which can
be namely described by the feature of Dilution Of Precision (DOP). The shallower
the elevation (the angle between the receiver’s horizontal plane and the satellite),
the more precision for positioning is possible (see figure 2.1). By supposing a
similar aperture angle α for two satellites, the produced area of two signals, which
are reaching the receiver, depends on the elevation angle.
Another aspect is, that the signals from satellites are always influenced by the
passing medium, which is mostly the atmosphere, consisting for example of Iono-
sphere and Troposphere. While crossing different kind of layers, the signal is de-
layed. The delay through the ionospheric layer is related to the signal’s frequency,
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while the delay through the tropospheric layer is frequency-independent. Signals
of a satellite with a higher elevation are less disturbed, because the way through
the atmosphere (see figure 2.2) is smaller than from satellites with a lower ele-
vation. But in fact of the previous mentioned DOP, a higher elevation is to be
needed.
α 
α 
Earth 
Figure 2.2: Parasitic effects in positioning - left: Illustration of DOP, where the
upper circle is more precise than the circle below by having the same aperture
angle α. right: An error occurs in process caused by Ionosphere [4]
The last error, that is discussed in here is about the multipath. Whenever the
receiver has a non-direct (NLOS) instead of a direct signal (LOS), but it is able to
receive a signal from such satellites, there are some multipaths. The multipath
is a form of, for example, reflection and it should be prevented by knowledge of
this as it will be explained in chapter 4.
Positioning is a complex field with respect to the presence of influencing sources
(see table 2.1) and in therefore occurring positioning errors. In reality, the joint ef-
fect of these aspects has an impact on the accuracy.
Table 2.1: Errors in accuracy due to different effects, according to [5]
Source Time Error [ns] Positioning Error [m]
Satellite Track Error 6-60 0-1.5
Time Shift 0-9 0-1.5
Ionosphere 0-180 0-90
Troposphere 0-60 0-10
Chapter 2: Basic information 7
2.2 Overview of GNSS systems
Nowadays, a lot of GNSS systems are operating in orbit. The idea of common ser-
vices is to offer a public and regulated services, that includes generally accessible
and encoded more precise positioning (Galileo services in section 2.3). Important
operational satellite-based systems are listed in following table 2.2:
Table 2.2: GNSS overview
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2.3 Galileo
The positioning system Galileo is Europe’s initiative for a state-of-art GNSS
project. As in straight competition to the American GPS [11], the Russian GLobal
Orbiting NAvigation Satellite System (GLONASS) [12] and the Chinese COM-
PASS/BeiDou [13], Galileo is an attempt to operate independently, but compati-
ble with the other GNSS. The officials propagate a global service which will work
highly accurate and under civilian control. At the end of August 2014, four satel-
lites had been placed in the MEO, two satellites were in a wrong orbit, and the
first Galileo-only position fix was received in 2013 [14].
The European Navigation System will contain 30 satellites, which will be sep-
arated in three orbital plains with an inclination of 56 degrees. Each of them will
orbit Earth in the Walker-Delta (27/3/1).
Generally, Galileo is going to offer high accuracy of positioning. A lot of mod-
ern techniques make sure that the operation is successfully. Some points from the
official arrangement are [15], [9]:
• Galileo is going to have four services including Open Service (OS), Com-
mercial Service (CS), Public Regulated Service (PRS) and Search And Res-
cue (SAR).
• Galileo aims at achieving a higher accuracy than GPS.
• To avoid errors in the receiver’s processing, a "integrity message" may be
part of the signal.
• The combination of GPS and Galileo, if needed , will ensure a higher avail-
ability and accuracy.
2.3.1 Galileo signal characteristics
Figure 2.3: The Galileo frequency plan including the GPS-signals [9]
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Galileo supports five frequency bands, which are defined in table 2.3. The E5
band contains E5a and E5b.
Table 2.3: Carrier frequency per signal of Galileo. E5a and E5b are part of the
full E5 bandwith [9]
Signal Carrier Frequency [MHz] Receiver Reference Bandwith [MHz]
E1 1575.420 24.552
E5 1191.795 51.150
E5b 1176.450 20.460
E5b 1207.450 20.460
E6 1278.750 40.920
The use of several services in a nominal frequency is possible due to the Code
Division Multiple Access (CDMA). Additionally, the signal of Galileo possesses
a Right-Hand Circularly Polarized (RHCP) orientation. With respect to figure 2.3,
the frequency bands were chosen inside the spectrum of the Radio Navigation
Satellite Services (RNSS). Equally, all bands, except E6, are in the allocated spec-
trum for the Aeronautical Radio Navigation Services (ARNS).
2.3.2 Modulation types
The European GNSS is using the Binary Offset Carrier (BOC) modulation, which
was introduced during the modernization of GPS. The idea behind is to spread
the band and its effect is a replaced bandwidth, that is further split from the cen-
tral carrier frequency [9], [16]. An overlapping with the C/A or P(Y)-Code does
not take place. Galileo is transmitting a data-less signal within the pilot chan-
nel besides the data signal. Because of the fact, sending an "empty" PRN, the
acquisition and tracking processes can be done more easily. Navigation data are
unknown for the receiver at the first time to fix. Data-less channels are provid-
ing some advantages, such as the need to estimate a lower number of parameters
than in data channels. This may ensure a faster tracking of the satellites [9], [16],
[17].
Generally, BOC modulated signals are characterized in two ways. BOC( fs,
fc), where fs is the subcarrier frequency and fc the spreading code rate. And
sometimes BOC(n,m) is used in literature with:
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n =
fs
fre f
[MHz] (2.2)
m =
fc
fre f
[MHz], fre f is equal to 1.023 MHz. (2.3)
Galileo supports different kind of BOC-types in service. One is known as
Alternate Binary Offset Carrier (AltBOC) for the E5 signal. This modulation splits
the spectrum around its carrier frequency. All sidebands contain two PRN. The
signal is divided in two components, the pilot (E5aQ, E5bQ) and the in-phase
(E5aI, E5bI) components.
E5
a-
I 
E5
b
-I
 
51.15 MHz 
20.46 MHz 20.46 MHz 
1191.795 MHz 
f 
Figure 2.4: Galileo AltBOC E5 with pilot (Q) and in-phase (I) components [17]
In case of Galileo, the important part is about the sine-BOC (SinBOC). Just
for completing the information, some other relevant variant is named cosine-
BOC (CosBOC). An interested reader can read through [18], [19] and [20]. The
previously mentioned SinBOC time waveform can be easily shown by following
equation 2.4 [20].
sSinBOC(t) = sign
(
sin
(
NBOCpit
TC
))
(2.4)
where sign is the signum operator. The BOC modulation order, which is in-
cluded, is given by NBOC = 2
fSC
fC
[21]. This signal is fully defined by two parame-
ters, namely from the BOC modulation order (NBOC) and the chip frequency ( fC),
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that is TC = 1fC , or the subcarrier frequency ( fsc). The SinBOC modulated signal
can be written in a similar form which is close to the form of the Binary Phase
Shift Keying (BPSK):
s(t) = sSinBOC(t)⊗
+∞
∑
n=−∞
bn
SF
∑
k=1
cn,kδ(t− nT − kTC) = sSinBOC(t)⊗ c(t) (2.5)
Equation 2.5 contains bn as the nth complex symbol data, the spreading factor
SF, TC and T as the chip and code symbol period and the convolution operator ⊗
and δ(t), the Dirac Pulse function. An equivalent representation of the SinBOC
that is shown in [22] is:
sSinBOC(t) = pTB1 (t) ⊗
NBOC−1
∑
i=0
(−1)iδ(t− iTB1) (2.6)
where pTB1 is the rectangular pulse of amplitude one, TB1 is equal to
TC
NBOC
and
the the Dirac Pulse function δ(t)[22]. It can be shown, that the Power Spectral
Density (PSD) is clearly defined by equation 2.7. In the event of even NBOC, the
equation below includes "sin". Otherwise, the use of "cos" is necessary for correct
calculations [23]. The equation and illustrated graph, based on that, are shown in
figure 2.5 :
GSinBOC(m,n)( f ) =
1
TC
 sin
(
pi f TCNBOC
)
sin/cos(pi f TC)
pi f cos
(
pi f TCNBOC
)
2 (2.7)
Based on the weighted SinBOC(1,1) and SinBOC(6,1), the result is a new vari-
ant, namely Composite Binary Offset Carrier (CBOC) which is currently used in
Galileo OS signals. As a modulation scheme that has been selected for the market,
a specification is required. Depending on an addition or subtraction, the combi-
nation of two SinBOC is named CBOC(’+’) or CBOC(’-’) [9]. A thinkable mix can
also be used by taking CBOC(’+’) for odd and CBOC(’-’) for even chips [22].
SinBOC (1,1) does function with a hold block, while matching double the rate
of the SinBOC (6,1). A composition of this SinBOC can be described as:
sCBOC(t) = w1sSinBOC(1,1),held(t)± w2sSinBOC(6,1)(t) (2.8)
Here, the addition or subtraction is depending on what kind of CBOC(’+/−’)
is in use. In equation 2.8, w1 and w2 are the amplitude weighting factors. Because
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Figure 2.5: PSD of SinBOC(1,1) and BPSK
of the sum w21 + w
2
2 = 1, the choice has to based on the PSD. Galileo for example
places 50% of power for the pilot channel, thus the rest for the in-phase channel.
In that case, w1 is selected as
√
10/11 and w2 with
√
1/11.
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3 Fundamentals of GNSS Receiver
operational technologies
The GNSS receiver is a navigation device which processes the incoming signal
for positioning. Upcoming technologies have to handle and accurately achieve
the navigation data. Hence, the procedure of processing the incoming data is an
important part of positioning. Therefore, this chapter deals with some general
information about the receiver from the very beginning by searching a signal, to
the stage of extracting the navigation data.
Front-end Acquisition 
Antenna 
Code 
tracking 
Carrier 
tracking 
Navigation 
data 
PVT 
computation 
User 
interface 
Baseband processing 
Figure 3.1: Diagram of a typical GNSS Receiver [20]
In reference to figure 3.1, the received signal from the satellite goes first through
the antenna and the front-end blocks. Afterwards, once the signal is acquired, the
receiver is following a tracking process and try to extract its containing naviga-
tion data to start positioning. The result is given by position, velocity and time
(PVT solution). Then, the PVT is passed to an interface, which supports an user
application [24].
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3.1 Signal acquisition
The acquisition process extracts early information from the incoming signal. First,
the receiver needs to determine which satellites are visible to the antenna. Be-
cause of the fact, that every CDMA-based GNSS transmits a unique PRN, a good
separation of incoming signals is guaranteed by using specific codes, such as
gold-codes for GPS [25]. The receiver does a correlation, which can be easily
described as a comparison between the incoming signal and its replica, which is
saved in the memory of the device. A high enough correlation peak with one
PRN is an indicator, that the corresponding satellite is visible to the receiver. The
result of a cross-correlation between two different PRNs would be close to zero
[26]. When a signal is fixed, the receiver can estimate the code delay (τ̂) and fre-
quency ( f̂d) by consulting the Doppler shift ( fd), which is caused by the relative
speed between the satellite and the device. The frequency band that needs to
be observed is defined as ± maximum Doppler shift from the carrier frequency
( fCarrier). Hence, the rule of thumb ∆f = 2/(3Tcoh), where ∆f is the frequency
search resolution and Tcoh is the coherent integration time, has to be regarded for
the frequency spacings [24]. In practice, such shift is about ± 9kHz.
A separation of the searching is done by dividing the searching space into code
and time bins. Depending on the search technique, the task is to find the code
phase (τˆd) and frequency ( fd) in one specified cell as shown in figure 3.2 [27] [20].
Frequency bins 
Ti
m
e
 b
in
s 
Cell 
Figure 3.2: Code acquisition is a three dimensional problem, which is needed to
be solved during the signal acquisition [16]
Such searching process consists of thousand of bins and there are a lot of tech-
niques which are shown below [21] [28]:
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• The serial search is only one bin per window, which is a multiplication
between incoming signal and each search bin. Only one complex correlator
is needed. Therefore, a high acquisition time, because many bins have to be
searched, is the result. The acquisition time is proportional with the code
epoch length [29].
• The parallel search contains more than one bin per window in only one
window for the whole search space. This method increases the complexity
highly, while decreasing the acquisition time [30].
• The hybrid search is a combination of serial and parallel search to achieve a
better trade-off in case of the acquisition time and complexity. Several bins
per window and several windows in the whole search space are used [31].
3.2 Signal tracking
In the last preceding section 3.1, the acquisition of the incoming signals was de-
scribed. After completing, the receiver starts the code and carrier tracking to ex-
tract the navigation data, as shown in figure 3.1. Tracking is an important process,
because the accuracy is highly depending from the code and carrier tracking.
3.2.1 Code tracking
Bank of 
Correlators 
 
e.g.: E,L,P… 
Discriminator 
function 
Loop filter NCO 
Received  
signal 
Figure 3.3: Generic block diagram of a code tracking loop [20]
The function of code tracking is to estimate the delay of the received signal
as much as possible. This is done by a comparison between a generated PRN
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replica, which is stored in the receiver, and the incoming delayed signal from the
satellite. A correlation takes place until maximum peaks are reached. After the
alignment is accomplished, the PRN can be removed. As the result, the carrier
modulated navigation data are left [32].
GNSS receivers mostly use a feedback loop for code tracking. One known is
the DLL, which can be seen in figure 3.3. Beneath DLL varieties, the EML is the
most popular in literature. It contains three correlators, namely Early correla-
tor (E), Prompt Correlator (P) and Late correlator (L). Commonly, the E and L
are generated with a spacing of ±0.5 chips beside the Prompt Correlator. Every
incoming signal is correlated with each of these, which can be extracted in figure
3.4.
Incoming signal 
Generated signals Early 
Prompt 
Late 
-1    -0.5       0       0.5      1 Chips 
Correlation 
1 
0.5 
0 
E L P 
Figure 3.4: DLL principle for EML
While the normal EML uses a one chip space between the E and L correlator,
the nEML supports a less wide space. The gained information is then used in
the discriminator, where the gap between the incoming signal and the replica is
measured by integrating the output over NC milliseconds and then it is squared
[33] [34]. Multipath is less severe near to the peak of the cross-correlation than in
the away areas. The discriminator function therefore can be apprehended as:
DnEML = E1 − L1 = |R(τ + ∆nEML2 )
2| − |R(τ − ∆nEML
2
)2| (3.1)
E1 and L1 are the early and late delayed reference code, consisting of R(τ), the
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average correlation function between the replica and the received signal with the
spacing ∆nEML. Double Delta (∆∆) is another well known DLL, which uses two
correlation pairs instead of one [35]. The "wider" pair has a twice larger chip space
than the "narrow" pair. As the result, the discriminator function is comparable to
equation 3.1:
DnEML = a(E1 − L1)− b(E2 − L2) (3.2)
In the situation, where a=1 and b=12 , the correlation names HRC[36]. By mod-
ification of a and b, the correlation is forcing the process of accuracy. The per-
formance can be defined by the S-curve (see figure 3.5), which is visualizing the
expected value of the error signal, based on a function with reference parameters
(e.g.: code phase error) [37].
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Figure 3.5: S-Curve for the nEML single path channel
At least, with regard to code tracking, the Numerically Controlled Oscillator
(NCO) is fed by the output of the discriminator function, with its goal to generate
a precise replica code. Beforehand, the signal passes through a loop filter, which
reduces the noise and aims to produce an exact estimate for an original signal in
the output.
3.2.2 Carrier tracking
Once, the code has been tracked, another important processing can be done by
another feedback loop, such as the Phase Lock Loop (PLL) and Frequency Lock
Loop (FLL). The PLL provides a correction of the phase, tracks and also estimates
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the misalignment between the P correlator and the incoming signal. Ordinarily,
the task is done by the Costas loop [38] [7]. The update is then used to remove the
Doppler. The FLL supplies the frequency corrections with a generated frequency
error signal. Hence, both loops achieve a better carrier tracking.
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4 Advanced signal processing
In ideal situations, a GNSS receiver is able to do the positioning accurately. Even
so, in reality, various error sources have an effect on the accuracy and the perfor-
mance of the receiver. GNSS segments can be categorized into three categories.
Depending of where they are located, literature talks about space segment related
errors [39] [32], receiver related errors [20], that are described in the references,
and last but not least propagation channel errors.
For propagation channel errors, the incoming GNSS signal is affected by the
passed medium between the antenna of the satellite and the receiver. Concerning
this high dynamic process, due to the velocity of space and user segment, the
error varies during the measurement period. According to this, the following
chapter discusses in detail about multipath, its analogous phenomenons and how
to identify and handle such parasitic signals.
4.1 Multipath vs. NLOS
One of the most dominant error source is multipath. This effect is caused by
shadowing, scattering, refraction and reflection for example (see figure 4.1). GNSS
measurements are based on time reckoning. As the result of reflection, the trans-
mitted signal covers a longer distance to the receiver, which evokes a delay with
respect to the direct path. Possibly, the receiver detects multiple copies of the
desired signal. If there is a direct path, the receiver can resolve the multipath in
case of long delays. Furthermore, the size of the error might also be different,
either from higher-, or lower-elevation satellites. Formerly mentioned constella-
tion might be better for multipath errors, but worse for the accuracy with respect
to the DOP as described in section 2.1 [7].
The shadowing decreases the signal power, while passing foliage or structure.
In such given case, the multipath signal can be better tracked, because it is less
sever than multipath signals, which are affected by reflections for example. De-
spite having a lower power level, multipath signals without any shadowing have
just a little distortion on the direct path and consequently produce little errors.
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Nevertheless, it has a direct leverage on the correlation function.
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Figure 4.1: Left: Multipath example scenarios; Right: Example for a power-
delay-profil
Multipath usually allows the receiver to detect a direct signal from the satellite.
But NLOS creates much more difficult environments, in which at the receiver, it
is not possible to detect a direct signal, because of geometrical circumstances.
Whenever the signal is blocked by a medium (e.g. forest, inside buildings), the
direct path is disturbed. Currently, NLOS becomes more and more important by
reason of rising cities and the aspiration for greater mobility. In consequence of
multipath, NLOS leads to an extra power loss and changing angles of incidence.
Hence, to achieve an acceptable location estimation, the need to identify whether
the signal comes from LOS or NLOS is totally necessary. Usually, corrupted mea-
surements can be defined if the receiver obtains a mass of signals, when there
is a propagation from a direct path. But NLOS measurements have to be recon-
structed to form estimated LOS measurements [40]. The multipath detection is
the main scope of the thesis, because such signals, which are wrongly detected as
direct signals, cause large errors in positioning.
4.2 Basic measurements
Basically, the measurements in the receiver are based on distance and angular
observations in order to support the multipath or NLOS detection. The use of
such information is needed with respect to the idea of detection or mitigation:
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TOA/TDOA
Measuring the time of a signal, which undergoes a distance between the trans-
mitter and the receiver, is already known for GNSS principles. Time Of Ar-
rival (TOA) is the absolute time measuring between those. As it was stated in
section 2.1, the time synchronization and measurement must be precisely because
of the signal’s speed (velocity of light) [41]. Time Difference Of Arrival (TDOA)
based on the same principle by adding a second transmitter. In comparison to
TOA, this method allows to determine the clock bias. To increase the accuracy,
more transmitters can be used.
AOA
The signal might be reflected. The result is an dynamic angle of incidence, which
can be measured by the antenna array or beam forming. Namely the Angle Of
Arrival (AOA) is measurable with less captures, but requires a high antenna com-
plexity. Depending on the antenna radiation patterns, AOA can be used for mul-
tipath and shadowing detection [42].
POA
Phase Of Arrival (POA) covers the same idea such as TOA. This principle deter-
mines the absolute distance while using the incoming carrier phase. A LOS path
is necessary to start this process. It starts with appraising the received signal on
multiple frequencies to extenuate phase wrapping. The result of changing phases
then used for the distance determination [43].
RSSI
The last principle uses the overall average of the Received Signal Strength (RSS)
over a defined sample period to concludes the distance. Known as Received An-
gle Strength Indicator (RSSI), it uses a propagation modeling [20]. But in fact of
the large distance between the satellites and the receiver and the therefore small
signal strength of the signal, the RSSI is not used in GNSS.
4.3 Multipath detection
Multipath has been previously described and the detection is important for the
position solution. In such a case, the receiver detects NLOS signals, which are
caused by shadowing, scattering, refraction and reflection. Some detection tech-
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niques will be briefly presented. Multipath can be generally detected at, for ex-
ample, the antenna, signal processing and navigation level [44].
One simple detection technique is about the 3D positioning. The multipath
detection with 3D positioning can be done with a statistical threshold. Such
threshold is based on a data set for several satellite signals in single or multi-
path cases with respect to the elevation of the satellite and the certain CNR levels.
As presented in [45], a received signal is compared to the threshold to identify a
presence of multipath, but multiple frequencies are required.
Another method to detect multipath can be done by means of multi-corre-
lators. By means of a coherent code phase discriminator, which is defined as a
linear combination of the correlator outputs, an optimum S-Curve can be deter-
mined. A suitable ACF peak, which is less distorted in single path cases, deter-
mines the presence of one-path. Extremely weak multipath signals can be iden-
tified as a NLOS environment. Therefore, a test metrics needs to be set up and
compared to a threshold [46].
In case of multiple-antenna receivers, multipath might be detected by use of
an estimated spatial covariance matrix to construct metrics. Presented in [47],
the matrix is diagonal with entries related to the Gaussian noise power. In case of
multipath, such matrix departs from diagonal.
The last method of multipath detection requires a dual-polarisation antenna.
Such technique computes the CNR density from the left-hand circular polarised
outputs, which then will be subtracted from the right-hand polarised part. If the
results are negative, NLOS is detected. When having positive results under a
certain threshold, which is based on an a direct path environment, multipath is
detected.
4.4 Non-Light-of-Sight detection
NLOS detection does have the major focus in this thesis. Because of the absence
of a direct path between the satellite and the receiver, the detection in such cir-
cumstances might be problematic. With respect to big measuring corruptions,
NLOS needs to be detected.
4.4.1 Likelihood function
In order to differentiate LOS from NLOS situations, the distance measurement
noise is usually Gaussian allocated of mean and variance. In first case, prior in-
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formation are mostly available, when the measured errors are related to the CNR.
Due to that necessary knowledge, NLOS situations have to be handle carefully.
The Likelihood test can be used to indentify non-direct signals [48] [49]. Basically,
this method is based on TOA measurements (see section 4.2)
Assuming that there are L distance measurements, the elements of the sample
vector r = [r1, r2 ... rL]T are described as
ri = d + ei (4.1)
where d is the true distance and ei the error in the distance measurement. Then,
the Probability Density Function (PDF) of r is given by
p(r|d,Hl) = 1√
2piσLLOS
exp
{
− 1
2σ2LOS
L
∑
i=1
[ri − (µLOS + d)2]
}
(4.2)
p(r|d,µNLOS, σNLOS, Hn) = 1√
2piσLNLOS
exp
{
− 1
2σ2NLOS
L
∑
i=1
[ri − (µNLOS + d)2]
}
(4.3)
where the values define for eq. 4.2 in LOS and 4.3 in NLOS situations under
the hypothesis Hl or Hn:
• P(Hl) as the known prior probability of LOS condition;
• P(Hn) as the known prior probability of NLOS condition;
• µLOS/µNLOS as the means of ei;
• σ2LOS/σ
2
NLOS as the variances of ei;
Now, the hypothesis can be characterized by the assumed LOS (SLOSi ) and
NLOS scenario (SNLOSi ). In addiction of time, which is passed by the traveled
distance, the variance of L TOA measurements is expressed as:
[
σ̂2k
]
i
=
1
L
2
∑
l=1
(tk,i − ri)2 (4.4)
under the i-th hypothesis and the k-th transmitter, where tk,i is the estimated
time and ri the sample vector. [50], [51]. With use of the Maximum Likelihood
(ML) algorithm and the knowledge of equation 4.4, the decision rule can be seen
below:
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iˆ = arg min
l
lnγ−1l + ∑
k∈SLOSi
L
2

[
σ̂2k
]
i
σ2k
 (4.5)
where the constants γl are assigned according to each probability of the hy-
pothesis. In summary, the idea is to compute a ML estimation of the positioning,
which only uses LOS scenarios and then compare this to the theoretical variances.
Whenever the hypothesis has been selected, the final and partial position estimate
is corresponding.
4.4.2 Ray tracing and map aiding
In comparison to other environments, positioning in cities acquires reliable mea-
surements, even in fields of autonomous vehicles. Therefore, a virtual image,
made by a rotary camera, sensor, or a ray tracing antenna, is analysed to decide
whether the detected GNSS satellite can be directly viewed nor not. Thus, a 3D
model of the area must be available, containing geometrical information about all
important objects (i.e. buildings, roads) [52].
Basically, the known position is compared to the direct LOS signal path with
the city model. Such from NLOS are then excluded and not or less used in the
position solution. Anyway, in processing, the sensor built image is analyzed to
receive data about the Euclidian distance between the two closest corresponding
points or pixels, and the depth of the closest points. The result is the critical
elevation βc to create a threshold, if the received signal is affected by NLOS or
not:
βc = arctan
(
distance(Pc,Pm)
depth(Pm)
)
(4.6)
where Pc are critical points and Pm are measured points. Referring to figure
4.2, the sensor tracks all critical points around the receiver with the elevation and
direction. Hence, a hemisphere, with its zenith above the sensor, can be done. All
satellites, which are allocated in the shaded area, are in LOS.
In order to use an urban model, a non camera or sensor based system is also
possible by roughly estimate the position first, then use the stored 3D data to
determine usable satellites at that time [54]. The principle is nearly the same by
creating a threshold for LOS and NLOS signals and precise it over the time.
That ray tracing extracts all relevant channel parameters, characterized by
POA, AOA and TOA [55]. First, a geometrical path between the receiver and the
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Figure 4.2: Critical elevation for LOS signals (The shaded area shows LOS visi-
bility) [53]
satellite is searched, then physical and electromagnetic properties for each ray
are calculated. Using map aiding or ray trace can highly increase the accuracy,
because NLOS signals can be identified.
4.4.3 Shadow maps
Comparable with map aiding or ray tracing (subsection 4.4.2), shadow maps are
also working on the same idea simply. As already mentioned before, such meth-
ods using a 3D model of all higher surrounding objects, that possibly have an ef-
fect on the satellite’s visibility. In difference to map aiding or ray tracing, shadow
maps contain the signal coverage for each satellite in a certain position. Therefore,
buildings and other models are projected to the ground. The satellite positions
must be known to start calculating with respect to the possible visibility [56].
Once, the grid of the building boundaries has been done, an initial position by
GNSS or other positioning methods is acquired, to roughly define the search area.
This means also to find available satellites during the acquisition. When the first
position fix is done, all visible satellites, irrespective of whether they are in LOS
or NLOS, are quantified under the view of the elevation and building boundary.
Signals, which are probably affected by multipath, then are lower weighted in the
shadow matching positioning solution [57].
4.4.4 Normalized Rayleigh-ness test
The Rayleigh-ness test tries to identify whether there is a Rayleigh-distributed
random process. Such test is used to decide on possible presence of a mean µR
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of the complex Gaussian model, that is for example Rk = µR + ek , where ek is
the correlation error. Both contributions, Rayleigh (µR = 0) and Rice (µR 6= 0),
can be generated. If there is a useful signal with the considered code shift, it can
be defined by two hypotheses on the observed series Γ = [|R1|; ...; |Rk|]T, whose
samples are detected at the output filter of the matched filter. They are either
in an in-sync (i.e. presence signal) or out-of-sync case (i.e. absence of signal),
characterized by H1 and H0 [58]. The testing variable is represented in below:
X = 2
[
1
N
N
∑
k=1
|Rk|2
]2
− 1
N
N
∑
k=1
|Rk|4 (4.7)
that can be expanded by adding the expression of Rk = |µR +Re[ek] + j Im[ek]|
because of the receiving I/Q components of random variables. By also adding α,
namely the marginal kurtosis, the mean value can be shown as below.
E[X] = µ4R + 2(3− α)σ4R +
2
N
[
4µ2Rσ
2
R + 2(α− 1)σ4R
]
(4.8)
where σR is the variance and N the number of the observed series. One of the
weakness points is caused by the argument to estimate the variance of Rk every
time. The normalized Rayleigh-ness test avoids the evaluation of the variance of
the received symbols. Therefore, equation 4.7 is divided by the variance of Rk.
The new testing variable ξ is then:
ξ =
1
N ∑
N
k=1 |Rk|4[
1
N ∑
N
k=1 |Rk|2
]2 (4.9)
The normalized test is as follows:
ξ < νξ for H1 or ξ > νξ for H0 (4.10)
where ξ is the testing variable and ν the threshold value. If the testing variable
is greater than νxi, the algorithm decides for H0, otherwise for H1. The equa-
tion 4.9 is equivalent to the ratio between the (estimated) variance of the squared
correlation samples {|Rk|2} and the (estimated) mean of the samples [59]. For a
reduction of the variance in the in-sync case, the acquisition process is supported
by means the presence of the second term in the new testing variable [60].
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4.5 Multipath mitigation
Multipath has already been stated as one of the most dominant error sources
in section 4.1. In order to detect it, some mitigation possibilities had shown up
over the last decades, caused by the interest of increasing the accuracy. State-of-
the-art processing methods attempt to match the ideal correlation function to the
observed function in multipath.
4.5.1 Common mitigation techniques
Conventional techniques are based on EML variations in a DLL feedback loop.
The nEML, which was mentioned in 3.2.1, is the most popular mitigation tech-
nique for multipath. This is due to the easy implementation, while having a ro-
bust tracking performance. A reduce of noise and multipath is eventually possi-
ble [61]. Nowadays, a use of correlator spacings between 0.05 and 0.2 chips are
common, but affected by the front-end bandwidth [62].
Another familiy of DLL variants is the ∆∆-technique. It offers a better multi-
path rejection in medium-to-long delay multipath in good C/N0 (CNR) scenarios
[63]. A well known case is the HRC (section 3.2.1), which has an higher perfor-
mance than the nEML. [36]. In figure 4.3, the nearest ambiguous zero crossing
of the HRC is closer to the correct crossing in comparison to the nEML curve.
Hence, the probability of looking to any side peaks is much higher.
Figure 4.3: A non-coherent S-Curve for CBOC(-) in two path
Chapter 4: Advanced signal processing 28
4.5.2 Advanced mitigation techniques
For any GNSS signal, one of the most important parameter of interest is the LOS
code delay. Conventional methods cannot follow the LOS code accurately. State-
of-the-art multipath mitigation techniques mostly make use of the correlation
function. An implementation of a vast number of correlators is usually required
in order to estimate the channel characteristics. They are then used to mitigate
the multipath effect and promise an higher accuracy.
Teager Kaiser
The Teager Kaiser (TK) technique makes use of the signal energy by the TK oper-
ator. From that output Ψ(x(n)) of the operator, sourced by a discrete signal x(n),
a presence of multipath can be detected. The non-coherent correlation can build
the necessary input for a symbol n, so that the output is defined as [64]:
ΨTK(x(n)) = x(n− 1)x∗(n− 1)− 12 [x(n− 2)x
∗(n) + x(n)x∗(n− 2)] (4.11)
At least, three correlation values are needed to start TK in P, E and very E
correlator. In practice, more correlators are utilized and the estimation is rather
sensitive to the noise, depending on the chosen threshold [65]. Anyway, the com-
bination of the TK and nEML aims, that the main lobe of the non-coherent corre-
lation function is much steeper. The zero crossing for the S-curve now might be
closer to the real true delay than in comparison to the use of the nEML [64]. The
decision of a present multipath is done with respect to a specific threshold as the
interested reader find in [66].
Reduced Search Space Maximum Likelihood Delay
Another estimator, the Reduced Search Space Maximum Likelihood (RSSML),
also represents an up-to-date technique in multipath mitigation. In theory, Max-
imum Likelihood Estimation (MLE) describes a statistical model, which has an
output of realistic estimates by given model parameters [67]. In statistics, the
Mean Square Error (MSE) can be described as
MSE(θˆ) = E
[
(θˆ − θ)2] (4.12)
where Θ is the unknown parameter and Θˆ the estimator [68]. It is comprehen-
sible, that parameters with small mean square errors are those, which maximizes
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the conditional PDF of the signal, according to the MLE principle. The estimated
signal parameters (i.e. path delays, amplitude and phases) try to minimize the
MSE of the LOS or multipath signal like:
s(t) =
L
∑
l=1
αˆlx(t− τˆl)ej(2pi fˆdt+Θˆl) (4.13)
containing αl, τl and Θl for the amplitude, delay and phase of the l-th sig-
nal, the estimated Doppler shift fˆd and the time t. By setting such parameters to
zero, equation 4.13 can be solved. The resulting equations can bee seen in [69],
[70]. Whenever there is multipath, RSSML tries to separate the eventual incoming
multipath signals from LOS components, by estimating all MLE signal parame-
ters in consequence of the best curve fitting. To fulfill this, competitive peaks had
been observed with a threshold, which is based on the estimated threshold and a
weighting factor [66]. Next, the RSSML computes the MLE for each candidate de-
lay index, so that one with a minimal error is chosen as the estimated LOS delay
[70].
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5 Level Crossing Rates
Usually widely used in mobile communications to optimize various parameters
of the receiver, the LCR can be applied for fading channel or multipath. In order
to determine statistical properties of the fading time intervals, the LCR can be
used, which basically counts the crossings under a specific level [71]. In simu-
lation, analytical expressions can be derived by Nakagami [72] or Rayleigh [73]
processes.
As the major idea to detect multipath under NLOS scenarios, the LCR will be
used. Therefore, this chapter provides general applications of the LCR and the
use in NLOS detection.
5.1 General application of LCR
The LCR basically measures the rapidity of the fading. The result is to quantify
how often the fading is crossing a specific threshold, which is defined by the level
λ. Then it counts the crossing either from above or below, even in summary about
such level. Whenever communication takes place, the wireless signal is interfered
and power limited. Based on mathematical and physical analysis, the major idea
is similar in several application fields. The received signal r and its derivative
with respect to time r˙ and the joint PDF function pr˙,r(r˙,r) are needed to define the
average LCR in the closest form [74]:
N(λth) =
∫ ∞
0 r˙pr,r˙(
√
λth,r˙)dr˙
N(r) =
∫ ∞
0 r˙pr,r˙(r,r˙)dr˙
(5.1)
where N are the counted crossings, λth is the threshold of the LCR and r the
received signal. The average of time, where the ratio remains below the threshold
λ is determinate as the average LCR [75]:
T(r) =
F(r)
N(r)
(5.2)
with F(r) as the number of values under the threshold and N(r), which is the
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overall number of crossing. Such crossings can be used with N(λ) as well. With
respect to the previous mentioned basics, the following applications can be real-
ized:
The Outage Ratio is the most commonly used performance measurement for
radio communication systems [76] [77]. In the given case, the LCR is used to mea-
sure the right selection of the transmission symbol rate, interleave depth, packet
length and time slot duration. If the Signal-to-Interference-Ratio (SIR) or received
signal power falls below a certain threshold, that is λ or sD, which is the threshold
for the desired signal power crosses, an outage is declared [78]. The Average Out-
age Ratio (AOD) then describes the outage status in time with respect to equation
5.2:
T(λth,sth) =
Pout
N(λth,sth)
(5.3)
where the number of N crossing rates is defined by the SIR process crosses λth,
or the desired signal power crosses sth. The probability of the system outage is
Pout = P[λ < λth or sD < sth] when there is a present minimum desired power
restriction [79]. The AOD can be fully obtained by the LCR N(λth,sth). If the
system is interference limited, λ is no part of the mentioned equations. Hence,
the closest form for N is given by second equation in 5.1. For interference limited
systems, N can be described as
N
(
αD =
√
λthαI |αI ≥
√
sth
λth
)
=
∫ ∞
0
r˙pr,r˙|αI (
√
λth,r˙)dr˙ (5.4)
for a system with a minimum desired signal power constrained, with αD and
αI as the composite amplitudes of the desired user and co-channel interferes. Af-
terwards, the received sampled envelope is r = αD/αI =
√
λth and pr,r˙|αI , the
conditional joint PDF [80] [81]. The Outage Ratio is described in detail in [78],
[82] and [83].
A relatively new research for an effective method to mitigate multipath fad-
ing is diversity combining. Such method is about combining multiple received
copies of the transmitted signal in the receiver. In [84], the most popular tech-
niques are represented by the Maximal Ratio Combining (MRC) [85], Equal Gain
Combining (EGC) [86] and Generalized Selection Combining (GSC) [87] at least.
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The Rayleigh Channel Fading is most applicable under NLOS conditions. This
channel is cascaded and can be modeled by the product of N fading amplitudes.
In order to characterize this channel, a Rayleigh channel characterization can
be done by use of the LCR. In wireless communication, multihop is provid-
ing a broader and more efficient coverage. It can be separated in either non-
regenerative or regenerative [88] [89]. In such given case, the characterization,
with respect to the underlying fading channel, can be done with help of the LCR
[90]. As represented in [91] and [92], the evaluation is based on previous equation
5.2 as well.
5.2 CNR estimation
In fields of GNSS, the knowledge about the CNR can be important for position-
ing. A significant task is to assist various stages of the signal tracking for example.
Besides to other estimators such as in [93], [94] and [95], the use of the LCR takes
place in the Level Crossing Rate Estimation (LCRE) [96]. The non-coherent Cross
Correlation Function (CCF) needs to be examined with respect to the number of
downward and upward crossings with [97]:
LCRdown(λ) =
1
Ktot
card
{
k|(z(k) ≤ λ) AND (zk+1 ≥ λ)
}
(5.5)
LCRup(λ) =
1
Ktot
card
{
k|(z(k) ≥ λ) AND (zk+1 ≤ λ)
}
(5.6)
where Ktot = NsNBOCW as the total number of samples in the correlation window
of W chips, an oversampling factor NS and the BOC modulation order NBOC.
Furthermore, z(k) is the sample of the non-coherent CCF and λ is the threshold
for the crossings. Here, the total number of the LCRs can be written as:
LCR(λ)total =
1
Ktot
[
∑k=τmax+NS NBOCk=τmax−NS NBOC LCR
(k)
C1 + LCR
(k)
C2 + ...
...+ LCR(k)C3 + (Ktot − 2NSNBOC − 1)LCR(k)C4
] (5.7)
where Ci is defined by different situations (see table 5.1) with focus on the sam-
ple, z(k) and z(k+1), with the maximum peak at τmax. A sample, which is located
within one chip from the estimated code delay, calls Peak Point (PP), otherwise
literature is talking about the Outside Peak Point (OPP). In [98], different cases
were described as it is mentioned in the table 5.1. In there, ψ2 denotes the chi-
square distribution.
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Table 5.1: LCR functions of the LCRE for all cases
Case z(k) z(k+1) LCR(k)C
C1 PP PP LCR
(k)
C1 = F
(k)
Ψ2 6=0(λ)
(
1− F(k+1)Ψ2 6=0 (λ)
)
C2 OPP PP LCR
(k)
C2 = F
(k)
Ψ2=0(λ)
(
1− F(k+1)Ψ2 6=0 (λ)
)
C3 PP OPP LCR
(k)
C3 = F
(k)
Ψ2 6=0(λ)
(
1− F(k+1)Ψ2=0 (λ)
)
C4 OPP OPP LCR
(k)
C1 = F
(k)
Ψ2=0(λ)
(
1− F(k+1)Ψ2=0 (λ)
)
After the identification of all crossings had been done by equation 5.7, the CNR
can be estimated by searching the maximum number of crossings with:
ĈNR = arg max
(
LCR(λ)total(CNR)
)
(5.8)
5.3 LCR for NLOS detection
The major contribution of this master’s thesis work is provided by using the LCR
to detect multipath in NLOS situation. With respect to equation 5.5 and 5.6, the
total number of crossings in the normalized correlation function Rk of k samples
or chips at a threshold level λ is:
LCR(λ) = card
{
k|(Rk ≤ λ ∧ Rk+1 > λ) ∪ (Rk+1 ≤ λ ∧ Rk > λ)
}
(5.9)
with the cardinality card of a set and the union operator ∪. In the simulation
results (see chapter 8), the issue of using the mean of the ACF for the crossing
level λ will be mentioned (see section 7.2). Other possibilities are to use λ as the
median of Rk function or as a fixed value. The empirical tests showed that using
λ as the mean of the ACF in the considered window gives the best results (see
section.
The CNR has to be estimated with, for example, the presented method in pre-
vious section 5.2, or based on some other approaches existing in literature, such
as in [99] or [100], because the detection technique depends on it (see subsection
8.1.1). The tested algorithm can be formed as:
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γ(x) = f
[
1
σ
√
2pi
exp
{
− (x−µ)22σ2
}]
= f ∗ N (µ,σ2)
(5.10)
A factor f is multiplied by a normal distribution, including the variance σ2
and the mean µ with respect to the current CNR. The mentioned factors were es-
timated in the training phase and then evaluated in realistic conditions (see sub-
sections 8.1.1 and 8.1.2). γ is representing the threshold in the decision of being
in LOS or NLOS. Furthermore, x is containing the current number of crossings,
which are counted by the level crossings at the level λ. During the simulation, the
best approximation of the parameter have been done which will be mentioned in
section 7.2.
Table 5.2: Decision of the presence of multipath in at the current mean level λ of
the ACF and the CNR-based curve γ
Case Threshold
Multipath γ > mean(ACF), mean(ACF) = λ
One-path γ ≤ mean(ACF), mean(ACF) = λ
The decision if there is a presence of either multipath or one-path is done with
the knowledge of the current ACF mean level λ and the output of the in previ-
ous calculated curve γ, representing the threshold. Such values are compared to
identify the circumstances at hand. Mathematically, the measured ACF level λ is
compared to equation 5.10 with respect of being located below or above, which
can be seen in table 5.2.
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Figure 5.1: left: Decision of present multi- or one-path - red point: multipath,
green point: one-path - right: Allocation of the threshold curve in different CNR
environments
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Referring to figure 5.1, the decision process can be observed for a simple exam-
ple. While the red point is above the curve, which has been built with equation
5.10 under a certain CNR level, the green point is under the curve and is identi-
fied as a direct path, which means being in LOS.
In reality, the CNR is changing over the time. Even a moving receiver dues
to varying circumstances. Hence, the normal distribution based technique must
be calculated for every moment. The less strong the signal, the more crossings,
caused by a higher dynamical curve shape, can be counted. This leads to an
higher mean level of the ACF function and also a different use of parameters (see
figure 5.1).
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Figure 5.2: Block diagram of the NLOS detection based on a normal distribution
The presented NLOS detection can be seen in figure 5.2. In summary, following
steps must be done:
1. The ACF can be used for the CNR estimation, which is necessary for step 4.
2. The coherent and non-coherent averaging must be done with the ACF. Af-
terwards, the ACF must be normalized.
3. The level crossings are counted by the mean of the normalized ACF (x =
LCR [λ|λ = mean(ACF)]).
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4. The parameters ( f , µ, σ2) of the normal distribution γ(x) are calculated by
the estimated CNR.
5. The number x of the crossings of the LCR at the level λ is compared to the
normal distribution γ. If x is under the curve γ, a possible presence of one-
path is detected. Otherwise, the presence of NLOS is estimated.
Chapter 6: Simulation model 37
6 Simulation model
The investigation to detect the presence of multipath in NLOS scenarios had been
done as described in this chapter. In general, the computation of the LCR was
placed in different areas in the baseband process.
Because of using simulations to assess the results, the need of having the most
realistic scenario for the Galileo signal is totally necessary to do an evaluation
of the developed method. With respect to the performance, a signal had been
produced by Matlab® (version R2013b), which is referenced in figure 6.1.
MBOC 
Code 
Input 
Values 
Fading AWGN Doppler 
Bandwidth- 
limiting 
Filter 
Doppler 
Removal 
ACF* 
Receiver 
Signal 
Apply LCR 
Code 
tracking 
* coherent and non-coherent averaging  
Figure 6.1: Block diagram of the used system
To ensure the dynamic nature of a signal, several values, such as the CNR,
or the number of paths can be changed. A Multiplexed Binary Offset Carrier
(MBOC) code is created by a weighted combination of SinBOC(1,1) and SinBOC
(6,1). The certain factors were chosen for the Galileo used CBOC, as w1 =
√
10
11
amd w2 =
√
1
11 . After oversampling, the code is passed through a fading (Rician,
Rayleigh or Nakagami) and an additive white Gaussian noise (AWGN) channel.
Afterwards, the Doppler shift is also added to the dataless code, so that the sig-
nal creation is complete. Next, at the receiver side (Matlab® implemented), the
Doppler and the carrier frequency are removed and the signal is cross-correlated
Chapter 6: Simulation model 38
with a stored CBOC-modulated replica. The chosen correlation window in the
simulations was set to 50 chips, because the introduced maximum channel delay
was set to 10 multiplied with the number of paths. The LCR was applied in three
different situation in the baseband processing on the
1. filtered signal after the bandwidth limitation,
2. filtered signal after the bandwidth limitation and Doppler removal and
3. Auto-Correlation-Function, meaning post-correlation.
The chosen simulation parameters can be observed in table 6.1.
Table 6.1: Simulation parameters, which were used in the simulations
Parameter Symbol Value Unit
CBOC weighting factors w1,2
√
10
11 ,
√
1
11 [−]
Chip frequency fc 1.023 MHz
Coherent integration length Nc 4 [−]
Correlation window [−] 50 Chips
Maximum multipath separation xmax 0.35 Chips
Minimum multipath separation xmin 0.02 Chips
Non-coherent integration length Nnc 1 [−]
Receiver bandwitdth BT [4:4:16] MHz
Spreading factor SF 1023 Chips
The detection part takes place in the baseband process of the receiver. The three
stages of applying the LCR contain a different progress of the signal. The filtered
signal and the removed Doppler shift looks quite similar as it can be seen in fig-
ure 6.2. The two cases of the ACF after the Doppler removal with and without
averaging can be seen figure 6.3. Once the signal is compared to the replica in-
side the storage of the receiver, the correlation can be done. Afterwards, the ACF
can be averaged with the coherent and the non-coherent integration. The LCR,
which is applied on the ACF, makes use of the correlation after the non-coherent
integration, which is first normalized.
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Figure 6.2: Filtered signal before and after Doppler removal for two-path signal
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7 General LCR application
This chapter is dealing with the implementation of the LCR to detect multipath
and with the idea of differentiating several scenarios under NLOS or LOS, which
was presented in section 5.3. First, the level crossings were applied in three dif-
ferent stages as in figure 6.1 and explained in chapter 6. The best allocation was
to apply the LCR at the output of the correlation with the replica code, which was
tested with several channel fading types and several configurations. In here, the
training phase contains the basic implementation of the level crossings, respec-
tively the normal distribution based algorithm and an additional possibility to
increase the average detection percentage.
7.1 Introduction of LCR implementation
First, the LCR was applied in three receiver stages (chapter 6). In particular, this
test was done in one-path and multipath between two and three paths in order to
find some rules of detection. The CNR level was varying within a large window
to include every scenario by choosing the range of [20:20:60] dBHz and 500 loops
per path. The idea of having a level for a decision, if there is a presence of multi-
path, was done by a probability of the crossings, plotted over the LCR threshold
level λ. λ has been also fine-tuned empirically, first taken as various fixed values,
then by using mean or median of the ACF over a certain window, and lastly by
employing statistical fit to the data as explained later in this chapter.
Referring to figure 7.1, 7.2 and 7.3, the PDF of the LCR under one-, two- and
three-paths, respectively and for three CNR levels (good and moderate CNR in
the upper plots and low CNR in the lower plot) can be seen. When the LCR is
applied after the bandwidth-limiting filter of the receiver (see figure 7.1), the ob-
servable curve shows, that it is difficult in here to find a rule for the multipath
detection under NLOS. While the amounts of one-path crossings are below those
of multipath in a good CNR scenario, here 60 dBHz, in other situations such as
40 dBHz, the amount of crossings are above. The level crossing rates are neither
always higher in single path than in multipath, nor smaller, but they fluctuate
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without a clear rule. This is expected since the noise level in the pre-correlation
domain is very high. Hence, the detection of multipath is not suitable in this ap-
proach (LCR at pre-correlation and pre Doppler removal level) because of having
random conditions.
Next, the LCR was applied after the bandwidth-limiting filter and after the
Doppler had been removed (figure 7.2). As a result, by using the previous pa-
rameters, the level crossings are following nearly the same process as before. In
good CNR conditions, multipath can be clearly separated. In cases of a high CNR,
a differentiation might be not successful. By mentioning the example of a signal
from 20 and 40 dBHz, the probability of LOS at its best is located under multi-
path. However, a better signal indicates a fluctuation of the LCR probability that
is not suitable for the NLOS detection.
The LCR results of the bandwidth-limited filtered signal show a difficult situ-
ation in terms of detection. Because of that, the next step was to apply the LCR
at the output of the normalized non-coherent ACF. The plots in figure 7.3 show
stable properties of the direct path crossings in comparison to those of the fil-
tered signal. The PDF of the LOS scenarios are separated from affected signals.
The better the CNR is, the less crossings are measured, because the ACF shape
is not oscillating highly. According to these issues, the thesis based on the LCR
applied at the ACF level, i.e., after the correlation and coherent and non-coherent
averaging.
The impact of the presence of multipath in the ACF can be seen in figure 7.4. By
extracting the normalized ACF after the averaging, the curve shape of both curves
are different. In LOS situations, the channel delay is equal to zero, the ACF is
nearly symmetrical and the main peak has only one maxima. If the signal passed
more paths, such as three in this example, the curve is asymmetric. The main
peak does contain two maxima, the width of such peak is bigger than by having
a direct path. Because the signal is more disturbed in situations of multipath, the
threshold level λ, which is set as the mean for the level crossings, is higher with
λ = 0.0113 than the threshold level for one-path with λ = 0.0061.
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Figure 7.1: Applied LCR after the receiver filter - Level λ of LCR = mean(ACF),
Number of measurements per path = 500
9.75 9.8 9.85 9.9
x 104
0
0.025
0.05
0.075
0.1
0.125
0.15
Number of crossings
   
 P
D
F
 o
f 
L
C
R
PDF of LCR at 60 dBHz
 
 
1-path
2-path
3-path
9.75 9.8 9.85 9.9
x 104
0
0.025
0.05
0.075
0.1
0.125
Number of crossings
   
 P
D
F
 o
f 
L
C
R
PDF of LCR at 40 dBHz
 
 
1-path
2-path
3-path
9.75 9.8 9.85 9.9
x 104
0
0.025
0.05
0.075
0.1
0.125
Number of crossings
   
  P
D
F
 o
f 
L
C
R
PDF of LCR at 20 dBHz
 
 
1-path
2-path
3-path
Figure 7.2:Applied LCR after the bandwidth-limiting receiver filter and after the
Doppler removal, but before correlation - Level λ of LCR = mean(ACF), Number
of measurements per path = 500
Chapter 7: General LCR application 43
100 150 200 250
0
0.02
0.04
0.06
0.08
0.1
0.12
Number of crossings
   
   
P
D
F
 o
f 
L
C
R
PDF of LCR at 60dBHz
 
 
1-path
2-path
3-path
300 400 500
0
0.02
0.04
0.06
0.08
0.1
Number of crossings
   
   
 P
D
F
 o
f 
L
C
R
PDF of LCR at 40 dBHz
 
 
1-path
2-path
3-path
400 500 600
0
0.05
0.1
Number of crossings
   
   
P
D
F
 o
f 
L
C
R
PDF of LCR at 20dBHz
 
 
1-path
2-path
3-path
Figure 7.3: Applied LCR on the non-coherent Auto-Correlation Function, after
the correlation and averaging - Level λ of LCR = mean(ACF), Number of mea-
surements per path = 500
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Figure 7.4:Normalized ACF at 60 dBHz for one and three path with true channel
delays. Left: LCR level λ = 0.0061 - Right: LCR level λ = 0.0113
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7.2 Normal distribution based algorithm
In section 5.3, the basic idea of using the LCR to detect NLOS, respectively mul-
tipath, was presented. The threshold-curve γ, which is calculated by equation
5.10, can be evaluated by an average detection percentage that is:
E[%] =
100− p1 +∑nn=2(pn)
n + 1
(7.1)
where p1 and pn are the detected multipath situations of one- and the nth mul-
tipath in percentages [%] of the detected multipath situations. If there is a single
path, the correct detection percentage is 100-p1, because p1 measures the percent-
age of points in which the multipath is detected. By having this average detection
percentage, the success of correctly detected situations, either LOS or NLOS, can
be evaluated and compared. The equation needs to be adjusted for either having
one- or multipath. In LOS situations, p1 needs to be subtracted and pn added,
because pn describes the detection percentages of multipath.
First, the LCR was basically tested for three fading channel types including
Rician, Rayleigh and Nakagami channel with the previously mentioned average
detection percentage. The CNR was used in the interval [20:20:60] dBHz and the
input parameters of the normal distribution γ (equation 5.10) was chosen by an
adequate range (table 7.1). The results are based on having 500 generated signals
for every path in every CNR case.
Table 7.1: Parameter range ( f ,µ, σ) of the normal distribution-based algorithm
to evaluate different fading channels
Parameter Symbol Range of the values
Sigma σ [1:0.25:70]
Mu µ [1:0.25:400]
Multiplier f [1:0.25:80]
The Rayleigh fading channel achieves the best results in comparison to the Ri-
cian or Nakagami (see table 7.2) with respect to the average detection percentage
for a known CNR case. In lower CNR environments, the detection of correct
paths is higher for Nakagami than for Rayleigh and Rician. But the Rayleigh
fading channel shows the best results with the developed detection technique in
overall. Hence, this channel was chosen for all following parts of this thesis. The
Rayleigh fading channel provides good simulations for NLOS as mentioned in
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[101].
Table 7.2: Average detection percentage for different fading channel types be-
tween one- and three-path
Fading Channel
Type
CNR
[dBHz]
p∗1 [%] p2[%] p3[%] Average Detection
Percentage [%], as
in eq. 7.1
Nakagami 20 28.4 63.2 67.6 67.4
40 16.0 55.6 63.0 69.8
60 1.0 86.8 84.0 92.9
Rayleigh 20 10.2 59 61.1 74.4
40 18.8 79.2 89.6 80.2
60 0.8 95.0 97.8 97.1
Rician 20 6.8 41.6 44.4 67.4
40 9.4 53.6 56.2 72.1
60 12.6 65.4 71.0 76.4
Statistically (in 95% out of 13.500 measurements), the detection of multipath in
three-path scenarios is better than in situations of two-path, as it can be seen in ta-
ble 7.2. Therefore, the higher the number of multipaths, the better the separation
between NLOS and LOS can be done in most cases.
In table 7.2, the average detection percentage based on the results between
single- and the certain multipath, e.g (100 - p1 + p3)/2. As previously described,
the detection of one-path (p∗1) is done by 100-p
∗
1 , because p
∗
1 contains the detected
multipaths in percentages. Therefore, the results of the detected multipaths in a
one-path case needs to be subtracted.
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Figure 7.5: Average detection percentage with mean and median level for γ -
Random points: 500 per CNR - Fading channel: Rayleigh. Known CNR case.
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As previously mentioned, the NLOS detection technique makes us of the mean
level, which is based on the correlation function. This threshold level λ is then
compared to a certain normal distribution based curve γ with respect to the cur-
rent CNR. The most reliable multipath detection can be done with the mean of
the level λ of the normalized correlation. By comparing the results in dependence
of λ, referring to figure 7.5, the average detection percentage is high for the mean
so that the crossings should be counted as x = LCR [λ|λ = mean(ACF)].
7.3 Improvement of LCR
By having a closer look to some improvements, the idea of allowing only cross-
ings with a bigger distance between two local maxima can be justified in fol-
lowing. The successful detection of different multipaths can be increased, while
reducing the error of wrongly detected direct paths as multipath. When the LCR
is done, the output, besides to the threshold level λ and the number of crossings
x, is the location on the x-axes (in samples or chips) and the y-axes (coherent
function envelope) of such crossings in the ACF.
> δLCR 
< δLCR 
max(LCR i) max(LCR i+1) max(LCR i+2) 
Figure 7.6: Illustration of the improved detection by an extract of the ACF
with level γ. While max(LCRi) and max(LCRi+1) are under the threshold δLCR,
max(LCRi+1) and max(LCRi+2) are over it. - Rayleigh channel - CNR = 40dBHz
If now the positions of the crossings are known, an implemented algorithm
can search for local maxima between two crossings, which is the searching range
for a local maximum or minimum (see figure 7.6). When all local maxima are
allocated, the distance between two local extrema should be over a threshold
δLCR to be considered:
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|max(LCRi)−max(LCRi+1)| > δLCR ∨ |max(LCRi−1)−max(LCRi)| > δLCR (7.2)
where max(LCRi) is the ith maximum or minimum between two crossings.
Hence, the number of LCR decreases, but the results are better which can be seen
in table 7.3.
Table 7.3: Average of the improved average detection percentage between one-
and three-path
1-path 2-path 3-path
Average of improved average
detection percentage [%]
4.22 5.96 5.45
The results of using the previously mentioned improvement can be seen in
figure 7.7. According to the curves, the average detection percentage can be in-
creased. In all CNR cases within the range of 20 to 40 dBHz, the average of the
improvement of the detection percentage is better in multipath than in one-path
cases (see table 7.3).
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Figure 7.7: Improved average detection percentage in overall by having the ideal
estimated CNRs
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8 Simulation results
This chapter presents the simulation results, including performance tests , the
fixing of the parameters ( f , µ, σ) and a benchmark test. The developed model
was tested in several realistic situation to ensure the reliability.
8.1 Performance of multipath detection
This section represent the major interest about the thesis. In here, the performance
test and the fixing of the parameters will be done and evaluated. With respect
to section 5.3, where the algorithm was introduced, and basically section 7.3, in
which the improvement was described, the NLOS detection technique can be
evaluated. To produce reliable results, this chapter was produced by covering
the CNR for NLOS cases by [15:2.5:40] dBHz. To create an average, which is used
for the evaluation, 500 random correlation functions were produced in every of
up to four paths and for every signal strength. A sampling rate NS = 4, a non-
coherent integration length Nnc = 1 block and a coherent integration length Nc =
4, were implemented in the signal creation. The receiver bandwidth was set to 16
MHz.
8.1.1 Fixing parameters
In order to modify the parameters f , µ and σ, used by the normal distribution
based algorithm γ (equation 5.10), the search window were chosen by the thresh-
old δLCR = [0:0.02:0.5], sigma (σ) = [1:0.25:70], mu (µ)= [100:5:400] and the multi-
plier ( f ) = [1:0.25:80]. These parameters need to be approximated in certain cases
with respect to the CNR, as it has been described in figure 5.2 within the section
5.3.
The tests in before had been basically done by cover a huge range of the param-
eters. As it is presented in figure 8.1, the best results had been produced by the
ideal curves. The allocation of the parameters inside the graph is rapidly switch-
ing sometimes, when the signal strength increases. A chart, that was sorted with
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the criteria of the average detection percentage, was created in the calibration
phase, based on the optimization process of choosing f , σ and µ parameters. The
curves of the parameters were tuned as it can be seen in figure 8.1, represented
by the "fitted" curves. Such curves were set with respect to the average detection
percentage and a reproducible curve shape, which has to be approximated with
the estimated CNR (see figure 5.2).
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Figure 8.1: Adjustment of the parameters f , µ and σ for the normal distribution
based algorithm (equation 5.10). The "fitted" parameters had been chosen with
respect to the average detection percentage and a reproducible curve shape by
an approximation.
By using more than one approximation for each parameter curve shape, which
better fits the run of the curves than one approximation, it ensures the best accu-
racy in detecting multipath correctly. Based on the observations, which had been
done with figure 8.1, the location of each factor was approximated by a poly-
nomial of the nth degree. The chosen polynomial, produced by diversifying the
parameters f , µ and σ, can be seen in table 8.1. A reduction of the grade n was
considered, such tested approximations ensure reliable results in identify NLOS
at the same time.
The results of now using the approximated curves (table 8.1) are represented
in figure 8.2 in comparison to the ideal run of the curve by using the ideal factors
(see figure 8.1). Even a calculation of the approximated parameters can be done
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Table 8.1: The approximation which ensures the highest amount of correct de-
tection.
Factor CNR-
window
[dBHz]
Approximation
Threshold 15-25 2.286 ∗ 10−4 ∗ CNR2 − 4.343 ∗ 10−3 ∗ CNR + 6.457 ∗ 10−2
(δLCR) 25-32.5 −1.067 ∗ 10−4 ∗ CNR3 + 8.8 ∗ 10−3 ∗ CNR2 − 2.453 ∗ 10−1 ∗
CNR + 2.4
32.5-40 4 ∗ 10−4 ∗ CNR2 − 3.58 ∗ 10−2 ∗ CNR + 8.015 ∗ 10−1
Sigma 15-27.5 20
(σ) 27.5-32.5 5.2 ∗ 10−1 ∗ CNR2 − 29.50 ∗ CNR + 4.38 ∗ 102
32.5-40 −2.8 ∗ 10−1 ∗ CNR2 + 23.26 ∗ CNR− 4.32 ∗ 102
Mu 15-27.5 330
(µ) 27.5-32.5 −4.444 ∗ 10−2 ∗ CNR3 + 4.171 ∗ CNR2 − 1.312 ∗ 102 ∗
CNR + 1.706 ∗ 103
32.5-40 −4.444 ∗ 10−2 ∗ CNRdBHz3 + 4.171 ∗ CNR2 − 1.312 ∗ 102 ∗
CNR + 1.706 ∗ 103
Multiplier 15-32.5 3.476 ∗ 10−2 ∗ CNR2 − 3.82 ∗ CNR + 1.054 ∗ 102
( f ) 32.5-40 −6 ∗ 10−2 ∗ CNR2 + 2.69 ∗ CNR− 6.575
by ensuring a high average detection percentage at the same time. Except at 32.5
dBHz, where the detection percentage measured by the approximation, is 11.4
% below the ideal one and a similar curve from 35 dBHz up to 40 dBHz. The
degradation, with respect to the successfully detected multipaths, of using fitted
curves is quiet small.
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Figure 8.2: Average detection percentage of the ideal and "fitted" parameters
Chapter 8: Simulation results 51
8.1.2 Performance tests
Now, applying the LCR and the modified threshold curve with the task to detect
multipath in NLOS conditions, this part is presenting the performance tests of
the developed multipath detection technique. Basically, this detection had been
performed in typical NLOS circumstances between 15 and 40 dBHz.
The normal distribution based algorithm measures the threshold level λ of
normalized ACF over the number of crossings x of the LCR (see figure 5.1). In the
case of little disturbances and less delay in multipath, the detection of two-path
is awkward in comparison to a higher amount of multipaths. This is due to the
fact, that the allocation of two-path crossings are close allocated to the crossings of
one-path. Moreover, the allocations of one-path crossings are less concentrated in
lower CNR environments. Referring to figure 8.3, the success to identify one-path
correctly is higher rated than the success in multipath. As stronger the signal, as
better the average detection percentage in detecting correctly, except direct paths.
By having a LOS with a higher CNR, the detection of multipath is increasing with
respect to the percentage, while it is decreasing for one-path.
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Figure 8.3:Results of performing the NLOS detection with ideal CNR estimation
In having a closer look to different receiver bandwidths-limiting, the perfor-
mance had been tested as well. Referring to figure 8.4, the detection is relatively
stable by changing the bandwidth-limiting of the receiver. In lower CNR sce-
narios, when having a lower bandwidth, the average detection percentage is os-
cillating more than in using higher bandwidths. In general, the detection is not
depending on the bandwidth. Nevertheless, higher bandwidths are recommend
because of the nearly linear average percentage detection.
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Figure 8.4: Testing of NLOS detection with different receiver bandwidths-
limiting from 4 dBHz to 16 dBHz and ideal estimated CNRs
So far, the NLOS detection technique was tested by having an ideal CNR es-
timation. But in reality, the estimation of such value contains an error. The im-
portance of the CNR had been figured out before, because the approximations
of the parameters f , µ and σ for the normal distribution γ is done after the CNR
estimation (see figure 5.2). The developed algorithm has been tested with two
Carrier-to-Noise-Ratio estimators, one based on the LCR presented in section 5.2
and one estimator based on first order moments. In [100], the moment based
CNR estimator was presented. Such estimator considers the correlation with the
incoming signal and the stored reference code.
The developed NLOS detection technique highly depends on the CNR esti-
mation. Referring to figure 8.5, the average detection percentage decreases by
having an error in the CNR estimation. The moment based implementation is ac-
curate in high CNR environments, but less high by having a small signal strength
with respect to the Root Mean Square (RMS) (see figure 8.6). Such used estimator
decreases the average detection percentage as it can be seen in figure 8.5 or table
8.2.
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The average detection percentage is better for the LCR-based CNR estimator
in multipath cases, but very bad for single path in higher CNR environments (see
figure 8.5). By observing the RMS of the level crossing rate-based estimator in
figure 8.6, the error is constant, but high in overall. An accurate estimation of the
CNR in high CNR cases is necessary for one-path, because the average detection
percentage is not suitable over 30 dBHz. In overall and according to table 8.2,
the performance of the normal distribution based NLOS detection is the worst in
comparison to the ideal or moment based CNR estimator.
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Figure 8.5: Results of performing the NLOS detection with different CNR esti-
mators - left: Moment based CNR estimators for BOC/BPSK modulated signal
for Galileo/GPS [100] - right: Level crossing rate- based estimation [98]
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Figure 8.6: RMS of the used CNR estimators for single and mulitpath cases by
500 random points . left: moment based CNR estimator - right: LCR-based CNR
estimator
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Table 8.2:Average detection percentage [%] in average for all paths and different
CNR estimators based on 500 measurements per path and CNR
1-path 2-path 3-path 4-path
ideal CNR 88.11 55.95 61.53 61.44
moment based CNR 86.25 53.93 60.42 60.54
LCR-based CNR 77.12 56.30 60.24 59.09
8.2 Benchmark test
In literature, there are no common existing NLOS detection techniques, which
are based on the ACF. Therefore, a simple method had been chosen to evaluate
the normal distribution based algorithm. Basically, the benchmark measures the
width of the main peak of the ACF and then compares this value with a calculated
ideal one, based on no multipath.
𝜸𝑩 
Figure 8.7: Principle of benchmark used for NLOS detection
Referring to figure 8.7, the benchmark takes the main peak of the normalized
ACF. By adding a threshold level λb at 0.7 in the simulations, the distance or
width between the crossings of the main peak can be measured in chips. Then, the
ideal width, respectively γb, is calculated. Therefore the position of the maximum
peak has to be figured out in the beginning. The threshold γb is set by all values
of the ACF, which are above the threshold level λb in the search range:
nstart =
[
xmax(ACF) − NsNBOC
]
; nend =
[
xmax(ACF) + NsNBOC
]
(8.1)
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where nstart/nend is the start and end of the search range, xmax(ACF) is the posi-
tion of the maximum of the ACF in samples, Ns as the sampling factor and NBOC,
which represents the BOC-modulation order, here the maximum delay. Once the
samples over the threshold level λb have been counted within this previously
mentioned range, this amount represents the ideal width, respectively the deci-
sion threshold γb, either in samples or chips. At least, the width of the ACF at the
level λb is compared to the decision threshold γb with the decision in table 8.3.
Table 8.3: Decision of having NLOS of the benchmark test (in chips) by compar-
ing width(ACFλ) (width of peak at threshold level λb plus e = 1 ∗ 10−6 (error)
with the measured threshold width γb
Case Threshold
Multipath γ > width(ACFλ) + e
One-path γ ≤ width(ACFλ) + e
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Figure 8.8: Comparison of the NLOS detection technique and a benchmark be-
tween one- and four-path for typical NLOS environments by having an ideal
CNR estimation.
The correct detection of one-path is done much better with the crossing rates
than with the benchmark test, referring to figure 8.8. In having lower CNRs the
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successrate of the multipath detection is nearly similar for both tests. The average
detection percentage is caused by the previously mentioned one-path detection
higher for using the developed LCR technique than the benchmark. If the signal
is increased, the average detection percentage of the LCR technique is increasing,
where the benchmark test stays at the same level.
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9 Conclusions and open discussion
The detection of multipath in NLOS scenarios is a complex field in positioning, as
it had been addressed in this master‘s thesis. The detection had been successfully
done within the ACF by using the LCR.
In this thesis, the level crossings were applied on the non-coherent ACF with
suitable results. Besides such allocation of the LCR, a multipath detection has
been done at sample level. At such stage, after the bandwidth-limiting filter and
such filtered signal after the Doppler removal, the results were not promising (see
section 7.1). Hence, the major implementation of the LCR has been done on the
ACF after the non-coherent averaging and normalization.
The proposed technique had been designed for the CBOC signal under var-
ious parameters to simulate a realistic environment (see chapter 6). The devel-
oped NLOS detection technique was working properly in 70 % of all studied
cases. While one-path and multipath can be successfully detected for up to 93.4
% for strong signals and up to 50.4 % for weak signals, the multipath detection
is promising a higher average detection percentage for a better signal strength,
quantitatively over 80 % in detecting multipath.
By using a normal distribution based algorithm (see section 7.2), several factors
had been figured out and fixed (see subsection 8.1.1). The algorithm itself is stable
in terms of changing the parameters. As in comparison to use ideal parameters,
that had been searched first, the "fitted" ones are performing nearly similar, even
in high CNR environments, which points out towards the fact, that the parameter
optimization process worked very well.
Regarding the simulations, lower CNRs are leading to a worse separation be-
tween one- and multipath cases. As a result, the detection of a non-direct signal
is much more difficult than at higher CNRs. On the other hand, a better signal
includes a better multipath detection and a worse correct one-path detection at
the same time (see subsection 8.1.2).
As it was mentioned in the simulations, the bandwitdth-limiting of the re-
ceiver does not have a big influence in the detection of NLOS. But higher re-
ceiver bandwidths-limits are recommended, so that an oscillation of the average
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detection percentage can be prevented in results (see subsection 8.1.2).
With respect to the benchmark, presented in section 8.2, the found technique
is much more promising and an indicator for a productive future research. It
performed significantly higher compared to the benchmark. Especially the cor-
rect one-path detection does perform enormously better for the developed NLOS
detection technique.
The limitation of this technique mainly is about the oversampling rate and the
fixed ACF window of 50 chips, which must be chosen. Otherwise, the crossings
are increasing and shifting the mean λ of the level crossings to a higher amount,
that results in a worse average probability detection, if the parameter are not
adjusted. Hence, an improvement needs to be done in the future.
Moreover, the normal distribution based detection technique highly depends
on an accurate CNR estimation. Because of the used parameters f , µ and σ, which
are calculated by the current CNR (see subsection 8.1.1), a good estimation is
totally necessary. Otherwise, the correct detection of the current circumstances
are worse (see section 8.1). It was shown, that the moment based CNR estimator
results in a better average detection percentage for the NLOS detection in single
path than the LCR-based technique. But the NLOS detection in multipath cases
is higher for such LCR-based CNR estimator.
The LCR might be useful for multipath detection in NLOS. The difficulty of
having a non-direct path is a major problem in this case. An optimization of the
design parameters could be done. However, the preliminary tests on the LCR on
the pre-correlation ACF were not showing promising results in this thesis. It is
also of interest to find other multipath detection techniques in NLOS situations
and to compare them with the LCR-based multipath detection.
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A Matlab script of the local maxima
search
func t ion [ number ] = Find_local_maxmin ( F , lv , c ,CNR )
% Function search f o r near l o c a l maximum and minimum and
% avoid c r o s s i n g s under a s p e c i f i c threshold
% Input :
% − F = ACF
% − lv = Level of LCR
% − c = P o s i t i o n of zero−c r o s s i n g of LCR
% − CNR = Current CNR, which has to be est imated in
% before
% Output :
% − number = LCR counts with r e s p e c t to the l e v e l and
% threshold
% By Denis Surmann , 0 4 . 0 6 . 2 0 1 4
a = zeros ( length ( c ) −1 ,1 ) ;
%% Detect ion of l o c a l maxima and minima
% between the zero c r o s s i n g at l e v e l lv
f o r i = 1 : 1 : length ( c )−1 ,
c1 = c ( i ) ;
c2 = c ( i + 1 ) ;
i f abs ( c1−c2 ) == 1 ,
a ( i , : ) = F ( 1 , c2 ) ;
e l s e max_F = max( F ( 1 , c1 +1: c2 ) ) ;
min_F = min ( F ( 1 , c1 +1: c2 ) ) ;
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i f max_F > lv ,
a ( i , : ) = max_F ;
e l s e
i f min_F < lv ,
a ( i , : ) = min_F ;
end ;
end ;
end ;
end ;
%% Treshold
% Threshold i s crea ted by the knowledge of the t e s t s , t h a t had
% been done before
i f CNR <= 25
thresh = 2.286*10^(−4)*CNR^2−4.343*10^(−3)*CNR+ . . .
6 .457*10^( −2) ;
e l s e
i f CNR <=32.5
thresh = −1.067*10^(−4)*CNR^3+8.8*10^(−3)*CNR^2− . . .
2 .453*10^(−1)*CNR+ 2 . 4 ;
e l s e
thresh = 4*10^(−4)*CNR^2−3.58*10^(−2)*CNR+ 8 . 0 1 5 * . . .
10^(−1);
end ;
end ;
%% Decis ion of use
% I f the maxima and minima between the c r o s s i n g s are over
% the threshold , they are saved in fol lowing vec tor b ,
% otherwise not
b = 0 ;
f o r i =1: length ( a ) ,
i f i > 1 ,
i f i == length ( a ) ,
i f ( abs ( a ( i−1)−a ( i ) ) > thresh )
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b ( i , : ) = c ( i ) ;
e l s e
b ( i , : ) = 0 ;
end ;
e l s e
i f ( abs ( a ( i−1)−a ( i ) ) > thresh || abs ( a ( i ) − . . .
a ( i +1 ) ) > thresh ) ,
b ( i , : ) = c ( i ) ;
e l s e
b ( i , : ) = 0 ;
end ;
end ;
e l s e
i f length ( a ) > 1 ,
i f ( abs ( a ( i )−a ( i +1 ) ) > thresh ) ,
b ( i , : ) = c ( i ) ;
e l s e
b ( i , : ) = 0 ;
end ;
e l s e
number = 1 ;
end ;
end ;
end ;
% F i l l 0 in the output , i f there are no LCRs under the
% threshold
i f b == 0 ,
number = 0 ;
e l s e
number = length ( f ind ( b > 0 ) ) ;
end ;
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B Matlab script of the multipath
detector
func t ion [m] = Mult ipath_detec t ion ( ACF_lv , l c r , CNR)
%This funct ion i d e n t i f i e s whether the NLOS s i g n a l i s one−
%or multipath with use of a normal d i s t r i b u t i o n
% Input :
% − l c r ( number of l e v e l c r o s s i n g s )
% − CNR ( Signa l to Noise Rat io )
% − ACF_lv ( Level of ACF funct ion )
% Output : m (One path = 0 , Multipath = 1)
% Created by Denis Surmannn 1 9 . 0 6 . 2 0 1 4
%% Estimate the parameter f o r the normal d i s t r i b u t i o n
f = 3.476*10^(−2)*CNR^2−3.82*CNR+1.054*10^2 ;
i f CNR <=27.5
sigma = 2 0 ;
mu = 3 3 0 ;
e l s e
i f CNR <= 3 2 . 5
sigma = 5.2*10^(−1)*CNR^2−2.950*10^(1)*CNR+4 .38*10^2 ;
mu = −4.444*10^(−02)*CNR^3 + 4 . 1 7 1 *CNR^2 − 1 . 3 1 2 * . . .
1 0 ^ ( 0 2 ) *CNR + 1 . 7 0 6 * 1 0 ^ ( 0 3 ) ;
e l s e
sigma = −2.8*10^(−1)*CNR^2+2 .326*10^(1 ) *CNR−4.32*10^2;
mu = −4.444*10^(−02)*CNR^3 + 4 . 1 7 1 *CNR^2 − 1 . 3 1 2 * . . .
1 0 ^ ( 0 2 ) *CNR + 1 . 7 0 6 * 1 0 ^ ( 0 3 ) ;
f = −6*10^(−2)*CNR^2+2.69*CNR−6.575;
end ;
end ;
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%% Detect ion
% In here , the normal d i s t r i b u t i o n i s crea ted : I f the ACF
% l e v e l i s under the threshold , probably one−path i s
% detected with m = 0 , otherwise multipath i s detec ted so
% t h a t m = 1
f o r n = 1 : length ( l c r )
marker = normpdf ( l c r ( n , : ) , mu, sigma ) * f ;
i f ( ACF_lv ( n ) <= marker )
m( n ) = 0 ;
e l s e
m( n ) = 1 ;
end ;
end ;
%% P l o t
s t a r t _ x = l c r −100;
end_x = l c r +100;
xax = s t a r t _ x : end_x ;
c u r f c t = normpdf ( xax ,mu, sigma ) * f ;
p l o t ( xax , c u r f c t , ’b ’ , ’ LineWidth ’ , 3 ) ; hold on ;
p l o t ( l c r , ACF_lv , ’ r * ’ ) ; hold on ; grid on ;
legend ( ’ D i s t r i b u t i o n Curve ’ , ’ Measured LCR ’ ) ;
xlim ( [ s t a r t _ x end_x ] ) ;
ylim ( [ 0 max(max( c u r f c t ) ) * 2 ] ) ;
y l a b e l ( ’ Level of ACF ’ ) ;
x l a b e l ( ’ Number of cross ings ’ )
end
