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Abstract
This thesis concerns the completeness of scattering states of n δ-interacting
particles in one dimension. Only the repulsive case is treated, where there
are no bound states and the spectrum is entirely absolutely continuous, so
the scattering Hilbert space is the whole of L2(Rn).
The thesis consists of 4 chapters: The first chapter describes the model,
the scattering states as given by the Bethe Ansatz, and the main completeness
problem. The second chapter contains the proof of the completeness relation
in the case of two particles: n = 2. This case had in fact already been
treated by B. Smit (1997), [17], but it is useful to include this case as it
clarifies the more general case. In particular, the more algebraic approach
used for the n-particle case is illustrated in this simple example. In Chapter
3 the case n = 3 is examined. This is useful for illustrative purposes as
the scattering states can still be written explicitly term by term and it is
not yet necessary to introduce the complicated notation used in the general
case. On the other hand, this case shows up certain technical difficulties to
do with the non-commutativity of the permutation group (S3) which do not
occur in the 2-particle case. Finally, Chapter 4 contains the proof of the
completeness relation in the general n-particle case. The method used is the
same as in the 3-particle case, but the algebra is much more complicated. In
particular a number of interesting lemmas and one theorem is proved. The
first lemma for 3-particle case and its generalisation - theorem for n-particle
case essentially concerns the Yang-Baxter relation for this model, as first
written by Yang. Indeed, Yang proposed his version of these relations as a
consistency condition for the Bethe Ansatz solution of the model but never
actually gave a complete proof of the consistency given these relations. Here
a complete inductive proof is given. Some algebraic manipulation reduces
the left-hand side of the completeness relation to a simpler form. Another
lemma, which seems to be new, then shows that this expression does not
contain divergent terms and consists of a sum of integrals similar to those
encountered in the 2- and 3-particle cases. Evaluation of these integrals then
leads to the required δ-relation.
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Chapter 1
EXPLICIT FORMULA FOR
THE WAVE FUNCTION OF
THE SYSTEM OF 3 AND n
δ-INTERACTING
PARTICLES IN ONE
DIMENSION
1.1 Introduction
We describe the scattering of particles by solving the stationary Schro¨dinger
equation for the wave function of the system:[
−
n∑
µ=1
∂2
∂x2µ
+ 2c
n∑
µ<ν
δ(xµ − xν)
]
ψ(x1...xn) = E ψ(x1...xn), (1.1)
where x1, ..., xn are the coordinates of the particles, δ(x) is the Dirac delta-
function and c > 0 is the coupling constant for the a repulsive interaction
potential. We assume that:
1) All particles are numbered, and distinguishable as in [20].
2) Interaction potential is the same for all pairs.
3) Due to the local nature of interaction a probability of appearance of 3 or
more particles in one point of x is negligible small (corresponding terms are
δ(xµ − xν) = δ(xν − xη) = δ(xµ − xη), µ 6= ν 6= η 6= µ) and this leads to
absence of such terms in equation.
With the free Hamiltonian H0 = −
∑n
µ=1
∂2
∂x2µ
, the Hamiltonian
H = H0 + 2c
n∑
µ<ν
δ(xµ − xν), (1.2)
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is uniquely defined as a self-adjoint operator in the Hilbert space L2(Rn)
as was shown in [10] with the use of [14]. For that Hamiltonian, a set of
eigenfunctions can be written out explicitly by guessing what it looks like,
namely as a sum of waves with different phases obtained by n! permutations
of n momenta k1, ..., kn with different amplitudes F (σ):
ψ(x1...xn | k1...kn) =
∑
σ∈Sn
F (σ) exp
(
i
n∑
ρ=1
kσρxρ
)
.
This set of the waves is known as the Bethe Ansatz [8], but it was ap-
plied to the Hamiltonian (1.2) in [13]. There are many applications of this
method and its generalisation for solving different problems, for example in
[1, 12, 11, 21], also for the difference equations in the form of the quantum
inverse problem method or matrix Bethe Ansatz [19, 22], etc. In particular,
the infinite discrete spin chain in [1, 2, 3, 4, 5] provides a model for spin
chain scattering, which has many features of the problem of n δ-interacting
particles (due to the assumption that only neighbouring particles can inter-
act in both models). In a number of cases, completeness was proved, notably
scattering completeness for the Heisenberg chain in [2, 3], and with periodic
boundary conditions in [12, 18], and for the δ-interacting Bose gas in [10]
(see also [9] for an improved version).
The case of two particles is well known and can be easily simplified by
changing coordinates of the particles into relative coordinates:
X =
1
2
(x1 + x2), x = (x1 − x2).
Hence the motion of two particles is equal to the motion of a combined
particle interacting with a δ-potential placed at x = 0, and with the free
Hamiltonian
− 1
2
∂2
∂X2
− 2 ∂
2
∂x2
.
If we have an incoming wave in the form ψ(x | k) = eikx from the left (k > 0),
then the solution is a scattering wave-function
ψin(x | k) =
{
eikx + Bk
Ak
e−ikx, x < 0
1
Ak
eikx, x > 0
, (1.3)
where
Bk = 1− Ak = − ic
k
,
obtained from the boundary conditions at x = 0, by [13]:
ψ(x− 0 | k) = ψ(x+ 0 | k),
ψ′(x− 0 | k) = ψ′(x+ 0 | k) + c.
5
We can consider this solution as a combination of transmitted and reflected
waves in each region defined by the relative position of particles (x1 < x2
and x1 > x2 for this case).
With the use of notation
[12] := ei(k1x1+k2x2), [21] := ei(k2x1+k1x2) for the wave phases,
χ(12) := χ(x1 > x2), χ(21) := χ(x2 > x1) for characteristic function of
relative coordinate regions and
B12 = 1− A12 = − ic
k1 − k2 ,
the expression for the wave function is given by [7]:
ψ(x1x2 | k1k2) = χ(12)[12] + χ(21){A12[12] +B12[21]},
and the scattering wave function is constructed as:
ψin(x1x2 | k1k2) = ψ(x1x2 | k1k2)
A12
θ(12) +
ψ(x2x1 | k2k1)
A21
θ(21)
=
{
1
A12
[12]χ(12) +
(
[12] +
B12
A12
[21]
)
χ(21)
}
θ(12)
+
{
1
A21
[12]χ(21) +
(
[12] +
B21
A21
[21]
)
χ(12)
}
θ(21), (1.4)
which is obviously non-symmetric with respect to interchange of coordinates
x1 and x2, and this two-particle example illustrates the problem considered
in this work.
For bosons the wave function needs to be symmetrized by adding the
following expression with permuted coordinates x1 and x2 (relative to (1.4)):
ψin(x2x1 | k1k2) =
{
1
A12
[21]χ(21) +
(
[21] +
B12
A12
[12]
)
χ(12)
}
θ(12)
+
{
1
A21
[21]χ(12) +
(
[21] +
B21
A21
[12]
)
χ(21)
}
θ(21), (1.5)
Adding (1.5) to (1.4) and using relations 1 + B12 = A21, 1 + B21 = A12, we
obtain symmetric scattering wave function for bosonic particles:
ψin sym(x1x2 | k1k2) =
{(
A21
A12
[12] + [21]
)
χ(12) +
(
A21
A12
[21] + [12]
)
χ(21)
}
θ(12)
+
{(
A12
A21
[21] + [12]
)
χ(12) +
(
A12
A21
[12] + [21]
)
χ(21)
}
θ(21),
(1.6)
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which is not considered in this work.
Scattering completeness for the 2-particle case is proved in [17]. We briefly
recall his approach, which is based on that for potential scattering developed
by Povzner, Ikebe and Simon, see [15, 16]. Scattering completeness is defined
as unitarity of the scattering operator. The scattering operator S is defined
in terms of the wave operators Ω± as
S = (Ω−)∗Ω+,
where the latter are defined by (see [4, 15])
Ω±(H,H0) = s - lim
t→∓∞
eitHe−itH0Pac(H0),
where Pac(H0) is the projection onto the absolutely continuous spectrum of
H0, which in our case is simply the identity. The wave operators, assuming
they exist, are in general isometries onto their ranges. Scattering complete-
ness is then defined as
Ran(Ω+) = Ran(Ω−) = Ran(Pac(H)). (1.7)
In the following we only consider the case of a repulsive interaction, i.e.
c > 0. In that case, there are no bound states and the spectrum is entirely
absolutely continuous, i.e. Pac(H) = L
2(Rn). The scattering states ψin (and
the associated ψout) are then given by
ψin(x | k) = Ω+ei(k1x1+...+knxn) and ψout(x | k) = Ω−ei(k1x1+...+knxn).
(1.8)
(Note that this requires justification as Ω±f are originally only defined for
f ∈ L2.) One defines a scattering transform analogous to the Fourier trans-
form, by
f#(k) =
1
(2pi)n/2
∫
f(x)ψin(x | k) dnx. (1.9)
(To be precise, the integral has to be interpreted as a limit ’in the mean’
in general.) The main completeness identity can then be formulated as an
orthonormality relation for the scattering waves:
〈ψin(y | ·) | ψin(x | ·)〉 = δn(x− y) (1.10)
(or in the form of (4.1)). From this relation (which has to be interpreted in
distributional sense) it follows that the scattering transform can be inverted:
f(x) =
1
(2pi)n/2
∫
f#(k)ψin(x | k) dnk. (1.11)
Next, we prove that
(Ω+f)# = fˆ , (1.12)
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where fˆ is the Fourier transform of f ∈ L2. To prove this it suffices to show
that for all f, g ∈ L2,
〈f |Ω+g〉 = 〈f# | gˆ〉.
Indeed, (1.12) follows by replacing f with Ω+f and using the fact that Ω+ is
an isometry. Now, the latter identity follows roughly by inserting (1.8):
〈f |Ω+g〉 =
〈
f
∣∣∣∣Ω+ ∫ gˆ(k) eikx dnk(2pi)n/2
〉
=
〈
f
∣∣∣∣ ∫ gˆ(k)ψin(x | k) dnk(2pi)n/2
〉
=
∫
dnk gˆ(k)
∫
f(x)ψin(x | k) d
nx
(2pi)n/2
=
∫
gˆ(k) f#(k) dnk = 〈f# | gˆ〉.
The identity (1.12) together with the invertibility of the scattering transform
implies that Ran(Ω+) = L2(Rn). The analogous identity Ran(Ω−) = L2(Rn)
follows from a similar argument using ψout instead of ψin together with the
symmetry relation
ψout(x1...xn | k1...kn) = ψin(xn...x1 | kn...k1).
We elucidate this further in the case n = 2 by calculating the scattering
matrix. We have (see [17]):
ψin(x | k < 0) = ψout(x | k > 0) =
{
1
Ak
eikx, x < 0
eikx + Bk
Ak
e−ikx, x > 0
,
(1.13)
ψin(x | k > 0) = ψout(x | k < 0) =
{
eikx + Bk
Ak
e−ikx, x < 0
1
Ak
eikx, x > 0
.
Noting that Bk = −Bk, B−k = Bk hence A−k = Ak, 1 + |Bk|2 = |Ak|2, we
express ψout(x | k) in terms of combination of ψin(x | k) and ψin(x | −k) for
all cases of k > 0, k < 0 and x > 0, x < 0.
1) For k > 0
a) x > 0:
ψout(x > 0 | k) = eikx + Bk
Ak
e−ikx =
1
Ak
1
Ak
eikx +
Bk
Ak
(
e−ikx +
Bk
Ak
eikx
)
=
1
Ak
ψin(x > 0 | k) + Bk
Ak
ψin(x > 0 | −k),
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b) x < 0:
ψout(x < 0 | k) = 1
Ak
eikx =
1
Ak
(
eikx +
Bk
Ak
e−ikx
)
+
Bk
Ak
1
Ak
e−ikx
=
1
Ak
ψin(x < 0 | k) + Bk
Ak
ψin(x < 0 | −k).
2) For k < 0
a) x > 0:
ψout(x > 0 | k) = 1
Ak
eikx =
1
Ak
(
eikx +
Bk
Ak
e−ikx
)
+
Bk
Ak
1
Ak
e−ikx
=
1
Ak
ψin(x > 0 | k) + Bk
Ak
ψin(x > 0 | −k),
b) x < 0:
ψout(x < 0 | k) = eikx + Bk
Ak
e−ikx =
1
Ak
1
Ak
eikx +
Bk
Ak
(
e−ikx +
Bk
Ak
eikx
)
=
1
Ak
ψin(x < 0 | k) + Bk
Ak
ψin(x < 0 | −k),
so that generally we have:
ψout(x | k) =
{
1
Ak
ψin(x | k) + BkAkψin(x | −k), k > 0
1
Ak
ψin(x | k) + BkAkψin(x | −k), k < 0
=
1
A|k|
ψin(x | k) + B|k|
A|k|
ψin(x | −k). (1.14)
Now we can insert this into expression for scattering matrix
S(k, k′) = 〈ψout(k′) | ψin(k)〉
and, using the orthogonality relation
〈ψin(k′) | ψin(k)〉 = δ(k − k′),
obtain
S(k, k′) = 〈ψout(k′) | ψin(k)〉 =
〈(
1
A|k′|
ψin(k
′) +
B|k′|
A|k′|
ψin(−k′)
)∣∣∣∣ψin(k)
〉
=
1
A|k′|
〈ψin(k′) | ψin(k)〉+ B|k
′|
A|k′|
〈ψin(−k′) | ψin(k)〉
=
1
A|k′|
δ(k − k′) + B|k′|
A|k′|
δ(k + k′). (1.15)
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Using the formula
δ(k2 − k′2) = δ(k − k
′)
2 |k′| +
δ(k + k′)
2 |k′|
and substituting B|k′|/A|k′| = (−ic/ |k′|)/(1 − (−ic/ |k′|)) = −ic/(|k′| + ic),
A|k′| +B|k′| = 1, we rearrange (1.15) as follows:
S(k, k′) =
1
A|k|
δ(k − k′) + B|k|
A|k|
δ(k + k′)
= δ(k − k′) + B|k′|
A|k′|
[δ(k − k′) + δ(k + k′)]
= δ(k − k′)− 2ic |k
′|
|k′|+ ic δ(k
2 − k′2).
In this work we prove the orthogonality relation explicitly, first for the
2-particle case, then for 3 particles, and finally for the n-particle case with
arbitrary n. The motivation of this work is to consider the case with an
arbitrary number of distinguishable particles for which completeness of ex-
plicit eigenstates has been proved in only very few models. The method of
proof is essentially combinatorial and more direct than other approaches.
Since the scattering wave function ψin(x | k) is defined as a combination of
permutations of the wave functions in all coordinate regions, in the rest of
this chapter we evaluate the explicit form of the wave function for all regions
of the relative positions of the particles, as a preliminary to the scattering
wave-function expressions.
1.2 3-particle case with δ-shape potential of
interaction
In the case of more than two particles the situation is much more complicated
since we have a system of waves with several transmissions and reflections.
We are looking for an explicit formula for the wave function of the n-particle
system with δ-interaction, or equivalently: suppose we know an expression
for the wave function in any region defined by the relative positions of the
particles, then we wish to establish a general rule of calculation of that func-
tion in any arbitrary region.
Starting with the 3-particle case, we use the notation of [7]:
[β1β2β3] = exp
(
i
3∑
ρ=1
kβρxρ
)
- the wave-functions which are eigenfunctions of the corresponding Hamilto-
nian,
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and χ(xσ1 > xσ2 > xσ3) =: χ(σ1σ2σ3), for σ ∈ S3 - a characteristic function
of an arbitrary coordinate region, defined by the particular relative position
of particles on the x-axis.
Then the following diagrams apply:
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(23) 
(23) 
(23) 
(12) 
(13) 
(12) 
(12) 
(13) 
(13) 
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[213] 
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[132] 
[231] 
321 
[123] 
[321] 
                123 
312 
231    213     
 
132 
(23) 
(12) 
[213] 
 
[132] 
Figure 1.1: The phases of waves in coordinate regions.
The first diagram shows the phases of all waves in the regions (123), (213),
(132), (231) and (312). Each arrow with the number in square brackets rep-
resents the wave of the particular phase in the particular region. However,
some waves are shown twice, representing the different possible ways of re-
alisation of the same wave. The mentioned regions contain combinations of
1, 2, 2, 4 and 4 different waves, respectively. (The round brackets for the
numbers of regions are not shown for simplicity.)
Notation (12), (13), (23) used for the regions boundaries corresponding to
transposition of the pair particles with respective numbers.
Note that reflections and transmissions are possible only for internal bor-
ders between regions of the diagram. It follows directly from the fact that
in one dimension interaction between particles is restricted to only nearest
neighbour particles. Each reflection is in correspondence with momentum
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transpositions between two particles without coordinate transposition (with
effective change of the wave phase), and each transmission through a bor-
der between regions is in correspondence with simultaneous coordinate and
momentum transpositions for a particular pair of particles (without effective
change of the wave phase).
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Figure 1.2: The phases of waves in coordinate region (321).
The second diagram shows the phases of waves for the region (321) sep-
arately. There are 9 waves but only 7 of them are different (two pairs of
identical waves are shown for symmetry).
12
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Figure 1.3: The system of waves in coordinate regions.
The diagram on Figure 1.3 shows the actual relation (including corre-
sponding reflection and transmission coefficients) between the waves in all
regions. The transmission Tµν and reflection Rµν coefficients are defined by:
Tµν =
1
Aµν
, Rµν =
Bµν
Aµν
, where µ, ν = 1, 2, 3, µ < ν. (1.16)
Each coordinate region is in correspondence with a combination of elemen-
tary waves with some particular amplitudes. The way of obtaining such
combinations is the following:
1) We assume that incoming wave in the region (x3 > x2 > x1) =: (321) has
the structure exp[i(k1x1 + k2x2 + k3x3)] =: [123]. When this wave is trans-
mitted through the borders (23), (23)(13), (12), (12)(13), it does not change
its phase but changes the amplitudes to respectively T23, T13T23, T12, T13T12
for regions (231), (213), (312) and (132), respectively.
The same wave can reach the last region (123) in two ways: either (23)(13)(12)
or (12)(13)(23) with the same result T12T13T23 = T23T13T12.
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2) Consider the border (12) between regions (213) and (123). It follows
from Aµν + Bµν = 1 that Tµν = 1 + Rµν so that the wave reflected from
(12) in the region (213) has amplitude R12T13T23 and the phase [213] corre-
sponding to interchanged momenta for incoming wave [123], so that the full
expression for the wave in region (213) is T13T23[123] +R12T13T23[213].
3) Similarly for the region (132) we get T13T12[123] +R23T13T12[132].
4) For the region (231) there are four waves:
a) transmitted T23[123];
b) its reflection from the border (13), namely R13T23[321];
c) reflected from (12) in the region (321) wave [123]→ R12[213], then trans-
mitted through the border (23) between regions (321) and (231):
R12[213] → T13R12[213], where indices 13 represent a pair of interchanging
momenta between corresponding particles #2, 3;
d) its reflection from the border (13) between regions (231) and (213):
T13R12[213]→ R23T13R12[312], where indices 23 is a pair of momenta for the
pair of corresponding particles #1, 3.
Finally, the full expression for the region (231) is:
T23[123] +R13T23[321] + T13R12[213] +R23T13R12[312].
5) Similarly for the region (312) we get:
T12[123] +R13T12[321] + T13R23[132] +R12T13R23[231].
6) For the region (123) there are 9, but only 7 different waves:
a) Incoming wave [123].
b) Reflection of [123] from (23) between (321) and (231) regions:
[123]→ R23[132].
c) Reflection of [123] from (12) between (321) and (312) regions:
[123]→ R12[213].
d) Further reflection of R23[132] from (12) between (321) and (312) regions:
R23[132] → R13R23[312], where indices 13 represent a pair of interchanging
momenta between corresponding particles #1, 2.
e) Further reflection of R12[213] from (23) between (321) and (231) regions:
R12[213] → R13R12[231], where indices 13 represent a pair of interchanging
momenta between corresponding particles #2, 3.
f) Repeated reflection of R13R23[312] from (23) between (321) and (231) re-
gions: R13R23[312] → R12R13R23[321], where indices 12 represent a pair of
interchanging momenta between corresponding particles #2, 3.
g) Repeated reflection of R13R12[231] from (12) between (321) and (312) re-
gions: R13R12[231] → R23R13R12[321], where indices 23 represent a pair of
interchanging momenta between corresponding particles #1, 2.
Actually, f) and g) are different interpretations of the same wave.
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h) Transmitted through the border (23) between (231) and (321) regions,
wave R13T23[321] → T12R13T23[321], where indices 12 represent a pair of in-
terchanging momenta between corresponding particles #2, 3.
i) Transmitted through the border (12) between (312) and (321) regions,
wave R13T12[321] → T23R13T12[321], where indices 23 represent a pair of in-
terchanging momenta between corresponding particles #1, 2.
Actually, h) and i) are different interpretation of the same wave.
Finally, for the region (123) we get:
[123]+R23[132]+R12[213]+R13R23[312]+R13R12[231]+(R12R13R23+T12R13T23)[321].
Assume the amplitude normalisation such that outgoing wave for the
region (123) has unit amplitude. Then multiplying all amplitudes in the
previous table by A12A13A23 and using (1.16) we obtain the similar diagram
but in terms of coefficients Aµν ,Bµν , where µ, ν = 1, 2, 3, µ < ν:
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 Figure 1.4: The system of waves in coordinate regions, with amplitudes in
terms of Aµν ,Bµν .
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1.3 Transposition matrices for 3-particle case
The wave function for all regions is just the sum over all regions of all wave
combinations in each region:
ψ(x1x2x3 | k1k2k3)
= χ(123)[123] + χ(213)
(
A12[123] +B12[213]
)
+ χ(132)
(
A23[123] +B23[132]
)
+ χ(231)
(
A12A13[123] + A12B13[321] + A23B12[213] +B12B23[312]
)
+ χ(312)
(
A23A13[123] + A23B13[321] + A12B23[132] +B12B23[231]
)
+ χ(321)
(
A12A13A23[123] + A23A13B12[213] + A12A13B23[132]
+ A23B13B12[231] + A12B13B23[312] +B13(1 +B12B23)[321]
)
. (1.17)
For the case of more than 3 particles the diagrams similar to Figures 1.1-1.4
become much more complicated. However, it is possible to evaluate a certain
algorithm for construction of the wave system in any region. We will start
with the same three-particle case.
The wave function of arbitrary region α ∈ S3 can be expressed, in particular,
as a product I0 ·Gα , where I0 = (1 1 1 1 1 1),
Gα is a column of the waves with all possible phases:
Gα =

Aα[123][123]
Aα[213][213]
Aα[231][231]
Aα[321][321]
Aα[312][312]
Aα[132][132]

,
and Aα[β1β2β3] is a corresponding amplitude for the wave with phase [β1β2β3]
in coordinate region α. All possible regions of the relative positions for 3
particles are: (123), (213), (231), (321), (312), (132). The order of particles
permutations is taken for convenience in such a way that any two nearest
regions differ from each other by only a pair of nearest particles.
Each border between two coordinate regions represents interchange of posi-
tions of two neighbouring particles transforming the system of waves in one
region to the system of waves in another region, by means of transmission
and reflection of each elementary wave. In fact, we can reduce the number of
different possible transpositions between particles (or, equivalently, transfor-
mations between neighbouring regions) by the following convention: instead
of labeling each transposition by initial numbers of a pair of corresponding
particles, we label them by the relative positions of these particles. Since for
3 particles there are always two pairs of nearest neighbour positions, there
are two matrices each of which represents a transition of the system of waves
through the boundary between classes of regions: for one matrix that is a
transposition of two particles between the first and second current positions,
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and for the second matrix - between particles on the second and third current
positions.
Q(α1α2) =

 B12 1 +B12
1−B12 −B12
 (0) (0)
(0)
 B23 1 +B23
1−B23 −B23
 (0)
(0) (0)
 −B13 1−B13
1 +B13 B13


,
Q(α2α3) =

B23 0 0 0 0 1 +B23
0
0
 B13 1 +B13
1−B13 −B13
 (0) 0
0
0
0
(0)
 −B12 1−B12
1 +B12 B12
 0
0
1−B23 0 0 0 0 −B23

,
where (0):=
(
0 0
0 0
)
and, in particular, B13 ≡ −B31, B12 ≡ −B21.
The matrix Q(α1α2) represents transformation of the system of waves on the
boundary between two regions with the first and second positions of particles
transposed, namely (123)→ (213), (231)→ (321), (312)→ (132).
Similarly, the matrix Q(α2α3) represents transformation of the system of waves
on the boundary between two regions with the second and third positions of
particles, namely (123)→ (132), (213)→ (231), (321)→ (312).
With the change of phases corresponding to this transformation, the column
of waves in any region can be expressed as a product of a matrix related
to the boundary with previous region and the column of waves in previous
region: Gα2α1α3 = Q(α1α2)G
α1α2α3 and Gα1α3α2 = Q(α2α3)G
α1α2α3 . Since a
particular order of permutations for regions was chosen, then a particular
order of indices for coefficients Bβ1β2 , β1 < β2, β1, β2 = 1, 2, 3, occurs in
17
the corresponding entries of matrices: in the case β1β2 → β2β1 in transition
between two regions, the corresponding coefficient on the upper left position
of smaller matrix 2 × 2 is Bβ1β2 . However, since inverse order of transposi-
tion β2β1 → β1β2 corresponds to the inverse order of indices in Bβ2β1 which
is also pure imaginary, then Bβ2β1 = Bβ1β2 = −Bβ1β2 , and Q(α1α2), Q(α2α3)
can be adjusted by changing signs in corresponding entries in the case of in-
verse transpositions or, generally, in the case of any permutations of regions
different from the initially chosen order. In fact, for the practical purpose
of solving the problem of finding the system of waves for all coordinate re-
gions such non-uniqueness of the order of transformations is not important,
because it suffices to choose only one path between regions with some partic-
ular order of transpositions on the region boundaries, with the corresponding
Q-matrices, and there is no need to find all other paths and adjust matrices
for other possible orders of permutations (see Theorem (Yang), p.71, Section
4.1). With this remark, which is also true for n-particle case, we can find a
column of waves for all regions in 3-particle case.
Assume such normalisation of the wave in region (123), that
G123 =

1 · [123]
0 · [213]
0 · [231]
0 · [321]
0 · [312]
0 · [132]
.
Then the expression for each of 6 coordinate regions can be obtained conse-
quently from the previous one:
G123 = 1I,
G213 = Q(α1α2)G
123,
G132 = Q(α2α3)G
123,
G231 = Q(α2α3)G
213,
G312 = Q(α1α2)G
132,
G321 = Q(α1α2)G
231 = Q(α2α3)G
312.
After substituting explicit forms of G123, Q(α1α2), Q(α2α3) and applying phase
changes according to transpositions in pairs of particles, we obtain:
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G123 =

1 · [123]
0 · [213]
0 · [231]
0 · [321]
0 · [312]
0 · [132]
 ,
G213 = Q(α1α2)G
123 =

B12 · [213]
A12 · [123]
0 · [321]
0 · [231]
0 · [132]
0 · [312]
 , G
132 = Q(α2α3)G
123 =

B23 · [132]
0 · [231]
0 · [213]
0 · [312]
0 · [321]
A23 · [123]
 ,
G231 = Q(α2α3)G
213 =

B23B12 · [312]
B13A12 · [321]
A13A12 · [123]
0 · [132]
0 · [231]
A23B12 · [213]
 , G
312 = Q(α1α2)G
132 =

B12B23 · [231]
A12B23 · [132]
0 · [312]
0 · [213]
A13A23 · [123]
B13A23 · [321]
 ,
G321 = Q(α1α2)G
231 =

(
B12B23B12 + A12B13A12
)
· [321](
A12B23B12 +B12B13A12
)
· [312]
B23A13A12 · [132]
A23A13A12 · [123]
A13A23B12 · [213]
B13A23B12 · [231]

. (1.18)
Using the easily verified equality B12B23 = B12B13 + B13B23, the expression
for G321 can be simplified:
B12B23B12 + A12B13A12 = B12B23B12 + (1−B212)B13
= B13 +B12(B12B23 −B12B13) = B13 +B12B13B23 = B13(1 +B12B23),
and A12B23B12 +B12B13A12 = A12(B23B12 −B12B13) = A12B13B23.
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Substituting this in (1.18) we obtain
G321 = Q(α1α2)G
231 =

B13(1 +B12B23)[321]
A12B13B23[312]
A12A13B23[132]
A12A13A23[123]
A23A13B12[213]
A23B13B12[231]
 . (1.19)
Now all Gα in (1.18) and (1.19) are in correspondence with the diagram on
Figure 1.4. However, the order of wave phases are different in all columns
Gα due to permutations of pairs of particles at each boundary between co-
ordinate regions. To preserve the same order of phases as in G123 in all
coordinate regions Gα we need, simultaneously with the transpositions of
particles Q(αjαj+1), j = 1, ..., n− 1, to perform a transposition of correspond-
ing momenta applying momentum transposition matrices I(βαjβαj+1 ), where,
for the 3-particle case there are only two such matrices I(βα1βα2 ) and I(βα2βα3 ):
I(βα1βα2 ) =

(
0 1
1 0
)
(0) (0)
(0)
(
0 1
1 0
)
(0)
(0) (0)
(
0 1
1 0
)
, I(βα2βα3 ) =

0 0 0 0 0 1
0
0
(
0 1
1 0
)
(0)
0
0
0
0
(0)
(
0 1
1 0
)
0
0
1 0 0 0 0 0
 .
Then, for example, a transposition between regions (123) and (213) with
the boundary (12) achieved by applying the matrix Y(12) =: I(βα1βα2 )Q(α1α2)
etc. To construct composition Y -matrices corresponding to double and triple
transpositions of relative coordinate positions with the use of available pairs
of Q- and I-matrices it is necessary to satisfy the following conditions:
a) Any composition of transpositions in pairs of coordinates has to be ac-
companied by antisymmetric (inverse) composition of transpositions for cor-
responding pairs of momenta, to insure retaining the same phases.
b) Constructed with two pairs Q(α1α2), Q(α2α3) and I(βα1βα2 ), I(βα2βα3 ) the
matrices Y(12), Y(13), Y(23) are different from each other:
Y(12) 6= Y(13) 6= Y(23) 6= Y(12).
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Then, according to these conditions and definition of Y(12) = I(βα1βα2 )Q(α1α2),
we obtain:
Y(13)Y(12) = I(βα1βα2 )I(βα2βα3 )Q(α2α3)Q(α1α2),
Y(13)Y(23) = I(βα2βα3 )I(βα1βα2 )Q(α1α2)Q(α2α3),
Y(23)Y(13)Y(12) = I(βα2βα3 )I(βα1βα2 )I(βα2βα3 )Q(α2α3)Q(α1α2)Q(α2α3)
= Y(12)Y(13)Y(23) = I(βα1βα2 )I(βα2βα3 )I(βα1βα2 )Q(α1α2)Q(α2α3)Q(α1α2).
Using Y(12) = I(βα1βα2 )Q(α1α2) and I
2
(βα1βα2 )
= I2(βα2βα3 )
= 1I, this can be
written as:
Y(13)Y(12) =
[
I(βα1βα2 )
(
I(βα2βα3 )Q(α2α3)
)
I(βα1βα2 )
](
I(βα1βα2 )Q(α1α2)
)
,
Y(13)Y(23) =
[
I(βα2βα3 )
(
I(βα1βα2 )Q(α1α2)
)
I(βα2βα3 )
](
I(βα2βα3 )Q(α2α3)
)
,
Y(23)Y(13)Y(12) =
{
I(βα1βα2 )
[
I(βα2βα3 )
(
I(βα1βα2 )Q(α1α2)
)
I(βα2βα3 )
]
I(βα1βα2 )
}
× [I(βα1βα2 )(I(βα2βα3 )Q(α2α3))I(βα1βα2 )](I(βα1βα2 )Q(α1α2))
= Y(12)Y(13)Y(23) =
{
I(βα2βα3 )
[
I(βα1βα2 )
(
I(βα2βα3 )Q(α2α3)
)
I(βα1βα2 )
]
I(βα2βα3 )
}
× [I(βα2βα3 )(I(βα1βα2 )Q(α1α2))I(βα2βα3 )](I(βα2βα3 )Q(α2α3)).
Comparing these formulas with the definition of Y(12) = I(βα1βα2 )Q(α1α2) we
conclude that:
Y(12) = I(βα1βα2 )Q(α1α2) = I(βα2βα3 )
[
I(βα1βα2 )
(
I(βα2βα3 )Q(α2α3)
)
I(βα1βα2 )
]
I(βα2βα3 ),
Y(23) = I(βα2βα3 )Q(α2α3) = I(βα1βα2 )
[
I(βα2βα3 )
(
I(βα1βα2 )Q(α1α2)
)
I(βα2βα3 )
]
I(βα1βα2 ),
Y(13) = I(βα1βα2 )
(
I(βα2βα3 )Q(α2α3)
)
I(βα1βα2 ) = I(βα2βα3 )
(
I(βα1βα2 )Q(α1α2)
)
I(βα2βα3 ),
(1.20)
where the explicit form of Y(12), Y(23), Y(13) is given by:
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(σ1σ2σ3)→ (123) (213) (231) (321) (312) (132) (β1β2β3)
↓
Y(12) =

1−B12 −B12
B12 1 +B12
 (0) (0)
(0)
1−B23 −B23
B23 1 +B23
 (0)
(0) (0)
1 +B13 B13
−B13 1−B13


(123)
(213)
(231)
(321)
(312)
(132)
,
(σ1σ2σ3)→ (123) (213) (231) (321) (312) (132) (β1β2β3)
↓
Y(23) =

1−B23 0 0 0 0 −B23
0
0
1−B13 −B13
B13 1 +B13
 (0) 0
0
0
0
(0)
1 +B12 B12
−B12 1−B12
 0
0
B23 0 0 0 0 1 +B23

(123)
(213)
(231)
(321)
(312)
(132)
,
(σ1σ2σ3)→ (123) (213) (231) (321) (312) (132) (β1β2β3)
↓
Y(13) =

1−B13 0 0 −B13 0 0
0 1−B23 0 0 −B23 0
0 0 1 +B12 0 0 B12
B13 0 0 1 +B13 0 0
0 B23 0 0 1 +B23 0
0 0 −B12 0 0 1−B12

(123)
(213)
(231)
(321)
(312)
(132)
,
where (0) :=
(
0 0
0 0
)
.
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Then applying a particular composition of Y(12), Y(23), Y(13),
Gα can be obtained from G123 as follows:
G123 = 1IG123,
G213 = Y(12)G
123,
G132 = Y(23)G
123,
G231 = Y(13)Y(12)G
123,
G312 = Y(13)Y(23)G
123,
G321 = Y(23)Y(13)Y(12)G
123 = Y(12)Y(13)Y(23)G
123.
1.4 Construction of n-particle wave function
in general form
As it is shown in (1.20), each of Y(12), Y(23), Y(13) can be expressed in different
ways: namely, with the use of Q(α1α2) or Q(α2α3). Each way of representation
corresponds to a particular order and combination of particles transpositions
and their momenta transpositions but the result for Y(12), Y(23), Y(13) is inde-
pendent of the particular way of representation. Also, the matrix form for
Y(12), Y(23), Y(13) is independent of the chosen order of phases in G
α and each
of that matrices can be transformed to another one by simple permutation
of one or two indices in index pairs: (12) ↔ (13) ↔ (23). Therefore, there
exists a general form for all Y -matrices independent of any particular order of
phases in Gα. For n-particle case (including n = 3) this form is constructed
as follows. Let Y(lm), where l,m ∈ {1, ..., n}, be any arbitrary Y -matrix. Let
χβσ be a characteristic function of an arbitrary entry, where the first index β
is in correspondence with the row number, the second one σ - with the col-
umn number. The positions of the diagonal elements 1−Bβlβm is defined by
δβσ. By convention, we define Bβlβm in a such way that l < m, however since
Bβlβm is pure imaginary, then for l > m we replace it by −Bβmβl . The posi-
tion of any off-diagonal non-zero element Bβlβm is defined by such elementary
transposition either of β or σ that the l-th and m-th components (in β or
σ, respectively) are interchanged so that generally the non-zero off-diagonal
entry can be expressed as δβ′(lm)σ, where all the components of β
′(lm) are
the same as in β except the l-th and m-th which are interchanged relatively
their position in β. It follows that the expression for any Y(lm)-matrix and
arbitrary l,m = 1, ..., n is given by
Y(lm) =
∑
β∈Sn
∑
σ∈Sn
χβσ
[
δβσ(1−Bβlβm) + δβ′(lm)σBβlβm
]
. (1.21)
In particular, for l = m, if we define Alm = 1, then Y(lm) is equal to identity
matrix.
According to (1.18), the region (1...n) contains only one wave [1...n], for
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β = (1...n). It follows that the column of waves for that region can be ex-
pressed as
∑
γ∈Sn
χγσ0δγσ0 [1...n] ≡
∑
γ∈Sn
χγσ0δγσ0 exp
(
i
∑n
ρ=1 kβρxρ
)
,
because the first row of this matrix corresponds to β = (1...n), here σ0 :=
(1...n) is corresponding to only the first one column of this matrix. Apply-
ing (1.21) to this column of waves for the region (1...lm...n), we obtain the
column of waves for the region (1...ml...n), m = l + 1, l = 1, ..., n− 1:
ψ(1...ml...n)(x1...xn | k1...kn) = Y(lm)ψ(1...lm...n)(x1...xn | k1...kn)
=
∑
β∈Sn
∑
σ∈Sn
χβσ
[
δβσ(1−Bβlβm) + δβ′(lm)σBβlβm
] ∑
γ∈Sn
χγσ0δγσ0 exp
(
i
n∑
ρ=1
kβρxρ
)
=
∑
β∈Sn
∑
σ∈Sn
χβσ
[
δβσ(1−Bβlβm) + δβ′(lm)σBβlβm
]
χσσ0δσσ0 exp
(
i
n∑
ρ=1
kβρxρ
)
=
∑
β∈Sn
χβσ0
[
δβσ0(1−Bβlβm) + δβ′(lm)σ0Bβlβm
]
exp
(
i
n∑
ρ=1
kβρxρ
)
. (1.22)
To obtain a general form for the wave function in any given coordinate region,
we have to multiply the matrices Y(ljmj) over some path between the region
(1...n) and this given region α = (α1...αn). Let j = 1, ..., j(α) be the sequence
of elementary transpositions such that
ψα(x1...xn | k1...kn) =
←∏
j=1,...,j(α)
Y(ljmj)ψ
(1...n)(x1...xn | k1...kn). (1.23)
Then substituting (1.22) in (1.23) we obtain:
ψα(x1...xn | k1...kn)
=
∑
β∈Sn
χβσ0
←∏
j=1,...,j(α)
[
δβσ0(1−Bβljβmj ) + δβ′(ljmj)σ0Bβljβmj
]
exp
(
i
n∑
ρ=1
kβρxρ
)
,
(1.24)
and finally, summing over all coordinate regions α with the corresponding
characteristic functions χ(α),
ψ(x1...xn | k1...kn) =
∑
α∈Sn
χ(α)ψα(x1...xn | k1...kn)
=
∑
α∈Sn
χ(α)
∑
β∈Sn
χβσ0
←∏
j=1,...,j(α)
[
δβσ0(1−Bβljβmj ) + δβ′(ljmj)σ0Bβljβmj
]
exp
(
i
n∑
ρ=1
kβρxρ
)
.
(1.25)
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Chapter 2
COMPLETENESS OF
δ-INTERACTING
PARTICLES IN THE
2-PARTICLE CASE
2.1 Transpositions operators, the wave func-
tion in terms of transpositions operators
The fact that the Bethe Ansatz is valid for δ-interacting particles in one
dimension means essentially that a system of n interacting particles can be
considered as consisting of independent 2-particle systems with δ-interaction.
In order to understand the n-particle case, therefore, it is crucial first to
understand the 2-particle case. This 2-particle case is well known by [17]
but we wish to consider it from a new point of view, which is useful for the
generalisation to the cases of more than two particles. We want to prove the
following completeness relation:
1
(2pi)2
∫
ψin(x1x2 | k1k2)ψin(y1y2 | k1k2) d2k = δ2(x− y). (2.1)
There are only two possible relative positions of two particles in one
dimension, namely x1 > x2 and x2 > x1. We associate these positions
with corresponding regions (x1 > x2) =: (12) and (x2 > x1) =: (21) and
their characteristic functions χ(x1 > x2) =: χ(12) and χ(x2 > x1) =: χ(21)
respectively. Then, as was shown in the previous chapter, the wave function
of the system of two δ-interacting particles has the form
ψ(x1x2 | k1k2) = χ(12)[12] + χ(21){A12[12] +B12[21]}, (2.2)
where [12] := ei(k1x1+k2x2), [21] := ei(k2x1+k1x2), and
B12 = 1− A12 = − ic
k1 − k2 .
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The terms of (2.2) can be arranged in matrix form such that each row cor-
responds to a particular coordinate region χ(σ1σ2), where σ ∈ S2, and each
of its columns corresponds to an ordered pair of momenta (kσ′1kσ′2), where
σ′ ∈ S2. Then a wave corresponding to any entry of the matrix has a phase
i(kσ′1xσ1 + kσ′2xσ2) and the wave function ψ(x1x2 | k1k2) is equal to the sum
of all entries of this matrix:
(k1k2) (k2k1) [12] 0
B12[21] A12[12]
 χ(12)
χ(21)
.
According to the definition of transmission and reflection coefficients, given
by (1.16), assuming normalisation of the amplitude for the wave function
without interaction, this matrix may be rewritten as:
k1>k2 k2>k1 1A12 [12] 0
B12
A12
[21] [12]
 x1 > x2
x2 > x1
.
This has a clear physical interpretation. As was assumed in the previous
chapter, the initial position (before interaction) of particle #1 is to the left
of the position of particle #2. Positive values of momenta correspond to a
wave moving to the right on the x-axis. Each of four entries corresponds to
a particular combination of relative coordinate sign and relative momentum
sign.
For k2 > k1 there is no interaction possible between the particles because
particle #1 moves slower than particle #2. It follows that there exists only
a wave with unit amplitude in the region x2 > x1 and no wave in the region
x1 > x2, i.e. the coefficient of the latter equals 0. If k1 > k2, then, as a result
of the interaction of the faster particle #1 and the slower particle #2 there
are a transmitted wave 1
A12
[12] in region x1 > x2, with unchanged phase due
to simultaneous transposition of coordinates and momenta, and a reflected
wave B12
A12
[21] in region x2 > x1, with transposed phase due to transposition
of momenta without transposition of coordinates.
It is natural and convenient to introduce the following three operators:
1) Operator of momentum transposition P12 defined as
P12f(x1x2; k1k2) = f(x1x2; k2k1).
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2) Operator of coordinate transposition R12 defined as
R12f(x1x2; k1k2) = f(x2x1; k1k2).
3) Operator of index transposition τ12 defined as
τ12f(x1x2; k1k2) = f(x2x1; k2k1).
Obviously, these operators relate as:
P12R12 = R12P12 = τ12, τ12P12 = P12τ12 = R12, τ12R12 = R12τ12 = P12,
and also equal to their inverses:
P21 = P
−1
12 = P12, R21 = R
−1
12 = R12, τ21 = τ
−1
12 = τ12.
Then (2.2) can be rewritten in the form:
ψ(x1x2 | k1k2) = {1I + (A12 +B12P12) τ12}[12]χ(12). (2.3)
2.2 Construction ψin(x1x2 | k1k2) in terms of
transposition operators
First and until further notice we consider ψin(x | k) in the coordinate region
x1 > x2, with characteristic function χ(12). Now, we are using the definition
of ψin(x | k) for the 2-particle case,
ψin(x1x2 | k1k2) = ψ(x1x2 | k1k2)
A12
θ(k1 > k2) +
ψ(x2x1 | k2k1)
A21
θ(k2 > k1),
(2.4)
with the notation θ(k1 > k2) =: θ(12), θ(k2 > k1) =: θ(21). Hence we obtain,
for region χ(12),
ψin(x1x2 | k1k2)χ(12) = χ(12)
{
1
A12
[12] θ(12)+
1
A21
(A21[12]+B21[21]) θ(21)
}
.
(2.5)
In operator form, using the relation P12, R12, τ12, and also the δ-relation for
characteristic functions of coordinate regions, i.e. χ(12)χ(21) = 0, this can
be rewritten as:
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ψin(x1x2 | k1k2)χ(12)
= χ(12)
{
ψ(x1x2 | k1k2)
A12
θ(12) + τ12
ψ(x1x2 | k1k2)
A12
θ(12)
}
(χ(12) + χ(21))
= χ(12)
{
θ(12)
1
A12
χ(12) + τ12 θ(12)
1
A12
(A12 +B12P12) τ12 χ(12)
}
[12]
= χ(12)
{
θ(12)
1
A12
+ τ12 θ(12)
1
A12
(A12 +B12P12) τ12
}
[12], (2.6)
with the corresponding matrix 1A12 [12] 0
B21
A21
[21] [12]
 θ(12)
θ(21)
.
Similar to (2.6), we construct an expression for ψin(y1y2 | k1k2)χ(12). Then
the combined function in the common region χx(12)χy(12) = χ(12) has the
form:
ψin(x1x2 | k1k2)ψin(y1y2 | k1k2)χ(12) (2.7)
= χ(12)
{
θ(12)
1
A12
+ τ12 θ(12)
1
A12
(A12 +B12P12) τ12
}
[12](x)
×
{
θ(12)
1
A12
+ τ12 θ(12)
1
A12
(A12 +B12P12) τ12
}
[12](−y),
where all operators act only on corresponding x- or y-components of the
formula. Then using the δ-relation for characteristic functions of momentum
regions, in particular θ(12)θ(21) = 0, and relations between P12, R12, τ12, this
can be rearranged as:
ψin(x1x2 | k1k2)ψin(y1y2 | k1k2)χ(12) (2.8)
= χ(12)
{
θ(12)
1
A12
[12](x)
1
A12
[12](−y)
+ τ12 θ(12)
1
A12
(A12 +B12P12) τ12 [12](x) τ12
1
A12
(A12 +B12P12) τ12[12](−y)
}
,
where all operators still act only on corresponding x- or y-components of the
formula. Further rearrangement brings it into a form where all the operators
act from the left on the complete expression to the right of the operator. To
achieve this we replace P12τ12 in x-component of the second term of (2.8) by
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Rx12, and similarly P12τ12 in the y-component by R
y
12 acting only on x- and
y-component respectively. Since the operator τ12 in front of each component
in (2.8) acts separately to these components, we leave only one operator τ12
in front of the whole second term, now acting to the right on both x- and
y-components, and obtain:
ψin(x1x2 | k1k2)ψin(y1y2 | k1k2)χ(12) (2.9)
= χ(12)
{
1
A12
[12](x) θ(12)
1
A12
[12](−y)
+ τ12
1
A12
(A12 +B12R
x
12) [12](x) θ(12)
1
A12
(A12 +B12R
y
12) [12](−y)
}
.
The corresponding matrices are: 1A12 [12](x) 0
B21
A21
[21](x) [12](x)
 θ(12)
θ(21)

1
A12
[12](−y) 0
B21
A21
[21](−y) [12](−y)
,
and that can be verified directly with use of (2.9):
χ(12)
{
1
A12
[12](x) θ(12)
1
A12
[12](−y)
+ τ12
1
A12
(A12 +B12R
x
12) [12](x) θ(12)
1
A12
(A12 +B12R
y
12) [12](−y)
}
=
[12](x− y)
|A12|2 θ(12) +
(
[12](x) +
B21
A21
[21](x)
)(
[12](−y) + B21
A21
[21](−y)
)
θ(21).
2.3 Modification of integrand:
ψin(x1x2 | k1k2)ψin(y1y2 | k1k2)→ ψ˜in(x1x2, y1y2 | k1k2)
We now wish to evaluate the integral of (2.8) over whole momentum space,
i.e. over the two momentum regions θ(12) and θ(21). The standard way to
do this is to insert (2.5) for the x- or y-components in (2.1):
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1(2pi)2
∫
d2k ψin(x1x2 | k1k2)ψin(y1y2 | k1k2) (2.10)
=
1
(2pi)2
{∫
k1>k2
d2k
1
A12
[12](x)
1
A12
[12](−y)
+
∫
k2>k1
d2k
(
[12](x) +
B21
A21
[21](x)
)(
[12](−y) + B21
A21
[21](−y)
)}
=
1
(2pi)2
{∫
k1>k2
d2k
1
|A12|2 [12](x− y) +
∫
k2>k1
d2k
(
[12](x− y)
+
B21
A21
[12](x)[21](−y) + B21
A21
[21](x)[12](−y) + |B12|
2
|A12|2 [21](x− y)
)}
=
1
(2pi)2
{∫
k1>k2
d2k
((
1
|A12|2 +
|B12|2
|A12|2
)
[12](x− y) + B12
A12
[12](x)[21](−y)
)
+
∫
k2>k1
d2k
(
[12](x− y) + B12
A12
[12](x)[21](−y)
)
=
1
(2pi)2
∫
d2k
(
[12](x− y) + B12
A12
[12](x)[21](−y)
)
,
with the use of A21 ≡ A12, B21 ≡ B12.
It is clear that we need to apply a change of variables in the last two of four
integrals over the region k2 > k1 to obtain equal integrands for both regions
k1 > k2 and k2 > k1. This method of solving requires special attention to
each term: whether it already has the desired limit of integration or not, and
so whether or not to apply a change of variables. To simplify the procedure
we shall instead aim to express the sum of all integrals in an operator form
that already includes these changes of variable. The following diagram illus-
trates schematically the necessary change in operator formula (2.8):( ••
•(•+ •) •(•+ •)
)
1
4
−→
(•• •(•+ •)
•(•+ •)
)
3
2
Figure 2.1: Modification of combined scattering wave function for 2-particle
case.
Here the numbers to the right of each matrix are the numbers of integrals for
30
each particular row. In fact, we wish to redistribute the integrals between
momentum regions (according to (2.10)) by particular transformation. The
combined x, y-matrix after such transformation we call modified ψin-matrix,
the transformation we call modification of ψin(x1x2 | k1k2)ψin(y1y2 | k1k2)
matrix (and modification of corresponding function) and we use the nota-
tion ψ˜in(x1x2, y1y2 | k1k2) for it. In fact, the diagram above does not yet
correspond to the modified matrix, because each entry of the second column
still contains a sum of y-waves with different phases. The change of vari-
ables also reduces the number of different phases from 2 × 2 (two phases
for each x- and y-wave: ([12](x) and [21](x)) × ([12](−y) and [21](−y))) to
only 1× 2 by changing [21](x) → [12](x). Therefore the resulting combined
matrix contains only 2 different phases: [12](x − y) and [12](x)[21](−y) in
each row (region of momentum). Adjusting each particular element in such a
way that any entry of combined matrix contains only one phase of combined
x, y-wave, and this phase is associated with the position of that entry, gives
the modified matrix as shown in the diagram below:
1
A12
[12](x) 1
A12
[12](−y) 0
B21
A21
[21](x)
(
B21
A21
[21](−y) + [12](−y)
)
[12](x)
(
B21
A21
[21](−y) + [12](−y)
)
 θ(12)
θ(21)y
1
|A12|2 [12](x− y) B12A12 [12](x)
(
B12
A12
[12](−y) + [21](−y)
)
0 [12](x)
(
B21
A21
[21](−y) + [12](−y)
)

θ(12)
θ(21)y
(
1
|A12|2 +
|B12|2
|A12|2
)
[12](x− y) B12
A12
[12](x)[21](−y)
B21
A21
[12](x)[21](−y) [12](x− y)

θ(12)
θ(21)
=
 [12](x− y) B12A12 [12](x)[21](−y)
B12
A12
[12](x)[21](−y) [12](x− y)
 θ(12)
θ(21)
.
The transformation performed on the diagram is precisely the action of the
operator P12 on off-diagonal element(s) of the initial matrix which clearly
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leaves the integral invariant. To show that, it suffices to consider the integral∫
d2k θ(21)
B21
A21
[21](x)
(
B21
A21
[21](−y) + [12](−y)
)
,
where the integrand is the only non-zero off-diagonal element in the upper
matrix above. Then∫
d2k P12 θ(21)
B21
A21
[21](x)
(
B21
A21
[21](−y) + [12](−y)
)
=
∫
d2k θ(12)
B12
A12
[12](x)
(
B12
A12
[12](−y) + [21](−y)
)
,
and this is equal to the change of variables (k1, k2) 7→ (k2, k1) in the integral.
Applying the operator P12 to the off-diagonal element we rearrange the x-
component for the off-diagonal element as
P12
(
τ12
B12
A12
Rx12[12](x)
)
=
(
B12
A12
R12R
x
12τ12
)
τ12[12](x) =
(
B12
A12
Ry12τ12
)
τ12[12](x).
Also, in order to write the diagonal element of the x-component in a similar
form, we move the operator τ12 from the left through the brackets to the
middle. The operator Ry12τ12τ12 in front of the y-component acts as P12τ12
on the whole y-component and this describes exactly a change of variables in
the y-component. However, here we replace B12
A12
Ry12 by
B12
A12
P12τ12, and then
use the identity:
1
A12
(A12 +B12P12) τ12 = τ12 (A12 + P12B12)
1
A12
.
The full transformation is expressed as:
ψin(x1x2 | k1k2)ψin(y1y2 | k1k2)χ(12)
= χ(12)
{
1
A12
[12](x) θ(12)
1
A12
[12](−y)
+ τ12
1
A12
(A12 +B12R
x
12) [12](x) θ(12)
1
A12
(A12 +B12R
y
12) [12](−y)
}
→
→ ψ˜in(x1x2, y1y2 | k1k2)χ(12) (2.11)
= χ(12)
{
1
A12
[12](x) θ(12)
1
A12
[12](−y)
+
1
A12
(A12 +B12R
y
12τ12) τ12 [12](x) θ(12) τ12(A12 + P12B12)
1
A12
[12](−y)
}
.
After transformation all the elements have the same phase [12](x) of x-
component, according to (2.11), which can therefore be moved to the front
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of the formula. After that, the operator Ry12τ12 acts only on the y-component
of the formula and can be replaced by R12τ12 = P12. It follows that
ψ˜in(x1x2, y1y2 | k1k2)χ(12) = χ(12)
{
[12](x)
A12
θ(12)
[12](−y)
A12
(2.12)
+
[12](x)
A12
(A12 +B12P12) τ12 θ(12) τ12 (A12 + P12B12)
[12](−y)
A12
}
,
and using A21 = A12, B21 = B12, its evaluation gives:
ψ˜in(x1x2, y1y2 | k1k2)χ(12) = χ(12)
{[
1
|A12|2 θ(12) + θ(21) +
|B12|2
|A12|2 θ(12)
]
[12](x− y)
+
[
B12
A12
θ(12) +
B21
A21
θ(21)
]
[12](x)[21](−y)
}
= χ(12)
{
[12](x− y) + B12
A12
[12](x)[21](−y)
}(
θ(12) + θ(21)
)
= χ(12)
(
[12](x− y) + B12
A12
[12](x)[21](−y)
)
, (2.13)
which is in correspondence with the result of (2.10) for the integrand.
2.4 Construction of ψ˜in(x, y | k) for different
regions of coordinate space
We now consider the coordinate region χx(21)χy(21) = χ(21). For this region
it suffices to apply the operator τ12 to all components of (2.8) so that (2.13)
transforms into:
ψ˜in(x1x2, y1y2 | k1k2)χ(21)
= τ12 χ(12)
(
[12](x− y) + B12
A12
[12](x)[21](−y)
)
= χ(21)
(
[12](x− y) + B21
A21
[12](x)[21](−y)
)
. (2.14)
Next we consider the cases when x- and y-components of
ψ˜in(x1x2, y1y2 | k1k2) are in different coordinate regions.
In the case χx(12)χy(21), using the definition (2.4) but for the y-component
in the coordinate region χy(21) we obtain, similar to (2.5),
ψin(y1y2 | k1k2)χy(21) (2.15)
= χy(21)
{
1
A12
(
A12 [12](y) +B12 [21](y)
)
θ(12) +
1
A21
[12](y) θ(21)
}
,
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and its complex conjugate in operator form is equal to:
ψin(y1y2 | k1k2)χy(21)
= τ12 χ
y(12)
{
θ(12)
1
A12
+ τ12 θ(12)
1
A12
(
A12 +B12P12
)
τ12
}
[12](−y)
= χy(21)
{
θ(12)
1
A12
(
A12 +B12P12
)
τ12 + τ12 θ(12)
1
A12
}
[12](−y). (2.16)
Now we wish to express (2.16) in the form of composition of certain operators
with the y-component of formula (2.8) (for the case χy(12)). To get this form
we use the properties <B12 = 0, P12B12 = B12P12, P12A12 = A12P12, τ 212 = 1I,
relation A12 = 1−B12 and also the identity:(
A12 +B12P12
)(
A12 +B12P12
)
= A12A12 +B12P12A12 + A12B12P12 +B12P12B12P12
= (1−B12)(1 +B12) + A12B12P12 + A12B12P12 +B212P 212
= 1−B212 + A12(B12 +B12)P12 +B212 = 1I. (2.17)
It follows that the first term of (2.16) in the brackets is
θ(12)
1
A12
(
A12 +B12P12
)
τ12 = θ(12)
1
A12
τ12
(
A12 +B12P12
)
, (2.18)
and the second term is
τ12 θ(12)
1
A12
= τ12 θ(12)
1
A12
τ12
(
A12 +B12P12
)(
A12 +B12P12
)
τ12 . (2.19)
Inserting (2.18) and (2.19) in (2.16) we obtain the terms of each momentum
region transformed by the operator
[
τ12
(
A12 +B12P12
)]
,
ψin(y1y2 | k1k2)χy(21) = χy(21)
{
θ(12)
1
A12
[
τ12
(
A12 +B12P12
)]
(2.20)
+ τ12 θ(12)
1
A12
[
τ12
(
A12 +B12P12
)](
A12 +B12P12
)
τ12
}
[12](−y),
and after use of δ-relations for characteristic functions of momentum regions,
ψin(x1x2 | k1k2)ψin(y1y2 | k1k2)χx(12)χy(21) (2.21)
= χx(12)χy(21)
{
1
A12
θ(12) [12](x)
1
A12
[
τ12
(
A12 +B12P12
)]
[12](−y)
+
(
τ12 θ(12)
1
A12
(
A12 +B12P12
)
τ12 [12](x)
)
×
(
τ12
1
A12
[
τ12
(
A12 +B12P12
)](
A12 +B12P12
)
τ12 [12](−y)
)}
,
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where all operators act only on corresponding x- or y-components of formula.
In fact,
[
τ12
(
A12 +B12P12
)](
A12 +B12P12
)
τ12 = 1I in (2.21) because of (2.17)
but we keep it in expanded form to show that expressions for the y-component
in both momentum regions θ(12) and τ12 θ(12) are transformed by the same
operator
[
τ12
(
A12 +B12P12
)]
due to the transformation of coordinate region
for y-component χy(12) → χy(21). The significance of this approach will
be more apparent for more than two particles where there are more than
two possible regions of relative coordinate positions. Applying the same
algorithm as for (2.8), to bring (2.21) into a form where all the operators
act from the left on the complete expression to the right of the operator, we
obtain similar to (2.9) but for the case χx(12)χy(21):
ψin(x1x2 | k1k2)ψin(y1y2 | k1k2)χx(12)χy(21) (2.22)
= χx(12)χy(21)
{
1
A12
[12](x) θ(12)
1
A12
[
τ12
(
A12 +B12P12
)]
[12](−y)
+ τ12
1
A12
(
A12 +B12R
x
12
)
[12](x) θ(12)
× 1
A12
[
τ12
(
A12 +B12P12
)](
A12 +B12P12
)
τ12 [12](−y)
}
.
Under transformation which was defined as a modification of ψin-function:
ψin(x1x2 | k1k2)ψin(y1y2 | k1k2)χx(12)χy(21)→ ψ˜in(x1x2, y1y2 | k1k2)χx(12)χy(21),
similar to (2.11) and (2.12), we apply the operator P12 to the elements
with off-diagonal x-component. Also, for convenience, we rewrite the op-
erators for the y-component in a form that enables us to move the operator[
τ12
(
A12 + B12P12
)]
, common to both terms, outside the brackets, contrary
to the expression in (2.21)-(2.22), where its position is between other opera-
tors. To perform this transformation we need to transpose the y-component
of (2.22) but keep equivalence for each term and with use of inverted identity
(2.17):
(
A12 + P12B12
)(
A12 + P12B12
)
= 1I, so that (2.22) transforms into:
ψ˜in(x1x2, y1y2 | k1k2)χx(12)χy(21) = χx(12)χy(21) [12](x)
A12
{
θ(12)
+ (A12 +B12P12) τ12 θ(12) τ12
(
A12 + P12B12
)}[(
A12 + P12B12
)
τ12
] [12](−y)
A12
= χx(12)χy(21)
{
θ(12)
(
1
A12
[12](x− y) + 1
A12
B21
A21
[12](x)[21](−y)
+
B12
A12
1
A21
[12](x)[21](−y)
)
+ θ(21)
1
A12
[12](x− y)
}
= χx(12)χy(21)
1
A12
[12](x− y). (2.23)
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2.5 Evaluation of integrals
2.5.1 Integration for the case χx(12)χy(12) = χ(12)
The first integral in (2.10) (for coordinate region χ(12)) is equal to:
χ(12)
1
(2pi)2
∫
d2k [12](x− y) (2.24)
= χ(12)
1
(2pi)2
∫
d2k ei(k1(x1−y1)+k2(x2−y2)) = χ(12) δ2(x− y).
After substituting the value of
B12
A12
=
−ic
k1 − k2
1
1− (−ic)/(k1 − k2) =
−ic
k1 − k2 + ic =
−ic
2q1 + ic
,
where k1 − k2 =: 2q1, k1 + k2 =: 2q2, and using
k1(x1−y2)+k2(x2−y1) =
{
q1[(x1−x2)+(y1−y2)]+q2[(x1 + x2)− (y1 + y2)]
}
,
the second integral in (2.10) becomes (up to a constant coefficient)∫
dq2 exp
[
i
(
q2((x1 + x2)− (y1 + y2))
)] ∫ dq1eiqz
q1 + ic/2
,
where z = (x1 − x2) + (y1 − y2) > 0 in region χ(12). Set q1 = q, c/2 = b.
To evaluate the integral ∫
dq eiqz
q + ib
(2.25)
we first note that its real part
<
∫
dq eiqz
q + ib
=
∫ +∞
−∞
q cos(qz) + b sin(qz)
q2 + b2
dq = 0, (2.26)
because the integrand is an odd function. Next, we find a bound for its
imaginary part:
=
∫
dq eiqz
q + ib
=
∫ +∞
−∞
q sin(qz)− b cos(qz)
q2 + b2
dq. (2.27)
Note that z > 0 and integrating by parts, we set u = q/(q2 + b2),
dv = dq sin(qz), so that du = dq (b2− q2)/(q2 + c2)2, v = −(1/z) cos(qz), and∫ +∞
−∞
q sin(qz)
q2 + b2
dq = − 1
z
q cos(qz)
q2 + b2
∣∣∣∣+∞
−∞
+
1
z
∫ +∞
−∞
(b2 − q2) cos(qz)
(q2 + b2)2
dq
=
1
z
∫ +∞
−∞
(b2 − q2) cos(qz)
(q2 + b2)2
dq is bounded,
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∫ +∞
−∞
b cos(qz)
q2 + b2
dq is bounded too, therefore the integral (2.25) is bounded.
Next, we use analytical continuation q 7→ q + iκ, where κ > 0. Since there
is only one pole which is negative imaginary: q = −ib and κ > 0, a shift
of integration contour from the axis κ = 0 to the upper half-plane does not
change the result of integration and∫
dq eiqz
q + ib
=
∫
dq ei(q+iκ)z
q + ib
= e−κz
∫
dq eiqz
q + ib
, where 0 < e−κz < 1.
It follows that
∫
dq eiqz
q + ib
= 0 (2.28)
and
1
(2pi)2
∫
d2k ψ˜in(x1x2, y1y2 | k1k2)χ(12) = χ(12) δ2(x− y), (2.29)
i.e. (2.1) holds for the coordinate region χ(12).
2.5.2 Integration for the cases of different coordinate
regions
In the case of χx(21)χy(21) = χ(21) due to (2.14) and with use of (2.29) the
integral can be expressed as
τ12
1
(2pi)2
∫
d2k ψ˜in(x1x2, y1y2 | k1k2)χ(12) = τ12 χ(12) δ2(x− y) = χ(21) δ2(x− y).
(2.30)
In the case of χx(12)χy(21) we use the relation A12 = 1 − B12, so that the
integral of (2.23) becomes
χx(12)χy(21)
(2pi)2
∫
ψin(x1x2 | k1k2)ψin(y1y2 | k1k2) d2k (2.31)
=
χx(12)χy(21)
(2pi)2
∫ (
1 +
B12
A12
)
[12](x− y) d2k.
The first integral in (2.31) is
1
(2pi)2
∫
[12](x− y) d2k = δ2(x− y).
In particular, for the region χx(12)χy(21),
χx(12)χy(21)
(2pi)2
∫
[12](x− y) d2k = 0,
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because for that coordinate region if x1 = y1, then x2 < x1 = y1 < y2 and
hence x2 6= y2, or, similarly if x2 = y2, then x1 > x2 = y2 > y1 and hence
x1 6= y1. However, since χx(12)χy(21) δ2(x − y) = 0, we still can formally
write
χx(12)χy(21)
(2pi)2
∫
[12](x− y) d2k = χx(12)χy(21) δ2(x− y).
After substituting the value of: B12/A12 = −ic/(2q1 + ic),
where k1 − k2 =: 2q1, k1 + k2 =: 2q2, and using
k1(x1−y1)+k2(x2−y2) =
{
q1[(x1−x2)+(y2−y1)]+q2[(x1 + x2)− (y1 + y2)]
}
,
the second integral in (2.12) becomes (up to a constant coefficient)∫
dq2 exp
[
i
(
q2((x1 + x2)− (y1 + y2))
)] ∫ dq1eiqz
q1 + ic/2
,
where z = (x1 − x2) + (y2 − y1) > 0 for the region χx(12)χy(21). Then the
internal integral reduces to (2.25) which is equal 0 as it was proved in the
previous subsection. It follows that
ψ˜in(x1x2, y1y2 | k1k2)χx(12)χy(21) = χx(12)χy(21) δ2(x− y),
i.e. (2.1) holds for coordinate region χx(12)χy(21).
In the case χx(21)χy(12), since χx(21)χy(12) = τ12 χ
x(12)χy(21) it follows
that
χx(21)χy(12)
(2pi)2
∫
ψin(x1x2 | k1k2)ψin(y1y2 | k1k2) d2k
= τ12
χx(12)χy(21)
(2pi)2
∫
ψin(x1x2 | k1k2)ψin(y1y2 | k1k2) d2k
= τ12 χ
x(12)χy(21) δ2(x− y) = χx(21)χy(12) τ12 δ(x1 − y1) δ(x2 − y2)
= χx(21)χy(12) δ(x2 − y2) δ(x1 − y1) = χx(21)χy(12) δ2(x− y).
Summing over all four coordinate regions we obtain (2.1).
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Chapter 3
COMPLETENESS OF
δ-INTERACTING
PARTICLES IN THE
3-PARTICLE CASE
3.1 The wave function in terms of transposi-
tion operators
We have an explicit formula for the wave function in the 3-particle case:
ψ(x1x2x3 | k1k2k3) = χ(x1 > x2 > x3)[123] (3.1)
+ χ(x2 > x1 > x3){A12[123] +B12[213]}
+ χ(x1 > x3 > x2){A23[123] +B23[132]}
+ χ(x2 > x3 > x1){A12A13[123] + A12B13[321] + A23B12[213] +B12B23[312]}
+ χ(x3 > x1 > x2){A23A13[123] + A23B13[321] + A12B23[132] +B12B23[231]}
+ χ(x3 > x2 > x1){A12A13A23[123] + A23A13B12[213] + A12A13B23[132]
+ A23B13B12[231] + A12B13B23[312] +B13(1 +B12B23)[321]},
where
[β1β2β3] = exp
(
i
3∑
ρ=1
kβρxρ
)
,
χ(xσ1 > xσ2 > xσ3) is the characteristic function of a region in coordinate
space and
Bµν = 1− Aµν = − ic
kµ − kν , µ, ν = 1, 2, 3, µ < ν.
The terms of ψ(x1x2x3 | k1k2k3) can be arranged in the form of a matrix
such that each row corresponds to a particular coordinate region
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χ(xσ1 > xσ2 > xσ3) =: χ(σ1σ2σ3) =: χ(σ), where σ ∈ S3; and each column
corresponds to a particular transposition of momenta (σ′1σ
′
2σ
′
3) =: σ
′, with
σ′ ∈ S3. The wave corresponding to any entry of the matrix has a phase
exp [i(kσ′1xσ1 + kσ′2xσ2 + kσ′3xσ3)] and the wave function ψ(x1x2x3 | k1k2k3) is
equal to the sum of all entries of the matrix:
← (σ′1σ′2σ′3)→
(123) (213) (132) (231) (312) (321) χ(σ1σ2σ3)
↓
[123] 0 0 0 0 0
B12[213] A12[123] 0 0 0 0
B23[132] 0 A23[123] 0 0 0
B12B23[312] A12B13[321] A23B12[213] A12A13[123] 0 0
B12B23[231] A12B23[132] A23B13[321] 0 A23A13[123] 0
B13(1 +B12
×B23)[321]
A12B13B23
×[312]
A23B13B12
×[231]
A12A13B23
×[132]
A23A13B12
×[213]
A12A13A23
×[123]

(123)
(213)
(132)
(231)
(312)
(321)
In this chapter we prove the following completeness relation for the 3-particle
case:
1
(2pi)3
∫
ψin(x1x2x3 | k1k2k3)ψin(y1y2y3 | k1k2k3) d3k = δ3(x− y). (3.2)
Similar to the 2-particle case, but for all three pairs of particles, we define
transposition operators for each pair of momenta and corresponding pair of
particles. Since
1) every arbitrary permutation of 3 elements can be expressed as a compo-
sition of elementary transpositions of pairs from all 3 elements in such way
that only neighbouring elements are allowed to interchange their positions
and/or momenta in an elementary transposition;
2) each entry of the above matrix corresponds to a particular combination
of momentum and coordinate permutation;
we define the following elementary transposition operators for each pair of
momenta kikj, i < j, i, j = 1, 2, 3.
a) Operators of momentum transposition Pij - numbered by the indices of
transposed momenta:
P12 f(x1x2x3; k1k2k3) = f(x1x2x3; k2k1k3),
P23 f(x1x2x3; k1k2k3) = f(x1x2x3; k1k3k2),
P13 f(x1x2x3; k1k2k3) = f(x1x2x3; k3k2k1).
(Since elementary transpositions do not depend on the order of the pair of
indices, i.e. Pij = Pji, there are only three different operators: P12, P13, P23.)
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b) Operators of coordinate transposition Rij:
R12 f(x1x2x3; k1k2k3) = f(x2x1x3; k1k2k3),
R23 f(x1x2x3; k1k2k3) = f(x1x3x2; k1k2k3),
R13 f(x1x2x3; k1k2k3) = f(x3x2x1; k1k2k3).
c) Operators of index transposition τij:
τ12 f(x1x2x3; k1k2k3) = f(x2x1x3; k2k1k3),
τ23 f(x1x2x3; k1k2k3) = f(x1x3x2; k1k3k2),
τ13 f(x1x2x3; k1k2k3) = f(x3x2x1; k3k2k1).
Obviously, these operators are related as follows:
PijRij = RijPij = τij; τijPij = Pijτij = Rij; τijRij = Rijτij = Pij;
PijPjl = PjlPil = PilPij; RijRjl = RjlRil = RilRij; τijτjl = τjlτil = τilτij.
With the help of these operators, the wave function can be expressed in
the following form:
ψ(x1x2x3 | k1k2k3) = {1I (3.3)
+ (A12 +B12P12) τ12
+ (A23 +B23P23) τ23
+ (A12 +B12P12)(A13 +B13P13) τ13τ12
+ (A23 +B23P23)(A13 +B13P13) τ13τ23
+ (A12 +B12P12)(A13 +B13P13)(A23 +B23P23) τ23τ13τ12}[123]χ(123).
3.2 Construction of ψin(x1x2x3 | k1k2k3) in terms
of transposition operators
The scattering wave ψin(x | k) for 3-particle case is defined as follows:
ψin(x1x2x3 | k1k2k3) =
∑
σ′∈S3
ψ(xσ′1xσ′2xσ′3 | kσ′1kσ′2kσ′3)
Aσ′1σ′2Aσ′1σ′3Aσ′2σ′3
θ(kσ′1 > kσ′2 > kσ′3).
(3.4)
This is a linear combination of the wave functions (3.1) which transforms the
system of wave functions for all regions of coordinate space into a system
of waves in momentum space for all regions of momentum space in a given
region of coordinate space. Since there are at most 3! = 6 different waves in
each of the 6 regions of coordinate space, we construct at most 6 different
waves for each of the 6 regions of momentum space and this is for each of 6
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regions of coordinate space.
From now on and until further notice, we will consider ψin(x1x2x3 | k1k2k3)
only in the region χ(123) of coordinate space. Arbitrary regions χ(σx),
σx ∈ S3 will be considered later.
We make use of the shortened notations
χ(xσ1 > xσ2 > xσ3) =: χ(σ1σ2σ3) =: χ(σ) - characteristic function of corre-
sponding region in coordinate space,
θ(kσ′1 > kσ′2 > kσ′3) =: θ(σ
′
1σ
′
2σ
′
3) =: θ(σ
′) - characteristic function of cor-
responding region in momentum space.
In (3.4), ψin is defined in terms of wave functions for the different momen-
tum regions and this can equivalently be expressed in the form of momentum
transpositions, since every momentum region is a momentum transposition
of another region, and eventually of θ(123). However, we only have an ex-
pression (3.1) for the wave function ψ(x1x2x3 | k1k2k3) in different coordinate
regions χ(σ1σ2σ3), i.e. in terms of coordinate transpositions of coordinate re-
gions. Therefore we wish to express ψin in the form of known transpositions
of coordinate regions instead of transpositions of momentum regions. This
can be done with the use of antisymmetric property of transpositions in mo-
mentum and coordinate space. According to (3.4), ψin for coordinate region
χ(123) can be expressed as:
ψin(x1x2x3 | k1k2k3)χ(123) = χ(123)
∑
σ′∈S3
ψ(xσ′1xσ′2xσ′3 | kσ′1kσ′2kσ′3)
Aσ′1σ′2Aσ′1σ′3Aσ′2σ′3
θ(σ′)
= χ(123)
∑
σ′∈S3
τσ′ θ(123)
ψ(x1x2x3 | k1k2k3)
A12A13A23
,
where τσ′ is a permutation of indices, defined by
τσ′ f(x1x2x3; k1k2k3) = f(xσ′1xσ′2xσ′3 ; kσ′1kσ′2kσ′3) and equal to a particular
composition of elementary transpositions τij, i < j, i, j = 1, 2, 3.
Since the sum over σ′ does not depend on the order of summation we can
replace the permutations τσ′ by their inverse τ
−1
σ′ . Also, we multiply both
sides by 1I =
∑
σ∈S3 χ(σ) and use the identity χ(123) = τ
−1
σ′ χ(σ
′). It follows
that
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ψin(x1x2x3 | k1k2k3)χ(123)
= χ(123)
∑
σ′∈S3
τ−1σ′ θ(123)
ψ(x1x2x3 | k1k2k3)
A12A13A23
∑
σ∈S3
χ(σ)
=
∑
σ′∈S3
τ−1σ′ θ(123)
ψ(x1x2x3 | k1k2k3)
A12A13A23
χ(σ′)
∑
σ∈S3
χ(σ)
=
∑
σ∈S3
τ−1σ θ(123)
ψ(x1x2x3 | k1k2k3)
A12A13A23
χ(σ), (3.5)
where we use the δ-relation for characteristic functions
χ(σ′)χ(σ) = χ(σ) δ(σ′, σ) = χ(σ) δ(τσ′ , τσ), where τσ is defined similar to τσ′ .
Using the identity τ12τ13τ23 = τ23τ13τ12, which is easily verified directly, and
inserting (3.3) into (3.5) we obtain:
ψin(x1x2x3 | k1k2k3)χ(123) = χ(123)
{
θ(123)
A12A13A23
(3.6)
+ τ12
θ(123)
A12A13A23
(A12 +B12P12) τ12
+ τ23
θ(123)
A12A13A23
(A23 +B23P23) τ23
+ τ12τ13
θ(123)
A12A13A23
(A12 +B12P12)(A13 +B13P13) τ13τ12
+ τ23τ13
θ(123)
A12A13A23
(A23 +B23P23)(A13 +B13P13) τ13τ23
+ τ12τ13τ23
θ(123)
A12A13A23
(A12 +B12P12)(A13 +B13P13)(A23 +B23P23) τ23τ13τ12
}
[123].
By moving τ−1σ operators on the left through each term to the right we evalu-
ate an explicit form of each term and obtain the corresponding matrix, where
each entry is defined by the combination of momentum region and phase of
wave:
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← (σ1σ2σ3)→
(123) (213) (132) (231) (312) (321) θ(σ′1σ
′
2σ
′
3)
↓
1
A12A13A23
[123] 0 0 0 0 0
B21
A21A13A23
[213] 1
A13A23
[123] 0 0 0 0
B32
A32A13A12
[132] 0 1
A13A12
[123] 0 0 0
B31B23
A31A23A21
[231] B31
A31A21
[321] B21
A21A23
[213] 1
A23
[123] 0 0
B31B12
A31A12A32
[312] B32
A32A12
[132] B31
A31A32
[321] 0 1
A12
[123] 0
B31(1+B21B32)
A21A31A32
[321] B21B31
A21A31
[231] B32B31
A32A31
[312] B32
A32
[132] B21
A21
[213] [123]

(123)
(213)
(132)
(231)
(312)
(321)
3.3 Modification of the integrand:
ψin(x1x2x3 | k1k2k3))ψin(y1y2y3 | k1k2k3)
→ ψ˜in(x1x2x3, y1y2y3 | k1k2k3)
Similar to (3.6) we construct an expression for ψin(y1y2y3 | k1k2k3), and then,
with the use of a δ-relation for characteristic functions of momentum regions
θ(σ′), a combined function ψin(x1x2x3 | k1k2k3)ψin(y1y2y3 | k1k2k3) in the
common coordinate region χy(123)χx(123) = χ(123). After rearrangement,
this combined function has a form similar to (2.8) for the 2-particle case:
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ψin(x1x2x3 | k1k2k3)ψin(y1y2y3 | k1k2k3)χ(123) (3.7)
= χ(123)
{
θ(123)
A12A13A23
[123](x)
1
A12A13A23
+
(
τ12
θ(123)
A12A13A23
(A12 +B12P12) τ12 [123](x)
)(
τ12
1
A12A13A23
(A12 +B12P12) τ12
)
+
(
τ23
θ(123)
A12A13A23
(A23 +B23P23) τ23 [123](x)
)(
τ23
1
A12A13A23
(A23 +B23P23) τ23
)
+
(
τ12τ13
θ(123)
A12A13A23
(A12 +B12P12)(A13 +B13P13)τ13τ12 [123](x)
)
×
(
τ12τ13
1
A12A13A23
(A12 +B12P12)(A13 +B13P13) τ13τ12
)
+
(
τ23τ13
θ(123)
A12A13A23
(A23 +B23P23) (A13 +B13P13)τ13τ23[123](x)
)
×
(
τ23τ13
θ(123)
A12A13A23
(A23 +B23P23)(A13 +B13P13) τ13τ23
)
+
(
τ12τ13τ23
θ(123)
A12A13A23
(A12 +B12P12)(A13 +B13P13)(A23 +B23P23) τ23τ13τ12[123](x)
)
×
(
τ12τ13τ23
1
A12A13A23
(A12 +B12P12)(A13 +B13P13)(A23 +B23P23) τ23τ13τ12
)}
× [123](−y),
where all operators act only on corresponding x- or y-components of the for-
mula. Since the x-component of (3.7) for each region contains terms with
different combinations of Pij, i < j, i, j = 1, 2, 3, rearrangement of (3.7) to a
form where all the operators act from the left on the complete expression to
the right of the operator, needs additional individual adjustment after each
x-term, in front of the y-terms, by the inverse of the combination of Pij in
that particular term, because we cannot separate the action of a momentum
transposition operator Pij on the x- and y-component. It would be possi-
ble to adjust the part of (3.7), in particular the terms for regions θ(123),
τ12 θ(123), τ23 θ(123), where there is no more than one elementary transpo-
sition Pij in the same way as it was done in the 2-particle case. However,
for the other regions with compositions of more than one transposition it
is impossible to separate the action of different combinations of Pij on the
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terms of the y-component. Nevertheless, it is still possible to transform (3.7)
to a form where all the operators act from the left on the complete expression
to the right of the operator, but only after a transformation which we call
modification of ψin.
Similar to the 2-particle case, we need to apply a change of variables to
the off-diagonal elements of (3.7) in such a way that the phases of the x-
components are transformed into [123](x). Since off-diagonal elements have
generally different phases of x-components, depending on the position of
the entry in the matrix, or according to the formula (3.7), where the phase
[123](x) is transformed by the particular combination of operators on the
left of [123](x), each off-diagonal element has to be transformed by the in-
verse of that combination of operators. Applying the inverse combination
of momentum transposition operators and rearranging the full combination
of operators for each element for all lines in (3.7), we obtain an expression
for all off-diagonal elements. Action of this inverse combination on arbitrary
off-diagonal elements is equal to a corresponding change of variables, i.e. we
have to apply the system of different changes of variables to (3.7). Since each
change of variables also changes the limits of integration, the corresponding
element changes its position (momentum region θ(σ′)) in the above matrix.
The following diagram illustrates the resulting change in the form of the ma-
trix due to the required transformation of formula (3.7):
•(• ◦ ◦ ◦ ◦◦)
•(• • ◦ ◦ ◦◦) •(• • ◦ ◦ ◦◦)
•(• ◦ • ◦ ◦◦) •(• ◦ • ◦ ◦◦)
•(• • • • ◦◦) •(• • • • ◦◦) •(• • • • ◦◦) •(• • • • ◦◦)
•(• • • ◦ •◦) •(• • • ◦ •◦) •(• • • ◦ •◦) •(• • • ◦ •◦)
•(• • • • ••) •(• • • • ••) •(• • • • ••) •(• • • • ••) •(• • • • ••) •(• • • • ••)

1
4
4
16
16
36y

•(• ◦ ◦ ◦ ◦◦) •(• • ◦ ◦ ◦◦) •(• ◦ • ◦ ◦◦) •(• • • • ◦◦) •(• • • ◦ •◦) •(• • • • ••)
•(• • ◦ ◦ ◦◦) •(• ◦ • ◦ ◦◦) •(• • • ◦ •◦) •(• • • • ••)
•(• ◦ • ◦ ◦◦) •(• • • • ◦◦) •(• • • • ••)
•(• • • • ◦◦) •(• • • ◦ •◦) •(• • • • ••)
•(• • • ◦ •◦) •(• • • • ••)
•(• • • • ••)

19
16
16
10
10
6
Figure 3.1: Modification of combined scattering wave function for 3-particle
case.
Black circles outside brackets correspond to the x-component of the entries in
the combined matrix and the modified combined matrix respectively. Black
circles inside brackets correspond to the y-components with non-zero ampli-
tude. White circles correspond to y-components with zero amplitude. The
number to the right of each row is the number of terms in the corresponding
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momentum region and equal to the number of integrals to evaluate. The to-
tal number of integrals is 77 and this is the same for the original matrix and
its modification. As can be seen from (3.7), the number of different terms of
each x- and y-component in the combined matrix is equal to 23 = 8 which
brings the total number of combined terms to 105, but since there are at
most only 3! = 6 different phases, some of the 8 terms have the same phase
and can be reduced in correspondence with the diagram. Transformation of
the diagram is equivalent to the action of such a combination of operators Pij
on each off-diagonal element of the combined matrix, that brings the x-phase
of that element back to [123](x).
First consider the x-terms of (3.7) for the region τ12 θ(123) = θ(213):
τ12 θ(123)
1
A12A13A23
(A12 +B12P12) τ12 [123](x).
Applying the operator P12 to the off-diagonal element only, we obtain the
same phase [123](x) for both elements and can therefore move it to the front
so that, after rearrangement, the modified x-term becomes
[123](x)
1
A12A13A23
(A12 +B12P12) τ12 θ(123).
This can be verified directly separately for the diagonal and off-diagonal term:
τ12 θ(123)
1
A12A13A23
A12 τ12 [123](x) = [123](x)
1
A12A13A23
A12 τ12 θ(123)
and
P12τ12 θ(123)
1
A12A13A23
B12P12 τ12 [123](x) = [123](x)
1
A12A13A23
B12P12 τ12 θ(123).
Since we wish to extend the action of all the operators to the whole expres-
sion to the right of the operator, we have to compensate the action of the
operator in the x-term by applying the inverse operator τ−112 = τ12 in the
front of y-term. Note that the transposition operator is equal to 1I for the
diagonal term whereas the transposition P12 in the off-diagonal term should
not be compensated because, according to the diagram above, the change of
variables applies simultaneously to the x- and y-components. It follows that
the expression for the y-component is
τ12τ12
1
A12A13A23
(A12 +B12P12) τ12 [123](−y).
Then, after moving one of the operators τ12 to the right it cancels out with
the τ12 on the right and we get
τ12
1
A21A23A13
(A21+B21P12)[123](−y) = τ12 (A12+P12B12) 1
A12A13A23
[123](−y).
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It follows that whole modified expression corresponding to the region
τ12 θ(123) = θ(213) is
[123](x)
1
A12A13A23
(A12+B12P12) τ12 θ(123) τ12 (A12+P12B12)
1
A12A13A23
[123](−y).
Next consider the x-component of (3.7) for the region τ12τ13 θ(123) = θ(312):
τ12τ13 θ(123)
1
A12A13A23
(A12 +B12P12)(A13 +B13P13) τ13τ12[123](x).
The diagonal element does not change after modification but can be rear-
ranged into the form
τ12τ13 θ(123)
1
A12A13A23
A12A13 τ13τ12[123](x)
= [123](x)
1
A12A13A23
A23A13 τ13τ23 θ(123).
To achieve the phase [123](x) in the main off-diagonal element it has to be
transformed by the application of the combination P13P12:
P13P12τ12τ13 θ(123)
1
A12A13A23
B12P12B13P13τ13τ12[123](x).
With the use of the identities P13P12 = P23P13 and τ12τ13 = τ13τ23 we rear-
range it into the form:
[123](x)
1
A12A13A23
B23P23B13P13 τ13τ23 θ(123).
Since τ12τ13P13 = P23τ12τ13 and τ12τ13P12 = P13τ12τ13, to achieve the phase
[123](x) in the other two off-diagonal elements they have to be transformed
respectively as:
P23τ12τ13 θ(123)
1
A12A13A23
A12B13P13 τ13τ12[123](x)
= [123](x)
1
A12A13A23
B23P23A13 τ13τ23 θ(123),
P13τ12τ13 θ(123)
1
A12A13A23
B12P12A13 τ13τ12[123](x)
= [123](x)
1
A12A13A23
A23B13P13 τ13τ23 θ(123).
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Summing all four elements we obtain the modified expression for the
x-component in the region τ12τ13 θ(123):
[123](x)
1
A12A13A23
(A23 +B23P23)(A13 +B13P13) τ13τ23 θ(123).
Similar to the case of the region τ12 θ(123), we compensate the action of
the operator τ12τ13 on the y-component by applying its inverse (τ12τ13)
−1 =
τ13τ12 = τ23τ13 to the whole y-component of (3.7). Then, for each element
of the x-component, the corresponding y-component is transformed by the
same combination of operators, 1I or P23P13 or P23 or P13 respectively, and
the y-component becomes equal to
(τ23τ13)(τ12τ13)
1
A12A13A23
(A12 +B12P12)(A13 +B13P13) τ13τ12 [123](−y).
Moving the operator τ12τ13 to the right it cancels out with τ13τ12 and we
obtain
τ23τ13
1
A31A32A12
(A31 +B31P13)(A32 +B32P23)[123](−y)
= τ23τ13 (A13 + P13B13)(A23 + P23B23)
1
A12A13A23
[123](−y).
It follows that whole modified expression corresponding to the region
τ12τ13 θ(123) = (τ23τ13)
−1 θ(123) = θ(312) is
[123](x)
1
A12A13A23
(A23 +B23P23)(A13 +B13P13) τ13τ23 θ(123)
×τ23τ13 (A13 + P13B13)(A23 + P23B23) 1
A12A13A23
[123](−y).
Applying the same algorithm for all other elements in the expressions for
all regions in (3.7) with the simultaneous transformation of x-wave to the
phase [123](x) and extending of action of the operators to the whole expres-
sion on the right to the operator and then adjusting and rearranging the
corresponding y-components, we finally obtain:
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ψ˜in(x1x2x3, y1y2y3 | k1k2k3)χ(123) = χ(123) [123](x)
A12A13A23
{
θ(123) (3.8)
+ (A12 +B12P12) τ12 θ(123) τ12 (A12 + P12B12)
+ (A23 +B23P23) τ23 θ(123) τ23 (A23 + P23B23)
+ (A12 +B12P12)(A13 +B13P13) τ13τ12 θ(123) τ12τ13 (A13 + P13B13)(A12 + P12B12)
+ (A23 +B23P23)(A13 +B13P13) τ13τ23 θ(123) τ23τ13 (A13 + P13B13)(A23 + P23B23)
+ (A12 +B12P12)(A13 +B13P13)(A23 +B23P23) τ23τ13τ12 θ(123)
× τ12τ13τ23 (A23 + P23B23)(A13 + P13B13)(A12 + P12B12)
}
[123](−y)
A12A13A23
.
3.4 Construction of ψ˜in(x, y | k) for different
regions of coordinate space
Now consider another coordinate region such that χx(σx)χy(σy) = χ(σ),
where σx = σy = σ ∈ S3. It suffices to apply the operator τσ to all compo-
nents of (3.8) so that:
ψ˜in(x1x2x3, y1y2y3 | k1k2k3)χ(σ) (3.9)
= ψ˜in(x1x2x3, y1y2y3 | k1k2k3) τσχ(123),
and this is equal to the same expression as right hand side of (3.8) but with
all indices 1, 2, 3 replaced by σ1, σ2, σ3, respectively.
Next consider the cases where the x- and y-components of
ψ˜in(x1x2x3, y1y2y3 | k1k2k3) are in different coordinate regions but assume
that the x-component is in the region (123): χx(123)χy(σy).
For example, in the case χy(213) we can use the equations (2.15)-(2.20) for
the 2-particle case. According to (2.20), the elementary transposition of the
coordinate region χy(12)→ χy(21) is associated with inserting an additional
factor
[
τ12 (A12 + B12P12)
]
in ψin(y | k) for each momentum region. Since
the similar transformation χy(123) → χy(213) does not affect particle #3
and this particle does not interact with the other two, we can assume the
same transformation of ψin(y1y2y3 | k1k2k3) and this is directly verified by
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the definition (3.4). So, to justify this insertion and obtain an expression
similar to (2.20) but for the 3-particle case, we insert the identity operator
expanded as 1I = (A12 + B12P12) τ12
[
τ12 (A12 + B12P12)
]
in each of six terms
of the expression similar to (3.6) but for y-component and then apply the
index transposition operator τ12 to the whole formula. We obtain
ψin(y1y2y3 | k1k2k3)χy(213) (3.10)
= χy(213) τ12
{
θ(123)
1
A12A13A23
(A12 +B12P12) τ12
+ τ12 θ(123)
1
A12A13A23
(A12 +B12P12) τ12 (A12 +B12P12) τ12
+ τ23 θ(123)
1
A12A13A23
(A23 +B23P23) τ23 (A12 +B12P12) τ12
+ τ12τ13 θ(123)
1
A12A13A23
(A12 +B12P12)(A13 +B13P13) τ13τ12 (A12 +B12P12) τ12
+ τ23τ13 θ(123)
1
A12A13A23
(A23 +B23P23)(A13 +B13P13) τ13τ23 (A12 +B12P12) τ12
+ τ12τ13τ23 θ(123)
1
A12A13A23
(A12 +B12P12)(A13 +B13P13)(A23 +B23P23)
× τ23τ13τ12 (A12 +B12P12) τ12
}[
τ12 (A12 +B12P12)
]
[123](−y).
Since the operator τ12 interchanges indices 1 and 2 in the whole formula
(3.10), it also interchanges the order of momentum regions
(123), (213), (132), (312), (231), (321) 7−→ (213), (123), (231), (321), (132), (312).
Evaluating the result of application of τ12 in (3.10) using the identities
τ12τ23τ13 = τ23, τ12τ23 = τ23τ13, τ13τ23 = τ12τ13 and then interchanging the
terms to restore the initial order of regions we obtain the new form for each
momentum region. For example, the expression for the momentum region
τ12τ23τ13 θ(123) transforms as:
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τ12
{
τ23τ13
θ(123)
A12A13A23
(A23 +B23P23)(A13 +B13P13) τ13τ23 (A12 +B12P12) τ12
}
= τ23τ13τ13
θ(123)
A12A13A23
(A23 +B23P23) τ23 (A12 +B12P12) τ12 (A12 +B12P12) τ12
= τ23
θ(123)
A12A13A23
(A23 +B23P23) τ23.
Rearranging similarly the terms for all regions we obtain:
ψin(y1y2y3 | k1k2k3)χy(213) (3.11)
= χy(213)
{
θ(123)
1
A12A13A23
+ τ12 θ(123)
1
A12A13A23
(A12 +B12P12) τ12
+ τ23 θ(123)
1
A12A13A23
(A23 +B23P23) τ23
+ τ12τ13 θ(123)
1
A12A13A23
(A12 +B12P12)(A13 +B13P13) τ13τ12
+ τ23τ13 θ(123)
1
A12A13A23
(A23 +B23P23)(A13 +B13P13) τ13τ23
+ τ12τ13τ23 θ(123)
1
A12A13A23
(A12 +B12P12)(A13 +B13P13)(A23 +B23P23) τ23τ13τ12
}
× [τ12 (A12 +B12P12)][123](−y).
Thus we see, as claimed, that (3.11) is in correspondence with the expres-
sion for the y-component in (3.7) for coordinate region χy(123), but with
an additional factor
[
τ12 (A12 + B12P12)
]
representing the transformation of
coordinate regions χy(123) 7→ χy(213). We can now apply the same modi-
fication to (3.11) as to (3.7) to obtain the analogue of expression (3.8) with
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the factor
[
τ12 (A12 +B12P12)
]
at the end. Then using the identity:
1
A12A13A23
[
τ12 (A12 +B12P12)
]
=
[
(A12 + P12B12) τ12
] 1
A12A13A23
we finally obtain for the region χx(123)χy(213):
ψ˜in(x1x2x3, y1y2y3 | k1k2k3)χx(123)χy(213) (3.12)
= χx(123)χy(213)
[123](x)
A12A13A23
{
θ(123)
+ (A12 +B12P12) τ12 θ(123) τ12 (A12 + P12B12)
+ (A23 +B23P23) τ23 θ(123) τ23 (A23 + P23B23)
+ (A12 +B12P12)(A13 +B13P13) τ13τ12 θ(123) τ12τ13 (A13 + P13B13)(A12 + P12B12)
+ (A23 +B23P23)(A13 +B13P13) τ13τ23 θ(123) τ23τ13 (A13 + P13B13)(A23 + P23B23)
+ (A12 +B12P12)(A13 +B13P13)(A23 +B23P23) τ23τ13τ12 θ(123) τ12τ13τ23
× (A23 + P23B23)(A13 + P13B13)(A12 + P12B12)
}[
(A12 + P12B12) τ12
] [123](−y)
A12A13A23
.
For coordinate region χy(213) we define the operator
Z(213) := (A12 + P12B12) τ12.
To derive a formula similar to (3.12) for the coordinate region χy(231)
we first apply the operator τ13τ12 to the expression for the y-component for
χy(123) and insert
1I = (A23 +B23P23)(A13 +B13P13) τ13τ23
[
τ23τ13 (A13 +B13P13)(A23 +B23P23)
]
at the end of the formula. Then making rearrangements similar to (3.10)-
(3.12) we insert the expression for each momentum region of the y-component
into the corresponding region of the x-component for χx(123). For example,
the expression for momentum region τ12 θ(123) transforms as:
τ13τ12
{
τ12
θ(123)
A12A13A23
(A12 +B12P12) τ12 (A23 +B23P23)(A13 +B13P13) τ13τ23
}
= τ12τ13τ23
θ(123)
A12A13A23
(A12 +B12P12)(A13 +B13P13)(A23 +B23P23) τ23τ13τ12.
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However, for some of the momentum regions we need to use the identity
(A12+B12P12)(A13+B13P13)(A23+B23P23) = (A23+B23P23)(A13+B13P13)(A12+B12P12).
This identity (in conjugated form) is proved in the following
Lemma 1
z12z13z23 = z23z13z12, where zij := Aij +BijPij, i < j, i, j = 1, 2, 3.
Proof
With the use of the easily verified properties
P12P13 = P13P23 = P23P12, P23P13 = P13P12 = P12P23, P12P13P23 = P13,
B12B23 = B12B13 +B13B23, we rearrange the expression
z12z13z23 := (A12 +B12P12)(A13 +B13P13)(A23 +B23P23) (3.13)
= A12A13A23 + A12A13B23P23 + A12B13P13A23 +B12P12A13A23
+ A12B13P13B23P23 +B12P12A13B23P23 +B12P12B13P13A23 +B12P12B13P13B23P23
= A23A13A12 +B23P23A13A12 + A23A13B12P12 +B12P12A13B23P23
+ (A12B13P13A23 +B12P12B13P13B23P23) + (A12B13P13B23P23 +B12P12B13P13A23),
and then rewrite the term
B12P12A13B23P23 = B12P12B23P23A12 = B12B13P12P23A12
= (B12B23 −B13B23)P23P13A12 = B23P23B13P13A12 −B13B23P13P12A12
= B23P23B13P13A12 − A23B13P13B21P12 = B23P23B13P13A12 + A23B13P13B12P12,
(3.14)
the expression in the first brackets,
A12B13P13A23 +B12P12B13P13B23P23 = A12A21B13P13 +B12B23B12P12P13P23
= (1−B212)B13P13 +B12(B12B13 +B13B23)P13 = B13P13 +B12B13B23P13
= (1−B223)B13P13 +B23(B23B13 +B13B12)P13
= A23A32B13P13 +B23B12B23P23P13P12 = A23B13P13A12 +B23P23B13P13B12P12,
(3.15)
and that in the second brackets,
A12B13P13B23P23 +B12P12B13P13A23 = A12(B13B21P13P23 +B12B23P12P13)
= A12(−B12B13 +B12B23)P23P12 = A12B23B13P23P12 = B23P23A13B12P12.
(3.16)
Substituting (3.14)-(3.16) in (3.13) we obtain:
z12z13z23 = A23A13A12 +B23P23A13A12 + A23A13B12P12 +B23P23B13P13A12
+ A23B13P13B12P12 + A23B13P13A12 +B23P23B13P13B12P12 +B23P23A13B12P12
= (A23 +B23P23)(A13 +B13P13)(A12 +B12P12) = z23z13z12.
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With the use of Lemma 1, for example, the expression for the momentum
region τ23τ13 θ(123) transforms as:
τ13τ12
{
τ23τ13
θ(123)
A12A13A23
(A23 +B23P23)(A13 +B13P13) τ13τ23
×(A23 +B23P23)(A13 +B13P13) τ13τ23
}
= τ12τ23τ23τ13
θ(123)
A12A13A23
(A23 +B23P23)(A13 +B13P13)(A12 +B12P12)
×(A32 +B32P23) τ13τ23τ13τ23
= τ12τ13
θ(123)
A12A13A23
(A12 +B12P12)(A13 +B13P13)(A23 +B23P23)
×(A32 +B32P23) τ12τ13τ13τ23
= τ12τ13
θ(123)
A12A13A23
(A12 +B12P12)(A13 +B13P13) τ13τ12.
Then after applying appropriate change of variables to each off-diagonal
element we use the directly verified identity:
1
A12A13A23
[
τ23τ13 (A13 +B13P13)(A23 +B23P23)
]
=
[
(A12 + P12B12)(A13 +B13P13) τ13τ12
] 1
A12A13A23
,
and obtain for the region χx(123)χy(231):
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ψ˜in(x1x2x3, y1y2y3 | k1k2k3)χx(123)χy(231) (3.17)
= χx(123)χy(231)
[123](x)
A12A13A23
{
θ(123)
+ (A12 +B12P12) τ12 θ(123) τ12 (A12 + P12B12)
+ (A23 +B23P23) τ23 θ(123) τ23 (A23 + P23B23)
+ (A12 +B12P12)(A13 +B13P13)τ13τ12 θ(123) τ12τ13 (A13 + P13B13)(A12 + P12B12)
+ (A23 +B23P23)(A13 +B13P13)τ13τ23 θ(123) τ23τ13 (A13 + P13B13)(A23 + P23B23)
+ (A12 +B12P12)(A13 +B13P13)(A23 +B23P23) τ23τ13τ12 θ(123) τ12τ13τ23
× (A23 + P23B23)(A13 + P13B13)(A12 + P12B12)
}
× [(A12 + P12B12)(A13 +B13P13) τ13τ12] [123](−y)
A12A13A23
.
In general, we extend the definition of Z(213) to an arbitrary coordinate
region and define Z(σy) for all σy ∈ S3, so that
Z(123) = 1I, (3.18)
Z(213) = (A12 + P12B12) τ12,
Z(132) = (A23 + P23B23) τ23,
Z(231) = (A12 + P12B12)(A13 + P13B13) τ13τ12,
Z(312) = (A23 + P23B23)(A13 + P13B13) τ13τ23,
Z(321) = (A12 + P12B12)(A13 + P13B13)(A23 + P23B23) τ23τ13τ12.
Similarly, for all momentum regions θ(σ′), σ′ ∈ S3, we define the operators:
W (123) = 1I, (3.19)
W (213) = τ12 (A12 + P12B12),
W (132) = τ23 (A23 + P23B23),
W (231) = τ12τ13 (A13 + P13B13)(A12 + P12B12),
W (312) = τ23τ13 (A13 + P13B13)(A23 + P23B23),
W (321) = τ12τ13τ23 (A23 + P23B23)(A13 + P13B13)(A12 + P12B12).
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With this notation we can describe the above transformation of the y-component
under τ13τ12 in shortened form as:
τ13τ12
∑
σ′∈S3
τσ′
θ(123)
A12A13A23
W (σ′)Z−1(231)Z(231) [123](−y) 7−→
7−→
∑
σ′∈S3
τσ′ θ(123)W (σ
′)Z(231)
[123](−y)
A12A13A23
,
where the order of summation is modified by applying the operator τ13τ12,
which is allowed because the sum is invariant under this reordering.
For an arbitrary permutation of the y-coordinate region, applying the
general form of such transformation,
τσy
∑
σ′∈S3
τσ′
θ(σy)
A12A13A23
W (σ′)Z−1(σy)Z(σy) [123](−y) 7−→
7−→
∑
σ′∈S3
τσ′ θ(123)W (σ
′)Z(σy)
[123](−y)
A12A13A23
,
we obtain the expression for the modified ψin-function in case of χ
x(123)χy(σy):
ψ˜in(x1x2x3, y1y2y3 | k1k2k3)χx(123)χy(σy) (3.20)
= χx(123)χy(σy)
[123](x)
A12A13A23
∑
σ′∈S3
W+(σ′) θ(123)W (σ′)Z(σy)
[123](−y)
A12A13A23
,
where W+(σ′) is Hermitian conjugate of W (σ′).
In fact, ψ˜in(x, y | k) for all other regions with an arbitrary χx(σx) can be
obtained from (3.20) by acting of τσx from the left. Then due to the δ-relation
for momentum regions the corresponding function ψ˜in can be expressed again
as a product of its x- and y-components:
ψ˜in(x1x2x3, y1y2y3 | k1k2k3)χx(σx)χy(σy) (3.21)
= χx(σx)χy(σy) τσx
[123](x)
A12A13A23
∑
σ′∈S3
W+(σ′) θ(123)
∑
σ′∈S3
W (σ′)Z(σy)
[123](−y)
A12A13A23
.
Inserting the identity operator 1I = Z+(σx)[Z+(σx)]−1, where Z+(σx) is Her-
mitian conjugate of Z(σx), in the x-component of (3.21) we apply a similar
reordering in summation over the terms of x-component as was performed
for the y-component:
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χx(σx) τσx
[123](x)
A12A13A23
Z+(σx)
∑
σ′∈S3
[Z+(σx)]−1W+(σ′) θ(123) (3.22)
= χx(σx) τσx
[123](x)
A12A13A23
Z+(σx)
∑
σ′∈S3
W+(σ′) θ(123).
Now the original order of summation over σ′ is restored, i.e. for both x- and
y-components. Substituting the results for both components in (3.21) and
using the δ-relation for momentum regions we obtain:
ψ˜in(x1x2x3, y1y2y3 | k1k2k3)χx(σx)χy(σy) = χx(σx)χy(σy) τσx (3.23)
× [123](x)
A12A13A23
Z+(σx)
{∑
σ′∈S3
W+(σ′) θ(123)W (σ′)
}
Z(σy)
[123](−y)
A12A13A23
,
and in particular, for the case of σx = σy = σ applying the similar transfor-
mations but in inverse order, (3.23) can be reduced to:
ψ˜in(x1x2x3, y1y2y3 | k1k2k3)χ(σ) (3.24)
= χ(σ) τσ
[123](x)
A12A13A23
{∑
σ′∈S3
W+(σ′) θ(123)W (σ′)
}
[123](−y)
A12A13A23
.
3.5 Rearrangement of terms in
ψ˜in(x1x2x3, y1y2y3 | k1k2k3) according to the
regions of momentum space
From the comparison of (3.8), (3.23), (3.24) we can conclude that the central
part of these formulas,
∑
σ′∈S3 W
+(σ′) θ(123)W (σ′), depends only on trans-
positions of momentum regions in any particular combination of coordinate
regions χx(σx)χy(σy). However, each of the six terms in this sum (except
the very first one) contains elements with different combinations of momen-
tum transposition operators so that each of the operators W,W+(σ′) (for
(σ′) 6= (123)) splits the wave into waves of a different momentum regions.
This can be clearly seen from the explicit form of the sum:
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θ(123) + (A12 +B12P12) τ12 θ(123) τ12 (A12 + P12B12) (3.25)
+ (A23 +B23P23) τ23 θ(123) τ23 (A23 + P23B23)
+ (A12 +B12P12)(A13 +B13P13) τ13τ12 θ(123) τ12τ13 (A13 + P13B13)(A12 + P12B12)
+ (A23 +B23P23)(A13 +B13P13) τ13τ23 θ(123) τ23τ13 (A13 + P13B13)(A23 + P23B23)
+ (A12 +B12P12)(A13 +B13P13)(A23 +B23P23) τ23τ13τ12 θ(123)
× τ12τ13τ23 (A23 + P23B23)(A13 + P13B13)(A12 + P12B12).
For further integration, we need to express this in a form of the sum over all
momentum regions where each term contains only elements of one particular
momentum region. In order to achieve this we use the identities
BijPij = −PijBij,
(
Aij + PijBij
)(
Aij + PijBij
)
= 1I (3.26)
to get {
θ(123)(A12 + P12B12)(A13 + P13B13)(A23 + P23B23) (3.27)
+ (A12 − P12B12)θ(213)(A13 + P13B13)(A23 + P23B23)
+ (A23 − P23B23)θ(132)(A13 + P13B13)(A12 + P12B12)
+ (A12 − P12B12)(A13 − P13B13)θ(231)(A23 + P23B23)
+ (A23 − P23B23)(A13 − P13B13)θ(312)(A12 + P12B12)
+ (A12 − P12B12)(A13 − P13B13)(A23 − P23B23)θ(321)
}
× (A23 + P23B23)(A13 + P13B13)(A12 + P12B12).
Here the last common factor (A23 +P23B23)(A13 +P13B13)(A12 +P12B12) does
not change the momentum regions because all the characteristic functions
θ(σ′) of momentum regions in (3.27) are to the left to this factor. Therefore,
we consider and rearrange (3.27) without that factor. First, with the use of
the identity Pσ′1σ′2Bσ′1σ′2θ(σ
′
2σ
′
1σ
′
3) = θ(σ
′
1σ
′
2σ
′
3)Pσ′1σ′2Bσ′1σ′2 we are grouping all
the terms pairwise:
θ(123)(A12 + P12B12)(A13 + P13B13)(A23 + P23B23) (3.28)
+ (A12 − P12B12)θ(213)(A13 + P13B13)(A23 + P23B23)
+ (A23 − P23B23)θ(132)(A13 + P13B13)(A12 + P12B12)
+ (A12 − P12B12)(A13 − P13B13)θ(231)(A23 + P23B23)
+ (A23 − P23B23)(A13 − P13B13)θ(312)(A12 + P12B12)
+ (A12 − P12B12)(A13 − P13B13)(A23 − P23B23)θ(321)
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= [θ(123) + θ(213)]A12(A13 + P13B13)(A23 + P23B23)
+ (A23 − P23B23)[θ(132) + θ(312)]A13(A12 + P12B12)
+ (A12 − P12B12)(A13 − P13B13)[θ(231) + θ(321)]A23
= A12
{
[θ(123) + θ(213)]
}
(A13 + P13B13)(A23 + P23B23)
+ (A23 − P23B23)A13
{
P23[θ(123) + θ(213)]P23
}
(A12 + P12B12)
+ (A12 − P12B12)(A13 − P13B13)A23
{
P13P12[θ(123) + θ(213)]P12P13
}
.
It follows that there is the same set of terms for θ(123) as for θ(213) in (3.28).
If we choose another pairing θ(σ′1σ
′
2σ
′
3), θ(σ
′
2σ
′
1σ
′
3), such that in each pair two
first indices are interchanged, namely (θ(132), θ(312)) and (θ(231), θ(321)),
then since we can express θ(132) + θ(312) = P23[θ(123) + θ(213)]P23,
θ(231) + θ(321) = P13P12[θ(123) + θ(213)]P12P13, it follows that the same
statement is also true for such pairs.
Next, with use of identity Pσ′2σ′3Bσ′2σ′3θ(σ
′
1σ
′
3σ
′
2) = θ(σ
′
1σ
′
2σ
′
3)Pσ′2σ′3Bσ′2σ′3
and also
(A12 ± P12B12)(A13 ± P13B13)(A23 ± P23B23) (3.29)
= (A23 ± P23B23)(A13 ± P13B13)(A12 ± P12B12),
verified directly in the proof of Lemma 1, we group all the terms of the first
expression of (3.28) pairwise in a different way:
θ(123)(A23 + P23B23)(A13 + P13B13)(A12 + P12B12) (3.30)
+ (A12 − P12B12)θ(213)(A13 + P13B13)(A23 + P23B23)
+ (A23 − P23B23)θ(132)(A13 + P13B13)(A12 + P12B12)
+ (A12 − P12B12)(A13 − P13B13)θ(231)(A23 + P23B23)
+ (A23 − P23B23)(A13 − P13B13)θ(312)(A12 + P12B12)
+ (A23 − P23B23)(A13 − P13B13)(A12 − P12B12)θ(321)
= [θ(123) + θ(132)]A23(A13 + P13B13)(A12 + P12B12)
+ (A12 − P12B12)[θ(213) + θ(231)]A13(A23 + P23B23)
+ (A23 − P23B23)(A13 − P13B13)[θ(312) + θ(321)]A23
= A23
{
[θ(123) + θ(132)]
}
(A13 + P13B13)(A12 + P12B12)
+ (A12 − P12B12)A13
{
P12[θ(123) + θ(132)]P12
}
(A23 + P23B23)
+ (A23 − P23B23)(A13 − P13B13)A12
{
P13P23[θ(123) + θ(132)]P23P13
}
.
Now, since we can express θ(213) + θ(231) = P12[θ(123) + θ(132)]P12,
θ(312) + θ(321) = P13P23[θ(123) + θ(132)]P23P13, the set of terms in (3.30)
is the same for the pairs (θ(123), θ(132)), (θ(213), θ(231)), (θ(312), θ(321)).
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Comparing with the similar result for the pairs (θ(123), θ(213)), (θ(132), θ(312)),
(θ(231), θ(321)) and using the fact that expression in (3.28) is equal to the
expression in (3.30), we conclude that the set of terms for all six regions
θ(σ′), σ′ ∈ S3, is the same. It suffices therefore to evaluate these elements
for just one of them, and we choose θ(321). According to the first expression
of (3.28) or (3.30) and due to δ-relations for characteristic functions, there is
only one term for θ(321), namely A12A13A23 and the corresponding expres-
sion in (3.27) inside the brackets (i.e. for x-component) is: A12A13A23 θ(321).
In fact, we can verify explicitly that any region of momentum space has
the same set of waves as region θ(321). For example, to show that this is
true for the regions θ(123) and θ(213), we extract all the terms belonging
to these regions, under the combination of transpositions from the left, from
the last expression of (3.28), then using the directly verified equalities
P12P13 = P13P23 = P23P12 and B12B23 = B12B13 +B13B23,
obtain:
[θ(123) + θ(213)]
{
A12(A13 + P13B13)(A23 + P23B23)
− P23B23A13(A12 + P12B12) + P12B12P13B13A23 − A12P13B13A23
}
= [θ(123) + θ(213)]
{
A12A13A23 + A12P13B13A23 + A12A13P23B23 + A12P13B13P23B23
− P23B23A13A12 − P23B23A13P12B12 + P12B12P13B13A23 − A12P13B13A23
}
= [θ(123) + θ(213)]
{
A12A13A23 + A12B31A21P13 + A12A13B32P23 + A12B31P13P23B23
−B32A12A13P23 −B32A12B31P23P12 +B21B32A12P12P13 − A12B31A21P13
}
= [θ(123) + θ(213)]
{
A12A13A23 + A12(B31B12 +B21B32 −B32B21)P23P12
}
= [θ(123) + θ(213)]
{
A12A13A23 + A12(−B13B12 +B12B23 −B23B12)P23P12
}
= [θ(123) + θ(213)]
{
A12A13A23
}
,
which is the same as for the region θ(321). Since, as was shown, the set of
terms for all regions θ(σ′) is the same, (3.28), and equivalently (3.30), reduces
to A12A13A23, and (3.25), and equivalently (3.27), reduces to
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A12A13A23(A23 + P23B23)(A13 + P13B13)(A12 + P12B12), (3.31)
and (3.8) for coordinate region χx(123)χy(123) = χ(123) therefore simplifies
to
ψ˜in(x1x2x3, y1y2y3 | k1k2k3)χ(123) (3.32)
= χ(123) [123](x)(A23 + P23B23)(A13 + P13B13)(A12 + P12B12)
[123](−y)
A12A13A23
.
For explicit integration of (3.32) we evaluate the coefficients:
(A23 + P23B23)(A13 + P13B13)(A12 + P12B12)
1
A12A13A23
(3.33)
=
1
A12A13A23
(A12 +B12P12)(A13 +B13P13)(A23 +B23P23)
= 1 +
B12
A12
P12 +
B23
A23
P23 +
B12
A12
B13
A13
P13P12 +
1
A12A13A23
×
(
A12B13P13A23 +B12P12B13P13B23P23 + A12B13P13B23P23 +B12P12B13P13A23
)
,
where the expression in the brackets is equal to:
|A12|2B13P13 +B212B23P13 + A12B13B21P13P23 + A12B12B23P12P13
=
[
(1−B212)B13 +B12(B12B13 +B23B13)
]
P13 + A12(B12B23 −B12B13)P13P23
= B13(1 +B12B13)P13 + A12B13B23P13P23.
In conclusion,
ψ˜in(x1x2x3, y1y2y3 | k1k2k3)χ(123) = χ(123) (f1 + f2 + f3 + f4 + f5 + f6),
(3.34)
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where
f1 = [123](x− y), f2 =
B12
A12
[123](x)[213](−y), f3 = B23
A23
[123](x)[132](−y),
f4 =
B23
A23
B13
A13
[123](x)[312](−y), f5 = B12
A12
B13
A13
[123](x)[231](−y),
f6 =
B13(1 +B12B23)
A12A13A23
[123](x)[321](−y),
and the corresponding modified combined matrix for the case χ(123) is
θ(β1β2β3)
↓
f1 f2 f3 f4 f5 f6
f2 f1 f5 f6 f3 f4
f3 f4 f1 f2 f6 f5
f5 f6 f2 f1 f4 f3
f4 f3 f6 f5 f1 f2
f6 f5 f4 f3 f2 f1

(123)
(213)
(132)
(231)
(312)
(321)
.
For coordinate regions χx(σx)χy(σy) = χ(σ), (3.24) similarly reduces to
ψ˜in(x1x2x3, y1y2y3 | k1k2k3)χ(σ) (3.35)
= τσ χ(123) [123](x) (A23 + P23B23)(A13 + P13B13)(A12 + P12B12)
[123](−y)
A12A13A23
,
and all the matrix entries obtained by replacing indices 1, 2, 3 7→ σ1, σ2, σ3,
respectively, in the expressions for the case χ(123).
For coordinate regions χx(123)χy(σy), with the use of definition for W (321),
(3.20) similarly reduces to
ψ˜in(x1x2x3, y1y2y3 | k1k2k3)χx(123)χy(σy) (3.36)
= χx(123)χy(σy) [123](x) τ23τ13τ12W (321)Z(σ
y)
[123](−y)
A12A13A23
.
Using (3.32) and (3.36) we can conclude that for any region with χy(123)
the transformation of the y-component of the formula has to be equal to the
identity transformation so that:
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ψ˜in(x1x2x3, y1y2y3 | k1k2k3)χx(σx)χy(123)
= χx(σx)χy(123) τσx [123](x) τ
−1
σx τ23τ13τ12W (321)
[123](−y)
A12A13A23
= χx(σx)χy(123) [123](x) τ23τ13τ12W (321)
[123](−y)
A12A13A23
. (3.37)
It follows that for the general case of χx(σx)χy(σy), (3.21) reduces to
ψ˜in(x1x2x3, y1y2y3 | k1k2k3)χx(σx)χy(σy)
(3.38)
= χx(σx)χy(σy) [123](x) τ23τ13τ12W (321)Z(σ
y)
[123](−y)
A12A13A23
.
3.6 Evaluation of integrals
In the case χx(σx)χy(σy) = χ(σ) we need to evaluate the integral of (3.35):
1
(2pi)3
∫
d3k ψ˜in(x1x2x3, y1y2y3 | k1k2k3)χ(σ) = τσ χ(123) 1
(2pi)3
(3.39)
×
∫
d3k [123](x) (A23 + P23B23)(A13 + P13B13)(A12 + P12B12)
[123](−y)
A12A13A23
.
By (3.34), this is equal to
τσ χ(123)
1
(2pi)3
∫
d3k [123](x)
[
1 +
B12
A12
P12 +
B23
A23
P23 (3.40)
+
B23
A23
B13
A13
P13P23 +
B12
A12
B13
A13
P13P12 +
B13(1 +B12B23)
A12A13A23
P13
]
[123](−y).
The first integral in (3.40) corresponds to the diagonal terms of the matrix
for (3.35) and equals
τσ χ(123)
1
(2pi)3
∫
d3k [123](x− y) = χ(σ) δ3(x− y). (3.41)
The second integral in (3.40) reduces to the second integral in (2.10) for the
2-particle case and hence is 0 according to (2.28). Similarly, replacing 23
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in the third integral by 12 we conclude that it is also equal to 0. The fifth
integral in (3.40) equals (up to a constant multiple)∫
d3k
B12
A12
B13
A13
[123](x)[231](−y)
= −c2
∫
d3k
exp{i[k1(x1 − y3) + k2(x2 − y1) + k3(x3 − y2)]}
(k1 − k2 + ic)(k1 − k3 + ic) .
After changing of variables
q1 = k1 − k3, q2 = 2k2, q3 = k1 + k3
⇒ k1 = 12(q1 + q3), k2 = 12q2, k3 = 12(−q1 + q3),
and rearrangement of the exponent,
k1(x1 − y3) + k2(x2 − y1) + k3(x3 − y2)
= (1/2)(k1 − k3)[(x1 − x3) + (y2 − y3)]
+ (1/2)(k1 + k3)[(x1 + x3)− (y2 + y3)] + k2(x2 − y1)
= (1/2){q1[(x1 − x3) + (y2 − y3)] + q3[(x1 + x3)− (y2 + y3)] + q2(x2 − y1)},
the integral becomes (up to a constant multiple)∫
dq3dq2 exp
{
i
2
[q3(x1 + x3 − y2 − y3) + q2(x2 − y1)]
}
(3.42)
×
∫
dq1
exp{ i
2
q1[(x1 − x3) + (y2 − y3)]}
(q1 + q3 − q2 + 2ic)(q1 + ic) .
Set q1 = q and [(x1 − x3) + (y2 − y3)] = z. Then z > 0 because x1 > x3,
y2 > y3 for the region χ(123), respectively, xσ1 > xσ3 , yσ2 > yσ3 for the region
χ(σ). The internal integral becomes∫
dq eiqz/2
(q + q3 − q2 + 2ic)(q + ic) . (3.43)
To evaluate it we note that it is clearly bounded as the denominator is
quadratic in q. We use analytical continuation q 7→ q + iκ, where κ > 0.
Since there are only two poles, both with negative imaginary parts, namely:
q = −ic and q = q2 − q3 − 2ic, and κ > 0, a shift of integration contour
from the axis κ = 0 to the upper half-plane does not change the result of
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integration and∫
dq eiqz/2
(q + q3 − q2 + 2ic)(q + ic) =
∫
dq ei((q+iκ)z)/2
(q + q3 − q2 + 2ic)(q + ic)
= e−κz/2
∫
dq eiqz/2
(q + q3 − q2 + 2ic)(q + ic) ,
where 0 < e−κz/2 < 1. It follows that∫
dq eiqz/2
(q + q3 − q2 + 2ic)(q + ic) = 0.
A similar evaluation, but with the poles q = −ic and q = q3− q2− 2ic proves
that the fourth integral in (3.40) is equal to 0.
The last integral in (3.40) becomes, after applying the same change of vari-
ables and rearrangement in the argument of the exponent:
k1(x1 − y3) + k2(x2 − y2) + k3(x3 − y1)
= (1/2){q1[(x1 − x3) + (y1 − y3)] + q3[(x1 + x3)− (y1 + y3)] + q2(x2 − y2)},
∫
dq3dq2 exp
{
i
2
[q3(x1 + x3 − y1 − y3) + q2(x2 − y1)]
}
(3.44)
× (−ic)
∫
dq1
[(q1 + q2 − q3)(q1 − q2 + q3)− 4c2] exp{ i2q1[(x1 − x3) + (y1 − y3)]}
(q1 + q2 − q3 + 2ic)(q1 − q2 + q3 + 2ic)(q1 + ic) .
Set q1 = q, q2 − q3 = s, [(x1 − x3) + (y1 − y3)] = z > 0, then the internal
integral is equal to (up to a constant multiple)∫
dq
q2 − s2 − 4c2
(q + s+ 2ic)(q − s+ 2ic)(q + ic) e
iqz/2. (3.45)
We need only consider the highest order term in the numerator, since the
other terms are cubically convergent and can be shown to be 0 in the same
way as the previous integrals as all poles are in the lower half plane. The q2
term can be written as∫
dq
q2(q2 − s2 − 4c2 − 4icq)(q − ic)
[(q + s)2 + 4c2][(q − s)2 + 4c2](q2 + c2) e
iqz/2. (3.46)
The numerator equals
q2[(q3 − s2q − 8c2q)− i(5cq2 − cs2 − 4c3)].
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The real part of (3.46) involves
(q3 − s2q − 8c2q) cos(qz/2) + (5cq2 − cs2 − 4c3) sin(qz/2) and is therefore an
integral of an odd function and equals 0. The imaginary part is
=
∫
dq
q2(q2 − s2 − 4c2 − 4icq)(q − ic)
[(q + s)2 + 4c2][(q − s)2 + 4c2](q2 + c2)e
iqz/2
=
∫
dq
q2[(q3 − s2q − 8c2q) sin(qz/2)− (5cq2 − cs2 − 4c3) cos(qz/2)
[(q + s)2 + 4c2][(q − s)2 + 4c2](q2 + c2) .
The denominator is of order q6, so all terms in the numerator of order ≤ 4
obviously converge. That leaves the integral∫
dq
q5 sin(qz/2)
[(q + s)2 + 4c2][(q − s)2 + 4c2](q2 + c2) . (3.47)
Note that z > 0 and integrating by parts, we set
u = q5/[(q + s)2 + 4c2][(q − s)2 + 4c2](q2 + c2), dv = sin(qz/2), so that
du = dq O(q−2), v = −(2/z) cos(qz). It follows that
− 2
z
q5 cos(qz)
[(q + s)2 + 4c2][(q − s)2 + 4c2](q2 + c2)
∣∣∣∣+∞
−∞
= 0
and
2
z
∫ +∞
−∞
dq O(q−2) cos(qz)
is bounded, hence integral (3.47) is bounded too. Since all three poles have a
negative imaginary part, we can again use analytical continuation q 7→ q+iκ,
where κ > 0, and similar to the previous cases prove that (3.47) is equal 0
so that the last integral in (3.40) is equal 0 and therefore (3.2) holds for the
case χ(σ).
Next we consider the region χx(123)χy(σy). According to (3.38) and
the definitions W (321), Z(σy), for any y-component region the numerator
of the diagonal term contains one, two or three coefficients Aij identical
to the terms in the denominator. Then these coefficients can be cancelled
out leaving either 1 (for the case χy(σy) = χy(123)) or at least one factor
of the form 1/Aty1t
y
2
, where ty1, t
y
2 defined as: t
y
1 := τσyt1, t
y
2 := τσyt2, and
ty1 > t
y
2 for this particular coordinate region χ
y(σy) because initial inequality
t1 < t2 for the region χ
y(123) is transposed by the operator τσy . In fact, the
pairs of indices and the number of such pairs for these factors are in direct
correspondence with the pairs of indices (σyr1σ
y
r2
) in σy = (σy1σ
y
2σ
y
3) such that
σyr1 > σ
y
r2
for r1 < r2. Since for all pairs (t
y
1t
y
2), 1/Aty1t
y
2
= 1 +
(
Bty1t
y
2
/Aty1t
y
2
)
=
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1 +
(
Bty2t
y
1
/Aty2t
y
1
)
, it follows that the integral for such case can be expressed
in the form:
1
(2pi)3
∫
d3k
(
1 + E(χy(σy))
)
exp
{
i[kty1(xt1 − yty1) + kty2(xt2 − yty2) + kry(xr − yry)]
}
,
(3.48)
where ty1 6= ry 6= ty2, xt1 > xt2 and E(χy(σy)) is a sum of terms such that each
term contains at least one factor of the form Bty2t
y
1
/Aty2t
y
1
and after applying
operators of the form Pty2t
y
1
to y-component does not contain such operators
any more.
The first integral in (3.48) is equal to δ3(x−y). Since each term of the second
integral contains at least one factor of the form Bty2t
y
1
/Aty2t
y
1
we define
kty2 − kty1 =: 2q1, kty2 + kty1 =: 2q2 for it, so that Bty2ty1/Aty2ty1 = −ic/(2q1 + ic).
Then with use of
kty1(xt1 − yty1) + kty2(xt2 − yty2)
=
{
q1[(xt1 − xt2) + (yty2 − yty1)] + q2[(xt1 + xt2)− (yty2 + yty1)]
}
,
the internal integral for any term of E(χy(σy)) is evaluated similar to that for
the corresponding term of (3.40) but with additional poles due to additional
factors of the form
1/(τσyAt1t2) = 1/Aty1t
y
2
= 1/Aty2t
y
1
= (kty2 − kty1)/(kty2 − kty1 + ic), where these
poles have negative imaginary part and also z = (xt1 − xt2) + (yty2 − yty1) > 0
in the region χx(123)χy(σy), because xt1 > xt2 for χ
x(123) since t1 < t2 and
yty2 > yt
y
1
for χy(σy) since ty2 < t
y
1, by the definition of coordinate region. It
follows that
1
(2pi)3
∫
d3k ψ˜in(x1x2x3, y1y2y3 | k1k2k3)χx(123)χy(σy)
= χx(123)χy(σy) δ3(x− y). (3.49)
Since χy(σy) is chosen arbitrary, then applying transposition operator τσx , for
an arbitrary σx, to χx(123)χy(σy) in (3.49) we obtain the result for all pos-
sible combinations of χx(σx) and χy(σy) so that for any arbitrary coordinate
region χx(σx)χy(σy),
1
(2pi)3
∫
d3k ψ˜in(x1x2x3, y1y2y3 | k1k2k3)χx(σx)χy(σy)
= χx(σx)χy(σy) δ3(x− y). (3.50)
Summation over all coordinate regions χx(σx)χy(σy) gives (3.2).
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Chapter 4
COMPLETENESS OF
δ-INTERACTING
PARTICLES IN THE
n-PARTICLE CASE
4.1 The wave function in terms of transposi-
tion operators
We aim to prove the completeness relation
1
(2pi)n
∫
ψin(x1...xn | k1...kn)ψin(y1...yn | k1...kn) dnk = δn(x− y). (4.1)
Since every arbitrary transposition of n elements can be expressed as a com-
position of elementary transpositions of pairs such that only neighbouring
elements are allowed to interchange their positions in an elementary trans-
position, it is useful, similar to the 3-particle case, to define elementary trans-
position operators for each pair σ′jσ
′
j+1, j = 1, ..., n − 1, where σ′ ∈ Sn, in
the following way.
a) Operators of momentum transposition Pσ′jσ′j+1 - indexed by the numbers
of transposed momenta,
Pσ′jσ′j+1f(xσ1 ...xσn ; kσ′1 ...kσ′j ...kσ′j+1 ...kσ′n) = f(xσ1 ...xσn ; kσ′1 ...kσ′j+1 ...kσ′j ...kσ′n)
(since elementary transpositions do not depend on the order of the pair of
indices, Pσ′jσ′j+1 = Pσ′j+1σ′j).
b) Operators of coordinate transposition Rσ′jσ′j+1 - indexed, not by the posi-
tions of particles but by those of the corresponding momenta:
Rσ′jσ′j+1f(xσ1 ...xσj ...xσj+1 ...xσn ; kσ′1 ...kσ′n) = f(xσ1 ...xσj+1 ...xσj ...xσn ; kσ′1 ...kσ′n)
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(again, since elementary transpositions do not depend on the order of the
pair of indices, Rσ′jσ′j+1 = Rσ′j+1σ′j).
c) Operators of index transposition τσ′jσ′j+1 - numbered by the numbers of
transposed momenta:
τσ′jσ′j+1f(xσ1 ...xσj ...xσj+1 ...xσn ; kσ′1 ...kσ′j ...kσ′j+1 ...kσ′n)
= f(xσ1 ...xσj+1 ...xσj ...xσn ; kσ′1 ...kσ′j+1 ...kσ′j ...kσ′n).
Obviously, τσ′jσ′j+1 = τσ′j+1σ′j .
Moreover, these operators are related as follows:
Pσ′jσ′j+1Rσ′jσ′j+1 = τσ′jσ′j+1 ; τσ′jσ′j+1Pσ′jσ′j+1 = Rσ′jσ′j+1 ; τσ′jσ′j+1Rσ′jσ′j+1 = Pσ′jσ′j+1 etc.
Now, for any arbitrary region (xσ1 > ... > xσn), σ ∈ Sn with character-
istic function χ(xσ1 > ... > xσn) =: χ(σ1...σn), we define the set of all index
pairs which appear in inverted (transposed) order w.r.t. the region χ(1...n):
D(σ) = {α := (σr2σr1) : r1 < r2, σr1 > σr2 , r1, r2 ∈ {1, ..., n}, σ ∈ Sn}.
(4.2)
The number of inverted pairs will be denoted l(σ) := #D(σ). In other
words, the region χ(1...n) has a direct order of indices in any pair of indices,
an arbitrary region χ(σ1...σn) has a number l ≤
(
n
2
)
of transposed pairs of
indices. A generalisation of (3.3) to the n-particle case reads
ψ(x1...xn | k1...kn) =
∑
σ∈Sn
→∏
α∈D(σ)
(Aα +BαPα)
 ←∏
α∈D(σ)
τα
 [1...n](x)χ(1...n),
(4.3)
where the direction of the arrow above the products corresponds to the order
of multiplication. Since in general there are more than one ways in which
a permutation σ can be written as a product of transpositions τα such that
σ =
←∏
α∈D(σ)
τα, we have to show, that every term in the sum in (4.3) is indepen-
dent of the order of transpositions but depends only on D(σ) which already
determines the permutation σ uniquely. The only non-trivial case (inverting
the order of all three pairs) for n = 3 is considered in the previous Chapter
3 in the Lemma 1. A generalisation of Lemma 1 to arbitrary n is due to C.
N. Yang but had not been formally proved yet.
70
Theorem (Yang)
Every permutation σ is uniquely defined by D(σ) and can be written as a
product of adjacent transpositions σ =
←∏
α∈D(σ)
α. Moreover, (4.3) is independent
of the order of the sequence α1, ..., αl of transpositions such that σ =
l(σ)←−−∏
i=1
αi,
where each αi transposes elements in neighbouring positions.
Proof.
1. It is clear that any permutation σ is uniquely determined by D(σ). In
fact, σ−1(i) = i + #{j > i : (ij) ∈ D(σ)} − #{j < i : (ji) ∈ D(σ)}. This
is proven by induction on l as follows. Let σ′ be permutation corresponding
to the composition of l adjacent transpositions, and σ be permutation cor-
responding to the composition of l+ 1 adjacent transpositions such that the
composition of the first l corresponds to σ′. Then σ = (σ(r + 1)σ(r))σ′ =
(σ′(r)σ′(r+ 1))σ′ with σ′(r) < σ′(r+ 1) for some r ∈ {1, ..., n− 1}. We have
to show that if the statement for (σ′)−1(i) is true, then the same statement
for σ−1(i) is true for all possible position of i relative σ′(r),σ′(r + 1). The
cases i < σ′(r), i > σ′(r + 1) and σ′(r) < i < σ′(r + 1) are trivial because
D(σ) = D(σ′) ∪ (σ′(r)σ′(r + 1)) hence addition of the pair (σ′(r)σ′(r + 1))
with σ′(r) 6= i and σ′(r + 1) 6= i does not change the numbers of pairs in
the sets in the right hand side of the statement for σ−1(i) relative (σ′)−1(i).
Only non-trivial cases are i = σ′(r) = σ(r + 1) and i = σ′(r + 1) = σ(r).
In the first case #{j > i : (ij) ∈ D(σ)} = #{j > i : (ij) ∈ D(σ′)}+ 1,
#{j < i : (ji) ∈ D(σ)} = #{j < i : (ji) ∈ D(σ′)} (because j = σ′(r + 1) >
σ′(r) = i does not satisfy j < i). It follows that σ−1(i) = (σ′)−1(i) + 1 but
this is equal to assumption i = σ′(r)⇔ (σ′)−1(i) = r ⇔ (σ′)−1(i)+1 = r+1.
In the second case #{j < i : (ji) ∈ D(σ)} = #{j < i : (ji) ∈ D(σ′)} + 1,
#{j > i : (ij) ∈ D(σ)} = #{j > i : (ij) ∈ D(σ′)} (because j = σ′(r) <
σ′(r+1) = i does not satisfy j > i). It follows that σ−1(i) = (σ′)−1(i)−1 but
this is equal to assumption i = σ′(r+1)⇔ (σ′)−1(i) = r+1⇔ (σ′)−1(i)−1 =
r. Hence the statement is true for σ, i.e. for l + 1.
2. For the purpose of the proof we renumber elementary transpositions
αi of the sequence in inverse order relative to the statement of Theorem
so that now σ = α1...αl. To analyse the case n > 3 we first define a
standard order as follows. In the above procedure of constructing a se-
quence α1, ..., αl, we choose at each stage the pair (r, r + 1) with maxi-
mal σ(r) and a corresponding pair (σ(r + 1)σ(r)) with σ(r + 1) < σ(r).
For example, for the case n = 6, σ = (563412), the standard order is
(563412) = (36)(46)(16)(26)(35)(45)(15)(25)(14)(24)(13)(23).
Given an arbitrary alternative ordering (α1, ..., αl) of the α ∈ D(σ) such that
σ =
∏l(σ)
i=1 αi, we shall move respective αi’s to the front in standard order.
Let i1 be the smallest index such that αi1 contains n, i.e. is of the form
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αi1 = (σ(r1)n). If n = σ(r1− 1) then this is the first element of the standard
order, because letting r = r1 − 1 we obtain the definition of the standard
order. In that case, there cannot be j < i1 such that αj contains σ(r1). To
show this, we define σi :=
∏l
j=i αj, where l(σ) = l for fixed σ, and note
that σi1(r1 − 1) = n = σ(r1 − 1) since αj does not contain n for j < i1 by
assumption, hence σi1(r1) = σ(r1) and as a result αj cannot contain σ(r1)
for j < i1.
Next suppose that αi1 is not the first element of the standard order,
and denote the subsequent indices i such that αi contains n, i1 < i2 <
... and set αip = (σ(rp)n). Let αik (k > 1) be the first element in the
standard order, so n = σ(rk − 1). Suppose that for i < ik, αi contains
σ(rk). First consider the case of αi = (σ(rk)σ(r)) for some r < rk, σ(r) >
σ(rk). Then σ
−1
ik
(n) = σ−1ik (σ(rk)) − 1 (because αik transposes σ(rk) and n)
and σ−1i (σ(r)) = σ
−1
i (σ(rk)) − 1 (because αi transposes σ(rk) and σ(r) by
assumption). But σ−1j (n) < σ
−1
j (σ(rk)) for j < ik, since αik is to the right to
the αj hence already applied before αj. It follows that σ
−1
i (n) < σ
−1
i (σ(r)).
Then there exists some j < ik (and j > i) such that αj = (σ(r)n) contains n,
hence j = ip < ik for some p < k and r = rp < rk. But this contradicts our
assumption that αik is the first element of the standard order, for if j ≤ i,
σ−1j (n) < σ
−1
j (σ(rp)) < σ
−1
j (σ(rk)). Taking j = 1, σj = σ ⇒ σ−1(n) < rp <
rk contradicting the assumption n = σ(rk − 1). It follows that for the case
r < rk there is no i < ik such that αi = (σ(rk)σ(r)).
Now suppose that for i < ik, αi = (σ(r)σ(rk)) with r > rk hence
σ(r) < σ(rk). Then for j > i, σ
−1
j (σ(r)) < σ
−1
j (σ(rk)) (because the posi-
tion of σ(r) is to the left of the position of σ(rk) by assumption, until αi has
been applied). But σ−1ik (n) = σ
−1
ik
(σ(rk))− 1 by assumption so
σ−1ik (σ(r)) < σ
−1
ik
(n) < σ−1ik (σ(rk)). On the other hand, for j = i + 1,
σ−1i+1(σ(r)) = σ
−1
i+1(σ(rk)) − 1 (because position of σ(r) is to the left of the
position of σ(rk) just before αi has been applied) so there exists j such that
i < j < ik, αj = (σ(r)n). Hence j = ip < ik with p < k and r = rp.
Conversely, suppose r = rp with p < k. First let rp < rk. We have seen
that assumption of existence i < ik, such that αi = (σ(rk)σ(rp)), leads to
conclusion αi 6= (σ(rk)σ(rp)) for i < ik. Then for j ≤ rp,
σ−1j (n) < σ
−1
j (σ(rp)) < σ
−1
j (σ(rk)) because (σ(rp)), (σ(rk)) did not inter-
change their positions. Taking j = 1 we get n < rp < rk contradicting the
assumption n = σ(rk − 1). It follows that we cannot have rp < rk.
Now suppose rp > rk. Let σ(rp) > σ(rk). Then σ
−1
j (σ(rk)) < σ
−1
j (σ(rp))
for all j because σ(rk) and σ(rp) cannot interchange their relative position
twice. But σ−1ik (n) = σ
−1
ik
(σ(rk)) − 1 because n and σ(rk) interchanged by
αik . It follows that σ
−1
j (n) < σ
−1
j (σ(rk)) for j ≤ ik. But
σ−1j (σ(rk)) < σ
−1
j (σ(rp))⇒ σ−1j (n) < σ−1j (σ(rp))− 1. At j = jp this contra-
dicts σ−1ip (n) = σ
−1
ip
(σ(rp))− 1.
Finally, suppose σ(rp) < σ(rk), rp > rk and αi = (σ(rp)σ(rk)) for i > ip.
Then for j such that ip < j ≤ i, σ−1j (σ(rk)) < σ−1j (σ(rp)). Since αip inter-
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changes σ(rp) and n, then position of n is the next to the right of σ(rp), just
before applying αip : σ
−1
ip+1
(n) = σ−1ip+1(σ(rp)) + 1 ⇒ σ−1j (n) > σ−1j (σ(rp)) for
j > jp. It follows that σ
−1
j (n) > σ
−1
j (σ(rk)). But σ
−1
j (n) < σ
−1
j (σ(rk)) for
j ≤ ik by assumption, hence contradiction.
We conclude that the only possibility such that the relative order of non-
commuting elements in σ is: (σ(rp)σ(rk))...(σ(rp)σ(n))...(σ(rk)σ(n)). It now
follows that we can move the factors zαip and zαik to the left adjoining
zαi = z(σ(rp)σ(rk)). Subsequently, we can apply the identity derived in the
3-particle case to conclude that
zαizαipzαik = zαikzαipzαi .
The resulting expression corresponds to a reordering of the transpositions
αj such that αrk is now the k− 1-th transposition containing n which equals
the first transposition in the standard order. By induction on k it follows that
zαik can be moved to the front. The first transposition in the resulting order
then equals that in the standard order and we can replace σ by σ′ = αikσ,
for which l(σ′) = l(σ)− 1. This completes the induction step w.r.t. l.
4.2 Construction of ψin(x1...xn | k1...kn) in terms
of transposition operators
We generalise the definition (3.4) of ψin(x1x2x3 | k1k2k3) to the n-particle
case:
ψin(x1...xn | k1...kn) =
∑
σ′∈Sn
ψ(xσ′1 ...xσ′n | kσ′1 ...kσ′n)∏r,s=1,...,n
r<s Aσ′rσ′s
θ(σ′1...σ
′
n), (4.4)
where θ(σ′1...σ
′
n) := θ(kσ′1 > ... > kσ′n) is the characteristic function of a
momentum region.
(4.4) transforms the system of wave function for all regions in coordi-
nate space into a system ψin(x1...xn | k1...kn) of functions in momentum
space for all regions of momentum space. Note that the wave function ψ
is normalised so that the coefficient of [1...n] is unity in the region χ(1...n).
This corresponds to an incoming wave with wave vectors k1, ..., kn such that
k1 > ... > kn, so that particles with coordinates x1 > ... > xn do not interact.
However, this wave function is not symmetric with respect to interchange of
indices. (4.4) achieves this symmetrisation by summing over permuted wave
vectors with the same simultaneous permutations of the particles, and with
the corresponding normalisation for each term in the form of the product of
all A-coefficients with permuted indices.
From now on and until further notice, we will consider ψin(x1...xn |
k1...kn) only in the standard region χ(1...n) of coordinate space. Arbitrary
regions χ(σ1...σn) are considered later. In (4.4), ψin is defined in terms of
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wave functions for the different momentum regions and this can equivalently
be expressed in the form of momentum transpositions, since every momen-
tum region is a momentum transposition of another region, and eventually
of θ(1...n). However, we have only an expression (4.3) for the wave function
ψ(x1...xn | k1...kn) in different coordinate regions χ(σ1...σn), i.e. in terms of
permutations of coordinate regions. Therefore, we wish to express ψin in the
form of the known transpositions of coordinate regions instead of transposi-
tions of momentum regions. This can be done with the use of antisymmetric
property of transpositions in momentum and coordinate space as follows.
According to (4.4), ψin for coordinate region χ(1...n) can be expressed as:
ψin(x1...xn | k1...kn)χ(1...n)
= χ(1...n)
∑
σ′∈Sn
ψ(xσ′1 ...xσ′n | kσ′1 ...kσ′n)∏
1≤r<s≤n
Aσ′rσ′s
θ(σ′1...σ
′
n)
= χ(1...n)
∑
σ′∈Sn
τσ′ θ(1...n)
ψ(x1...xn | k1...kn)∏
1≤r<s≤n
Ars
, (4.5)
where τσ′ is defined by
τσ′f(x1...xn; k1...kn) = f(xσ′1 ...xσ′n ; kσ′1 ...kσ′n), (4.6)
and can be written in terms of a particular composition of elementary trans-
positions τij. Since the sum over σ
′ does not depend on the order of summa-
tion we can change the sum over σ′ to a sum over (σ′)−1. We also multiply
both sides by 1I =
∑
σ∈Sn χ(σ1...σn) and use the equality
χ(1...n) = τ−1σ′ χ(σ
′
1...σ
′
n). It follows that
ψin(x1...xn | k1...kn)χ(1...n)
= χ(1...n)
∑
σ′∈Sn
τ−1σ′ θ(1...n)
ψ(x1...xn | k1...kn)∏
1≤r<s≤n
Ars
∑
σ∈Sn
χ(σ1...σn)
=
∑
σ′∈Sn
τ−1σ′ θ(1...n)
ψ(x1...xn | k1...kn)∏
1≤r<s≤n
Ars
χ(σ′1...σ
′
n)
∑
σ∈Sn
χ(σ1...σn)
=
∑
σ∈Sn
τ−1σ θ(1...n)
ψ(x1...xn | k1...kn)∏
1≤r<s≤n
Ars
χ(σ1...σn), (4.7)
because of the δ-relation for characteristic functions
χ(σ′1...σ
′
n)χ(σ1...σn) = χ(σ1...σn) δ(σ
′
1...σ
′
n, σ1...σn) = χ(σ1...σn) δ(τσ′ , τσ). Since
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the latter relation can be expressed equivalently in terms of σ′ transpositions,
i.e. χ(σ′1...σ
′
n)χ(σ1...σn) = χ(σ
′
1...σ
′
n) δ(τσ′ , τσ), then inserting (4.3) in (4.7)
and using again δ-relation for characteristic functions, we obtain:
ψin(x1...xn | k1...kn)χx(1...n) = χx(1...n)
∑
σ′∈Sn
 →∏
β∈D(σ′)
τβ
 θ(1...n)
× 1∏
1≤r<s≤n
Ars
→∏
β∈D(σ′)
(Aβ +BβPβ)
 ←∏
β∈D(σ′)
τβ
 [1...n](x), (4.8)
where the notations χx(1...n) and [1...n](x) specify the coordinate region for
the x-component and the phase factor of the x-component, respectively, and
β defined by
D(σ′) = {β := (σ′s2σ′s1) : s1 < s2, σ′s1 > σ′s2 , s1, s2 ∈ {1, ..., n}, σ′ ∈ Sn},
(4.9)
is an elementary transposition in the set D(σ′), the order of the product
being as in the Lemma 1 above, i.e.
τσ′ =
←∏
β∈D(σ′)
τβ and hence, τ
−1
σ′ =
→∏
β∈D(σ′)
τβ. (4.10)
The number of inverted pairs will be denoted l(σ′) := #D(σ′).
4.3 Modification of the integrand:
ψin(x | k)ψin(y | k)→ ψ˜in(x, y | k)
Similar to (3.7) of Chapter 3, we combine the expression for
ψin(x1...xn | k1...kn) with that for ψin(y1...yn | k1...kn) to obtain a combined
function and then apply a modification to change the phase of the x-factor to
[1...n](x). In the common region χx(1...n)χy(1...n) = χ(1...n) the combined
function has the form
ψin(x1...xn | k1...kn)ψin(y1...yn | k1...kn)χ(1...n)
= χ(1...n)

∑
σ′∈Sn
 →∏
β∈D(σ′)
τβ
 θ(1...n)∏
1≤r<s≤n
Ars
→∏
β∈D(σ′)
(Aβ +BβPβ)
 ←∏
β∈D(σ′)
τβ
 [1...n](x)

×

∑
σ′∈Sn
 →∏
β∈D(σ′)
τβ
 θ(1...n)∏
1≤r<s≤n
Ars
→∏
β∈D(σ′)
(Aβ +BβPβ)
 ←∏
β∈D(σ′)
τβ
 [1...n](−y)
 .
(4.11)
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Here all operators act only on the corresponding x- or y-components of the
formula. Applying the δ-relation for the characteristic functions of momen-
tum regions, this simplifies to
ψin(x1...xn | k1...kn)ψin(y1...yn | k1...kn)χ(1...n)
= χ(1...n)
∑
σ′∈Sn

 →∏
β∈D(σ′)
τβ
 θ(1...n)∏
1≤r<s≤n
Ars
→∏
β∈D(σ′)
(Aβ +BβPβ)
 ←∏
β∈D(σ′)
τβ
 [1...n](x)

×

 →∏
β∈D(σ′)
τβ
 1∏
1≤r<s≤n
Ars
→∏
β∈D(σ′)
(Aβ +BβPβ)
 ←∏
β∈D(σ′)
τβ
 [1...n](−y)
 ,
(4.12)
where all operators still act only on corresponding x- or y-components of the
formula. To affect the modification of the integrand as in the 2- and 3-particle
cases, we need to apply appropriate permutation operators to individual
terms as before. We expand the product
∏
β∈D(σ′)(Aβ+BβPβ) into individual
terms given by subsets D0 ⊂ D(σ′) where Aβ is selected:
→∏
β∈D(σ′)
(Aβ +BβPβ) =
∑
D0⊂D(σ′)
→∏
β∈D(σ′)
(Aβ1D0 +BβPβ1D1),
where D1 = D(σ
′) \ D0. To the term corresponding to D1, we must then
apply the operator  →∏
β∈D(σ′)
τβ
( ←∏
β∈D1
Pβ
) ←∏
β∈D(σ′)
τβ
 , (4.13)
which is in fact equal to identity for any β ∈ D0. This same operator must
also be applied to the y-factor, so that the modified integrand becomes
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ψ˜in(x1...xn, y1...yn | k1...kn)χ(1...n)
= χ(1...n)
∑
σ′∈Sn
∑
D0⊂D(σ′)

 →∏
β∈D(σ′)
τβ
( ←∏
β∈D1
Pβ
) ←∏
β∈D(σ′)
τβ
 →∏
β∈D(σ′)
τβ

× θ(1...n) 1∏
1≤r<s≤n
Ars
→∏
β∈D(σ′)
(Aβ1D0 +BβPβ1D1)
 ←∏
β∈D(σ′)
τβ
 [1...n](x)

×

 →∏
β∈D(σ′)
τβ
( ←∏
β∈D1
Pβ
) ←∏
β∈D(σ′)
τβ
 →∏
β∈D(σ′)
τβ

× 1∏
1≤r<s≤n
Ars
→∏
β∈D(σ′)
(Aβ +BβPβ)
 ←∏
β∈D(σ′)
τβ
 [1...n](−y)
 . (4.14)
Obviously, the factors
 ←∏
β∈D(σ′)
τβ
 →∏
β∈D(σ′)
τβ
 cancel. We now prove by in-
duction that we can rewrite the x-factor as follows:
Lemma 2
For any function f(k1, ..., kn) and any permutation σ
′ ∈ Sn we have( ←∏
β∈D1
Pβ
)
f(k1, ..., kn)
→∏
β∈D(σ′)
(Aβ1D0 +BβPβ1D1)
=
←∏
β∈D(σ′)
(Aβ1D0 + PβBβ1D1) f(k1, ..., kn)
( →∏
β∈D1
Pβ
)
, (4.15)
where D1 = D(σ
′) \D0.
Proof
The statement is obviously true if D1 = ∅. Assuming that it is true for
#D1 = m− 1 we let βm be the last element of D1 and set D′1 = D1 \ {βm}.
Moreover, let D′ be the set D(σ′) with the elements β to the right of βm
(inclusive) omitted. We write( ←∏
β∈D1
Pβ
)
f(k1, ..., kn)
→∏
β∈D(σ′)
(Aβ1D0 +BβPβ1D1)
= Pβm
 ←∏
β∈D′1
Pβ
 f(k1, ..., kn) →∏
β∈D′
(Aβ1D0 +BβPβ1D′1)BβmPβm
 →∏
β∈D(σ′)\(D′∪{βm})
Aβ
 .
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Since
Pβm
 ←∏
β∈D′1
Pβ
( →∏
β∈D′
Pβ1D′1
)
Pβm = 1I,
we can move the last product to the front of whole expression, then also Bβm
through the operator  ←∏
β∈D′1
Pβ
( →∏
β∈D′
Pβ1D′1
)
= 1I,
so that( ←∏
β∈D1
Pβ
)
f(k1, ..., kn)
→∏
β∈D(σ′)
(Aβ1D0 +BβPβ1D1)
=
 ←∏
β∈D(σ′)\(D′∪{βm})
Aβ
PβmBβm

 ←∏
β∈D′1
Pβ
 f(k1, ..., kn) →∏
β∈D′
(Aβ1D0 +BβPβ1D′1)
Pβm .
Substituting the statement of Lemma 2 for m − 1 we interchange order of
the factors in the brackets, then( ←∏
β∈D1
Pβ
)
f(k1, ..., kn)
→∏
β∈D(σ′)
(Aβ1D0 +BβPβ1D1)
=
 ←∏
β∈D(σ′)\(D′∪{βm})
Aβ
PβmBβm

←∏
β∈D′
(Aβ1D0 + PβBβ1D′1)f(k1, ..., kn)
 →∏
β∈D′1
Pβ
Pβm
=
←∏
β∈D(σ′)
(Aβ1D0 + PβBβ1D1)f(k1, ..., kn)
( →∏
β∈D1
Pβ
)
.
Applying this to the x-factor in ψ˜in of (4.14) we have
ψ˜in(x1...xn, y1...yn | k1...kn)χ(1...n)
= χ(1...n)
∑
σ′∈Sn
∑
D0⊂D(σ′)

 →∏
β∈D(σ′)
τβ
 ←∏
β∈D(σ′)
(Aβ1D0 + PβBβ1D1)
× θ(1...n) 1∏
1≤r<s≤n
Ars
( →∏
β∈D1
Pβ
) ←∏
β∈D(σ′)
τβ
 [1...n](x)

×

 →∏
β∈D(σ′)
τβ
( ←∏
β∈D1
Pβ
)
1∏
1≤r<s≤n
Ars
→∏
β∈D(σ′)
(Aβ +BβPβ)
 ←∏
β∈D(σ′)
τβ
 [1...n](−y)
 .
(4.16)
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We now observe that, due to the insertion of the operator (4.13), there is
effectively no operator acting on [1...n](x). Therefore this phase factor can
be moved to the front. This is in exact correspondence with our aim to
modify the full expression in such a way to obtain only n! different phases
of waves for ψ˜in(x, y | k) instead of n! × n! phases for ψin(x | k)ψin(y | k).
Moreover, it also follows that we may assume that all operators now act on
the full expression to the right, upon which we can cancel the Pβ and τβ
products. The result is:
ψ˜in(x1...xn, y1...yn | k1...kn)χ(1...n)
= χ(1...n) [1...n](x)
∑
σ′∈Sn
∑
D0⊂D(σ′)

 →∏
β∈D(σ′)
τβ
 ←∏
β∈D(σ′)
(Aβ1D0 + PβBβ1D1)
× θ(1...n)∏
1≤r<s≤n
Ars
1∏
1≤r<s≤n
Ars
→∏
β∈D(σ′)
(Aβ +BβPβ)
 ←∏
β∈D(σ′)
τβ

 [1...n](−y).
(4.17)
Finally, we observe that the factors
1∏
1≤r<s≤n
Ars
and
1∏
1≤r<s≤n
Ars
can be com-
bined to
1∏
1≤r<s≤n
|Ars|2 , which is invariant under permutations of indices and
can therefore also be moved to the front. Resumming over D0 we get
ψ˜in(x1...xn, y1...yn | k1...kn)χ(1...n)
= χ(1...n) [1...n](x)
1∏
1≤r<s≤n
|Ars|2
∑
σ′∈Sn

 →∏
β∈D(σ′)
τβ
 ←∏
β∈D(σ′)
(Aβ + PβBβ)
× θ(1...n)
→∏
β∈D(σ′)
(Aβ +BβPβ)
 ←∏
β∈D(σ′)
τβ
 [1...n](−y). (4.18)
This expression needs to be integrated over k1, ..., kn. For this, we determine
the contributions from the various regions of momentum space. In fact, in
the Section 5 we show that the integrand is the same in all regions as was
the case for 2 and 3 particles.
4.4 Construction of ψ˜in(x, y | k) for an arbi-
trary region χx(σx)χy(σy) of coordinate space
Using the definitions of transformation operators for coordinate and momen-
tum regions respectively, given by (3.18) and (3.19) for 3-particle case, we
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generalise them to n-particle case. However, application of the statement of
Lemma 2 to the x-factor in ψ˜in of (4.14) in previous section transformed the
expression for ψ˜in to the form with the factor
[ ∏
1≤r<s≤n
|Ars|2
]−1
; and defi-
nitions of transformation operators for this particular form of ψ˜in are chosen
to be conjugated to the similar (3.18) and (3.19), for convenience:
Z(σ) =
→∏
α∈D(σ)
(Aα + PαBα)
 ←∏
α∈D(σ)
τα
 ,
(4.19)
W (σ′) =
 →∏
β∈D(σ′)
τβ
 ←∏
β∈D(σ′)
(Aβ + PβBβ),
where α and β are defined by (4.2) and (4.9) respectively. Then generalising
the expression given by (3.23), we obtain for n-particle case and arbitrary
coordinate regions of x- and y-components:
ψ˜in(x1...xn, y1...yn | k1...k3)χx(σx)χy(σy) = χx(σx)χy(σy) [1...n](x)∏
1≤r<s≤n
|Ars|2
× Z(σx)
[∑
σ′∈Sn
W (σ′) θ(1...n)W+(σ′)
]
Z+(σy) [1...n](−y)
= χx(σx)χy(σy)
[1...n](x)∏
1≤r<s≤n
|Ars|2
∑
σ′∈Sn

→∏
α∈D(σx)
(Aα + PαBα)
 ←∏
α∈D(σx)
τα

×
 →∏
β∈D(σ′)
τβ
 ←∏
β∈D(σ′)
(Aβ + PβBβ) θ(1...n)
→∏
β∈D(σ′)
(Aβ +BβPβ)
 ←∏
β∈D(σ′)
τβ

×
 →∏
α∈D(σy)
τα
 ←∏
α∈D(σy)
(Aα +BαPα)
 [1...n](−y). (4.20)
According to (4.20), the transformation of the system of waves between
regions of momentum space is separated into the group of transformations
within region χ(1...n) of coordinate space (the central part of (4.20) in square
brackets) and group of transformations between regions of coordinate space
(outside the brackets). The transformation within given region of coordi-
nate space leads to the redistribution of waves between different regions of
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momentum space by the sum of operators
∑
σ′∈Sn
W (σ′) =
∑
σ′∈Sn
 →∏
β∈D(σ′)
τβ
 ←∏
β∈D(σ′)
(Aβ + PβBβ) (4.21)
acting on region θ(1...n). All the terms of (4.21) include different combina-
tions of Pβ transforming the region θ(1...n) into generally different momen-
tum regions.
4.5 Rearrangement of the terms of ψ˜in(x, y | k)
according to the regions of momentum
space for coordinate region χ(1...n)
In order to determine the contributions for a given region of momentum space
we first need to rearrange (4.18) by moving the τβ-operators to combine with
the corresponding zβ operators.
We claim: l−→∏
i=1
τβi
 l←−∏
i=1
(Aβi + PβiBβi) =
l
←−∏
i=1
[τγi(Aγi + PγiBγi)], (4.22)
where
γi = β1...βi−1(βi).
This follows immediately by induction from the relation
β1β2 = β1(β2)β1,
where β
(
(ij)
)
= (β(i)β(j)). Note that although
σ′ =
l
←−∏
i=1
γi =
l
←−∏
i=1
β1...βi−1(βi),
this is no longer a decomposition in elements of D(σ′). For example, if
σ′(1234) = (3421), then D(σ′) = {(12), (13), (23), (14), (24)},
σ′ = (24)(14)(23)(13)(12) and (σ′)−1 = (12)(13)(23)(14)(24) but the trans-
formed version is (σ′)−1 = (23)(34)(12)(23)(12). Thus, in this case, (4.22)
reads:
τ12τ13τ23τ14τ24z24z14z23z13z12 = (τ23z23)(τ34z34)(τ12z12)(τ23z23)(τ12z12).
Obviously, we have a similar formula for the right-hand factor by conjugation,
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and obtain
ψ˜in(x1...xn, y1...yn | k1...kn)χ(1...n) = χ(1...n) [1...n](x)∏
1≤r<s≤n
|Ars|2 (4.23)
×
∑
σ′∈Sn

l
←−∏
i=1
(
τβ1...βi−1(βi)zβ1...βi−1(βi)
)
θ(1...n)
l
−→∏
i=1
(
z+β1...βi−1(βi)τβ1...βi−1(βi)
)
[1...n](−y)
 .
Here zγ = Aγ + PγBγ and z
+
γ = Aγ + BγPγ. Clearly, the operators Pβ in τβ
change the momentum region and we need to add all contributions for a given
region. We now prove that the contributions to all regions are the same. For
this, it obviously suffices to show that the contributions of momentum regions
that differ by a single transposition are the same. We therefore subdivide
the permutations into two groups differing by a transposition.
Given i < n, let Γi be the set of permutations σ such that σ
−1(i) < σ−1(i+1),
i.e. (i, i + 1) /∈ D(σ). There is clearly a 1-to-1 correspondence between Γi
and Sn \Γi = {σ ∈ Sn : σ−1(i) > σ−1(i+ 1)} given by σ 7→ σ((i)(i+ 1)). For
a given σ ∈ Γi, we now add the corresponding term in (4.23) and the term
corresponding to σ((i)(i+ 1)):
l(σ)
←−∏
i=1
(
τβ1...βi−1(βi)zβ1...βi−1(βi)
)
θ(1...n)
l(σ)
−→∏
i=1
(
z+β1...βi−1(βi)τβ1...βi−1(βi)
)
[1...n](−y)

+

l(σ)
←−∏
i=1
(
τβ1...βi−1(βi)zβ1...βi−1(βi)
)
τi,i+1(Ai,i+1 + Pi,i+1Bi,i+1) θ(1...n)
× (Ai,i+1 +Bi,i+1Pi,i+1) τi,i+1
l(σ)
−→∏
i=1
(
z+β1...βi−1(βi)τβ1...βi−1(βi)
)
[1...n](−y)
 .
In the first term we insert the identity
τi,i+1 (Ai,i+1 +Bi,i+1Pi,i+1)(Ai,i+1 +Bi,i+1Pi,i+1) τi,i+1
to the right of θ(1...n) and remark that τi,i+1Bi,i+1Pi,i+1 = −τi,i+1Pi,i+1Bi,i+1
commutes with θ(1...n) and cancels τi,i+1Pi,i+1Bi,i+1 in the second part of the
formula (corresponding to σ((i)(i+ 1)) ). The result is:
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l(σ)
←−∏
i=1
(
τβ1...βi−1(βi)zβ1...βi−1(βi)
) [
θ(1...n) τi,i+1Ai,i+1 + τi,i+1Ai,i+1 θ(1...n)
]
× (Ai,i+1 +Bi,i+1Pi,i+1) τi,i+1
l(σ)
−→∏
i=1
(
z+β1...βi−1(βi)τβ1...βi−1(βi)
)
[1...n](−y)
=
l(σ)
←−∏
i=1
(
τβ1...βi−1(βi)zβ1...βi−1(βi)
) [
θ(1...n)τi,i+1 + τi,i+1 θ(1...n)
]
Ai,i+1
× (Ai,i+1 +Bi,i+1Pi,i+1) τi,i+1
l(σ)
−→∏
i=1
(
z+β1...βi−1(βi)τβ1...βi−1(βi)
)
[1...n](−y).
This shows that permutations differing by a transposition of the form
((i)(i + 1)) must have the same contribution. Since all permutations differ
by a sequence of such transpositions, all have the same contribution.
We now determine the contribution from θ(n...1). Since there is only one
way of obtaining this permutation, namely by choosing all τrs (r < s), where
(rs) =: β ∈ Dn, and Dn := D(n...1), we have, after moving the first product
to the right and cancellation with the last product,
→∏
r<s
τrs
∏
r<s
Ars θ(1...n)
→∏
r<s
(Ars +BrsPrs)
←∏
r<s
τrs [1...n](−y)
= θ(n...1)
∏
r<s
Ars
→∏
r<s
(Ars +BrsPrs) [1...n](−y)
= θ(n...1)
∏
β∈Dn
Aβ
→∏
β∈Dn
(Aβ +BβPβ) [1...n](−y).
Since the same contribution is for all momentum regions, then substituting
this to (4.23) and summing over all momentum regions we obtain
ψ˜in(x1...xn, y1...yn | k1...kn)χ(1...n)
= χ(1...n) [1...n](x)
1∏
β∈Dn
Aβ
→∏
β∈Dn
(Aβ +BβPβ) [1...n](−y). (4.24)
The product in the numerator of (4.24)
→∏
β∈Dn
(Aβ +BβPβ) =
→∏
β∈Dn
(1I−Bβ +BβPβ) =
→∏
β∈Dn
(1I−Bβ(1I− Pβ)) (4.25)
is equal to the sum of terms of the form
∏
β∈Γ⊆Dn
[−Bβ(1I− Pβ)].
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For further rearrangement of (4.24) first we need is to prove for the last
term in (4.25) the next
Lemma 3
The following identity holds:
∏
1≤i<j≤n
[Bij(1I− Pij)] =
(∏
i<j
Bij
) ∑
σ′∈Sn
(−1)|σ′|Pσ′ , (4.26)
where Bij = −Bji, Bij(Bjk −Bik) = BikBjk,
and Pσ′ is defined by: Pσ′f(x1...xn; k1...kn) = f(x1...xn; kσ′1 ...kσ′n).
Proof
For n = 2 this is trivial. We proceed by induction on n and write
∏
1≤i<j≤n
[Bij(1I− Pij)] =
( ∏
1≤i<j≤n−1
Bij
) ∑
σ∈Sn−1
(−1)|σ|Pσ
n−1∏
j=1
Bjn(1I− Pjn).
Since
( ∏
1≤i<j≤n
Bij
)
=
( ∏
1≤i<j≤n−1
Bij
)(
n−1∏
j=1
Bjn
)
, we need to prove
∑
σ∈Sn−1
(−1)|σ|Pσ
n−1∏
j=1
Bjn(1I− Pjn) =
(
n−1∏
j=1
Bjn
) ∑
σ′∈Sn
(−1)|σ′|Pσ′ .
Notice that upon expanding the product
∏n−1
j=1 Bjn(1I−Pjn), the terms where
Pkn is the first P -operator selected correspond to permutations with
σ′(k) = n. We now combine terms pairwise according to whether Pk+1,n is
selected or not. Thus
∑
σ∈Sn−1
(−1)|σ|Pσ
n−1∏
j=1
Bjn(1I− Pjn)
=
∑
σ∈Sn−1
(−1)|σ|Pσ
{
n−1∏
j=1
Bjn −
n−1∑
k=1
k−1∏
j=1
BjnBknPkn
n−1∏
j=k+1
Bjn(1I− Pjn)
}
=
∑
σ∈Sn−1
(−1)|σ|Pσ
{
n−1∏
j=1
Bjn −
n−1∑
k=1
k−1∏
j=1
BjnBknPkn
∏
j>k
Bjn
+
n−2∑
k=1
n−1∑
l=k+1
k−1∏
j=1
BjnBknPkn
l−1∏
j=k+1
BjnBlnPln
n−1∏
j=l+1
Bjn(1I− Pjn)
}
. (4.27)
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The sum of the second and the third terms of (4.27) is∑
σ∈Sn−1
(−1)|σ|Pσ
{
n−1∑
k=1
k−1∏
j=1
BjnBknPkn
∏
j>k
Bjn
−
n−2∑
k=1
n−1∑
l=k+1
k−1∏
j=1
BjnBknPkn
l−1∏
j=k+1
BjnBlnPln
∏
j>l
Bjn(1I− Pjn)
}
. (4.28)
We replace σ by the composition σ(kl). That does not affect the sum be-
cause the result of summation over σ ∈ Sn−1 does not depend on order of
summation. After moving of Pln in the last term to the front through Pkn
it transforms to Plk = Pkl and combines with Pσ, then we move Pkn in both
terms to the right and get∑
σ∈Sn−1
(−1)|σ|Pσ
{
n−1∑
k=1
(
k−1∏
j=1
Bjn
)
Bkn
∏
j>k
BjkPkn
−
n−2∑
k=1
n−1∑
l=k+1
(
k−1∏
j=1
Bjn
)
Bln
l−1∏
j=k+1
BjlBkl
∏
j>l
Bjk(1I− Pkj)Pkn
}
. (4.29)
For fixed k consider the terms l = k + 1, k + 2.(
k−1∏
j=1
Bjn
)
{Bk+1,nBk,k+1Bk+2,k(1I− Pk,k+2) +Bk+2,nBk+1,k+2Bk,k+2}
×
∏
j>k+2
Bjk(1I− Pkj)Pkn.
In the Pk,k+2-term we replace σ by the composition σ(k, k + 2) and after
moving Pk,k+2 to the front and changing of the sign for this term due to
additional transposition (k, k + 2), the last two term become(
k−1∏
j=1
Bjn
)
{Bk+1,nBk+2,k+1Bk,k+2 +Bk+2,nBk+1,k+2Bk,k+2}
×
∏
j>k+2
Bjk(1I− Pkj)Pkn
=
(
k−1∏
j=1
Bjn
)
Bk+1,nBk+2,nBk,k+2
n−1∏
j=k+3
Bjk(1I− Pkj)Pkn.
Next add the l = (k + 3)-term to (k + 1, k + 3)-term:(
k−1∏
j=1
Bjn
)
Bk+3,nBk+1,k+3Bk+2,k+3Bk,k+3
n−1∏
j=k+4
Bjk(1I− Pkj)Pkn
−
(
k−1∏
j=1
Bjn
)
Bk+1,nBk,k+1Bk+2,kBk,k+3Pk,k+3
n−1∏
j=k+4
Bjk(1I− Pkj)Pkn.
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Replacing σ by σ(k, k + 3) and moving Pk,k+3 to the front we get(
k−1∏
j=1
Bjn
)
(Bk+3,n −Bk+1,n)Bk+1,k+3Bk+2,k+3Bk,k+3
∏
j>k+3
Bjk(1I− Pkj)Pkn
=
(
k−1∏
j=1
Bjn
)
Bk+1,nBk+3,nBk+2,k+3Bk,k+3
∏
j>k+3
Bjk(1I− Pkj)Pkn.
In general, we combine the (k + 1,m)-term with the l = m-term:(
k−1∏
j=1
Bjn
)
Bmn
(
m−1∏
j=k+1
Bjm
)
Bkm
n−1∏
j=m+1
Bjk(1I− Pjk)Pkn
−
(
k−1∏
j=1
Bjn
)
Bk+1,nBk,k+1Bk+2,k
(
m−1∏
j=k+3
Bjk
)
BmkPkm
n−1∏
j=m+1
Bjk(1I− Pkj)Pkn,
and after moving Pkm to the front we get(
k−1∏
j=1
Bjn
)
(Bmn −Bk+1,n)Bk+1,m
(
m−1∏
j=k+2
Bjm
)
Bkm
n−1∏
j=m+1
Bjk(1I− Pkj)Pkn
=
(
k−1∏
j=1
Bjn
)
Bk+1,nBmn
(
m−1∏
j=k+2
Bjm
)
Bkm
n−1∏
j=m+1
Bjk(1I− Pkj)Pkn.
We now have, summing over all l and k:
n−2∑
k=1
(
k−1∏
j=1
Bjn
)
n−1∑
l=k+1
Bln
(
l−1∏
j=k+1
Bjl
)
Bkl
n−1∏
j=l+1
Bjk(1I− Pkj)Pkn =
n−2∑
k=1
(
k−1∏
j=1
Bjn
)
×
{
Bk+1,nBk,k+1
n−1∏
j=k+2
Bjk +
n−1∑
l=k+2
Bk+1,nBln
(
l−1∏
j=k+2
Bjl
)
Bkl
n−1∏
j=l+1
Bjk(1I− Pkj)
}
Pkn.
(4.30)
The first term in (4.30) combines with the first term in the brackets in (4.29)
(except k = n− 1) to give:
n−2∑
k=1
(
k−1∏
j=1
Bjn
)
(Bk+1,n −Bkn)Bk,k+1
n−1∏
j=k+2
BjkPkn
=
n−2∑
k=1
(
k−1∏
j=1
Bjn
)
BknBk+1,n
n−1∏
j=k+2
BjkPkn =
n−2∑
k=1
(
k+1∏
j=1
Bjn
)
n−1∏
j=k+2
BjkPkn.
The second term is identical to the second term in (4.29) except that it stands
at l = k + 2 and has a factor Bk+1,n instead of Bk+1,l. We can thus repeat
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the same procedure with k + 1 replaced by k + 2, etc. Hence
n−2∑
k=1
(
k−1∏
j=1
Bjn
)
Bk+1,n
n−1∑
l=k+2
Bln
(
l−1∏
j=k+2
Bjl
)
Bkl
n−1∏
j=l+1
Bjk(1I− Pkj)Pkn
=
n−2∑
k=1
(
k−1∏
j=1
Bjn
)
Bk+1,n
{
Bk+2,nBk,k+2
n−1∏
j=k+3
Bjk
+
n−1∑
l=k+3
Bk+2,nBln
(
l−1∏
j=k+3
Bjl
)
Bkl
n−1∏
j=l+1
Bjk(1I− Pjk)
}
Pkn.
Again, the first term combines with the reminder of the second term of (4.29)
to yield
n−2∑
k=1
(
k+2∏
j=1
Bjn
)
n−1∏
j=k+3
BjkPkn.
We repeat the procedure for l = k + 3, etc. After the stage l = n − 2 we
are left with the first term corresponding to k = l = n− 2 and
n−1∏
j=k+1
Bjk for
j = k + 1 = n− 1 and the second term corresponding to
n−1∏
j=1
Bjn:
n−2∑
k=1
{(
n−2∏
j=1
Bjn
)
n−1∏
j=n−1
Bjk +
(
n−1∏
j=1
Bjn
)}
Pkn
=
n−2∑
k=1
{(
n−2∏
j=1
Bjn
)
Bn−1,k +
(
k−1∏
j=1
Bjn
)(
n−1∏
j=k+1
Bjn
)
Bk,n−1
}
Pkn
=
n−2∑
k=1
(
k−1∏
j=1
Bjn
)(
n−2∏
j=k+1
Bjn
)
Bk,n−1(Bn−1,n −Bk,n)Pkn
=
n−2∑
k=1
(
k−1∏
j=1
Bjn
)
Bk,n
(
n−2∏
j=k+1
Bjn
)
Bn−1,nPkn =
n−2∑
k=1
(
n−1∏
j=1
Bjn
)
Pkn.
The complete result is thus
∑
σ∈Sn−1
(−1)|σ|Pσ
{
n−1∏
j=1
Bjn −
n−2∏
j=1
BjnBn−1,nPn−1,k −
n−2∑
k=1
(
n−1∏
j=1
Bjn
)
Pkn
}
=
(
n−1∏
j=1
Bjn
) ∑
σ∈Sn−1
(−1)|σ|Pσ
{
1−
n−1∑
k=1
Pkn
}
=
(
n−1∏
j=1
Bjn
) ∑
σ′∈Sn
(−1)|σ′|Pσ′ .
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After getting the result of Lemma 3 for the last term of
→∏
β∈Dn
(1I − Bβ(1I − Pβ)), we need a similar statement for an arbitrary term.
This can be achieved by an arbitrary choice of only β such that β ∈ Γ ⊆ Dn
because any factor corresponding β ∈ Dn\Γ is equal 1I. Now we extend the
result of Lemma 3 to all terms in (4.25) and construct the following gener-
alisation, which we have so far not been able to prove:
Lemma 4
For any m ≤ (n
2
)
,
∑
Γ⊆Dn:
|Γ|=m
→∏
β∈Γ
[Bβ(1I− Pβ)] =
∑
M⊆Dn:
|M |=m
(∏
β∈M
Bβ
) ∑
σ′∈Sn: σ′=
←∏
γ,
γ∈M∩D(σ′)
(−1)|σ′|Pσ′ , (4.31)
where the order of adjacent transpositions γ in the product for σ′ in the right
hand side is independent of the chosen order of β ∈ Γ in the left hand side.
We are not able to prove this statement directly. However, it appeared to
hold for any particular example for 3- and 4-particle cases and we have to
leave it as a conjecture. We illustrate that the statement of Lemma 4 holds
on non-trivial case n = 3, m = 2.
For this case, we have to evaluate the sum of operators in the right hand side
for each of three possible sets of two index pairs.
1) M = {(12), (13)} : σ′ = 1I⇒ D(σ′) ∩M = ∅;
σ′ = (12)(123) = (213)⇒ D(σ′) ∩M = {(12)};
σ′ = (13)(12)(123) = (231)⇒ D(σ′) ∩M = {(12), (13)}.
Since any of other combinations of (12), (13), namely (13) and (12)(13) are
not adjacent, then the full sum of operators is 1I− P12 + P13P12.
2) M = {(12), (23)} : σ′ = 1I⇒ D(σ′) ∩M = ∅;
σ′ = (12)(123) = (213)⇒ D(σ′) ∩M = {(12)};
σ′ = (23)(123) = (132)⇒ D(σ′) ∩M = {(23)}.
Since any of other combinations of (12), (23), namely (12)(23) and (23)(12)
are not adjacent, then the full sum of operators is 1I− P12 − P23.
3) M = {(13), (23)} : σ′ = 1I⇒ D(σ′) ∩M = ∅;
σ′ = (23)(123) = (132)⇒ D(σ′) ∩M = {(23)};
σ′ = (13)(23) = (312)⇒ D(σ′) ∩M = {(13), (23)}.
Since any of other combinations of (13), (23), namely (13) and (23)(13) are
not adjacent, then the full sum of operators is 1I− P23 + P13P23.
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According to (4.31), the left hand side is equal to
B12(1I−P12)B13(1I−P13)+B12(1I−P12)B23(1I−P23)+B13(1I−P13)B23(1I−P23).
According to recent evaluations, the right hand side is equal to:
B12B13(1I−P12 +P13P12)+B12B23(1I−P12−P23)+B13B23(1I−P13 +P13P23).
After cancellation of some pairs of the same terms for both sides we deduce
the right hand side from the left hand side to get:[−B12P12B13(1I−P13)−B12B13P13−B12P12B23(1I−P23)−B13P13B23(1I−P23)]
+
[
B12B13P12 −B12B13P13P12 +B12B23P12 +B13B23P13P23
]
.
Grouping the terms with the same transposition operators, we rearrange the
expression and then use the equalities
B12 = −B21, B12B23 = B12B13+B13B23, P12P13 = P13P23, P12P23 = P13P12
to obtain:
(−B12B13P13−B13B21P13)+(−B12B23P12−B12B13P12+B12B13P12+B12B23P12)
+(B12B23P12P13+B13B21P13P23−B13B23P13P23)+(B12B13P12P23−B12B13P13P12) = 0.
The possible way of proving Lemma 4 in future is similar to the proof of
Lemma 3 by induction on n.
Using (4.25) we get
Corollary of Lemma 4
The following identity holds:
→∏
β∈Dn
(1I−Bβ(1I− Pβ)) =
∑
σ′∈Sn

∑
Γ⊆Dn: σ′=
→∏
γ,
γ∈Γ∩D(σ′)
(∏
γ∈Γ
Bγ
) ∏
α/∈D(σ′)
Aα

Pσ
′ .
(4.32)
We illustrate that the statement of Corollary of Lemma 4 holds, as follows.
According to (3.33), the corresponding expression for n = 3, reads:
→∏
β∈D3
(Aβ +BβPβ) = A12A13A23 +B12A13A23P12 +B23A13A12P23 (4.33)
+B23B13A12P13P23 +B12B13A23P13P12 +B13(1 +B12B23)P13
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Comparing this with (4.32) we conclude that (4.32) holds at least for n = 3.
The diagonal element of (4.24) corresponds to σ′ = 1I ⇒ Γ = ∅ ⇒
D(σ′) = ∅ in (4.32). It follows for this case ∏α/∈D(σ′) Aα = ∏α∈Dn Aα and
cancels out with the denominator
∏
β∈Dn Aβ of (4.24). Now consider coeffi-
cient for an arbitrary off-diagonal term of (4.24). According to (4.32) it is
equal (up to the sign) to:( ∏
γ∈Γ
Bγ
)( ∏
α/∈D(σ′)
Aα
)
∏
β∈Dn
Aβ
=
1∏
β∈(D(σ′)\Γ)
Aβ
(∏
γ∈Γ
Bγ
Aγ
)
, (4.34)
because all the coefficients in the numerator are different, so that for each pair
of indices in the numerator it is the same pair of indices in the denominator.
For D(σ′) 6= ∅ there is at least one pair of indices γ =: (r2r1) ∈ Γ, r2 < r1, in
the last product of (4.34), such that also some Pγ and hence Pσ′ transposes
that indices in y-wave. Substituting this result in (4.24) we obtain
ψ˜in(x1...xn, y1...yn | k1...kn)χ(1...n) = χ(1...n)
{
[1...n](x− y) (4.35)
+
∑
σ′∈Sn:
D(σ′)6=∅
∑
Γ⊆Dn: σ′=
←∏
γ,
γ∈Γ∩D(σ′)
1∏
β∈(D(σ′)\Γ)
Aβ
(∏
γ∈Γ
Bγ
Aγ
)
[1...n](x)Pσ′ [1...n](−y)
}
.
4.6 Rearrangement of the terms of ψ˜in(x, y | k)
according to the regions of momentum
space for an arbitrary coordinate region
χx(σx)χy(σy)
To extend the result given by (4.24) for χ(n...1) to an arbitrary coordinate
region χx(σx)χy(σy) we insert it and also (with use of (4.19)) substitute
Z+(σy) in (4.20):
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ψ˜in(x1...xn, y1...yn | k1...kn)χx(σx)χy(σy) = χx(σx)χy(σy) [1...n](x)
× 1∏
β∈Dn
Aβ
→∏
β∈Dn
(Aβ +BβPβ)
 →∏
α∈D(σy)
τα
 ←∏
α∈D(σy)
(Aα +BαPα) [1...n](−y)
= χx(σx)χy(σy) [1...n](x)
1∏
β∈Dn
Aβ
→∏
β∈Dn
(Aβ +BβPβ)
←∏
α∈D(σy)
(Aα +BαPα) [1...n](−y),
(4.36)
because the operator
←∏
α∈D(σy)
τα does not change the phase of y-wave but re-
verses the order of indices in each pair α = (αiαj) and Aαjαi = Aαiαj = Aα.
For further rearrangement of (4.36) we consider combined transformation
over β ∈ Dn and α ∈ D(σy) as follows.
1) Transformation from initial region χy(1...n) to any arbitrary region χy(σy)
performed as a sequence of elementary transformations over α ∈ D(σy) with
#D(σy) = l(σy). For given σy we can choose and fix any inverse order-
ing l, ..., 1 of coordinate transpositions Γ(σy) := α1...αl within restriction on
transpositions of only adjacent coordinate pairs. Applying Γ′(σ′) := βm...β1
for momentum transpositions such that βi = αi up to m = l(σ
y), and with
the pairs of only adjacent momenta, we perform transformation from initial
momentum region θ(1...n) to some momentum region θ(σ′) and then a fur-
ther transformation θ(σ′) 7→ θ(n...1). The idea of such choice is that the first
l elementary transpositions of β are in inverse order to all l elementary trans-
positions of α. This choice is always possible due to the choice of Γ′(n...1),
as it follows from (4.24).
2) We decompose the maximal set of all transposed pairs:
Dn = D(σ
y(n...1)) ∪D(σy), where σy =
←∏
α∈D(σy)
τα.
For example, if n = 5, σy = (35)(12)(45), D(σy) = {(12), (35), (45)},
Dn = D(54321) = {(12), (13), (14), (15), (23), (24), (25), (34), (35), (45)}, then
D(σy(n...1)) = D((12)(35)(45)(54321)) = D(43512)
= {(13), (14), (15), (23), (24), (25), (34)} = D(54321)\D(σy).
As a result of this consideration we replace
→∏
β∈Dn
(Aβ +BβPβ)
←∏
α∈D(σy)
(Aα +BαPα) by
→∏
β∈D(σy(n...1))
(Aβ +BβPβ),
because (Aβ +BβPβ)(Aα +BαPα) = 1I for β = α, so that everything outside
the set D(σy(n...1)) is canceled out by this identity.
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It follows that
ψ˜in(x1...xn, y1...yn | k1...kn)χx(σx)χy(σy)
= χx(σx)χy(σy) [1...n](x)
1∏
β∈Dn
Aβ
→∏
β∈D(σy(n...1))
(Aβ +BβPβ) [1...n](−y)
= χx(σx)χy(σy) [1...n](x)
1∏
β∈D(σy)
Aβ
1∏
β∈D(σy(n...1))
Aβ
→∏
β∈D(σy(n...1))
(Aβ +BβPβ) [1...n](−y).
(4.37)
Since in the case of χ(1...n), D(σy) = ∅, then comparing the result of
(4.37) with (4.24) we observe that in the case of arbitrary x- and y-coordinate
regions, ψ˜in always contains the same factor
1∏
β∈D1
Aβ
→∏
β∈D1
(Aβ +BβPβ), (4.38)
where D1 := D(σ
y(n...1)) = Dn\D(σy) ⇒ D1 ⊆ Dn. The numerator of
(4.38)
→∏
β∈D1
(Aβ +BβPβ) =
→∏
β∈D1
(1I−Bβ +BβPβ) =
→∏
β∈D1
(1I−Bβ(1I− Pβ)) (4.39)
is equal to the sum of terms of the form
∏
β∈Γ⊆D1
[−Bβ(1I− Pβ)], and after sub-
stitution to (4.37) we get the expression for the case of arbitrary coordinate
region χx(σx)χy(σy):
ψ˜in(x1...xn, y1...yn | k1...kn)χx(σx)χy(σy) = χx(σx)χy(σy) [1...n](x) (4.40)
× 1∏
β∈D(σy)
Aβ
1I +
∑
σ′∈Sn:
D(σ′)6=∅
∑
Γ⊆D1: σ′=
←∏
γ,
γ∈Γ∩D(σ′)
1∏
β∈(D(σ′)\Γ)
Aβ
(∏
γ∈Γ
Bγ
Aγ
)
Pσ′
 [1...n](−y).
As in the case of χ(1...n), for any off-diagonal term, at least one pair of indices
γ =: (r2r1) ∈ Γ, r2 < r1, is such that Pσ′ transposes the corresponding pair
of momenta in y-wave.
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4.7 Evaluation of integrals.
We need evaluate the integral (4.1). For the case restricted by χ(1...n) after
substitution of diagonal element from (4.35) we get
χ(1...n)
∫
dnk
(2pi)n
[1...n](x− y) (4.41)
= χ(1...n)
∫
dnk
(2pi)n
exp{i[k1(x1 − y1) + ...+ kn(xn − yn)]} = χ(1...n) δn(x− y).
For evaluation of any integral with off-diagonal element fix any arbitrary
Γ ⊆ Dn. Then for any σ′ 6= 1I there exists at least one pair of indices
γ := (r2r1), r2 < r1, such that (r2r1) ∈ Γ,
Pr2r1 [1...r2...r1...n](−y) = [1...r1...r2...n](−y) and also
Pσ′ [1...r2...r1...n](−y) = [σ′(1)...r1...r2...σ′(n)](−y),
interchanging relative order of r2, r1. Then after applying the operator Pσ′
to y-component of the wave, an integral for an arbitrary off-diagonal element
can be expressed as
χ(1...n)
∫
dnk
(2pi)n
1∏
β∈(D(σ′)\Γ)
Aβ
[1...r2...r1...n](x)[γ1...r1...r2...γn](−y)
exp
[
i
(
kr2(xr2 − yt2) + kr1(xr1 − yt1)
)]
×
 ∏
(r2r1)6=γ∈Γ
Bγ
Aγ
 Br2r1
Ar2r1
exp{i[kr2(xr2 − yt2) + kr1(xr1 − yt1)]}
 . (4.42)
Note, that the position numbers of momentum indices r2 and r1 are, respec-
tively, r2 and r1 for the x-wave but generally there are the numbers t1 and
t2 of positions for the momentum indices r1 and r2 in the y-wave, according
to the composition of transpositions
←∏
γ∈Γ
Pγ . The exponent in the numerator
[1...r2...r1...n](x)[γ1...r1...r2...γn](−y), where r1 = γt1 and r2 = γt2 , contains,
in particular, the same term kr2(xr2 − yt2) + kr1(xr1 − yt1) in its argument as
the denominator and therefore can be cancelled out, leaving such term only
in square brackets. Then the integral can be decomposed into external and
internal integration with the change of variables and following rearrangement:
kr2(xr2 − yt2) + kr1(xr1 − yt1)
= q1[(xr2 − xr1) + (yt1 − yt2)] + q2[(xr2 + xr1)− (yt1 + yt2)],
where 2q1 := k2 − k1, 2q2 := k2 + k1. After substituting the value of
Br2r1
Ar2r1
=
−ic
kr2 − kr1
1
1− (−ic)/(kr2 − kr1)
=
−ic
kr2 − kr1 + ic
=
−ic
2q1 + ic
and
Bγ
Aγ
=
−ic
qγ
1
1− (−ic)/qγ =
−ic
qγ + ic
,
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the internal integral in (4.42) becomes equal (up to a constant coefficient) to∫
dq2 exp
{
i
[
q2((xr2 + xr1)− (yt1 + yt2))
]} ∫  ∏
(r2r1)6=γ∈Γ
1
qγ + ic
 dq1eiqz
q1 + ic/2
,
(4.43)
where each γ adds at most one pole with negative imaginary part.
z = (xr2 − xr1) + (yt1 − yt2) > 0 in the region χ(1...n), because
χ(1...n) = χx(1...r2...r1...n)χ
y(1...t1...t2...n)
≡ χ(x1 > ... > xr2 > ... > xr1 ... > xn)χ(y1 > ... > yt1 > ... > yt2 ... > yn)⇒
⇒ xr2 > xr1 , yt1 > yt2 ⇒ (xr2 − xr1) + (yt1 − yt2) > 0.
Set q1 = q, c/2 = b and the last integral in (4.43) reduces to∫  ∏
(r2r1)6=γ∈Γ
1
qγ + ic
 dq eiqz
q + ib
= 0, (4.44)
because of only negative imaginary parts for all poles and since∫
dq eiqz
q + ib
= 0,
as was shown for 2- and 3-particle case. Due to the arbitrary choice for
off-diagonal element it follows that
1
(2pi)n
∫
dnk ψ˜in(x1...xn, y1...yn | k1...kn)χ(1...n) = χ(1...n) δn(x− y).
(4.45)
Next we consider the region χx(1...n)χy(σy). The integral of the first term
in (4.40) is equal to
χx(1...n)χy(σy)
∫
dnk
(2pi)n
1∏
α∈D(σy)
Aα
[1...n](x− y)
= χx(1...n)χy(σy)
∫
dnk
(2pi)n
∏
α∈D(σy)
(
1 +
Bα
Aα
)
[1...n](x− y). (4.46)
The first integral in (4.46) is equal δn(x−y). Any other term of the integrand
in (4.46) contains at least one factor of the form Bα/Aα. Let α = (r1r2),
where r1 < r2 by assumption for index pairs. After substituting the value of
Br1r2
Ar1r2
=
−ic
kr1 − kr2
1
1− (−ic)/(kr1 − kr2)
=
−ic
kr1 − kr2 + ic
=
−ic
2q1 + ic
,
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where kr1 − kr2 =: 2q1, kr1 + kr2 =: 2q2, and using
k1(xr1−yr2)+k2(xr2−yr1) =
{
q1[(xr1−xr2)+(yr2−yr1)]+q2[(xr1 + xr2)− (yr2 + yr1)]
}
,
integral of any term in (4.46) containing the product of the factors Bα/Aα
for the set Dα ⊆ D(σy) becomes (up to a constant coefficient)∫
dq2 exp
[
i
(
q2((xr1 + xr2)− (yr1 + yr2))
)] ∫  ∏
α∈Dα⊆D(σy)
1
qα + ic
 dq1eiqz
q1 + ic/2
,
(4.47)
where z = (xr1 − xr2) + (yr2 − yr1) > 0 because for r1 < r2,
xr1 > xr2 in the region χ
x(1...n) and
yr2 > yr1 in the region χ
y(σy), since χy(σy) =
(
←∏
α∈D(σy)
Pα
)
χy(1...n).
It follows that internal integral in (4.47) is equal 0, similar to the previous
case.
The integral of any off-diagonal term in (4.40) contains, additionally to the
case of (4.47), the product
( ∏
β∈(D(σ′)\Γ)
Aβ
)−1(∏
γ∈Γ
(Bγ/Aγ)
)
and a corre-
sponding momentum transposition operator
←∏
γ∈Γ
Pγ which inverts the order
of momenta in each momentum pair γ of y-wave. The difference with the
case of (4.47) is only with z = (xr1 − xr2) + (yt2 − yt1), because the oper-
ator
←∏
γ∈Γ
Pγ generally changes the position of momentum indices kr2 , kr1 :
(yr2 , yr1) 7→ (yt2 , yt1), however it does not invert the relative order of these
indices, due to the restriction γ ∈ (Dn\D(σy)). Hence z > 0, and since, as it
shown in previous Section, there exists at least one pair of indices γ := (r2r1),
r2 < r1, such that (r2r1) ∈ Γ, then there exists a corresponding coefficient
Bγ = Br2r1 in the numerator of the product
∏
γ∈Γ
(Bγ/Aγ). It follows that
integral for any off-diagonal term in (4.40) is equal 0. Summing the results
of integration over all terms of (4.40) we obtain
1
(2pi)n
∫
dnk ψ˜in(x1...xn, y1...yn | k1...kn)χx(1...n)χy(σy) = χx(1...n)χy(σy) δn(x− y).
Since χy(σy) is chosen arbitrary, then applying transposition operator τσx
for an arbitrary σx to χx(1...n)χy(σy) we obtain the result for all possible
combinations of χx(σx) and χy(σy) so that for any arbitrary coordinate region
χx(σx)χy(σy),
1
(2pi)n
∫
dnk ψ˜in(x1...xn, y1...yn | k1...kn)χx(σx)χy(σy) = χx(σx)χy(σy) δn(x− y).
Summation over all coordinate regions χx(σx)χy(σy) gives (4.1).
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