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DE´VISSER, DE´COUPER, E´CLATER ET APLATIR LES
ESPACES DE BERKOVICH
par
Antoine Ducros
A` la me´moire de Laurent Gruson et Michel Raynaud
Re´sume´. — Nous de´veloppons dans cet article des techniques d’aplatissement des
faisceaux cohe´rents en ge´ome´trie de Berkovich, en nous inspirant de la strate´gie
ge´ne´rale que Raynaud et Gruson ont mise en œuvre pour traiter le proble`me analogue
en the´orie des sche´mas. Nous donnons ensuite quelques applications a` l’e´tude des mor-
phismes entre espaces analytiques compacts, et obtenons notamment une description
de l’image d’un tel morphisme.
Abstract (Blow-ups flattening in non-archimedean analytic geometry)
We develop in this article flattening techniques for coherent sheaves in the realm of
Berkovich spaces; we are inspired by the general strategy that Raynaud and Gruson
have used for dealing with the analogous problem in scheme theory. We then give
some applications to the study of morphisms between compact analytic spaces; among
other things, we get a description of the image of such a morphism.
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0. Introduction
Dans cet article, nous de´veloppons dans le contexte des espaces de Berkovich des
techniques d’aplatissement par e´clatements inspire´es de celles que Raynaud et Gruson
ont introduites dans leur travail fondateur [RG71], puis nous en donnons quelques
applications, notamment a` la description de l’image d’un morphisme arbitraire entre
espaces analytiques compacts ; nous espe´rons ulte´rieurement les utiliser avec Amaury
Thuillier pour e´tudier les images de squelettes.
Les re´sultats de [RG71]. — Avant de de´crire un peu plus pre´cise´ment nos
re´sultats, nous allons rappeler ceux de Raynaud et Gruson, en en donnant une ver-
sion simplifie´e. Soit f : Y Ñ X un morphisme de type fini entre sche´mas noethe´riens,
soit F un faisceau cohe´rent sur Y et soit U le plus grand ouvert de X au dessus
duquel F est X-plat. Le the´ore`me 5.2.2 de [RG71] (dont Quentin Guignard a donne´
re´cemment une preuve comple`tement diffe´rente dans [Gui18]) assure alors qu’il
existe un sous-sche´ma ferme´ F de X de support XzU tel que la transforme´e stricte
correspondante ĂF de F soit plate sur l’e´clate´ rX de X le long de F . (Rappelons que
ĂF est le quotient de l’image re´ciproque de F sur Y ˆX rX par son sous-faisceau des
sections a` support contenu ensemblistement dans Y ˆX S Ă Y ˆX rX, ou` S est le
diviseur de Cartier rX ˆX F de rX.)
Notons que l’image du morphisme rX Ñ X est e´gale a` l’adhe´rence U de U dans
X ; c’est donc lorsque U est dense que ce the´ore`me de Raynaud-Gruson est le plus
puissant ; dans le cas oppose´ ou` U est vide, rX l’est aussi et le the´ore`me est sans
contenu. Ainsi, les techniques d’aplatissement ne cre´ent pas de platitude ex-nihilo :
elles se contentent de propager un peu la platitude de´ja` pre´sente.
Posons Y 1 “ Y ˆX rX, notons P l’ouvert de Y forme´ des points en lesquels F est
X-plat, et Q son ferme´ comple´mentaire ; remarquons que F est ensemblistement e´gal a`
fpQq. Nous allons maintenant reformuler quelques proprie´te´s de l’e´clatement rX Ñ X
d’une fac¸on qui peut sembler un peu laborieuse, mais dont nous verrons l’inte´reˆt plus
bas.
(a) Le quotient de l’image re´ciproque de F sur Y 1 par son sous-faisceau des sections
a` support ensemblistement contenu dans Y 1 ˆĂX S est plat sur rX .
(b) L’ouvert Y 1zpY 1 ˆĂX Sq de Y 1 est situe´ au-dessus de P.
(c) Le ferme´ Y 1 ˆĂX S de Y 1 est situe´ ensemblistement au-dessus de f´1pfpQqq.
(d) L’image de Y 1 Ñ Y contient Y zf´1pfpQqq.
(e) L’image de Y 1 ˆĂX S Ñ Y contient ensemblistement f´1pGq pour toute com-
posante irre´ductible G de fpQq qui n’est pas une composante irre´ductible de
X .
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Notre the´ore`me principal. — Venons-en maintenant aux me´thodes d’aplatisse-
ment mises au point dans le pre´sent travail. Pre´cisons d’emble´e que nous ne nous
inte´resserons qu’a` des morphismes entre espaces compacts, mais meˆme avec cette res-
triction, on ne peut pas espe´rer disposer du meˆme e´nonce´ mutatis mutandis qu’en
the´orie des sche´mas, en raison du comportement sauvage de la topologie de Zariski
en ge´ome´trie analytique. Par exemple, conside´rons un 3-disque ferme´ D , un 3-disque
ferme´ D1 Ĺ D et une courbe C trace´e sur D1 et Zariski-dense dans D. Soit ∆ l’e´clate´
de D1 le long de C. Il est clair que le morphisme induit ∆ Ñ D ne pourra pas eˆtre
aplati par un e´clatement de D le long d’un de ses sous-espaces analytiques ferme´s ; il
peut par contre eˆtre aplati par lui-meˆme, mais il s’agit d’un e´clatement de D1 et non
de D. On doit donc au minimum autoriser dans notre proce´dure d’aplatissement, en
plus des e´clatements, des immersions de domaines analytiques compacts ; mais nous
devrons plus ge´ne´ralement faire appel aux morphismes quasi-e´tales (a` source com-
pacte), et nous avons de bonnes raisons de croire qu’on ne peut pas s’en passer (voir
les commentaires en 7.12).
On fixe un corps ultrame´trique complet k. Soit f : Y Ñ X un morphisme entre
espaces k-analytiques compacts. Nous appellerons (dans cette introduction unique-
ment) triplet admissible un triplet pZ, S, V q constitue´ d’un espace analytique compact
Z muni d’un morphisme Z Ñ X , d’un diviseur de Cartier S de Z et d’un domaine
analytique compact V de Y ˆX Z tel qu’il existe une factorisation
Z “ Zm Ñ Tm´1 Ñ Zm´1 Ñ . . .Ñ Z1 Ñ T0 Ñ Z0 “ X
et pour tout i un diviseur de Cartier Σi de Zi ainsi qu’un sous-espace analytique
ferme´ Ci´1 de Ti´1 (si i ě 1) satisfaisant les proprie´te´s suivantes :
˛ les Ti et les Zi sont tous compacts ;
˛ pour tout i, le morphisme Ti Ñ Zi est quasi-e´tale ;
˛ Σ0 “ H et Σm “ S ;
˛ pour tout i supe´rieur ou e´gal a` 1, le sous-espace analytique ferme´ Ci´1 de Ti´1
majore Ti´1ˆZi´1Σi´1, le morphisme Zi Ñ Ti´1 est l’e´clatement de centre Ci´1
et Σi “ Zi ˆZi´1 Ci´1.
Soit F un faisceau cohe´rent sur Y , soit P le lieu de X-platitude de F et soit Q
le ferme´ comple´mentaire de P dans Y . Notre the´ore`me 6.6 (ou plutoˆt sa de´clinaison
dans un cas particulier bien pre´cis, voir le commentaire en 6.7.2) assure qu’il existe
une famille finie ppZi, Si, Yiqqi de triplets admissibles telle que :
(1) pour tout i, le quotient de l’image re´ciproque de F sur Yi par son sous-faisceau
des sections a` support ensemblistement contenu dans Yi ˆZi Si est plat sur Zi ;
(2) pour tout i, l’ouvert YizpYi ˆZi Siq de Yi est situe´ au-dessus de P ;
(3) pour tout i, le ferme´ Yi ˆZi Si de Yi est contenu dans l’image re´ciproque de
f´1pfpQqq ;
(4) la re´union des images des morphismes Yi Ñ Y contient Y zf
´1pfpQqq ;
(5) la re´union des images des morphismes Yi ˆZi Si Ñ Y contient tout point de Q
dont l’image sur X n’est pas adhe´rente a` fpQq X ApXq.
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L’e´nonce´ (5) appelle une explication. La notation ApXq de´signe l’ensemble des !points
d’Abhyankar de rang maximal de X" (5.15), qui jouent en gros en ge´ome´trie analy-
tique le roˆle des points ge´ne´riques de composantes irre´ductibles en the´orie des sche´mas.
En particulier, si T est un ferme´ de Zariski deX , l’adhe´rence de TXApXq est la re´union
des composantes irre´ductibles de X contenues dans T (5.16.3).
On peut voir les proprie´te´s (1), (2), (3), (4) et (5) comme des avatars respectifs des
proprie´te´s (a), (b), (c), (d) et (e) e´nonce´es plus haut dans le cadre sche´matique (en
ce qui concerne l’analogie entre (5) et (e), elle se fonde sur la remarque qui pre´ce`de ;
notons e´galement qu’ici Q est compact, si bien que fpQq “ fpQq).
A` propos de nos me´thodes. — Nous suivons dans les grandes lignes la strate´gie
de Raynaud et Gruson, fonde´e sur ce qu’ils appellent les de´vissages ; mais sa mise en
œuvre dans le contexte des espaces de Berkovich plutoˆt que des sche´mas se heurte a`
un nombre important de difficulte´s.
Une partie d’entre elles ont e´te´ re´solues par l’auteur dans des articles ante´rieurs.
Par exemple, c’est au chapitre 5 de [Duc18] que sont jete´es les bases de la the´orie des
de´vissages en ge´ome´trie analytique (que nous rappelons et comple´tons a` la section 4).
D’autres le sont dans le pre´sent article. Ainsi, a` la section 2, nous de´finissons et
e´tudions les composantes immerge´es d’un espace analytique, et plus ge´ne´ralement
d’un faisceau cohe´rent F sur celui-ci. Plus pre´cise´ment, nous de´finissons la notion
d’assassin de F (la terminologie est emprunte´e a` Raynaud et Gruson) puis, dans
la foule´e, celle de composante assassine (de´finition 2.7) de F ; les composantes
irre´ductibles de SupppF q sont toujours des composantes assassines de F , et ce
sont les autres composantes assassines de F qu’on appelle composantes immerge´es.
Nous de´crivons le comportement des composantes assassines par restriction a` un
domaine analytique (prop. 2.10), et e´tablissons quelques principes GAGA a` leur sujet
(prop. 2.9 et plus ge´ne´ralement lemme 2.22). Nous utilisons par ailleurs les compo-
santes assassines pour introduire un analogue analytique de la notion d’adhe´rence
sche´matique, que nous avons appele´ (faute d’avoir trouve´ une de´nomination moins
ambigue¨) adhe´rence analytique (lemme-de´finition 2.17).
Et a` la section 3, nous montrons (the´ore`me 3.9) l’existence d’un !ide´al des coef-
ficients" associe´ a` un sous-espace analytique ferme´ Z de la source d’un morphisme
quasi-lisse et compact Y Ñ X a` fibres ge´ome´triquement irre´ductibles (ceci implique
notamment que l’ensemble des points x de X tels que la fibre Yx soit entie`rement
contenue dans Z est un ferme´ de Zariski de X). Ce the´ore`me joue un roˆle absolument
crucial dans notre proce´dure d’aplatissement, car les centres de nos e´clatements sont
de´finis par des ide´aux de coefficients bien choisis, mais pour l’appliquer nous nous
heurtons a` un obstacle de taille : en effet, si nos de´vissages font apparaˆıtre des mor-
phismes quasi-lisses, ils ne fournissent aucun controˆle sur les composantes irre´ductibles
ge´ome´triques de leurs fibres (contrairement a` ce qui se passe chez Raynaud et Gru-
son). C’est ce proble`me qui est a` l’origine de la pre´sence de morphismes quasi-e´tales
dans notre proce´dure d’aplatissement. En effet, il peut eˆtre contourne´, mais locale-
ment pour la topologie quasi-e´tale sur la base. Plus pre´cise´ment, nous montrons que
si Y Ñ X est un morphisme plat et a` fibres ge´ome´triquement re´duites (par exemple,
un morphisme quasi-lisse) entre espaces k-analytiques compacts, il existe un espace
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k-analytique compact X 1, une surjection quasi-e´tale X 1 Ñ X , et un de´coupage de
Y ˆX X
1 au-dessus de X 1, c’est-a`-dire un recouvrement fini pYiq de Y ˆX X
1 par des
domaines analytiques compacts tels que les fibres de Yi Ñ X
1 soient ge´ome´triquement
connexes pour tout i. C’est le the´ore`me 3.11, qui repose pour l’essentiel sur le the´ore`me
3.5 de [Duc19]. Ce dernier est une sorte de substitut au the´ore`me de la fibre re´duite
de Bosch, Lu¨tkebohmert et Raynaud ([BLR95], thm. 2.5), substitut qui a l’avantage
d’eˆtre valable pour les espaces de Berkovich non ne´cessairement stricts et sans hy-
pothe`se d’e´quidimensionalite´ relative ; il est de´montre´ dans [Duc19] sans utiliser le
the´ore`me original de la fibre re´duite ni recourir a` la ge´ome´trie formelle.
Quelques applications. — A` la section 7, nous donnons quelques applications de
notre the´ore`me principal.
Nous montrons tout d’abord un the´ore`me d’e´quidimensionalisation (thm. 7.3) dont
l’e´nonce´ est le suivant : soit Y Ñ X un morphisme entre espaces k-analytiques com-
pacts ; supposons qu’il existe un entier δ tel que la re´union des fibres de Y Ñ X
qui sont purement de dimension δ soit dense dans Y ; il existe alors une famille finie
ppZi, Si, Yiqqi de triplets admissibles telle que pour tout i, l’adhe´rence analytique Y
1
i
de YizYi ˆZi Si dans Yi soit purement de dimension relative δ sur Zi, et telle que les
images des morphismes Y 1i Ñ Y recouvrent Y .
Nous abordons ensuite le proble`me de la factorisation d’un morphisme nulle part
plat par un ferme´ de Zariski du but. Donnons quelques explications. Soit f : Y Ñ X
un morphisme de type fini entre sche´mas noethe´riens, avec X inte`gre ; si f n’est
plat en aucun point de Y , l’image fpY q ne contient pas le point ge´ne´rique de X et
son adhe´rence de Zariski est donc un ferme´ strict de X . Un tel re´sultat n’a aucune
chance d’eˆtre vrai en ge´ome´trie analytique (penser a` une courbe trace´e sur un petit
bidisque et Zariski-dense dans un bidisque plus grand), mais nous montrons l’assertion
suivante (thm. 7.5) qui en est un substitut : soit Y Ñ X un morphisme entre espaces
k-analytiques compacts ; supposons que X est re´duit et que le lieu de X-platitude de
Y est vide ; il existe alors une famille finie ppZi, Si, Yiqqi de triplets admissibles telle
que pour tout i, le morphisme Yi Ñ Zi se factorise ensemblistement par Si, et telle
que les images des morphismes Yi Ñ Y recouvrent Y .
Graˆce a` cet e´nonce´, nous de´montrons le dernier re´sultat de l’article par re´currence
sur la dimension de la base et re´duction au cas ge´ne´riquement plat (qui lui-meˆme se
traite par une application directe du the´ore`me principal). Ce dernier re´sultat s’e´nonce
comme suit (thm. 7.6 et thm. 7.9 ; voir aussi les commentaires en 7.11 sur son inte´reˆt
et ses limites) : soit f : Y Ñ X un morphisme entre espaces k-analytiques compacts,
avecX re´duit ; il existe une famille finie de morphismes pfi : Vi Ñ Xqi telle que chacun
des fi s’e´crive comme une compose´e (dans n’importe quel ordre) d’e´clatements, de
morphismes quasi-e´tales, et d’immersions ferme´es, tous a` source et but compacts et
re´duits, et telle que l’image fpY q soit la re´union des
Ť
i fipViq ; si de plus le lieu
de platitude de f est dense dans Y , on peut faire en sorte que chacun des fi soit
simplement une compose´e d’e´clatements et de morphismes quasi-e´tales, tous a` source
et but compacts et re´duits (les immersions ferme´es ne sont plus ne´cessaires).
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Liens avec des travaux ante´rieurs. — Diffe´rents auteurs ont de´ja` mis en œuvre
des travaux d’aplatissement dans le contexte de la ge´ome´trie analytique.
˛ Bosch et Lu¨tkebohmert ont utilise´ la variante formelle des techniques de Ray-
naud et Gruson pour fabriquer des mode`les formels plats de morphismes plats
entre espaces strictement analytiques compacts ([BL93], thm. 5.2 ; voir aussi
[Abb10], thm. 5.8.1). Mais ces re´sultats sont en un sens !orthogonaux" aux
noˆtres, car les e´clatements des auteurs ne modifient que la fibre spe´ciale, et
n’ont aucun effet aplatissant au niveau ge´ne´rique ; et nous ne les utilisons pas
dans notre preuve (ni dans nos travaux ante´rieurs auxquels nous faisons parfois
appel).
˛ Hironaka a de´montre´ divers the´ore`mes d’aplatissement en ge´ome´trie analytique
complexe, par des techniques qui n’ont rien a` voir avec celles de Raynaud et
Gruson (ni par conse´quent avec les noˆtres).
Dans [Hir73] il de´montre un the´ore`me d’aplatissement local pour un mor-
phisme entre espaces analytiques, dont notre the´ore`me 6.6 peut eˆtre plus ou
moins vu comme un analogue ultrame´trique. Il en donne ensuite une application
en ge´ome´trie analytique re´elle (en utilisant une proce´dure de complexification),
et plus pre´cise´ment a` l’e´tude des images de parties semi-analytiques re´elles sous
un morphisme analytique re´el propre.
Dans [Hir75], il de´montre un the´ore`me d’aplatissement global pour un mor-
phisme propre Y Ñ X entre espaces analytiques (avec X re´duit) : si F est
un faisceau cohe´rent sur Y , il prouve l’existence d’un morphisme propre et
bime´romorphe X 1 Ñ X tel que la transforme´e stricte correspondante de F soit
plate sur X 1. Il serait tre`s inte´ressant d’e´tablir un re´sultat analogue dans le
contexte analytique ultrame´trique.
Par ailleurs, les images des morphismes entre espaces analytiques compacts ont
fait l’objet de nombreuses e´tudes du point de vue de la the´orie des mode`les des
corps value´s, et nous pensons que la description de ces images que nous obtenons et
avons de´crite ci-dessus est une reformulation ge´ome´trique d’un the´ore`me obtenu par
Cluckers et Lipshitz dans [CL17]. Nous discutons ce point plus avant en 7.12 (dont
la lecture requiert une certaine familiarite´ avec la the´orie des mode`les).
Remerciements. — Je tiens a` manifester ma reconnaissance aux rapporteurs ano-
nymes pour leur lecture tre`s attentive du manuscrit et les corrections qu’ils ont
sugge´re´es.
1. Rappels, conventions, notations
1.1. La cadre ge´ne´ral. — On fixe pour toute la suite du texte un corps ul-
trame´trique complet k (la valuation peut eˆtre triviale). Nous travaillerons avec la
notion d’espace k-analytique au sens de Berkovich et conside´rerons comme connues
les bases de la the´orie, expose´es par exemple dans les textes fondateurs [Ber90] et
[Ber93] (notre de´finition d’espace k-analytique sera celle de [Ber93] ; avec ce choix,
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les espaces de´finis dans [Ber90] sont les bons espaces k-analytiques, c’est-a`-dire ceux
dont tout point posse`de un voisinage affino¨ıde).
On fixe e´galement un sous-groupe Γ de Rą0 tel que |k
ˆ| ¨Γ ‰ t1u (autrement dit Γ
est non trivial si la valeur absolue de k est triviale). Nous utiliserons la notion d’espace
k-analytique Γ-strict, pour laquelle nous renvoyons au paragraphe 3.1 de [Duc18].
Intuitivement, un espace k-analytique est Γ-strict s’il peut eˆtre de´fini en utilisant
uniquement des parame`tres re´els appartenant a` Γ. Ainsi, si Γ “ t1u (ce qui n’est
possible que lorsque k n’est pas trivialement value´) les espaces k-analytiques Γ-stricts
sont les espaces strictement k-analytiques ; et si Γ “ Rą0, tout espace k-analytique
est Γ-strict.
1.2. Notations de base. — Soit X un espace k-analytique.
Si E est une partie de X on notera E
X
l’adhe´rence de E dans X .
Si L est une extension comple`te de k, on notera XL l’espace L-analytique obtenu
par extension des scalaires de k a` L. On dispose d’un k-morphisme XL Ñ X qui est
surjectif (cf. [Duc07], 0.5). Lorsque X “ M pAq, ce morphisme est induit par la fle`che
AÑ AbˆkL, qui est fide`lement plate ([Ber93], lemme 2.1.2).
Si x est un point deX on noteraH pxq le corps re´siduel comple´te´ de x. Si f : Y Ñ X
est un morphisme d’espaces k-analytiques, on notera f´1pxq ou Yx la fibre de f en
x ; c’est un espace H pxq-analytique.
1.3. Topologie et G-topologie. — Soit X un espace k-analytique. Il est fourni
avec une topologie au sens usuelle, et une topologie de Grothendieck ensembliste qui
la raffine et est appele´e la G-topologie ; le site correspondant a` cette dernie`re est note´
XG ([Ber93], 1.3). Le site XG est muni d’un faisceau de k-alge`bres que nous noterons
OX (nous nous e´cartons ici des notations de Berkovich, qui le note OXG et de´signe
par OX sa restriction au site topologique usuel de X). Ce faisceau OX est cohe´rent
([Duc09], Lemma 0.1 ; J. Poineau nous a signale´ une erreur dans la preuve de ce
lemme, mais elle est aise´ment re´parable – voir la note de bas de page de [Duc18],
1.3.1). Nous appellerons faisceau cohe´rent sur X tout OX -module cohe´rent sur le site
XG.
1.4. Notations relatives aux faisceaux cohe´rents. — Soit F un faisceau
cohe´rent sur un espace k-analytique X .
1.4.1. Supposons que X est bon. — Soit x un point de X . On notera Fx la colimite
des F pUq ou` U parcourt l’ensemble des voisinages ouverts de x dans X (autrement
dit, Fx est la fibre en x du faisceau F restreint au site topologique usuel de X) ;
en particulier, OX,x de´signera la colimite des OXpUq ou` U parcourt l’ensemble des
voisinages ouverts de x dans X ; c’est un anneau local excellent hense´lien ([Ber93],
thm. 2.1.4 et 2.1.5 pour la noethe´rianite´ et l’hense´lianite´, et [Duc09], thm. 2.13 pour
l’excellence).
1.4.2. On ne suppose plus que X est bon. — Soit Y un espace analytique de´fini
sur une extension comple`te L de k, et soit f : Y Ñ X un k-morphisme. Le faisceau
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cohe´rent f˚F sera e´galement note´ FY (s’il n’y a pas d’ambigu¨ıte´ sur f) ; en par-
ticulier, si V est un domaine analytique de X , la restriction de F a` V sera note´e
FV .
1.5. GAGA. — Soit X “ M pAq un espace k-affino¨ıde.
1.5.1. — Nous de´signerons par Xal le sche´ma Spec A (ici !al" est une abre´viation de
!alge´brique") ; il est muni d’un morphisme d’espaces localement annele´s X Ñ Xal.
1.5.2. Analytification d’un sche´ma. — Soit X un A-sche´ma de type fini. La
cate´gorie des diagrammes commutatifs
Y X
X Xal
ou` Y est un bon espace analytique de´fini sur une extension comple`te de k, ou` Y Ñ X
est un k-morphisme d’espaces analytiques et ou` Y Ñ X est un morphisme d’espaces
localement annele´s, admet un objet final
X an X
X Xal
([Ber93], prop. 2.6.2). L’espace X an est k-analytique et est appele´ l’analytifie´ de X
(notons que si X “ Xal alors X an “ X). Le morphisme structural X an Ñ X est
surjectif, et les applications qu’il induit entre anneaux locaux sont re´gulie`res ([Duc09],
thm.3.3 ; la platitude et la surjectivite´ sont dues a` Berkovich, [Ber93] prop. 2.6.2).
L’image sur X d’un point x de X an sera note´e xal ; plus ge´ne´ralement, l’image directe
sur X d’une partie E de X an sera note´e Eal, et l’image re´ciproque sur X an d’une
partie F de X sera note´e F an.
1.5.3. Analytification d’un faisceau cohe´rent. — Si F est un faisceau cohe´rent sur
X , le faisceau cohe´rent induit sur X an sera note´ F an. Lorsque X est un A-sche´ma
propre, F ÞÑ F an est une e´quivalence de cate´gories dont on notera F ÞÑ F al
un quasi-inverse ; on trouvera une preuve de cette assertion dans l’appendice A de
[Poi10]. Toutefois, le seul cas qui nous servira ici sera celui ou` X “ Xal, dans lequel
le re´sultat est essentiellement duˆ a` Kiehl et Tate ; le faisceau F al est alors simple-
ment le faisceau cohe´rent sur Xal associe´ au A-module de type fini F pXq, et F est
lui-meˆme le faisceautise´ de V ÞÑ F pXq bA OXpV q (cf. [Ber93], 1.2).
1.5.4. — Soit Y un espace k-analytique quelconque, soit V un domaine affino¨ıde de
Y et soit x un point de V . L’image de x par l’application V Ñ V al sera parfois note´e
xalV pour bien indiquer qu’on voit x comme un point de V (il pourrait y avoir une
ambigu¨ıte´ si Y e´tait lui-meˆme affino¨ıde, ou plus ge´ne´ralement si c’e´tait l’analytifie´
d’un sche´ma de type fini sur une alge`bre affino¨ıde).
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1.6. Validite´ de certaines proprie´te´s en un point. — On e´tudie de manie`re
syste´matique au chapitre 2 de [Duc18] (et notamment aux sections 2.2, 2.3 et 2.4) la
notion de validite´ en un point d’un espace k-analytique d’une proprie´te´ P d’alge`bre
commutative sujette a` un certain nombre d’axiomes. Nous allons simplement traiter
ici le cas de quelques proprie´te´s spe´cifiques. On fixe un espace k-analytiqueX , un point
x de X , et un diagramme F Ñ G Ñ H dans la cate´gorie des faisceaux cohe´rents sur
X .
1.6.1. Validite´ en un point : la de´finition. — On dira que X est re´gulier, (resp.
normal, resp. re´duit) en x si pour tout bon domaine analytique V de X contenant x
l’anneau local OV,x est re´gulier, (resp. . . . ) ; on dit que F est Sn (resp. libre de rang
n) en x si pour tout bon domaine analytique V de X contenant x le OV,x-module FV,x
est Sn (resp. . . . ) ; on dit que F Ñ G est injectif (resp. surjectif, resp. bijectif) en x
si pour tout bon domaine analytique V de X contenant x le morphisme FV,x Ñ GV,x
est injectif (resp. . . . ) ; on dit que F Ñ G Ñ H est exacte en x si pour tout bon
domaine analytique V de X contenant x la suite FV,x Ñ GV,x Ñ HV,x est exacte.
1.6.2. — Ces de´finitions sont en fait plus souples qu’il n’y paraˆıt, car il suffit a`
chaque fois de ve´rifier la condition requise pour un bon domaine analytique donne´ V
de X contenant x : voir les lemmes 2.4.1 et 2.4.3 de [Duc18], qui reposent sur le fait
que si W Ă V sont deux bons domaines analytiques de X contenant x, le morphisme
OV,x Ñ OW,x est re´gulier ([Duc09], thm. 3.3 ; la platitude est une conse´quence directe
de [Ber90], prop. 2.2.4). Il s’ensuit que si V est un domaine analytique quelconque
de X contenant x et si P est l’une des proprie´te´s e´voque´es ci-dessus alors X (ou F ,
ou F Ñ G , ou F Ñ G Ñ H ) satisfait P en x si et seulement si V (ou FV , ou
FV Ñ GV , ou FV Ñ GV Ñ HV ) satisfait P en x.
1.6.3. Validite´ globale. — On dira que X (ou F , ou F Ñ G , ou F Ñ G Ñ H ) sa-
tisfait P si celle-ci est satisfaite en tout point de X . Avec toutefois une exception : nous
continuerons a` employer l’expression !libre de rang n en tout point" et re´serverons
e´videmment !libre de rang n" au cas des faisceaux globalement libres. Mentionnons
que le faisceau cohe´rent F est libre de rang n en tout point de X si et seulement si
il est G-localement libre de rang n (cela de´coule de la de´finition et de [Ber93], prop.
1.3.4 (iii)).
1.6.4. GAGA pour les proprie´te´s d’alge`bre commutative. — Soit X un sche´ma de
type fini sur une alge`bre k-affino¨ıde. On dispose ([Duc18], Lemma 2.4.5) d’un principe
GAGA concernant la validite´ en un point d’une des proprie´te´s ci-dessus ; par exemple,
X an est re´gulier en un point x si et seulement si X est re´gulier en xal ; si F est un
faisceau cohe´rent sur X alors F an est Sn en x si et seulement si F est Sn en x
al,
etc. Le point clef de la preuve est la re´gularite´ des morphismes entre anneaux locaux
induits par X an Ñ X .
1.6.5. Espaces re´guliers, normaux et re´duits. — On de´duit du principe GAGA ci-
dessus qu’un espace k-analytique X est re´gulier (resp. normal, resp. re´duit) si et
seulement si OXpV q est re´gulier (resp. normal, resp. re´duit) pour tout domaine af-
fino¨ıde V de X ; il suffit de le ve´rifier pour un recouvrement affino¨ıde ensembliste de
X .
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1.7. Remarque. — Soit X un espace k-analytique. Les notions d’injectivite´, sur-
jectivite´ et bijectivite´ d’un morphisme de faisceaux cohe´rents sur X , ou d’exactitude
d’une suite de faisceaux cohe´rents sur X , sont a priori ambigu¨es : pour chacune d’elles
on pourrait en effet se re´fe´rer ou bien la de´finition de 1.6.1 (par la validite´ en tout
point de X) ou bien a` celle de la the´orie ge´ne´rale des faisceaux sur un site. Mais il n’y
a pas d’inquie´tude a` avoir : les deux de´finitions sont en fait a` chaque fois e´quivalentes
([Duc18], 2.5.5).
1.8. Topologie de Zariski. — Soit X un espace k-analytique.
1.8.1. De´finition de la topologie de Zariski. — Si I est un faisceau cohe´rent d’ide´aux
sur X , on note VpI q l’ensemble des x P X tels que fpxq “ 0 pour toute section f de
I . Les parties de X de la forme VpI q, ou` I est un faisceau cohe´rent d’ide´aux sur
X , sont les ferme´s d’une topologie plus grossie`re que la topologie usuelle et appele´e
la topologie de Zariski de X . Si E est une partie de X , on notera E
XZar
l’adhe´rence
de E dans X pour la topologie de Zariski. Lorsque X est affino¨ıde, la topologie de
Zariski de X est l’image re´ciproque de la topologie de Zariski de Xal par l’application
naturelle X Ñ Xal. Un espace k-analytique sera dit irre´ductible s’il est irre´ductible
pour la topologie de Zariski.
1.8.2. Sous-espaces analytiques ferme´s. — Soit I un faisceau cohe´rent d’ide´aux sur
X . La cate´gorie forme´e des couples pY, fq ou` Y est un espace analytique de´fini sur
une extension comple`te de k et ou` f : Y Ñ X est un k-morphisme tel que f´1I “ 0,
admet un objet final pZ, ιq ; l’espace Z est k-analytique, son ensemble sous-jacent
est le lieu des ze´ros VpI q de l’ide´al I (c’est donc un ferme´ de Zariski de X), et
ι˚OZ “ OX{I (cf. [Duc18]). On dit que Z est le sous-espace analytique ferme´ associe´
a` I ; une immersion ferme´e est un morphisme S Ñ X induisant un isomorphisme
entre S et un sous-espace analytique ferme´ de X .
On munit l’ensemble des sous-espaces analytiques ferme´s de X de la relation
d’ordre oppose´e a` la relation d’inclusion entre les faisceaux cohe´rents d’ide´aux qui les
de´finissent. De cette fac¸on, l’application qui envoie un sous-espace analytique ferme´
de X sur son ensemble sous-jacent est croissante.
Si Z est un sous-espace analytique ferme´ et si V est un domaine analytique de X ,
on notera par abus Z X V le produit fibre´ Z ˆX V ; c’est a` la fois un sous-espace
analytique ferme´ de V et un domaine analytique de Z.
1.8.3. Structure re´duite et caracte`re G-local de la toplogie de Zariski. — Si Y est un
ferme´ de Zariski de X , il posse`de une plus petite structure de sous-espace analytique
ferme´ ; le faisceau cohe´rent d’ide´aux associe´ est celui des sections de OX qui s’annulent
ponctuellement sur Y ; la structure correspondante est aussi l’unique structure de
sous-espace analytique ferme´ sur Y pour laquelle celui-ci est re´duit ; on l’appelle la
structure re´duite sur Y . Lorsque Y “ X , l’espace correspondant est note´ Xred ; le
faisceau cohe´rent d’ide´aux de OX qui de´finit Xred est celui des fonctions localement
nilpotentes. Pour une re´fe´rence, on pourra se reporter a` [Duc09], prop. 4.1.
DE´VISSER, DE´COUPER, E´CLATER ET APLATIR LES ESPACES DE BERKOVICH 11
L’existence de cette structure re´duite et sa canonicite´ ont une conse´quence impor-
tante : le fait pour une partie de X d’eˆtre un ferme´ (ou un ouvert) de Zariski est de
nature G-locale (cf.[Duc18], 1.3.19).
1.8.4. Lieux de validite´ des proprie´te´s d’alge`bre commutative. — Le lieu de validite´
d’une des proprie´te´s conside´re´e au 1.6.1 est toujours un ouvert de Zariski de X :
en effet on peut par ce qui pre´ce`de raisonner G-localement, donc se ramener au cas
affino¨ıde ; l’assertion re´sulte alors du principe GAGA rappele´ en 1.6.4 et de l’excellence
des alge`bres affino¨ıdes ([Duc09], thm. 2.13).
1.9. The´orie de la dimension. — On dispose en ge´ome´trie analytique ul-
trame´trique d’une the´orie de la dimension avec des variantes globale, locale et
relative. Elle est due a` Berkovich, et nous renvoyons le lecteur au chapitre 2 de
[Ber90] ainsi qu’a` la section 1 de [Duc07] pour les de´finitions de base.
1.9.1. — Soit X un espace k-analytique. La dimension de X sera note´e dimX et sa
dimension en un point x P X sera note´e dimxX . Il re´sulte des de´finitions que si V est
un domaine analytique de X on a dimx V “ dimxX pour tout x P V et que dimX
est e´gal a` supxPX dimxX (la dimension de l’espace vide est par convention e´gale a`
´8). Si L est une extension comple`te de k, si x P X et si y est un ante´ce´dent de x
sur XL on a dimyXL “ dimxX ([Duc07], prop. 1.2.2).
1.9.2. Espaces e´quidimensionnels. — Si d est un entier, on dit que X est purement
de dimension d si dimxX “ d pour tout x P X . Si X est purement de dimension
d tout domaine analytique V de X l’est aussi (car on aura dimx V “ dimxX “ d
pour tout x P V ) et si X est non vide, X est de dimension d. On dit que X est
e´quidimensionnel s’il est purement de dimension d pour un certain d (uniquement
de´termine´ si X ‰ H).
1.9.3. A` propos de la dimension relative. — Si f : Y Ñ X est un morphisme entre
espaces k-analytiques et si y est un point de Y dont on note x l’image sur X , la
dimension relative de Y sur X en y est par de´finition la dimension de f´1pxq en
y, qu’on notera aussi dimy f . La fonction Y Ñ Zě0, y ÞÑ dimy f , est semi-continue
supe´rieurement pour la topologie de Zariski de Y ([Duc07], thm. 4.9).
1.9.4. La quantite´ dkpxq. — Si x P X , on notera dkpxq la somme du rang rationnel
de |H pxqˆ|{|kˆ| et du degre´ de transcendance re´siduel de H pxq sur k ; l’inte´reˆt de
cette quantite´ est la formule dimX “ supxPX dkpxq ([Ber93], lemme 2.5.2).
1.10. Les composantes irre´ductibles en ge´ome´trie analytique. — La topo-
logie de Zariski d’un espace k-analytique X n’a aucune raison d’eˆtre noethe´rienne en
ge´ne´ral (elle l’est de`s que X est compact). On peut ne´anmoins de´velopper une the´orie
des composantes irre´ductibles en ge´ome´trie de Berkovich. C’est l’objet du chapitre 4
de [Duc09] ; nous allons expliquer brie`vement ici de quoi il retourne.
1.10.1. Le cas affino¨ıde. — Si X est affino¨ıde sa topologie est noethe´rienne, et il
posse`de donc des composantes irre´ductibles au sens habituel ; un ferme´ de Zariski T
de X en est une composante irre´ductible si et seulement si T al est une composante
irre´ductible de Xal.
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1.10.2. Le cas ge´ne´ral. — Dans le cas ge´ne´ral on de´finit les composantes irre´ductibles
de X comme les parties de la forme T
XZar
ou` T est une composante irre´ductible
d’un domaine affino¨ıde de X . On de´montre qu’un domaine affino¨ıde de X ne ren-
contre qu’un nombre fini de composantes irre´ductibles de X , que les composantes
irre´ductibles de X sont exactement les ferme´s de Zariski irre´ductibles maximaux de
X , et que tout ferme´ de Zariski irre´ductible de X est contenu dans une composante
irre´ductible de X ([Duc09], thm. 4.20).
1.10.3. Composantes irre´ductibles et domaines analytiques. — On de´montre
e´galement (ibid, prop. 4.22) que si V est un domaine analytique de X alors :
(1) pour toute composante irre´ductible Z de X , l’intersection Z X V est une unionŤ
i Ti de composantes irre´ductibles de V ; pour tout i on a dim Ti “ dimZ et
Ti
XZar
“ Z ;
(2) pour toute composante irre´ductible T de V , l’adhe´rence T
XZar
est une compo-
sante irre´ductible de X , de meˆme dimension que T , et T est une composante
irre´ductible de T
XZar
X V .
On en de´duit que V
XZar
est la re´union des composantes irre´ductibles de X rencon-
trant V .
1.10.4. Composantes irre´ductibles et the´orie de la dimension. — Si X est un espace
k-analytique irre´ductible il est purement de dimension d pour un certain d ě 0, et
tout ferme´ de Zariski strict de X est de dimension ă d ([Duc09], cor. 4.14). Si l’on
ne suppose plus X irre´ductible, l’entier dimxX est e´gal pour tout point x de X
au maximum des dimensions des composantes irre´ductibles de X contenant x (ibid.,
lemme 4.21).
1.10.5. Composantes irre´ductibles et codimension. — SoitX un espace k-analytique,
soit Y un ferme´ de Zariski de X . Si x est un point de Y alors la codimension de Y
dans X en x est de´finie comme dans le cas des sche´mas par la formule
inf
Z comp. irr. de Y, xPZ
sup
T comp. irr. de X, ZĂT
pdim T ´ dimZq
(en particulier, elle est e´gale a` dimX ´ dim Y de`s que X et Y sont irre´ductibles).
On dispose d’un principe GAGA pour la codimension : si X est un sche´ma de type
fini sur une alge`bre k-affino¨ıde et si Y est un ferme´ de Zariski de X , alors pour tout
point x de Y an la codimension de Y an dans X an en x est e´gale a` celle de Y dans
X en xal ([Duc18], cor. 2.7.13).
1.10.6. Composantes irre´ductibles d’un espace normal. — Si X est un espace k-
analytique normal, ses composantes irre´ductibles sont ses composantes connexes
([Duc09], propr. 5.14).
1.10.7. Adhe´rence des ouverts de Zariski. — Si U est un ouvert de Zariski de X ,
son adhe´rence U
XZar
est e´gale a` la re´union des composantes irre´ductibles de X que U
rencontre (c’est imme´diat) ; elle co¨ıncide avec l’adhe´rence topologique U
X
de U dans
X ([Duc09], Lemma 5.1.12), et sa formation commute a` l’extension des scalaires
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(ibid., Cor. 5.14). Il de´coule par ailleurs des proprie´te´s (1) et (2) de 1.10.3 que pour
tout domaine analytique V de X on a U
XZar
XV “ pU X V q
VZar
. Nous nous servirons
a` plusieurs reprises du cas particulier suivant : si U est Zariski-dense dans X alors
U X V est Zariski-dense dans V pour tout domaine analytique V de X .
1.10.8. Principe GAGA pour les composantes irre´ductibles. — Soit X un sche´ma de
type fini sur une alge`bre affino¨ıde et soit pXiqi la famille des composantes irre´ductibles
de X . La famille pX ani qi est alors la famille des composantes irre´ductibles de X
an ; en
particulier, si X est irre´ductible alors X an est irre´ductible ([Duc18], prop. 2.7.16).
1.11. Lemme. — Soit X un espace k-analytique irre´ductible et soit U un ouvert de
Zariski non vide de X. L’espace U est irre´ductible.
De´monstration. — Soit Z le comple´mentaire de U dans X . Soit rX le normalise´ de X
([Duc18], de´f. 5.10 et thm. 5.13) et soit rU (resp. rZ) l’image re´ciproque de U (resp.
Z) sur rX. L’ouvert rU de rX est le normalise´ de U (op. cit., lemme 5.11) et il suffit
pour conclure de de´montrer que rU est connexe (ceci entraˆınera l’irre´ductibilite´ de rU
puisqu’il est normal, et donc celle de U par surjectivite´ du morphisme de normalisa-
tion). Or l’espace rX est normal, et il est connexe par irre´ductibilite´ de X (op. cit.,
prop. 5.16) ; par ailleurs, la surjectivite´ du morphisme de normalisation entraˆıne querZ est un ferme´ de Zariski strict, et partant d’inte´rieur vide, de rX. En utilisant l’avatar
en the´orie de Berkovich du the´ore`me d’extension de Riemann ([Ber90], prop. 3.3.14,
elle-meˆme fonde´e sur la version rigide-analytique de ce re´sultat due a` Lu¨tkebohmert,
[Lu¨74]), on en de´duit que rU est connexe.
1.12. Lemme. — Soit X un espace k-analytique, soit U un ouvert de Zariski de X,
et soit V un ouvert ferme´ de U . L’ouvert V est alors un ouvert de Zariski de X.
De´monstration. — Soit W un domaine affino¨ıde de X . L’ouvert ferme´ V de U est
re´union de composantes connexes de U , et est a fortiori re´union de composantes
irre´ductibles de U . Par conse´quent, V XW est re´union de composantes irre´ductibles
de U X W . Par le principe GAGA pour les composantes irre´ductibles applique´ a`
l’ouvert pW XUqal de W al, les composantes irre´ductibles de W XU sont pre´cise´ment
les parties de la forme Y an ou` Y est une composante irre´ductible de pW XUqal ; elles
sont donc en nombre fini, et sont Zariski-constructibles. L’intersectionWXV est donc
Zariski-constructible et ouverte dans W ; c’est en conse´quence un ouvert de Zariski
de W ([Ber93], Cor. 2.6.6). Ceci valant pour tout W , l’ouvert V est un ouvert de
Zariski de X .
1.13. Remarque. — Les lemmes pre´ce´dents ne sont pas simplement des e´nonce´s
triviaux de topologie ge´ne´rale (comme le seraient leurs analogues sche´matiques). En
effet, si U est un domaine analytique d’un espace k-analytique X , la topologie de
Zariski de U est en ge´ne´ral plus fine que la topologie induite par la topologie de X , et
ce meˆme dans le cas ou` U est lui-meˆme un ouvert de Zariski de X . Par exemple, si la
valeur absolue de k n’est pas triviale, une suite d’e´le´ments de k tendant vers l’infini en
valeur absolue de´finit un ferme´ de Zariski de A1,ank qui n’est pas la trace d’un ferme´
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de Zariski de P1,ank (ce phe´nome`ne n’a rien de spe´cifiquement non archime´dien : on le
rencontre tout aussi bien en ge´ome´trie analytique complexe).
1.14. Quelques proprie´te´s ge´ome´triques. — Soit X un espace k-analytique.
Les assertions suivantes sont e´quivalentes :
(i) XL est connexe (resp. irre´ductible, resp. re´duit) pour toute extension comple`te
L de k.
(ii) Il existe une extension comple`te L de k qui est se´parablement close p1q (resp.
se´parablement close, resp. parfaite) telle que XL soit connexe (resp. irre´ductible,
resp. re´duit).
Si elles sont satisfaites, on dit que X est ge´ome´triquement connexe (resp. irre´ductible,
resp. re´duit).
Pour les preuves, on pourra consulter [Duc09] et plus pre´cise´ment le thm. 7.14
pour la connexite´, le thm. 7.16 pour l’irre´ductibilite´, et la prop. 6.3 pour le caracte`re
re´duit.
1.15. Platitude en ge´ome´trie analytique. — Nous allons brie`vement pre´senter
la the´orie de la platitude en ge´ome´trie de Berkovich, qui est introduite et e´tudie´e
syste´matiquement dans [Duc18]. Soit f : Y Ñ X un morphisme entre espaces k-
analytiques, soit y un point de Y et soit x son image sur X . Soit F un faisceau
cohe´rent sur Y .
1.15.1. Le cas bon. — Supposons que Y etX sont bons. On dit que F est na¨ıvement
X-plat en y si Fy est un OX,x-module plat. Cette notion pre´sente un grave de´faut,
qui explique le choix de l’adverbe !na¨ıvement" : elle n’est stable ni par changement
de base k-analytique, ni par extension des scalaires – nous de´crivons en de´tail un
contre-exemple a` la section 4.4 de [Duc18]. Pour y reme´dier, on impose la stabilite´
par extension des scalaires et changement de base k-analytique : on dit que F est
X-plat (ou plat sur X) en y si pour tout bon espace analytique X 1 de´fini sur une
extension comple`te quelconque de k, tout k-morphisme X 1 Ñ X et tout ante´ce´dent
y1 de y sur Y 1 :“ Y ˆXX
1, le faisceau cohe´rent FY 1 est na¨ıvement X 1-plat en y1. Soit
U un bon domaine analytique de X contenant x et soit V un bon domaine analytique
de Y ˆX U contenant y. Les anneaux locaux OV,y et OU,x sont respectivement plats
sur OY,y et OX,x (c’est une conse´quence de la proposition 2.2.4 de [Ber90]). On en
de´duit facilement que F est X-plat en y si et seulement si FV est U -plat en y (cette
e´quivalence est e´nonce´e au paragraphe 4.1.7 [Duc18] mais M. Daylies a remarque´ que
la preuve qu’on en donne est errone´e ; pour un raisonnement correct, voir les errata
mentionne´s dans la bibliographie).
1.15.2. Le cas ge´ne´ral. — On ne suppose plus que Y et X sont bons. On dit que F
est X-plat en y si pour tout bon domaine analytique U de X contenant x et tout bon
domaine analytique V de Y ˆX U contenant y, le faisceau cohe´rent FV est U -plat
en y ; et il suffit en fait de le ve´rifier pour un tel couple pU, V q donne´. Si F “ OY on
1. Pre´cisions que si la valuation de L n’est pas triviale, L est se´parablement close si et seulement
si elle est alge´briquement close.
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dit aussi que Y est X-plat en y ou que f est plat en x. On dit que F est X-plat s’il
est plat en tout point de Y (si F “ OY on dira aussi que Y est X-plat, ou que f est
plat)
Soit U un domaine analytique de X contenant x et soit V un domaine analytique
de Y ˆX U contenant y (on ne suppose pas U ou V bons). Il est imme´diat que F est
X-plat en y si et seulement si FV est U -plat en y. En particulier U ãÑ X est plat
(appliquer ce qui pre´ce`de au morphisme IdX : X Ñ X , qui est e´videmment plat).
1.15.3. Platitude du morphisme structural. — Le morphisme structural X Ñ M pkq
est plat ([Duc18], lemme 4.1.13 ; il y a quelque chose a` de´montrer !).
1.15.4. Changement de base et descente. — Soit X 1 un espace analytique de´fini sur
une extension comple`te L de k, soit X 1 Ñ X un k-morphisme et soit y1 un point de
Y 1 :“ Y ˆx X
1 situe´ au-dessus de y, dont on note x1 l’image sur X 1. Si F est X-plat
en y alors FY 1 est X
1-plat en y1 : la de´finition permet en effet de se ramener au cas
ou` tous les espaces en jeux sont bons, dans lequel cette proprie´te´ a e´te´ impose´e. La
re´ciproque est vraie si le morphisme X 1 Ñ XL induit par X
1 Ñ X est plat en x1
(combiner les propositions 4.5.5 et 4.5.6 de [Duc18]).
1.15.5. Platitude et suite exacte. — Soit 0 Ñ L Ñ M Ñ N Ñ 0 une suite de
faisceaux cohe´rents sur X . Si elle est exacte en x et si Y est X-plat en y alors
0 Ñ LY Ñ MY Ñ NY Ñ 0 est exacte en y ([Duc18], prop. 4.5.7 (1) pour une
preuve directe).
1.15.6. Platitude et dimension. — Si F est X-plat en y on a
dimy SupppF q “ dimypSupppF qqx ` dimxX
([Duc18], Lemma 4.5.11).
1.15.7. Lieu de platitude. — L’ensemble des points de Y en lesquels F est X-plat
est un ouvert de Zariski de Y ([Duc18], thm. 10.3.2).
1.15.8. Image d’un espace compact par un morphisme plat. — Si X et Y sont com-
pacts et Γ-stricts et si F est X-plat, l’image fpSupppF qq est un domaine analytique
compact et Γ-strict de X ([Duc18], thm. 9.2.2 ; le cas ou` Γ “ t1u et ou` F “ OY est
duˆ a` Raynaud, cf. [BL93] Cor. 5.11).
1.15.9. Platitude automatique au-dessus de certains points !ge´ne´riques". — Soit
Y Ñ X un morphisme d’espaces k-analytiques, soit F un faisceau cohe´rent sur Y et
soit x un point de X . Supposons que X est re´duit en x et que dkpxq “ dimxX . Le
faisceau F est alors X-plat en chaque point de la fibre Yx ([Duc18], thm. 10.3.7).
1.15.10. Platitude et composantes irre´ductibles. — Si f est plat, fpZq
XZar
est une
composante irre´ductible de X pour toute composante irre´ductible Z de Y ([Duc09],
lemme 5.7).
1.15.11. Principes GAGA pour la platitude. — Soient Y et X deux sche´mas de
type fini sur une meˆme alge`bre k-affino¨ıde, et soit G un faisceau cohe´rent sur Y . Le
faisceau G an est alors X an-plat en un point t de Y an si et seulement si G est X -plat
en tal ([Duc18], lemme 4.2.1 et prop. 4.2.4).
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Par ailleurs, soit Y Ñ X un morphisme entre espaces k-affino¨ıdes, soit F un
faisceau cohe´rent sur Y et soit y un point de Y . Si F est X-plat en y alors F al est
Xal-plat en yal ; si F al est Xal-plat en yal et si y vit sur un sous-espace analytique
ferme´ de Y qui est fini sur X (c’est par exemple le cas si y est un point rigide ou si
Y est fini sur X) alors F est X-plat en y ([Duc18], lemme 4.2.1 et thm. 8.3.7).
1.16. Morphismes quasi-lisses et quasi-e´tales. — Soit f : Y Ñ X un mor-
phisme entre espaces k-analytiques, soit y un point de Y et soit x son image sur
X .
1.16.1. — Au chapitre 5 de [Duc18], on de´finit la notion de quasi-lissite´ de f en y
par un crite`re jacobien mettant en jeu le faisceau ΩY {X des diffe´rentielles de Ka¨hler
([Duc18], de´f. 5.2.4 ; voir ibid., 5.1 pour les rappels sur ΩY {X) ; on dit que f est quasi-
lisse s’il est quasi-lisse en tout point de Y . Un espace k-analytique est dit quasi-lisse
(en un point donne´ ou globalement) si son morphisme structural vers M pkq est quasi-
lisse (en le point donne´, ou globalement). On emploie l’expression !quasi-e´tale" pour
!quasi-lisse de dimension relative nulle" (cette de´finition est compatible avec celle
donne´e par Berkovich dans [Ber94], cf. [Duc18], lemme 5.4.11).
1.16.2. Proprie´te´s e´le´mentaires. — La quasi-lissite´ est stable par composition et
changement de base ; les immersions de domaines analytiques sont quasi-lisses ; plus
ge´ne´ralement si U est un domaine analytique de X contenant x et si V est un domaine
analytique de Y ˆX U contenant y alors Y Ñ X est quasi-lisse en y si et seulement
si V Ñ U est quasi-lisse en y ([Duc18], 5.2.10–5.2.13).
1.16.3. Quasi-lissite´ sur le corps de base. — Soit Z un espace k-analytique et soit
z P Z. On dit que Z est ge´ome´triquement re´gulier en z si ZL est re´gulier en tout
ante´ce´dent de z pour toute extension comple`te L de k ; il suffit de le ve´rifier pour une
extension parfaite L de k donne´e et un ante´ce´dent donne´ de z sur ZL, cf. [Duc18],
2.6.9
Les assertions suivantes sont e´quivalentes (cf. [Duc18] 5.1.9, 5.1.10) :
(i) l’espace Z est quasi-lisse en z ;
(ii) ΩZ{k est libre de rang dimz Z en z ;
(iii) Z est ge´ome´triquement re´gulier en z.
1.16.4. Quasi-lissite´ et platitude. — Le morphisme f : Y Ñ X est quasi-lisse en y
si et seulement si f est plat en y et Yx est quasi-lisse en y. Pour une preuve de ces
affirmations, voir [Duc18] 5.1.9, 5.1.10 et thm. 5.3.4.
1.16.5. Lieu de quasi-lissite´. — Si d est un entier, l’ensemble des points z de Y tels
que f soit quasi-lisse en z et tels que dimz f “ d est un ouvert de Zariski de Y
([Duc18], thm. 10.7.2).
1.16.6. Quasi-lissite´ et proprie´te´s d’alge`bre commutative. — Les proprie´te´s e´voque´es
en 1.6.1 !descendent par morphisme plat et sont pre´serve´es par morphisme quasi-
lisse". Plus pre´cise´ment, soit F Ñ G Ñ H un diagramme dans la cate´gorie des
faisceaux cohe´rents sur X et soit P l’une des proprie´te´s conside´re´es en 1.6.1. Si f est
plat en y et si Y (ou FY , ou FY Ñ GY , ou FY Ñ GY Ñ HY ) satisfait P en y alors
DE´VISSER, DE´COUPER, E´CLATER ET APLATIR LES ESPACES DE BERKOVICH 17
X (ou F , ou F Ñ G , ou F Ñ G Ñ H ) satisfait P en x. La re´ciproque vaut si f est
quasi-lisse en y ([Duc18], lemmes 4.5.1 et 4.5.2, prop. 5.5.4 et 5.5.5).
1.16.7. Quasi-lissite´ et principes GAGA. — Sii Y Ñ X est un morphisme entre
sche´mas de type fini sur une meˆme alge`bre affino¨ıde et si y est un point de Y an alors
Y an Ñ X an est quasi-lisse (resp. quasi-e´tale) en y si et seulement si Y Ñ X est
lisse (resp. e´tale) en yal ([Duc18], prop. 2.2.7 et cor. 5.3.6).
1.17. Remarque. — Le pre´fixe !quasi" dans les expressions !quasi-lisse" et !quasi-
e´tale" indique que les morphismes concerne´s peuvent avoir du bord, ce qui n’est
pas le cas des morphismes lisses et e´tales de´finis par Berkovich au chapitre 3 de
[Ber93]. Plus pre´cise´ment, soit Y Ñ X un morphisme d’espaces k-analytiques et soit
y P Y . Le morphisme Y Ñ X est e´tale en y si et seulement si f est quasi-e´tale en
y et y R BpY {Xq ; si Y Ñ X est lisse en y, il est quasi-lisse en y et y R BpY {Xq ;
et la re´ciproque de cette dernie`re assertion vaut lorsque X et Y sont bons, mais
probablement pas en ge´ne´ral ([Duc18], cor. 5.4.8 et rem. 5.4.9 ; pour la de´finition du
bord BpY {Xq, voir [Ber93],1.5.4).
1.18. A` propos du the´ore`me de Gerritzen-Grauert. — Soit X un espace k-
affino¨ıde. Rappelons qu’un domaine affino¨ıde V de X est dit rationnel s’il peut eˆtre
de´fini par une conjonction d’ine´galite´s de la forme
|f1| ď λ1|g|, . . . , |fn| ď λn|g|
ou` les fi et g sont des fonctions analytiques sur X sans ze´ro commun et ou` les λi sont
des re´els strictement positifs. Si X est Γ-strict et si les λi peuvent eˆtre choisis dans
Γ, nous dirons que V est Γ-rationnel.
On dispose d’une version Γ-stricte du the´ore`me de Gerritzen-Grauert : si X est Γ-
strict, tout domaine affino¨ıde Γ-strict de X est re´union finie de domaines Γ-rationnels.
Lorsque Γ “ t1u c’est le the´ore`me de Gerritzen-Grauert classique (cf. [BGR84],
§7.3.5, Thm. 1., Cor. 3) ; lorsque Γ “ Rą0 c’est e´tabli dans [Duc03], lemme 2.4 par
re´duction au cas Γ “ t1u, mais la preuve de ce lemme s’adapte en fait sans la moindre
difficulte´ au cas ou` Γ est quelconque.
1.19. Lemme. — Soit X un espace k-analytique Γ-strict et compact et soit Y un
sous-espace analytique ferme´ de X. Soit V un domaine analytique compact et Γ-strict
de Y . Il existe un domaine analytique compact et Γ-strict W de X tel que V “ Y XW .
De´monstration. — Soit pXiq un recouvrement fini de X par des domaines affino¨ıdes
Γ-stricts. Si l’on construit pour tout i un domaine analytique compact et Γ-strict Wi
de Xi tel que Wi X Y “ V X Xi il suffira de poser W “
Ť
iWi pour conclure. On
peut donc supposer X affino¨ıde. Dans ce cas Y est e´galement affino¨ıde, et la version
Γ-stricte du the´ore`me de Gerritzen-Grauert assure alors que V est une union finie
de domaines Γ-rationnels ; il suffit de de´montrer le lemme pour chacun d’eux, ce qui
permet de se ramener au cas ou` V est un domaine Γ-rationnel de Y . Choisissons un
syste`me d’ine´galite´s
|f1| ď λ|g|, . . . , |fn| ď λn|g|
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de´crivant V , ou` les fi et g sont des fonctions analytiques sur Y sans ze´ro commun et
ou` les λi appartiennent a` Γ. Comme les fi et g sont sans ze´ro commun, g ne s’annule
pas sur V . Il y est alors minore´ par un e´le´ment µ P |kˆ| ¨ Γ ; quitte a` multiplier g et
les fi par un scalaire non nul convenable, on peut supposer que µ P Γ, et rajouter
l’ine´galite´ |1| ď µ´1|g| au syste`me de´crivant V .
Relevons chacune des fi en une fonction analytique ϕi sur X , et relevons g en une
fonction analytique ψ sur X . Le domaine Γ-rationnelW de X de´fini par les ine´galite´s
|ϕ1| ď λ|ψ|, . . . , |ϕn| ď λn|ψ|, |1| ď µ
´1|ψ|
re´pond alors a` nos exigences.
1.20. Remarque. — Lorsque Γ “ Rą0 le lemme 1.19 est une conse´quence de la
version du the´ore`me de Gerritzen-Grauert prouve´e par Temkin, voir la proposition 3.5
de [Tem05]. Et la preuve de Temkin s’adapte en fait au cas d’un groupe Γ quelconque,
a` condition de remplacer sa the´orie de la re´duction Rą0-gradue´e par sa variante Γ-
gradue´e, cf. le chapitre 3 de [Duc18] et plus particulie`rement les sections 3.4 et 3.5 ;
on obtient ainsi une autre de´monstration du lemme 1.19.
1.21. Ide´aux de Fitting. — Nous nous servirons de manie`re cruciale dans la
de´monstration de notre the´ore`me principal de la notion d’ide´al de Fitting ; rappe-
lons brie`vement ce en quoi elle consiste. Soit A un anneau commutatif et soit M un
A-module de type fini. Soit r un entier positif ou nul. Donnons-nous une pre´sentation
ApIq An M 0u
de M . Le r-ie`me ide´al de Fitting de M est l’ide´al de A engendre´ par les mineurs de
taille n´ r de la matrice de u (dans les bases canoniques de ApIq et An) si r ď n, et
l’ide´al A si r ą n. La terminologie est justifie´e car on montre que cet ide´al ne de´pend
pas de la pre´sentation choisie de M (voir par exemple [Sta19, Tag 07Z8]). Soit X un
sche´ma (resp. un espace k-analytique) et soit F un faisceau quasi-cohe´rent de type
fini (resp. un faisceau cohe´rent) sur X . Par recollement a` partir du cas affine (resp.
affino¨ıde) on peut de´finir le r-ie`me ide´al de Fitting I de F sur X . C’est un faisceau
quasi-cohe´rent (resp. cohe´rent) d’ide´aux, dont le lieu des des ze´ros est exactement
l’ensemble des points de X en lesquels le rang ponctuel de F est ą r.
2. L’assassin analytique
2.1. Convention. — Si M est un module non nul sur un anneau local noethe´rien
A, la dimension dimM deM sera par de´finition la dimension de Krull de son support
sur Spec A.
2.2. Platitude et profondeur. — Soit AÑ B un morphisme local entre anneaux
locaux noethe´riens et soit F le corps re´siduel de A. Soit M un A-module non nul
de type fini et soit N un B-module non nul de type fini et plat sur A. Conside´rons
N bAM , N bA F et M comme des modules sur B,B bA F et A respectivement. On
a alors les e´galite´s :
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dimpN bA Mq “ dimpN bA F q ` dimM(a)
profpN bA Mq “ profpN bA F q ` prof M(b)
(voir [EGA IV2], Cor. 6.1.2 et Prop. 6.3.1). Indiquons deux conse´quences imme´diates
de ces e´galite´s qui nous seront utiles.
2.2.1. — On de´duit de l’e´galite´ (b) que N bAM est de profondeur nulle si et seule-
ment si N bA F et M sont de profondeur nulle.
2.2.2. — Supposons que N “ B (et donc que B est plat sur A), et que BbAF est de
Cohen-Macaulay, c’est-a`-dire que profpB bA F q “ dimpB bA F q. Par ce qui pre´ce`de,
profpB bAMq “ 0 si et seulement si profpB bA F q “ prof M “ 0. Au vu de l’e´galite´
(a) on a par ailleurs profpB bA F q “ dimpB bA F q “ dimpBq ´ dimpAq, de sorte que
finalement
profpB bA Mq “ 0 ðñ pprof M “ 0 et dimB “ dimAq.
2.3. Dimension centrale. — Soit X un espace k-analytique et soit x un point de
X .
2.3.1. — Rappelons ([Duc18], de´f. 3.2.2) que la dimension centrale du germe pX,xq
est le minimum des dimensions de txu
VZar
ou` V parcourt l’ensemble des voisinages
analytiques de x dans X ; nous la noterons dimcpX,xq.
Nous allons avoir besoin dans ce qui suit d’une ! G-version " de cette notion : nous
de´finirons dimcpXG, xq comme le minimum des dimensions de txu
VZar
ou` V parcourt
l’ensemble des domaines analytiques de X contenant x.
L’application V ÞÑ dim txu
VZar
est une fonction croissante du domaine analytique
V contenant x. Dans les de´finitions de dimcpX,xq (resp. dimcpXG, xq), on peut donc
se contenter de faire parcourir a` V une base de voisinages analytiques de x (resp. une
famille cofinale de domaines analytiques de X contenant x) : dans le premier cas, on
pourra ainsi se limiter aux ouverts, ou aux voisinages analytiques compacts, ou aux
voisinages affino¨ıdes si X est bon ; dans le second, on pourra se limiter aux domaines
affino¨ıdes.
2.3.2. — On a les ine´galite´s
dkpxq ď dimcpXG, xq ď dimcpX,xq ď dim txu
XZar
.
Si dkpxq “ dim txu
XZar
on a donc
dkpxq “ dimcpXG, xq “ dimcpX,xq “ dim txu
XZar
.
2.3.3. — Si V est un voisinage analytique de x on a dimcpV, xq “ dimcpX,xq ; si
V est un domaine analytique de X contenant x on a dimcpVG, xq “ dimcpXG, xq et
dimcpV, xq ď dimcpX,xq, avec e´galite´ si dimcpXG, xq “ dimcpX,xq car on a alors
dimcpX,xq “ dimcpXG, xq “ dimcpVG, xq ď dimcpV, xq.
Si Y est un ferme´ de Zariski de X contenant x on a dimcpY, xq “ dimcpX,xq et
dimcpYG, xq “ dimcpXG, xq. La premie`re e´galite´ est e´vidente ; la seconde vient du fait
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que si W est un domaine analytique de Y contenant x, il existe en vertu du lemme
1.19 (a` appliquer ici avec Γ “ Rą0) un domaine analytique V de X contenant x tel
que V X Y ĂW .
2.3.4. — Si X est affino¨ıde, on a dimOX,x “ dimOXal,xal si et seulement si
dimcpX,xq “ dim txu
XZar
([Duc18], lemme 3.2.8) ; et si X est bon, on a l’e´galite´
dimOX,x ` dimcpX,xq “ dimxX (ibid., cor. 3.2.9).
2.4. — Soit X un espace k-affino¨ıde, soit V un domaine affino¨ıde de X et soit F un
faisceau cohe´rent sur X .
2.4.1. — Soit x un point de V appartenant au support de F . Dans le diagramme
commutatif
Spec OV,x //
 ''P
P
P
P
P
P
P
P
P
P
P
P
Spec OX,x

Spec OV al,xal
V
// Spec OXal,xal
toutes les fle`ches sont re´gulie`res ([Duc09], Th. 3.3), et en particulier plates et a` fibres
de Cohen-Macaulay.
2.4.2. — En vertu de 2.2.2, il s’ensuit que Fx est de profondeur nulle si et seulement
si F al
xal
est de profondeur nulle et dimF al
xal
“ dimFx. D’apre`s 2.3.3 et 2.3.4, cela
revient a` demander que F al
xal
soit de profondeur nulle et que dimcpX,xq “ dim txu
XZar
.
2.4.3. — De meˆme, FV,x est de profondeur nulle si et seulement si Fx est de pro-
fondeur nulle et dimFV,x “ dimFx. D’apre`s 2.3.3 et 2.3.4, cela revient a` demander
que Fx soit de profondeur nulle et que dimcpV, xq “ dimcpX,xq “ dim txu
XZar
(la
dernie`re e´galite´ provient de 2.4.2).
2.5. — Soit X un sche´ma noethe´rien et soit F un faisceau cohe´rent sur X . Nous
suivrons la terminologie de Raynaud et Gruson en appelant assassin de F l’ensemble
des points x de SupppF q tels que le OX,x-module Fx soit de profondeur nulle, ce qui
revient a` demander que l’ide´al maximal mx de OX,x soit l’annulateur d’un e´le´ment
de Fx, ou encore que tout e´le´ment de mx soit un diviseur de ze´ro du module Fx ;
l’assassin de F sera note´ AsspF q ; c’est un ensemble fini qui contient l’ensemble des
points maximaux de SupppF q. L’ensemble AsspOXq sera e´galement appele´ l’assassin
de X et note´ AsspXq.
Une composante assassine de F (ou de X si F “ OX) est un ferme´ irre´ductible
de X dont le point ge´ne´rique appartient a` AsspF q. Toute composante irre´ductible de
SupppF q est une composante assassine de F . Les autres composantes assassines de F
(ou de X si F “ OX) sont traditionnellement appele´es ses composantes immerge´es.
2.6. Remarque. — Notre de´finition de l’assassin est spe´cifique au cas noethe´rien,
le seul dont nous aurons besoin ici. Sur un sche´ma quelconque, la bonne de´finition est
celle de Raynaud et Gruson ([RG71], de´finition 3.2.1).
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Le but de ce qui suit est de de´velopper une the´orie des composantes assassines et
immerge´es en ge´ome´trie analytique.
2.7. De´finition. — Soit X un espace k-analytique et soit F un faisceau cohe´rent
sur X . On a appelle assassin de F , et l’on note AsspF q, l’ensemble des points x de
SupppF q tel que que le OV,x-module FV,x soit de profondeur nulle pour tout bon
domaine analytique V de X contenant x (il suffit que ce soit le cas pour tout domaine
affino¨ıde contenant x). L’ensemble AsspOXq sera souvent note´ plus simplement AsspXq
et appele´ l’assassin de X .
Un ferme´ de Zariski Y de X sera appele´ une composante assassine de F (ou de
X si F “ OX) s’il est de la forme txu
XZar
pour un certain x P AsspXq (remarquons
qu’une telle composante est toujours contenue dans SupppF q).
2.8. — Soit X un espace k-analytique et soit F un faisceau cohe´rent sur X . Soit V
un domaine analytique de X . Il de´coule imme´diatement de la de´finition que l’intersec-
tion AsspF q X V est contenue dans AsspFV q, mais on a en fait e´galite´. En effet, soit
x P AsspFV q et soit U un domaine affino¨ıde de X contenant x. Soit W un domaine
affino¨ıde de U X V contenant x. Comme x appartient a` AsspFV q, le module FW,x
est de profondeur nulle, et il de´coule alors de 2.4.3 que FU,x est aussi de profondeur
nulle. Ainsi, x P AsspF q.
2.9. Proposition. — Soit X un espace k-affino¨ıde et soit F un faisceau cohe´rent
sur X.
(1) Soit x P SupppF q. Les assertions suivantes sont e´quivalentes.
(i) Le point x appartient a` AsspF q.
(ii) La profondeur de Fx est nulle, et dimcpXG, xq “ dim txu
XZar
.
(iii) La profondeur de F al
xal
est nulle, et dimcpXG, xq “ dim txu
XZar
.
(2) Soit Z un ferme´ de Zariski de X. Le ferme´ Z est une composante assassine de
F si et seulement si Zal est une composante assassine de F al.
(3) Soit Z une composante assassine de F et soit z P Z. Les assertions suivantes
sont e´quivalentes :
(A) z P AsspF q et tzu
XZar
“ Z ;
(B) dimcpXG, zq “ dimZ.
(4) Soit V un domaine affino¨ıde de X.
(4a) Soit Z une composante assassine de F . Toute composante irre´ductible de
Z X V est une composante assassine de FV .
(4b) Soit T une composante assassine de FV . L’adhe´rence T
XZar
est une com-
posante assassine de F de meˆme dimension que T , et T est une compo-
sante irre´ductible de T
XZar
X V .
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De´monstration. — Prouvons (1). Si (i) est vraie alors par de´finition, FV,x est de
profondeur nulle pour tout domaine affino¨ıde V de X contenant x. On en de´duit que
Fx est de profondeur nulle et, graˆce a` 2.4.3, que
dimcpV, xq “ dimcpX,xq “ dim txu
XZar
pour tout domaine affino¨ıde V de X contenant x, ce qui entraˆıne que que
dimcpXG, xq “ dim txu
XZar
; ainsi (ii) est vraie. Si (ii) est vraie, alors (iii) est vraie
d’apre`s 2.4.2. Enfin, supposons que (iii) soit vraie. Soit V un domaine affino¨ıde de X
contenant x. L’hypothe`se (iii) entraˆıne que dimcpV, xq “ dimcpX,xq “ dim txu
XZar
.
La seconde e´galite´ et le fait que F al
xal
soit de profondeur nulle entraˆınent que Fx est
de profondeur nulle (2.4.2) ; et ceci implique au vu de la premie`re e´galite´ que FV,x
est de profondeur nulle (2.4.3), d’ou` (i).
Prouvons (2). Supposons que Z soit une composante assassine de F . Il existe alors
un point x P AsspF q tel que Z “ txu
XZar
. Le point xal est le point ge´ne´rique de
Zal. Comme x P AsspF q, il re´sulte de (1) que F al
xal
est de profondeur nulle ; par
conse´quent, Zal est une composante assassine de F al. Re´ciproquement, supposons
que Zal soit une composante assassine de F al. Dans ce cas, Z est irre´ductible et
contenu dans le support de F ; soit n sa dimension. Choisissons un point x sur Z tel
que dkpxq “ n. On a alors txu
XZar
“ Z, et xal est le point ge´ne´rique de Zal. Comme
Zal est une composante assassine de F al, la profondeur de F al
xal
est nulle ; et l’e´galite´
dkpxq “ dim txu
XZar
assure par ailleurs que dimcpXG, xq “ dim txu
XZar
(2.3.2). On
de´duit alors de (1) que x P AsspF q ; par conse´quent, Z “ txu
XZar
est une composante
assassine de F .
Montrons (3). L’implication (A)ñ(B) est une conse´quence imme´diate de (1). Sup-
posons maintenant que (B) est ve´rifie´. On a alors clairement tzu
XZar
“ Z, et zal est
donc le point ge´ne´rique de Zal. Puisque Z est une composante assassine de F , le ferme´
Zal est une composante assassine de F al d’apre`s (2), et F al
zal
est donc de profondeur
nulle. Joint a` l’e´galite´ dimcpXG, zq “ dimZ “ dim tzu
XZar
, ceci entraˆıne en vertu de
(1) que z P AsspF q.
Montrons (4a). Soit T une composante irre´ductible de Z X V . Soit t un point de
T tel que dkptq “ dim T “ dimZ. On a alors ttu
VZar
“ T et dimcpXG, tq “ dimZ.
En vertu de (3), cette dernie`re e´galite´ implique que t appartient a` AsspF q et donc a`
AsspFV q. Par conse´quent, T “ ttu
VZar
est une composante assassine de FV .
Montrons (4b). Choisissons un point t de AsspFV q tel que ttu
VZar
“ T ; posons
Z “ T
XZar
“ ttu
XZar
. Le point t appartenant a` AsspFV q appartient e´galement a`
AsspF q (2.8), et Z est donc une composante assassine de X . En appliquant (3) a` T
et Z on voit que dimT “ dimcpVG, tq “ dimcpXG, tq “ dimZ. Pour des raisons de
dimension, T est ne´cessairement une composante irre´ductible de T
XZar
X V .
La proposition suivante e´tend au cas d’un espace X quelconque une partie des
re´sultats de la proposition pre´ce´dente. On peut la voir comme une ge´ne´ralisation aux
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composantes assassines des re´sultats sur les composantes irre´ductibles rappele´s au
1.10.3.
2.10. Proposition. — Soit X un espace k-analytique et soit F un faisceau cohe´rent
sur X.
(1) Soit Z une composante assassine de F et soit x P Z. Les assertions suivantes
sont e´quivalentes :
(i) x appartient a` AsspF q et txu
XZar
“ Z ;
(ii) dimcpXG, xq “ dimZ.
(2) Soit V un domaine analytique de X.
(2a) Soit Z une composante assassine de F . Toute composante irre´ductible de
Z X V est une composante assassine de FV .
(2b) Soit T une composante assassine de FV . L’adhe´rence T
XZar
est une com-
posante assassine de F de meˆme dimension que T , et T est une compo-
sante irre´ductible de T
XZar
X V .
(3) Soit V un domaine analytique compact de X. Le domaine V ne rencontre qu’un
nombre fini de composantes assassines de F .
De´monstration. — Montrons d’abord (1). Supposons que (i) est ve´rifie´e, et soit V
un domaine affino¨ıde de X contenant x ; posons T “ txu
VZar
. Puisque x appartient a`
AsspF q, il appartient a` AsspFV q ; par conse´quent T est une composante assassine de
FV ; soit n sa dimension. Pour tout domaine affino¨ıde U de X , notons Un la re´union
des composantes assassines de FU de dimension n. Si U et W sont deux domaines
affino¨ıdes de X tels que W Ă U , il de´coule de l’assertion (4) de la proposition 2.9
que Un XW “Wn ; si l’on pose Y “
Ť
U Un, ou` U parcourt l’ensemble des domaines
affino¨ıdes de U , on a donc Y X U “ Un pour tout tel U . Par conse´quent, Y est un
ferme´ de Zariski de X , purement de dimension n ; pour tout domaine affino¨ıde U de
X , les composantes irre´ductibles de Y XU sont exactement les composantes assassines
de FU de dimension n. Puisque Y contient x, il contient Z qui est donc de dimension
au plus n. Mais comme Z contient T qui est de dimension n, on a dimZ “ n (et
Z est donc une composante irre´ductible de Y ). Et comme x appartient a` AsspFV q,
l’assertion (3) de la proposition 2.9 assure que dimcpVG, xq “ dim T “ n ; il vient
dimcpXG, xq “ dimcpVG, xq “ n “ dimZ,
d’ou` (ii).
Supposons re´ciproquement que (ii) est ve´rifie´e, et notons n la dimension de Z.
Puisque Z est e´gale par de´finition a` tzu
XZar
pour un certain z P AsspF q, le raison-
nement suivi ci-dessus (avec z au lieu de x) montre que pour tout domaine affino¨ıde
U de X , l’intersection U X Z est une union finie de composantes assassines de FU
de dimension n. Choisissons un domaine affino¨ıde U de X qui contient x. Par ce qui
pre´ce`de, x est situe´ sur une composante assassine T de FU qui est de dimension n. On
a dimcpUG, xq “ dimcpXG, xq “ n “ dim T ; d’apre`s l’assertion (3) de la proposition
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2.9, le point x appartient a` AsspFU q, et partant a` AsspF q (2.8). Par ailleurs l’e´galite´
dimcpXG, xq “ dimZ entraˆıne que txu
XZar
“ Z, d’ou` (i).
L’assertion (2) se de´montre alors mutatis mutandis comme l’assertion (4) de la
proposition 2.9 (qui en est un cas particulier, mais nous nous en sommes servi ci-dessus
pour de´montrer (1) ; c’est la raison pour laquelle nous l’avions e´tablie au pre´alable).
Montrons enfin (3). On peut supposer que V est affino¨ıde. Soit Z une composante
assassine de F rencontrant V et soit T une composante irre´ductible de Z X V . On
a alors Z “ T
XZar
, et l’assertion (2) de´ja` e´tablie assure par ailleurs que T est une
composante assassine de FV . On conclut en remarquant que FV n’a qu’un nombre
fini de composantes assassines, en vertu de l’assertion (2) de la proposition 2.9 et du
fait que l’assassin d’un faisceau cohe´rent sur un sche´ma noethe´rien est fini.
2.11. Remarque. — Soit X un espace k-analytique, soit F un faisceau cohe´rent
sur X . Si V est un domaine analytique de X et si T est une composante assassine de
FV , la proposition 2.10 assure que T
XZar
est une composante assassine de F .
Re´ciproquement, soit Z une composante assassine de F . Elle est non vide par
de´finition, donc il existe un domaine affino¨ıde V de X rencontrant Z. Choisissons une
composante irre´ductible T de Z X V . On a alors Z “ T
XZar
, et la proposition 2.10
ci-dessus assure par ailleurs que T est une composante assassine de FV .
Ainsi, une partie Z de X est une composante assassine de F si et seulement si
elle est de la forme T
XZar
ou` T est une composante assassine de FV pour un certain
domaine affino¨ıde V de X . (Lorsque X est Γ-strict, le domaine affino¨ıde V peut eˆtre
choisi Γ-strict, puisqu’il suffit par ce qu’il pre´ce`de qu’il rencontre Z.)
Et rappelons que si V est un domaine affino¨ıde de X , un ferme´ de Zariski T de
V est une composante assassine de FV si et seulement si T al est une composante
assassine de F alV (prop. 2.9).
Ceci permettra assez souvent de ramener des questions portant sur les composantes
assassines en ge´ome´trie analytique a` des proble`mes analogues en ge´ome´trie alge´brique.
Nous allons en voir ci-dessous plusieurs exemples.
2.12. Exemple. — Soit X un espace k-analytique, soit F un faisceau cohe´rent sur
X et soit Z une composante irre´ductible du support de F . Choisissons un domaine
affino¨ıde V de X qui rencontre Z, et soit T une composante irre´ductible de Z X V .
Par construction, T al est une composante irre´ductible de SupppF alV q, et c’est donc
une composante assassine de F alV ; par conse´quent, T est une composante assassine
de FV (prop. 2.9) et Z “ T
XZar
est une composante assassine de F (prop. 2.10).
On appelle composante immerge´e de F (ou de X si F “ OX) toute composante
assassine de F qui n’est pas une composante irre´ductible de son support.
2.13. Lemme. — Soit X un espace k-analytique, soit U un domaine analytique
de X rencontrant toutes les composantes assassines de X et soit Z un sous-espace
analytique ferme´ de X tel que Z X U “ U ; on a alors Z “ X.
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De´monstration. — Soit I le faisceau cohe´rent d’ide´aux de´crivant Z ; nous allons
montrer que I “ 0. Soit Ω le comple´mentaire de SupppI q ; par hypothe`se, Ω contient
U .
Soit V un domaine affino¨ıde de X et soit T une composante assassine de V .
L’adhe´rence T
XZar
est une composante assassine de X (prop. 2.10) ; elle rencontre
donc U par hypothe`se, et a fortiori Ω. L’intersection Ω X T
XZar
est alors un ouvert
Zariski-dense de T
XZar
, et ΩXV XT
XZar
est de ce fait Zariski-dense dans V XT
XZar
;
en particulier, Ω rencontre T (qui est une composante irre´ductible de V X T
XZar
).
Compte-tenu de la caracte´risation alge´brique des composantes assassines de V
(prop. 2.9), il re´sulte de ce qui pre´ce`de que pΩXV qal rencontre toutes les composantes
assassines de V al ; par conse´quent, toute section globale de I alV est nulle sur un ouvert
sche´matiquement dense de V al, et est de`s lors nulle. Il vient IV “ 0 ; comme ceci
vaut quel que soit V , on a I “ 0.
2.14. De´finition. — SoitX un espace k-analytique et soit U un domaine analytique
de X . Nous dirons que U est analytiquement dense dans X s’il rencontre toutes les
composantes assassines de X .
2.15. — Soit X un espace k-analytique. Si U est un domaine analytique analytique-
ment dense de X , il est Zariski-dense dans X : en effet, comme il rencontre toutes
les composantes assassines de X , il rencontre en particulier toutes ses composantes
irre´ductibles, si bien que U
XZar
“ X .
2.16. — Soit X un espace k-analytique et soit U un ouvert de Zariski de X . Suppo-
sons U analytiquement dense. Dans ce cas U X V est analytiquement dense dans V
pour tout domaine analytique V de X . En effet, soit T une composante assassine de
V . Son adhe´rence Z :“ T
XZar
est une composante assassine de X (prop. 2.10), et elle
rencontre donc U . L’ouvert de Zariski U X Z de Z est donc dense ; son intersection
avec Z X V est par conse´quent dense dans ce dernier, et elle rencontre donc T qui en
est une composante irre´ductible.
2.17. Lemme-de´finition. — Soit X un espace k-analytique et soit U un domaine
analytique de X. Soit I le faisceau d’ide´aux de OX qui envoie un domaine analytique
V de X sur l’ensemble des f P OXpV q telle que f |VXU “ 0.
(1) Le faisceau I est cohe´rent ; on note Y le sous-espace analytique ferme´ de X
qu’il de´finit.
(2) Les composantes irre´ductibles de Y sont les composantes irre´ductibles de X qui
rencontrent U et ses composantes assassines sont les composantes assassines de
X qui rencontrent U .
(3) L’immersion U ãÑ X se factorise par Y , et Y est le plus petit sous-espace
analytique ferme´ de X posse´dant cette proprie´te´. Le morphisme induit U Ñ Y
identifie U a` un domaine analytique de Y analytiquement dense dans ce dernier.
On dit que Y est l’adhe´rence analytique de U .
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De´monstration. — Commenc¸ons par remarquer que la conjonction de (1) et (2) en-
traˆıne (3). Supposons en effet avoir montre´ (1) et (2). Si J est un faisceau cohe´rent
sur X , l’immersion U ãÑ X se factorise par le sous-espace analytique ferme´ correspon-
dant a` J si et seulement si J |U “ 0, ce qui revient par de´finition de I a` demander
que J Ă I ; par conse´quent, Y est bien le plus petit sous-espace analytique ferme´ de
X par lequel U ãÑ X se factorise. L’e´galite´ IU “ 0 signifie que Y XU “ U , si bien que
U s’identifie a` un domaine analytique de Y . Et l’assertion (2) assure que toute com-
posante assassine de Y rencontre U ; par conse´quent, ce dernier est analytiquement
dense dans Y .
Il reste donc a` montrer (1) et (2). On proce`de en deux e´tapes.
2.17.1. Supposons que U est un ouvert de Zariski de X . — Graˆce a` la proposi-
tion 2.10 on peut montrer (1) et (2) G-localement. On peut donc supposer X af-
fino¨ıde. On note Y le sous-espace analytique ferme´ de X de´fini par I pXq et J le
faisceau cohe´rent associe´. Par de´finition de Y , le sous-sche´ma ferme´ Y al de Xal est
l’adhe´rence sche´matique de Ual ; ses composantes irre´ductibles sont donc les compo-
santes irre´ductibles de Xal rencontrant Ual, ses composantes assassines sont les com-
posantes assassines de Xal qui rencontrent Ual, et Ual s’identifie a` un sous-sche´ma
ouvert de Y al. En vertu des principes GAGA (et notamment de la proposition 2.9), les
composantes irre´ductibles de Y sont les composantes irre´ductibles de X rencontrant
U , ses composantes assassines sont les composantes assassines de X rencontrant U , et
U s’identifie (morphiquement) a` un ouvert de Zariski de Y ; puisque toute composante
assassine de Y rencontre U , ce dernier est analytiquement dense dans Y .
Il suffit donc pour conclure de de´montrer que I co¨ıncide avec le faisceau cohe´rent
J . L’e´galite´ J pV q “ I pV q implique que J Ă I ; montrons l’inclusion re´ciproque.
Soit V un domaine affino¨ıde de X et soit f P I pV q. Par de´finition, f |VXU “ 0.
Comme U est un ouvert de Zariski analytiquement dense de Y , l’intersection V X U
est un ouvert de Zariski analytiquement dense de V X Y (2.16). L’e´galite´ f |VXU “ 0
implique alors en vertu du lemme 2.13 (a` appliquer au faisceau cohe´rent d’ide´aux
de Y X V engendre´ par f |YXV ) que f |YXV “ 0, ce qui signifie pre´cise´ment que f
appartient a` J pV q et ache`ve la de´monstration de (1) et (2) lorsque U est un ouvert
de Zariski de X .
2.17.2. Preuve de (1) et (2) dans le cas ge´ne´ral. — Soit Z la re´union des compo-
santes assassines de X qui ne rencontrent pas U ; posons Ω “ XzZ. Par construction
ZXΩ “ H, si bien que U Ă Ω. Soit T une composante assassine de Ω. Son adhe´rence
T
XZar
est une composante assassine de X (prop. 2.10) qui n’est pas contenue dans Z,
et qui par conse´quent rencontre U . En vertu de la proposition 2.10, T est une compo-
sante irre´ductible de ΩX T
XZar
; par ailleurs ce dernier, en tant qu’ouvert de Zariski
non vide de l’espace irre´ductible T
XZar
, est lui-meˆme irre´ductible (lemme 1.11) ; il
vient ΩX T
XZar
“ T .
Puisque ΩXT
XZar
est dense dans T
XZar
(qui est irre´ductible), ΩXT
XZar
XU “ TXU
est dense dans T
XZar
XU . Comme ce dernier est non vide, T XU est non vide. Ainsi,
toute composante assassine de Ω rencontre U ; autrement dit, U est analytiquement
dense dans Ω.
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Il s’ensuit d’apre`s le lemme 2.17 que pour tout domaine analytique V de X , l’ide´al
I pV q de OXpV q peut e´galement se de´crire comme l’ensemble des f P OXpV q telles
que f |VXΩ “ 0. Il re´sulte alors du cas particulier traite´ en 2.17.1, que I est cohe´rent
et que le sous-espace analytique ferme´ Y qu’il de´finit a pour composantes irre´ductibles
(resp. assassines) les composantes irre´ductibles (resp. assassines) deX qui rencontrent
Ω.
Mais une composante assassine de X qui rencontre Ω n’est pas contenue dans Z,
ce qui implique par de´finition de Z qu’elles rencontre U . Ainsi Y a pour composantes
irre´ductibles (resp. assassines) les composantes irre´ductibles (resp. assassines) de X
qui rencontrent U .
2.18. Remarque. — SoitX un espace k-analytique et soit U un domaine analytique
de X . On de´duit de 2.15 que le support de l’adhe´rence analytique de U dans X est
e´gal a` U
XZar
.
2.19. Lemme. — Soit X un espace k-analytique et soit F un faisceau cohe´rent sur
X. Le faisceau F est S1 si et seulement s’il ne posse`de aucune composante immerge´e.
De´monstration. — Supposons que F soit S1 et soit Z une composante assassine de
F . Il existe un domaine affino¨ıde V de X et un ferme´ de Zariski T de V tel que T al
soit une composante assassine de F alV et tel que T
XZar
“ Z (remarque 2.11). Comme
F est S1, le faisceau F alV est S1, et T
al est de`s lors une composante irre´ductible de
SupppF alV q ; par conse´quent, T est une composante irre´dutible de SupppFV q, et Z est
de`s lors une composante irre´ductible de SupppF q.
Re´ciproquement, supposons que toute composante assassine de F soit une com-
posante irre´ductible de SupppF q, et soit V un domaine affino¨ıde de X . Soit T un
ferme´ de Zariski de V tel que T al soit une composante assassine de F alV . Le ferme´ T
est une composante assassine de FV par la proposition 2.9 ; l’adhe´rence Z :“ T
XZar
est alors une composante assassine de F et T est une composante irre´ductible de
ZXV (prop. 2.10). Par hypothe`se sur F , le ferme´ Z est une composante irre´ductible
de SupppF q, et T est donc une composante irre´ductible de SupppFV q. Ainsi, T al est
une composante irre´ductible de SupppF alV q, et F
al
V est donc S1. Il s’ensuit que FV
est S1 ; ceci valant pour tout domaine affino¨ıde V de X , le faisceau F est S1.
2.20. Proposition. — Soit X un espace k-analytique et soit Y Ñ X un morphisme
dont la source Y est L-analytique pour une certaine extension comple`te L de k. Soit
F un faisceau cohe´rent sur X et soit G un faisceau cohe´rent sur Y . On suppose que
pour tout domaine affino¨ıde V de X et tout domaine affino¨ıde W de Y ˆX V , le
faisceau G alW est plat sur V
al et que sa restriction a` chaque fibre de W al Ñ V al est S1.
Soit Z un ferme´ de Zariski de Y . Les assertions suivantes sont e´quivalentes :
(i) Z est une composante assassine de F b G :“ FY bOY G ;
(ii) il existe une composante assassine T de F telle que Z soit une composante
irre´ductible de SupppG q ˆX T .
2.21. Remarque. — Les hypothe`ses de la proposition sont notamment satisfaites
dans les cas importants qui suivent.
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(1) L’espace Y est k-analytique, G est X-plat et GYx est S1 pour tout x P X . En
effet, soient W et V comme dans l’e´nonce´. La X-platitude de G entraˆıne que
G alW est plat sur V
al. Soit ξ P V al, soit η un ante´ce´dent de ξ sur W al, et soit
X l’adhe´rence de ξ dans V al, munie de sa structure re´duite. Comme GWˆV X an
est plat sur X an et S1 en restriction a` chaque fibre, on de´duit de [Duc18], Th.
11.3.3 (2b) que GWˆV X an est S1 en tout point de W situe´ au-dessus du lieu S1
de X an. Choisissons maintenant un ante´ce´dent y de η sur W , et soit x l’image
de y sur V ; le point x est situe´ au-dessus de ξ. Comme ξ est le point ge´ne´rique
du sche´ma X , le sche´ma X est S1 en ξ, et X an est de`s lors S1 en x ; par ce
qui pre´ce`de, GWˆV X an est S1 en y ; il s’ensuit que pG
al
W qW alˆV alX est S1 en η ;
puisque ξ est le point ge´ne´rique de X , cela signifie exactement que pG alW qW al
ξ
est
S1 en η.
(2) L’espace Y est k-analytique, Y Ñ X est quasi-lisse, F “ OX et G “ OY . En
effet, on est alors dans un cas particulier de (1) puisqu’un morphisme quasi-lisse
est plat a` fibres ge´ome´triquement re´gulie`res (et en particulier S1) ; on pourrait
aussi invoquer directement le th. 5.5.3 (2) de [Duc18].
(3) L’espace Y est e´gal a` XL, le faisceau G est e´gal a` OY et F “ OX . En effet,
soient V et W comme dans la proposition. Comme W s’identifie a` un domaine
affino¨ıde de VL, le morphisme W
al Ñ VL
al est re´gulier ([Duc09], thm. 3.3).
D’apre`s [Duc18], thm. 5.5.3 (2) de op. cit., le morphisme V alL Ñ V
al est plat
et a` fibres d’intersection comple`te, et en particulier S1. Il s’ensuit ([EGA IV2],
prop. 6.4.1) que W al Ñ V al est plat et a` fibres S1.
De´monstration de la proposition 2.20. — Traitons d’abord le cas particulier ou` X
et Y sont affino¨ıdes. Puisque G al est plat sur Xal par hypothe`se, on de´duit de 2.2
qu’un point η de Y al appartient a` AsspF b G q si et seulement si son image ξ sur
Xal appartient a` AsspF q et η appartient a` AsspG al
Y al
ξ
q. Mais comme G al
Y al
ξ
est S1 par
hypothe`se, il est sans composante immerge´e, et η appartient donc a` AsspG al
Y al
ξ
q si et
seulement si η est un point ge´ne´rique d’une composante irre´ductible du support de
G al
Y al
ξ
; par platitude, cette dernie`re condition revient a` demander que η soit le point
ge´ne´rique d’une composante irre´ductible de SupppG alq ˆXal tξu
Xal
. Ainsi, un ferme´
Z de Y al est une composante assassine de pF b G qal si et seulement si il existe
une composante assassine T de F al telle que Z soit une composante irre´ductible de
SupppG alq ˆXal T ; la proposition s’en de´duit alors par le principe GAGA pour les
composantes assassines (proposition 2.9 (2)).
On ne suppose plus maintenant que X et Y sont affino¨ıdes. Supposons que (i) est
vraie ; notons que Z Ă SupppG q par de´finition. Choisissons un domaine affino¨ıde V
de X qui rencontre l’image de Z et un domaine affino¨ıde W de Y ˆX V qui rencontre
Z. Soit Z1 une composante irre´ductible de Z XW . C’est une composante assassine
de FV b GW , et Z “ Z1
SupppG qZar
(prop. 2.10). D’apre`s le cas affino¨ıde de´ja` traite´,
il existe donc une composante assassine T1 de FV telle que Z1 soit une composante
irre´ductible de SupppGW qˆV T1. Posons T “ T1
X
. C’est une composante assassine de
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F et T1 est une composante irre´ductible de T X V (prop. 2.10). Par platitude de G alW
sur V al, les composantes irre´ductibles de SupppG alW q ˆV al T
al
1 sont des composantes
irre´ductibles de SupppG alW q ˆV al pT X V q
al. Par conse´quent, Z1 est une composante
irre´ductible de SupppGW q ˆV pT X V q, c’est-a`-dire encore de pSupppG q ˆX T q XW .
On en de´duit que Z “ Z1
SupppG q
est une composante irre´ductible de SupppG q ˆX T .
Supposons maintenant que (ii) est vraie. Soit V un domaine affino¨ıde de X ren-
contrant l’image de Z, et soit W un domaine affino¨ıde de Y ˆX V rencontrant Z.
Soit Z1 une composante irre´ductible de Z XW ; c’est une composante irre´ductible de
pSupppG qˆX T qXW , c’est-a`-dire de SupppGW qˆV pT XV q. Si on de´signe par T1 une
composante irre´ductible de V X T contenant l’image de Z1 alors Z1 est une compo-
sante irre´ductible de SupppGW qˆV T1. (Par platitude, T1 est unique et Zal1 Ñ T
al
1 est
dominant, mais peu importe ici).
Or T est une composante assassine de F . Il s’ensuit que T1 est une composante
assassine de FV (prop. 2.10) ; par le cas affino¨ıde de´ja` traite´, Z1 est une composante
assassine de FV b GW ; en utilisant une dernie`re fois la proposition 2.10 on en de´duit
que Z “ Z1
Y
est une composante assassine de F b G .
Nous avons vu plus haut (prop. 2.9) un re´sultat de type GAGA pour les compo-
santes assassines lorsque l’espace ambiant est affino¨ıde. Cela s’e´tend en fait au cadre
plus ge´ne´ral de l’analytifie´ d’un sche´ma de type fini sur un espace affino¨ıde.
2.22. Lemme. — Soit A une alge`bre k-affino¨ıde, soit X un A-sche´ma de type
fini, et soit F un faisceau cohe´rent sur X . Les composantes assassines de F an sont
exactement les ferme´s de X an de la forme Y an, ou` Y est une composante assassine
de F .
De´monstration. — Nous allons proce´der par double inclusion.
2.22.1. — Soit Y une composante assassine de F . Comme Y est irre´ductible, Y an
l’est aussi ; soit n la dimension de Y an. Soit x un point de Y an tel que dkpxq “ n ;
son adhe´rence txu
X
an
Zar
est e´gale a` Y an (et xal est donc le point ge´ne´rique de Y ).
Choisissons un domaine affino¨ıde V de X an contenant x, et posons Z “ txu
VZar
;
puisque dkpxq “ n, on a dimZ “ n. Comme la liste des dimensions des composantes
irre´ductibles de SupppF anV q contenant x est la meˆme que la liste des dimensions
des composantes irre´ductibles de SupppF anq contenant x, on en de´duit que la co-
dimension de Krull de Z dans SupppF anV q est e´gale a` la codimension de Y
an dans
SupppF anq, c’est-a`-dire a` celle de Y dans SupppF q ([Duc18], Cor. 2.7.13). Autre-
ment dit, FV al,xal
V
et FX ,xal ont meˆme dimension. Comme V
al Ñ X est re´gulier (th.
3.3 de [Duc09]), et comme FX ,xal est de profondeur nulle (puisque x
al est le point
ge´ne´rique de la composante assassine Y de F ), la profondeur de FV al,xal
V
est nulle
par 2.4.3. Comme dkpxq “ dimZ, on a dimcpVG, xq “ dimZ (2.3.2), et x appartient
donc a` AsspF anV q Ă AsspF
anq en vertu de la proposition 2.10 ; par conse´quent, Y an
est une composante assassine de F an.
2.22.2. — Soit Y une composante assassine de F an. Nous allons montrer qu’elle est
de la forme requise, en commenc¸ant par traiter deux cas particulier.
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2.22.2.1. Supposons X propre sur A. — Par GAGA, la composante Y est e´gale
a` Y an pour un certain ferme´ de Zariski irre´ductible Y de X . Soit x un point de
AsspF anq tel que txu
X
an
Zar
“ Y ; le point xal est alors le point ge´ne´rique de Y . Comme
x P AsspF anq, la profondeur de F an
X an,x est nulle ; par platitude du morphisme d’es-
paces annele´s X an Ñ X ([Ber93], Prop. 2.6.2) et par 2.4.3, la profondeur de FX ,xal
est nulle ; par conse´quent xal P AsspF q et Y est une composante assassine de F .
2.22.2.2. Supposons X affine. — Choisissons une compactification projective X
du A-sche´ma X , et un prolongement F de F a` X ([EGA I] Cor. 9.4.8). Par la
proposition 2.10, l’adhe´rence Z :“ Y
X
an
Zar est une composante assassine de F
an
, et Y
est une composante irre´ductible de ZXX an ; par ailleurs ZXX an est irre´ductible en
vertu du lemme 1.11, si bien que Y “ ZXX an. Par le cas propre de´ja` traite´, Z “ Z an
pour une certaine composante assassineZ de F . Il vient Y “ ZXX an “ pZ XX qan,
ce qui termine la preuve dans le cas affine puisque Z XX est une composante assassine
de F .
2.22.2.3. Preuve dans le cas ge´ne´ral. — Choisissons un ouvert affine U de X tel
que U an rencontre Y . L’intersection Y XU an est irre´ductible d’apre`s le lemme 1.11,
et c’est donc une composante assassine de pFU qan par la proposition 2.10, qui assure
aussi que pY XU anq
X
an
Zar
“ Y .
Par le cas affine de´ja` traite´ , Y XU an est e´gale a` Z an pour une certaine composante
assassineZ de FU . Soit Y l’adhe´rence de Z dans X ; c’est une composante assassine
de F . Puisque Y est irre´ductible, Y an est un ferme´ de Zariski irre´ductible de X an
et son ouvert de Zariski non vide Y XU an “ Z an est donc Zariski-dense. On a par
conse´quent
Y an “ pY XU anq
X
an
Zar “ Y,
ce qui ache`ve la de´monstration.
2.23. Fonctions re´gulie`res et fonctions me´romorphes. — Soit X un espace
k-analytique. Nous allons brie`vement rappeler les de´finitions de fonction re´gulie`re et
de fonction me´romorphe sur X , et e´tablir quelques e´nonce´s e´le´mentaires a` leur sujet
qui sont certainement bien connus, mais dont les preuves ne sont a` notre connaissance
pas disponibles dans la litte´rature (une partie de ce qui suit figure toutefois dans la
pre´publication [CLD12]).
2.23.1. — On dit qu’une fonction f P OXpXq est re´gulie`re si la multiplication par
f est un endomorphisme injectif de OX . C’est une proprie´te´ qu’on peut ve´rifier G-
localement ; si X est affino¨ıde, f est re´gulie`re si et seulement si c’est un e´le´ment
re´gulier de OXpXq au sens usuel de l’alge`bre commutative, c’est-a`-dire un e´le´ment
non diviseur de ze´ro.
2.23.2. — Une fonction f P OXpXq est re´gulie`re si et seulement si son lieu des ze´ros
ne contient aucune composante assassine de X . En effet, le caracte`re G-local de la
re´gularite´ et la proposition 2.10 (2) permettent de se ramener au cas affino¨ıde, dans
lequel l’assertion de´coule du re´sultat analogue en the´orie des sche´mas et du principe
GAGA pour les composantes assassines (2.9 (2)).
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2.23.3. — Soit S le sous-faisceau de OX qui associe a` un domaine analytique
U l’ensemble des sections re´gulie`res de OXpUq. On appelle faisceau des fonctions
me´romorphes sur X et l’on note KX le faisceautise´ (pour la G-topologie) de
U ÞÑ S pUq´1OXpUq. Il re´sulte de la de´finition de S que le morphisme naturel
OX Ñ KX est injectif. On se permettra donc d’identifier OX a` un sous-faisceau de
KX .
2.23.4. — Supposons X affino¨ıde, disons X “ M pAq. L’application naturelle de
l’anneau total des fractions de A dans KXpXq est un isomorphisme.
L’injectivite´ est une conse´quence formelle de l’injectivite´ de AÑ KXpXq. Prouvons
la surjectivite´. Soit f P KXpXq et soit D le !faisceau des de´nominateurs de f", c’est-
a`-dire le faisceau d’ide´aux de OX qui envoie un domaine analytique U de X sur
l’ensemble des h P OXpUq tels que hf P OXpUq Ă KXpUq.
Montrons que D est cohe´rent. On peut raisonner G-localement et partant supposer
que f “ g{h ou` g et h appartiennent a` OXpXq et ou` h est re´gulie`re. Mais dans ce cas
D est le noyau du morphisme OX Ñ OX{phq induit par la multiplication par g, d’ou`
l’assertion.
Il suffit maintenant pour conclure de montrer que D posse`de une section globale
qui est re´gulie`re. Proce´dons par l’absurde, en supposant que toute section globale de
D est diviseur de ze´ro. Le lemme d’e´vitement des ide´aux premiers couple´ au principe
GAGA pour les composantes assassines (prop. 2.9 (2)) assure alors qu’il existe une
composante assassine Y de X contenue dans le lieu des ze´ros de D . Soit x P Y et soit
V un domaine affino¨ıde de X contenant y tel que f |V soit de la forme g{h ou` g et h
appartiennent a` OXpV q et ou` h est re´gulie`re. Le lieu des ze´ros de DV contient Y XV ,
qui est non vide (il contient x) et est en vertu de la proposition 2.20 (2) une union de
composantes assassines de V . Il en re´sulte en vertu de 2.23.2 que DpV q ne contient
aucune fonction re´gulie`re, contredisant le fait que h appartient manifestement a` DpV q.
2.23.5. — On dit qu’un faisceau cohe´rent d’ide´aux I sur X est inversible si I est
G-localement libre de rang 1, c’est-a`-dire encore si I est G-localement engendre´ par
une section re´gulie`re de OX .
Soit I un faisceau cohe´rent d’ide´aux sur X .
2.23.5.1. — Supposons I inversible. On note I ´1 le sous-OX-module de KX
constitue´ des sections g telles que gf soit une section de OX pour toute section f de
I . C’est un OX -module cohe´rent, et meˆme G-localement libre de rang 1 : si h est
une fonction re´gulie`re engendrant I sur un domaine analytique U de X alors h´1
engendre I ´1 sur U . Cette dernie`re remarque montre que le sous-faisceau I ¨I ´1
de KX est e´gal a` OX .
2.23.5.2. — Re´ciproquement, supposons qu’il existe un sous-OX-module cohe´rent
J de KX tel que I ¨J “ OX ; nous allons montrer que I est inversible. On peut
raisonner G-localement. On peut donc supposer que X “ M pAq pour une certaine
alge`bre k-affino¨ıde A, que J pAq Ă h´1A pour un certain e´le´ment re´gulier h de A, et
que 1 P I pAq ¨ J pAq. Cette dernie`re condition assure que I pAq ¨ J pAq “ A, puis
que I pAq ¨ phJ pAqq “ hA. Comme hJ pAq est un ide´al de A par choix de h, on
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de´duit du lemme [Sta19, Tag 09ME] que I pAq est un A-module projectif de rang 1 ;
par conse´quent, I est localement libre de rang 1.
On de´duit de ce qui pre´ce`de que pour qu’un produit fini I1 ¨ . . . ¨In de faisceaux
cohe´rents d’ide´aux sur X soit inversible, il faut (et il suffit) que chacun des Ij le soit.
2.24. — Soit X un espace k-analytique, soit L une extension comple`te de k et soit
X 1 un espace L-analytique. Soit ϕ : X 1 Ñ X un morphisme tel que le morphisme
induit X 1 Ñ XL soit plat.
2.24.1. — Pour tout domaine affino¨ıde U de X et tout domaine affino¨ıde V de
ϕ´1pUq, la OXpUq-alge`bre OX1pV q est plate. On en de´duit aussitoˆt que si f est une
fonction re´gulie`re sur un domaine analytique W de X , son image re´ciproque ϕ˚f est
une fonction re´gulie`re sur ϕ´1pW q.
2.24.2. — Soit I un faisceau cohe´rent d’ide´aux sur X . Si I est inversible, il re´sulte
de 2.24.1 que ϕ´1pI q est inversible.
3. Ide´al des coefficients
3.1. — Nous dirons qu’un morphisme f : Y Ñ X entre espaces analytiques est com-
pact si f´1pV q est compact pour tout domaine affino¨ıde V de X . C’est par exemple
le cas si Y est compact et X topologiquement se´pare´, ou si f est propre.
3.2. — Un polyrayon est une famille finie de re´els strictement positifs. Un polyrayon
r “ pr1, . . . , rnq est dit k-libre si les ri forment une famille libre du Q-espace vectoriel
Rą0{|k
ˆ|Q.
Si r est k-libre, on notera kr la k-alge`bre constitue´e des se´ries
ř
IPZn aIT
I a` coef-
ficients dans k telles que |aI |r
I tende vers ze´ro quand |I| tend vers l’infini. La normeř
aIT
I ÞÑ max|aI |r
I fait de kr a` la fois une alge`bre de Banach k-affino¨ıde et une
extension comple`te de k. Si A (resp. X) est une alge`bre k-affino¨ıde (resp. un espace
k-analytique) on e´crira Ar (resp. Xr) au lieu de Abˆkkr (resp. Xkr ).
3.3. The´ore`me (Descente fide`lement plate des faisceaux cohe´rents)
Soit Y Ñ X un morphisme compact, plat et surjectif entre espaces k-
analytiques.
(1) Soit F un faisceau cohe´rent sur X. La suite
0 F pXq FY pY q FYˆXY pY ˆX Y q
est exacte.
(2) La cate´gorie des faisceaux cohe´rents sur X est naturellement e´quivalente a` celle
des faisceaux cohe´rents sur Y munis d’une donne´e de descente relativement a`
Y Ñ X.
3.4. Remarque. — Dans le cas strictement k-analytique, ce the´ore`me est duˆ a` Bosch
et Go¨rz ([BG98], thm. 3.1) mais nous n’utilisons pas leur re´sultat. Nous rede´montrons
donc celui-ci, par des me´thodes comple`tement diffe´rentes (les leurs font appel a` la
ge´ome´trie formelle suivant le point de vue de Raynaud).
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3.5. Remarque. — Le the´ore`me est faux sans hypothe`se de compacite´. Pour le
voir, fixons deux re´els strictement positifs r et s avec r ă s, et notons X la couronne
r ď |T | ď s. Pour tout t compris entre r et s, notons Xt la couronne |T | “ t, qui
est un domaine affino¨ıde de X ; enfin, posons Y “
š
rďtďsXt. Le morphisme naturel
Y Ñ X est alors plat et surjectif, mais ne satisfait visiblement ni (1) ni (2).
De´monstration du the´ore`me 3.3. — Il suffit de prouver (2) : en effet, (1) en est une
conse´quence formelle car on a pour tout espace analytique Z et tout faisceau cohe´rent
G sur Z un isomorphisme G pZq » HompOZ ,G q fonctoriel en Z et G .
Montrons donc (2). L’assertion est G-locale sur X , ce qui permet de le supposer
affino¨ıde ; l’espace Y est alors compact. On note A l’alge`bre des fonctions analytiques
sur X , et l’on se donne deux faisceaux cohe´rents F et G sur Y munis de donne´es de
descente relativement a` X , et une application OY -line´aire u : F Ñ G compatible aux
donne´es de descentes conside´re´es. Le but de ce qui suit est de montrer que F et G
proviennent de deux faisceaux cohe´rents F0 et G0 sur X , et que u0 provient d’une
unique application OX -line´aire de F0 dans G0.
3.5.1. — Supposons tout d’abord que Y est de la formeXr pour un certain polyrayon
k-libre r. Soit A l’alge`bre des fonctions analytiques sur X . Les faisceaux cohe´rents F
et G correspondent respectivement a` des Ar-modules de Banach finis M et N .
Notons T la famille des fonctions coordonne´es de kr, et T1 et T2 les deux familles
de fonctions coordonne´es de krbˆkkr, et posons B “ ArbˆAAr. On dispose d’identifi-
cations naturelles
Ar “ Atr
´1T, rT´1u “ Atr´1T1, rT
´1
1 u “ Atr
´1T2, rT
´1
2 u.
Lorsqu’un !objet mathe´matique" de´fini sur Ar sera vu comme de´fini sur l’anneau
Atr´1Ti, rT
´1
i u pour i “ 1 ou 2, nous l’indiquerons par un i en indice. On a
B “ Ar,1tr
´1T2, rT
´1
2 u “ Ar,2tr
´1T1, rT
´1
1 u.
Nous allons tout d’abord montrer que M provient d’un A-module de Banach fini M0
La donne´e de descente dont F est muni consiste en un isomorphisme de B-modules
ι entre M1tr
´1T2, rT
´1
2 u et M2tr
´1T1, rT
´1
1 u.
Donnons-nous un e´le´ment
ř
I,J mI,J,1T
I
2 T
J
3 de M1tr
´1T2, rT
´1
2 , r
´1T3, rT
´1
3 u.
Pour tout I, e´crivons ιp
ř
J mI,J,1T
J
2 q “
ř
J nI,J,2T
J
1 . Pour tout J , e´crivons
ιp
ř
I mI,J,1T
I
2 q “
ř
I ℓI,J,2T
I
1 ; et e´crivons enfin ιp
ř
J ℓI,J,1T
J
2 q “
ř
J λI,J,2T
J
1 pour
tout I. Lorsqu’on applique la condition de cocycle satisfaite par ι a`
ř
I,J mI,J,1T
I
2 T
J
3 ,
il vient nI,J “ λJ,I pour tout pI, Jq.
SoitM0 le sous-ensemble deM constitue´ des e´le´mentsm tels ιpm1q “ m2 ; c’est un
A-module de Banach. Soit m P M ; e´crivons ιpm1q “
ř
I µJ,2T
J
1 . Appliquons ce qui
pre´ce`de avec mI,J “ m si pI, Jq “ p0, 0q et 0 sinon. On obtient nI,J “ µJ si I “ 0, et
0 sinon ; puis ℓI,J “ µI si J “ 0 et 0 sinon. On a λI,J “ nJ,I pour tout pI, Jq, c’est-a`-
dire λI,J “ µI si J “ 0 et 0 sinon. Il vient ιpµJ,1q “ µJ,2 pour tout J ; autrement dit,
µJ appartient a` M0 pour tout I. Comme ι est un morphisme injectif de B-modules,
on a ne´cessairement m1 “
ř
µJ,1T
J
1 . Le morphisme naturel M0tr
´1T, rT´1u Ñ M1
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qui envoie
ř
αJT
J sur
ř
αJ,1T
J
1 est donc surjectif ; et en vertu de l’e´galite´
ιp
ÿ
αJ,1T
J
1 q “
ÿ
αJ,2T
J
1 PM2tr
´1T1, rT
´1
1 u,
il est injectif et admissible ; le module M s’identifie donc a` M0bˆAAr. Comme M est
un Ar-module de Banach fini, M0 est un A-module de Banach fini, d’apre`s [Ber90],
Prop. 2.1.11.
Modulo l’isomorphisme M » M0bˆAAr construit ci-dessus, l’isomorphisme ι est
simplement l’isomorphisme e´vident
M0tr
´1T1, rT
´1
1 utr
´1T2, rT
´1
2 u »M0tr
´1T2, rT
´1
2 utr
´1T1, rT
´1
1 u.
On fabrique par le meˆme proce´de´ un A-module de Banach fini N0 et un isomor-
phisme N » N0bˆAAr modulo lequel la donne´e de descente fournie avec N est l’iso-
morphisme e´vident
N0tr
´1T1, rT
´1
1 utr
´1T2, rT
´1
2 u » N0tr
´1T2, rT
´1
2 utr
´1T1, rT
´1
1 u.
Soit m P M0 ; e´crivons upmq “
ř
nIT
I . Appliquons la commutation de u aux
donne´es de descente a` l’e´le´ment m de M0 ĂM0tr
´1T1, rT
´1
1 utr
´1T2, rT
´1
2 u ; il vientř
nIT
I
1 “
ř
nIT
I
2 , ce qui entraˆıne que tous les nI sont nuls a` l’exception de n0. Ainsi
upM0q Ă N0 et u induit donc une application A-line´aire u0 de M0 dans N0 ; comme u
est borne´e, u0 est borne´e. Il est alors imme´diat que u est l’application de´duite de u0
par changement de base de A a` Ar, et que u0 est la seule application A-line´aire borne´e
de M0 dans N0 qui ait cette proprie´te´ ; ceci ache`ve la preuve du cas ou` Y “ Xr.
3.5.2. — En vertu du cas particulier traite´ en 3.5.1 ci-dessus, on peut de´montrer le
the´ore`me apre`s extension des scalaires a` kr pour n’importe quel polyrayon k-libre
r ; cela permet de supposer que la valeur absolue de k n’est pas triviale et que Y
et X sont strictement k-analytiques. On de´duit alors des the´ore`mes 8.4.6 et 9.1.3 de
[Duc18] qu’il existe :
‚ une famille finie fi : Zi Ñ X de morphismes quasi-e´tales de source affino¨ıde,
telle que X “
Ť
fipZiq ;
‚ pour tout i, un morphisme fini, plat et surjectif Z 1i Ñ Zi et un X-morphisme
Zi Ñ Y .
Posons Z “
š
Zi et Z
1 “
š
Z 1i. Puisque Y ˆX Z
1 Ñ Z 1 a par construction une
section, il suffit de de´montrer le the´ore`me lorsque Y “ Z 1 ; le morphisme Y Ñ X
se factorise alors par une fle`che finie et plate Y Ñ Z suivie d’une fle`che quasi-e´tale
Z Ñ X . Par descente finie et plate sche´matique, on peut supposer que Y “ Z ; il
reste donc a` traiter le cas ou` Y Ñ X est quasi-e´tale. En raisonnant localement sur X ,
on peut supposer qu’il existe un reveˆtement fini galoisien X 1 Ñ X tel que Y s’e´crive
comme une union finie
Ť
Yi ou` chaque Yi est un domaine affino¨ıde d’un quotient X
1
i
de X 1. En utilisant encore une fois encore la descente e´tale sche´matique, on voit qu’on
peut de´montrer le the´ore`me apre`s changement de base de X a` X 1, et l’on se rame`ne
ainsi au cas ou` Y s’e´crit
Ť
Yi ou` chaque Yi s’identifie a` un domaine affino¨ıde de X .
Puisqu’un faisceau cohe´rent est un faisceau pour la G-topologie, et puisque la
cohe´rence est une notion G-locale, les faisceaux cohe´rents satisfont la descente relati-
vement aux G-recouvrements. En appliquant ceci sur l’espace Y , on voit qu’on peut
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remplacer ce dernier par
š
Yi ; et on conclut alors par descente pour la G-topologie
sur X .
Nous nous proposons maintenant de montrer l’existence d’un !ide´al des coeffi-
cients" associe´ a` un sous-espace analytique ferme´ de la source d’un morphisme quasi-
lisse et compact a` fibres ge´ome´triquement irre´ductibles (the´ore`me 3.9). Ce re´sultat
jouera un roˆle crucial dans notre construction d’e´clatements a` effet aplatissant ; en
effet, les centres de ces e´clatements seront tous de´finis par des ide´aux de coefficients
bien choisis (selon le proce´de´ ge´ne´ral de´crit a` l’e´tape 6.8.2 de la preuve du the´ore`me
principal).
Ce the´ore`me sur l’existence d’un ide´al des coefficients est l’analogue du the´ore`me
4.1.1 de [RG71], ou plutoˆt d’un cas particulier de celui-ci (celui ou` X est lisse a`
fibres ge´ome´triquement irre´ductibles sur S et ou` M “ OX). Lorsqu’on suit la preuve
de ce the´ore`me de Raynaud et Gruson en simplifiant ce qui peut l’eˆtre dans le cas
particulier e´voque´, on voit qu’elle repose in fine sur le re´sultat suivant, aussi joli que
surprenant : si A Ñ B est un morphisme lisse entre anneaux tel que les fibres de
Spec B Ñ Spec A soient toutes ge´ome´triquement irre´ductibles de meˆme dimension n,
alors B est libre comme A-module (e´videmment de rang ℵ0 si A ‰ t0u et n ą 0). Ce
re´sultat s’obtient en combinant la prop. 3.3.1, le th. 3.3.5 et le cor. 3.3.11 de [RG71],
du moins dans le cas n ą 0 ; dans le cas n “ 0, on peut remarquer directement que
AÑ B est un isomorphisme.
Or nous ignorons totalement si une variante banachique de cet e´nonce´ vaut pour
les morphismes quasi-lisses entre alge`bres k-affino¨ıdes, et n’avons pas de piste pour
en de´montrer e´ventuellement une.
Toutefois, il y a un exemple e´vident de morphisme quasi-lisse AÑ B entre alge`bres
k-affino¨ıde tel que les fibres de M pBq Ñ M pAq soient toutes ge´ome´triquement
irre´ductibles de meˆme dimension, et tel que B soit somme directe banachique d’une
famille de´nombrables de A-modules libres de rang 1 : c’est celui ou` B “ M pAtT {ruq
pour un certain polyrayon r. Et cela nous sera suffisant pour suivre plus ou moins
la preuve par [RG71] de l’existence d’un ide´al de coefficients, graˆce au lemme 3.7
ci-dessous.
3.6. Notation. — Pour tout espace k-analytique X et tout polyrayon r on notera
DXprq le polydisque relatif ferme´ de rayon r sur X , c’est-a`-dire l’espace k-analytique
X ˆk M pktT {ruq.
3.7. Lemme. — Soit Y Ñ X un morphisme quasi-lisse et se´pare´ entre espaces k-
analytiques, et soit σ une section de Y Ñ X. Il existe un G-recouvrement affino¨ıde
pXiq de X, et pour tout i un voisinage affino¨ıde Vi de σpXiq dans Y ˆX Xi, un
polyrayon ri et un Xi-isomorphisme Vi » DXipriq modulo lequel σ est la section
nulle.
De´monstration. — On peut raisonner G-localement sur X , ce qui autorise a` le sup-
poser affino¨ıde. Soit x un point de X et soit n la dimension de Y Ñ X en σpxq. Le
point σpxq appartient a` l’inte´rieur relatif de Y sur X ([Ber94], de´f. 1.5.4 et prop.
1.5.5 (i)), ce qui entraˆıne que le germe pY, σpxqq est bon. Il existe donc un voisinage
affino¨ıde U de σpxq dans Y tel que U Ñ X soit purement de dimension n et tel que
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ΩU{X soit libre de rang n, avec une base de la forme pdf1, . . . ,dfnq ou` les fi sont
des fonctions analytiques sur U . Posons X 1 “ σ´1pUq. Quitte a` remplacer X par X 1
(ce qui est licite puisqu’on peut raisonner localement sur X) et U par U ˆX X
1, on
peut supposer que σpXq est contenu dans U . Comme σpXq est par ailleurs contenu
dans l’inte´rieur relatif de Y sur X , il est contenu dans l’inte´rieur relatif de U dans Y ,
c’est-a`-dire dans l’inte´rieur topologique de U dans Y ([Ber94], prop. 1.5.5 (ii)).
On peut de`s lors remplacer Y par U , c’est-a`-dire se ramener au cas ou` Y est
affino¨ıde, ou` Y Ñ X est purement de dimension n, et ou` ΩY {X est libre de rang n,
avec une base de la forme pdf1, . . . ,dfnq ou` les fi sont des fonctions analytiques sur
Y . Pour tout i, posons gi “ σ
˚fi. C’est une fonction sur X , et l’on note encore gi
son image dans OY pY q. Quitte a` remplacer chacune des fi par fi ´ gi, on peut alors
supposer que fi|σpXq “ 0 pour tout i. Soit f : Y Ñ A
n
X le morphisme induit par les
fi. Il est quasi-e´tale ([Duc18], Lemma 5.4.5), et la compose´e τ :“ f ˝ σ est la section
nulle de AnX Ñ X . Comme σpXq est contenu dans l’inte´rieur relatif de Y sur X , il
est contenu dans l’inte´rieur du morphisme f , qui est donc e´tale au voisinage de σpXq.
Puisque f induit un isomorphisme de σpXq sur τpXq, il re´sulte de la proposition 4.3.4
de [Ber93] que f induit un isomorphisme d’un voisinage ouvert W de σpXq dans Y
sur un voisinage ouvert Ω de τpXq dansAnX . Puisque τ est la section nulle, il existe un
polyrayon r de longueur n tel que DXprq Ă Ω. Soit V l’image re´ciproque de DXprq
par l’isomorphisme W » Ω. C’est par construction un voisinage affino¨ıde de σpXq
muni d’un X-isomorphisme V » DXprq qui identifie σ a` la section nulle.
E´nonc¸ons de`s maintenant un corollaire technique du lemme pre´ce´dent, dont nous
aurons besoin plus tard.
3.8. Corollaire. — Soit Y Ñ X un morphisme quasi-lisse entre espaces k-
analytiques compacts et soit Z un ferme´ de Zariski de Y tel que Zx soit d’inte´rieur
vide dans Yx pour tout x. Il existe alors un domaine analytique compact V de Y
rencontrant toutes les fibres de Y Ñ X et disjoint de Z.
De´monstration. — Comme une union finie de domaines analytiques compacts est
un domaine analytique compact et comme le fait d’eˆtre d’inte´rieur vide est, pour
un ferme´ de Zariski, pre´serve´ par la restriction a` un domaine analytique, on peut
raisonner G-localement sur Y , et partant le supposer affino¨ıde. Comme Y Ñ X est
quasi-lisse il est plat, et l’image du morphisme Y Ñ X est par conse´quent un domaine
analytique compact de X ; quitte a` remplacer X par ce dernier, on peut supposer que
Y Ñ X est surjective. Soit pf1, . . . , fmq une famille de fonctions analytiques sur Y
engendrant l’ide´al qui de´crit le ferme´ Z ; posons Φ “ maxp|f1|, . . . , |fm|q. C’est une
fonction continue de Y dans Rě0 dont le lieu d’annulation est Z. Pour tout x P X ,
notons Ψpxq le maximum de Φ sur la fibre Yx. Le but de ce qui suit est de montrer que
Ψ est minore´e sur X par un re´el ε ą 0 ; on pourra alors prendre pour V le domaine
de´fini par l’ine´galite´ Φ ě ε{2.
La minoration qu’on cherche a` e´tablir sur Ψ peut se montrer apre`s n’importe quel
changement de base surjectif X 1 Ñ X , ce qui autorise a` supposer tout d’abord que le
corps de de´finition de X n’est pas trivialement value´ et que Y et X sont stricts, puis,
en vertu du lemme pre´ce´dent, que X est affino¨ıde et que Y Ñ X posse`de une section
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σ telle qu’il existe un voisinage analytique W de σpXq dans Y et un X-isomorphisme
W » DXprq pour un certain polyrayon r “ pr1, . . . , rnq (isomorphisme qui identifie σ
a` la section nulle).
Pour tout x, notons spxq le point de Shilov deWx » DH pxqprq (c’est l’unique point
en lequel toute fonction analytique sur DH pxqprq atteint son maximum en norme ; il
correspond a` la norme de l’alge`breH pxqtT {ru, qui est multiplicative). Le ferme´ Zx est
d’inte´rieur vide dans Yx, et Z XWx est donc un ferme´ de Zariski strict de DH pxqprq ;
en particulier, il ne contient pas spxq. L’application s est continue ([Ber90], lemme
3.3.2 (i)). La compose´e Φ ˝ s est encore continue, et partout strictement positive par
ce qui pre´ce`de. Cette fonction est donc minore´e sur X par un re´el ε ą 0 ; il en va a
fortiori de meˆme pour Ψ.
3.9. The´ore`me (Ide´al des coefficients). — Soit Y Ñ X un morphisme quasi-
lisse et compact entre espaces k-analytiques, a` fibres ge´ome´triquement irre´ductibles.
Soit Z un sous-espace analytique ferme´ de Y . La cate´gorie des espaces analytiques T
de´finis sur une extension comple`te de k et munis d’un k-morphisme T Ñ X tel que
l’immersion ferme´e Z ˆX T ãÑ Y ˆX T soit un isomorphisme admet un objet final
S. L’espace S est k-analytique et S Ñ X est une immersion ferme´e. La formation de
S commute aux changements de base.
Si I de´signe le faisceau d’ide´aux de´finissant Z, le faisceau d’ide´aux J qui de´finit
S est appele´ l’ide´al des coefficients de I ; si J est inversible alors le sous-faisceau
cohe´rent pJ OY q
´1I de KY est contenu dans OY , et son ide´al des coefficients est
OX .
De´monstration. — Commenc¸ons par une remarque. Soit S ãÑ X une immersion
ferme´e, donne´e par un faisceau cohe´rent d’ide´aux I sur X . Soient T un espace ana-
lytique de´fini sur une extension comple`te de k, et soit X 1 un espace k-analytique. Soit
T Ñ X un k-morphisme et soit X 1 Ñ X une surjection plate et compacte. Le mor-
phisme T Ñ X se factorise alors par S si et seulement si T 1 Ñ X 1 se factorise par S1,
en notant T 1 et S1 les espaces de´duits de T et S par le changement de base X 1 Ñ X .
En effet, T Ñ X se factorise par S si et seulement si l’image re´ciproque de I dans
OT est nulle, et T 1 Ñ X 1 se factorise par S1 si et seulement si l’image re´ciproque de
I dans OT 1 est nulle, et on conclut en remarquant que par descente fide`lement plate
pour les sections globales des faisceaux cohe´rents (3.3 (1)) OT Ñ p˚OT 1 est injective,
ou` p de´signe le morphisme plat, compact et surjectif T 1 Ñ T .
Combine´ a` la descente fide`lement plate pour les faisceaux cohe´rents eux-meˆmes
(th. 3.3 (2)), cette remarque nous montre qu’il suffit d’e´tablir le the´ore`me apre`s un
changement de base compact, plat et surjectif. Comme il est par ailleurs de nature
G-locale, on peut proce´der aux re´ductions successives suivantes.
‚ On peut supposer que X est compact ; l’espace Y est alors compact.
‚ Quitte a` remplacerX par Xr pour un polyrayon r convenable, on peut supposer
que k n’est pas trivialement value´ et que X et Y sont stricts.
‚ Comme Y Ñ X est surjectif (ses fibres sont inte`gres et en particulier non vides),
on de´duit du th. 9.1.3 de [Duc18] qu’il existe un espace k-analytique compact
X 1 et un morphisme quasi-e´tale X 1 Ñ X tel que Y ˆX X
1 Ñ X 1 admette une
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section. Quitte a` remplacer X par X 1, on peut supposer que Y Ñ X admet une
section σ.
‚ Enfin en utilisant le lemme 3.7, on se rame`ne au cas ou` X est affino¨ıde et ou`
σpXq posse`de un voisinage affino¨ıde V dans Y tel qu’il existe unX-isomorphisme
entre V et un polydisque relatif sur X identifiant σpXq a` la section nulle. Notons
n la dimension relative de ce polydisque. Comme les fibres de Y Ñ X sont
ge´ome´triquement inte`gres, elles sont purement de dimension n.
Soit A l’alge`bre des fonctions analytiques sur X ; l’alge`bre des fonctions analytiques
sur V est isomorphe a` Atr´1τu pour un certain polyrayon r. Le sous-espace analytique
ferme´ ZXV de V est alors de´fini par une famille finie p
ř
I aI,jτ
Iqj de fonctions. Notons
S le sous-espace analytique ferme´ de X de´fini par l’ide´al paI,jqI,j ; nous allons montrer
qu’il re´pond a` la question.
Soit T Ñ X un k-morphisme d’espaces analytiques, ou` T est de´fini sur une ex-
tension comple`te de k ; nous de´signons de´sormais par aI,j l’image re´ciproque de aI,j
sur T . Il s’agit de de´montrer que Z ˆX T » Y ˆX T si et seulement si tous les aI,j
sont nuls. L’assertion e´tant G-locale sur T , on peut le supposer affino¨ıde ; quitte a`
remplacer X par T , on peut alors supposer que T “ X .
Supposons que Z “ Y . Dans ce cas ZXV “ V , et l’ide´al engendre´ par les
ř
I aI,jτ
I
pour j variable est alors nul. Cela signifie que
ř
I aI,jτ
I “ 0 quel que soit j, c’est-a`-dire
encore que aI,j “ 0 quel que soit pI, jq.
Re´ciproquement, supposons que tous les coefficients aI,j soient nuls. On a alors
Z XV “ V . Pour montrer que Z “ Y , il suffit en vertu du lemme 2.13 de ve´rifier que
V rencontre toutes les composantes assassines de Y . Soit Y 1 une telle composante.
D’apre`s la proposition 2.20 et la remarque 2.21 (2), il existe une composante assassine
X 1 de X telle que Y 1 soit une composante irre´ductible de Y ˆX X
1. Soit Y 2 l’ouvert
de Y ˆX X
1 forme´ des points de Y 1 qui ne sont situe´s sur aucune autre composante
de Y ˆX X
1. Soit y P Y 2 et soit x son image sur X 1. La fibre Y 2x est un ouvert non
vide de l’espace irre´ductible Yx, et Y
2
x Ă Y
1
x ; par conse´quent Y
1
x “ Yx. En particulier,
Y 1 rencontre σpxq P V .
Montrons maintenant la dernie`re assertion. On suppose donc que J est inversible.
En raisonnant G-localement, on peut se ramener au cas ou` il existe un e´le´ment re´gulier
f de A tel que paI,jqI,j “ pfq. Pour tout pI, jq, notons bI,j l’unique e´le´ment de A tel
que aI,j “ fbI,j. Le sous-OY -module pJ OY q´1I de KY est alors engendre´ par
p
ř
I bI,jτ
Iqj et est en particulier contenu dans OY . Et son ide´al des coefficients est
engendre´ par les bI,j, et est donc e´gal a` OX puisque pbI,jqI,j “ A par construction.
Ce the´ore`me sur l’existence d’un ide´al de coefficients s’applique a` un morphisme
quasi-lisse a` condition que ses fibres soient ge´ome´triquement irre´ductibles, c’est-a`-
dire encore non vides et ge´ome´triquement connexes (puisqu’un espace quasi-lisse est
normal). Nous allons maintenant de´crire un proce´de´ permettant de se ramener a` cette
situation.
3.10. De´finition. — Soit Y Ñ X un morphisme d’espaces k-analytiques. Un
de´coupage de Y relativement a` X , ou encore un X-de´coupage de Y , est un G-
recouvrement de Y par des domaines analytiques compacts dont les fibres au-dessus
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de X sont ge´ome´triquement connexes. Si Y et X sont Γ-stricts, nous dirons qu’un
de´coupage est Γ-strict s’il est constitue´ de domaines analytiques Γ-stricts.
3.11. The´ore`me. — Soit Y Ñ X un morphisme d’espaces k-analytiques Γ-stricts.
On suppose que les deux assertions suivantes sont satisfaites :
(1) Y Ñ X est plat a` fibres ge´ome´triquement re´duites ;
(2) Y Ñ X est topologiquement propre.
ll existe alors un recouvrement pZi Ñ Xq de X pour la topologie quasi-e´tale tel que
pour tout indice i, les deux proprie´te´s suivantes soient satisfaites :
˛ l’espace Zi est affino¨ıde et Γ-strict ;
˛ l’espace Y ˆX Zi posse`de un Zi-de´coupage Γ-strict.
De´monstration. — Nous allons proce´der en plusieurs e´tapes.
3.11.1. Re´duction au cas affino¨ıde. — L’e´nonce´ a` prouver est G-local sur X , ce qui
permet de supposer que X est affino¨ıde. Dans ce cas Y est quasi-compact par proprete´
topologique, et il admet donc un G-recouvrement fini par des domaines affino¨ıdes Γ-
stricts. Il suffit de de´montrer le the´ore`me pour chacun de ces domaines ; on suppose
donc de´sormais que Y et X sont affino¨ıdes.
3.11.2. Insensibilite´ aux reveˆtements radiciels. — Si X 1 Ñ X est un morphisme
fini et radiciel, et si le the´ore`me vaut au-dessus de X 1, il vaut sur X . Supposons en
effet qu’il existe une famille finie pZi Ñ X
1q de morphismes quasi-e´tales de sources
affino¨ıdes, recouvrant X 1, et tels que Y ˆX Zi admette un Zi-de´coupage Γ-strict pour
tout i. Quitte a` raffiner le recouvrement pZiq, on peut supposer qu’il existe pour tout
i un domaine Γ-rationnel Vi de X
1 (1.18) et un reveˆtement fini e´tale Wi de Vi dont
Zi est un domaine Γ-rationnel.
L’image de Vi sur X est un domaine Γ-rationnel Ui de X (qui se de´crit en e´levant
les ine´quations de´crivant Vi a` une puissance convenable de l’exposant caracte´ristique).
L’invariance topologique du site e´tale ([Ber93], th. 4.3.4) assure l’existence d’un
reveˆtement fini e´tale Ti Ñ Ui tel que Wi “ Vi ˆUi Ti. L’image de Zi sur Ti par le
morphisme radicielWi Ñ Ti est un domaine Γ-rationnel Si de Ti ; la famille pSi Ñ Xq
est un recouvrement quasi-e´tale de X .
Fixons i. L’espace affino¨ıde Y ˆX Zi admet un recouvrement fini pYijq par des do-
maines analytiques Γ-stricts compacts, tels que Yij Ñ Zi soit a` fibres ge´ome´triquement
connexes pour tout j. Pour tout j, l’image Ωij de Yij sur Y ˆXSij est un domaine ana-
lytique compact et Γ-strict de Y ˆXSi, et les fibres de Ωij Ñ Si sont ge´ome´triquement
connexes, d’ou` l’assertion.
3.11.3. — Nous allons utiliser librement le langage de l’alge`bre gradue´e a` la Tem-
kin, dans sa variante introduite a` la section 1 de [Duc19], ainsi que la notion de
pre´sentation Γ-sympathique d’un morphisme entre alge`bres affino¨ıdes, cf. op. cit.,
de´finition 3.2.
Le the´ore`me 3.5 de op. cit. assure qu’il existe une famille finie de morphismes
Xi Ñ X , dont les images recouvrent X , telles que les proprie´te´s suivantes soient
satisfaites pour tout i :
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˛ l’espace Xi est affino¨ıde et Γ-strict ;
˛ si |kˆ| ‰ t1u alors Xi Ñ X est quasi-e´tale ; en ge´ne´ral, il admet une
de´composition Xi Ñ X
1
i Ñ X avec Xi Ñ X
1
i fini, radiciel et plat, et X
1
i Ñ X
quasi-e´tale ;
˛ Y ˆX Xi Ñ Xi admet une pre´sentation Γ
Q-sympathique.
Il de´coule alors de 3.11.2, et du fait que le the´ore`me a` montrer est, par son e´nonce´
meˆme, local pour la topologie quasi-e´tale sur X , qu’il suffit de traiter le cas ou` Y Ñ X
admet une pre´sentation ΓQ-sympathique.
3.11.4. — Nous utilisons dans ce qui suit les re´ductions ΓQ-gradue´es a` la Temkin,
cf. [Duc19], 2.1.3.
L’existence d’une pre´sentation ΓQ-sympathique de Y Ñ X implique par de´finition
que le morphisme naturel rY Ñ rX induit par la fle`che Y Ñ X admet une factorisationrY Ñ Y Ñ rX telles que les proprie´te´s suivantes (entre autres) soient satisfaites :
(1) rY est finie sur Y ;
(2) il existe un recouvrement ouvert fini pUiq de Y tel que pour tout ξ P rX et tout
i, la fibre Ui,ξ soit ge´ome´triquement connexe et soit ou bien vide, ou bien une
composante connexe de Yξ ;
(3) pour tout point x P X dont on note rx l’image sur rX et toute extension comple`te
L de H pxq, le morphisme naturel ĄYx,L Ñ Yrx,rL est un isomorphisme.
Pour tout i, de´signons par Ui l’image re´ciproque de Ui sur Y par la fle`che compose´e
Y Ñ rY Ñ Y. Chacun des Ui est un domaine analytique compact et Γ-strict de Y , et
les Ui recouvrent Y . Il suffit de montrer que pour tout i, les fibres de Ui Ñ X sont
ge´ome´triquement connexes.
Fixons i, et donnons-nous un point x P X . Pour toute extension comple`te L de
H pxq, l’espace Ui,x,L s’identifie a` l’image re´ciproque de l’ouvert Ui,rx,rL de ĄYx,L “ Yrx,rL,
et U
i,rx,rL est connexe car Ui,rx est ge´ome´triquement connexe par hypothe`se.
Il n’y a plus pour conclure qu’a` expliquer pourquoi la connexite´ de U
i,rx,rL entraˆıne
celle de Ui,x,L. Or d’une manie`re ge´ne´rale, si Z “ M pCq est un espace affino¨ıde Γ-
strict et si ρ de´signe l’application de re´duction Z Ñ rZ alors ρ induit pour tout ouvert
U de rZ une bijection π0pρ´1pUqq » π0pUq. En effet il suffit en vertu de la surjectivite´
et de l’anti-continuite´ de ρ de le ve´rifier pour U parcourant une une base d’ouverts,
et donc par exemple pour U principal, auquel cas ρ´1pUq est un domaine affino¨ıde
de re´duction U ; on s’est donc ramene´ au cas U “ rZ. La connexite´ de Z entraˆıne
celle de rZ parce que ρ est anti-continue et surjective. Et comme tout isomorphisme
C » C1 ˆ C2 induit un isomorphisme rC » ĂC1 ˆ ĂC2, la connexite´ de rZ entraˆıne celle
de Z.
3.12. Remarque. — Soit Y Ñ X un morphisme plat, topologiquement propre
et topologiquement se´pare´ entre espaces k-analytiques Γ-stricts. Supposons que Y
admette un de´coupage Γ-strict pYiq sur X . Il posse`de alors un de´coupage Γ-strict
pZjq sur X que pour tout j, chaque fibre non vide de Zj Ñ X soit une composante
connexe de la fibre de Y Ñ X qui la contient.
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Pour le voir, on peut raisonner G-localement sur X , et partant supposer Y et
X compacts ; on peut alors e´galement supposer que le de´coupage pYiq est fini, et
indexe´ par t1, . . . ru pour un certain r. On construit re´cursivement pour tout i une
suite pZijq1ďjďr de domaines analytiques compacts et Γ-stricts de Y par le proce´de´
suivant :
˛ Zi1 “ Yi ;
˛ Zij “ Zi,j´1 Y
Ť
1ďℓďr Yℓ X f
´1pfpYℓ X Zi,j´1qq
Pour tout i, on pose Zi “ Zi,r.
Soit x un point de X et soit y P Yx. Soit i un entier compris entre 1 et r. Notons Si
l’ensemble des entiers s compris entre 1 et r tels qu’il existe une suite i “ a1, a2, . . . , as
d’entiers deux a` deux distincts compris entre 1 et r sujette aux conditions suivante :
pYaℓ X Yaℓ`1qx est non vide pour tout ℓ compris entre 1 et s´ 1, et y P Yas . Si Si est
non vide on note δpy, iq son plus petit e´le´ment ; si Si est vide on pose δpy, iq “ `8.
Par construction, δpy, iq “ 1 si et seulement si y P Yi ; et comme les Yi,x sont des
parties compactes et connexes de la fibre Yx qui recouvrent cette dernie`re, on voit que
δpy, iq ă `8 si et seulement si Yi,x ‰ H et y appartient a` la composante connexe de
Yx contenant Yi,x.
Par ailleurs il re´sulte de la de´finition que y appartient au domaine analytique Zij
si et seulement δpy, iq ď j. Il s’ensuit que pour tout i, la fibre Zi,x est vide si Yi,x “ ∅,
et e´gale a` la composante connexe de Yx contenant Yi,x sinon.
Ainsi, pZiq1ďiďr constitue un recouvrement de Y par des domaines analytiques
compacts et Γ-stricts telles que pour tout i, toute fibre non vide de Zi Ñ X soit une
composante connexe de la fibre de Y Ñ X qui la contient. Et si x est un point de X tel
que Zi,x soit non vide alors Yi,x est non vide, contenu dans Zi,x, et ge´ome´triquement
connexe ; par conse´quent Zi,x est ge´ome´triquement connexe.
4. Rappels et comple´ments sur les de´vissages
4.1. Notation. — Pour tout morphisme u : F Ñ G entre faisceaux cohe´rents sur
un espace k-analytique X , on notera Bijpuq l’ensemble des points de x en lesquels u
est bijectif ; c’est un ouvert de Zariski de X .
Nous allons maintenant donner la de´finition de de´vissage en un point. Elle est
inspire´e de la notion analogue dans le contexte sche´matique, introduite par Raynaud
et Gruson dans [RG71].
4.2. De´finition. — Soit Y Ñ X un morphisme d’espaces k-analytiques, soit y un
point de Y et soit x son image sur X . Soit F un faisceau cohe´rent sur Y dont le
support contient y. Soit r un entier strictement positif et soit n1 ą n2 ą . . . ą nr une
suite strictement de´croissante d’entiers. Un X-de´vissage de F en y en dimensions
n1 ą n2 ą . . . nr est une liste de donne´es pV, tTi, πi, ui, ti,Li,PiuiPt1,...,ruq ou` :
‚ V est un voisinage affino¨ıde de y dans Y ;
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‚ Ti est pour tout i un domaine affino¨ıde d’un espace k-analytique T
:
i muni d’un
morphisme T :i Ñ X lisse et purement de dimension relative ni, et ti est un point
de Ti situe´ au-dessus de x ;
‚ pour tout i, Li et Pi sont des OTi -modules cohe´rents, Li est libre, et Pi est
non nul de`s que i ď r ´ 1 ;
‚ ti P SupppPiq pour tout i ă r, et tr P SupppPrq si Pr ‰ 0 ;
‚ π1 est un X-morphisme fini de SupppFV q vers T1 tel que π
´1
1 pt1q “ tyu ensem-
blistement ;
‚ πi est pour tout i compris entre 2 et r un morphisme fini de SupppPi´1q vers
Ti tel que π
´1
i ptiq “ tti´1u ensemblistement ;
‚ u1 est un morphisme de L1 vers π1˚FV de conoyau P1 et tel que t1 appartienne
a` Bijpu1|T1,xq
T1,x
;
‚ pour tout i compris entre 2 et r, ui est un morphisme de Li vers π1˚Pi´1 de
conoyau Pi et tel que ti appartienne a` Bijpui|Ti,xq
Ti,x
.
On dit que ce de´vissage est Γ-strict si V et tous les Ti sont Γ-stricts, et qu’il est
total si Pr “ 0.
4.3. Remarque. — Notre de´finition diffe`re le´ge`rement de celle de [Duc18], de´f.
8.2.4 : ce que l’on appelait simplement de´vissage dans loc. cit. est ce que nous appelons
ici de´vissage total.
4.4. Existence de de´vissages. — Si Y et X sont bons et si Y est Γ-strict, le
the´ore`me 8.2.5 de [Duc18] assure l’existence d’un X-de´vissage Γ-strict total de F en
y en dimensions comprises entre dimypSupppF qqx et coprofyFYx .
4.5. Un crite`re de platitude. — L’inte´reˆt des de´vissages est de fournir un
crite`re de platitude qui dans certaines circonstances se re´ve`le plus applicable que
la de´finition directe. Ainsi, soient X,Y , x, y et F comme dans la de´finition 4.2,
et soit pV, tTi, πi, ui, ti,Li,PiuiPt1,...,ruq un X-de´vissage de F en y. Les assertions
suivantes sont e´quivalentes par une application re´pe´te´e de la proposition 8.1.11 (1)
de [Duc18] :
(i) F est X-plat en y ;
(ii) le faisceau cohe´rent Pr est X-plat en tr et ui est injectif en ti pour tout i.
4.6. Remarque. — Notons que si le de´vissage est total, Pr est nul et en particulier
automatiquement X-plat en tr : dans ce cas F est donc X-plat en x si et seulement
si ui est injectif en ti pour tout i, e´nonce´ qui constitue le th. 8.4.3 (2) de [Duc18].
Nous allons avoir besoin d’une variante le´ge`rement plus globale de la notion de
de´vissage.
4.7. De´finition. — Soit Y Ñ X un morphisme d’espaces k-analytiques et soit E un
sous-ensemble de X . Soit F un faisceau cohe´rent sur Y . Soit r un entier strictement
positif et soit n1 ą n2 ą . . . ą nr une suite strictement de´croissante d’entiers ě 0. Un
DE´VISSER, DE´COUPER, E´CLATER ET APLATIR LES ESPACES DE BERKOVICH 43
X-de´vissage de F au-dessus de E en dimensions n1 ą n2 ą . . . ą nr est une liste de
donne´es tTi, πi, ui,Li,PiuiPt1,...,ru ou` :
‚ Ti est pour tout i un espace k-analytique muni d’un morphisme Ti Ñ X quasi-
lisse et purement de dimension relative ni ;
‚ pour tout i, Li et Pi sont des OTi -modules cohe´rents, et Li est libre ;
‚ π1 est un X-morphisme fini de SupppF q vers T1 ;
‚ πi est pour tout i compris entre 2 et r un morphisme fini de SupppPi´1q vers
Ti ;
‚ u1 est un morphisme de L1 vers π1˚F de conoyau P1 tel que Bijpu1|T1,xq soit
dense dans T1,x pour tout x P E ;
‚ pour tout i compris entre 2 et r, ui est un morphisme de Li vers π1˚Pi´1 de
conoyau Pi tel que Bijpui|Ti,xq soit dense dans Ti,x pour tout x P E ;
Ce de´vissage est dit Γ-strict si V et tous les Ti sont Γ-stricts ; il est dit total s’il
existe i tel que Pi “ 0 (auquel cas Pj “ 0 pour tout j ą i).
4.8. Remarque. — Conservons les notations de la de´finition ci-dessus. Si
tTi, πi, ui,Li,PiuiPt1,...,ru est un de´vissage de F au-dessus de E alors pour tout
x P E et tout indice i, la fibre Ti,x est purement de dimension ni, et le lieu de
bijectivite´ de ui|Ti,x est dense dans Ti,x ; le conoyau de ui|Ti,x e´tant e´gal a` Pi,Ti,x , ce
dernier a un support d’inte´rieur vide dans Ti,x, et en particulier de dimension ă ni.
4.9. Lemme. — Soit Y Ñ X un morphisme entre bons espaces k-analytiques ; on
suppose de plus que Y est Γ-strict. Soit y un point de Y et soit x son image sur X. Soit
F un faisceau cohe´rent sur Y dont le support contient y. Il existe alors un voisinage
affino¨ıde Γ-strict de y dans Y en restriction auquel F admet un X-de´vissage Γ-strict
total au-dessus de x en dimensions comprises entre dimypSupppF qqx et coprofyFYx ,
qui ne fait intervenir que des espaces affino¨ıdes.
De´monstration. — On commence par choisir un X-de´vissage Γ-strict et total
pV, tTi, πi, ui, ti,Li,PiuiPt1,...,ruq de F en y en dimensions appartenant a` la plage
requise (4.4). Nous allons montrer par re´currence sur r qu’il existe un voisinage
Γ-rationnel (1.18) V 1 de y dans V qu’on peut choisir arbitrairement petit, et un
X-de´vissage Γ-strict total pV 1, tT 1i , π
1
i, u
1
i,L
1
i ,P
1
iuiPt1,...,ruq de FV 1 en y ou` chacun
des T 1i est un voisinage rationnel Γ-strict de ti dans Ti et ou` les autres donne´es sont
induites par celles du de´vissage initial.
On suppose donc l’assertion vraie en rang ă r (condition qui est vide si r “ 1
puisqu’il n’y a pas de de´vissage de longueur nulle). Fixons un voisinage Γ-rationnel
arbitraire arbitraire Ω de y dans V . Par proprete´ topologique des morphismes finis,
il existe un voisinage Γ-rationnel T 11 de t1 dans T1 qui posse`de les trois proprie´te´s
suivantes :
(1) T 11,x est contenue dans la composante connexe de t1 dans T1,x ;
(2) π´11 pT
1
1q est contenu dans Ω ;
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(3) Si r ě 2, la restriction de F a` T 11 posse`de un X-de´vissage total au-dessus de x
du type fourni par l’hypothe`se de re´currence.
Par construction, π´11 pT
1
1q est un domaine Γ-rationnel de SupppFV q contenu dans Ω.
En relevant un syste`me d’ine´galite´s convenables de´finissant π´11 pT
1
1q (comme dans la
preuve du lemme 1.19) on obtient un voisinage Γ-rationnel W de y dans V tel que
W X SupppFV q “ π
´1
1 pT
1
1q. Soit V
1 l’intersection W X Ω ; c’est encore un voisinage
Γ-rationnel de y dans V , et l’on a V 1 X SupppFV q “ π
´1
1 pT
1
1q. On obtient alors un
de´vissage satisfaisant les conditions requises en prenant la famille pV 1, T 11q (et les objets
induits par π1, u1, L1 et P1...), et en la concate´nant avec le de´vissage e´voque´ en (3)
si r ą 1.
4.10. Notation. — Soit Y Ñ X un morphisme entre espaces k-analytiques et soit
F un faisceau cohe´rent sur Y . Nous noterons PpF {Xq l’ensemble des points de Y en
lesquels F est X-plat. C’est un ouvert de Zariski de Y dont le ferme´ comple´mentaire
sera note´ QpF {Xq.
4.11. De´finition. — Soit Y Ñ X un morphisme entre espaces k-analytiques et soit
u : F Ñ G un morphisme entre faisceaux cohe´rents sur Y . Soit y un point de Y . On
dit que u est universellement X-injectif en y si pour tout espace analytique X 1 de´fini
sur une extension comple`te de k, tout k-morphisme X 1 Ñ X et tout ante´ce´dent y1 de
Y sur Y 1 :“ Y ˆXX
1, le morphisme FY 1 Ñ GY 1 induit par u est injectif en y1. On dit
que u est X-universellement injectif s’il est X-universellement injectif en tout point
de Y .
4.12. Proposition. — Soit Y Ñ X un morphisme entre espaces k-analytiques et
soit x un point de X. Soit F un faisceau cohe´rent sur Y . Soit r un entier strictement
positif et soit D “ tTi, πi, ui,Li,PiuiPt1,...,ru un X-de´vissage de F au-dessus de x, en
dimensions n1 ą . . . ą nr. On suppose que X, Y et les espaces Ti sont tous compacts.
(1) Il existe un voisinage analytique compact X 1 de x dans X tel que pour tout i et
tout ξ P X 1, l’intersection du lieu de surjectivite´ de ui avec Ti,ξ soit dense dans
Ti,ξ.
(2) Soit m un entier tel que dimQpPr{Xqx ă m (c’est par exemple le cas si nr ď m
ou si Pr “ 0). Les assertions suivantes sont e´quivalentes :
(i) la dimension de QpF {Xqx est ă m ;
(ii) il existe un voisinage analytique compact X 1 de x dans X tel que pour
tout i ve´rifiant l’ine´galite´ ni ě m, le morphisme ui|TiˆXX1 soit X
1-
universellement injectif ;
(iii) pour tout i ve´rifiant l’ine´galite´ ni ě m, le morphisme ui est injectif en
tout point de Ti,x.
De´monstration. — Prouvons tout d’abord (1). Fixons i et appelons Z le lieu des
points de Ti en lesquels ui n’est pas surjectif ; c’est un ferme´ de Zariski de Ti. Par
hypothe`se, le lieu de bijectivite´ de ui|Ti,x est dense dans Ti,x ; il en va a fortiori de
meˆme de son lieu de surjectivite´, qui en vertu de [Duc18], 2.5.4 (lequel repose in
fine sur le lemme de Nakayama) est e´gal a` la fibre en x du lieu de surjectivite´ de ui.
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Par conse´quent, Zx est d’inte´rieur vide dans Ti,x ; comme ce dernier est purement de
dimension ni, cela signifie que la dimension de Zx est ă ni. Soit Z
1 le sous-ensemble
de Z constitue´ des points en lesquels la dimension relative de Z sur X est ě ni. C’est
un ferme´ de Zariski de Z dont l’image Z 1 sur X est par ce qui pre´ce`de un compact
ne contenant pas x ; choisissons un voisinage analytique compact Xi de x dans X qui
ne rencontre pas cette image. Par construction, Z ˆX Xi est de dimension relative
partout ă ni sur Xi, ce qui veut dire que l’intersection du lieu de surjectivite´ de ui
avec Ti,ξ est dense dans Ti,ξ pour tout ξ P Xi. Il suffit alors de poser X
1 “
Ş
iXi.
Montrons maintenant (2). Le ferme´ de Zariski Qpπ1˚F {Xq de T1 est e´gal a`
l’image de QpF {Xq par le morphisme fini π1 ([Duc18], Lemma 4.1.15 (3) ; notons
que notre phrase a un sens car QpF {Xq est contenu dans SupppF q). On a donc
dimQpπ1,˚F {Xqx “ dimQpF {Xqx. Pour prouver (2), on raisonne par re´currence
sur r, et l’on fait donc l’hypothe`se que (2) est vraie lorsque le de´vissage en jeu est de
longueur ă r. Supposons que (i) soit vraie et montrons (ii) ; si n1 ă m il n’y a rien a`
de´montrer, et l’on suppose donc a` partir de maintenant que n1 ě m. La proposition
8.1.10 de [Duc18] assure qu’en tout point de Ppπ1˚F {Xq, le faisceau cohe´rent P1
est X-plat et le morphisme u1 est injectif ; il vient QpP1{Xqx Ă Qpπ1,˚F {Xqx puis
dimQpP1{Xqx ď dimQpπ1,˚F {Xqx ă m,
la seconde ine´galite´ provenant de l’hypothe`se (i). L’hypothe`se de re´currence assure
donc qu’il existe un voisinage analytique compact X 1 de x dans X tel que pour tout i
ve´rifiant les ine´galite´s i ě 2 et ri ě m, le morphisme ui|TiˆXX1 soitX
1-universellement
injectif. Comme n1 ě m et comme Qpπ1,˚F {Xqx est de dimension ă m, l’ouvert
Ppπ1˚F {Xqx de T1,x, qui est contenu dans le lieu d’injectivite´ de u1, est dense dans
T1,x ; et comme par ailleurs le lieu de bijectivite´ de u1|T1,x est dense par de´finition
d’un de´vissage, il en va a fortiori de meˆme de son lieu de surjectivite´ ; par [Duc18],
2.5.4, ceci entraˆıne que le lieu de surjectivite´ de u1 contient un ouvert dense de T1,x.
Par conse´quent, pBijpu1qqx est dense dans T1,x . Soit Σ le comple´mentaire de Bijpu1q
dans T1. C’est un ferme´ de Zariski de T1 ; soit Σ
1 le lieu des points de Σ en lequel ce
dernier est de dimension relative n1 sur X . C’est un ferme´ de Zariski de Σ ([Duc07],
Th. 4.9) qui ne rencontre pas T1,x puisque Σx est d’inte´rieur vide dans T1,x, qui est
purement de dimension n1 ; il existe donc un voisinage analytique compact X
2 de x
dans X ne rencontrant pas l’image de Σ1. Par construction, l’intersection de Bijpu1q
avec T1,ξ est dense dans T1,ξ pour tout ξ P X
2 ; il re´sulte alors de la proposition 8.1.8 de
[Duc18] que u1|T1ˆXX2 est universellement injectif. En conse´quence, ui|TiˆX pX1XX2q
est universellement injectif pour tout i tel que ri ě m, et (ii) est vraie.
L’implication (ii)ñ(iii) est e´vidente (et ne fait pas appel a` l’hypothe`se de
re´currence).
Supposons que (iii) est vraie et montrons (i). Si n1 ă m on a alors e´videmment
dimQpπ1˚F {Xqx ă m et partant dimQpF {Xqx ă m. Supposons maintenant que
n1 ě m. Le morphisme u1 est alors injectif en tout point de T1,x, ce qui entraˆıne en
vertu de la proposition 8.1.10 de [Duc18] que Ppπ1˚F {Xqx “ PpP1{Xqx, et partant
que Qpπ1˚F {Xqx “ QpP1{Xqx.
On distingue deux cas. Supposons tout d’abord que r ě 2. Le de´vissage D de´finit
alors par restriction aux entiers compris entre 2 et r un X-de´vissage du faisceau
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cohe´rent P1 au-dessus de x en dimensions n2 ą . . . ą nr, qui ve´rifie (iii) ; en
vertu de notre hypothe`se de re´currence, il vient dimQpP1{Xqx ă m, c’est-a`-dire
dimQpπ1˚F {Xqx ă m, ce qui entraˆıne que que dimQpF {Xqx ă m. Supposons main-
tenant que r “ 1 ; on a alors dimQpP1{Xqx ă m, et donc dimQpπ1˚F {Xqx ă m, et
par conse´quent dimQpF {Xqx ă m.
4.13. Lemme. — Soit Y Ñ X un morphisme quasi-lisse d’espaces k-analytiques.
Soit F un faisceau cohe´rent sur Y . Soit U l’ouvert de Zariski de Y forme´ des points
en lesquels F est libre, soit y un point de Y en lequel F est X-plat, et soit x l’image
de y sur X. Le point y appartient alors a` Ux
Yx
.
De´monstration. — L’assertion peut se prouver en remplac¸ant Y par n’importe quel
domaine affino¨ıde de Y contenant y. On peut donc supposer X et Y affino¨ıdes. Soit
Z la composante connexe de y dans l’espace quasi-lisse Yx (remarquons que comme
Yx est quasi-lisse sur H pxq il est normal, et ses composantes connexes sont donc
irre´ductibles) ; soit η le point ge´ne´rique de la composante connexe Zal de Y alx et soit
κpηq son corps re´siduel. Choisissons une famille finie d’e´le´ments de F pY q induisant une
base du κpηq-espace vectoriel F pY q bOY pY q κpηq ; cette famille de´finit un morphisme
u de OrY vers F ; soit Ω l’ouvert de Zariski de Y constitue´ des points en lesquels u
est un isomorphisme. Par construction, il existe un ouvert de Zariski non vide T de Z
tel que u|T soit un isomorphisme. Le point y appartient a` T
Yx
; puisque F est X-plat
en y, il s’ensuit en vertu de la proposition 8.1.10 de [Duc18] que u est injectif en y ;
il en re´sulte par la proposition 8.1.8 de op. cit. que y P Ωx
Yx
. Comme Ω est contenu
dans U il vient y P Ux
Yx
.
5. Les e´clatements en ge´ome´trie analytique
Nous utiliserons re´gulie`rement dans ce qui suit les notions d’adhe´rence analytique
et de densite´ analytique (de´finition 2.14 et lemme-de´finition 2.17).
5.1. De´finition. — Si X est un espace k-analytique, nous appellerons diviseur de
Cartier sur X tout sous-espace analytique ferme´ de X de´fini par un faisceau cohe´rent
d’ide´aux inversible.
5.2. Remarque. — Nous attirons l’attention du lecteur sur le fait que dans ce texte
les diviseurs de Cartier sont par de´finition effectifs.
5.3. — Soit X un espace k- analytique et soit S un diviseur de Cartier de X . Son
comple´mentaire XzS est analytiquement dense dans X (et en particulier dense pour
la topologie de Zariski), et S est partout de codimension 1 dans X : on peut en
effet ve´rifier cet e´nonce´ G-localement, ce qui permet de supposer X affino¨ıde ; et on
se rame`ne alors par les the´ore`mes de type GAGA aux assertions analogues dans le
contexte sche´matique.
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5.4. — Soit X un espace k-analytique, soit I un faisceau cohe´rent d’ide´aux sur X
et soit S le sous-espace analytique ferme´ de X de´fini par I . La cate´gorie des espaces
analytiques Y de´finis sur une extension comple`te de k et munis d’un k-morphisme
f : Y Ñ X tel que le faisceau cohe´rent d’ide´aux f´1I soit inversible, c’est-a`-dire
encore tels que Y ˆX S soit un diviseur de Cartier de Y , admet un objet final, appele´
e´clatement de X le long de I (ou le long de S, ou de centre S), qui est un espace k-
analytique. Il suffit en effet de le ve´rifier G-localement, ce qui permet de supposer que
X est affino¨ıde. De´signons par Y l’e´clate´ Projp
À
pI alqnq de Xal le long de I al. On
ve´rifie alors (exactement comme en ge´ome´trie alge´brique) que l’espace X-analytique
Y an posse`de la proprie´te´ universelle requise.
L’e´clatement deX le long de S sera note´ BSpXq ; le produit fibre´ BSpXqˆXS est un
diviseur de Cartier de BSpXq, qu’on appelle le diviseur exceptionnel de l’e´clatement
et qu’on note ESpXq.
5.5. — Soit X un espace k-analytique et soit S un sous-espace analytique ferme´ de
X , de´fini par un faisceau quasi-cohe´rent d’ide´aux I . Soit f le morphisme canonique
BSpXq vers X . Les faits suivants de´coulent imme´diatement de la construction de
l’e´clatement et/ou de sa proprie´te´ universelle.
5.5.1. — Le morphisme f est propre et induit un isomorphisme
BSpXqzESpXq » XzS.
De plus, BSpXqzESpXq est analytiquement dense dans BSpXq.
5.5.2. — Si X est re´duit, BSpXq est re´duit.
5.5.3. — Si J est un faisceau cohe´rent d’ide´aux inversibles sur X , le faisceau
cohe´rent d’ide´aux f´1pJ q sur BSpXq est inversible. Autrement dit, BSpXqˆX T est
un diviseur de Cartier de BSpXq pour tout diviseur de Cartier T de X .
5.5.4. — Soit L une extension comple`te de k, soit X 1 un espace L-analytique et soit
X 1 Ñ X un k-morphisme ; posons S1 “ S ˆX X
1. Supposons que
ESpXq ˆBSpXq pBSpXq ˆX X
1q “ pBSpXq ˆX X
1q ˆX1 S
1
soit un diviseur de Cartier de BSpXq ˆX X
1, ce qui est par exemple le cas en vertu
de 2.24.2 de`s que le morphisme X 1 Ñ XL est plat. On a alors un X
1-isomorphisme
canonique entre BS1pX
1q et BSpXq ˆX X
1 (il est en effet tautologique que ce dernier
satisfait la proprie´te´ universelle requise).
5.5.5. — Si S est un diviseur de Cartier, f est un isomorphisme.
5.5.6. — Soit J un faisceau d’ide´aux cohe´rent et inversible surX , et soit n un entier
strictement positif. L’e´clatement de X le long de I n ¨J s’identifie canoniquement a`
BSpXq.
5.5.7. — Si le support de S est e´gal (ensemblistement) a` l’espace X tout entier alors
BSpXq “ H.
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5.6. — Nous dirons qu’un morphisme f : Y Ñ X entre espaces k-analytiques est un
e´clatement s’il existe un sous-espace analytique ferme´ S de X et un X-isomorphisme
Y » BSpXq.
Insistons sur le fait que si c’est le cas, le centre S n’est pas uniquement de´termine´,
comme en attestent les exemples donne´s en 5.5.5, 5.5.6 et 5.5.7 ; et le diviseur excep-
tionnel de l’e´clatement ne l’est pas davantage.
On ne parlera de`s lors !du" centre ou !du" diviseur exceptionnel d’un e´clatement
que si ce dernier a e´te´ pre´sente´ comme l’e´clatement le long d’un centre bien pre´cis.
5.7. — Soit X un espace k-analytique et soient S et Y deux sous-espaces analy-
tiques ferme´s de X . On note S X Y le sous-espace analytique ferme´ S ˆX Y de
X et f le morphisme canonique BSpXq Ñ X . L’e´clatement BSXY pY q s’identifie a`
un sous-espace analytique ferme´ de BSpXq qu’on appelle le transforme´ strict de Y
(relatif a` l’e´clatement de centre S). Modulo cette identification, f´1pY zSq est l’ou-
vert BSXY pY qzESXY pY q de BSXY pY q, qui est analytiquement dense dans BSXY pY q
puisque ESXY pY q est un diviseur de Cartier de BSXY pY q (5.3). Autrement dit, le
transforme´ strict de Y est l’adhe´rence analytique de f´1pY zSq dans BSpXq, qu’on
peut e´galement voir comme l’adhe´rence analytique de f´1pY zSq dans f´1pY q.
Conside´rons Of´1pY q et OBSXY pY q comme deux faisceaux cohe´rents sur BSpXq. Par
ce qui pre´ce`de, OBSXY pY q est le quotient de Of´1pY q par son sous-module forme´ des
sections qui s’annulent sur BSpXqzESpXq, c’est-a`-dire des sections qui sont a` support
(ensemblistement) dans ESpXq.
5.8. — Soit X un espace k-analytique et soit S un sous-espace analytique ferme´ de
X . On suppose que X est irre´ductible et que S est ensemblistement distinct de X .
5.8.1. — Soit f : BSpXq Ñ X le morphisme canonique. Comme f induit un iso-
morphisme BSpXqzESpXq » XzS, l’ouvert XzS de X est contenu dans fpBSpXqq.
Puisque S est ensemblistement distinct de X , l’ouvert de Zariski XzS est dense dans
X (qui est irre´ductible) ; comme f est ferme´ en tant que morphisme propre, il vient
fpBSpXqq “ X .
5.8.2. — L’ouvert XzS de X est irre´ductible (lemme 1.11). Or BSpXq induit un
isomorphisme BSpXqzESpXq » XzS. Puisque BSpXqzESpXq est Zariski-dense dans
BSpXq (car ESpXq est un diviseur de Cartier de BSpXq), il en re´sulte que BSpXq est
irre´ductible. Comme il posse`de un ouvert dense isomorphe a` XzS, sa dimension est
e´gale a` celle de X .
5.9. — Soit X un espace k-analytique et soit S un sous-espace analytique ferme´
de X . Notons f le morphisme canonique BSpXq Ñ X . Soit pXiqiPI la famille des
composantes irre´ductibles de X n’e´tant pas contenues dans S, chacune e´tant munie
de sa structure re´duite. Pour tout i, on pose Si “ S ˆX Xi et l’on identifie l’e´clate´
BSipXiq a` un sous-espace analytique ferme´ de BSpXq.
5.9.1. — Il re´sulte de 5.8.1 que fpBSipXiqq “ Xi. Par conse´quent, fpBSpXqq contient
la re´union des Xi pour i P I. Soit U le comple´mentaire de
Ť
iPI Xi dans X . On a
BSpXq ˆX U “ BSXU pUq “ H
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car S X U “ U par de´finition de la famille pXiq. Il vient fpBSpXqq “
Ť
iPI Xi.
5.9.2. — L’ouvert BSpXqzESpXq est analytiquement dense dans BSpXq et il est e´gal
a`
Ť
iPI f
´1pXizSiq ; par conse´quent BSpXq s’identifie ensemblistement a`ď
i
f´1pXizSiq
BSpXqZar
“
ď
i
BSipXiq.
D’apre`s 5.8.2, l’espace BSipXiq est pour tout i un espace irre´ductible de dimension
dimXi. Par ailleurs si i et j sont deux e´le´ments distincts de I, les ferme´s BSipXiq et
BSj pXjq de BSpXq sont non comparables pour l’inclusion : il suffit en effet de s’assurer
que leurs traces sur BSpXqzESpXq ne le sont pas, mais elles s’identifient via f a` XizSi
et XjzSj , lesquels ne sont pas comparables pour l’inclusion puisque Xi et Xj ne le
sont pas.
Par conse´quent pBSipXiqqi est la famille des composantes irre´ductibles de BSpXq.
5.10. Lemme. — Soit X un espace k-analytique compact, soit S un sous-espace
analytique ferme´ de X, et soit f le morphisme canonique BSpXq Ñ X. Soit T un sous-
espace analytique ferme´ de BSpXq. Il existe un sous-espace analytique ferme´ Σ de X,
dont le support est ensemblistement e´gal a` S Y fpT q, tel que BT pBSpXqq »X BΣpXq.
De´monstration. — Nous allons suivre mutatis mutandis la preuve de [Sta19,
Tag 0801]. Soit I le faisceau cohe´rent d’ide´aux qui de´finit S et soit A la OX -alge`bre
gradue´e
À
n I
n. Soit i l’immersion ferme´e T ãÑ BSpXq. On dispose d’un morphisme
naturel de OX -alge`bres gradue´es
A Ñ
à
n
f˚pi˚OT pnqq
ou` la torsion par n fait re´fe´rence au faisceau Op1q relatif sur l’espace X-analytique
BSpXq “ Proj A . Soit J son noyau. Ce dernier posse`de les proprie´te´s suivantes :
(1) pour tout n, le sommande Jn est un OX -module cohe´rent ;
(2) pour n assez grand, l’immersion ferme´e
ProjpA {Jn ¨A q ãÑ Proj A “ BSpXq
identifie ProjpA {Jn ¨ A q a` Z, et le support du faisceau cohe´rent sur BSpXq
associe´ a` A {Jn ¨A est e´gal a` T .
En effet, (1) de´coule imme´diatement de la noethe´rianite´ des alge`bres affino¨ıdes ; et
par compacite´ de X , on peut pour de´montrer (2) supposer que X est affino¨ıde, et
partant se ramener a` l’e´nonce´ sche´matique analogue, qui est une version plus simple
(graˆce a` la cohe´rence de Jn) de [Sta19, Tag 0803]
Par de´finition, Jn est un sous-faisceau cohe´rent de I n ; on peut donc le voir
comme un faisceau cohe´rent d’ide´aux sur X , qu’on note K . Le sous-espace analytique
ferme´ Σ de X de´fini par le faisceaux d’ide´aux K ¨I convient alors : il suffit en effet
de le prouver G-localement, ce qui permet de se ramener au cas affino¨ıde, puis a` la
variante sche´matique de l’e´nonce´, qui est prouve´e dans [Sta19, Tag 080B].
5.11. Lemme. — Soit X un espace k-analytique compact et soit U un ouvert de
Zariski de X. Supposons donne´e une partition finie U “
š
i Ui ou` les Ui sont aussi
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des ouverts de Zariski de X. Il existe alors un sous-espace analytique ferme´ S de X,
supporte´ par XzU , et une partition BSpXq “
š
Vi, ou` les Vi sont des ouverts de
Zariski de BSpXq, telle que VizESpXq “ BSpXq ˆX Ui pour tout i.
De´monstration. — Nous reprenons essentiellement la preuve du lemme 5.1.5 de
[RG71]. Le lemme 5.10 ci-dessus permet de se ramener (par une re´currence
imme´diate) au cas ou` la partition donne´e de U comprend exactement deux ouverts
U1 et U2. Choisissons un faisceau cohe´rent d’ide´aux J de lieu (ensembliste) des
ze´ros XzU . Pour i P t1, 2u on de´signe par Ii le faisceau cohe´rent d’ide´aux de´finissant
l’adhe´rence analytique de Ui dans X ; puis on pose Ji “ J ¨Ii. Par construction,
Ji|Ui “ 0, Ji|Uj “ OUj pour j ‰ i, et le lieu des ze´ros ensembliste de Ji est XzUi.
Soit S le sous-espace analytique ferme´ de X de´fini par l’ide´al J1 ` J2 ; il est
supporte´ par XzU . Pour i P t1, 2u, notons U 1i l’image re´ciproque de Ui sur BSpXq
et J 1i l’image re´ciproque de Ji dans OBSpXq. Par construction, J
1
1 ` J
1
2 est un
faisceau d’ide´aux inversible de OBSpXq, et pJ
1
1 XJ
1
2q|U 11
š
U 1
2
“ 0. Puisque U 11
š
U 12
est analytiquement dense dans BSpXq (c’est le comple´mentaire du diviseur de Cartier
ESpXq), il vient J 11 X J
1
2 “ 0. Pour i P t1, 2u, notons Ti le sous-espace analytique
ferme´ de BSpXq de´fini par Ki :“ pJ 11`J
1
2q
´1J 1i Ă OBSpXq. On pose V2 “ BSpXqzT2
et V1 “ BSpXqzT1.
On a K1`K2 “ OBSpXq, et donc T1XT2 “ H. Et par ailleurs K1 ¨K2 est contenu
dans J 11XJ
1
2 “ 0, si bien que T1YT2 “ BSpXq ; par conse´quent, BSpXq “ V1
š
V2.
On a de plus K1|U 1
1
“ 0 et K1|U 1
2
“ OU 1
2
. Il en re´sulte que V2zBSpXq “ U
1
2, et on
a de meˆme V1zBSpXq “ U
1
1.
Nous allons maintenant introduire les morphismes d’espaces analytiques qui nous
servirons a` aplatir les faisceaux cohe´rents. Il s’agit essentiellement des compose´s
d’e´clatements et de morphismes quasi-e´tales, ce dernier point e´tant une nouveaute´
par rapport a` ce qu’on rencontre en the´orie des sche´mas.
5.12. — On note Aelemk,Γ la classe des morphismes Y Ñ X entre espaces k-analytiques
compacts et Γ-stricts qui admettent une factorisation de la forme Y Ñ Z Ñ X ou` Z
est compact et Γ-strict, ou` Z Ñ X est quasi-e´tale et ou` Y Ñ Z est un e´clatement.
Notons que tout e´clatement et tout morphisme quasi-e´tale dont les sources et buts
sont compacts et Γ-stricts appartiennent a` Aelemk,Γ (composer d’un coˆte´ ou de l’autre
avec l’identite´, qui est a` la fois un morphisme quasi-e´tale et un e´clatement).
On de´finit re´cursivement sur l’entier naturel h une classe Aďhk,Γ de morphismes entre
espaces k-analytiques compacts et Γ-stricts, par le proce´de´ suivant :
˛ Y Ñ X appartient a` Aď0k,Γ si et seulement si X est compact et Γ-strict et Y Ñ X
est un isomorphisme ;
˛ si h ą 0 alors Y Ñ X appartient a` Aďhk,Γ si et seulement si elle admet une
factorisation Y Ñ Z Ñ X ou` Z Ñ X appartient a` Aďh´1k,Γ et ou` Y Ñ Z
appartient a` Aelemk,Γ .
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Nos notations sont consistantes : si Y Ñ X appartient a` Aďhk,Γ, il appartient aussi a`
A
ďh`1
k,Γ , ce qu’on peut voir en e´crivant Y Ñ X comme la fle`che compose´e
Y Y X.
IdY
Remarquons que Aď1k,Γ n’est autre que A
elem
k,Γ . Nous noterons Ak,Γ la re´union des A
ďh
k,Γ
pour h parcourant Zě0.
Soit h un entier et soit Y Ñ X une fle`che de Aďhk,Γ. Soit L une extension comple`te
de k et soit X 1 un espace L-analytique Γ-strict et compact muni d’un morphisme
plat vers XL ; posons Y
1 “ Y ˆX X
1. On voit a` l’aide de 5.5.4 et par une re´currence
imme´diate sur h que Y 1 Ñ X 1 est une fle`che de AďhL,Γ.
5.13. — Nous allons maintenant introduire une variante de la de´finition pre´ce´dente
!avec spe´cification d’un diviseur exceptionnel". On de´finit re´cursivement sur l’entier
naturel h une classe Dďhk,Γ de diagrammes S ãÑ Y Ñ X dans la cate´gorie des espaces
k-analytiques compacts et Γ-stricts, par le proce´de´ suivant :
˛ S ãÑ Y Ñ X appartient a` Dď0k,Γ si et seulement si X est compact et Γ-strict,
Y Ñ X est un isomorphisme, et S est un diviseur de Cartier de Y ;
˛ si h ą 0 alors S ãÑ Y Ñ X appartient a` Dďhk,Γ si et seulement s’il existe :
‚ un diagramme T ãÑ Z Ñ X appartenant a` Dďh´1k,Γ ;
‚ un espace analytique compact et Γ-strict Z 1 muni d’un morphisme quasi-
e´tale Z 1 Ñ Z ;
‚ un sous-espace analytique ferme´ T 1 de Z 1 majorant Z 1 ˆZ T ,
tels que Y Ñ X admette une factorisation Y Ñ Z 1 Ñ Z Ñ X identifiant Y a`
BT 1pZ
1q et S a` ET 1pZ
1q.
Nos notations sont consistantes : si S ãÑ Y Ñ X appartient a` Dďhk,Γ, il appartient
aussi a` Dďh`1k,Γ , ce qu’on peut voir en e´crivant Y Ñ X comme la compose´e
BSpY q Y Y X.
IdY
5.14. — Soit h un entier et soit S ãÑ Y Ñ X un diagramme appartenant a` Dďhk,Γ.
5.14.1. — Il re´sulte imme´diatement de la de´finition et d’une re´currence sur h que
Y Ñ X appartient a` Aďhk,Γ, que S est un diviseur de Cartier de Y , et que Y Ñ X est
quasi-e´tale en dehors de S.
5.14.2. — Soit L une extension comple`te de k et soit X 1 un espace L-analytique
Γ-strict et compact muni d’un morphisme plat vers XL ; posons Y
1 “ Y ˆX X
1 et
S1 “ SˆY Y
1. En combinant 5.5.4 avec une re´currence sur h, on voit que le diagramme
S1 ãÑ Y 1 Ñ X 1 appartient a` DďhL,Γ.
5.15. Notation. — Soit X un espace k-analytique. Nous noterons ApXq l’ensemble
des points d’Abhyankar de rang maximal de X , c’est-a`-dire l’ensemble des points x
de X tels que dkpxq “ dimxX .
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5.16. — Soit X un espace k-analytique.
5.16.1. — Si X est irre´ductible tout point de ApXq est Zariski-dense dans X , et tout
ouvert non vide U de X rencontre ApXq (car dimU “ dimX).
5.16.2. — On ne suppose plus X irre´ductible. Soit pXiqiPI la famille des composantes
irre´ductibles de X . On a alors ApXq “
š
i ApXiq.
En effet, soit i P I et soit x P ApXiq. Comme x est Zariski-dense dans Xi il
n’appartient pas a`
Ť
j‰iXj (et a fortiori pas a`
Ť
j‰i ApXjq). Il en re´sulte que
dimxX “ dimxXi “ dkpxq
et x P ApXq. Ainsi les ApXiq sont deux a` deux disjoints et leur re´union est contenue
dans ApXq.
Re´ciproquement, soit x P ApXq et soit i tel que x P Xi et dimxX “ dimXi.
Comme dimxX “ dkpxq on a dimXi “ dkpxq et x P ApXiq.
5.16.3. — Pour tout indice i, il re´sulte de 5.16.1 que ApXiq est dense dans Xi et que
chaque e´le´ment de ApXiq est Zariski-dense dans Xi. On en de´duit en vertu de 5.16.2
que pour tout ferme´ de Zariski Y de X , l’adhe´rence ApXq X Y
X
est la re´union des
composantes irre´ductibles de X contenues dans Y .
5.17. Lemme. — Soit f : Y Ñ X une fle`che de Ak,Γ et soit y P ApY q. L’image fpyq
appartient alors a` ApXq
De´monstration. — On se rame`ne imme´diatement au cas ou` f est ou bien quasi-e´tale,
ou bien un e´clatement. Si f est quasi-e´tale, il est en particulier plat et de dimension
relative nulle. On en de´duit que dimfpyqX “ dimy Y , et la finitude de H pyq sur
H pfpyqq assure par ailleurs que dkpfpyqq “ dkpyq ; par conse´quent, le lemme est vrai
lorsque f est quasi-e´tale.
Supposons maintenant que f soit un e´clatement, et choisissons-en un centre S.
L’hypothe`se faite sur y implique que celui-ci n’est situe´ sur aucun ferme´ de Zariski
d’inte´rieur vide de Y ; en particulier, y n’est pas situe´ sur le diviseur de Cartier ESpXq ;
le lemme de´coule alors du fait que f induit un isomorphisme Y zESpXq » XzS.
6. Aplatissement d’un faisceau cohe´rent
6.1. — Soit X un espace k-analytique, soit F un faisceau cohe´rent sur X et soit S
un ferme´ de Zariski de X . Le sous-faisceau G de F forme´ des sections dont le support
est ensemblistement contenu dans S est alors cohe´rent.
En effet, on peut pour le ve´rifier supposer X affino¨ıde. Posons A “ OXpXq ; no-
tons I un ide´al de A de´finissant S et notons M le A-module F pXq. Il existe par
noethe´rianite´ un entier n tel que tout e´le´ment de M annule´ par une puissance de I
soit annule´ par In. Soit N le sous-module de M forme´ des e´le´ments de In-torsion.
Pour tout f P I, la multiplication par f de´finit un endomorphisme injectif du module
M{N , puis du faisceau cohe´rent associe´ČM{N . Il s’ensuit que l’injection canoniquerN ãÑ G est un isomorphisme.
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6.2. — Soit Y Ñ X un morphisme d’espaces k-analytiques, soit S un ferme´ de
Zariski de X et soit F un faisceau cohe´rent sur Y . Nous noterons F mX S le quotient
de F par son sous-faisceau forme´ des sections dont le support est ensemblistement
contenu dans Y ˆX S (nous emploierons aussi cette notation lorsque S est un sous-
espace analytique ferme´ de X , mais seul compte alors son ensemble sous-jacent). C’est
un faisceau cohe´rent d’apre`s 6.1. Si Y “ X nous e´crirons simplement F m S.
6.3. — Soit f : Y Ñ X un morphisme d’espaces k-analytique et soit F un faisceau
cohe´rent sur Y . Rappelons que PpF {Xq de´signe le lieu de X-platitude de F , et
QpF {Xq son ferme´ de Zariski comple´mentaire ; notons que QpF {Xq Ă SupppF q.
Pour tout entier n, le lieu des points de QpF {Xq en lesquels ce dernier est de dimension
relative ě n sur X sera note´ QpF {Xqěn ; c’est un ferme´ de Zariski de QpF {Xq
(remarquons que QpF {Xqě0 est e´gal a` QpF {Xq). Enfin, nous noterons QpF {Xqsatěn
le sature´ de QpF {Xqěn pour la relation d’e´quivalence ensembliste induite par f ,
c’est-a`-dire l’ensemble f´1pfpQpF {Xqěnqq.
6.4. — Soit Y Ñ X un morphisme d’espaces k-analytiques et soit F un faisceau
cohe´rent sur Y . Soit S un diviseur de Cartier sur X . La fle`che quotient de F vers
F mX S est alors un isomorphisme au-dessus de l’ouvert de Zariski PpF {Xq de Y .
En effet, on peut pour le voir raisonner G-localement et se ramener au cas ou` Y et
X sont affino¨ıdes, et ou` S est de´fini par l’e´quation f “ 0 pour une certaine fonction
f non diviseur de ze´ro dans OXpXq. Pour tout n, la multiplication par fn est un
endomorphisme injectif de OX , et la multiplication par fn est donc un endomorphisme
injectif de FPpF{Xq, ce qui entraˆıne aussitoˆt notre assertion.
6.5. De´finition. — Soit Y Ñ X un morphisme d’espaces k-analytiques, et soit F
un faisceau cohe´rent sur Y . Soit n un entier. Nous dirons que le faisceau F est X-plat
en dimensions ě n si QpF {Xqěn “ ∅. Notons que F est X-plat en dimensions ě 0
si et seulement s’il est X-plat.
Nous pouvons maintenant e´noncer le the´ore`me principal de cet article, qu’on peut
voir comme une version analytique du the´ore`me 5.2.2 de [RG71]. Son e´nonce´ utilise
de fac¸on cruciale la classe de diagrammes Dďhk,Γ introduite en 5.13.
6.6. The´ore`me. — Soit f : Y Ñ X un morphisme entre espaces k-analytiques com-
pacts et Γ-stricts. Soient n et d deux entiers avec n ď d ` 1, et soit F un faisceau
cohe´rent sur Y dont le support est partout de dimension relative ď d sur X. Il existe
une famille finie de couples rpSi ãÑ Zi Ñ X,Yiqsi, ou`
˛ Si ãÑ Zi Ñ X est un diagramme appartenant a` D
ďd`1´n
k,Γ ;
˛ Yi est un domaine k-analytique compact et Γ-strict de Y ˆX Zi,
famille qui satisfait les proprie´te´s suivantes :
(1) pour tout i, le faisceau cohe´rent FYi mZi Si est Zi-plat en dimensions ě n ;
(2) pour tout i, l’ouvert YizpYiˆZi Siq de Yi est contenu dans l’image re´ciproque de
Y zQpF {Xqěn ;
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(3) pour tout i, le ferme´ Yi ˆZi Si de Yi est contenu dans l’image re´ciproque de
QpF {Xqsatěn ;
(4) la re´union des images des morphismes Yi Ñ Y contient Y zQpF {Xqsatěn ;
(5) la re´union des images des morphismes Yi ˆZi Si Ñ Y contient tout point de
QpF {Xqěn dont l’image sur X n’est pas adhe´rente a` fpQpF {Xqěnq X ApXq.
6.7. Commentaires. — Avant de de´montrer le the´ore`me, nous allons passer en
revue quelques cas particuliers.
6.7.1. Supposons que F est de´ja` X-plat en dimensions ě n. — Le the´ore`me est
alors vide car la famille constitue´e de l’unique couple p H X XId , Y q
satisfait tautologiquement les conditions (1) a` (5).
6.7.2. Supposons que n “ 0. — Nous avons alors affaire a` un the´ore`me d’aplatisse-
ment stricto sensu : en effet, dans ce cas, le faisceau cohe´rent FYi mZi Si est Zi-plat
pour tout i.
6.7.3. Supposons que n “ d` 1. — Le the´ore`me est alors vide : en effet, comme les
fibres de SupppF q Ñ X sont de dimension ď d, le faisceau cohe´rent F est automati-
quement X-plat en dimensions ě d` 1, et on est donc dans la situation de´ja` de´crite
en 6.7.1.
Si nous avons choisi d’inclure le cas n “ d ` 1 dans l’e´nonce´ (au lieu d’imposer
n ď d, ce qui pourrait paraˆıtre plus naturel) c’est d’une part pour rendre triviale
l’initialisation de la re´currence descendante sur n sur laquelle est fonde´e notre preuve,
d’autre part pour disposer d’un the´ore`me d’utilisation aussi souple que possible. Par
exemple, cela nous permettra de de´montrer le the´ore`me 7.3 sans perdre du temps a`
traiter a` part le cas (par ailleurs trivial) ou` d “ δ.
6.7.4. Supposons que QpF {Xqsatěn est d’inte´rieur vide dans Y . — La proprie´te´ (4)
combine´e a` la compacite´ des Yi implique alors que les images des morphismes Yi Ñ Y
recouvrent Y .
6.7.5. Supposons que QpF {Xqěn “ Y . — La proprie´te´ (4) est alors triviale et n’ap-
porte aucune information sur les images des Yi Ñ Y , et (2) assure par ailleurs
que Yi est contenu pour tout i dans l’image re´ciproque de Si, ce qui entraˆıne que
FYi mZi Si “ 0 : la proprie´te´ (1) est donc e´galement e´vidente. Notre the´ore`me est
ainsi dans ce cas sans contenu en ce qui concerne la platitude. C’est conforme au prin-
cipe ge´ne´ral e´voque´ en introduction selon lequel les techniques d’aplatissement n’ont
pas vocation a` cre´er de la platitude ex-nihilo, mais a` la propager un peu lorsqu’elle
existe de´ja` ; remarquons que 6.7.4 est e´galement une manifestation de ce principe,
mais dans le cas oppose´ ou` il y a de´ja` !beaucoup" de platitude au de´part.
Mais notre the´ore`me n’est pas vide pour autant lorsque QpF {Xqěn “ Y . Il affirme
alors en effet comme on vient de le voir l’existence pour tout i d’une factorisation
ensembliste de Yi Ñ Zi par Si, qui est un ferme´ de Zariski d’inte´rieur vide de Zi ; et si
de plus X est re´duit, la fibre de f en un point de ApXq est entie`rement contenue dans
PpF {Xq “ H, si bien que fpY q “ fpQpF {Xqěnq ne contient aucun point de ApXq ;
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la combinaison de (1) et (2) entraˆıne alors que la re´union des images des Yi Ñ Y est
e´gale a` Y .
C’est sur ce type de remarque que se fonde le the´ore`me 7.5 que nous verrons plus
loin.
6.8. De´monstration du the´ore`me 6.6. — Elle est longue et comporte de nom-
breuses e´tapes.
6.8.1. Automaticite´ de la proprie´te´ (2). — Remarquons pour commencer que (2) est
une conse´quence de (1). En effet, supposons (1) satisfaite, soit i un indice, soit t un
point de Yi qui n’est pas situe´ au-dessus de Si, et soit y l’image de t sur Y . L’assertion
(1) assure que t n’appartient pas a` QpFYi{Xqěn ; et comme t n’est pas situe´ au-dessus
de Si, son image sur Zi appartient a` PpZi{Xq. On en de´duit alors par descente plate
de la platitude que y n’appartient pas a` QpF {Xqěn.
6.8.2. Preuve du the´ore`me dans un premier cas particulier. — On suppose que d est
e´gal a` n et que f est quasi-lisse a` fibres ge´ome´triquement irre´ductibles de dimension n.
Nous allons montrer qu’il existe un sous-espace analytique ferme´ S de X de support
fpQpF {Xqěnq tel que le faisceau cohe´rent FYˆXBSpXq mX S soit BSpXq-plat en
dimensions ě n. C’est en un certain sens le cœur de notre de´monstration, car c’est la
seule e´tape lors de laquelle on construit explicitement un e´clatement ayant des vertus
aplatissantes. Notre raisonnement est une adaptation de celui suivi par Raynaud et
Gruson a` la section 5.4 de [RG71].
6.8.2.1. — Supposons qu’on ait e´tabli ce qui est annonce´ en 6.8.2. Le the´ore`me
est alors valable dans notre cas particulier ; plus pre´cise´ment, la famille singleton
tpESpXq ãÑ BSpXq Ñ X,Y ˆX BSpXqqu re´pond a` nos exigences. Il est en effet
imme´diat qu’elle satisfait (1), et partant (2) d’apre`s 6.8.1. En ce qui concerne (3), (4)
et (5) commenc¸ons par remarquer que comme S a pour support fpQpF {Xqěnq, le
ferme´ QpF {Xqsatěn de Y est e´gal a` Y ˆX S. L’assertion (4) en de´coule tautologique-
ment, et l’assertion (3) s’en de´duit compte-tenu du fait que l’image de BSpXq Ñ X
contient XzS. Il reste a` ve´rifier (5). Soit y un point de QpF {Xqěn dont l’image x
n’appartient pas a` l’adhe´rence de SXApXq dans S. Il re´sulte de 5.9.1 que x appartient
a` l’image de ESpXq sur X ; il s’ensuit que y appartient a` l’image de Y ˆX ESpXq Ñ Y .
6.8.2.2. — Nous allons maintenant prouver l’assertion annonce´e en 6.8.2 en plusieurs
e´tapes. Remarquons pour commencer que sous nos hypothe`ses QpF {Xqěn est exac-
tement la re´union des fibres de Y Ñ X qui ne rencontrent pas PpF {Xq. Soit U le
comple´mentaire de QpF {Xqěn ; c’est un ouvert de Zariski de Y .
Soit V le lieu des points en lesquels F est libre ; c’est un ouvert de Zariski de Y .
Comme Y est quasi-lisse sur X , le faisceau cohe´rent OY est plat sur X , et V est par
conse´quent contenu dans PpF {Xq et a fortiori dans U .
Soit x un point de X tel que Ux soit non vide. Cela signifie que Yx rencontre
PpF {Xq ; on de´duit alors du lemme 4.13 que V rencontre Yx.
Ceci valant pour tout x tel que Ux soit non vide, on peut e´galement de´crire
QpF {Xqěn comme la re´union des fibres de Y Ñ X qui ne rencontrent pas V .
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6.8.2.3. — Soit T le comple´mentaire de V dans Y , muni (disons) de sa structure
re´duite. Les fibres de Y Ñ X e´tant ge´ome´triquement irre´ductibles, le ferme´ T de
Y posse`de un !ide´al des coefficients" sur X , de´finissant un sous-espace analytique
ferme´ S de X (th. 3.9). Par construction, un point x de X appartient a` S si et
seulement si sa fibre Yx ne rencontre pas V , c’est-a`-dire si et seulement si x appartient
a` fpQpF {Xqěnq (en effet comme la fibre Yx est quasi-lisse, elle est re´gulie`re et en
particulier re´duite, et un sous-espace analytique ferme´ de Yx est donc isomorphe a` Yx
si et seulement si son support est e´gal a` Yx) ; autrement dit, le support de S est e´gal
a` fpQpF {Xqěnq.
Nous allons maintenant de´montrer l’existence d’un sous-espace analytique ferme´
S1 de X de meˆme support que S tel que FYˆXBS1 pXq mX S
1 soit BS1pXq-plat en
dimensions ě n, ce qui ache`vera la preuve de l’assertion souhaite´e ; nous utiliserons
de´sormais uniquement les faits suivants :
‚ Y Ñ X est quasi-lisse a` fibres ge´ome´triquement irre´ductibles de dimension n ;
‚ V est un ouvert de Zariski de Y tel que FV soit G-localement libre (et T de´signe
son comple´mentaire) ;
‚ Y ˆX S est la re´union des fibres de Y Ñ X qui ne rencontrent pas V .
Nous proce`derons a` plusieurs reprises a` des changement de base par des e´clatements
convenables, ce qui sera licite car les trois proprie´te´s ci-dessus sont pre´serve´es par ce
type d’ope´ration, et car la compose´e de deux e´clatements est un e´clatement dont le
support du centre est ce qu’on attend, voir le lemme 5.10. Nous n’utiliserons plus le
fait que Y ˆX S “ QpF {Xqěn (qui pourrait ne pas survivre a` un changement de
base).
6.8.2.4. — Soit Ω l’ouvert comple´mentaire de S dans X . Pour tout point x de Ω, la
fibre Vx est non vide ; le faisceau F est libre en tout point de V , et en particulier en
tout point de Vx ; ce dernier e´tant un ouvert de Zariski de l’espace normal et connexe
Yx, il est connexe (lemme 1.11) et le rang de F est donc e´gal a` un meˆme entier rpxq
en tout point de Vx.
Montrons que la fonction x ÞÑ rpxq est localement constante sur Ω. Soit x un
point de Ω, et soit Ω1 un voisinage analytique compact de x dans Ω. Par hypothe`se,
le ferme´ Tω est d’inte´rieur vide dans Yω pour tout ω P Ω
1. Le corollaire 3.8 assure
alors qu’il existe un domaine analytique compact T 1 de Y ˆX Ω
1 qui e´vite T ˆX Ω
1
et rencontre toutes les fibres de Y au-dessus de Ω1. Comme T 1 est contenu dans V , le
faisceau F |T 1 est G-localement libre. Pour tout i, notons T 1i l’ouvert ferme´ de T
1 sur
lequel le rang de F est e´gal a` i. On a T 1i “ H pour presque tout i, et T
1 “
š
i T
1
i .
De plus, le rang e´tant constant sur Vx pour tout x, les images des T
1
i sur Ω
1 sont
deux a` deux disjointes, et compactes. On obtient ainsi une e´criture de Ω1 comme une
union disjointe finie d’ouverts ferme´s sur lesquels r est constant ; en particulier, r est
constant au voisinage de x.
Fixons un entier m. Le lieu Ωm des points x de Ω tels que rpxq “ m est en vertu
de ce qui pre´ce`de un ouvert ferme´ de Ω, et partant un ouvert de Zariski de X (lemme
1.12). D’apre`s le lemme 5.11, il existe un sous-espace analytique ferme´ S1 de X de
support S tel que la partition finie Ω ˆX BS1pXq “
š
pΩi ˆX BS1pXqq soit induite
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par une partition finie en ouverts de Zariski de BS1pXq. En remplac¸ant X par BS1pXq
et en raisonnant ouvert par ouvert, on se rame`ne au cas ou` r a une valeur constante
sur Ω, encore note´e r (cette notation de´signe donc de´sormais un entier, et non une
fonction), et ou` S est un diviseur de Cartier. Sous ces hypothe`ses, toute composante
assassine de X rencontre Ω.
6.8.2.5. — Montrons que V est analytiquement dense dans Y . Soit Σ une composante
assassine de Y . Comme Y Ñ X est quasi-lisse, Σ est une composante irre´ductible de
f´1pΘq pour une certaine composante assassine Θ deX (munie, disons, de sa structure
re´duite). Puisque f´1pΘq Ñ Θ est plat l’image fpΣq est Zariski-dense dans Θ. En tant
que composante assassine de X , le ferme´ Θ rencontre Ω, et l’image fpΣq n’est donc
par ce qui pre´ce`de pas contenue dans S ; autrement dit, f´1pSq X Σ est d’inte´rieur
vide dans Σ. Il existe par conse´quent un point y de Σ, dont on note x l’image sur
X , qui n’est situe´ ni sur f´1pSq, ni sur une composante irre´ductible de f´1pΘq autre
que Σ. La dimension relative de f |Σ en y est alors e´gale a` la dimension relative de f
en y, c’est-a`-dire a` n. Par conse´quent ΣX Yx “ Yx (la fibre Yx e´tant irre´ductible de
dimension n). Comme x n’est pas situe´ sur S, la fibre Vx est non vide, et Σ rencontre
donc V . Ce dernier est bien par conse´quent analytiquement dense dans Y .
6.8.2.6. — Soit I le r-ie`me ide´al de Fitting de F (1.21) et soit J Ă OX son
!ide´al des coefficients" (thm. 3.9). Comme FV est G-localement libre de rang r, on
a IV “ OV ; puisque V rencontre toutes les fibres de Y Ñ X au-dessus de Ω, il vient
JΩ “ OΩ. Soit J
1 le faisceau d’ide´aux inversible de´finissant S. En remplac¸ant X
par son e´clatement le long de J ¨J 1 (qui s’identifie a` l’e´clatement de X le long de
J mais a un centre qui est ensemblistement exactement e´gal a` S), on se rame`ne au
cas ou` J est inversible.
Soit H le sous-faiceau cohe´rent pJ OY q´1I de KY . Il est en fait contenu dans
OY , et son ide´al des coefficients est lui-meˆme e´gal a` OX (th. 3.9). Soit Y 1 l’ouvert
comple´mentaire du ferme´ de Zariski de Y de´fini par le faisceau d’ide´aux H ; par
de´finition on a HY 1 “ OY 1 , et partantIY 1 “ J OY 1 ; en particulier,IY 1 est inversible.
Soit x P X . Comme l’ide´al des coefficients de H est e´gal a` OX , le sous-espace
analytique ferme´ de Yx de´fini par HYx n’est pas isomorphe a` Yx, ce qui entraˆıne que
son support est diffe´rent de Yx car l’espace Yx est quasi-lisse, donc re´gulier, donc
re´duit. En conse´quence, l’ouvert Y 1 rencontre toutes les fibres de f .
Notons par ailleurs que puisque JΩ “ OΩ, on a J OYˆXΩ “ OYˆXΩ, si bien
que HYˆXΩ “ IYˆXΩ. Il en re´sulte que HV “ IV “ OV (et V est donc contenu
dans Y 1) et que IY 1ˆXΩ “ HY 1ˆXΩ “ OY 1ˆXΩ.
Nous allons maintenant montrer que F mX S est X-plat en dimensions ě n, ce
qui ache`vera la de´monstration de l’assertion e´nonce´e en 6.8.2. Soit N le sous-faisceau
cohe´rent de F constitue´ des sections annule´es par I . Puisque IY 1ˆXΩ “ OY 1ˆXΩ,
on a NY 1ˆXΩ “ 0 ; par conse´quent, le support de toute section de N sur un ouvert
de Y 1 est contenu dans Y 1 ˆX S et l’on dispose donc d’une suite exacte de faisceaux
cohe´rents sur Y 1
0Ñ P Ñ pF {N qY 1 Ñ pF mX SqY 1 Ñ 0
(ou` P est le faisceau cohe´rent sur Y 1 de´fini par cette suite exacte).
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Nous allons tout d’abord montrer que pF {N qY 1 est G-localement libre de rang
r ; comme f est quasi-lisse, cela assurera que pF {N qY 1 est X-plat. Soit W un do-
maine affino¨ıde de Y . Comme l’ouvert de Zariski V est analytiquement dense dans Y
(6.8.2.5), l’intersection V XW est analytiquement dense dans W (2.16). Autrement
dit, toute composante assassine de W rencontre V , ce qui signifie en vertu de la pro-
position 2.9 (2) que l’assassin de W al est contenu dans pW XV qal. Comme le faisceau
FV est G-localement libre de rang r, le faisceau pF alW qpVXW qal est localement libre de
rang r ; le faisceau F alW est en conse´quence localement libre de rang r en tout point de
AsspW alq. On de´duit alors du lemme 5.4.3 de [RG71] que F alW {N
al
W est localement
libre de rang r au-dessus du plus grand ouvert de W al sur lequel le r-ie`me ide´al de
Fitting I al de F al est inversible, ouvert qui contient pY 1 XW qal. Ceci valant pour
tout domaine affino¨ıde W de Y , le faisceau pF {N qY 1 est G-localement libre de rang
r et par conse´quent X-plat, comme annonce´.
Comme V ne rencontre pas Y ˆX S on a pF {N qV “ pF mX SqV “ FV , et il
vient PV “ 0. Par ailleurs, le faisceau cohe´rent P est un sous-faisceau du faisceau
G-localement libre pF {N qY 1 ; toute composante assassine de P est alors une com-
posante assassine de Y 1, et rencontre de`s lors V . Mais comme PV “ 0, ceci entraˆıne
que P n’a pas de composantes assassines, ce qui signifie qu’il est nul ; par conse´quent
pF mX SqY 1 “ pF {N qY 1 , et pF mX SqY 1 est de ce fait X-plat. Puisque Y 1 rencontre
toutes les fibres de f (fibres qui sont irre´ductibles et de dimension n), le faisceau
cohe´rent F mX S est X-plat en dimensions ě n.
6.8.3. Preuve d’une variante du the´ore`me dans un second cas particulier. — Suppo-
sons donne´ un diviseur de Cartier S de X tel que le faisceau cohe´rent F mX S soit
X-plat en dimensions ě n` 1. Nous allons montrer qu’il existe
‚ une famille finie pZi Ñ Xq1ďiďm de morphismes quasi-e´tales a` sources com-
pactes et Γ-strictes ;
‚ pour tout i, un sous-espace analytique ferme´ Si de Zi majorant Zi ˆX S et un
domaine analytique compact et Γ-strict Yi de Y ˆZi BSipZiq,
ces donne´es e´tant assujetties aux conditions suivantes :
(i) pour tout i, le faisceau cohe´rent FYimZi Si est BSipZiq-plat en dimensions ě n ;
(ii) pour tout i, le ferme´ Yi ˆZi Si de Yi est contenu dans l’image re´ciproque de
QpF {Xqsatěn Y pY ˆX Sq ;
(iii) la re´union des images des Yi Ñ Y contient Y zpQpF {Xqsatěn Y pY ˆX Sqq ;
(iv) la re´union des images des morphismes Yi ˆXi Si Ñ Y contient l’ensemble des
points de QpF {Xqěn Y pY ˆX Sq dont l’image sur X n’est pas adhe´rente a`
rfpQpF {Xqěnq Y pfpY q X Sqs X ApXq.
6.8.3.1. — Pour e´tablir l’assertion requise, on peut raisonner G-localement sur X et
Y . On peut donc supposer qu’ils sont tous deux affino¨ıdes. Soit x P X . Par compacite´
de X , il suffit de de´montrer l’assertion au-dessus d’un voisinage de x ; nous nous
autoriserons donc dans la suite du raisonnement a` restreindre X autour de x autant
que ne´cessaire.
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En raisonnant une dernie`re fois G-localement sur Y , on peut en vertu du lemme
4.9 supposer que l’on est dans l’un des deux cas suivants :
˛ Yx ne rencontre pas le support de F mX S ;
˛ Yx rencontre le support de F mX S et il existe un X-de´vissage total et Γ-strict
tTi, πi, ui,Li,PiuiPt1,...,ru
de F mX S au-dessus de x, en dimensions n1 ą . . . ą nr majore´es par
dimSupppF mX Sqx.
6.8.3.2. — Supposons que Yx ne rencontre pas le support de F mX S. Par proprete´
topologique de f on peut alors restreindre X pour se ramener au cas ou` F mX S “ 0.
Sous cette hypothe`se, et plus ge´ne´ralement si F mX S est X-plat en dimensions ě n,
l’assertion requise est vraie avec m “ 1, Z1 “ X,S1 “ S et Y1 “ Y ˆX BSpXq.
6.8.3.3. — On suppose de´sormais que Yx rencontre le support de F mX S et qu’il
existe un X-de´vissage total
D “ tTi, πi, ui, ti,Li,PiuiPt1,...,ru
du faisceau F mX S au-dessus de x, en dimensions n1 ą . . . ą nr majore´es par
dim SupppF mX Sqx. Quitte a` tronquer ce de´vissage (qui ne sera de`s lors peut-eˆtre
plus total), on peut remplacer la condition Pr “ 0 par les deux conditions suivantes :
(a) dimSupppPrqx ă n ;
(b) pour tout entier i tel que 1 ď i ă r on a dim SupppPiqx ě n (et partant
ni ě n` 1 et ni`1 ě n).
En vertu de la proposition 4.12, on peut e´galement supposer quitte a` restreindre
X que les deux assertions suivantes sont satisfaites :
(c) pour tout i, l’intersection SupppPiq X Yξ est d’inte´rieur vide dans Yξ pour tout
ξ P X ;
(d) pour tout i tel que ni ě n` 1 (et en particulier pour tout i ă r) le morphisme
ui est universellement X-injectif.
6.8.3.4. Supposons que nr ă n. — Comme ni`1 ě n pour tout i tel que 1 ď i ă r
d’apre`s la condition (b) de 6.8.3.3, il vient r “ 1. La dimension relative du support
de F mX S sur X est donc strictement infe´rieure a` n, et F mX S est en particulier
X-plat en dimensions ě n ; l’assertion cherche´e est alors vraie (6.8.3.2).
6.8.3.5. Supposons que nr ą n. — Dans ce cas ui est universellement injectif pour
tout i ; joint a` la condition (a) ci-dessus ceci implique d’apre`s l’assertion (2) de la
proposition 4.12 que F mX S est X-plat en dimensions ě n, et l’assertion cherche´e
est de`s lors vraie (6.8.3.2).
6.8.3.6. Supposons que nr “ n. — Le the´ore`me 3.11 applique´ au morphisme quasi-
lisse Tr Ñ X assure l’existence d’une surjection quasi-e´tale a` source affino¨ıde et
Γ-stricte X 1 Ñ X telle qu’il existe un X 1-de´coupage Γ-strict de Tr ˆX X
1. Il suffit
alors par proprete´ topologique de X 1 Ñ X de montrer le the´ore`me au voisinage de
chacun des ante´ce´dents de x dans X 1. Autrement dit quitte a` remplacer X par X 1
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et x par n’importe lequel de ses ante´ce´dents sur X 1, on peut supposer que Tr Ñ X
posse`de un X-de´coupage Γ-strict pTrjq1ďjďer .
Nous allons construire re´cursivement pour tout i un recouvrement fini pTijq1ďjďei
de Ti par des domaines analytiques compacts et Γ-stricts. Le recouvrement pTrjqj est
de´ja` construit. Supposons pTijqj construit pour un certain i compris entre 2 et r, et
expliquons comment construire Ti´1,j ; pour tout j compris entre 1 et ei on note Xij
l’image de Tij sur X ; c’est un domaine analytique compact et Γ-strict de X . Soit j
compris entre 1 et ei. On choisit un domaine analytique compact et Γ-strict Υ de Ti´1
tel que ΥX SupppPi´1q “ π
´1
i pTijq (ce qui est possible graˆce au lemme 1.19) et l’on
pose alors Ti´1,j “ ΥˆXXij . Par construction, Ti´1,jXSupppPi´1q “ π
´1
i pTijq pour
tout j compris entre 1 et ei. La re´union
Ť
1ďjďei
Ti´1,j est donc un domaine analytique
compact et Γ-strict de Ti´1 qui contient SupppPi´1q et en est de`s lors un voisinage.
Si
Ť
1ďjďei
Ti´1,j est e´gal a` Ti´1 tout entier, on conside`re que la famille pTi´1,jqj
est construite. Sinon il existe un domaine analytique compact et Γ-strict Ti´1,ei`1
de Ti´1 ne rencontrant pas SupppPi´1q et tel que
Ť
1ďjďei`1
Ti´1,j “ Ti´1, et l’on
conside`re que la famille pTi,jqj est construite. (On a donc ei´1 “ ei ou ei´1 “ ei` 1).
On construit enfin un recouvrement pYjq1ďjďe0 de Y par un proce´de´ analogue
(prendre ci-dessus i “ 1 et remplacer Ti´1 par Y et Pi´1 par F mS). Soit j compris
entre 1 et e0. Notons εj le plus grand entier i compris entre 0 et r tel que j ď ei (si
εj ă r on a donc j “ eεj et eεj`1 “ eεj ´ 1, ce qui entraˆıne que Pej ,Tεjj “ 0), et
notons Xj l’image de Tεjj sur X (c’est un domaine analytique compact et Γ-strict
de X) si εj ą 0 ; si εj “ 0 (ce qui veut dire que j “ e0 et que e1 “ e0 ´ 1) on pose
Xj “ X . Il re´sulte de nos constructions que Yj Ñ X se factorise par Xj. Il suffit
maintenant de montrer l’assertion requise pour chacun des morphismes Yj Ñ Xj. On
fixer donc j, et l’on distingue plusieurs cas.
Supposons que εj “ 0. On a alors j “ e0 et pF mX SqYj “ 0, et l’assertion requise
vaut de`s lors pour Yj Ñ Xj (6.8.3.2).
Supposons que 0 ă εj ă r. La donne´e Dj des Tij pour i variant de 1 a` εj et des
restrictions correspondantes des faisceaux Li, des morphismes πi et des applications
line´aires ui de´finit alors un Xj-de´vissage de pFmXSqYj au-dessus de tout point deXj .
En effet, soit ξ un point de Xj et soit i un entier compris entre 1 et εj. Par hypothe`se,
l’intersection du support de Pi,Tij avec Tij,ξ est d’inte´rieur vide dans Tij,ξ ; par un
raisonnement reposant in fine sur le lemme de Nakayama ([Duc18], 2.5.4) cela signifie
que le lieu de surjectivite´ de ui,Tij contient un ouvert dense de Tij,ξ, et il re´sulte par
ailleurs de nos hypothe`ses et des ine´galite´s i ď εj ă r que ui,Tij est (universellement)
injectif ; par conse´quent, le lieu de bijectivite´ de ui,Tij contient un ouvert dense de
Tij,ξ, et le lieu de bijectivite´ de ui,Tij,ξ est a fortiori dense dans Tij,ξ. Ainsi, Dj est
un Xj-de´vissage de pF mX SqYj au-dessus de tout point de Xj , comme annonce´.
Ce de´vissage est total : en effet comme εj ă r on a Pej ,Tεjj “ 0. Puisque ui,Tij
est (universellement) injectif pour tout i compris entre 1 et εj, on de´duit de 4.5 que
pF mX SqYj est Xj-plat ; l’assertion requise vaut alors pour Yj Ñ Xj (6.8.3.2).
Supposons que ej “ r. Le morphisme Trj Ñ Xj est quasi-lisse a` fibres
ge´ome´triquement connexes, et surjectif ; autrement dit, il est quasi-lisse a` fibres
ge´ome´triquement irre´ductibles. Ses fibres sont de dimension n (rappelons en effet
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qu’on s’est place´ dans le cas ou` nr “ n). Posons Q “ pπr˚Pr´1qTrj . En vertu du
cas particulier traite´ au 6.8.2, il existe un sous-espace analytique ferme´ F de Xj , de
support l’image de QpQ{Xjqěn “ QpQ{Xjq
sat
ěn, tel que QTr,jˆXjBF pXjq mXj F soit
BF pXjq-plat en dimensions ě n. Soit Σ le sous-espace analytique ferme´ de Xj de´fini
par le produit des ide´aux de´finissant respectivement F et S XXj ; son support est la
re´union de S XXj et de l’image de QpQ{Xjqěn. L’e´clate´ BΣpXjq est e´gal a` BF pXjq
(5.5.6). De plus, le lieu de BΣpXjq-platitude de QTr,jˆXjBΣpXjq mXj Σ contient celui
de QTr,jˆXjBΣpXjq mXj F ; en effet, le premier est le quotient du second par son
sous-faisceau forme´ des sections a` support dans Trj ˆXj EΣpXjq, qui est un diviseur
de Cartier de Trj ˆXj BΣpXjq car Tr,j Ñ Xj est plat (puisque quasi-e´tale), et notre
affirmation est alors une conse´quence de 6.4. En conse´quence, QTr,jˆXjBΣpXjq mXj Σ
est BΣpXjq-plat en dimensions ě n.
Nous allons maintenant montrer les e´nonce´s suivants :
(A) On a l’e´galite´
fpQpFYj {Xjqěnq Y pS XXjq “ fpQpQ{Xjqěnq Y pS XXjq.
(B) Le faisceau cohe´rent
pF mX SqYjˆXjBΣpXjq mXj Σ “ FYjˆXjBΣpXjq mXj Σ
est BΣpXjq-plat en dimensions ě n.
Avant de le faire, expliquons pourquoi ceci entraˆıne que Yj Ñ Xj satisfait l’e´nonce´
6.8.3, avec m “ 1, Z1 “ Xj , S1 “ Σ, et en prenant comme domaine analytique de
Yj ˆXj BΣpXjq cet espace tout entier.
L’assertion (i) est une conse´quence directe de (B). Les assertions (ii) et (iii)
re´sultent de (A), du fait que Σ est e´gal ensemblistement a` pSXXjqYfpQpQ{Xjqěnq,
et du fait que BΣpXjq Ñ Xj induit un isomorphisme au-dessus de XjzΣ (ce qui
entraˆıne que YjˆXjBΣpXjq Ñ Yj induit un isomorphisme au-dessus de YjzpYjˆXjΣq).
Ve´rifions enfin (iv). Donnons-nous un point y sur pYj ˆX Sq YQpFYj {Xjqěn dont
l’image x par f n’est pas adhe´rente a`
rpfpYjq X Sq Y fpQpFYj{Xjqěnqs X ApXq “ rpfpYjq X Sq Y fpQpQ{Xjqěnqs X ApXq,
et montrons que y appartient a` l’image de Yj ˆXj EΣpXjq. Le point x appartient a` Σ
par de´finition, et aucune composante irre´ductible de Xj contenue dans Σ ne passe par
x. En effet si c’e´tait le cas cette composante serait contenue dans fpQpFYj {Xjqěnq,
car S X Xj est un diviseur de Cartier de Xj, et est en particulier d’inte´rieur vide
dans Xj , et x serait adhe´rent a` fpQpFYj {XjqěnqXApXq, en contradiction avec notre
hypothe`se.
Puisqu’aucune composante irre´ductible de Xj contenue dans Σ ne passe par x, le
point x appartient a` l’image de EΣpXjq Ñ Xj (5.9.2) ; il en re´sulte que y appartient
a` l’image de de Yj ˆXj EΣpXjq.
6.8.3.7. Preuve de l’assertion (A). — Soit ξ P Xj . La dimension de SupppPr,Trj qξ
est strictement infe´rieure a` nr “ n, et on sait par ailleurs que ui,Tij est universellement
Xj-injectif pour i variant entre 1 et r ´ 1. En appliquant la proposition 4.12 d’une
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part au Xj-de´vissage a` un cran tTrj, Id, ur,Trj ,Lr,Trj ,Pr,Trju de Q et d’autre part au
Xj-de´vissage Dj du faisceau cohe´rent pF mX SqYj , on voit que les assertions suivantes
sont e´quivalentes :
(a) dimQpQ{Xjqξ ă n ;
(b) ur est injectif en tout point de Trj,ξ ;
(c) dimQppF mX SqYj{Xjqξ ă n.
Si ξ n’appartient pas a` S l’assertion (c) e´quivaut simplement a` demander que
dimQpFYj {Xjqξ ă n. L’e´quivalence (a)ðñ (c) implique donc que
fpQpFYj {XjqěnqzS “ fpQpQ{XjqěnqzS,
d’ou` (A).
6.8.3.8. Preuve de (B). — On pose G “ pF mX SqYj . En proce´dant au changement
de base BF pXjq Ñ Xj on se rame`ne, sans changer les proprie´te´s du de´vissage Dj , au
cas ou` Σ est un diviseur de Cartier, ou` BΣpXjq “ Xj et ou` Q mXj Σ est Xj-plat en
dimensions ě n, et il suffit de de´montrer que ceci entraˆıne la Xj-platitude de G mXj Σ
en dimensions ě n.
Comme Q mXj Σ est Xj-plat en dimensions ě n, il en va de meˆme de
Pr´1,Tr´1,j mXj Σ ([Duc18], Lemma 4.1.15 (3)). Pour tout i compris entre 1
et r ´ 1, la suite exacte
0Ñ Li,Tij Ñ πi˚Pi´1,Tij Ñ Pi,Tij Ñ 0
(en posant T0j “ Yj et P0j “ G ) induit d’apre`s le lemme 5.5.3 (ii) de [RG71] une
suite exacte
0Ñ Li,Tij Ñ pπi˚Pi´1,Tij q mXj ΣÑ Pi,Tij mXj ΣÑ 0,
d’ou` un de´vissage D 1j de G mXj Σ en dimensions n1 ą . . . ą nr´1. Comme les ap-
plications line´aires qui le constituent sont injectives, et comme le faisceau cohe´rent
Pr´1,Tr´1,j mXj Σ est Xj-plat en dimensions ě n, il re´sulte de la proposition 4.12 que
le faisceau cohe´rent G mXj Σ est Xj-plat en dimensions ě n.
6.8.4. Preuve du cas ge´ne´ral. — Nous allons de´montrer le cas ge´ne´ral en proce´dant
par re´currence descendante sur l’entier n ď d` 1. On suppose donc que le the´ore`me
est vrai pour tout entier strictement supe´rieur a` n et infe´rieur ou e´gal a` d` 1.
6.8.4.1. Le cas ou` n “ d ` 1. — Comme les fibres du morphisme SupppF q Ñ X
sont toutes de dimension ď d, le faisceau F est X-plat en dimensions ě d ` 1. Par
conse´quent, les conclusions du the´ore`me sont ve´rifie´es par la famille constitue´e de
l’unique couple p H X XId , Y q.
6.8.4.2. Le cas ou` n ă d ` 1. — L’hypothe`se de re´currence assure qu’il existe une
famille finie pSi ãÑ Zi Ñ Xq de diagrammes appartenant a` D
ďd´n
k,Γ et, pour tout i,
un domaine analytique compact et Γ-strict Yi de Y ˆX Zi, tels que les proprie´te´s
suivantes soient satisfaites :
(1˚) pour tout i, le faisceau cohe´rent pFYiqmZi Si est Zi-plat en dimensions ě n`1 ;
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(2˚) pour tout i, l’ouvert YizpYiˆZi Siq de Yi est contenu dans l’image re´ciproque de
Y zQpF {Xqsatěn`1 ;
(3˚) pour tout i, le ferme´ Yi ˆZi Si de Yi est contenu dans l’image re´ciproque de
QpF {Xqsatěn`1 ;
(4˚) la re´union des images des morphismes Yi Ñ Y contient Y zQpF {Xqsatěn`1 ;
(5˚) la re´union des images des morphismes Yi ˆZi Si Ñ Y contient tout point de
QpF {Xqěn`1 dont l’image surX n’est pas adhe´rente a` fpQpF {Xqěn`1qXApXq.
D’apre`s les re´sultats de 6.8.3, il existe pour tout i une famille finie rpZℓi , S
ℓ
i , Y
ℓ
i qsℓ
ou` :
pαq Zℓi est pour tout ℓ un espace k-analytique compact et Γ-strict muni d’un mor-
phisme quasi-e´tale vers Zi, et S
ℓ
i est un sous-espace analytique ferme´ de Z
ℓ
i
majorant Zℓi ˆZi Si ;
pβq Y ℓi est pour tout ℓ un domaine analytique compact et Γ-strict de YiˆZi BSℓ
i
pZℓi q,
tel que
FY ℓ
i
mZℓ
i
Sℓi “ pFYi mZi SiqY ℓ
i
mY ℓ
i
Sℓi
soit BSℓ
i
pZℓi q-plat en dimensions ě n ;
pγq pour tout indice ℓ, l’image du morphisme Y ℓi ˆZℓ
i
Sℓi Ñ Yi est contenue dans
QpFYi mZi Si{Ziq
sat
ěn Y pYi ˆZi Siq.
pδq la re´union pour ℓ variable des images des morphismes Y ℓi Ñ Yi contient
YizpQpFYi mZi Si{Ziq
sat
ěn Y pYi ˆZi Siqq ;
(ε) si l’on note fi le morphisme Yi Ñ Zi, la re´union pour ℓ variable des images des
morphismes Y ℓi ˆZℓ
i
Sℓi Ñ Yi contient tout point de
pYi ˆZi Siq Y QpFYi mZi Si{Ziqěn
dont l’image par fi n’est pas adhe´rente a`
rpfipYiq X Siq Y fipQpFYi mZi Si{Ziqěnqs X ApZiq.
La famille rpESℓ
i
pZℓi q ãÑ BSℓ
i
pZℓi q Ñ X,Y
ℓ
i qsi,ℓ satisfait alors les conclusions du
the´ore`me. C’est en effet e´vident pour (1) qui de´coule de (β), et on sait que (2) est
alors automatiquement ve´rifie´e (6.8.1). En ce qui concerne (3), soit y un point de
Y zQpF {Xqsatěn ; il appartient a fortiori a` Y zQpF {Xq
sat
ěn`1 et est donc e´gal d’apre`s
(4˚) a` l’image d’un point y1 de Yi pour un certain i. Comme y n’appartient pas a`
QpF {Xqsatěn`1, la condition (3
˚) entraˆıne que y1 n’appartient pas a` Yi ˆZi Si ; il est
donc situe´ au-dessus du lieu de platitude de Zi Ñ X . Par conse´quent, comme y
n’appartient pas a` QpF {Xqsatěn, le point y
1 n’appartient pas a` QpFYi{Ziq
sat
ěn, et donc
pas non plus a` QpFYi mZi Si{Ziq
sat
ěn car FYi mZi Si co¨ıncide avec FYi au-dessus de
ZizSi. Il s’ensuit que y
1 appartient en vertu de pδq a` l’image de Y ℓi Ñ Yi pour un
certain ℓ, et y appartient de`s lors a` l’image de Y ℓi Ñ Y .
Ve´rifions (4). Fixons un couple pi, ℓq, soit y un point de Y ℓi ˆZℓ
i
Sℓi et soit η son
image sur Yi. Il re´sulte de pγq que
η P QpFYi mZi Si{Ziq
sat
ěn Y pYi ˆZi Siq.
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On distingue maintenant deux cas : si η appartient a` YiˆZi Si il est alors situe´ d’apre`s
la proprie´te´ (3˚) au-dessus de QpF {Xqsatěn`1, et a fortiori au-dessus de QpF {Xq
sat
ěn ;
sinon η appartient a` QpFYi mZi Si{Ziq
sat
ěn et le meˆme raisonnement que celui suivi
pour la preuve de (3) montre alors que η est situe´ au-dessus de QpF {Xqsatěn.
Montrons enfin (5). Soit y un point de fpQpF {Xqěnq dont l’image x sur X n’est
pas adhe´rente a` fpQpF {XqěnqXApXq ; nous allons prouver que le point y appartient
a` l’image de l’un des morphismes Y ℓi ˆZℓ
i
Sℓi Ñ Y .
Nous allons tout d’abord montrer qu’il existe i tel que y posse`de un ante´ce´dent y1
sur Λi :“ pYi ˆZi Siq Y QpFYi mZi Si{Ziqěn. On distingue pour ce faire deux cas.
Supposons que x n’appartient pas a` fpQpF {Xqěn`1q. Le point y n’appartient alors
pas a` QpF {Xqsatěn`1. Il s’ensuit en vertu de (4
˚) qu’il existe un indice i et un point
y1 de Yi situe´ au-dessus de y. D’apre`s (3
˚) le point y1 n’appartient pas a` Yi ˆZi Si ; il
est situe´ par conse´quent au-dessus du lieu de platitude de la fle`che Zi Ñ X , si bien
qu’il appartient a` QpFYi{Ziqěn, et partant a` QpFYi mZi Si{Ziqěn puisqu’il n’est pas
situe´ au-dessus de Si. Il appartient donc bien a` Λi.
Supposons maintenant que x appartient a` fpQpF {Xqěn`1q. Puisque x n’est, par
hypothe`se, pas adhe´rent a` fpQpF {Xqěnq X ApXq, il n’est a fortiori pas adhe´rent
a` fpQpF {Xqěn`1q X ApXq ; il re´sulte alors de (5˚) qu’il existe un indice i et un
ante´ce´dent y1 de y sur Yi ˆZi Si Ă Λi.
Fin de la de´monstration. Soit z l’image de y1 sur Zi. Montrons que z n’est
pas adhe´rent a` fipΛiq X ApZiq. On raisonne par l’absurde, en supposant qu’il
l’est. Comme Si est un diviseur de Cartier de Zi, il ne rencontre pas ApZiq, et
z est donc adhe´rent a` fipQpFYi mZi Si{Ziqěnq X ApZizSiq. Soit ζ un point de
fipQpFYi mZi Si{Ziqěnq X ApZizSiq. Par de´finition, le point ζ posse`de un ante´ce´dent
η par fi situe´ sur QpFYi mZi Si{Ziqěn ; puisque ζ n’appartient pas a` Si, le point η
appartient en fait a` QpFYi{Ziqěn ; et comme Zi Ñ X est quasi-e´tale et en particulier
plat en dehors de Si, ceci entraˆıne que l’image de η sur Y appartient a` QpF {Xqěn.
En conse´quence, l’image ξ de ζ sur X appartient a` fpQpF {Xqěnq. Par ailleurs le
point ζ appartient a` ApZizSiq, ce qui entraˆıne que ξ P ApXq (lemme 5.17). Il re´sulte
de ce qui pre´ce`de que x appartient a` l’adhe´rence de fpQpF {Xqěnq X ApXq, ce qui
est absurde. Par conse´quent, z n’appartient pas a` l’adhe´rence de fipΛiq X ApXq.
L’assertion pεq assure alors que y1 appartient a` l’image de Y ℓi ˆZℓ
i
Sℓi Ñ Yi pour un
certain ℓ, et y appartient de ce fait a` l’image de Y ℓi ˆZℓ
i
Sℓi Ñ Y .
7. Applications
7.1. Lemme. — Soit Y Ñ X un morphisme entre espaces k-analytiques, soit y
appartenant a` ApY q et soit x son image sur X.
(1) On a dkpxq “ dkpyq ´ dimx Yx.
(2) Supposons de plus X re´duit. Les assertions suivantes sont e´quivalentes :
(i) l’espace Y est X-plat en y ;
(ii) on a dimy Yx ` dimxX “ dimy Y ;
(iii) le point x appartient a` ApXq ;
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(iv) l’espace Yred est X-plat en y.
De´monstration. — Prouvons tout d’abord (1). Soit U l’ouvert de Zariski de Y forme´
des points z tels que dimz Yfpzq ď dimy Yx et dimz Y ď dimy Y ; il contient y. On a
dimy Y “ dkpyq “ dH pxqpyq ` dkpxq, et si z est un point de Ux on a
dimy Y ě dimz Y ě dkpzq “ dH pxqpzq ` dkpxq,
ce qui montre que le maximum de dH pxq sur Ux est atteint en y. Puisque dimUx
est e´gal a` dimy Yx par de´finition de U , il vient dH pxqpyq “ dimy Yx ; par conse´quent
dkpxq “ dkpyq ´ dH pxqpyq “ dkpyq ´ dimy Yx.
Faisons l’hypothe`se que X est re´duit, et montrons (2). Les implications (i)ñ(ii) et
(iii)ñ(i) font partie des proprie´te´s de base de la platitude rappele´es en 1.14 et sq.
Supposons que (ii) est vraie. On a d’apre`s (1) l’e´galite´ dkpxq “ dkpyq ´ dimy Yx et
au vu de l’hypothe`se (ii), elle entraˆıne que dkpxq “ dimxX , c’est-a`-dire que x P ApXq,
d’ou` (iii).
Ainsi les assertions (i), (ii) et (iii) sont-elles e´quivalentes. Comme la valeur de ve´rite´
de (iii) ne change pas si l’on remplace Y par Yred on a e´galement (i)ðñ (iv).
Le but de ce qui suit est de montrer un !the´ore`me d’e´quidimensionalisation",
fonde´ sur notre the´ore`me principal mais ne ne´cessitant aucune hypothe`se de plati-
tude ge´ne´rique.
7.2. Lemme. — Soit f : Y Ñ X un morphisme d’espaces k-analytiques. Supposons
qu’il existe δ tel que Ω :“ ty P Y, dimy f “ δu soit un ouvert de Zariski dense de Y .
(1) On a PpY {Xq Ă Ω.
(2) On a Y zΩ “ QpY {Xqěδ`1.
(3) Si Y est e´quidimensionnel, l’ensemble ApY q ne rencontre pas QpY {Xqsatěδ`1.
De´monstration. — Commenc¸ons par prouver (1). On peut remplacer Y par PpY {Xq,
et partant supposer f plat. Posons Ω “ ty P Y, dimy f “ δu ; c’est par hypothe`se un
ouvert de Zariski dense de Y et il s’agit de de´montrer que Ω “ Y . Soit y P Y et soit
x son image sur X . Soit Z une composante irre´ductible de X passant par x. Il suffit
de montrer que dimypY ˆX Zqx “ δ.
Soit Z 1 l’ouvert de Zariski de X constitue´ des points de Z qui n’appartiennent a`
aucune autre composante irre´ductible de X . L’intersection de Y ˆZ Z
1 avec Ω est
Zariski-dense dans Y ˆZ Z
1 (car ce dernier est un ouvert de Zariski de Y ). Par ailleurs
Y ˆX Z
1 est Zariski-dense dans Y ˆX Z ; en effet Y ˆX Z Ñ Z est plat (pour donner
un sens a` cette affirmation il faut choisir une structure analytique sur Z, par exemple
sa structure re´duite) et l’image sur Z de toute composante irre´ductible de Y ˆX Z est
donc Zariski-dense dans Z et de ce fait rencontre Z 1, d’ou` notre assertion. Il s’ensuit
que ΩX pY ˆZ Z
1q est dense dans Y ˆX Z.
On peut donc remplacer X par Z, c’est-a`-dire supposer que X est irre´ductible. Soit
n sa dimension. Soit T une composante irre´ductible de Y . Choisissons un point t de Y
situe´ sur T XΩ et n’appartenant a` aucune autre composante irre´ductible de Y (c’est
possible car Ω est Zariski-dense dans Y ). On a alors dimt Tfptq “ dimt Yfptq “ δ. Par
platitude il vient dim T “ dimt Y “ n ` δ. Ceci valant pour tout T , l’espace Y est
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purement de dimension n` δ. On en de´duit a` nouveau par platitude que la dimension
relative de Y sur X est partout e´gale a` δ, ce qui ache`ve de montrer (1).
Montrons maintenant (2). Soit y P Y . Si y appartient a` QpY {Xqěδ`1 on a a fortiori
dimy f ě δ ` 1, et y n’appartient donc pas a` Ω. Re´ciproquement, supposons que y
n’appartient pas a` Ω. Le point y vit alors sur une composante irre´ductible T de Yfpyq
de dimension ě δ` 1. L’assertion (1) de´ja` de´montre´e assure que T Ă QpY {Xq, ce qui
entraˆıne que y P QpY {Xqěδ`1.
Montrons enfin (3). On suppose donc que Y est purement de dimension m pour
un certain m ě 0. Soit y P ApY q et soit x son image sur X . On a dkpyq “ m, et par
densite´ de Ω dans Y on a dimy Yx “ δ ; ceci entraˆıne que dH pxqpyq ď δ et qu’il existe
z P Yx tel que dH pxqpzq “ δ.
On a dkpxq “ dkpyq ´ dH pxqpyq ě m´ δ, et dkpxq “ dkpzq ´ dH pxqpzq ď m´ δ car
dkpzq ď m puisque dim Y “ m. Par conse´quent, dkpxq “ m´ δ. Pour tout t P Yx on
a donc
m ě dkptq “ dH pxqptq ` dkpxq “ dH pxqptq `m´ δ.
Ceci entraˆıne que dimYx ď δ, et finalement que dim Yx “ δ. En particulier, Yx ne
rencontre pas QpY {Xqěδ`1, et y n’appartient ainsi pas a` QpY {Xq
sat
ěδ`1.
7.3. The´ore`me. — Soit f : Y Ñ X un morphisme entre espaces k-analytiques Γ-
stricts compacts. On suppose que l’application y ÞÑ dimy f prend des valeurs comprises
entre deux entiers δ et d avec δ ď d, et que la re´union des fibres de f de dimension
δ est dense dans Y . Il existe une famille finie de couples rpSi ãÑ Zi Ñ X,Yiqsi ou`
Si ãÑ Zi Ñ X est un diagramme appartenant a` D
ďd´δ
k,Γ et ou` Yi est un domaine
analytique compact et Γ-strict de Y ˆX Zi, qui satisfait les proprie´te´s suivantes :
(1) pour tout i, l’adhe´rence analytique Y 1i de YizYi ˆZi Si dans Yi est purement de
dimension relative δ sur Zi ;
(2) la re´union des images des morphismes Y 1i Ñ Y est e´gale a` Y ;
(3) la re´union des images des morphismes Yi ˆZi Si Ñ Y est contenue dans la
re´union des fibres de f de dimension ą δ, et contient ty P Y, dimy f ą δu.
7.4. Remarque. — Les hypothe`ses du the´ore`me sont notamment ve´rifie´es lorsque
les conditions suivantes sont satisfaites : y ÞÑ dimy f prend des valeurs comprises
entre deux entiers δ et d, l’ouvert ty P Y, dimy f “ δu est dense dans Y , et Y est
e´quidimensionnel. En effet, si c’est le cas il re´sulte alors de l’assertion (3) du lemme
7.2 que ApY q ne rencontre pas QpY {Xqsatěδ`1, ce qui signifie que pour tout y P ApY q, la
fibre f´1pfpyqq e´vite QpY {Xqěδ`1 ; en vertu de l’assertion (2) de loc. cit., ceci revient
a` dire que f´1pfyqq est entie`rement contenu dans ty P Y, dimy f “ δu, soit encore que
la fibre f´1pfpyqq est de dimension δ. La re´union des fibres de f qui sont de dimension
δ contient donc ApY q, et est par conse´quent dense dans Y .
De´montration du the´ore`me 7.3. — Le the´ore`me 6.6 applique´ lorsque F “ OY et
n “ δ ` 1 assure l’existence d’une famille finie de couples rpSi ãÑ Zi Ñ X,Yiqsi
ou` Si ãÑ Zi Ñ X est un diagramme appartenant a` D
ďd´δ
k,Γ et ou` Yi est un domaine
analytique compact et Γ-strict de Y ˆX Zi, qui satisfait les proprie´te´s suivantes :
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(a) pour tout i, l’adhe´rence analytique Y 1i de YizYi ˆZi Si dans Yi est plate en
dimensions ě δ ` 1 sur Zi ;
(b) pour tout i, l’ouvert YizYi ˆZi Si de Yi est contenu dans l’image re´ciproque de
Y zQpY {Xqěδ`1 ;
(c) pour tout i, le ferme´ Yi ˆZi Si de Yi est contenu dans l’image re´ciproque de
QpY {Xqsatěδ`1 ;
(d) la re´union des images des morphismes Yi Ñ Y contient Y zQpY {Xq
sat
ěδ`1 ;
(e) la re´union des images des morphismes Yi ˆZi Si Ñ Y contient tout point de
QpY {Xqěδ`1 dont l’image sur X n’est pas adhe´rente a` ApXqXfpQpY {Xqěδ`1q.
Il suffit maintenant d’expliquer pourquoi ces proprie´te´s entraˆınent (1), (2) et (3).
Posons Ω “ ty P Y, dimy f “ δu. Sous nos hypothe`ses, Ω est dense dans Y (il contient
meˆme un ensemble dense de fibres de f) ; le lemme 7.2 (2) assure de`s lors que Ω est le
comple´mentaire de QpY {Xqěδ`1 dans Y ; il s’ensuit que QpY {Xq
sat
ěδ`1 est exactement
la re´union des fibres de f de dimension ą δ ; compte-tenu de nos hypothe`ses, ceci
entraˆıne la densite´ de Y zQpY {Xqsatěδ`1 dans Y .
7.4.1. Preuve de (1). — Comme Ω est le comple´mentaire de QpY {Xqěδ`1 dans Y ,
la proprie´te´ (b) assure que YizYi ˆZi Si est situe´ au-dessus de Ω ; par conse´quent,
YizYi ˆZi Si est purement de dimension relative δ sur Zi.
Puisque l’ouvert pYizYi ˆSi Ziq de Y
1
i est analytiquement dense (et en particulier
Zariski-dense) dans ce dernier, on de´duit de (a) et du lemme 7.2 (2) que Y 1i est
purement de dimension relative δ sur Zi, et (1) est e´tablie.
7.4.2. Preuve de (2). — La conjonction de (c) et de (d) assure que la re´union des
images des morphismes YizpYi ˆZi Siq Ñ Y contient Y zQpY {Xq
sat
ěδ`1, dont on a vu
plus haut que c’e´tait un ouvert dense de Y . Comme cette re´union est par ailleurs
compacte, l’assertion (2) en re´sulte.
7.4.3. Preuve de (3). — D’apre`s la condition (c), la re´union des images des mor-
phismes Yi ˆZi Si Ñ Yi est contenue dans QpY {Xq
sat
ěδ`1, c’est-dire dans la re´union
des fibres de f de dimension δ.
Soit y un point de Y tel que dimy f ą δ, c’est-a`-dire tel que y P QpY {Xqěδ`1. On
sait d’apre`s la proprie´te´ (2) de´ja` e´tablie que y posse`de un ante´ce´dent z sur Y 1i Ă Yi
pour un certain i ; et la proprie´te´ (b) implique que z P Yi ˆZi Si.
Si f : Y Ñ X est un morphisme de type fini entre sche´mas noethe´riens avec X
inte`gre et si l’ouvert de platitude de f est vide, fpY q ne contient pas le point ge´ne´rique
de X , et est donc contenu dans un ferme´ de Zariski strict de X .
En raison du !mauvais" comportement de la topologie de Zariski en ge´ome´trie ana-
lytique, le re´sultat analogue dans le monde des espaces de Berkovich est grossie`rement
faux (penser a` l’immersion dans un gros bidisque D d’une courbe C trace´e sur un bi-
disque plus petit telle que C
DZar
“ D, cf. par exemple [Duc18], 4.4 pour un exemple
un peu plus explicite). Mais on peut en un certain sens le !rendre vrai par e´clatements
et morphismes quasi-e´tales", comme en atteste le the´ore`me 7.5 ci-dessous. Et cela
nous permettra lors de la preuve du the´ore`me 7.9 de proce´der a` une re´duction au
68 ANTOINE DUCROS
cas ge´ne´riquement plat par re´currence sur la dimension du but, comme on le fait
couramment en the´orie des sche´mas.
7.5. The´ore`me. — Soit f : Y Ñ X un morphisme entre espaces k-analytiques Γ-
stricts compacts, avec X re´duit. On suppose que y ÞÑ dimy f prend des valeurs com-
prises entre deux entiers δ et d avec δ ď d, et on fait l’hypothe`se que PpY {Xq “ H.
Il existe alors une famille finie de couples rpSi ãÑ Zi Ñ X,Yiqsi ou` Si ãÑ Zi Ñ X est
un diagramme appartenant a` Dďd´δ`1k,Γ et ou` Yi est un domaine analytique compact
et Γ-strict de Y ˆX Zi, qui satisfait les proprie´te´s suivantes :
(1) pour tout i, l’image du morphisme Yi Ñ Zi est contenue dans Si ;
(2) la re´union des images des morphismes Yi Ñ Y est e´gale a` Y .
De´monstration. — Le the´ore`me 6.6 applique´ avec F “ OY et n “ δ assure l’exis-
tence d’une famille finie de couples rpSi ãÑ Zi Ñ X,Yiqsi ou` Si ãÑ Zi Ñ X est un
diagramme appartenant a` Dďd´δ`1k,Γ et ou` Yi est un domaine analytique compact et
Γ-strict de Y ˆX Zi, qui satisfait entre autres les proprie´te´s suivantes :
(a) pour tout i, l’ouvert YizYi ˆZi Si de Yi est contenu dans l’image re´ciproque de
Y zQpY {Xqěδ ;
(b) la re´union des images des morphismes Yi ˆZi Si Ñ Y contient tout point de
QpY {Xqěδ dont l’image sur X n’est pas adhe´rente a` ApXq X fpQpY {Xqěδq.
Or comme PpY {Xq est vide et comme Y Ñ X est partout de dimension rela-
tive supe´rieure ou e´gale a` δ, le ferme´ QpY {Xqěδ de Y est e´gal a` Y tout entier. Par
conse´quent, la proprie´te´ (a) e´quivaut a` l’assertion (1) et la proprie´te´ (b) revient a` dire
que la re´union des images des morphismes Yi ˆZi Si Ñ Y contient tout point de Y
dont l’image sur X n’est pas adhe´rente a` fpY q X ApXq. Mais comme X est re´duit ,
f´1pApXqq est contenu dans PpY {Xq et ce dernier est vide par hypothe`se. Il vient
fpY q X ApXq “ H. L’assertion (2) s’en de´duit.
Notre but est maintenant de donner une description ge´ne´rale des images de mor-
phismes entre espaces k-analytiques compacts. Nous allons commencer par le cas
ge´ne´riquement plat.
7.6. The´ore`me. — Soit d un entier et soit f : Y Ñ X un morphisme entre espaces
k-analytiques compacts et Γ-stricts, a` fibres de dimension ď d. On suppose que X est
re´duit et que PpY {Xq est dense dans Y . Il existe alors une famille finie pfi : Vi Ñ Xq
de fle`ches de Aďd`2k,Γ posse´dant les proprie´te´s suivantes :
˛ chacune des fi admet une factorisation Vi ãÑ Zi Ñ X ou` Zi Ñ X est une fle`che
de Aďd`1k,Γ et ou` Vi est un domaine analytique compact et Γ-strict de Zi ;
˛ l’image fpY qest la re´union des fipViq.
De plus fpY q X ApXq est dense dans fpY q.
De´monstration. — En appliquant le the´ore`me 6.6 avec F “ OY et n “ 0, on obtient
l’existence d’une famille finie de couples rpSi ãÑ Zi Ñ X,Yiqsi ou` Si ãÑ Zi Ñ X est
un diagramme appartenant a` Dďd`1k,Γ et ou` Yi est un domaine analytique compact et
Γ-strict de Y ˆX Zi, telle que les proprie´te´s suivantes (entre autres) soient satisfaites :
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(1) pour tout i, l’adhe´rence analytique Y 1i de YizpYi ˆZi Siq dans Yi est plate sur
Zi ;
(2) pour tout i, le ferme´ Yi ˆZi Si de Yi est contenu dans l’image re´ciproque de
QpY {Xqsat ;
(3) la re´union des images des morphismes Yi Ñ Y contient PpY {Xq.
7.6.1. — Puisque PpY {Xq est dense dans Y , il contient ApY q. Le lemme 7.1 assure
alors que fpApY qq Ă ApXq. Comme ApY q est dense dans Y , ceci entraˆıne que l’inter-
section fpY q X ApXq est dense dans fpY q.
7.6.2. — Soit y P ApY q. Par ce qui pre´ce`de fpyq P ApXq ; comme X est re´duit, il
en re´sulte que f est plat en tout point de f´1pfpyqq, si bien que y R QpY {Xqsat. Il
s’ensuit que Y zQpY {Xqsat est dense dans Y .
7.6.3. — Soit y un point de Y n’appartenant pas a` QpY {Xqsat. Le point y est en
particulier situe´ sur PpY {Xq, et est par conse´quent d’apre`s (3) e´gal a` l’image d’un
point y1 de Yi pour un certain i. Et puisque y n’appartient pas a` QpY {Xq
sat, la
proprie´te´ (2) assure que y1 n’est pas situe´ sur Yi ˆZi Si ; il appartient de`s lors a` Y
1
i .
Par ce qui pre´ce`de, le sous-ensemble Y zQpY {Xqsat de Y est contenu dans la re´union
des images des morphismes Y 1i Ñ Y . Cette re´union est compacte, et Y zQpY {Xq
sat est
dense dans Y en vertu de 7.6.2. Il s’ensuit que la re´union des images des morphismes
Y 1i Ñ Y est e´gale a` Y tout entier ; de ce fait, fpY q est la re´union des images des
morphismes Y 1i Ñ X .
7.6.4. — Pour tout i, la fle`che Y 1i Ñ X admet une factorisation Y
1
i Ñ Zi Ñ X avec
Y 1i Ñ Zi plat ; l’image Vi de Y
1
i Ñ Zi est un domaine analytique Γ-strict de Zi, et le
morphisme compose´ Vi ãÑ Zi Ñ X est donc une fle`che de Ak,Γ, que l’on note fi. Par
ailleurs, puisque Si ãÑ Zi Ñ X appartient a` D
ďd`1
k,Γ , le morphisme Zi Ñ X appartient
a` Aďd`1k,Γ , et Vi Ñ Zi Ñ X appartient a` A
ďd`2
k,Γ . Comme fpY q est la re´union des images
des morphismes Y 1i Ñ X , c’est aussi la re´union des fipViq.
7.7. — Nous de´signons par Bk,Γ la classe des morphismes Y Ñ X d’espaces k-
analytiques admettant une factorisation
Y “ Xn Ñ Xn´1 Ñ . . .Ñ X0 “ X
ou` les Xi sont tous compacts, Γ-stricts et re´duits et ou` Xi Ñ Xi´1 est pour tout i ou
bien un e´clatement, ou bien un morphisme quasi-e´tale, ou bien une immersion ferme´e.
7.8. — Soit f : Y Ñ X une fle`che de Ak,Γ avec X re´duit. C’est alors une fle`che de
Bk,Γ. En effet, par de´finition de Ak,Γ la fle`che f : Y Ñ X admet une factorisation
Y “ Xn Ñ Xn´1 Ñ . . . Ñ X0 “ X ou` les Xi sont tous compacts et Γ-stricts et ou`
Xi Ñ Xi´1 est pour tout i ou bien un e´clatement, ou bien un morphisme quasi-e´tale.
Il suffit pour conclure de s’assurer que chacun des Xi est re´duit. Or c’est e´vident car
la source d’un e´clatement (resp. d’un morphisme quasi-e´tale) de but re´duit est encore
un espace re´duit.
7.9. The´ore`me. — Soit f : Y Ñ X un morphisme entre espaces k-analytiques com-
pacts et Γ-stricts, avec X re´duit. Soit Z l’adhe´rence de PpY {Xq dans Y .
70 ANTOINE DUCROS
(1) Il existe une famille finie pfi : Vi Ñ Xq de fle`ches de Bk,Γ telles que fpY q soit
e´gale a`
Ť
i fipViq.
(2) L’adhe´rence de fpY q X ApXq dans X est e´gale a` fpZq.
7.10. Remarque. — Seul intervient dans l’e´nonce´ le ferme´ ensembliste Z ; il n’est
donc pas ne´cessaire de spe´cifier une structure analytique sur celui-ci. Remarquons tou-
tefois que si l’on en choisit une (par exemple la structure re´duite, ou celle d’adhe´rence
analytique de PpY {Xq) alors PpZ{Xq est dense dans Z (et fpZq est donc de la forme
de´crite par le the´ore`me 7.6). Pour le voir, on commence par remarquer que l’ouvert
PpZ{Xq est dense dans Z si et seulement s’il contient ApZq, ce qui graˆce au caracte`re
re´duit de X et en vertu du le lemme 7.1 est inde´pendant de la structure analytique
choisie sur Z. Munissons donc celui-ci de la structure qui en fait l’adhe´rence analy-
tique de PpY {Xq. Dans ce cas PpY {Xq s’identifie a` un ouvert dense de l’espace Z qui
est plat sur X , d’ou` notre assertion.
De´monstration du the´ore`me 7.9. — On montre les e´nonce´s (1) et (2) se´pare´ment.
7.10.1. Preuve de (1). — Soit pXiq une famille finie de sous-espaces analytiques
ferme´s re´duits de X recouvrant X . Il suffit de montrer le the´ore`me pour chacun des
morphismes Y ˆX Xi Ñ Xi, ce qui permet de se ramener au cas ou` X est purement
de dimension n pour un certain n ě 0. On raisonne maintenant par re´currence sur n.
Si n “ 0 alors X consiste en un ensemble fini de points rigides, et fpY q aussi. Par
conse´quent fpY q est un ferme´ de Zariski de X (et e´galement un domaine analytique
compact et Γ-strict de X), et le the´ore`me est donc de´montre´ dans ce cas.
On suppose maintenant que n ą 0. On peut raisonner composante par composante
sur Y (en munissant chaque composante d’une structure analytique arbitraire) et donc
se ramener au cas ou` celui-ci est irre´ductible. On distingue maintenant deux cas.
7.10.1.1. Supposons que PpY {Xq est non vide. — Dans ce cas PpY {Xq est dense
dans Y et le the´ore`me est alors une conse´quence du the´ore`me 7.6 (et on peut meˆme
demander que les fi soient des fle`ches de Ak,Γ).
7.10.1.2. Supposons que PpY {Xq est vide. — Nous pouvons alors appliquer le
the´ore`me 7.5. Il assure en particulier l’existence d’une famille finie pZi Ñ Xqi de
fle`ches de Ak,Γ et, pour chaque i, d’un domaine analytique compact et Γ-strict Yi de
Y ˆX Zi et d’un diviseur de Cartier Si de Zi tels que les deux proprie´te´s suivantes
soient satisfaites :
˛ pour tout j, l’image du morphisme Yi Ñ Zi est contenue dans Si ;
˛ la re´union des images des morphismes Yi Ñ Y est e´gale a` Y .
L’ensemble fpY q est alors e´gal a` la re´union des images des morphismes compose´s
Yi Ñ Y Ñ X . Fixons i. Par construction, Yi,red Ñ X se factorise par Si,red. L’espace
Zi est purement de dimension n (parce que c’est le cas de X , et en vertu de 5.9.2).
En tant que diviseur de Cartier de l’espace Zi, l’espace Si est alors purement de
dimension n´ 1. L’hypothe`se de re´currence assure donc l’existence d’une famille finie
pTij Ñ Si,redqj de fle`ches de Bk,Γ telles que l’image de Yi,red Ñ Si,red soit la re´union
des images des morphismes Tij Ñ Si,red pour j variable.
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Il re´sulte de ce qui pre´ce`de que fpY q est la re´union des images des morphismes
compose´s
Tij Ñ Si,red Ñ X
pour i et j variables. Or ces morphismes compose´s appartiennent a`Bk,Γ par construc-
tion, ce qui ache`ve de de´montrer (1).
7.10.2. — Montrons maintenant (2). Soit x P fpY q X ApXq. Comme X est re´duit,
la fibre f´1pxq est contenue dans PpY {Xq Ă Z ; puisque cette fibre est non vide par
hypothe`se, x P fpZq. Ainsi, fpY q X ApXq “ fpZq X ApXq.
D’autre part, soit y un point de ApY q situe´ sur Z. Il appartient a` PpY {Xq par
de´finition de Z, et fpyq appartient donc a` ApXq par le lemme 7.1. Comme ApY q X Z
est dense dans Z il en re´sulte que fpZq XApXq “ fpY q XApXq est dense dans fpZq,
ce qui ache`ve de de´montrer (2).
7.11. Commentaires. — L’inte´reˆt d’e´crire fpY q comme re´union des fipViq est que
chacun des morphismes fi : Vi Ñ X est a priori nettement plus simple que f , e´tant
compose´ d’e´clatements, morphismes quasi-e´tales et immersions ferme´es (notons que
ceci entraˆıne que dim Vi ď dimX , inde´pendamment de la dimension de Y ). On peut
certes juger que le gain reste limite´, les fipViq ne semblant malgre´ tout pas si aise´s
a` appre´hender. Mais il y a ne´anmoins des chances que ce re´sultat soit a` peu pre`s
optimal : un certain nombre de travaux de the´orie des mode`les, dont nous discutons
ci-dessous, laissent en effet penser qu’il y a peu d’espoir d’obtenir une description
beaucoup plus tangible des images de morphismes.
7.12. Liens avec les travaux de Cluckers, Lipshitz, Robinson. . . — Les
images de morphismes arbitraires entre espaces strictement k-analytiques compacts
ont de´ja` fait l’objet de nombreux travaux du point de vue de la the´orie des mode`les
([Lip93], [Sch94], [LR00], [CL17]. . . ), qui abordent le proble`me sous l’angle de
l’e´limination des quantificateurs.
Plus pre´cise´ment, faisons l’hypothe`se que k est alge´briquement clos non tri-
vialement value´, et conside´rons le langage Lank obtenu a` partir du langage
L :“ p`,ˆ, 0, 1, x ÞÑ x´1, |q des corps value´s en lui adjoignant un symbole pour
chaque se´rie convergente appartenant a` ktT1, . . . , Tnu (pour n variable). Le corps k
s’interpre`te naturellement comme une structure pour Lank , et il est naturel de se de-
mander si, a` l’instar de acvf, la the´orie de k admet l’e´limination des quantificateurs
dans le langage Lank . La re´ponse est ne´gative ; on trouvera un contre-exemple a` la
section 4 de [CL17]. Mais on peut montrer l’existence d’une famille F “ pFnmqpn,mq
ou` Fnm est pour tout pn,mq un ensemble de fonctions k-analytiques borne´es sur le
produit du polydisque unite´ ferme´ de dimension n par le polydisque unite´ ouvert de
dimension m, telle que :
˛ Fn0 “ ktT1, . . . , Tnu pour tout n ;
˛ dans le langage LF Ą Lank obtenu en adjoignant a` L un symbole par e´le´ment de
Fnm (pour pn,mq variable), la the´orie de k admet l’e´limination des quantifica-
teurs.
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La preuve initiale de ce fait est due a` Lipshitz ([Lip93], thm. 3.8.2), mais la fa-
mille F “ pFnmq dont il montre l’existence n’est ni canonique ni vraiment expli-
cite. Dans le travail plus re´cent [CL17], Cluckers et Lipshitz construisent une autre
famille pFnmq satisfaisant aux exigences ci-dessus bien plus aise´e a` appre´hender :
en gros, Fnm s’obtient en adjoignant a` ktT1, . . . , Tn, S1, . . . , Smu les solutions dans
ktT1, . . . , TnurrS1, . . . , Smss de certains !syste`mes polynomiaux hense´liens" a` coeff-
cients dans ktT1, . . . , Tn, S1, . . . , Smu (voir la section 3 de [CL17] pour davantage
de de´tails) ; de´signons par Lhk le langage L
F lorsque F est la famille de Cluckers et
Lipshitz.
Nous pensons (mais nous ne l’avons pas ve´rifie´) que le the´ore`me 7.9 ci-dessus est
essentiellement (lorsque k est alge´briquement clos non trivialement value´ et lorsque
Γ “ t1u) une reformulation ge´ome´trique de l’e´limination des quantificateurs dans
Lhk, les syste`mes polynomiaux hense´liens de Cluckers et Lipshitz devant peu ou prou
correspondre a` nos morphismes quasi-e´tales. Le contre-exemple de [CL17] e´voque´
plus haut sugge`re qu’on ne peut pas se passer des syste`mes polynomiaux hense´liens
pour avoir e´limination des quantificateurs, et donc qu’on ne peut sans doute pas se
passer des morphismes quasi-e´tales pour de´crire les images de morphismes et ni sans
doute, par voie de conse´quence, pour aplatir les faisceaux cohe´rents.
Signalons pour terminer que si l’on note L:k le langage obtenu en adjoignant a`
L un symbole pour chaque se´rie surconvergente de ktT1, . . . , Tnu (pour n variable)
alors la the´orie de k dans le langage L:k admet l’e´limination des quantificateurs. C’est
un re´sultat e´tabli par Schoutens dans [Sch94], dont Florent Martin a donne´ une
formulation et une preuve ge´ome´triques ([Mar16], thm. 1.35) ; notre the´ore`me 7.9
est en quelque sorte au langage Lhk ce que celui de Martin est au langage L
:
k.
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