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Abstract 
A small-scale Linear Fresnel Collector (LFC) for the generation of process heat has been tested by Fraunhofer ISE; its 
performance was evaluated by means of two different methods. The first is a quasi-dynamic testing method performed according 
to the testing standard ISO 9806:2013, with modifications in the model to accurately describe LFCs. Due to the two-dimensional 
Incidence Angle Modifier (IAM) of an LFC, an iterative multi-linear regression (MLR) approach has been developed to be able 
to comprehensively evaluate the optical performance. The second method is a dynamic testing method based on a parameter 
identification incorporating a multi-node/plug-flow collector model without strict restraints on mass flow and inlet temperature 
stability.  
Both methods are briefly described in their conceptual design and their basic requirements, revealing their similarities and 
differences. Each method is then applied to real measurement data from an LFC, assessing practicability and identification 
accuracy. For both methods, the mean absolute difference between identified IAM values and results from ray tracing fell in a 
range of 0.013-0.017, leading to a similar accuracy in LFC performance evaluation. Differences in optical efficiency between the 
two methods are smaller, with an average absolute difference below 0.0098, even when using different measurement data and 
simulation models. Thus the dynamic method represents a good starting point for the further development of an alternative 
dynamic testing and evaluation method with more flexibility than the current testing standard. This will be significant when 
evaluating large-scale concentrating collectors and collectors with direct steam generation. 
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Nomenclature 
ܣ௔௣  aperture area [m²] 
ܿଵ/ܿଶ  heat loss coefficients of QDT-method per aperture area [W/(m²K)] [W/(m² K²)] 
ܿହ  capacity coefficient of QDT-method [W/m²] 
ܿ௣  thermal capacity [kJ/(kgK)] 
ߟ௢௣௧  optical efficiency respectively conversion factor 
ߟ௢௣௧,଴  optical efficiency respectively conversion factor at normal incidence 
௘݂௡ௗ   end loss factor 
ߛ௦  azimuth angle 
ܩ௕  beam irradiation [W/m²] 
ܩௗ  diffuse irradiation [W/m²] 
ܫܣܯ௧/௟ transversal/longitudinal incidence angle modifier  
ܭௗ  diffuse incidence angle modifier for diffuse irradiation 
ሶ݉ ௠௘௔௦  mass flow [kg/s] 
݊  number of nodes 
ሶܳ ௔௕௦  solar radiation incident on absorber [W/m] 
ሶܳ ௟௢௦௦  heat loss of absorber 
ሶܳ ௢௨௧_௖௢௟  thermal power output of collector [W] 
௔ܶ௠௕   ambient temperature [°C] 
ߠ௜  incidence angle 
ߠ௧  transversal angle 
ߠ௭  zenith angle 
ு்ܶி_௡  heat transfer fluid temperature in node n [°C] 
௜ܶ௡/ ௢ܶ௨௧  inlet/outlet fluid temperature of collector [°C] 
௠ܶ  mean fluid temperature of collector ( ௜ܶ௡ + ௢ܶ௨௧)/2 [°C] 
ݑ଴/ݑଵ  heat loss coefficients of DT-method per receiver length [W/(mK)] [W/(mK²)] 
 
Abbreviations 
 
PVT Photovoltaic-Thermal 
LFC Linear Fresnel Collector 
PTC Parabolic Trough Collector 
ETC Evacuated Tubular Collectors 
FPC Flat Plate Collectors 
DNI Direct Normal Irradiance 
QDT Quasi-Dynamic Testing  
DT Dynamic Testing  
MLR Multiple Linear Regression 
1. Introduction 
With the recent publication of the testing standard ISO 9806:2013 [1], the European testing standard EN 12975-2 
[2] and the former ISO 9806-1,2,3 [3-5] are being replaced, merged and technically revised. The testing methods 
contained therein are applicable not only to flat plate collectors (FPC) and Evacuated Tubular Collectors (ETC) but 
also to other special kinds of solar collectors like Air Heating Collectors, PVT collectors and (tracking) 
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concentrating collectors. With the heat generation being a significant part of the total final energy consumption [6], 
renewable heat generation is playing an important role in the reduction of carbon dioxide emissions. Especially in 
the industrial sector, the worldwide potential for concentrating solar collectors is high, as process heat collectors are 
able to provide working temperatures around 100°C to 250°C [6]. They can even be used for steam generation, 
which facilitates the integration into industrial processes. 
To further develop and establish the technology of concentrating solar collectors, a reliable and comparable 
performance evaluation is of great importance. For Parabolic Trough Collectors (PTC), several steady-state and 
(quasi-) dynamic performance tests and evaluations have been successfully conducted (see [7] and [8] among 
others). For the performance evaluation of Linear Fresnel Collectors (LFC), these methods cannot directly be 
applied, as certain special optical characteristics have to be considered. The peculiarity is linked to the fact that the 
optical performance of an LFC, apart from depending on the optical efficiency at normal incidence ߟ௢௣௧,଴, also 
depends on a two-dimensional Incidence Angle Modifier (IAM) composed of a longitudinal component ܫܣܯ௟(ߠ௜) 
and a transversal component ܫܣܯ௧(ߠ௧): 
 
ߟ௢௣௧ = ߟ௢௣௧,଴ ή ܫܣܯ(ߠ௭, ߛ௦)  = ߟ௢௣௧,଴ ή ܫܣܯ௧(ߠ௧) ή ܫܣܯ௟(ߠ௜)     (1) 
 
For the graphical explanation of the different angles, see Fig. 1. The factorization in Eq. 1 represents a very good 
approximation for arbitrary incidence angles occurring in most LFCs [9]. In turn, it leads to the necessity of 
determining the IAM for every possible incidence angle along the main optical axes. Only when the sun position is 
exactly at zenith, both angles (the transversal angle ߠ௧  and the incidence angle ߠ௜ ) are simultaneously zero, 
permitting a direct determination of ߟ௢௣௧,଴. This situation does not occur in locations with higher degrees of latitude, 
as is the case in European countries.  
A small-scale LFC for the generation of process heat via pressurized water has been tested in situ by Fraunhofer 
ISE. In this paper, two different approaches for the determination of the performance of this LFC are presented and 
compared in terms of boundary condition requirements during testing and of the significance of the parameters 
 
Fig. 1: Sketch of different angles of a Linear Fresnel Collector: incidence angle ߠ݅ , transversal angle Ʌ୲, longitudinal angle Ʌ୪, with Ʌ୸ being the 
zenith angle and ɀୱ the azimuth of the sun. 
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identified. The first analysis is realized according to the Quasi-Dynamic Testing (QDT) method of ISO 9806:2013 
[1] testing standard with modifications to comply with the specifics of an LFC. The second method represents a 
fully dynamic evaluation without strict constraints on measurement data or boundary conditions. It is a so-called 
Dynamic Testing (DT) method based on the methodology of Platzer et al [10]. 
2. Methodological approach 
A small-scale LFC was tested in situ by Fraunhofer ISE; measurement data were recorded in time steps of 5 
seconds for more than two months. To allow for a subsequent performance analysis via QDT, inadmissible 
measurement data were filtered out. A performance evaluation using each of the two methods was conducted on this 
filtered data set, and identified performance parameters were compared. Another performance evaluation was 
carried out using the DT method on the unfiltered data, which includes warm-up and cool-down periods of the 
collector. The basic principles of each method are described in the next section, and the requirements for each 
method with respect to boundary conditions during measurement are indicated and compared. 
2.1. Quasi-dynamic testing method according to ISO 9806:2013 
The parameter identification tool suggested in the ISO 9806:2013 [1] for quasi-dynamic performance evaluation 
is the Multiple Linear Regression (MLR) method. Its basis is a one-node collector equation defining the collector 
output in dependence on several optical and thermal parameters. For concentrating solar collectors, a shortened 
version is recommended in the testing standard [1, p. 62]. Taking into account the optical specifics of an LFC in 
terms of the IAM, the collector power output is evaluated by the following model: 
 
ொሶ೚ೠ೟_೎೚೗
஺ೌ೛
=  ߟ௢௣௧,଴ ή ܫܣܯ௧(ߠ௧) ή ܫܣܯ௟(ߠ௜) ή ܩ௕ + ߟ௢௣௧,଴ ή ܭௗ ή ܩௗ െ ܿଵ ή ( ௠ܶ െ ௔ܶ௠௕) െ  ܿଶ ή ( ௠ܶ െ ௔ܶ௠௕)ଶ െ ܿହ ௗ ೘்ௗ௧   (2) 
 
The MLR-method is a non-iterative, fast matrix method minimizing the error of the measured output power of 
the collector versus the approximated/modelled output power of Eq. 1. Measured output power is calculated by 
means of the relation: 
 
ሶܳ ௢௨௧_௖௢௟_௠௘௔௦ = ሶ݉ ௠௘௔௦ ή ܿ௣( ௠ܶ) ή ( ௢ܶ௨௧_௠௘௔௦ െ ௜ܶ௡_௠௘௔௦)    (3) 
 
For the performance evaluation with the QDT-method, measurement data have to be averaged over a time step of 
5 to 10 minutes. Moreover measurement data have to be filtered by the following requirements:  
x Mass flow remains near a constant value, with a tolerance of 1%.  
x Inlet temperature varies in a range of only  ± 1 K for a fixed temperature level (typically three levels are 
measured).  
x DNI (and diffuse irradiance) may change without restraint. 
 
After filtering all the essential normative conditions were met by the data set. As the optical efficiency at normal 
incidence ߟ௢௣௧,଴ is empirically identified on the basis of measurement of fluid inlet and outlet temperatures, the 
absorber efficiency factor F’, representing the heat transfer from the photo-thermal layer into the fluid, is included. 
For this reason the parameter ߟ௢௣௧,଴ is called the conversion factor. However, for high flow rates in pressurized 
water systems, the absorber efficiency factor is close to unity. In the following discussion, in order to distinguish 
between optical and thermal performance of a concentrating collector, ߟ௢௣௧,଴ will be referred to as optical efficiency 
at normal incidence. 
Due to the factorization of the IAM, the standard MLR-method cannot be applied directly. Furthermore, an 
already extended MLR-method presented in several publications (see [11] among others) cannot be applied due to 
the two-dimensional IAM of an LFC. Therefore at Fraunhofer ISE, the MLR-method has been expanded with an 
iterative procedure to be able to determine the IAM-values for a defined set of discrete angles along both optical 
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Fig. 2: Sketch of the iterative MLR-procedure for the identification of optical and thermal parameters with an adaptive approach for the 
determination of transversal IAM (IAMt) and longitudinal IAM (IAMl). 
axes, in the transversal and longitudinal directions. Fig. 2 depicts a sketch of the developed iteration process.  
Starting points for the evaluation can be ܫܣܯ௧(ߠ௧)- and ܫܣܯ௟(ߠ௜)-values obtained by ray tracing simulations or 
can even be calculated from simple geometric approximations. They are then adapted in a stepwise identification 
procedure by an iterative approach. In each step, one IAM-factor is kept constant (e.g. ܫܣܯ௟ marked in orange in 
Fig. 2) while the corresponding ܫܣܯ௧-factor (among the thermal parameters according to Eq. 2, which are marked in 
green) is adjusted in the identification procedure. After this step, the newly identified ܫܣܯ௧-values are held constant 
and ܫܣܯ௟-values identified, which are fixed in the subsequent identification. As each IAM-factor tends towards 
unity for small angles the optical efficiency at normal incidence can be identified using the data points with such 
small angles. It can thus be adapted in every iteration step. This iterative procedure is performed until changes in all 
identified parameter values between subsequent iterations become insignificant. 
2.2. Dynamic testing method  
The dynamic performance evaluation is based on the method of dynamic parameter identification sketched in 
Fig. 3. Measurement data of the collector are compared to simulation data generated by a dynamic collector 
simulation model. In dependence on measured input quantities of the collector (like inlet temperature, inlet pressure, 
inlet mass flow), including weather data (like ܩ௕, wind velocity etc.) and fluid properties, outlet quantities of the 
collector are simulated, incorporating optical and thermal performance parameters on the basis of a dynamic 
collector model. The simulated output is then compared to measured collector output. Based on the deviation of 
simulated data to measured output data, performance parameters (in Fig. 3 so-called model parameters) are adapted 
by means of an optimization algorithm. Simulated collector output data is recalculated in dependence on the new set 
of model parameters generated by the optimization algorithm. This iterative procedure is performed until the root 
mean square of the difference between measured and simulated data reaches a minimum and data coincides best.  
The performance parameters corresponding to this minimum represent the final performance parameters of the 
collector derived from the given set of measurement data. 
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Fig. 3: Sketch of the dynamic parameter identification method (own representation based on [10]). 
For the collector simulation model, the in-house software of Fraunhofer ISE ColSim is used [12]. It implements a 
plug-flow/multi-node model solving Euler-equations with a finite difference method. Therefore ColSim permits a 
time resolution of the collector dynamics in the range of seconds. The collector power output is calculated as a sum 
over the gains and losses of every collector node as follows: 
 
ሶܳ ௢௨௧_௖௢௟_௦௜௠ =  σ ( ሶܳ ௔௕௦,௡௡௥.  ௡௢ௗ௘௦௡ୀଵ െ ሶܳ ௟௢௦௦,௡)     (4) 
 
With the solar radiation incident on the absorber ሶܳ ௔௕௦ and the heat loss of the absorber ሶܳ ௟௢௦௦,௡ being 
 
ሶܳ ௔௕௦ = ሶܳ ௔௕௦,௡ ή ݊ = ߟ௢௣௧,଴ ή ܫܣܯ௧(ߠ௧) ή ܫܣܯ௟(ߠ௜) ή ௘݂௡ௗ(ߠ௜) ή ܩ௕ ή ܣ௣    (5) 
 
ሶܳ ௟௢௦௦,௡ = ݑ଴ ή ൫ ு்ܶி,௡ െ ௔ܶ௠௕൯ +  ݑଵ ή ൫ ு்ܶி,௡ െ ௔ܶ௠௕൯ଶ     (6) 
 
The IAM-matrix with values of the IAM along the transversal and longitudinal axis is read in and optimized 
automatically in a user-defined angle step size. End loss is not included in the IAM and considered by an external 
factor ௘݂௡ௗ(ߠ௜) to be able to compare the optical performance in dependence on sun position for collectors of 
different lengths. The end loss is hereby adapted to the characteristics of LFCs following the approach by [9]. 
For the optimization routine various algorithms may be selected. Among others, a least-square procedure 
implementing a trust-region method (see [13] for more details) or even a genetic algorithm can be used for the 
collector evaluation. Note that the minimization of the error is performed on the figure of merit of the outlet 
collector temperature ௢ܶ௨௧  (instead of the collector output power ሶܳ ௖௢௟_௢௨௧  as in the QDT-method) to be able to 
reproduce correctly the dynamic behavior of the collector, as the time step of evaluation ought to be around 5 to 20 
seconds. 
An advantage of the DT- over the QDT-method is that neither the inlet temperature nor the mass flow has to be 
kept constant. Therefore it is possible to include periods of warm-up and cool-down into the performance 
evaluation. As a consequence, mostly whole days from sunrise to sunset may serve as a suitable data set, leading to 
the option of significantly reducing the number of measurement days. 
Within the scope of comparing (quasi-) dynamic testing methods, the DT-method is applied to two different 
measurement data scenarios. To be able to directly compare results between the QDT- and DT-method, a dynamic 
identification is performed on the very same measurement data set as the QDT-method with several discrete and 
filtered time periods of around 15-20 days, including the same averaged time step of 5 minutes. In the second DT-
identification, only four complete days are considered, with a shorter time step of 15 seconds. This proved to be a 
good compromise between the capability of correctly simulating the dynamics of the system, the prevention of 
inaccuracy due to sensor noise, and simulation effort. Nevertheless, the ideal time step of evaluation for DT is still a 
subject of ongoing research. 
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3. Results 
3.1. Boundary conditions of heat loss parameters 
The simultaneous identification of optical parameters as ߟ௢௣௧,଴ and ܫܣܯ௧(ߠ௧) ή ܫܣܯ௟(ߠ௜) and of thermal heat loss 
coefficients ݑ଴/ݑଵ (respectively ܿଵ/ܿଶ) for both methods proved to be in agreement. Nevertheless the temperature 
range of the underlying measurement data was not particularly wide and high (between 80°C and 150°C). For a 
relatively small temperature range, the heat loss of a collector can also be described by a linear dependency on the 
temperature. Therefore a strong correlation between optical and thermal parameters cannot be ruled out. Approaches 
to reduce correlation between optical and thermal parameters are an ongoing subject of research. Moreover, heat 
loss proved to be only about 1% of the solar gains of the collector, leading to dominating optical parameters and a 
low significance of the heat losses. To make sure to be able to compare both methods on the very same reproducible 
basis, and to avoid a potential error in the conclusions for the comparison of the two methods, heat loss coefficients 
are not determined in the subsequent parameter identifications. They are set constant to characteristic values of an 
evacuated glass envelope receiver (ݑ଴ = 0,0399 W/(mK) and ݑଵ = 0,0011 W/(mK²) ), which were obtained by 
simplified heat loss simulations with a thermal resistance model [14]. 
Note that the heat loss coefficients of each method are consciously being abbreviated with different symbols, as 
they do not represent the same values. The coefficients of the QDT-method ܿଵ/ܿଶ represent heat loss of the collector 
divided by the aperture area of the collector. In contrast, the DT-coefficients ݑ଴/ݑଵ  describe heat loss of the 
collector per receiver length. Conversion of the coefficients has to be considered when comparing both methods. 
3.2. Evaluation of fluid temperature  
As seen in the previous Sections 2.1 and 2.2, heat loss calculations of the different methods are similar but not the 
same. Whereas heat loss of the QDT-method is calculated in dependence on the temperature difference of the mean 
fluid temperature and ambient temperature ( ௠ܶ െ ௔ܶ௠௕), heat loss of the DT-method depends on the temperature 
difference between fluid temperature and ambient temperature of every node simulated in the collector 
model( ு்ܶி ௡ െ ௔ܶ௠௕) . An analysis of the difference between the evaluation of ௠ܶ  and ு்ܶி ௡  shows that the 
temperature increase between inlet and outlet temperature is on average only 10 K, due to the fact that in the present 
case the LFC is quite short. Therefore, the plug-flow collector simulation yields a linear increase of the fluid 
temperature over the receiver length. As a consequence, ݑ଴/ݑଵ  determined by QDT are directly comparable to 
ݑ଴/ݑଵ  determined by DT. This fact also gives evidence that the simplification of evaluating ௠ܶ  for heat loss 
calculations is justified in this particular case. Note that with increasing receiver and collector lengths, temperature 
does not increase linearly along the receiver axis for a fixed mass flow; the mean temperature is not anymore the 
arithmetic average of inlet and outlet temperatures. A similar situation occurs when evaluating direct steam 
generation or superheating of steam, where the temperature increase is non-linear. 
3.3. Consideration of diffuse irradiation 
As the DT-method was developed in the context of the performance evaluation for Concentrated Solar Power 
(CSP) systems, the evaluation of diffuse irradiation is not considered in this procedure. In contrast, diffuse 
irradiation is considered in the collector model of the QDT-standard by the integration (and hence identification) of 
the diffuse incidence angle modifier ܭௗ. This fact represents one of the major differences between the two methods. 
Nevertheless, ISO 9806:2013 points out the possible insignificance of ܭௗ  for concentrating solar collectors. 
Therefore an evaluation with and without the consideration of the diffuse irradiance is performed. The parameter 
identification with diffuse irradiance results in a very small ܭௗ-value with a ݐ-value only slightly above 3. The ݐ-
value is a measure of significance of the identified parameters (for more information see [1]). The testing standard 
advises to only consider parameters with a ݐ-value above 3 in the performance evaluation, leaving the identified  
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Fig. 4: Difference of optical efficiency-values obtained from identifications without and with consideration of diffuse irradiation based on the 
QDT-method. 
ݐ-value of ܭௗ  at the significance limit. The result of an identification without diffuse irradiation shows that the 
identified parameter value of ߟ௢௣௧,଴ is slightly higher (about 0.005) than the value of ߟ௢௣௧,଴ identified with diffuse 
irradiation. This represents a reasonable result, as in the identification with diffuse irradiation the measured collector 
power output is split up between the optical efficiency with direct irradiation (ߟ௢௣௧,଴ ή ܫܣܯ)  and the optical 
efficiency with diffuse irradiation (ߟ௢௣௧,଴ ή ܭௗ), whereas in the identification without diffuse irradiation all collector 
power output (apart from the thermal losses) is accounted for in the optical efficiency (ߟ௢௣௧,଴ ή ܫܣܯ) leading to a 
higher efficiency value. This tendency is supported by results considering the identified IAM-values. Fig. 4 depicts 
the differences in the optical efficiency ߟ௢௣௧ as a product of ߟ௢௣௧,଴ ήand corresponding IAM୲(Ʌ୲)/IAM୪(Ʌ୧)-values. It 
shows that all ߟ௢௣௧ values identified with diffuse irradiation are smaller than ߟ௢௣௧ values without consideration of 
the diffuse fraction. The differences vary in a range of 0.001-0.0063, leading to a mean absolute deviation over the 
entire identified angle space of 0.0034. This value lies within the uncertainty bounds of the evaluation method and 
hence appears to be insignificant. Therefore, this result backs up the presumption that neglecting diffuse irradiation 
in performance evaluations for concentrating collectors with a concentration ratio (aperture area to the projected 
absorber area) larger than 80 is justified. 
3.4. Optical parameters of the different evaluation methods 
To be able to comprehensively compare the two different testing respectively evaluation methods, as indicated in 
Chapter 2, three parameter identifications have been performed. The first is based on the QDT-method presented in 
Section 2.1 with a data set of about 20 days and an evaluation time step of five minutes. This case is referred to in 
the following as “QDT 20 days, 5 min”. The second evaluation is based on the DT-procedure but considers the same  
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Fig. 5: Difference of identified ܫܣܯ௧(ߠ௧)/ܫܣܯ௟(ߠ௜)-values with respect to values obtained by ray tracing for the three different evaluation 
procedures. 
data set as the QDT-evaluation and is hence referred to as “DT 20 days, 5 min”. The third identification is purely 
based on a DT-procedure with the evaluation of four dynamic days and is abbreviated as case “DT 4 days, 15 sec”.  
The identification results for all three cases have root mean square values for the optical efficiency at normal 
incidence ߟ௢௣௧,଴ lying within 0.009 of one another. A comparison with results reached in a recent Round Robin 
Test [15], in which a range of ±0.02 of difference was obtained, indicates an essential equivalence between the 
testing methods. Furthermore, the identified IAM-values show good consistency (see Fig. 5). Differences between 
the IAM-values and ray tracing results are on average 0.017 for the transversal and 0.013 for the longitudinal 
directions respectively. Maximum deviations reach up to 0.06 for low transversal angles. Note that the large 
deviation from ray tracing data appears in all three evaluation procedures. This similarity in bias suggests possible 
optical errors that are not considered in ray tracing simulations. Possible errors are e.g. tracking errors, which are 
more significant for higher sun positions due to generally higher DNI around solar noon. 
Comparing the results of the different methods, the absolute mean deviation of the optical efficiency ߟ௢௣௧ 
between case 1 “QDT 20 days, 5 min” and case 2 “DT 20 days, 5 min” is about 0.0089 over the entire identified 
angle space. The mean absolute deviation between case 1 “QDT 20 days, 5 min” and case 3 “DT 4 days, 15 sec” 
results in a slightly higher value of 0.0098. Although the two compared evaluation approaches are using completely 
different measurement data on the one hand and different collector models on the other, good agreement in the 
identified optical performance parameters was reached. The effects that differences between the methods have on 
annual yield simulations are the subject of ongoing research. 
One huge benefit of the DT-method is the flexibility in measurement data. Simulated and measured outlet 
temperature data for each time step are plotted in Fig. 6, with point-wise differences plotted along another vertical 
axis. For the QDT-method (Fig. 6, plot ‘a’), the inlet temperature has to be maintained constant and only the outlet 
temperature varies due to varying DNI. Thus a relatively large measurement data set of around 20 days was needed 
to collect enough data fitting these requirements, while the DT-method could make use of a data set of only four 
days. Plot ‘b’ of Fig. 6 shows the high dynamics of the four measurement days used for the DT-evaluation. With this 
method, even extreme temperature rises can be evaluated, even though they do not represent typical operational 
conditions of a collector. Nevertheless, identified parameters show good agreement with the parameters of the QDT-
method, making it a considerable alternative or rather an extension of the current testing standard.  
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Fig. 6: (Left vertical axis) Simulated vs. measured collector outlet temperature (dark green circles and orange rectangles, respectively) in 
dependence on the measured inlet temperature (light green triangles) for a) the QDT-method and b) the DT-method. (Right vertical axis) 
Difference between measurement and simulation data for the outlet temperature (blue diamonds). 
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4. Summary and Conclusion 
A small-scale LFC has been tested by Fraunhofer ISE and its performance evaluated by means of two different 
methods. The first is a Quasi-Dynamic Testing method performed according to the testing standard ISO 9806:2013 
with modifications. Due to the two-dimensional IAM and its factorization along the main axis, an iterative approach 
has been developed to be able to correctly evaluate the optical performance of an LFC. The second method is a 
Dynamic Testing method based on a parameter identification incorporating a multi-node/plug-flow collector 
simulation model connected to an optimization algorithm to assess and minimize deviations of simulated to 
measured collector outlet data. The main characteristics of both methods are summed up in Table 1. 
Table 1. Summary of characteristics of the QDT-/DT-method. 
 QDT DT 
Inlet temperature ט 1 K variable 
Mass flow ט 1% variable 
Inlet and outlet pressure  not relevant, only p-level for ܿ௣ considered 
Direct Normal Irradiance variable variable 
Consideration Diffuse Irradiance yes no 
Time step measurement data 5 s 5 s 
Simulation model one-node model multi-node model 
Optimization procedure MLR least square/genetic 
Time step evaluation 5 minutes 5-20 seconds 
Figure of merit minimization error ሶܳ ௢௨௧_௖௢௟ ௢ܶ௨௧ 
Capacity term ܿହ included included in plug-flow model 
Heat loss calculation with reference to ௠ܶ ு்ܶி 
Reference heat loss coefficients aperture area collector receiver length 
End loss included in IAM yes no 
 
A comparison of identification results with and without consideration of diffuse irradiation shows small 
differences in the identified optical efficiency with a maximum deviation of 0.006 and a mean absolute deviation 
over the entire identified angle space of 0.0034. This confirms the assumption that diffuse irradiation in performance 
evaluations for concentrating collectors with a concentration ratio (with reference to the projected absorber area) 
larger than 80 can be neglected. 
Identification results of the QDT- and DT-method ensure root mean square values less than 0.009 for the optical 
efficiency at normal incidence, which prove to be smaller than deviations reached in a Round Robin Test. 
Differences in identified IAM-values to ray tracing data are smaller than 0.017 on average. For higher deviations, all 
evaluation procedures show the same bias, indicating a non-ideal optical error not accounted for in ray tracing 
simulations, e.g. tracking errors. 
Differences in the identified optical parameters between the different evaluation procedures were small with a 
maximum absolute mean deviation of 0.0098, even when huge differences in measurement data and simulation 
models are used. The effect that these differences have on annual yield simulations is the subject of ongoing 
research. Nevertheless the present comparison of (quasi-) dynamic testing methods demonstrates the capability of 
both testing methods to accurately determine the optical performance of a Linear Fresnel Collectors. Thus they 
present a good starting point for the further development of an alternative dynamic testing and evaluation method 
with higher flexibility than the current testing standard. This will become significant with respect to the evaluation 
of large-scale concentrating collectors and collectors with direct steam generation. 
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