Stability is a critical feature for consciousness, to maintain stable and consistent 27 representation of information by distributed neural activity and connectivity patterns 28 over time 1 . The brain coordinates information from multiple regions and moments 29 through distributed functional connections among regions in conscious states 2, 3 , thus 30 a stable functional architecture is essential. However, despite the neurobiological 31 significance of such stability, how stability is distributed across brain systems and 32 how it is modified when executing tasks remain largely unknown. 33 34 The brain implements cognitive functions in a spatially organized way 2, 4 . The 35 association regions, involved in high-order cognitive processing, are more globally 36 connected, compared to unimodal regions that underlie primary sensory-motor 37 processing, from a static perspective 5, 6 . From a dynamic perspective, studies report 38 higher temporal variability in association areas in terms of functional connectivity 39 with other regions, while lower temporal variability is found in unimodal areas in the 40 resting state 7, 8 . This is consistent with the hypothesis that association regions switch 41 or change their functional connections frequently since they integrate information 42 from various modalities into multimodal representations 9 , thus exhibiting a lower 43 level of stability of functional architecture. However, competing evidence and 44 hypotheses exist. Between-session intra-subject functional connectivity variability 45 was shown to be smaller in association regions than unimodal regions 10 . In addition, 46 association regions were proposed to process information over a longer time scale (in 47 minutes) than unimodal regions (in seconds) 11 . Therefore, association regions may 48 serve as hubs to coordinate neural signals over time, and would be hypothesized to 49 display high stability of functional architecture which requires direct confirmation. 50 60 To implement a specific task, the brain's functional architecture changes according to 61 the current task demands of cognitive processes 13, 14, 15 . This change in turn results in 62 modification in the stability of functional architecture. Cole et al. (2013) showed high 63 between-task flexibility of functional architecture for the frontoparietal network 13 , 64 while the stability within a continuous task (e.g., a naturalistic task) remains unknown. 65
Movie watching, for example, requires viewers to constantly integrate presented 66 stimuli which are closely related to each other in context over time. Prior studies with 67 naturalistic tasks have revealed dynamic changes of functional connectivity of the 68 default mode network (DMN) that was specifically induced by the task 16 . However, 69 the stability profile in such a real-life situation remains unknown. Integration of visual 70 and auditory information involves the occipital temporal cortex (OTC) and superior 71 temporal sulcus (STS) 17, 18 , which can be regarded as association regions for this task. 72
Functional stability of these regions should be increased due to the need to constantly 73 integrate information over a long time scale in natural viewing tasks, though this 74 hypothesis needs to be tested. 75
76
Here we sought to precisely characterize stability of functional architecture across the 77 brain and its modification during task states. Resting-state fMRI can measure the 78 "intrinsic" brain functional architecture which is consistently present across a wide 79 variety of cognitive states 4, 19 . We first analyzed resting-state data to quantify stability 80 of functional architecture in its intrinsic form across the brain. We defined stability of 81 functional architecture for a brain voxel as the concordance of its voxel-level dynamic 82 functional connectivity (DFC) over time. Furthermore, we explored how the stability 83 profile was modified by a naturalistic task from its intrinsic form, through comparison 84 of functional stability between a movie-watching task and resting state, using a 85 movie-watching dataset. 86
87

Results
88
Profile of stability of intrinsic functional architecture 89
We analyzed resting-state fMRI data of 216 young adults from the CoRR (Consortium 90 for Reliability and Reproducibility) release 20 , to examine intrinsic functional stability 91 across the brain. The data contained two scanning sessions acquired on different days. 92
Functional stability for a brain voxel was defined as the Kendall's coefficient of 93 concordance (KCC, also known as Kendall's W) of DFC over time between that 94 voxel and all other regions in the brain (Methods). DFC was calculated over 95 consecutive segments of data in a sliding window approach 21 . Notably, analyses were 96 conducted in a voxel-to-voxel approach, in which the KCC of a voxel was computed 97 based on the features of its voxel-level DFC maps (Fig. 1) . Such approach can 98 provide a refined and global characterization of how a brain region changes its 99 functional architecture over time. The derived KCC for each subject was 100 z-standardized across a grey matter mask. Standardization minimizes the effect of 101 overall discrepancy in KCC across subjects and conditions, and thus enabled us to 102 examine relative differences among brain regions 22 . A higher KCC value for a region 103 means its functional architecture configuration is more consistent and stable over 104 
113
One-sample T-tests (n = 216) revealed that in both sessions, the intrinsic stability of 114 functional architecture differed substantially across the brain. First, the apex of 115 intrinsic stability was observed bilaterally in the dorsolateral prefrontal cortex 116 (DLPFC), anterior insula (AIns), lateral temporal cortex (LTC), supramarginal gyrus 117 (SMG), angular gyrus (AG), medial prefrontal cortex (mPFC), posterior cingulate 118 cortex (PCC), and occipitoparietal cortex ( Fig. 2A,B in red) . These regions are 119 high-order association areas. At the other extreme, the lowest intrinsic stability was 120 found in regions near cavities and ventricles, including the anterior temporal lobe, 121 orbitofrontal cortex, and caudate nucleus ( Fig. 2A, Fig. 2A,B) , indicating that their functional 127 architectures were less consistent over time. Within the framework of brain networks 128 defined by Yeo et al. 24 , the ratio of voxels with higher stability was largest for the 129 DMN, followed by the frontoparietal network (FPN) and the ventral attentional 130 network (VAN) (Fig. 2C,D) . Notably, the pattern of intrinsic stability across the brain 131 was similar between the two resting-state sessions, indicating high reliability of these 132 results. The averaged stability across all subjects resembled the T-test result (Fig. S1) . to contradict the finding that the brain's functional architecture was more stable for 147 association regions than for unimodal regions. We thus compared functional stability 148 between associative and primary visual cortices (Methods). Four associative and six 149 primary visual regions were selected, for each hemisphere (Fig. 3, To examine whether regions in which stability changed were actually engaged by 217 movie watching, we conducted an analysis of inter-subject correlation (ISC) of neural 218 activity 27 . The ISC measures the synchronization of responses to naturalistic stimuli 219 across subjects, which should only be caused by common cognitive processes 28 . It 220 can reveal which brain regions were engaged when subjects watched the movie, and 221
is not sensitive to within-subject confounding factors. The results revealed significant 222 ISC (r > 0.25 in average and p < 0.001 in one-sample T-test versus 0, Fig. 5 ) 223 bilaterally in the occipital lobe, OTC, superior temporal cortex, occipitoparietal cortex, 224 IPS, SMG, and precentral gyrus. These areas included all the regions in which 225 stability was modified by movie watching, except the mPFC, suggesting that stability 226 modification was relevant to regional engagement rather than within-subject 227 confounding factors. 228 For the first dataset, the profile of intrinsic stability derived using the voxel-to-atlas 265 approach was very similar to that derived using the voxel-to-voxel approach (Fig. S3) . 266
Statistically, across-subject correlation analyses (n = 216) revealed extremely high 267 correlation between voxel-to-atlas KCC and voxel-to-voxel KCC for all measured 268 voxels (mean r = 0.921, range from 0.728 to 0.975), indicating that the voxel-to-atlas 269 KCC explained most variance of the voxel-to-voxel KCC. For the second dataset, the 270 voxel-to-voxel and the voxel-to-atlas approaches also produced similar results of 271 stability modification by movie watching (Fig. S4) . 272
273
We next explored whether our main results were specific to the sliding-window 274 parameters. DFC and then KCC were recomputed, with other settings of window 275 length, window step, and window type (see Supplementary Note 2). One-sample 276 T-tests of intrinsic stability revealed that results were consistent across different 277 settings (Fig. S5) , indicating that our main results were not impacted by the 278 sliding-window parameters. In addition, contrasts of stability between movie 279 watching and resting state using several different sliding-window parameter settings 280 revealed similar patterns of modification in functional stability, especially for the 281 OTC and extended occipital areas (Fig. S6) . Accordingly, as shown by our results, the functional architecture for these regions did 365 not change to a large extent over the course of movie watching, but was fairly stable. 366
Interestingly, although both the primary and high-order visual cortices were recruited 367 by movie watching (Fig. 5) 27 , they could be distinguished by the direction in which 368 functional stability was modified by the task, suggestive of significance for this 369 measurement. On the contrary, the functional stability of the mPFC, a high-order 370 region, appeared to reduce during movie watching. This region integrates information 371 over a rather long window 11 . A 10-min movie clip may be not long or integral enough 372 to elicit a stable connectivity pattern for the mPFC. Future studies using complete 373 versions of movies can address this issue. 374 375
Significance of the functional stability measurement 376
The distribution and modification pattern of functional stability illustrates from a 377 dynamic view how functional organization adapts to fulfill a complex naturalistic task. 378
The functional architecture of unimodal regions changed with alterations of explicit 379 forms of the input, while stability of the functional architecture of high-order regions 380 allows neural integration both across modalities and across time. This distinction is in 381 line with the previous finding that a hierarchy of temporal scales to integrate 382 information exists in the visual system 3 . It also echoes the resting state finding that 383 functional architecture appears more stable in high-order association regions than in 384 unimodal regions, since functional architecture in resting state is considered as a 385 composite reflection of multiple task states 4 . 386 TRs for the first dataset and 80 TRs for the second) and the sliding step being 4 s 56 . 478
We conducted analyses in a voxel-by-voxel approach, such that DFC was computed 479 between a voxel with all other voxels within the mask, resulting in DFC maps across 480 the 101 time windows for that voxel (Fig. 1) . The Kendall's coefficient of 481 concordance of these DFC maps with time windows as raters was computed as: 482
where K is the number of windows, N is the number of connections of that voxel with 484 all voxels within the mask, and R n is the sum of rank for the n-th connection across all 485 windows. For each window, connections are ranked across all voxels based on their 486 functional connectivity strength. W (ranges from 0 to 1) quantified stability of 487 functional architecture of that voxel. The connections of that voxel to the whole brain 488 are regarded as features to represent its functional architecture. Analyses were 489 confined to a grey matter mask, which was created by thresholding the mean grey 490 matter density across participants at 0.2 and intersected with a group mask of 90% 491 coverage of functional images. The derived KCC was z-standardized across the grey 492 matter mask, to increase comparability across participants and conditions. 493
494
Characterization of intrinsic functional stability across the brain 495
For the first dataset, one-sample T-tests on the KCC z-score were conducted across 496 the group mask, with age, sex, and head motion (mean FD) as covariates. In addition 497
to showing the profile of stability across the brain, we also computed the ratio of 498 voxels with positive and negative KCC after multiple comparison correction using 499
Gaussian Random Field (GRF) theory (with voxel p < 0.001 and cluster p < 0.01, 500 two-tailed; the same below), for each of the seven brain networks 24 . 501
502
To examine whether functional stability was also higher in high-order association 503 regions than unimodal regions within the visual network in the left hemisphere, we 504 selected four unimodal regions of interest (ROIs) located in the primary visual cortex 505 and six high-order association ROIs including V3, V4, and four MT regions (Fig. 3) . 506
Their coordinates were the same as those used in the study by Yeo et al. 24 , and for 507 each ROI, a sphere centered on the coordinates was created with a radius of 4 mm. 508
Functional stability was averaged across the ROIs, for the high-order visual regions 509 and the unimodal visual regions, respectively. Paired-sample T-tests were conducted 510 to compare the averaged functional stability between these two types of visual regions. 511
We also examined the regions in the right hemisphere that were contralateral to the 512 above ROIs. 513
514
In addition, to examine whether functional stability was greater than expected by 515 random, observed KCC was compared to one derived from simulated data. The 516 preprocessed functional images of a whole run were transformed to the frequency 517 domain using FFT, and for each voxel the phases of frequency bands were 518 randomized, with the amplitude unchanged. This method removed the temporal 519 alignment of neural signals but kept the amplitude, and thus resulted in a stochastic 520 baseline for the measurement. The KCC was compared between observed data and 521 simulated data for each voxel with paired-sample T-test, using raw values instead of 522 z-scores. 523
524
Modification of functional stability during task state 525
For the second dataset, since the duration of the movie run was twice the duration of 526 the two resting-state runs, we divided the movie run into two parts and deleted the 527 beginning 20 s from the latter part of the movie run. This resulted in a duration of 528 280s for each part of the movie run, equal to that of the resting-state runs. For each 529 participant, voxel-to-voxel KCC was computed, z-standardized, and then averaged for 530 the two resting-state runs and for the two parts of the movie run, respectively. The 531 averaged KCC z-score was compared between movie watching and resting state with 532 paired-sample T-tests. GRF theory was used to correct for multiple comparisons. We 533 used a strict correction criterion (cluster p < 0.01, two-tailed) to avoid inflating false 534 positive rates 26, 57 . 535
536
To derive ISC for a given subject, we correlated the neural activity of that subject to 537 the averaged neural activity of the remaining subjects in each voxel. Then the Fisher's 538 transformation was applied to the correlation coefficient. ISC was computed for all 539 subjects in this way. At the group-level analysis, the ISC was compared to zero using 540 one-sample T-test across the brain, and the mean ISC was also computed. GRF theory 541 was applied to corrected for multiple comparisons. Based on previous research, we 542 also used a threshold of r > 0.25 to eliminate regions with a low level of ISC 27 . 543 544
