Applications of second-moment turbulent closure hypotheses to geophysical fluid problems have developed rapidly since 1973, when genuine predictive skill in coping with the effects of stratification was demonstrated. The purpose here is to synthesize and organize material that has appeared in a number of articles and add new useful material so that a complete (and improved) description of a turbulence model from conception to application is condensed in a single article. It is hoped that this will be a useful reference to users of the model for application to either atmospheric or oceanic boundary layers.
predicted the observed stabilizing and destabilizing effect of density gradients in a gravity field [Melior, 1973] according to data by Businger et al. [1971] . All empirical constants were obtained from neutral flows and were directly related to data for the special case where turbulent energy production is in balance with dissipation. This process of selecting constants is reviewed in this paper and refined somewhat in relation to the earlier papers.
The model was then extended and applied to flows of practical interest in geophysical fluid dynamics. We will illustrate some of these applications and note references to other investigators who have made use of the model. The model (or models, since there are various degrees of approximation and simplification) is not fundamentally different from models by Lewellen and Teske [1973] , Lewellen et al. [1976] , Launder [1975] , and Zeman and Lumley [1976] in that hypotheses by Rotta and Kolmogorov are their more important elements together with the fact that various turbulent length scales, which reside in the hypotheses, are all assumed to be proportional. There are differences. For example, we use a relatively low order version of Rotta's 'energy redistribution' hypothesis. Other authors claim some benefit in adding more nonlinear terms; however, our perception is that the benefits are marginal and may even create errors in one application relative to the one in which the additional, requisite constants were obtained. We also use a fairly simple turbulent diffusion model in contrast, for example, to the more complex diffusion model of Andre et al. [1976a, b] . It is probably true that in many cases, turbulent diffusion is not modeled accurately by us and others. The limiting, free-convection case (a shearless boundary layer heated from below and bounded from above by a stable, inversion layer) is cited by Lumley et al. [1978] as an application peculiarly in need of higher-order diffusion modeling. They state that in models using gradient transport, 'the rise of the inversion base is very poorly predicted, while the vertical distribution of turbulent energy is wildly in error.' As will be seen below, our own experience contradicts this statement. As a matter of fact, practically any model, including the so-called 'convective adjustment' model, will produce accurate prediction of the rise of the inversion base, and, further, our model seems to do well in predicting turbulent energy and other turbulent quantities, as did the model by Lewellen et al. [1976] . (See also Lewellen [1977] for a concise review of the 'ARAP' model. A review by Harsha [1977] in the same monograph further reviews a generally simpler class of models.)
The major weakness of all the models probably relates to the turbulent master length scale (or turbulent macroscale, or turbulent inertial scale), and, most important, to the fact that one sets all process scales proportional to a single scale. As we have tried to do here, it is possible first to test the proportionality idea exclusive of the length scale per se, and all seems to work not perfectly, but well.
The master length scale equation we use is quite empirical. It acknowledges that eddies and their scales advect; it undoubtedly interpolates well between the few well-documented laboratory flows on which it is based and does seem to perform correctly for geophysical flows; however, it may be deficient if extrapolated far from its data base. Nevertheless, on conceptual grounds we believe the equation we use is much to be preferred relative to the transport equation for dissipation adopted by many to provide the needed length scale; our reasons will be discussed below.
Although there are differences in the various models, the overall observation may be made that in less than a decade we have progressed from an emphasis on modeling mean flow properties per se to a concern for the accuracy of modeling turbulent variances and covariances. To be more specific, it would appear that in comparison with laboratory data, maximum errors for these latter quantities are of the order of 30-50%, whereas errors in mean properties are much less.
On the basis of the rather broad spectrum of laboratory flows simulated by the models, it may not be too optimistic to believe that they should perform realistically in more complicated geophysical situations. Recent experience where the turbulence models have been incorporated into a large-scale geophysical numerical model contributes to this optimism.
THE BASIC MODEL

The Closure Assumptions
The equations for the ensemble mean velocity Ui, pres- 
where a is the thermal diffusivity. Consistent with the above, one might reasonably specify (pO) = O, since there is no zero-order tensor involving a gradient of a scaler, and also specify (pui) = lq Sq' Oq2/Oxi.
The problem is that the relative roles of velocity diffusion versus pressure diffusion do not seem to be understood experimentally. However, within approximations made in section 3, the important part of (9) is seen to be (uk/,/i 2) = lq Sq Oq2/Oxl½. Thus the pressure and velocity diffusion terms are hardly distinguishable; that is, the present model would probably not discriminate between the two types of diffusion for all of the cases discussed in this paper. To reduce nomenclature, we will here formally set Sq' = 0, but it must be stated that we do not know how the model (or, apparently, real data) divides the total diffusion into its two separate parts. There will be more discussion on this point in section 7 relative to the free convection problem.
Despite the uncertainty connected with model equations for turbulent diffusion, it is probable that the concomitant error in predicting mean properties is not large.
It is fundamental to current second-moment models (and, perhaps, their greatest weakness) that all length scales be everywhere proportional to each other. Therefore we set (ll, A1, 12, A2) = (A i, Bi, A2, B2)I
where I is the master turbulent length scale. The constants A•, B•, A2, B2, and C• must be determined from data. This can be accomplished without resort to a trial and error process (sometimes termed 'computer optimization') by appealing to data where turbulent energy production and dissipation are balanced. This will be discussed later, as well as means to determine I. The remaining unknowns are Sq, Suo, and So, although we note here that up to the present time they have been set equal to each other. Higher-order terms (see definition of 'order' in section 3) can be added to the above closure approximations [Launder et al., 1975; Launder, 1975; Wyngaard, 1975 In a rotating flow, other terms containing the rotation vector can be added along with other higher-order terms [Lumley and Khajeh-Nouri, 1974] . Additionally, in the vicinity of walls, terms involving a unit vector •k i normal to a wall could be included [Monin, 1965] . However, we have resisted added complexity for the following reasons: (1) Melior [1973] found that the above model met with immediate success in predicting the very dramatic, stabilizing or de stabilizing effects of density stratification in a gravity field. Similar effects of flow curvature were equally well predicted. (2) The data base is not sufficient or accurate enough to determine many constants. (3) We are motivated to minimize complexity and the number of empirical constants. (4) The weakest link in our model (and all other active models) is probably the length scale equation (section 5) rather than the closure assumptions (4)-(11).
Thus the model represented by (4)-(12) is relatively simple. Our expectation of the model is that it will accurately predict mean velocity and temperature fields and do a reasonable job of estimating turbulent variances and covariances.
The Level 4 Model
Now f the closure assumptions are inserted into the mean, turbulent moment equations (contained in many of the references cited in this paper), the model which we had labeled the level 4 model [Melior and Yarnada, 1974] In the above equations we distinguish 0o from 0 where the former always appears in combination with/3, thus representing a density fluctuation. However, for most of the discussion in this paper we let 0o = 0, in which case the above equation set is closed. Later, however, we will consider atmospheric problems where water vapor and liquid must be included in the equation of state and oceanic problems where salinity is an important factor; then 0o and 0 will acquire separate identities. This model neglects all material derivative and diffusion terms. Thus (16) is replaced by Ps + Pt, = e and, further, consists of (17), (18) (which can be further simplified by the production-dissipation balance), and (21).
We note that a level 1 model was also identified by Mellor and Yamada [ 1974] . However, it fails to reproduce observational data (as in Figures 5a and 5b) Table 1 , and those for turbulent thermal variances in Table 2 . In Table 1 , aside from Reynolds number and udUo, the independent data may be thought to be u'/u. v'/u. and w'/ u.; the remaining two quantities are derived. In Table 2 , -(wO)/UoAO, O'/AO, and Prt are independent, whereas the remaining two variables are derived.
The values for turbulent velocity variances are collected in
We now simplify the model equations to the conditions governing the data in Tables 1 and 2 Under the present constraints, equations (26) The choice of turbulent Prandtl number is quite ambiguous from Table 2 . This quantity has been measured by others besides those listed in Table 2 Table 2 . Perhaps it is better to consider the correlations (-(uw))/(u'w') and (-(wO))/(w'O') which can be calculated from the above constants and equations. We obtain 0.44 and 0.42 for com- 
which differ just a bit from values cited previously which were evaluated with less information.
Uberoi's Experiment
All of the results above were obtained independent of a prescription for l(x). Proceeding in the same vein, we turn to experiments performed by Uberoi [1956 Uberoi [ , 1957 of the fact that stabilizing curvature could literally extinguish turbulence. The effect of curvature as predicted by the model has been described by So [ 1975] and Melior [ 1975] and was important corroboration that the model could predictively extend far beyond the neutral data on which it is based. However, this paper is meant to emphasize geophysical fluid problems, for which we will shortly turn to the nearsurface, atmospheric boundary layer data of Businger et al. The fact that the basic model has the predictive capability of extrapolating neutral data into stratified regimes was probably the most important finding [Melior, 1973] in place of (48). For boundary layers this works well, but it is limited to boundary layers, and the empirical constant a would depend on the type of layer, for example, a boundary layer as in Figure 7 or an Ekman layer. Some studies actually simplify (50) further so that I = 10. This will not produce a logarithmic velocity behavior near surfaces. However, for the case of an ocean surface mixed layer the additional simplification does not seem to impact mixed layer deepening or temperature.
Boundary Conditions
We The separate components u', v', and w' are not shown, since they do not enter into the determination of El. Agreement with data is quite good in this respect except that we predict v' = w' as discussed earlier. Away from walls this is in agreement with the data, but near walls there is some disagreement in accordance with More recently, however, we have reverted to the original scheme (equations (26) Model equations developed for temperature may also be applied to any scalar, such as a chemically inert pollutant.
Using the horizontally homogeneous wind field generated for the Wangara simulation, Yamada [1977] has made a three-dimensional calculation of the dispersion of a pollutant point source located at various distances from the ground. Figure 15 illustrates the dispersion of a source located at z = 40 m during the early morning and afternoon hours. The morning, low-level inversion confines pollutants to nearsurface altitudes, whereas vertical mixing in the afternoon is vigorous, as would be deduced from Figure 14 . Other calculations, which include an assessment of ground level concentration as influenced by source height, will be found in Yamada's paper.
One finding of interest is that the effect of lateral diffusion terms in the mean concentration equation is negligible except very close to the source. Lateral dispersion is dominated by vertical variability of mean wind speed and direction. Horizontal mean advective dispersion creates mean vertical concentration gradients which are subsequently mixed through vertical diffusion. Dobosy [1979] has also constructed a two-dimensional (vertical plane) model for pollutant transport based on the level 2« and 3 models.
Two-and Three-Dimensional Flow With Orography
As a first step toward realistic treatment of terrain effects, the airflow over single and double Gaussian mountains was investigated [Yamada, 1978b] . The governing equations are transformed into a terrain-following coordinate system in order to simplify the surface boundary conditions. account for the return to isotropy for a homogeneous, initially anisotropic flow field where shear and buoyancy production are nil. The levels 3 and 2« models will correctly account for the decay of turbulent kinetic energy, but all energy components will be declared equal. Finally, the level 2 model, for the same flow, will yield zero turbulent kinetic energy. Since spatial diffusion of energy is lacking, it will also yield zero turbulent kinetic energy at the center line of channel flow, contrary to observation. Nevertheless, in many geophysical applications the level 2 model works quite well, since mixing events are generally dominated by the shear or buoyancy production terms in the turbulent kinetic energy equation.
