Diffusion processes are relevant for a variety of phenomena in the natural sciences, including diffusion of cells or biomolecules within cells, diffusion of molecules on a membrane or surface, and diffusion of a molecular conformation within a complex energy landscape. Many experimental tools exist now to track such diffusive motions in single cells or molecules, including high-resolution light microscopy, optical tweezers, fluorescence quenching, and Förster resonance energy transfer (FRET). Experimental observations are most often indirect and incomplete: (1) They do not directly reveal the potential or diffusion constants that govern the diffusion process, (2) they have limited time and space resolution, and (3) the highest-resolution experiments do not track the motion directly but rather probe it stochastically by recording single events, such as photons, whose properties depend on the state of the system under investigation. Here, we propose a general Bayesian framework to model diffusion processes with nonlinear drift based on incomplete observations as generated by various types of experiments. A maximum penalized likelihood estimator is given as well as a Gibbs sampling method that allows to estimate the trajectories that have caused the measurement, the nonlinear drift or potential function and the noise or diffusion matrices, as well as uncertainty estimates of these properties. The approach is illustrated on numerical simulations of FRET experiments where it is shown that trajectories, potentials, and diffusion constants can be efficiently and reliably estimated even in cases with little statistics or nonequilibrium measurement conditions.
I. INTRODUCTION
The microscopic dynamics of virtually all liquids and solids at finite temperature are governed by interaction potentials and Brownian motion [1] . As a result, many of these systems can be excellently modeled by diffusion in a potential. Examples include the diffusion of cells in liquids [2] , the diffusion of biomolecules within cells [3] , and the diffusion of molecules on a membrane or surface. The conformational dynamics of macromolecules can often be described as a diffusion process on an energy landscape in molecular state space [4] . Besides these, there are a large number of macroscopic phenomena that are also well described by diffusion processes or random walks, even though there might be no obvious physical reason for it, including financial and climate systems [5, 6] . Here, we treat the data-based estimation of stochastic dynamics of the following type:
where x(t) ∈ R d describes the state or position of the diffusing particle at time t, f(x) ∈ R d is a deterministic positiondependent, but a priori unknown force which may, but not necessarily has to, be due to the gradient of an interaction potential. g(x,t) ∈ R d is a known external driving force which may arise from the way the particle is probed and ∈ R d×d is a noise covariance matrix which determines the magnitude of the stochastic force caused by the d-dimensional Brownian motion (Wiener process) dW. The combined deterministic force f + g is also often referred to as drift.
The last decade has seen dramatic improvements in the ability to directly measure trajectories of single particles. * hwu@math.fu-berlin.de † frank.noe@fu-berlin. de The location of single cells and even single molecules can now be tracked in high spatiotemporal resolution microscopy techniques [7] [8] [9] [10] [11] [12] [13] . Time-dependent intramolecular distances and contact formation can be probed using spectroscopic techniques such as single-molecule Förster resonance energy transfer (FRET) [14] [15] [16] [17] or fluorescence quenching [17, 18] , and with nanoscopic mechanical devices such as atomic force microscopes or optical tweezers [19, 20] . All these techniques allow to measure observable functions of individual realizations x(t) of Eq. (1)
Q(t) ∼ p[Q(t) | x(t)],
and this observation is generally incomplete or uncertain in some sense: There is some inherent time and space resolution, often dictated by the physics of the measurement process. There might exist significant measurement errors due to background noise or other unintended activation of the sensors used. Finally, in many cases Q(t) is only a low-dimensional projection of x(t) and sometimes is even a stochastic signal. In statistics, a host of methods have been developed to robustly and efficiently estimate processes of the type of Eqs.
(1) and (2) , see Refs. [21] [22] [23] and references therein. These methods have been much applied to econometric problems, such as stock market prices. However, there is a lack of methods that can efficiently estimate diffusion processes with unknown f, especially when this force (and the associated potential, if there is any) is arbitrarily nonlinear and highdimensional. This is a very important aspect of complex diffusion processes in physics, chemistry, and biology. On the other hand, a number of methods have been proposed to estimate specific features or specific forms of diffusion processes based on the experimental data in these application fields. Just to give some examples, this includes an estimator for correlation times based on one-dimensional diffusion [24] , estimation of Ornstein-Uhlenbeck or bistable processes [25] , and estimation of diffusion process without potential [26] . When a separation of slow and fast time scales exists, a combination of Ornstein-Uhlenbeck processes and hidden Markov models can be used [27] . The estimation methods for the unknown f with discrete-time observations were developed as well [28] [29] [30] [31] [32] [33] [34] . Most of these estimation approaches are based on the framework of maximum likelihood or Bayesian estimation. Some studies have used generalized score functions [35] and variational inference [36] for parameter estimation. In Refs. [37, 38] nonparametric estimators for f have been proposed which are applicable in the case that its functional form is unknown. In general, observations that are noisy or incomplete are still very challenging for these approaches.
Here, we present a Bayesian framework that allows to estimate the probability distributions of trajectories, x(t), the deterministic force f(x) (and the potential that has generated it, if there is one), and the noise matrix (and the related diffusion matrix D) of equations of type (1) from such partial and uncertain observations. The key progress over previous estimation methods is that the force f is modeled in terms of a fuzzy combination of basis functions, which allows arbitrarily nonlinear forces to be approximated with a reasonable number of parameters even in high-dimensional spaces. We derive both an estimation-maximization-based maximum penalized likelihood estimator as well as a Gibbs sampling scheme for generating models (f, ) and trajectories [x(t)] from the posterior distribution. Mean values and uncertainties of these properties can then be straightforwardly estimated. This framework is widely applicable to model complex dynamical processes based on experimental or other observation data and is shown to be useful for the analysis of single-molecule fluorescence experiments.
II. DIFFUSION MODEL
Let x(t) ∈ R d describe the time-dependent position of the system which is a solution to the stochastic differential equation (1) . In many physical systems, the deterministic force f(x) is caused by a potential U (x). Moreover, in many of these systems, the fluctuation-dissipation theorem holds, relating the diffusion constant and temperature, such that Eq. (1) has the following form:
with diffusion matrix D = 1 2 , Boltzmann constant k, and temperature T . The force g(x,t) is some known external forcing, which may be 0, when the system is observed without perturbation, may be constant such as in the presence of an electric field, or time dependent such as in single-molecule pulling experiments. x(t) is a continuous time Markov process, and in the absence of the driving force g(x,t), the system has the invariant density given by the Boltzmann density [39] 
The form (3) induces some physical constraints on the parameters. In particular, if the components of x are independent, the diffusion matrix is diagonal D = diag{D 1 , . . . ,D m } and
is a conservative vector field. A special case of this is the most common case, namely that diffusion is isotropic, D = DI with D ∈ R and I being the identity matrix. However, the present framework also allows for applications which do not obey such constraints. Thus, unless otherwise noted, we will model the system under study based on the general form (1) . f(x) [and U (x)] are unknown and can be arbitrarily nonlinear. To estimate them, they may be expressed by some parametric model. The present framework allows for models which have the following form:
where λ ∈ R m is a parameter vector and (x) ∈ R d×m is a matrix of predefined basis functions that are combined with the parameters to a general nonlinear f. Computationally convenient models can be constructed from normalized fuzzy membership functions μ l (x), defined by
where α is a size parameter and x l are predefined support points in the relevant ranges of x. There are many ways of combining these parameters to obtain models of the form (5) . A straightforward model is to express f(x) in terms of L locally linear force models, which are superimposed via membership functions μ l (x) into a general nonlinear force [40] f
Defining the vectors λ
allows Eq. (7) to be written as Eq. (5). The fuzzy model described in Eq. (7) has been proved to be a very good representation for continuous nonlinear functions due to its universal approximation capability [41] . Note that a f(x) of this form is not guaranteed to be conservative, and thus a generating potential U (x) may not exist. An alternative approach that formulates the model in terms of a potential and then derives f(x) from its gradient is given in the Appendix.
Thus, the parameters θ = (λ, ) completely describe the equation of motion and need to be estimated from the observed measurement signal.
Based on the above model we can now derive the probability for a trajectory x(t) given a set of parameters θ and from that the probability to observe the recorded photon trajectories. This step will allow us to estimate the unknown parameters and the hidden trajectories x(t) from the data.
First, the equation of motion (1) is discretized using the Euler scheme with time steps τ , which may correspond to the experimental time resolution. The discrete dynamics within one trajectory are denoted by x n , n = 0, . . . ,N
where W n ∼ N (0, ) is d-dimensional white noise with covariance matrix . In other words, the probability of observing a certain x n+1 given the previous x n is given by the 036705-2 previous step plus the displacement due to the deterministic force caused by the potential, and a random displacement resulting from the noise
with
III. MODEL ESTIMATION FROM OBSERVATION
Using Bayesian inference, the joint probability of a set of parameters θ and the effective distance trajectories x is given by
where p(θ ) is the prior distribution of parameters, p(x | θ ) is the probability that a particular series of hidden trajectories will be generated by parameter set θ , while p(Q | x) is the probability of observing the measured signal from these hidden trajectories. Since this probability distribution cannot be evaluated analytically, an estimation procedure is proposed to generate samples of (θ,x) distributed from p(θ,x | Q) using Markov chain Monte Carlo (MCMC). This is done using a Gibbs sampling scheme which, in brief, consists of the following iteration:
(1) Generate a new sample of x while keeping the parameters θ constant. This is done by sampling each x (k) n while keeping the remaining x constant and cycling through all x (k) n in this way.
(2) Generate a new sample of θ for fixed trajectories x.
A. Estimating the trajectory for given parameters
Consider the distribution of one trajectory x for fixed parameters θ obtained from Eq. (10)
We generate a sample of x by a Gibbs scheme that provides a sample of each x n while keeping the other time steps fixed. Due to the Markovianity of the equation of motion we have
where p(x n+1 | x n ,θ ) and p(x n | x n−1 ,θ ) can be evaluated using Eq. (9), while the output probability p(Q n | x n ) needs to be calculated depending on the specific application [e.g., see Eq. (22) for FRET]. Thus p(x n | θ,Q,x
n,...,N ) can be sampled with a Metropolis-Hastings sampling step [42] , where a value for x n is proposed with a proposal probability p(x n → x * n ) and then accepted with the following acceptance probability:
in principle, any proposal step p(x n → x * n ) can be used. A simple and efficient approach is to directly use the equation of motion to propose a step via Eq. (9), which simplifies the acceptance probability to
which can be evaluated with Eq. (9). An alternative efficient proposal step is described in the Appendix.
B. Parameter estimation for given trajectory
For estimating the parameters we now need to consider the fact that one may have multiple trajectories x 1 , . . . ,x K , which are independent observations of the same system, or of different systems with the same dynamics. From Eq. (10), the distribution of parameters for fixed trajectories is given by
the prior probability p(θ ) = p(λ, ) is significant when very little observation data are available and must restrict the parameters , λ to meaningful values in this situation. When a reasonable amount of observation is available, the posterior probability distribution will be dominated by the likelihood. For the present case, the prior distribution is given by
where W −1 ( 0 ,m 0 ) denotes the inverse Wishart distribution with inverse scale matrix 0 and degrees of freedom m 0 > d − 1. From a physical point of view, this prior keeps the parameters in their allowed ranges (especially > 0 and excluding extremely small and large values of θ ).
The likelihood is given by
Using some elementary transformations (see Appendix for complete derivation), it turns out that p(θ |x 1 , . . . ,x K ) can be sampled as
with the functionals
C. Sampling the joint distribution of trajectories and parameters
Having schemes available that allow the parameters to be sampled for a given trajectory and the trajectory to be sampled for given parameters, we can now construct a Gibbs sampling scheme, where either sets of variables are sampled while keeping the others fixed. Such a combined sampling scheme provides a sample of the joint probability distribution of trajectories and parameters for a given observation, and the resulting joint sample can be used to extract the sample means and statistical uncertainties of the trajectory and the parameters. Algorithm 1 summarizes the Gibbs sampling scheme for the general case of multiple observation trajectories. An alternative to sampling the full distribution is to compute the maximum probability (or maximum likelihood) solution which only yields a single trajectory and parameter set. Such an approach is given in the Appendix. 
Algorithm 1 Gibbs Sampler for p(x
) end for
With the procedure described above, each iteration j generates samples x k,(j ) of all K full trajectories and a sample θ (j ) of the parameters. To escape from the bias induced by the initial draw, the sampler should be run with a burn-in phase until the mean values and standard deviations of the properties of the x n and θ have stabilized and show no more drift. These initial samples must be neglected from the analysis. From the ensemble of M samples, the properties of interest can now be estimated. In particular, the expectation values and standard deviations (uncertainties) of the effective distance trajectories x k n and the diffusion constant D = 1 2 can be directly computed. If D = diag{D 1 , . . . ,D m } is diagonal, then there also exists a corresponding potential energy that is unique up to an additive constant. To obtain the potential in each sampling step, one numerically integrates the force
Thus, expectation values and uncertainties can also be straightforwardly computed for the potential of mean force and the stationary distribution that is obtained by Eq. (4).
IV. APPLICATION TO SINGLE-MOLECULE EXPERIMENTS
We now show a few examples for different settings in which the estimation framework presented above is useful. All of them are microscopy techniques that are widely used in physics, chemistry, and biology.
A. Single-molecule Förster resonance energy transfer
FRET is an experimental technique used to measure nanometer distances between pairs of chemical groups. It is commonly employed to track binding or folding processes in macromolecules [14] [15] [16] . In a FRET experiment, one attaches two chemical groups, one donor and one acceptor dye, to the molecule(s) to be measured. The donor is then specifically excited with a laser and subsequently relaxes either by emitting a donor photon (usually green), or by transferring the energy to a nearby acceptor dye which then emits an acceptor photon (usually red). The probability of an emitted photon being an acceptor photon is called transfer efficiency and related to the interdye distance r by the Förster law
Here, R 0 is the Förster radius; a number that depends on the chemical composition of the dyes, the permittivity of the medium between them, and on their orientation. E is an interesting "coordinate" of the system which characterizes its conformational state (although a conversion of E to physical distances and angles is difficult). FRET experiments can now be conducted with single molecules, which provides trajectory information useful for the present model estimation. In single molecule experiments, one cannot directly obtain a time-continuous E as in each time step one only obtains a few red, green, or (very often) no photon at all. In typical experimental analyses this is addressed by introducing a time window τ and computing an averaged E τ (t). However, the results of the estimation will depend on the choice of τ and very often this leads to important dynamical information to be missed. Here, the model estimation can be straightforwardly made in terms of the photon trajectories by treating the recorded photons as an observation of the dynamics.
We propose a one-dimensional model in terms of the effective normalized distance x
which is proportional to the physical interdye distance via r(t) = R 0 x(t) if the Förster radius R 0 is approximately constant for the process under investigation. Even if that is not the case, it is expected that x(t) and r(t) are well correlated. Although the equation of motion could be formulated in E(t) instead of x(t), x is likely a better modeling variable since it allows changes in the potential to be described at distances much smaller or larger than R 0 which would occur near the 0 or 1 boundary of E. FRET experiments can, in principle, include more than two dyes and thus be sensitive to more than one distance, which then calls for a multidimensional model [43] . FRET experiments are passive, tracking the dynamics that are brought about by Brownian motion. Thus, g(x,t) = 0 and Eq. (1) becomes a one-dimensional Smoluchowski equation
At each time step n, a number of acceptor and donor photons Q n = {A n ,D n } may be observed. The probability of this event is (up to a constant that depends on the laser intensity and is not relevant for the analysis) given by
All the the estimation equations above then are onedimensional and lend themselves to a simple and efficient estimation procedure.
Note a special case of the method proposed here is the one where the potential is identically zero and thus diffusion is free. This is identical to assuming that {x(t)} is a realization of Wiener process with effective diffusion coefficient D w , (i.e., x(t + s)|x(t) ∼ N [x(t),2D w s]). Such a variant along with a corresponding maximum likelihood estimator has been proposed in Ref. [26] . This method is contained in our method as a special case that is obtained by setting f ≡ g ≡ 0 in Eq. (1).
B. Single molecule pulling with optical traps
Optical traps, or tweezers, are a measurement and manipulation tool now widely used in nanotechnology and biophysics [13, 20] . Here, one uses optical beads of submicrometer size that bend laser light and are held in the laser focus due to restoring forces caused by the photon momenta. The bead can be moved around by repositioning the laser beam. At the same time, the trap can also be used to track the position of the bead when this is displaced by a mechanical force. For example, one can use two beads and connect them by a macromolecule than than change its conformation (e.g., by unfolding and folding). One can then track intramolecular distance changes when holding the trap on a constant position, or induce unfolding by pulling on the trap and then letting loose to watch the molecule refold. The model coordinate here is the interbead distance x(t) and is again onedimensional. The diffusion equation relevant for this case is given by
2 is a model for the restoring trap force and x 0 (t) is the reference position of the trap set by the experimenter over the measuring time t. Since x is observed directly, the fraction p(Q n | x * n )/p(Q n | x n ) drops from the acceptance probability (12) .
The present framework can be used to estimate the potential U (x) despite the fact that the experiment can be arbitrarily driven trough g(x,t).
C. Single particle tracking
Single particle tracking is a fluorescence technique in which single molecules are labeled with a fluorescent dye and tracked with a fluorescence microscope [10] [11] [12] . The experiment may be set up so as to watch the interaction of labeled particles with other molecules on a surface or membrane by attaching this surface on a glass surface into which the excitation laser light is scattered at a total reflection angle. As a result, the laser beam will not leave the glass surface, but there is an evanescent field just thick enough to have a significant probability to excite molecules that are directly adjacent to the surface. This will allow to collect a number two-dimensional trajectories of molecules that track their diffusion above the surface. In order setting, this leads to a two-dimensional model with no
where we have assumed isotropic diffusion. For modeling U (x), a dense grid of basis functions in the two-dimensional area of interest may be used.
V. NUMERICAL EXAMPLES
We now illustrate the usefulness of the Bayesian framework to estimate trajectories, potentials, and diffusion constants from FRET measurements. To validate the method, no real experimental data are used here, except for artificial model data with experimentally realistic parameters.
To rate the performance of our method, its estimation results are compared to the standard time window method commonly used in experimental analyses [44] . In this method, the FRET efficiency and interdye distance are assumed to be approximately constant within a time window of width T w . Then E(t) and x(t) are estimated aŝ
and
where T A (t) and T D (t) count the number of acceptor and donor photons in the time window [t − T w /2,t + T w /2], respectively. Here we adopt the "leave-one-out cross-validation" technique [45] to select the value of T w . In the time-window method, the stationary distributions π (x) are conventionally estimated by simply binning {x(t)} under the assumption that {x(t)} are samples of π (x). Here we use the kernel density approximations [46] to get continuousπ (x) from {x(t)} and compute the approximation of potential functions by Eq. (4). We address two numerically simulated FRET experiments with artificial potential functions. For modeling the nonlinear force f (x) we used Gaussian-shaped membership functions as suggested in Eq. (6) with α = 1 and positions x l = {0,0.5,1,1.5,2}. The estimation procedure uses the following parameters: M = 10 000, J = 20, 0 = 10 4 , and 0 = m 0 = 1. The initial sample of trajectories is provided by the timewindow method.
A. Potential/invariant distribution estimation
We first consider a potential function that exhibits metastability, defined by 
see Fig. 1 (right, black line) for an illustration. The noise intensity is set to = [1.4 2 ]. Thirty trajectories of length 3 s are run using the Heun scheme [47] with simulation time step t = 50 μs. The initial points are generated from the invariant density
The probability of recording a single photon in each time step is 0.2. This setup mimics the situation in FRET experiments of immobilized molecules [48] . Figure 1 shows the invariant distribution π (x) (right column) and the corresponding potential U (x) (left column) of the system (true values in black lines) and compares the corresponding estimates from the Bayesian estimator proposed here Figs. 1(a) and 1(b) , mean shown as solid blue line, one-standard-error confidence intervals as dashed blue line]. Figures 1(c) and 1(d) show the time-window-based estimates for short, intermediate, and long window lengths. By direct counting, the time-window estimate would have a spurious metastable state at x = 0, resulting from the fact that for many time windows the distance cannot be estimated due to lack of donor photons. To avoid this, time windows with x = 0 were removed before generating the estimate shown in Fig. 1 . A consequence of this is that for short time windows the distribution and the potential cannot be estimated at small values of x. Both the time-window estimate with an intermediate window length and the Bayesian estimate capture the essential features of the system (i.e., the existence of the three metastable states and their relative depths or probabilities).
The Bayesian estimator has the advantage that it also provides a rigorous error estimate, and the true invariant density and potential are indeed correctly estimated by the Bayesian mean within this uncertainty. The time-window estimates miss some features, in part, due to the lack of photons in short windows, in part due to smoothing out effects at long time windows. Clearly, for T W → ∞, the time-window method will estimate π (x) as a δ distribution located at the mean distance. This bias leads to a more than tenfold increase of the estimation error in the invariant density of the time-window estimate compared to the Bayesian estimate (see Table I ). Finally, the true noise intensity of √ = 1.4 is well approximated by the Bayesian estimate of √ = 1.8372 ± 0.1130. Figures 1(e) and 1(f) show the results for the Bayesian estimator for the case where the potential is flat (i.e., the deterministic force is zero). This is a "free diffusion" estimator of the type proposed in Ref. [49] . It is seen that this model performs much better than window-based estimators. However, at small and large distances, where the potential increases significantly, this estimator is significantly off. Figure 2 shows one of the 30 trajectory realizations (black line) along with estimates from the Bayesian method (B), the time-window (TW) estimates, and the Bayesian method with free diffusion.
B. Trajectory estimation
This system poses a hard estimation problem because the main metastable state at x ≈ 0.3 has a FRET efficiency close to 100% (i.e., very few donor photons will be emitted in that state and with any time window that is not very long, the time-window method will often estimate a distance of 0). This is seen in the time-window estimation of the trajectory in Figs. 2(b) and 2(c) , which frequently drops to x = 0 for small time windows. At the same time, any time window that is not very short will smooth over the trajectory and loose many fast features of the dynamics. This is illustrated in Figs. 2(b) and 2(d) , where long time windows are seen to smooth out the transitions between metastable states 2 and 3, arriving at an averaged distance estimate of ≈1.2, a value that is actually close to a potential maximum rather than a stable state, thus providing a deceptive picture of the dynamics.
In conclusion, no single time-window length is adequate for all data.
The Bayesian estimator [ Fig. 2(a) , mean is the blue solid line, one-standard-error confidence intervals are represented by the blue dashed line] does a much better job of estimating the trajectory. In the statistically, poorly determined first metastable state, the estimate cannot track all fluctuations of the real trajectory simply because they are not supported by any of the recorded data, but the mean and error estimates of 036705-7 x are in the correct range. In metastable states 2 and 3, the estimate follows the real trajectory and even detects the fast re-crossings missed out by the time-window estimator. The maximum likelihood estimate gives a very similar estimate to the mean of the sampled Bayesian estimator and is not shown for clarity. For a more quantitative result consult Table I , which shows that the mean square error of the estimation is about five times better for the mean of the Bayesian estimate than the time-window estimate.
When dismissing the deterministic force from the potential, we obtain the free diffusion estimator [ Fig. 2(e) ]. As for the estimation of the stationary distribution, it is much better than any time-window-based estimator, but is biased in estimating the fluctuations at very small or very large FRET efficiencies.
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C. Single versus multiple trajectories
There are two common approaches to conduct FRET experiments: (1) immobilizing a few molecules and measuring their FRET signal for a long time (illustrated by the simulations above), and (2) letting them diffuse freely at a very low concentration and simply waiting until a molecule enters the measurement spot. The second method typically generates a similar total amount of data, but scattered across many more and much shorter trajectories. This situation is simulated here by using the trajectory data from above and cutting it into 3600 pieces of 0.025 s each (free diffusion trajectories are usually even shorter; 25 ms length can be obtained with microfluidic devices). Figure 4 illustrates the quality of the trajectory estimation on a trajectory that transitions from metastable state 1 to 2. It is apparent that the Bayesian estimate is much smoother and closer to the real trajectory than the time-window estimate. Moreover, the (blue) dashed line shows for comparison a Bayesian estimate that was constructed from this single trajectory only. The Bayesian estimate constructed from the complete data (solid blue line) is better (i.e., taking into account the other trajectories helps each individual estimate through the improved estimation of the joint dynamical model consisting of the potential and diffusion constant).
A main advantage of applying the present framework to data of this type is that the diffusion model obtained can be directly queried for long-time information that cannot directly be computed from the trajectories. To illustrate this, we have computed the transition rates between the three metastable states from the diffusion model, defined by the inverse mean passage times between the potential energy minima. These rates cannot be computed from the trajectory data directly because the individual trajectories are usually too short to connect two metastable state minima. The results are shown in Table II , showing that the transition rates are well estimated.
D. Equilibrium estimates from nonequilibrium measurement conditions
A particular advantage of estimating a dynamic model compared to directly evaluating the observed trajectory data is that it is, in principle, able to provide the equilibrium dynamical information of a system even if the experiment was conducted under nonequilibrium conditions. For this, let us now investigate a potential with two metastable states defined by
where ( . This model has two potential wells centered atr = 0.5 and 1.5, with the second well being deeper than the first one. The invariant density and potential are illustrated in Fig. 5 (black lines) . Again, 30 trajectories of 3-s length were launched using the same simulation settings as above, but this time the initial positions were not generated from the invariant density, but all started in the left metastable state at x = 0.05. While this precise setup is somewhat artificial, nonequilibrium starting conditions can indeed be found in experiments, for example, if environmental parameters that influence the dynamical behavior, such as the magnesium concentration, are varied faster than the global relaxation time of the system under study [50] to drive the system into visiting unlikely states. Most of the trajectories are too short to cross the potential barrier and reach the second well during the observation time. This is visible from the time-window estimate shown in Fig. 5 (red line) that is based on directly counting the number of occurrences of each value x. In this estimate, the stability of the first metastable state is strongly overestimated due to the predominance of trajectories in this state. The Bayesian estimate (solid blue line), on the other hand, excellently approximates the true invariant density and potential within the error (dashed blue line).
VI. CONCLUSION
We have introduced a Bayesian framework for estimating realizations and parameters of stochastic differential equations with nonlinear force terms from possibly incomplete, nonlinear, and stochastic observations. The method has been demonstrated for single-molecule Förster energy resonance data and has proved to be useful even in cases where the estimation was difficult (e.g., due to few statistics). This framework will be useful for analyzing and interpreting data from various types of experiments or observations. A particular strength of estimating a diffusion model from experimental data over analyzing this data directly is that information can be reconstructed that is not directly computable from the data. We have demonstrated how to reconstruct very slow transition rates from very short trajectory data. Another property that is accessible with the model are transition path times in fluorescence-probed molecules that cannot be computed directly from the data due to the limited photon resolution [51] .
f(x). For this, consider a potential that is a mix of potential minima and maxima
where A l can be positive-definite (minimum) or negative-definite (maximum), and define the corresponding force
. . . 
. Now we simply choose the proposal step to be given by the system dynamics [i.e., p(x n → x * n ) = p(x * n | x n−1 ) and p(x * n → x n ) = p(x n−1 | x * n )].
Metropolis-Hastings step for x n based on a free diffusion model
An alternative to the above approach is to assume for a moment that V = const. In this case, we can write P (x n+1 | x n )P (x n | x n−1 ) = N (x n+1 |x n , )N (x n |x n−1 , ) ∝ exp (x n+1 + x n−1 ), 1 2 .
where N (x|μ, ) denotes the probability density function of a Gaussian distribution with mean value μ and covariance matrix , and use this as a proposal step p(x n → x * n ) p acc (x * n ) = min 1, 
But in practice, the estimated A j may be nearly singular, which will make the EM algorithm computationally unfeasible. For this reason, a prior such as the one introduced above is essential in practice. 
