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a b s t r a c t
In this paper, we introduce and study an algebra of languages representable by vertex-
labeled graphs. The proposed algebra is equipped with three operations: the union of
languages, the merging of languages and the iteration. In contrast to Kleene algebra, which
is mainly used for edge-labeled graphs, it can adequately represent many properties of
languages defined by vertex-labeled graphs and provides a natural translation from vertex-
labeled graphs to regular expressions and vice versa.
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1. Introduction
Graphs are among the most widely used structures in computer science for describing and modeling a variety of
computational processes, and themost studied ones in this context are finite oriented graphswith labeled edges (also known
as finite state automata).
This paper is devoted to the study of oriented graphs with labeled vertices, which can be seen as a dual class in relation
to the class of finite state automata. There are many examples where computational processes can be translated more
naturally into vertex-labeled graphs rather than into edge-labeled graphs. For example, in programming, such graphs are
known as flowcharts that represent an algorithm or a computational process [8]. In robotics, vertex-labeled graphs are used
to describe a topological environment navigation problems. One such problem is the map validation problem: ‘‘Given an
input map (described by a vertex-labeled graph) and the current position of a robot, determine by the robot walking on the
graph whether this map is correct’’. Another problem is the self-location problem: ‘‘Given only a map of the environment,
determine the position of the robot (i.e., the correspondence between edges of themap and edges in the world at the robot’s
position) [5]’’. Vertex-labeled graphs have been widely used in model checking to represent the behavior of a system, and
they are known as Kripke structures. In this case, the vertices of a graph represent the reachable states of the system,
the edges represent state transitions, and a labeling function maps each vertex to a set of properties that hold in the
corresponding state [1,2].
Languages defined by vertex-labeled graphs have already been studied in the past. In particular, the characterization of
languages that can be represented by different types of vertex-labeled graph was given in [8,7], and the problem of vertex
minimization in a graph preserving its language was studied in [10].
In this work, the class of languages representable by vertex-labeled graphs is studied by introducing an algebra similar
to the well-known Kleene algebra. The proposed algebra is equipped with three operations: union, merging, and iteration.
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In contrast to Kleene algebra, it can adequately represent many properties of languages defined by vertex-labeled graphs
and it provides a natural translation from vertex-labeled graphs to regular expressions and vice versa.
The paper is organized as follows. In Section 2, we provide the main definitions, introduce a new algebra, and investigate
its properties. In Section 3, we show how to construct for any vertex-labeled graph a regular expression representing the
same language. In Section 4, we introduce the matrix representation of vertex-labeled graphs to prove that for any regular
expression we can construct a graph representing the same language.
2. Basic definitions
Let X be a finite alphabet, X+ be the set of all non-empty finite words over X , and 2X+ be the set of all languages over X
not containing the empty word. Let us denote the empty set by ∅ and the concatenation of two words u ∈ X+, v ∈ X+ by
uv. The concatenation of two languages L, R ∈ 2X+ is denoted by L · R or LR, and it is defined as L · R = {uv | u ∈ L, v ∈ R}.
The partial binary operation ◦ of merging two words is defined on the set X+ as follows:
w1x ◦ yw2 =

w1xw2, if x = y;
undefined, otherwise
for anyw1, w2 ∈ X+ and any x, y ∈ X .
Definition 1. For any L, R ⊆ X+, we define
(1) L ∪ R = {w | w ∈ L orw ∈ R};
(2) L ◦ R = {w1 ◦ w2 | w1 ∈ L,w2 ∈ R};
(3) L+ =∞i=1 Li , where L1 = L; Ln+1 = Ln ◦ L for all n ≥ 1;
(4) L∗ =∞i=0 Li, where L0 = X; Ln+1 = Ln ◦ L for all n ≥ 0;
(5) L~ = ∞i=0 Li, where L0 = Lbeg ◦ Lend; Ln+1 = Ln ◦ L for all n ≥ 0, Lbeg = {x ∈ X | xw ∈ L for some w ∈ X∗};
Lend = {x ∈ X | wx ∈ L for somew ∈ X∗}.
The algebra ⟨2X+ , ◦, X⟩ is a monoid, since the operation ◦ is associative and the equalities X ◦ L = L ◦ X = L hold for
any language L ⊆ X+. The operation ∪ is the union. Obviously, ⟨2X+ ,∪,∅⟩ is an idempotent commutative monoid. The
operation ◦ is distributive over∪ both from the left and from the right. From the above definition it follows that the algebra
⟨2X+ ,∪, ◦,∅, X⟩ is an idempotent semiring.
The operations ∗ and+ are not exactly the same as the star operator and the plus operator in Kleene algebra of regular
languages [6]. In particular, for the usual star a set L∗ is infinite for any L ≠ ∅, but the result of applying our star operator
for L ≠ ∅ can be finite. The ~ is a variant of the star operator, obtained by setting L0 ⊆ X . It is intended to represent the
intuitive meaning of iteration for vertex-labeled graphs.
In the next proposition, we formulate some basic properties of the operations ∗,+, and ~. These facts will be used later
in the paper, and they follow directly from the definitions above.
Proposition 2. For any L, R ⊆ X+, we have
L∗ = X ∪ L+ = (X ∪ L)+ (1)
L~ = Lbeg ◦ Lend ∪ L+ = (Lbeg ◦ Lend ∪ L)+ (2)
L∗ = L∗ ◦ L∗ (3)
L~ = L~ ◦ L~ ∪ L (4)
L+ = L ◦ L∗ = L∗ ◦ L (5)
L+ = L~ ◦ L ∪ L = L ◦ L~ ∪ L (6)
(R ∪ L)∗ = R∗ ◦ (L ◦ R∗)∗ (7)
(R ◦ L)∗ ◦ R = R ◦ (L ◦ R)∗ (8)
L~ = Lbeg ◦ (L∗) ◦ Lend. (9)
The main property of the algebra ⟨2X+ ,∪, ◦,~,∅, X⟩ is formulated in the following lemma.
Lemma 3. For any R,Q ⊆ X+, if X ∩ R = ∅, then the equation Y = R ◦ Y ∪ Q has the unique solution Y = R~ ◦ Q ∪ Q in the
algebra ⟨2X+ ,∪, ◦,~,∅, X⟩.
Proof. It is straightforward to verify that the language R~ ◦ Q ∪ Q is indeed a solution.
The proof of the uniqueness will be based on the fixed point theorem which states: an equation x = f (x), where f is a
continuous function from any complete partially ordered set (CPO) to itself, has a minimal solution [4].
An ordered set P = (P,≤) is a CPO if P has a bottom element and sup(D) exists for each directed subset D of P [8]. A
function f : P → Q is continuous if it preserves all existing suprema of directed sets [8]. The set (2X+ ,⊆) is CPO since any
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directed sequence of languages L1 ⊆ L2 ⊆ · · · ⊆ Ln ⊆ · · · has a supremum, which is the union of all languages in this
sequence, and ∅ is the bottom element of (2X
+
,⊆).
Due to the facts that the operations ◦ and ∪ are continuous and the composition of continuous functions is continuous,
the right part of the equation Y = R ◦ Y ∪ Q defines a continuous mapping f : 2X+ → 2X+ , f (L) = R ◦ L ∪ Q .
By the fixed point theorem, the least fixed point of f is Y =∞n≥0 f n(∅), where f 0(x) = x and f n(x) = f (f n−1(x)) for any
n > 0.
Since f 0(∅) = ∅, f 1(∅) = Q , f 2(∅) = R ◦ Q ∪ Q , f 3(∅) = R ◦ R ◦ Q ∪ R ◦ Q ∪ Q (by distributive law), and generally for
any n ≥ 2 f n(∅) = (Rn−1 ∪ Rn−2 ∪ · · · ∪ R ◦ R ∪ R) ◦ Q ∪ Q , we have the following:
Y =
∞
n≥0
f n(∅) =
∞
n≥1
((Rn−1 ∪ Rn−2 ∪ · · · ∪ R ◦ R ∪ R)) ◦ Q ∪ Q )
= R+ ◦ Q ∪ Q . (10)
For any languages P and R,
P ⊆ X implies P ◦ R ⊆ R. (11)
Since Rbeg , Rend ⊆ X , it follows by (11) that Rbeg ◦ Rend ⊆ X , and hence that
R+ ◦ Q ∪ Q = R+ ◦ Q ∪ Q ∪ Rbeg ◦ Rend ◦ Q = (R+ ∪ Rbeg ◦ Rend) ◦ Q ∪ Q . (12)
By (2), we have that, for any language,
R~ = R+ ∪ Rbeg ◦ Rend. (13)
Applying (13), we can now express the minimal solution as
Y = R~ ◦ Q ∪ Q . (14)
Let us show that if X ∩ R = ∅ then the solution R~ ◦ Q ∪ Q is unique.
Let Y ′ be a solution of the equation Y = R◦Y ∪Q . Since R~◦Q ∪Q is theminimal solution, it follows that R~◦Q ∪Q ⊆ Y ′.
By a sequence of iterative substitutions, we express Y ′ as follows:
Y ′ = R ◦ Y ′ ∪ Q = R ◦ (R ◦ Y ′ ∪ Q ) ∪ Q
= R ◦ R ◦ Y ′ ∪ R ◦ Q ∪ Q = R ◦ R ◦ (R ◦ Y ′ ∪ Q ) ∪ R ◦ Q ∪ Q
= Rm ◦ Y ′ ∪ Rm−1 ◦ Q ∪ · · · ∪ R ◦ Q ∪ Q . (15)
Consider a word w ∈ Y ′ of length m. Assuming that X ∩ R = ∅, all words of the language Rm are at least of length m + 1,
and thereforew ∈ Rm−1 ◦ Q ∪ · · · ∪ R ◦ Q ∪ Q , and hencew ∈ R~ ◦ Q ∪ Q and Y ′ ⊆ R~ ◦ Q ∪ Q . Thus Y ′ = R~ ◦ Q ∪ Q , and
R~ ◦ Q ∪ Q is the only solution of the equation Y = R ◦ Y ∪ Q . 
Definition 4. The regular ◦-expressions over an alphabet X and the language L(P) represented by such an expression P are
defined inductively as follows:
(1) ∅ is a regular ◦-expression and L(∅) is the empty set;
(2) any letter x ∈ X is a regular ◦-expression and L(x) = {x};
(3) if x ∈ X and y ∈ X , then xy is a regular ◦-expression and L(xy) = {xy};
(4) if R and Q are regular ◦-expressions, then (R◦Q ), (R∪Q ), (R~) are also regular ◦-expressions and L(R◦Q ) = L(R)◦L(Q ),
L(R ∪ Q ) = L(R) ∪ L(Q ), L(R~) = (L(R))~.
Definition 5. A regular ◦-expressions P is equal to a regular ◦-expressions Q if L(P) = L(Q ). The equality of regular
◦-expressions P and Q is denoted by P = Q .
3. Representation of graph languages by regular ◦-expressions
Let us define a vertex-labeled graph as a quadruple G = (V , E, X, µ), where V is a finite set of vertices, E ⊆ V × V is a
set of edges, X is a set of vertex labels, and µ : V → X is a mapping from vertices to labels.
A path in graph G is a finite sequence of adjacent vertices l = v1v2...vk, where (vi, vi+1) ∈ E for i = 1, . . . , k − 1;
k is the length of the path; v1 is the initial vertex of the path and vk is the final vertex. The label of this path is x =
µ(v1)µ(v2)...µ(vk) = x1x2 . . . xk ∈ X+.
Let I and F be subsets of V , called the set of initial vertices and the set of final vertices, respectively. A path v1v2...vk is
called successful if v1 ∈ I and vk ∈ F .
The set of labels of all successful paths in a graph G form the language L(G).
In automata theory, one of the fundamental results is Kleene’s theorem. It states that the class of languages recognized
by finite automata coincides with the class of regular languages, which are given by regular expressions [6]. The main aim
of this work is to prove a similar theorem for languages defined by vertex-labeled graphs.
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Theorem 6. Any language defined by a vertex-labeled graph can be represented by a regular ◦-expression.
Proof. Let us show that for any graph G there exists a regular ◦-expression R such that L(R) = L(G).
Let Li be the set of labels for all paths from a vertex vi into final vertices in G. Then L(G) =vi∈I Li.
For any vertices vi and vj, the language Li contains all words of Lj extended by the left concatenation of symbol µ(vi)
for each edge (vi, vj) ∈ E. If the vertex vi is a final vertex of G, then the symbol µ(vi) belongs to the language Li. So each
language Li can be represented by the following equation:
Li = Mi1 ◦ L1 ∪Mi2 ◦ L2 ∪ · · · ∪Min ◦ Ln ∪ Bi, (16)
where n is the number of vertices,Mij =

µ(vi)µ(vj), if (vi, vj) ∈ E;
∅, otherwise; and Bi =

µ(vi), if vi ∈ F ;
∅, otherwise.
Thus L(G) can be derived by solving the following system of equations:
L1 = M11 ◦ L1 ∪M12 ◦ L2 ∪ · · · ∪M1n ◦ Ln ∪ B1
L2 = M21 ◦ L1 ∪M22 ◦ L2 ∪ · · · ∪M2n ◦ Ln ∪ B2
. . .
Ln = Mn1 ◦ L1 ∪Mn2 ◦ L2 ∪ · · · ∪Mnn ◦ Ln ∪ Bn.
(17)
Since every equation of system (17) has the form Y = R ◦ Y ∪ Q , we can solve the system of equations using the Lemma 3
as in the Kleene algebra ⟨2X∗ , ·, ∪, ∗, ∅, λ⟩ [8]. Applying (14) we can eliminate Ln from the right part of the final equation
in the system (17). Then the value of Ln can be substituted into the previous equation of the system and using the same
technique to get a value for Ln−1 that will be only expressed via L1....Ln−2. By continuing such substitutions for all equations
in the system we can get values for all Li (i = 2, . . . , n) expressed via L1....Li−1. To get the value of Li (which are regular
◦-expressions based on Lemma 3) one should substitute into it the final forms of L1, L2, . . . , Li−1.
From the above, it follows that, by solving Eq. (17) for any graph G, we can find a regular ◦-expression R, such that
L(R) = L(G).
This ends the proof of Theorem 6. 
4. Matrix representation of graph languages
Let us consider a family of matrices over the algebra ⟨2X+ , ◦,∪,~,∅, X⟩. First, we define the following two operations
∪ and ◦ on matrices.
(1) If A and B arem× nmatrices, then A ∪ B = C , where C is anm× nmatrix and Cij = Aij ∪ Bij for all i, j = 1, . . . , n.
(2) If A is an n1 ×mmatrix and B anm× n2 matrix, then A ◦ B = C , where C is an n1 × n2 matrix and Cij =mk=1 Aik ◦ Bkj.
Thus operations ◦ and∪ are defined in a similar way as standard matrix addition andmultiplication, where addition and
multiplication of values are understood as corresponding operations in algebra ⟨2X+ , ◦,∪,~,∅, X⟩.
The transpose of anm× nmatrix A is defined as the n×mmatrix AT , where [AT ]ij = Aji. The zero matrix Zn is defined as
the square n× nmatrix in which all elements are equal to∅. The identity matrix En is defined as the square n× nmatrix in
which all elements on the main diagonal are equal to X and all other elements are equal to ∅.
Nowwe considermatrix representations for vertex-labeled graphs by analogywithmatrix representations for finite state
automata [9].
Let us represent a graph Gwith n vertices by an n× n transition matrixM and vectors s and t of length n such that
Mij =

µ(vi)µ(vj), if (vi, vj) ∈ E;
∅, otherwise;
si =

µ(vi), if vi ∈ I;
∅, otherwise;
ti =

µ(vi), if vi ∈ F ;
∅, otherwise.
Define the operation ~ for the transition matrixM as
M~ = M0 ∪M ∪M ◦M ∪M ◦M ◦M ∪ · · · ,
where
[M0]ij =

µ(vi), if i = j;
∅, if i ≠ j.
Using the matrix representation for graphs with labeled vertices, we can define system (17) as a matrix equation,
l = M ◦ l ∪ t, (18)
46 I. Grunsky et al. / Theoretical Computer Science 426–427 (2012) 42–48
and represent the language defined by a graph G as L(G) = sT ◦ l. By Lemma 3, l = M~ ◦ t ∪ t . SinceM0 ◦ t = t for any graph
G, l = M~ ◦ t ∪M0 ◦ t = (M~ ∪M0) ◦ t = M~ ◦ t , L(G) = sT ◦M~ ◦ t .
The elementMij contains the label for a path of the length 2 from a vertex vi into a vertex vj; [M ◦M]ij =
n
k=1 Mik ◦Mkj
corresponds to the sum of all paths of length 3 from vi into vj; [M ◦M ◦M]ij is the sum of all paths of length 4, and so on;
[M0]ij contains the label for a path of the length 1 from vi into vj. ThusM~ is amatrix inwhich each element [M~]ij is a regular◦-expression which represents all possible paths in G from vi into vj, so the language defined by G can be represented as
L(G) = sT ◦M~ ◦ t. (19)
In order to compute the values ofM~, we can use a recursive method that is similar to the one applied in [3] for transition
matrices of finite state automata.
Recursive method
Given a graph Gwith n vertices.
(1) If n = 1, then obviouslyM~ = M~11;
(2) If n > 1,
(a) take any value n1 such that 0 < n1 < n,
(b) splitM =
M11 . . . M1n... . . . ...
Mn1 . . . Mnn
 into the blocks M1 M3M4 M2 where,
M1 =
M11 . . . M1n1... . . . ...
Mn11 . . . Mn1n1
 , M2 =
M(n1+1)(n1+1) . . . M(n1+1)n... . . . ...
Mn(n1+1) . . . Mnn
 ,
M3 =
M1(n1+1) . . . M1n... . . . ...
Mn1(n1+1) . . . Mn1n
 , M4 =
M(n1+1)1 . . . M(n1+1)n1... . . . ...
Mn1 . . . Mnn1
 ,
(c) computeM1~ andM2~;
(d) computeM~ as
(M1 ∪M3 ◦M2~ ◦M4)~ (M1 ∪M3 ◦M2~ ◦M4)~ ◦M3 ◦M2~
M2~◦M4◦(M1∪M3◦M2~◦
M4)~
M2~ ◦M4 ◦ (M1 ∪M3 ◦M2~ ◦M4)~ ◦M3 ◦
M2~ ∪M2~
Let us prove the correctness of this method. For the case n > 1, let us define Eq. (18) using block matrices and block
vectors. First, let us split vectors l and t into blocks ltop, lbottom and t top, tbottom, respectively:
ltop
lbottom
t top
tbottom, where
ltop =
 l1...
ln1
 , lbottom =
 l(n1+1)...
ln
 , t top =
 t1...
tn1
 , tbottom =
 t(n1+1)...
tn
 .
Now we can express Eq. (18) in the following way:
ltop
lbottom
= M1 M3M4 M2 ◦
ltop
lbottom
∪ t
top
tbottom
or as the system of equations
ltop = M1 ◦ ltop ∪M3 ◦ lbottom ∪ t top
lbottom = M4 ◦ ltop ∪M2 ◦ lbottom ∪ tbottom. (20)
Then, applying Lemma 3 and the elimination method we have:
ltop = (M1 ∪M3 ◦M2~ ◦M4)~ ◦M3 ◦M2~ ◦ tbottom ∪ ∪(M1 ∪M3 ◦M2~ ◦M4)~ ◦ t top
lbottom = M2~ ◦M4 ◦ (M1 ∪M3 ◦M2~ ◦M4)~ ◦M3 ◦M2~ ◦ tbottom∪
∪M2~ ◦M4 ◦ (M1 ∪M3 ◦M2~ ◦M4)~ ◦ t top ∪M2~ ◦ tbottom,
(21)
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or in the block form,
ltop
lbottom
= M~ ◦ t
top
tbottom
,whereM~ is the matrix defined in the recursive method.
Theorem 7. Any regular ◦-expression R represents a language defined by a vertex-labeled graph.
Proof. We showby induction on the number n of operators appearing in R how to construct a graphG such that L(G) = L(R).
If n = 0, there are the following three cases to consider.
Case 1. If R = x for some x ∈ X , then G contains only a single vertex with the label x, which is the initial and the final at the
same time. Clearly, the language of this graph is L(G) = x = L(R).
Case 2. If R = xy for some x, y ∈ X , then G contains two vertices; one of them is the initial vertex and its label is x, the other
one is final and its label is y, so we have that L(G) = sT ◦M~ ◦ t = xy = R(L), whereM =

∅ xy
∅ ∅

is the transitionmatrix,
s =

x
∅

is a vector of initial vertices, and t =

∅
y

is a vector of final vertices.
Case 3. If R = ∅ then G does not have we have any vertices and L(G) = ∅ = L(R).
Assuming that n > 0, we have the following three cases to consider.
Case 1. If R = R′∪ R′′ where R′ and R′′ are regular ◦-expressions with at most n − 1 operations then the disjoint sum of
two graphs G1 and G2 such that L(G1) = L(R′), L(G2) = L(R′′) defines the union of the corresponding languages.
Let the transition matrices for the graphs G1 and G2 are denoted byM1 andM2, the vectors of initial vertices by s′ and s′′
and the vectors of final vertices by t ′ and t ′′ respectively. The graph G for which L(G) = L(R) can be defined by a matrix M
as follows.
If the numbers of vertices in graphs G1 and G2 are n1 and n2, respectively, thenM is an n× nmatrix, where n = n1 + n2
and
M = M1 ∅
∅ M2
s = s′
s′′
t = t ′
t ′′
Following the recursive method, we computeM~:
M~ = (M1∪∅◦M2~ ◦∅)~ M1~ ◦ ∅ ◦M2~
M2~ ◦ ∅ ◦M1~ M2~ ∪M~2 ◦∅ ◦M1~ ◦∅ ◦M2~
= M1~ ∅
∅ M2~
Following (19), we have that L(G) = sT ◦M~ ◦ t = s′T ◦M1~ ◦ t ′ ∪ s′′T ◦M2~ ◦ t ′′.
Finally, from the equalities L(G1) = s′T ◦M~1 ◦ t ′, L(G2) = s′′T ◦M~2 ◦ t ′′, L(G1) = L(R′), L(G2) = L(R′′), we can derive that
L(G) = L(R′) ∪ L(R′′) = L(R).
Case 2. If R = R′ ◦ R′′ then the graph G such that L(G) = L(R) has the following matrix representation:
M = M1 t ′ ◦ s′′T ◦M2
∅ M2
s = s′
∅
t = t ′ ◦ s′′T ◦ t ′′
t ′′
By the recursive method, we have that
M~ = M1~ M1~ ◦ t ′ ◦ s′′T ◦M2 ◦M2~
∅ M2~
Now, by insertingM~ into the expression for L(G) following (19), we get
L(G) = sT ◦M~ ◦ t = s′T ◦M1~ ◦ t ′ ◦ s′′T ◦ t ′′ ∪ s′T ◦M1~ ◦ t ′ ◦ s′′T ◦M2 ◦M2~ ◦ t ′′
= s′T ◦M1~ ◦ t ′ ◦ (s′′T ◦ t ′′ ∪ s′′T ◦M2 ◦M2~ ◦ t ′′).
By the definitions of matrix operations,M~ = M0 ∪ M+, and thenM~ ◦ M = (M0 ∪ M+) ◦ M = M0 ◦ M ∪ M+ ◦ M =
M0 ◦M∪M ◦M∪M ◦M ◦M · · ·. Note that thematrixM is constructed in such a way that every elementMij is of the form xy,
where x, y ∈ X and the matrixM0 is diagonal, [M0]ii ∈ X , and the values of other elements are equal to ∅. SoM0 ◦M = M
for anyM , and thereforeM~ ◦M = M ∪M ◦M ∪M ◦M ◦M · · · = M+.
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Finally, by inserting the computed value into the expression for L(G), we have that L(G) = s′T ◦M1~ ◦ t ′ ◦ (s′′T ◦ t ′′ ∪ s′′T ◦
M2+ ◦ t ′′), and now, by (19), we get
L(G) = s′T ◦M1~ ◦ t ′ ◦ s′′T ◦M2~ ◦ t ′′ = L(R′) ◦ L(R′′) = L(R).
Case 3. If R = R′~ then according to (19):
L(G1) = s′T ◦ M1~ ◦ t ′ = s′T ◦ M1+ ◦ t ′ ∪ s′T ◦ t ′ = s′T ◦ M1∗ ◦ t ′. Let us consider a graph G with a transition matrix
M = M1 ∪ t ′ ◦ s′T ◦ M1, a vector of initial vertices s = s′, and a vector of final vertices t = t ′. The language of this graph is
L(G) = sT ◦M~ ◦ t = sT ◦ (M ∪M0)~ ◦ t .
SinceM0 = M10, we can redefine L(G) as:
L(G) = s′T ◦ (M10 ∪M1 ∪ t ′ ◦ s′T ◦ (M1 ∪M10))~ ◦ t ′
= s′T ◦ ((M1 ∪M10) ∪ t ′ ◦ s′T ◦ (M1 ∪M10))∗ ◦ t ′.
Using (7) we have
L(G) = s′T ◦ ((M1 ∪M10) ∪ t ′ ◦ s′T ◦ (M1 ∪M10))∗ ◦ t ′
= s′T ◦ (M1 ∪M10)∗ ◦ (t ′ ◦ s′T ◦ (M1 ∪M10) ◦ (M1 ∪M10)∗)∗ ◦ t1.
Applying (8) we get
L(G) = s′T ◦ (M1 ∪M10)∗ ◦ t ′ ◦ (s′T ◦ (M1 ∪M10) ◦ (M1 ∪M10)∗ ◦ t ′)∗.
Following the definitions of the matricesM1∗ andM10, we have that (M1 ∪M10) ◦ (M1 ∪M10)∗ = M1~, (M1 ∪M10)∗ =
M1∗, and therefore
L(G) = s′T ◦M1∗ ◦ t ′ ◦ (s′T ◦M1~ ◦ t ′)∗ = L(G1) ◦ (L(G1))∗ = (L(G1))+.
According to (2) R~ = Rbeg ◦Rend∪R+. Therefore we can obtain a graphwith the language (L(G1))~ as follows. For all vertices
vi ∈ I and vj ∈ F such that µ(vi) = µ(vj), we need to add a new vertex with label µ(vi) into G and to make it to be the
initial vertex and the final vertex at the same time.
Now we conclude that, in each case, for any regular ◦-expression R, it is possible to construct a graph G such that
L(G) = L(R). This ends the proof of Theorem 7. 
Theorem 8. A language L ⊆ X+ is representable by a regular ◦-expression if and only if it can be defined by a vertex-labeled
graph.
Proof. The necessary condition is proved in Theorem 6 and the sufficient condition is proved in Theorem 7. 
5. Conclusion
In this work, we have introduced the algebra ⟨2X+ ,∪, ◦,~,∅, X⟩, which is similar to Kleene algebra. It has been shown
that the proposed algebra can be used for the analysis of vertex-labeled graphs in the same way as Kleene algebra is used
for the analysis of edge-labeled graphs or finite state automata. Also, we show in a constructive way how the new algebra
provides a natural translation from vertex-labeled graphs to regular expressions and vice versa.
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