For a family of systems of linear elasticity with rapidly oscillating periodic coefficients, we establish sharp boundary estimates with either Dirichlet or Neumann conditions, uniform down to the microscopic scale, without smoothness assumptions on the coefficients. Under additional smoothness conditions, these estimates, combined with the corresponding local estimates, lead to the full Rellich type estimates in Lipschitz domains and Lipschitz estimates in C 1,α domains. The C α , W 1,p , and L p estimates in C 1 domains for systems with VMO coefficients are also studied. The approach is based on certain estimates on convergence rates. As a bi-product, we obtain sharp O(ε) error estimates in L q (Ω) for q = 
Introduction
The purpose of this paper is to establish sharp boundary estimates with either Dirichlet or Neumann conditions, uniform down to the microscopic scale, for a family of secondorder elliptic systems in divergence form with rapidly oscillating coefficients, without any smoothness assumption on the coefficients. Under additional smoothness conditions, these estimates, combined with the corresponding local estimates, lead to the full Rellich type estimates in Lipschitz domains and Lipschitz estimates in C 1,α domains. The C α , W 1,p , and L p estimates in C 1 domains for systems with VMO coefficients are also investigated. To fix the idea we shall consider the systems of linear elasticity with periodic coefficients in this paper. We mention that the same results, without the complications introduced by rigid displacements, hold for general second-order elliptic systems with periodic coefficients satisfying the stronger ellipticity condition (1.11) (the symmetry condition is also needed for Rellich estimates in Lipschitz domains). We further point out that although we restrict ourself to the periodic case, our approach, which is based on certain estimates on convergence rates in H 1 and L 2 , extends to non-periodic settings, provided that the interior correctors or approximate correctors satisfy certain L 2 conditions. The compactness methods, which were introduced to the study of homogenization in [5] and have played an important role in establishing regularity results in the periodic setting (see e.g. [5, 6, 29, 31] ), are not used in this paper. As a bi-product of our new approach, we also obtain sharp O(ε) error estimates in L q (Ω) for q = for y ∈ R d and for symmetric matrix ξ = (ξ α i ) ∈ R d×d , where κ 1 , κ 2 > 0 (the summation convention is used throughout the paper). We will also assume that A(y) is 1-periodic; i.e.,
A(y + z) = A(y) for y ∈ R d and z ∈ Z L ε (u ε ) = F in Ω and u ε = f on ∂Ω,
where F ∈ L p (Ω; R d ) for p = 2d d+1
and f ∈ H 1 (∂Ω; R d ). Then, for ε ≤ r < diam(Ω), 5) where Ω r = x ∈ Ω : dist(x, ∂Ω) < r . The constant C depends only on d, κ 1 , κ 2 , and the Lipchitz character of Ω.
Let R denote the space of rigid displacements, 6) where (Mx) α = M α i x i and M T denotes the transpose of matrix M. By u ⊥ R we mean u ⊥ R in L 2 (Ω; R d ), i.e.,´Ω u · φ = 0 for any φ ∈ R. We will use ∂uε ∂νε to denote the conormal derivative of u ε associated with L ε . Theorem 1.2. Suppose that A and Ω satisfy the same conditions as in Theorem 1.1. Let u ε ∈ H 1 (Ω; R d ) be a weak solution to the Neumann problem:
L ε (u ε ) = F in Ω and ∂u ε ∂ν ε = g on ∂Ω,
where
, g ∈ L 2 (∂Ω; R d ) and´Ω F +´∂ Ω g = 0. Also assume that u ε ⊥ R. Then, for ε ≤ r < diam(Ω), 8) where C depends only on d, κ 1 , κ 2 , and the Lipschitz character of Ω.
Estimates (1.5) and (1.8), which are scaling-invariant, may be regarded as the Rellich estimates, uniform down to the scale ε, in Lipschitz domains for the elasticity operators L ε . Indeed, if the coefficient matrix A is constant, then (1.5) and (1.8) hold for any 0 < r < diam(Ω). Suppose that F = 0. By letting r → 0, one recovers the full Rellich estimates in Lipschitz domains, ∇u ε L 2 (∂Ω) ≤ C u ε H 1 (∂Ω) and ∇u ε L 2 (∂Ω) ≤ C ∂u ε ∂ν ε L 2 (∂Ω)
, (1.9) which were proved in [15, 12] for second-order elliptic systems with constant coefficients, using integration by parts (see [27] for references on related work on boundary value problems in Lipschitz domains). We should note that our proof of Theorems 1.1 and 1.2 uses the nontangential maximal function estimates in [12] . On the other hand, under certain smoothness conditions on A, the Rellich estimates hold for the operator L 1 on Lipschitz domains with diam(Ω) ≤ 1. By a blow-up argument as well as some localization procedures, this implies that 10) where ∇ tan u ε denotes the tangential derivative of u ε on ∂Ω. We emphasize that the estimates (1.10) are local and structure conditions such as periodicity are not needed. However, with the additional periodicity condition, one may combine the local estimates (1.10) with the estimates in Theorems 1.1 and 1.2 to obtain the full Rellich estimate (1.9), uniform in ε, for operators L ε (see Remark 3.1). Thus we have been able to completely separate the large-scale regularity due to homogenization from the small-scale regularity due to smoothness of the coefficients. Under the periodicity condition and the Hölder continuity condition on A, the uniform Rellich estimates (1.9) were proved in [32, 33] for a family of elliptic operators {L ε }, where L ε = −div A(x/ε)∇ and A(y) = a for y ∈ R d and ξ = (ξ α i ) ∈ R d×m as well as the symmetry condition A * = A, i.e., a αβ ij = a βα ji . The results were used to establish the uniform solvability of the L 2 Dirichlet, regularity, and Neumann problems for the system L ε (u ε ) = 0 in Lipschitz domains. It worths pointing out that the Rellich estimates (1.9) are not accessible by compactness methods. One of the key steps in [32, 33] uses integration by parts and relies on the observation that L 1 (Q) = Q(L 1 ), where
As a result, the approach does not seem to apply if the coefficients are not periodic. We mention that even with periodic coefficients, the direct extension of the methods used in [32, 33] is problematic for systems of elasticity, due to the weaker ellipticity condition and the lack of (uniform) Korn inequalities on boundary layers. In this paper we develop a new approach to uniform boundary regularity in quantitative homogenization of elliptic equations and systems. Let u 0 denote the solution of the boundary value problem for the homogenized system with the same data. The basic idea is to consider the function
in Ω, where χ = χ β j denotes the matrix of correctors, K ε is a smoothing operator at scale ε, and η ε ∈ C ∞ 0 (Ω) is a cut-off function with support in x ∈ Ω : dist(x, ∂Ω) ≥ 3ε .
Using energy estimates for the operator L ε as well as sharp boundary regularity estimates for u 0 , we are able to bound
by the r.h.s. of estimates (1.5) and (1.8), respectively. This, together with sharp estimates for u 0 , yields the desired estimates for
We mention that since L 0 has constant coefficients, the sharp boundary estimates in Lipschitz domains in terms of nontangential maximal functions are known [15, 12] . Also, because of the use of the smoothing operator K ε , which is motivated by the work [38, 42] (also see [23, 37, 28, 43] ), we only need to assume that
and that a similar estimate holds for a dual corrector φ = φ αβ kij (see (2.5) for its definition). As such, it is possible to extend the approach to the almost-periodic or other non-periodic settings. We plan to carry out this study in a separate work.
As we mentioned before, the estimates in Theorems 1.1 and 1.2 may be used to establish uniform solvability of L 2 boundary value problems for L ε in Lipschitz domains [32, 33, 17] . They also can be used to obtain sharp O(ε) error estimates in L q (Ω) for
and a Lipschitz domain Ω, with no smoothness assumption on the coefficients. Theorem 1.3. Suppose that A and Ω satisfy the same conditions as in Theorem 1.1. Let u ε be a weak solution to (1.4) or (1.7), and u 0 the weak solution of the homogenized system with the same data. Suppose that u 0 ∈ H 2 (Ω; R d ). In the case of the Neumann problem (1.7) we further assume that u ε , u 0 ⊥ R. Then 13) where
and C depends only on d, κ 1 , κ 2 , and Ω.
We remark that if Ω is C 2 and u ε = 0 or
was proved in [42, 43] for a broader class of elliptic operators with measurable periodic coefficients, which contains the systems of elasticity considered here (also see [23, 37, 28, 30] and their references for related work on convergence rates). Note that q =
= 0 on ∂Ω. Thus our estimate (1.13) is stronger than (1.14). In the case of scalar elliptic equations with Dirichlet condition u ε = 0 on ∂Ω, it is known that u ε − u 0 L q (Ω) ≤ Cε F L p (Ω) , where 1 < p < d and
(see [30, p.1234] ). However, Theorem 1.3 seems to be the first result on the sharp O(ε) estimate of u ε − u 0 in L q (Ω) with q > 2 for elliptic systems with bounded measurable periodic coefficients.
As we indicated above, the proof of Theorems 1.1 and 1.2 only uses the energy estimates in L 2 for L ε and thus requires no smoothness assumptions on the coefficients. In the second part of this paper we apply the similar ideas in the L p setting for 1 < p < ∞. To do this we first establish the W 1,p estimates for the systems
, with either the Dirichlet or Neumann boundary conditions, under the additional assumptions that Ω is C 1 and A = A(y) belongs to VMO(R d ). As a result, the L p analogues of estimates (1.5) and (1.8) are proved under these additional conditions, which are more or less sharp. Consequently, by combining the L p estimates on the boundary layer Ω ε with local estimates for L 1 , which hold for Hölder continuous coefficients, we may obtain the uniform Rellich estimates in L p for solutions of L ε (u ε ) = 0 in C 1 domains under the assumptions that A is Hölder continuous and satisfies (1.2)-(1.3). By the method of layer potentials, this will lead to the uniform solvability of the L p Dirichlet, regularity, and Neumann problems in C 1 domains (details will be provided in a separate work). Previously, these results in L p are known only in C 1,α domains for operators L ε with Hölder continuous coefficients satisfying (1.11) and A * = A [29] . We remark that the W 1,p estimates (local or global) for operators with nonsmooth coefficients in nonsmooth domains are of interest in their own rights and have been studied extensively in recent years (see [11, 45, 8, 39, 9, 34, 10, 41, 13, 29, 16, 18] and their references). Our approach to the W 1,p estimates is based on a real-variable argument, which originated in [11] and further developed in [45, 39, 40] . The required (weak) reverse Hölder estimates at the boundary are proved by combining the interior Lipschitz estimates down to the scale ε with boundary C α estimates. In the third part of this paper we will study the boundary Lipschitz estimates, uniform down to the scale ε, for solutions in C 1,α domains with the Dirichlet or Neumann conditions. Let 16) where ψ :
Then, for ε ≤ r < 1, 18) where p > d and σ ∈ (0, α). The constant C depends only on d, κ 1 , κ 2 , p, σ, and (α, M).
Then, for ε ≤ r < 1, 20) where p > d and σ ∈ (0, α). The constant C depends only on d, κ 1 , κ 2 , p, σ, and (α, M).
As in the case of Rellich estimates, under additional smoothness conditions on A, using local Lipschitz estimates for L 1 and a blow-up argument, one may derive from Theorems 1.4 and 1.5 the full boundary Lipschitz estimates
for solutions of (1.17), and
for solutions of (1.19). We remark that for elliptic systems satisfying the ellipticity condition (1.11), the periodicity condition (1.3) and the Hölder continuity condition, the estimate (1.21) was proved in [5] , while (1.22) was established in [29] under the additional symmetry condition A * = A. This symmetry condition was removed recently in [3] Our proof of Theorems 1.4 and 1.5 also uses the function w ε , given by (1.12). As a consequence of its estimates in L 2 , for each r ∈ (ε, 1/4), we are able to construct a function v such that L 0 (v) = F in D r with the same (Dirichlet or Neumann) data on ∆ r as u ε , and
+ terms involving given data .
This allows us to use a general scheme for establishing Lipschitz estimates down to the scale ε, which was formulated recently in [4] and used for interior estimates in stochastic homogenization with random coefficients (also see [2, 1] as well as related work in [21, 22, 20, 19] ). Our argument is similar to (and somewhat simpler than) that in [3] , where the scheme was adapted to prove the full boundary Lipschitz estimates for second-order elliptic systems with almost-periodic and Hölder continuous coefficients. As indicated earlier, we have been able to completely avoid the use of compactness methods (even in the case of C α estimates). Although it is possible to prove the interior Lipschitz estimates as well as the boundary C α estimates, down to the scale ε without smoothness, by the compactness methods, as demonstrated in [5, 24] , the compactness methods for boundary Lipschitz estimates require the same estimates for boundary correctors, which are not easy to establish [5, 29] .
The paper is organized as follows. In Section 2 we establish some key convergence results in H 1 . These results are used in Section 3 to prove Theorems 1.1 and 1.2. In Section 4 we study the convergence rates in
and give the proof of Theorem 1.3, which uses the estimates in Theorems 1.1 and 1.2 as well as a duality argument. In Sections 5 and 6 we obtain the boundary C α and W 1,p estimates, respectively, in C 1 domains for operators with VMO coefficients. These estimates are used in Section 7 to establish the L p analogues of (1.5) and (1.8) in C 1 domains. Finally, Theorem 1.4 is proved in Section 8, and Section 9 contains the proof of Theorem 1.5.
Throughout the paper we use − E u = 1 |E|´E u to denote the average of u over the set E. We will use C and c to denote constants that may depend on d, κ 1 , κ 2 , A and Ω, but never on ε. Acknowledgement. The author thanks Carlos E. Kenig for several very helpful discussions regarding this work. The author also would like to thank Scott N. Armstrong for insightful conversations and discussions regarding the work [4] .
Convergence rates in H 1
In this section we establish certain results on convergence rates in H 1 , which will play a crucial role in the proof of our main results. Throughout the section we assume that A = A(y) satisfies (1.2-(1.3) and Ω is a bounded Lipschitz domain in is the matrix of effective coefficients with a
It is known that the constant matrix A satisfies the elasticity condition (1.2) [36, 26] . (see e.g. [26, 28] ).
where ϕ ε (y) = ε −d ϕ(y/ε).
where C depends only on d.
Proof. By Hölder's inequality,
from which the estimate (2.7) follows readily by Fubini's Theorem.
The constant C depends only on d.
Proof. To see (2.9), we note that
for any y ∈ R d . Thus, by Minkowski's inequality,
Next, by Parseval's Theorem and Hölder's inequality,
wheref denotes the Fourier transform of f , and we have used the Hausdorff-Young inequality f
This gives the first inequality in (2.10). To see the second inequality, we note thatφ(0) =´R d ϕ = 1. It follows that
where we have used |φ(ξ) −φ(0)| ≤ C|ξ| for the last step.
Proof. We first note that if
(2.12)
In the case of the Neumann condition ∂uε ∂ε
on ∂Ω, the equation (2.12) continues to hold. This is because w ε ∈ H 1 (Ω; R d ) and both sides of (2.12) equal to
Using (2.12), we obtain
from which the formal (2.11) follows by the definition of B(y).
Proof. Using (2.5), we see that
from which the equation (2.13) follows readily.
Lemma 2.5. Let u ε (ε ≥ 0) be a solution to the Dirichlet problem (1.4) or the Neumann problem (1.7). Let w ε be defined as in Lemma 2.3 with η ε satisfying
(2.14)
Proof. It follows from Lemmas 2.3 and 2.4 by the Cauchy inequality that
where we have used Lemma 2.1 as well as the fact that χ, φ ∈ L 2 loc (R d ) and are 1-periodic for the last inequality. Finally, we observe that
This completes the proof.
Finally, we are in a position to state and prove the main results of this section.
Let Ω be a bounded Lipschitz domain. Let u ε (ε ≥ 0) be the solutions to the Dirichlet problem (
. Then
where η ε ∈ C ∞ 0 (Ω) satisfies (2.14). The constant C depends only on d, κ 1 , κ 2 , and the Lipschitz character of Ω.
Proof. Let w ε denote the function in the l.h.s. of (2.16). Since w ε ∈ H 1 0 (Ω; R d ), it follows from (2.15) by the first Korn inequality that
To bound the r.h.s. of (2.17), we write u 0 = v + h, where
and Γ 0 (x) denotes the matrix of fundamental solutions for the homogenized operator L 0 in R d , with pole at the origin. Note that L 0 (v) = F in Ω, and by the well known singular integral and fractional integral estimates,
where we have used the observation
vector field such that e, n ≥ c 0 > 0 on ∂Ω and |∇e| ≤ Cr
0 , where r 0 = diam(Ω) and n denotes the outward unit normal to ∂Ω. It follows from the divergence theorem that
where we have used (2.18) for the last step. Note that the same argument also gives
, where S t = x ∈ R d : dist(x, ∂Ω) = t for 0 < t < cr 0 . Consequently, by the co-area formula, we obtain 20) where 0 < r < diam(Ω) and Ω r = {x ∈ R d : dist(x, ∂Ω) < r}. Next, we observe that L 0 (h) = 0 in Ω and
where we have used (2.19) for the last inequality. It follows from the estimates for solutions of the L 2 regularity problem in Lipschitz domains for the operator L 0 in [12, 44] that
where (∇h) * denotes the nontangential maximal function of ∇h. This, together with
for any 0 < r < diam(Ω). As a result, the first term in the r.h.s. of (2.17) is bounded by Cε
. To handle the third term in the r.h.s. of (2.17), we use Lemma 2.2 to obtain
Since L 0 (∇h) = 0 in Ω, we may use the interior estimate for L 0 , 24) where the last inequality follows from (2.21). This, together with (2.23), gives
Finally, to bound the second term in the r.h.s. of (2.17), we again write u 0 = v + h as before. Note that by Lemma 2.2,
where we have used (2.18) and (2.20) for the last inequality. Also, by Lemma 2.1,
Consequently, the second term in the r.h.s. of (2.17) is dominated by the r.h.s. of (2.16) . This completes the proof of Theorem 2.6.
The next theorem is an analogue of Theorem 2.6 for the Neumann boundary conditions.
Theorem 2.7. Suppose that A = A(y) satisfies (1.2)-(1.3). Let Ω be a bounded Lipschitz domain. Let u ε (ε ≥ 0) be the solutions to the Neumann problem (
. Also assume that u ε , u 0 ⊥ R. Then
26)
Proof. The proof, which uses the estimate in Lemma 2.5, is similar to that of Theorem 2.6. We will only point out the differences and leave the details to the reader.
Let w ε denote the function in the left hand side of (2.26). Let
be an orthonormal basis of R, as a subspace of L 2 (Ω; R d ). By the second Korn inequality,
This, together with (2.27) and Lemma 2.5, shows that
To bound the r.h.s. of (2.28), we write u 0 = v + h, where v is the same as in the proof of Theorem 2.6. Since L 0 (h) = 0 in Ω and
we may use the estimates in [12, 44] for solutions of the L 2 Neumann problem for L 0 in Lipschitz domains to obtain
where we have used the assumption u 0 ⊥ R. With the nontangential maximal function estimate (2.29) at our disposal, the rest of the proof is exactly the same as that of Theorem 2.6.
where u ε , u 0 are given in Theorem 2.7. These O(ε 1/2 ) estimate in L 2 are not sharp (see Section 4); but they will be sufficient for us to establish the boundary C α and Lipschitz estimates.
3 Proof of Theorems 1.1 and 1.2 Theorems 1.1 and 1.2 are consequences of Theorems 2.6 and 2.7, respectively. We give the proof of Theorem 1.1. Theorem 1.2 follows from Theorem 2.7 in the same manner.
Without loss of generality we may assume that
Let w ε denote the function in the left hand side of (2.16). By Theorem 2.6, for ε ≤ r < diam(Ω),
where we have used (2.22) and Lemma 2.1 as well as the fact that the operator K ε is a convolution with a kernel supported in B(0, ε/4). Note that by (2.22) and (2.25),
The proof of Theorem 1.1 is complete.
Remark 3.1. Under certain smoothness condition on A, it is possible to extend the Rellich estimates in [12] for the Lamé systems with constant coefficients to the operator L 1 with variable coefficients satisfying the condition (1.2). We refer the reader to [33] , where this is done for the case that the coefficients satisfy the ellipticity condition (1.11).
It follows that if L 1 (u) = 0 in D 2 , where D r is defined by (1.16) with ψ(0) = 0 and
for any r ∈ (1, 3/2), where C depends only on d, A, and M. By integrating both sides of the inequalities in (3.1) with respect to r over (1, 3/2), we obtain
. We now take advantage of the fact that the dependence of C on ψ is only through M.
where Ω is a bounded Lipschitz domain in R d . By covering ∂Ω with a finite number of suitable balls of size cε, it follows from (3. Notice that up to this point, we have only used the smoothness condition of A, not the periodicity of A. With the additional periodicity condition we may invoke the estimates in Theorems 1.1 and 1.2 to bound the volume integrals of |∇u ε | 2 over the boundary layer Ω cε . This yields the full Rellich estimates,
It is well known that estimates (3.5)-(3.6) may be used to solve the L 2 boundary value problems in Lipschitz domains by the method of layer potentials. We refer the reader to [33] for the case where A(y) satisfies (1.11). The details for the systems of elasticity will be carried out in a separate work [17] .
Convergence rates in
We start with the Dirichlet boundary condition.
1)
Proof. Let
where b αβ ij is defined by (2.3). Using (2.5), we see that
It follows from (4.3) and (4.4) by Lemmas 2.1 and 2.2 that
where C depends only on d, κ 1 , κ 2 , and Ω. Since and C depends only on d, κ 1 , κ 2 , and Ω.
4). Assume that
Proof. We begin by choosing
, where C depends only on Ω. Since Ω is Lipschitz, this is possible by an extension theorem due to A. Calderón. Next, since
in view of Lemma 4.1, it suffices to show that
where v ε is given by (4.2).
To this end we fix
, and let
It follows from (4.2), (4.7), and the divergence theorem that
where η ε ∈ C ∞ 0 (Ω) satisfies (2.14). This implies that
Note that by Cauchy inequality and (2.14), the first and forth terms in the r.h.s. of (4.8) are bounded by
where Ω r = x ∈ Ω : dist(x, ∂Ω) < r , Ω r = x ∈ R d : dist(x, ∂Ω) < r , and we have used Lemma 2.1 for the last inequality. Using the divergence theorem, as in (2.19), one may prove that
, where S r = x ∈ R d : dist(x, ∂Ω) = r . It follows by the co-area formula that
This, together with the estimate in Theorem 1.1 for h ε , shows that the first and forth terms in the r.h.s. of (4.8) are bounded by
. Finally, we note that the second and third term in the r.h.s. of (4.8) are bounded by
As a result, we have proved that
which, by duality, gives the estimate (4.6) and completes the proof.
Next we consider the solutions with the Neumann boundary conditions. Lemma 4.3. Let u ε (ε ≥ 0) be the solutions of (1.7) such that u ε ⊥ R. Suppose that
where u 0 is an extension of u 0 and
(4.12)
Using (2.5), we also see that
As a result, we obtain
(4.14)
Next, we note that as in the proof of Lemma 4.1,
Thus, by (1.2) and the energy estimate,
where we have used Lemmas 2.1 and 2.2 for the last step. By the second Korn inequality, this implies that
where {φ j : j = 1, . . . , J} forms an orthonormal basis of R, as a subspace of L 2 (Ω; R d ). The proof is complete.
The next theorem is an analogue of Theorem 4.2 for the Neumann boundary conditions. 2)-(1.3) . Let Ω be a bounded Lipschitz domain in R d . Let u ε (ε ≥ 0) be the weak solutions to the Neumann problem (1.7) with the property u ε ⊥ R. Assume that u 0 ∈ H 2 (Ω; and C depends only on d, κ 1 , κ 2 , and Ω.
Proof. As in the proof of Theorem 4.2, it suffices to show that
where v ε is given by (4.11). To this end we fix G ∈ L p (Ω; R d ) with G ⊥ R and let
with the property h ε ⊥ R. It follows from (4.18), (4.11), and the Green's formula that
where η ε ∈ C ∞ 0 (Ω) satisfies (2.14) and we have used the divergence theorem as well as (2.5) for the last inequality. This leads to Note that by the Cauchy inequality, the first and third term in the r.h.s. of (4.19) are bounded by
where we have used Lemma 2.2 for the first inequality and Theorem 1.2 as well as estimate (4.9) for the second. Also, the second term in the r.h.s. of (4.19) is bounded by
Hence we have proved that for any G ∈ L p (Ω; R d ) with the property G ⊥ A,
Since v ε ⊥ A, this gives the estimate (4.17) by duality and completes the proof.
Note that by combining Theorems 4.2 and 4.4, one obtains Theorem 1.3.
In this section we investigate uniform boundary C α estimates in C 1 domains. The results will be used in the next section to establish uniform boundary W 1,p estimates in C 1 domains. Throughout the section we will assume that the defining function ψ in D r and ∆ r is C 1 and ψ(0) = 0. To quantify the C 1 condition we further assume that
where τ (t) → 0 as t → 0 + . The rescaling argument is used frequently in this paper. Suppose that
where G(x) = r 2 F (rx), g(x) = f (rx), and
Note that ψ r (0) = 0 and ∇ψ r ∞ = ∇ψ ∞ . Moreover, if ψ is C 1 and satisfies (5.1), then ψ r satisfies (5.1) uniformly in r for 0 < r ≤ 1.
where ∇ψ ∞ ≤ M, and C depends only on d, κ 1 , κ 2 , and M.
Proof. By rescaling we may assume r = 1. By Cacciopoli's inequality,
It follows from (5.3) and the co-area formula that there exists t ∈ [4/5, 3/2] such that
Let v be the solution to the Dirichlet problem: L 0 (v) = 0 in D t and v = u ε on ∂D t . Note that v = 0 on ∆ 1 , and by Remark 2.8,
This, together with (5.4), gives
and completes the proof. 
, for any ε ≤ r ≤ 1/2. We now choose θ ∈ (0, 1/4) so small that C 1 θ β−α < (1/4). With θ fixed, choose N > 1 large so that
It follows that if r ≥ Nε,
By integration we may deduce from (5.7) that
where Nε ≤ a < (1/2). This implies that
Hence, φ(r) ≤ C φ(1) for any r ∈ [ε, 1], and the estimate (5.6) now follows by Cacciopoli's inequality. 
for any ε ≤ r < 1. This is the interior Lipschitz estimate down the scale ε.
A function A is said to belong to VMO(R d ) if the l.h.s. of (5.9) goes to zero as t → 0 + . To quantify this assumption we assume that
where ρ(t) → 0 as t → 0 + . The following corollary was essentially proved in [5] by a compactness method. 2)-(1.3) . Also assume that A ∈ VMO(R d ).
where C α depends only on d, κ 1 , κ 2 , α, and the functions τ (t), ρ(t).
Proof. We may assume that 0 < ε < (1/2), as the case of ε ≥ (1/2) is local. Since L 1 u ε (εx) = 0, it follows from the boundary C α estimates in C 1 domains for the operator L 1 by rescaling that if α ∈ (0, 1) and 0 < r < ε,
, where C depends only on d, κ 1 , κ 2 , α, τ (t) and ρ(t). This, together with Theorem 5.2, shows that the estimate (5.6) holds for any 0 < r < (1/2). By combining (5.6) with a similar interior estimate, we obtain The rest of this section is devoted to the boundary C α estimates for solutions with the Neumann boundary conditions. where ψ ∞ ≤ M, and C depends only on d, κ 1 , κ 2 , and M.
Proof. By rescaling we may assume r = 1. As in the proof of Lemma 5.1, there exists 
It is easy to see that the function w = v + φ ε satisfies the desired conditions. = 0 on ∆ 1 , where the defining function ψ in D 1 and ∆ 1 is C 1 . Then, for any α ∈ (0, 1) and ε ≤ r ≤ 1,
where C depends only on d, α, κ 1 , κ 2 , and the function τ (t).
Proof. Fix β ∈ (α, 1). For each r ∈ [ε, 1/2], let w = w r be the function given by Lemma 5.5. By the boundary C β estimates in C 1 domains for the operator L 0 ,
, where C 0 depends only on d, β, κ 1 , κ 2 , and τ (t). This, together with Lemma 5.5, gives
By replacing u ε with u ε − q, we obtain
for any r ∈ [ε, 1/2], where
By the integration argument used in the proof of Theorem 5.2, we may conclude that φ(r) ≤ Cφ(1) for r ∈ [ε, 1/2], which yields (5.13) by Cacciopoli's inequality.
Remark 5.7. Under the stronger condition that the defining function for D 1 and ∆ 1 is C 1,σ for some σ > 0, we will show in Section 9 that the estimate (5.13) holds for α = 1.
The following corollary was essentially proved in [29] by a compactness method.
14)
Proof. As in the case of the Dirichlet boundary condition, the additional smoothness assumption A ∈ VMO(R d ) ensures that the estimates (5.13) holds for any r ∈ (0, 1/2). This, together with the interior estimates, gives the estimate (5.14) by the use of Campanato's characterization of Hölder spaces.
In this section we study the uniform W 1,p estimates in C 1 domains. Throughout the section we will assume that A = A(y) satisfies (
and Ω is C 1 . Our goal is to prove the following two theorems.
where C p depends only on d, p, A, and Ω.
Theorem 6.2. Suppose that A satisfies the same conditions as in Theorem 6.1. Let 1 < p < ∞ and Ω be a bounded
4)
Recall that a function u ε is called a weak solution of (6.1) if
and Ω is C 1 , the existence and uniqueness of solutions of (6.1) and (6.3) are more or less well known (see e.g. [8, 9] for references). The main interest here is that the constants C in the W 1,p estimates (6.2) and (6.4) are independent of ε. We mention that for L ε with coefficients satisfying (1.3), (1.11) and Hölder continuity condition, estimates (6.2) and (6.4) were established in [5, 7, 41, 29] . The results were extended to the case of almost-periodic coefficients in [3] . Also, for L ε with coefficients satisfying (1.2)-(1.3) in Lipschitz domains, some partial results may be found in [18] .
Theorems 6.1 and 6.2 are proved by a real-variable argument. The required weak reverse Hölder inequalities (6.6) and (6.2) for p > 2 are established by combining local estimates for L 1 and boundary Hölder estimates in Section 4 with the interior Lipschitz estimates, up to the scale ε.
where C p depends only on d, p, κ 1 , κ 2 , and the function ρ(t) in (5.9).
Proof. By translation and dilation we may assume that x 0 = 0 and r = 1. We may also assume that 0 < ε < (1/4). The case ε ≥ (1/4) for B(0, 1) is local, since A(x/ε) satisfies the smoothness condition (5.9) uniformly in ε. For each y ∈ B(0, 1), we use the local W 1,p estimates for the operator L 1 and a blow-up argument to show that
By the interior Lipschitz estimate, up to the scale ε, we have
We point out that the estimate (6.8) will be proved in Section 8 with no smoothness assumption on A (see Theorem 8.6). Hence, for any y ∈ B(0, 1),
(6.9)
By covering B(0, 1) with balls of radius ε/2, we may deduce (6.6) readily from (6.9).
with either u ε = 0 or ∂uε ∂νε = 0 in ∆ 2r , where 0 < r ≤ 1. Then, for any 2 < p < ∞, 10) where C depends only on d, p, κ 1 , κ 2 , τ (t) in (5.1), and ρ(t) in (5.9).
Proof. Note that the function r −1 ψ(rx ′ ) satisfies the condition (5.1) uniformly for 0 < r ≤ 1. Thus, by rescaling, it suffices to prove the lemma for r = 1. Using Lemma 6.3, Theorem 5.2 and Theorem 5.6, we obtain
for any α ∈ (0, 1), where y ∈ D 1 and δ(y) = dist(y, ∂D 2 ). We now fix α ∈ (1 − 1 p , 1). It follows from (6.11) that
Using the fact that δ(x) ≈ δ(y) if y ∈ D 1 and |y − x| < δ(y) 8
, it is not hard to verify that (6.12) implies (6.10).
Proof of Theorems 6.1 and 6.2. By duality and a density argument it suffices to consider the case where p > 2 and f = (f α i ) ∈ C 1 0 (Ω; R d×d ). Furthermore, by a real-variable argument, which originated in [11] and further developed in [39, 40] , one only needs to establish weak reverse Hölder inequalities for solutions of L ε (u ε ) = 0 in B(x 0 , r) ∩ Ω with either u ε = 0 or ∂uε ∂νε = 0 on B(x 0 , r) ∩ ∂Ω, where x 0 ∈ Ω and 0 < r < c 0 diam(Ω). These inequalities are exactly those given by Lemmas 6.3 and 6.4. We omit the details and refer the reader to [39, 41, 16] for details in the case of scalar elliptic equations.
Remark 6.5. Suppose that A and Ω satisfy the same conditions as in Theorem 6.1. By some fairly standard extension and duality arguments (see e.g. [29] ), one may deduce from Theorem 6.1 that the solution of the Dirichlet problem,
, for any 1 < p < ∞, where B α,p (∂Ω) denotes the Besov space on ∂Ω of order α with exponent p. Similarly, the solutions of the Neumann problem,
with u ε ⊥ R, satisfies
The W 1,p estimates in the last section allow us to establish the Rellich type estimates in L p , down to the scale ε, in C 1 domains under the additional assumption that A belongs to VMO(R d ).
2)
where Ω r = x ∈ R d : dist(x, ∂Ω) < r . The constant C p depends only on d, p, A and Ω.
Theorem 7.2. Suppose that A and Ω satisfy the same conditions as in Theorem 7.1. Let
where C p depends only on d, p, A and Ω.
The proof of Theorems 7.1 and 7.2 follows a similar line of argument as for Theorems 1.1 and 1.2, by considering
where u 0 is the solution of the homogenized problem, K ε is a smoothing operator defined by (2.6), and η ε ∈ C ∞ 0 (Ω) is a cut-off function satisfying (2.14). Throughout this section we will assume that Ω is C 1 and A satisfies (1.2)-(1.3) and (5.9). Lemma 7.3. Let u ε (ε ≥ 0) be the solutions of the Dirichlet problems (7.1). Let w ε be defined by (7.5) . Then 6) where C p depends only on d, p, A and Ω.
Proof. A direct computation shows that
where b αβ ij (y) is defined by (2.3). Using (2.5), we obtain
It follows that
Since w ε = 0 on ∂Ω, we may apply the W 1,p estimate in Theorem 6.1 to obtain
where we have used Lemma 2.1 for the second and third inequalities.
We now write u 0 = v + w, where
and Γ 0 (x − y) denotes the matrix of fundamental solutions for the operator L 0 in R d , with pole at the origin. Note that
where S t = {x ∈ R d : dist(x, ∂Ω) = t} for t small (see the proof of Theorem 2.6). It follows that
Finally, we observe that L 0 (w) = 0 in Ω and
It follows from the solvability of the L p regularity problem for the operator L 0 in C 1 domain Ω, which follows from [14, 35, 25] , that
Also, using the interior estimate
, where δ(x) = dist(x, ∂Ω), we may show that
This, together with the estimate (7.10) for v, gives
which, in view of (7.8), completes the proof.
Proof of Theorem 7.1. Without loss of generality we may assume that
Let ε ≤ r < diam(Ω). It follows from Lemma 7.3 that
where we have used Lemma 2.1 for the second inequality and (7.11) for the third. An inspection of the proof of Lemma 7.3 shows that
which, in view of (7.12), gives
To prove Theorem 7.2, we need the following lemma.
Lemma 7.4. Let u ε (ε ≥ 0) be solutions of the Neumann problem (7.3). Also assume that u ε , u 0 ⊥ R. Let w ε be defined by (7.5) . Then
Proof. The proof is similar to that of Lemma 7.3. Let φ ε be a function in R such that
It follows from the formula (7.7) and the W 1,p estimates in Theorem 6.2 that
To estimate the right hand side of (7.14), we proceed as in the proof of Lemma 7.3, but use the nontangential maximal function estimate [14, 35, 25] ,
where L 0 (w) = 0 in Ω and w ⊥ R in L 2 (Ω; R d ). As a result, we obtain
Finally, note that since u ε − u 0 ⊥ R,
This, together with (7.15), yields the estimate (7.13).
Proof. By Cacciopoli's inequality,
By the co-area formula this implies that there exists some t ∈ [5/4, 3/2] such that
Let v be the weak solution to the Dirichlet problem,
It follows from Remark 2.8 that
where C depends only on d, κ 1 , κ 2 , and M.
Proof. This follows from Lemma 8.1 by rescaling.
In the rest of this section we will assume that the defining function ψ in the definition of D r and ∆ r is C 1,α for some α ∈ (0, 1) with ψ(0) = 0 and ∇ψ Proof. The lemma follows from the boundary C 1,α estimates for elasticity systems with constant coefficients. We refer the reader to [3, Lemma 7 .1] for the case L 0 (v) = 0. The argument for the general case F ∈ L p with p > d is the same. 5) and
where p > d and σ ∈ (0, α). Then
for any r ∈ [ε, 1/2], where θ ∈ (0, 1/4) is given by Lemma 8.3.
Observe that
where we have used Lemma 8.3 for the second inequality. This, together with Lemma
Since H(r) remains invariant if we subtract a constant from u ε , the inequality (8.7) follows. 
which, together with Cacciopli's inequality, gives the estimate (1.18). The proof is complete.
The argument used in this section may be used to prove the interior Lipschitz estimates, down to the scale ε. where C depends only on d, κ 1 , κ 2 , and p.
9 Lipschitz estimates in C 1,α
domains, part II
In this section we study the Lipschitz estimate, down to the scale ε, with Neumann boundary conditions, and give the proof of Theorem 1.5. Throughout this section we will assume that the defining function ψ in D r and ∆ r is C 1,α for some α ∈ (0, 1) and ∇ψ C α (R d−1 ) ≤ M.
Lemma 9.1. Let Ω be a bounded Lipschitz domain. Let u ε ∈ H 1 (Ω; R d ) be a weak solution to the Neumann problem: L ε (u ε ) = F in Ω and ∂u ε /∂ν ε = g on ∂Ω. Then there exists w ∈ H 1 (Ω; R d ) such that L 0 (w) = F in Ω, ∂w/∂ν 0 = g on ∂Ω, and
Proof. Choose φ ε ∈ R such that u ε − φ ε ⊥ R in L 2 (Ω; R d ). Let u 0 be the weak solution to the Neumann problem: L 0 (u 0 ) = F in Ω and ∂u 0 /∂ν 0 = g on ∂Ω with the property u 0 ⊥ R. It follows from Remark 2.8 that
By letting w = u 0 + φ ε this gives (9.1). where C depends only on d, κ 1 , κ 2 , and M.
Proof. By rescaling we may assume r = 1. As in the case of Dirichlet conditions in Lemma 8.2, the desired estimate follows from Lemma 9.1 by using the co-area formula and the following Cacciopoli's inequalitŷ
where L ε (u ε ) = F in D 2 and ∂u ε /∂ν ε = g on ∆ 2 . Proof of Theorem 1.5. With Lemma 9.4 at our disposal, Theorem 1.5 follows from Lemma 8.5, as in the case of Dirichlet boundary conditions. We omit the details.
As we indicate in the Introduction, under additional smoothness conditions, the full Lipschitz estimates, uniform in ε, follow from Theorem 1.4, Theorem 1.5, and local Lipschitz estimates by a blow-up argument. 11) where p > d, σ ∈ (0, α), and C depends only on d, p, σ, A, α and M.
As we mentioned in Introduction, for L ε with coefficients satisfying (1.11), (1.3) and the Hölder continuity condition, estimates (9.9) and (9.10) were proved in [5] , while (9.11) was established in [29, 3] .
