The variational approach for electronic structure based on the two-body reduced density matrix is studied, incorporating two representability conditions beyond the previously used P , Q and G conditions. The additional conditions (called T 1 and T 2 here) are implicit in work of R. M. Erdahl [Int. J. Quantum Chem. 13, 697-718 (1978)] and extend the wellknown three-index diagonal conditions also known as the Weinhold-Wilson inequalities. The resulting optimization problem is a semidefinite program, a convex optimization problem for which computational methods have greatly advanced during the past decade. Formulating the reduced density matrix computation using the standard dual formulation of semidefinite programming, as opposed to the primal one, results in substantial computational savings and makes it possible to study larger systems than was done previously. Calculations of the ground state energy and the dipole moment are reported for 47 different systems, in each case using an STO-6G basis set and comparing with Hartree-Fock, SDCI, BD(T), CCSD(T) and full CI calculations. It is found that the use of the T 1 and T 2 conditions gives a significant improvement over just the P , Q and G conditions, and provides in all cases that we have studied more accurate results than the other mentioned approximations.
Introduction
and of Garrod and Percus. We use semidefinite programming to solve the variational problem for the 2-RDM subject to certain representability conditions to obtain a lower bound (in the model space) for the ground state energy of the system. However, in addition to the P , Q and G conditions we impose a pair of positive semidefinite conditions that has a three-index form; we call them the T 1 and T 2 conditions. These conditions extend the three-index diagonal conditions to non-diagonal form. The T 1 and T 2 conditions are implicit in the work of Erdahl [6] , but they are not spelled out in that paper and have received little notice. We find that including the T 1 and T 2 conditions results in a spectacular increase in the accuracy of the results, and gives in the cases studied an accuracy better than that of other more familiar approximate methods: singly and doubly substituted configuration interaction (SDCI), Brueckner doubles (with triples) (BD(T)) and coupled cluster singles and doubles with perturbational treatment of triples (CCSD(T)).
A second advance in the present work is related to the formulation of the SDP. We use a general purpose semidefinite programming code, SDPARA by M. Yamashita et al. [18] , which is a parallel code based on the SDPA code of K. Fujisawa et al. [19] . In order to use a code such as SDPARA we must formulate our optimization problem using either the standard primal or the standard dual formulation of SDP (see Section 3 for definitions of these). The computational cost of solving the SDP scales at least as m 3 , where m is the number of linear equality constraints in the primal form or, equivalently, the number of dual variables in the dual form. One of the obstacles to the use of the RDM method is that m increases rapidly with the basis size r. However, we find that formulating the RDM optimization problem using the dual form of SDP results in a much smaller m than formulating the same problem in the primal form used in previous work [15, 17] . If we use only the P , Q and G conditions then m scales as r 4 in both cases, but with a smaller constant in the dual formulation; when we add the T 1 and T 2 conditions, then m scales as r 6 using the primal formulation but continues to scale as r 4 using the dual formulation.
Without attempting any quantitative comparison we wish to note here some approaches that involve RDM's in different ways than the variational approach following Coleman and Garrod and Percus. One line of work extends density function theory by taking as unknown the 1-RDM.
For the 1-RDM the representability conditions are completely known [2] , but of course the energy function must be approximated; see for example [20, 21, 22, 23] . Another line of work, going back to H. Nakatsuji and K. Yasuda [24, 25] and to C. Valdemoro and F. Colmenero [26, 27] , is based on the contracted Schrödinger equation (density equation) and employs approximate closure relations for the p-RDM (p = 3, 4, 5) in terms of the 1-RDM and 2-RDM. For this approach see also recent work by D. Mazziotti, e.g., [28, 29] .
The remaining sections of the paper are organized as follows. In Section 2 we review the RDM method and the P , Q and G conditions, and we derive the T 1 and T 2 conditions. In Section 3 we review semidefinite programming with attention to the primal and dual formulations. In Section 4 we describe our SDP implementation of the RDM method and we review the computational cost, comparing the primal and dual formulations. In Section 5 we present the results of the calculations and demonstrate the efficiency of the T 1 and T 2 conditions. We conclude with some remarks on planned future work.
2 The RDM Method
Reduced Density Matrices
As is customary we consider the N -fermion problem on a discrete orthonormal basis of single particle wavefunctions. Let Ψ be the ground state wavefunction for an N -fermion system (normalized as Ψ|Ψ =1). Then the 1-RDM and 2-RDM (denoted as γ and Γ, respectively) may be defined as
Γ(i, j; i , j ) = Ψ|a
where a i and a + i are the annihilation and creation operators on the single particle state i for the chosen basis set. Γ(i, j; i , j ) is antisymmetric under interchange of i and j and also under interchange of i and j , and γ and Γ are hermitian. These are immediate consequences of the definitions of γ and Γ.
If the Hamiltonian of N -fermion system involves one-body and two-body interactions only, i.e.,
then the ground state energy E can be expressed exactly in terms of the 1-RDM and 2-RDM:
where Tr denotes trace, Tr(
The RDM method uses as trial function the pair (γ, Γ) in the space of functions satisfying the stated antisymmetry and hermiticity conditions, and seeks to minimize the right hand side of (3). Additional linear equality and convex inequality conditions are imposed on (γ, Γ) that are necessary to ensure that the trial pair lies in the convex hull of density matrices that are actually derivable from N -fermion wavefunctions; these are called N -representability conditions.
Well-known N -representability Conditions
For an N -fermion system it is immediate from the definitions that the 1-RDM and 2-RDM satisfy the linear equalities
and trace conditions
and (not independent of the previous conditions)
Further representability conditions on (γ, Γ) are in the form of convex inequalities that do not explicitly involve the particle number N .
For the 1-RDM γ alone, a complete set of representability conditions was given by Coleman [2] :
where I denotes the identity matrix, and γ 0 denotes that the matrix γ is positive semidefinite.
That is, all its eigenvalues are nonnegative.
For the pair (γ, Γ) Coleman also gave what became known as the P and the Q conditions; these two and the related G condition, which was given by Garrod and Percus [3] , are the starting point for all implementations of the RDM method.
The P condition states that Γ 0, which is immediate from the definition of Γ. Here Γ is interpreted as a hermitian operator on the space of antisymmetric two-body wavefunctions. That an operator Γ on the space of antisymmetric two-body wave functions is positive semidefinite ( 0) means that for any antisymmetric function g(i, j),
The Q condition follows from the positive semidefinite property of the operator A + A where
, and g is an arbitrary antisymmetric function of the two indices. Obviously,
This implies that Q 0 (see (8) ), where the hermitian matrix Q is defined by
It can be expressed in terms of the 1-RDM and 2-RDM by using the fermion commutator relation
The G condition follows from the positive semidefinite property of the operator A + A where
and g is any function of the two indices. Again, Ψ|A + A|Ψ ≥ 0 implies that G 0, where the hermitian matrix G is defined by
It depends linearly on the 1-RDM and 2-RDM as
For G there is no antisymmetry under the interchange of (i, j) or (i , j ). As already done by Rosina and Garrod [10] and other authors we write the G condition in the form of a positive semidefinite inequality, with the matrix G depending linearly on γ and Γ. In the original work of Garrod and Percus [3] the matrix G depended quadratically on γ. However, for a system with fixed particle number the two formulations are fully equivalent.
Erdahl's T -conditions
In the present work we include two additional representability conditions, which we call the T 1 and T 2 conditions. The conditions follow from the discussion in Section 8 of R. M. Erdahl's as we know they have not been employed in other explorations of the RDM method.
To obtain the T 1 condition we observe that for an arbitrary totally antisymmetric function g(i, j, k) the operators A + A and AA + are both positive semidefinite, where
One can express this in terms of the RDM's just as in the derivation of the Q or the G conditions. Separately Ψ|A + A|Ψ and Ψ|AA + |Ψ each involves the 3-RDM (defined as <
, but with opposite sign, so that in the sum Ψ|A + A + AA + |Ψ only the 1-RDM and 2-RDM are present. Of course this sum is nonnegative as well. The result is that T 1 0, where the hermitian matrix T 1 is defined by
It is related to the 1-RDM and 2-RDM by
We are using the notation A[i, j, k]f (i, j, k) to mean an alternator with respect to i, j and k:
f (i, j, k) summed over all permutations of the arguments i, j and k, with each term multiplied by the sign of the permutation.
The T 2 condition follows in a similar way from the positive semidefinite property of the
antisymmetric with respect to (j, k) only. The result is that T 2 0, where the hermitian matrix T 2 is defined by
Detailed Summary of N -representability Conditions
In this work, we implemented the RDM method for an N -electron system. In this context, Ψ is the ground state wavefunction of an N -electron system, the index i denotes the spin orbitals (single particle basis). Let r denote the basis size, then i = 1, 2, · · · , r. The index i may be refined by a pair of indices n i (spatial orbitals) and σ i (spin states) when the need for explicitly separating the spatial and spin parts occurs. σ i can take the values α (spin up (↑)) and β (spin down (↓)). The number of spatial orbitals is the half of the basis size r, therefore, n i may take any of the values 1, 2, · · · , r/2.
With this notation, we now summarize the N -representability conditions included in our calculation.
1. Hermiticity of the matrices γ, Γ, Q, G, T 1 and T 2.
2. Antisymmetric conditions
Also, the auxiliary matrices Q and T 1 are antisymmetric with respect to all pair and triple indices, respectively, and the matrix T 2 is antisymmetric with respect to the last 2 indices of each triple (refer to (16)).
3. Positive semidefinite ( 0) constraints on matrices γ, I − γ, Γ, Q, G, T 1 and T 2.
For the linear relations of matrices Q, G, T 1 and T 2 to γ and Γ, refer to (11), (13), (15) and (17), respectively.
4. Linear equality constraints involving the electron number N , (4) to (6).
Linear equality constraints involving
6. A linear equality constraint involving total spin S
7. Spin symmetries of matrices γ, Γ and Q, G, T 1 and T 2
Here constraints (19) to (20) and (21) may be derived from the fact that Ψ is the eigenstate of N α (number operator for α electrons) andŜ 2 (spin-squared) [15] , respectively. Constraints (22) through (27) immediately follows from definitions of matrices (refer to (1), (2), (10), (12), (14) and (16)), combining with the fact that Ψ is the eigenstate ofN α .
We make a few more remarks. First, although in general the Hamiltonian and the RDM's are complex hermitian, for the N -electron system (no magnetic field and no relativistic terms), the Hamiltonian and the RDM's are real under the chosen basis, as are Q, G, T 1 and T 2.
Second, the objects Γ, Q, G, T 1 and T 2 are presented initially as four-index and six-index objects; however, after mapping two indices i, j and three indices i, j, k to a composite index, they are r 2 × r 2 and r 3 × r 3 matrices correspondingly. Due to the antisymmetric properties, all except G can be represented by "compacted" matrices with reduced dimensions by dropping those dependent entries in the matrices (the matrix G is still r 2 ×r 2 ). The "compacted" matrices (denoted by adding a˜to the corresponding symbol) can be formed by those entries with indices i < j, i < j in Γ, Q; i < j < k, i < j < k in T 1; j < k, j < k in T 2, respectively (refer to (2) , (10), (14), (16)). So,Γ,Q ∈ S r2 ,T 1 ∈ S r3 andT 2 ∈ S (r×r2) , where S n denotes the space of n × n real symmetric matrices, r2 = C 2 r , and r3 = C 3 r (C n r is the binomial coefficient).
Thus, the formulas appearing in this section must be changed if they are expressed in terms of "compacted" matrices. For example, the ground state energy E (see (3)) can be expressed as
whereȟ 2 (i, j; i , j ) = h 2 (i, j; i , j ) − h 2 (i, j; j , i ), and i < j, i < j .
Third, the matrices γ,Γ,Q, G,T 1 andT 2 are all further partitioned to block diagonal matrices according to the spin symmetry ( (22) through (27)); here an appropriate ordering of spin orbitals is involved. Specifically, γ has block sizes r/2, r/2;Γ,Q have block sizes C 2 r/2 , C 2 r/2 , r 2 /4; G has block sizes r 2 /2, r 2 /4, r 2 /4;T 1 has block sizes C 3 r/2 , C T , C T , C 3 r/2 ; andT 2 has block sizes
Semidefinite programs (SDP's) are a class of convex optimization problems that has been intensively studied during the past decade. For good surveys on semidefinite programming and for background on results reviewed here we refer to [11, 12, 13 ].
An SDP can be summarized as maximization of a linear function on the intersection of a linear affine space and the convex cone of block-diagonal positive semidefinite matrices. Let R m denote m-dimensional real linear space and let B denote the space of block-diagonal real symmetric matrices with prescribed block sizes. A data vector b ∈ R m , and the data matrices C ∈ B and A p ∈ B (for p = 1, 2, . . . , m) together define an SDP, which is expressed in primal
where X 0 means that the block-diagonal matrix X ∈ B is positive semidefinite (equivalently, each of its blocks is positive semidefinite). Analogously, we write X 0 to mean that X is positive definite. The dual formulation of the same SDP (29) is
Here the variables are the vector y ∈ R m and the block-diagonal matrix Z ∈ B, and t denotes transpose. We say that X is a primal feasible point (strictly feasible point) if it satisfies the constraints in (29) (and X 0). Likewise, we say that (y, Z) is a dual feasible point (strictly feasible point) if it satisfies the constraints in (30) (and Z 0).
Then if (X, y, Z) is a primal-dual feasible point, we have
which means that the optimal value of the primal linear function is no larger than the dual one.
Furthermore, it is known from duality theory that if both the primal formulation (29) and the dual formulation (30) have strictly feasible points, then both have optimal solutions and their optimal values coincide with each other, so that the duality gap (the left hand side of (31)) is zero. In the special case that all block sizes of matrices in B are one, all block-diagonal matrices reduce to diagonal ones and consequently the SDP reduces to a standard linear program.
Several methods to solve SDP's have been developed in the last decade, but among them, the most established and efficient methods are the iterative methods called primal-dual interiorpoint methods. Briefly, these methods are based on the key notion of primal-dual central path, which is defined as the set of triples (X µ , y µ , Z µ ) satisfying X µ Z µ = µI for some µ > 0 in addition to the constraints of (29) and (30) . It is known that, under the strictly feasible point assumption already mentioned, the triple (X µ , y µ , Z µ ) always exists and is unique for all real µ > 0, that In order to use existing semidefinite programming software to solve our problem, we must convert it into one of the standard SDP formulations. However, it is not immediately obvious how best to convert an RDM variational problem to the primal formulation (29) or the dual formulation (30) .
The primal formulation appears more direct and was used in the previous work [15, 17] , but as will be discussed here, use of the dual formulation brings important computational advantages.
In order to convert an RDM variational problem into the primal formulation, one begins by writing the primal linear function as the negative energy of (28):
Then one casts the positive semidefinite N -representability conditions in the form X 0 by defining the primal block-diagonal matrix X ∈ B to have the following diagonal blocks: γ, I − γ, Γ,Q, G,T 1, andT 2. The linear relations of I − γ,Q, G,T 1 andT 2 to γ andΓ (see (11), (13), (15), (17)), and the equality conditions (4) to (6) and (19) to (21) are all incorporated into the linear constraints of (29) by suitable definitions of the matrices A p ∈ B for p = 1, 2, . . . , m;
these matrices are very sparse. The data matrix C ∈ B is defined from (32) accordingly. The difficulty with this approach is that m, the number of primal constraints, is equal to the number of independent elements of the block-diagonal matrices X ∈ B (i.e., I − γ,Q, G,T 1,T 2) plus the number of equality conditions (4) to (6) and (19) to (21) . This total scales as r 6 due to the T conditions.
A much more efficient approach is obtained by converting an RDM variational problem into the dual formulation (30) . Given U ∈ S n , let us define svec : S n → R n(n+1)/2 as
Then, the ground state energy (28) can be rewritten as the dual linear function
It now becomes relatively straightforward to express the N -representability conditions in the dual form Z 0 of (30) by defining the dual variable Z ∈ B to have the following diagonal blocks: γ, I − γ,Γ,Q, G,T 1 andT 2, making suitable definitions of the matrices C ∈ B and A p ∈ B for p = 1, 2, . . . , m which are all sparse. With this approach, we have that m, the dimension of y, scales as r 4 .
One difficulty arises: how may we define the equality conditions ( (4) to (6) and (19) to (21)) if the dual formulation (30) does not permit equality constraints? This is resolved by replacing each equality by a pair of inequalities, which must be slightly relaxed to obtain a strictly feasible region for the dual formulation (30) . Thus, if is a suitably small number (in our computations A key point here is that the dual formulation that we are proposing is not the dual of the natural primal formulation used in [15, 17] , which has far larger m (order r 6 compared to r 4 ). There is, of course, a primal interpretation for our dual formulation, but it is the dual interpretation that arises naturally.
For an idea of the difference that the dual formulation makes, the largest SDP problem we Tables 1 and 2 show the ground state energies calculated by the RDM method for 47 molecules, imposing the (P ,Q), (P ,Q,G), (P ,Q,G,T 1), (P ,Q,G,T 2) and (P ,Q,G,T 1,T 2) conditions (columns 6-10). These results are compared with results obtained by other more familiar methods with use of the Gaussian 98 code [30] : singly and doubly substituted configuration interaction (SDCI),
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Brueckner doubles (with triples) (BD(T)) and coupled cluster singles and doubles with perturbational treatment of triples (CCSD(T)). The geometries used are the experimental ones from [31] and the basis set is STO-6G for all systems. (CCSD(T) is arguably the most accurate single method available in Gaussian 98 [32] ). Table 1 The RDM method provides a lower bound for the full CI result in the same model space, and it gives exact solutions for the cases N = 2 and N = r − 2 using only the P and Q conditions [3] . These predictions are confirmed in our calculations (see the "-" signs of columns [6] [7] [8] [9] [10] and see the results for molecules OH − and HF in Table 1 when only the P and Q conditions are imposed). Previous numerical results of Nakata et al. [15, 17] suggest that adding the G condition to the P and Q conditions is essential to obtain an solution that is competitive at least with the Hartree-Fock approximation, and our present results confirm that conclusion for a larger set of molecules. In certain cases (LiH, BeH, BH + , CH − , NH, NH − , OH + , OH, OH − , HF + , HF, SiH − , HS + ) the difference between the result of the RDM method using P , Q and G conditions (simply the RDM (P ,Q,G) hereafter) and the full CI result is around 0.1 milliHartree (mH) or less as seen in Table 1 . In those cases the accuracy also compares favorably with the CCSD(T), BD(T) and SDCI approximations. In the other cases in Table 1 and even in those cases the error is below 2.8 mH and compares favorably with the error that is associated with the other methods.
One may be tempted to conclude from the tables that the T 2 condition implies the T 1 condition, but this is not true as can be seen by considering the diagonal case when the two conditions each generate one of the Weinhold-Wilson inequalities. Indeed, an occasional case like Li 2 and B 2 shows that the T 1 condition has some strength independent of T 2. Table 3 shows the dipole moments in atomic unit (a.u.) calculated by the RDM method for the same molecules using the various representability conditions (columns 6-10), and those obtained by methods SDCI and Hartree-Fock (columns 11-12) from Gaussian 98. The molecules in Table 3 are those of Tables 1 and 2 CF (error 0.0045 a.u.), and NF (error 0.0005 a.u.). Even in those cases, and in general, the RDM (P ,Q,G,T 1,T 2) results for the dipole moment compare very favorably to the accuracy obtained using SDCI.
For the dipole moment calculation, the RDM method does not provide a bound (lower or upper) for the full CI result. We also see that once the energy is obtained with high accuracy, the dipole moment calculation also reaches high accuracy. This is another advantage of the RDM method over the other traditional variational methods in which a first order error in the trial wavefunction results in a second order error in the energy, so a poor trial function may produce amazingly good result on the ground state energy, but not on the other ground state properties [3] .
We close this section with some remarks about the numerics. To solve the SDP's of the RDM method we used the SDPARA code [18] , which is a parallel implementation of the primal-dual interior-point method, derived from the SDPA code [19] . The calculations were performed on an IBM SP RS/6000 (Power3 375MHz processor × 16 CPUs, and 32 GB of main memory).
SDPARA gives very accurate solutions for our problems. As discussed in Section 3, once we have primal and dual feasible solutions, the quality of the solution can be measured by the duality gap, or difference between the primal and dual objective functions. SDPARA outputs the following error values: the relative duality gap |b t y − T r(CX)|/ max{1.0, (|b t y| + |T r(CX)|)/2}, the primal feasibility error max{|T r(A p X) − b p | : p = 1, 2, . . . , m}, and the dual feasibility error:
For all numerical experiments we conducted with the SDPARA, the relative duality gap, the primal feasibility error and the dual feasibility error were less than 10 −7 , 10 −6 , and 10 −12 , respectively, which give reliable numerical accuracy for our results.
Conclusions
The RDM method has been used to compute the ground state energy and dipole moment of a collection of small molecules and molecular ions, both open-and closed-shells. Analysis of the computational cost shows a large advantage for the dual formulation (as opposed to the primal one) for solving the semidefinite programs that arise. The addition of the three-index representability conditions T 1 and T 2 provided a significant improvement of accuracy both on the ground state energy and the dipole moment over that obtained using only the P , Q and G conditions. In the cases studied, the error in the ground state energy (in the model space) was below 0. family of conditions still leaves room for improvement. Some version of the higher-index diagonal conditions [5] (which must hold for any choice of one-electron basis) and of the Hamiltonianrelated N -representability conditions (e.g., [8] ) may find their roles in the RDM method.
All our calculations were done using a general-purpose semidefinite programming software.
Certainly the systems that we were able to handle this way are very small by the standards of ab initio quantum chemistry, and a challenge for future work will be to develop optimized computational methods for the present application while preserving the high accuracy that is obtained by use of the SDPARA code.
The familiar determinantal approximations are poor at representing the cusp in the wavefunction where two electron positions coincide. For high accuracy calculations the RDM formulations seems a perfect setting for incorporating cusp conditions. This will require choosing a different basis for the 2-RDM than the one formed by the antisymmetrized products of the 1-RDM basis functions, and it will affect the linear relations between the 1-RDM, 2-RDM, and the matrices that occur in the representability conditions. Ways of incorporating the cusp into the 2-RDM need to be investigated. Tables   Table 1: The ground state energies (in difference from that of the full CI) calculated by the RDM method adding (P ,Q), (P ,Q,G), (P ,Q,G,T 1), (P ,Q,G,T 2), (P ,Q,G,T 1,T 2) conditions (columns Table 3 : Dipole moments in a.u. calculated by the RDM method adding (P ,Q), (P ,Q,G), (P ,Q,G,T 1), (P ,Q,G,T 2), (P ,Q,G,T 1,T 2) conditions (columns 6-10), by methods SDCI and
Hartree-Fock (columns 11-12) from Gaussian 98, and by full CI (last column). Here r is the basis size, N (N α ) is the electron (α electron) number, and 2S + 1 is the multiplicity. The geometries used are the experimental ones from [31] . The basis set is STO-6G for all systems.
Symbol "-" in the last column means that we do not have a full CI result. 
