Semidefinite relaxation for certain discrete optimization problems involves replacing a vector-valued variable by a matrix-valued one, producing a convex program while increasing the number of variables by an order of magnitude. As useful as it is in theory, this approach encounters difficulty in practice as problem size increases. In this paper, we propose a ranktwo relaxation approach and construct continuous optimization heuristics applicable to some binary quadratic programs, including primarily the Max-Cut problem but also others such as the Max-Bisection problem. A computer code based on our rank-two relaxation heuristics is compared with two state-of-the-art semidefinite programming codes. We will report some rather intriguing computational results on a large set of test problems and discuss their ramifications.
Introduction
Many combinatorial optimization problems can be formulated into binary quadratic programs, a simple example being the Max-Cut problem. Since such problems are usually NP-hard for which exact solutions are difficult to obtain, different heuristic or approximation algorithms have been proposed, often based on continuous relaxations of the original discrete problems. A relatively new relaxation scheme is called the semidefinite programming (SDP) relaxation (or semidefinite relaxation) in which a vector-valued binary variable is replaced by a matrix-valued continuous variable, resulting in a convex optimization problem called a SDP problem. Since a SDP problem is solvable in polynomial time, one can obtain a bound to the original problem problem can be formulated as max 1 2 1≤i<j≤n w ij (1 − x i x j ) s.t.
|x i | = 1, i = 1, . . . , n,
which is equivalent to the following binary quadratic program: min 1≤i<j≤n w ij x i x j s.t. |x i | = 1, i = 1, . . . , n.
Moreover, it is easy to verify that (2) can be rewritten into the matrix optimization problem min 1 2 W • X, s.t. diag(X) = e, rank(X) = 1, X 0,
where
w ij x ij , diag(X) is the vector in n consisting of the diagonal elements of X, e is the vector of all ones, and X 0 means that X is symmetric positive semidefinite.
Since the Max-Cut problem is NP-hard, various heuristics and approximation algorithms have been proposed to attack the problem. A recent ground-breaking work is due to Goemans and Williamson [14] who replace the "unit scalars" x i in (2) by unit vectors v i ∈ n and the scalar products x i x j by the inner products v T i v j . The resulting problem is the following relaxation of the Max-Cut problem:
where v i ∈ n . Furthermore, a change of variable X = [v T i v j ] ∈ n×n leads to the following so-called SDP relaxation for the Max-Cut problem min 1 2 W • X, s.t. diag(X) = e, X 0.
It is well-known that such a SDP problem is solvable in polynomial time (see [19] , for example).
Comparing (5) with (3), we clearly see that the SDP relaxation is nothing but the problem obtained from (3) by dropping the rank-one restriction on X. It is worth observing that a solution (v 1 , . . . , v n ) of (4) consists of n points on the surface of the unit sphere in n , each representing a node in the graph. Goemans and Williamson [14] proposed the following randomized algorithm for generating cuts in the graph: after a solution of (4) is obtained, one randomly partitions the unit sphere into two equal halves H 1 and H 2 (the boundary between can be on either side) and forms the bipartition consisting of V 1 = {i : v i ∈ H 1 } and V 2 = {i : v i ∈ H 2 }. Furthermore, Goemans and Williamson established the celebrated result that if all the weights are nonnegative, then the expected value of such randomly generated cuts is at least 0.878 times the maximum cut value. This result gives a strong performance guarantee for the randomization procedure.
A Rank-Two Relaxation
In this section, we present an alternative rank-two relaxation scheme, which leads to a nonlinear optimization problem having only n variables but also a nonconvex objective function. Since the number of variables is not increased, this approach possesses scalability for approximating largescale problems. On the other hand, since the relaxation is nonconvex, we can no longer ensure a bound on the original problem. The trade-off is obviously between computational efficiency and a theoretical guarantee. Through computational experiments, we hope to demonstrate that the gain clearly outweighs the loss.
We replace the "unit scalar" variables x i in (2) by unit vectors v i ∈ 2 (not n ) and the scalar products x i x j by the inner products v T i v j . As before, the constraint |x i | = 1 becomes v i 2 = 1; namely, all the vectors v i should be on the unit circle. This way, we obtain a relaxation of the Max-Cut problem that has exactly the same form as (4) except that now all vectors v i are in 2 instead of n . Alternatively, this relaxation can also be viewed as replacing the rank-one restriction on X in (3) by the rank-two restriction rank(X) ≤ 2; hence we call it a rank-two relaxation.
Using polar coordinates, we can represent a set of n unit vectors v 1 , . . . , v n in 2 by means of a vector θ = (θ 1 , . . . , θ n ) T ∈ n consisting of n angles, namely
In this case, we have v
and let f : n → be the function defined as
where cos(T (θ)) is the n × n matrix whose entries are the cosine of the corresponding entries of T (θ). Then, in terms of the polar coordinates, we obtain the following relaxation for the Max-Cut problem: min
This is an unconstrained optimization problem with a nonconvex objective function. The derivatives of the function f (θ) can be easily computed. Indeed, the first partial derivatives of f (θ) are given by
and hence,
where the notation "•" indicates the Hadamard, i.e., entry-wise, product of W and sin(T (θ)). The second partial derivatives of f (θ) are given by
for every i, j = 1, . . . , n, and hence the Hessian of f (θ) is given by
where for any vector v Diag(v) is the diagonal matrix with v on its diagonal. Note that the major effort in the evaluation of f , g and H is the computation of the quantities W • cos(T (θ)) and W • sin(T (θ)). There are interesting relationships between cuts in the graph and the function f (θ), which we will now describe. We call a vector θ ∈ n an angular representation of a cut, or simply a cut, if there exist integers k ij such that
Clearly, in this case cos(θ i − θ j ) = ±1 and there exists a binary vector x ∈ {−1, 1} n such that
Moreover, the cut value corresponding to a cut θ is
We note that the function f (θ) is invariant with respect to simultaneous, uniform rotation on every component of θ, i.e., f (θ) ≡ f (θ + τ e) for any scalar τ , and is periodic with a period of 2π with respect to each variable θ i . Modulo the uniform rotation and the periodicity for each variable, there is an obvious one-to-one correspondence between the binary and angular representations of a cut; namely,
and vice versa. With the above correspondence in mind, in the sequel we will use θ and x interchangeably to represent a cut. Moreover, given an angular representation of a cutθ (or a binary onex), we will use the notation x(θ) (or θ(x)) to denote the corresponding binary (or angular) representation of the same cut. Since the quantities sin(θ i − θ j ) ≡ 0 for any θ satisfying (10), it follows directly from (8) that g(θ) = 0 at any cutθ. We state this simple observation in the following proposition.
Proposition 1 Every cutθ ∈ n is a stationary point of the function f (θ).
We will now derive a characterization of a maximum (minimum) cut in the lemma below which will be useful in the later development. We first need the following definition. A matrix M ∈ n×n is called nonnegatively summable if the sum of the entries in every principal submatrix of M is nonnegative, or equivalently, if u T M u ≥ 0 for every binary vector u ∈ {0, 1} n . Clearly, every positive semidefinite matrix is nonnegatively summable. On the other hand, the matrix ee T − I is nonnegatively summable, but not positive semidefinite.
Lemma 1 Letx ∈ {−1, 1} n be given and consider the matrix M (x) ∈ n×n defined as
Then,x is a maximum (respectively, minimum) cut if and only if M (x) (respectively, −M (x)) is nonnegatively summable.
Proof. Let q : n → be the quadratic function defined as q(x) = (x T W x)/2 for all x ∈ n and note thatx is a maximum cut if and only ifx minimizes q(x) over the set of all x ∈ {−1, 1} n . Now, let x ∈ {−1, 1} n be given and observe that
where "•" represents the Hadamard product, and δ ∈ n is defined as
Using this identity and the fact that
Noting that every x ∈ {−1, 1} n corresponds to a unique vector δ ∈ {0, 1} n via (13) and vice versa, we conclude from the above identity thatx minimizes q(x) over x ∈ {−1, 1} n if and only
The proof of the second equivalence is analogous. Hence, the result follows.
Although every cut is a stationary point of f (θ), the following theorem guarantees that only the maximum cuts can possibly be local minima of f (θ). In fact, the theorem gives a complete classification of cuts as stationary points of the function f (θ).
Theorem 1 Letθ be a cut and letx ≡ x(θ) be the associated binary cut. Ifθ is a local minimum (respectively, local maximum) of f (θ), thenx is a maximum (respectively, minimum) cut. Consequently, ifx is neither a maximum cut nor a minimum cut, thenθ must be a saddle point of f (θ).
Proof. (9) and (12) . Ifθ is a local minimum of f , then the Hessian ∇ 2 f (θ) is positive semi-definite, and hence nonnegatively summable. The first implication of the theorem then follows from the first equivalence of Lemma 1. The second implication of the theorem can be proved in a similar way using the second equivalence of Lemma 1. Hence, the result follows.
The converses of the two implications in the above theorem do not hold. Indeed, consider the unweighted graph K 3 (the complete graph with three nodes) for which the cutx
which is indeed nonnegatively summable, but not positive semi-definite. Hence, the corresponding angular representationθ is not a local minimum of the function f (θ) in view of the fact
There are indeed instances where maximum cuts are local minima of f (θ), as indicated by the following observation.
Proposition 2 For a bipartite graph with nonnegative weights, the global minimum value of f (θ) is attained by a maximum cut.
Proof. A maximum cut is one that cuts through all the edges in the bipartite graph. For this cut, cos(θ i − θ j ) = −1 for all edges (i, j) ∈ E. Hence the global minimum value of f (θ) is attained at −e T W e/2.
Obviously, for problems where a maximum cutx corresponds to a local minimum of f (θ), the optimality ofx can be checked in polynomial time by determining whether M (x) is positive semidefinite or not.
Since non-maximum cuts cannot possibly be local minima of f (θ), a good minimization algorithm would not be attracted to stationary points corresponding to non-maximum cuts which are either maxima or saddle points. This fact will play an important role in the construction of our algorithms.
A Heuristic Algorithm for Max-Cut
To produce an approximate solution to the Max-Cut problem, we first minimize the function f (θ) and obtain a local minimum θ corresponding to a distribution of points on the unit circle. Using periodicity, we may easily assume that θ i ∈ [0, 2π) for each i = 1, . . . , n. Any partition of the unit circle into two equal halves gives a cut as follows: pick an angle α ∈ [0, π) and let
The corresponding value of the cut x is given by
An advantage of the rank-two relaxation over the SDP relaxation is that it is straightforward and inexpensive to examine all possible cuts generated in the above fashion, making it easy to find the best one. The following, deterministic (rather than random) procedure finds a best possible Goemans-Williamson-type cut associated with a given θ. Without loss of generality, let us assume that θ satisfies θ i ∈ [0, 2π), i = 1, . . . , n, and that
after a reordering if necessary.
Let j be the smallest index such that θ j > π if there is one; otherwise let j = 1. While α < π 1. Generate cut x by (14) and compute γ(x).
and increment i by 1; otherwise let α = θ j and increment j by 1. End Since our rank-two relaxation has the same form as Goemans and Williamson's relaxation (4) except ours has variables in 2 rather than n , the same analysis of Goemans and Williamson, with minimal changes, can be applied to show that the cut value generated by the above procedure is at least 0.878 times the relaxed cut value ψ(θ) as is defined in (11) . That is,
However, since we cannot guarantee that ψ(θ) is an upper bound on the maximum cut value, there is no performance guarantee. Nevertheless, we do have the assurance that, to some extent, the better local maximum of ψ(θ) (or local minimum of f (θ)) we obtain, the better cut will likely be produced.
After we minimize the function f (θ) and obtain a local minimum θ 1 , we will call Procedure-CUT to produce a best possible cut x 1 associated with θ 1 . At this point, we may stop and return the generated cut x 1 . On the other hand, if we are willing to spend more time, we may try to improve the quality of our approximation.
We know that the angular representation of the cut x 1 , θ(x 1 ), is a stationary point-most likely a saddle point-of the function f (θ), but not a minimizer unless it is already a maximum cut. Assuming that θ(x 1 ) is in fact a saddle point, it is highly probable that close by there are local minima of f that are deeper than θ 1 is. Although, we cannot restart the minimization directly from the stationary point θ(x 1 ), we can certainly restart from a slight perturbation of θ(x 1 ) and hopefully escape to a better local minimum θ 2 which in turn would hopefully lead to a better cut x 2 or θ(x 2 ). We can continue this process until we reach a cut from which we deem that further improvement seems unlikely. We state this heuristic as the following algorithm: The parameter N controls how many consecutive, non-improving random perturbations are allowed before we stop the algorithm. If so desired, the algorithm can be run M times with multiple starting points θ 0 to increase the chances of achieving better cuts. Generally speaking, the larger N and M , the longer time the algorithm will take to run, and the better cut it will return.
A geometric interpretation of Algorithm-1 is as follows. After we arrive at a local minimum of f , we search around this local minimum for a nearby saddle point (i.e., a cut) that has the lowest f -value in the neighborhood. We then move to the saddle point and restart the minimization to locate a nearby local minimum that, hopefully, has a smaller f -value than the previous one. We repeat this process until we deem that the search has become unfruitful.
Computational Results for Max-Cut
We have implemented Algorithm-1 in a Fortran90 code named "CirCut." For the minimization of f (θ), we use a simple gradient algorithm with a backtracking Amijo line-search. Since numerical experiments indicate that the accuracy of the minimization is not crucial, we stop the minimization when the relative change in the function value is less than 10 −4 . In CirCut, we also include an option for a simple local search in the cut space; that is, after a cut is returned from Procedure-CUT, one can try to improve it through a quick local search that moves one or two nodes at a time. This feature can often slightly improve the quality of a cut and is therefore set to be a default feature unless specified otherwise.
We will report our numerical results for the Max-Cut problem in this section. The first set of test problems comes from the DIMACS library of mixed semidefinite-quadratic-linear programs [10] . This set contains four Max-Cut problems, called the torus problems, which originated from the Ising model of spin glasses in physics. In Table 1 , we give statistics for this set of problems; note that the sizes of the graphs are given as (|V |, |E|). In the table, the column "best cut" gives the best cut values obtained by CirCut so far, and the column "SDP bound" gives the SDP upper bounds on the maximum cut values. In addition, the final column gives the ratio between the best cut found and the SDP upper bound. To our knowledge, these best cuts obtained by CirCut are indeed the best available to this date. We even conjecture that the value of 454 for the toruspm3-8-50 is actually the optimal cut value, but we have not yet been able to prove it. In Table 2 , we present a comparison between the code SBmethod and our code CirCut. SBmethod, a code developed by Helmberg and Rendl [15] , solves semidefinite programs using a spectral bundle method and, in particular, is one of the fastest codes for solving semidefinite programs from the Max-Cut SDP relaxation. Since the latest version of SBmethod does not include the functionality of generating cuts by the Goemans-Williamson randomized procedure, we used an earlier version that does. It is quite likely that the latest version of SBmethod would produce better timings than that presented in the table.
We ran both SBmethod and CirCut on an SGI Origin2000 machine with sixteen 300MHZ R12000 processors at Rice University. Since neither code is parallel, only one processor was used at a time. For both codes, the cut values were obtained without any post-processing heuristics, i.e., the simple local search feature of CirCut was not invoked. The default parameter settings were used for SBmethod. In Table 2 , the cut value and computation time are reported for each problem. For CirCut, the value of M is the number of times Algorithm-1 was run with random starting points, and the value of N is the parameter required by Algorithm-1. The average time per run, the average cut value, and the best value in the M runs are reported in the last three columns of the table, respectively. All the reported times are in seconds. From the table, it is abundantly clear that an average run of CirCut is much faster and produces better quality cuts on all four test problems.
More results are reported in Table 3 for CirCut using different values of N . These results indicate that the variations between the average and best cut values are quite moderate, and they also show that even with N = 0 (no further improvement attempted after minimization), CirCut gives quite respectable cuts in a minimal amount of time on the average. As N increases, CirCut produces better quality cuts, and uses more time of course. However, even for N = 8, CirCut is still faster than SBmethod by a huge margin. The second set of test problems are from the so-called G-set graphs. Recently, Choi and Ye reported computational results on a subset of G-set graphs that were solved as Max-Cut problems using their SDP code COPL-DSDP [8] , or simply DSDP. The code DSDP uses a dual-scaling interior-point algorithm and an iterative linear-equation solver. It is currently one of the fastest interior-point codes for solving SDP problems. We feel that it is appropriate for us to compare with DSDP, not as a competing code, but rather as a representative of a state-of-the-art interior-point solver for SDP.
We ran CirCut on a subset of G-set graphs as Max-Cut problems and compare our results with those reported in Choi and Ye [8] . The comparison is given in Tables 4 and 5 , along with graph name and size information. We emphasize that the timing for DSDP was obtained on an HP 9000/785/C3600 machine with a 367 MHZ processor [7] , while ours was on the aforementioned SGI Origin2000 machine at Rice University. These two machines seem to have comparable processing speeds. We did not run DSDP on the same computer at Rice University for several reasons: (1) the latest version of DSDP with an iterative linear-equation solver has not yet been made available in public; (2) since the speeds of DSDP and CirCut are orders of magnitude apart, a precise timing is unnecessary in a qualitative comparison, and (3) it would be excessively time-consuming to rerun DSDP on all the tested problems (as can be see from Table 4 ). Table 4 contains the DSDP results as reported in [8] , and CirCut results for N = 0 and M = 1 (no further improvement after minimization and a single starting point). The table gives similar information as in the earlier tables except for the addition of the final column which, for each graph, lists the ratio between the value of the cut found by DSDP and that found by CirCut. We observe that CirCut took only 11.5 seconds to return approximate solutions to all the 29 test problems with a quality that, on average, is nearly as good as that of the DSDP cuts which required more than 5.4 days of computation for DSDP to produce. Table 5 contains CirCut results for N = 10 and M = 5. Note that, in this table, the times listed for CirCut include all M = 5 runs, i.e., the times are not averaged as in the previous tables. For ease of comparison, the same data for DSDP as in Table 4 has been listed again in Table 5 . As compared to the performance of CirCut given in Table 4 , CirCut took more time in this case to generate the cuts, but the quality of the CirCut cuts is almost uniformly better than those of DSDP with only three exceptions. On the two easy problems G48 and G49, both codes obtained the optimal cuts that include all the 6000 edges in the graphs. Only on one problem, G50, did DSDP produce a slightly better cut. We mention, however, that CirCut can easily find a cut of the same value on G50 if M is set to a larger value. We stress that the purpose of our numerical comparisons was to compare the performance of the rank-two relaxation and the SDP relaxation. We selected the codes SBmethod and DSDP because they represent the state of the art in solving SDP problems. While our code is more of a special-purpose code, SBmethod and DSDP are more general solvers. The usefulness of these codes should not be discounted just because of their inferior performance in our tests.
Some Extensions
Conceptually, there is little difficulty in extending the rank-two relaxation idea to other combinatorial optimization problems in the form of a binary quadratic program, especially to those arising from graph bipartitioning. For a given problem, however, whether or not the rank-two relaxation will lead to high-performance algorithms, like the one we have demonstrated for Max-Cut, must be determined by an individual investigation and a careful evaluation. Close attention must also be paid to the specific structure of each problem in order to obtain good algorithms.
In this section, we focus on extending the rank-two relaxation idea to a close relative of Max-Cut -the Max-Bisection problem. Max-Bisection is the same as Max-Cut except that it has the additional constraint e T x = 0 (i.e., the number of positive ones in x must equal the number of negative ones, hence implying that n should be even), which can also be written as
After the removal of the rank-one restriction, one obtains the following SDP relaxation of the Max-Bisection problem (compare it with (5)):
Randomized procedures similar to the Goemans-Williamson technique for Max-Cut have been proposed with different performance guarantees for Max-Bisection, see [11, 25] , for example. In a similar fashion as with Max-Cut, using the rank-two relaxation and polar coordinates, we obtain a new relaxation for Max-Bisection:
Suppose that we have obtained a (local or global) minimizer θ for (17) . How do we generate a bisection? Without loss of generality, let us assume that n is even and that θ satisfies θ i ∈ [0, 2π), i = 1, . . . , n. We may also assume that, after a reordering,
Then, to generate a bisection, we pick any integer k ∈ [1, n/2) and let
The following procedure efficiently considers all possible values of k in (18) and saves the best resultant bisection: Instead of solving the constrained relaxation (17), we have found through numerical experiments that solving the unconstrained relaxation (7) can generate the same or better quality bisections while taking much less time. Intuitively, this is not hard to understand since the best bisection generated by Procedure-BIS is dependent only on the ordering of the points along the circle and independent of the actual locations of the points. The constraint in (17) puts a restriction on the locations of points, but has little to do with their ordering.
In view of this, we construct our heuristic algorithm based on minimizing f (θ) without the additional constraint. We simply replace Procedure-CUT in Algorithm-1 by Procedure-BIS, and obtain a heuristic algorithm for the Max-Bisection problem, which we call Algorithm-2. In Algorithm-2, we also have the option of improving a cut by a minimal local search that allows swapping only a pair of nodes at a time, and is set to be a default feature.
We ran Algorithm-2 of CirCut on a subset of the G-set problems plus two additional test problems. These extra problems were contained in a test set used in Choi and Ye [8] and are publicly available.
In Tables 6 and 7 , we compare the results of CirCut with the results of DSDP reported in [8] . Again, we mention that the timing for DSDP was obtained on an HP 9000/785/C3600 computer with a 367 MHZ processor, while ours was on an SGI Origin2000 machine with sixteen 300 MHZ processors at Rice University. (Note, however, that both codes always use a single processor.) Table 6 contains CirCut results for N = 0 and M = 1 (no further improvement after minimization and a single starting point). CirCut took 22 seconds to return approximate solutions to all 15 test problems with a quality that is superior to that of DSDP on average. Table 7 contains CirCut results for N = 5 and M = 1. While in this case CirCut took more time to generate the bisections, the quality of the bisections generated by CirCut is better than that of DSDP on all but two problems, G48 and G50. Again, we mention that if N and M are set to larger values, CirCut is able to produce bisections of the same values on the two problems as those of DSDP's, within a time still much shorter than that required by DSDP.
Maximization versus Minimization
So far, we have only presented computational results on maximization problems, i.e., the MaxCut and Max-Bisection problems which are equivalent to minimizing f (θ). Moreover, all of the graphs in the test sets have either all positive edge weights or a combination of both positive and negative weights. Now let us consider the corresponding minimization problems on these graphs, equivalent to maximizing f (θ). For those graphs having both positive and negative weights, one can apply the same algorithms to the minimization problems by simply minimizing −f (θ) instead of f (θ). Things are not so simple, however, if all the weights are positive. In this case, it is easy to see that the global minimum of −f (θ) is attained whenever all n points coincide on the unit circle such that cos(θ i − θ j ) ≡ 1. This result makes sense for the Min-Cut problem in that the minimum cut in a graph with all positive weights is to have all nodes on one side of the cut (i.e., to have no cut at all). On the other hand, this result does not have a meaningful interpretation for Min-Bisection, creating a challenge for generating a bisection whenever a global minimum of −f (θ) is attained (even though it may not happen often). An obvious, possible remedy to this problem is to reinstall the bisection constraint back into the formulation. Further investigation is clearly needed for the Min-Bisection problem.
Concluding Remarks
It is beyond any reasonable doubt that our rank-two relaxation approach vastly outperforms the SDP relaxation approach on the tested instances. In terms of speed and scalability, we feel safe to say that the former is much faster than the latter by a wide margin, and the larger the graphs are, the wider the margin will become. In terms of quality of approximation, our rank-two relaxation heuristics produces better approximate solutions uniformly (if given enough time for improvement) in all tested cases except for a few easy cases where both approaches achieve optimality. It is perhaps prudent, however, to wait for more evidence before deciding whether or not this property holds in general.
We do believe that the evidence presented in this paper is sufficient for us to question if the SDP relaxation can attain the scalability needed for approximating problems of ever-increasing size, and be competitive in practice. We would conjecture that the answer is negative at least for the Max-Cut and the Max-Bisection problems. On the other hand, an obvious advantage of the SDP relaxation over the rank-two relaxation is that the former can guarantee to generate an upper bound on the optimal value of the discrete maximization problem, while the latter cannot.
Several factors have contributed to the observed superior performance of the nonconvex, rank-two relaxation over that of the convex, semidefinite relaxation in terms of producing good approximate solutions. The major factors are: (1) the costs of (local) optimization for the two approaches are orders of magnitude apart in favor of the rank-two relaxation; (2) there are nice properties relating a discrete problem to its rank-two relaxation that enable us to locate high-quality local minima; and (3) good local minima of the rank-two relaxation appear to be sufficient for generating good approximate solutions to the discrete problem.
It is known that, besides Max-Cut, a number of other combinatorial optimization problems can also be formulated as unconstrained binary quadratic programs in the form of (2), such as the Max-Clique problem (see [2] , for example). These are potential candidates for which the rank-two relaxation approach may also produce high-performance heuristic algorithms. Further investigations in this direction are certainly worthwhile. 
