The performance of an optical switch that handles contention resolution using a fiber delay line (FDL) 
Introduction
In all optical networks, when two or more packets contend for the same output wavelength simultaneously, one or more contending packets get dropped. Achieving an effective resolution mechanism for such contention is crucial for minimizing losses. In burst switching, for example, dropping a burst means dropping multiple packets or a large stream of data. In electronic packet switching environments, contention resolution is carried out using electronic store-and-forward buffers, implemented using random-access memory (RAM). However, an all-optical RAM is not available to utilize the same resolution approach in the optical domain. Additionally, implementing this type of memory would be very costly [8] . Therefore, other contention resolution schemes have been proposed that exploit wavelength dimension [4] , space dimension [3] , and time dimension [8] . In wavelength dimension based resolution schemes, a wavelength converter is utilized such that one of the contending packets is assigned the desired wavelength while the other gets converted to an unused wavelength. In space dimension based resolution schemes, either multiple output fibers or deflection routing schemes can be utilized. The approach of utilizing multiple output fibers is similar to that in the wavelength dimension scheme; however, in this case, physical output fibers are utilized instead of multiple wavelengths. The assumption here is that multiple fibers connect the nodes instead of a single fiber. Deflection routing assigns the preferred output wavelength or port to one of the contending packets while deflecting the other to an unused wavelength or a non-preferable output port. The drawback of this approach is that the deflected packet may have to traverse a longer path to reach the destination, which can be of the order of kilometers in WAN networks, and hence a significant crosstalk may be encountered by the optical signals [6] . Additionally, the network becomes more congested as more deflections take place.
A time-domain contention resolution scheme is implemented by utilizing a fixed-length Fiber Delay Line (FDL) on a first-in-first-out basis [11] . An optical packet propagates through an FDL for a fixed amount of time. This propagation delay time is usually chosen to be a multiple of the mean transmission time of the packet. Optical buffering schemes that use FDL for contention resolution can be divided into two categories: forward FDL buffering, and feedback FDL buffering. In forward FDL buffering, the packet gets delayed at the output port and leaves the node after the propagation delay of the FDL [2] . In feedback FDL buffering, the packet gets delayed and re-enters the node after the propagation delay of the FDL [5] . The feedback FDL approach is more costly than the forward FDL scheme since it contributes to higher complexity of input routing logic.
In this paper, we study the performance of an optical switch that utilizes forward FDL buffering. An analytical model for a forward FDL buffering scheme is presented in [2] . However, it approximates the summation of non-exponentially distributed variables (FDL propagation delay and the packet transmission time) to be a Gammadistributed variable. The model proposed to analyze the FDL's in [12] holds only for fixed packet size. In [7] , a 0 1 2 3 . . . .
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Figure 1. Multiple fiber delay line buffer
simulation model is presented to study the performance of an optical switch augmented with a multiple FDL based buffer as that shown in Figure 1 . The queuing model of the FDLs was assumed to be an M/M/k with balking in [10] . It considers an optical buffer that imitates the traditional electronic RAM as it assumes that a packet whose length exceeds the maximum FDL of the buffer is discarded. A FDL provides a packet with a certain propagation delay regardless of its transmission time. Therefore considering an optical buffer that functions as an electronic RAM is not accurate. In all of these studies, the optical buffer studied consists of B FDLs, each having a certain length. The assumption in these papers was that once the desired fiber delay line is free, it can be used regardless of the state of the other FDLs. However, one needs to consider the fact that contention may take place at the end of different FDLs between packets leaving these FDLs, when their wavelengths are the same. Therefore, the algorithms for forwarding the packets to the different FDLs of an optical buffer should be considered in order to capture all the capabilities of the switch.
In this work, a scheme is presented by considering a variable-length packet size to reduce the Probability of Blocking (P B ) of the optical switch. A model is developed to predict the performance of an all-optical network where the packet size is exponentially distributed. Since the algorithm for forwarding the packets to the FDLs of the optical buffer has a great impact on the performance of the optical switch as mentioned, the analytical model presented here characterizes that algorithm as well. To buffer a single packet optically, for example to delay a packet of length 1 kb considering a 2.5 Gbps optical channel, an 80 meter long FDL is required. The situation would be worse when considering an optical buffer that consists of multiple levels of FDLs, each of which is a multiple of the packet size. More hardware complexity as well as the management and control overhead is required in this situation. Therefore, it is crucial to use as few FDLs as possible. In this work, a single FDL per output is considered to resolve the contention.
The rest of the paper is organized as follows. Section 2 describes the output optical buffering mechanism and the related forwarding scheduler algorithm. In Section 3, the main analytical model of the optical buffer is presented. Results from a simulation model is used in Section 4 to evaluate the packet switch as well as to validate the analytical model. The conclusions are in Section 5. Figure 3 shows a simplified version of this architecture with a 2x2 optical cross connects. The forwarding scheduler algorithm for forwarding an incoming packet to either the output port directly, i.e., to port A which has no FDL, or to port B, the FDL port, of the output buffer is shown in Figure 4 . It guarantees that if the output port, port A, is busy, the incoming packet is buffered in the FDL until the port becomes available. An advantage of this algorithm is that it reduces the conflicts at the output link due to those packets that are coming from port B and those that are directly forwarded to port A. 
Analytical model
The model presented in this section characterizes an n × n optical switch. Each output link is augmented with a single optical buffer to resolve the contention that may take place at an output link. Due to the symmetry of the optical switch, the analytical model will consider only one output buffer and the rest of the links can be modeled similarly. A Poisson packet arrival to the switch is considered, and the packet destinations are assumed to be uniformly distributed among the output ports of the switch. The length of a packet is assumed to be exponentially distributed, with a mean transmission time of 1/µ. Let the rate at which data is injected into the switch from each input be λ packets per unit time. After multiplexing the data from all input links to all output links, each output buffer is assumed to receive a data rate of λ. The load is considered to be the ratio of the arrival rate to the service rate of the packets. Let p be the probability of forwarding an incoming data packet to port B. Therefore, as shown in Figure 3 , data is forwarded at the rate of pλ to port B while data is directly forwarded to port A at the rate of (1 − p)λ. If a packet is forwarded to port A, it encounters zero delay whereas, if it is forwarded to port B, it encounters a delay of D, where D is the propagation delay of the FDL. 
Forwarding and port busy probabilities
We model the behavior of ports A and B with the state transition graphs shown in Figure 5 . State "0" represents the FREE state, state "1" represents the BUSY state, and P [i] is the probability of being at state i. Let α be the probability that port A is busy and β be the probability that port B is busy. The only stream of packets that affects the state of port B is of rate pλ. By considering the fact that P [0]+P [1] = 1 and solving the two-state transition probabilities shown in Figure 5 (b),
There are two packet streams that affect the state of port A. One of these streams has an arrival rate (1 − p)λ, which is the stream that is being directly forwarded to port A. This stream affects the state of port A according to the two-state transmission probabilities shown in Figure 5 (a). Let α be the probability that port A is busy due to this stream. Then,
The other stream that affects the state of port A corresponds to the data packets that is coming from port B. This stream is of rate (1 − β)pλ. Let α be the probability of port A being busy as a result of (1 − β)λ rate stream. α is considered to be the load of (1 − β)λ rate stream at port A, i.e.,
The events that "port A is being busy by (1 − p)λ rate stream" and "port A is being busy by (1−β)λ" are mutually exclusive, i.e., these events cannot happen simultaneously. Therefore,
Note that we model the two ports using two independent Markov chains. This is an approximation that allows us develop this model. The simulation results presented in Section 4 evaluate the accuracy of the model, and indicate this to be a reasonable approximation. Based on the algorithm shown in Figure 4 , p defines the probability that either the FDL has at least one packet or port A is busy. Let Γ be the event that one or more packets are present in the FDL, and γ be its probability. Then,
where η is the probability that port A is busy while there are one or more packets present in the FDL, i.e.,
Let ω be the probability that there is no packet in the FDL, then 2. The delay D, which represents the propagation delay of the FDL.
3. The random variable T , which represents the transmission time of a packet. This random variable is assumed to be exponentially distributed with a rate of µ.
Let λ be the rate of arrival of packets entering the FDL, therefore, Ψ is assumed to be exponentially distributed with rate λ, f Ψ (ψ) = λe − λψ (8) where
and
The values associated with the random variable X satisfies,
The pdf for X can be written as
where g X (x) and h X (x) are contributions corresponding to the cases Ψ < Θ and Ψ > Θ respectively. Consider the case when Ψ < Θ. In this case, X = 0 as, from Figure  6 , there will be one or more packets existing in the FDL. Therefore,
where δ(x) is the delta function. Consider the other case when Ψ > Θ. Here, X = Ψ − Θ. The conditional CDF of X given that Ψ > Θ is given by
Now,
Therefore,
which implies that, when Ψ > Θ, X ∼ Exp( λ). Therefore,
Using equation (14), the distribution of X in the whole domain; i.e., when Ψ < Θ and Ψ > Θ, is given by,
From f X (x), the expected value of X is found to be Figure 7 . The relation between the density functions of X and Ψ
The forwarding probabilities to the ports of output buffer
From Figure 6 , the probability that no packet exists in the FDL, ω, can be approximated by
Since the system is assumed to be stable [1] , then,
Using the value of λ,
By definition,
The probability P [Γ|A is busy] defines the probability of Γ given that port A is busy. When port A is known to be busy, all the data traffic will certainly be forwarded to port B, i.e., p = 1. The derivation of γ will be the same as before except that p = 1. Therefore,
where
Now, from Equations 1, 4, 25, and 27, the equation
can be solved by means of iteration for different values of λ, µ, and D. Now to predict the Probability of Blocking (P B ), consider the optical switch that is shown in Figure 3 . When port B is kept busy by a packet that has arrived from the input link IN 1, the only packets that will be dropped, i.e. contribute to P B , are those coming from the other input link, link IN 2. Since the packets that are being injected from the input link IN 1 form a flow of packets in a sequence, no packet of this flow will cause a drop to a subsequent packet. Similarly, when port B is kept busy by a packet that came from input link IN 2, the only packets that will cause the P B are those that are coming from the input link IN 1. Therefore, in general, P B will be due to packets that are coming from all input links except the link from which the packet causing port B to be busy has come from. On the other hand, port B can be busy as a result of packets that are coming from all input links. Thus, P B is calculated as
where n is the number of input links to the switch. The factor n−1 n represents the fraction of input links that causes the P B .
Determining the propagation delay of FDL
Next, we characterize the propagation delay of the FDL, D. If two packets arrive simultaneously and both are intended for the same output link, then one of them will be forwarded to port A, while the other packet will be forwarded to port B. Losses at port A will take place if the packet that is coming from port B arrives at port A while the packet that has been forwarded to port A is still leaving port A. To avoid this situation, the propagation delay of the FDL, D, should be large enough so that the packet that has been forwarded to port A leaves this port before the packet that is coming from port B arrives at port A. This means that, with high probability, the transmission time of a packet should be lower than D. In other words, given that the length of a packet, T , is exponentially distributed,
where is very small value. Therefore,
For example, if is chosen to be 0.05, then D ≈ 3 µ . This relation can be used to determine the approximate length of the FDL.
Results
A discrete-event simulator was developed using C code to evaluate the performance, in terms of the blocking probability at each of the output buffers, of the n × n optical switch, similar to the switch that is shown in Figure 2 . Since, at each of the input links, the inter-arrival times and the transmission times of the packet generator are assumed to be independent, each of the input ports to the optical switch was modeled as an M/M/1/∞ queue to emulate a source of packets as shown in Figure 8 . By this approach, the generated packets were re-arranged from a conflicting state, as in Figure 9 (a), to a non-conflicting state, as in Figure 9 (b) . Now, we present analytical and simulation results for an output link of an n × n optical switch for different values of n. Unless otherwise mentioned, the mean transmission time of a packet is considered to be 100 × 10 3 bit times units, where a bittime is assumed to be the transmission time of a single bit. In addition, a minimum value of the FDL propagation delay, as explained in Section 3.4, is also considered in this section.
The results shown in Figure  10 correspond to the simulation and the analytical blocking probabilities for a 2x2 optical switch. There is a close match between the result from the analytical model and the simulation model. The difference shown between two results is partly due to the approximation used in developing the model and to the fact that, in the simulation model, the injection rate into the switch is the departure rate from the M/M/1/∞ queues, as explained above. The accuracy achieved is similar to those of models evaluating other architectures based on delay lines [9, 10] . 
Probability of Blocking
Analytical result at load = 30% Simulation result at load = 30% Analytical result at load = 50% Simulation result at load = 50% Analytical result at load = 80% Simulation result at load = 80% Figure 15 . The blocking probability for different values of µ at a 30%, 50%, and 80% load Figures 11, 12 , 13, and 14 show the blocking probabilities of simulation and analytical models for 4x4, 8x8, 16x16, and 32x32 optical switches respectively.
As explained in Section 3.4, the FDL propagation delay has to be selected relative to the mean transmission time of packets. As a result, despite the mean transmission time of the packet, the simulation and analytical models show that, for a given load, optical switch performs similarly in terms of the blocking probability as long as the length of the FDL satisfies Equation 33. For example, Figure 15 shows a constant blocking probability of a 4x4 optical switch at 80% load for different values of µ. We conducted further 
FDL Propagation Delay in bit time
Probability of Blocking
Analytical result at load = 30% Simulation result at load = 30% Analytical result at load = 50% Simulation result at load = 50% Analytical result at load = 80% Simulationl result at load = 80% Figure 16 . The blocking probability for different values of D at a 30%, 50%, and 80% load analysis and simulation of a 4x4 optical switch for different values of FDL propagation delays considering a mean packet transmission time of 100 × 10 3 bit times. The minimum length of FDL was three times this packet mean transmission time in order avoid contention at the buffer output ports as explained in Section 3.4. As shown in Figure 16 , the results confirm a close match between the results from analytical model and those from the simulation model.
Conclusion
In this paper, we derive an analytical model to evaluate the performance of optical switches augmented with output fiber delay lines. The model has been verified using simulations. We present results for different switching nodal degrees, different FDL propagation delays, and different mean packet transmission times. The models can be utilized to evaluate the effects of the different parameters on the performance of the optical switch. The future work include the derivation of models based on different output forwarding algorithms in order to achieve an optimal routing algorithm for optical switching.
