In this paper, we present a new paradigm to zero-shot learning (ZSL) that is trained by utilizing additional information (such as attribute-class mapping) for specific set of unseen classes. We conjecture that such additional information about unseen classes is more readily available than unsupervised image sets. Further, on close examination of the underlying attribute predictors of popular ZSL algorithms, we find that they often leverage attribute correlations to make predictions. While, attribute correlations that remain intact in the unseen classes (test) benefits the prediction of difficult attributes, change in correlations can have an adverse effect on ZSL performance. For example, detecting an attribute 'brown' may be the same as detecting 'fur' over an animals image dataset captured in the tropics. However, such a model might fail on unseen images of Arctic animals. To address this effect, termed target-shift in ZSL, we utilize our proposed framework to design grouped adversarial learning. We introduce grouping of attributes to enable the model to continue to benefit from useful correlations, while restricting cross-group correlations that may be harmful for generalization. Our analysis shows that it is possible to not only constrain the model from leveraging unwanted correlations, but also adjust them to specific test setting using only the additional information (the already available attribute-class mapping). We show empirical results for zero-shot predictions on standard benchmark datasets, namely, aPY, AwA2, SUN and CUB datasets. We further introduce to the research community, a new experimental train-test split that maximizes target-shift to further study its effects.
Introduction
Zero-shot learning (ZSL) algorithms are designed to train classifiers on seen classes for predicting any set of unseen classes. The models generalize by utilizing additional information such as attributes that persist between seen and unseen classes. Recent variants of the zero-shot paradigm, termed transductive ZSL, utilize the unlabelled test set as unsupervised additional information that can enhance generalization. However, obtaining a significant number of images from unseen classes of interest may not always be feasible. On the other hand, obtaining additional information about the label space is more readily available, such as class descriptions from knowledge banks (such as Wikipedia). For instance, it would be frugal to simply construct an attribute-to-class mapping by utilizing such sources of information. For example, for an unseen class Wolf, it would be possible to find attributes describing it, such as {f ourlegged, carnivorous, f urry} from common sources. This paper presents a new paradigm of zero-shot learning (ZSL) algorithms by designing test-class specific classifier using additional information from the label space. Similar to the popular transductive variant of ZSL, the proposed framework utilizes information about the unseen class labels (rather than image or features) to create a tailored classifier. Specifically, our experiments rely on attribute-class mappings to create a unseen class specific classifier that is robust Figure 1 : Traditional zero-shot learning algorithms utilize a set of seen classes (and associated information such as attributes-class mapping) to prepare a classifier for any set of unseen classes. This paper presents a variant of zero-shot learning that utilizes additional information from specific unseen classes (such as the already available attributes-class mapping) to create a tailored classifier. We show that such a paradigm of zero shot learning can be useful for correcting target shift in attributes.
to target shift in the attributes space. Given a scene understanding problem with images X and class label Y with attributes φ = {φ 1 , . . . φ n }, we use the term target shift, to describe a scenario where the probability distribution P (φ) changes from train and test settings.
Specifically, the contributions of this work are as follows:
• We present a new zero-shot learning paradigm where the classifier can be tailored to a specific set of unseen classes by only utilizing additional information such as attribute-class mapping. Specifically, we show that the proposed framework is effective in curtaining target-shift between attributes of seen and unseen classes.
• We first present a principled analysis of the effects of target shift on a controlled synthetic dataset. With adversarial learning, we show that it is not only possible to prepare a learning model for test sets of unseen classes with de-correlated labels, but also ones with different (opposite) correlations. The observations on such a controlled setting strongly motivates the proposed framework that uses adversarial learning.
• Building on the analysis, we propose grouped adversarial learning (gAL) paradigm for target shift, that is able to distinguish between useful attribute correlations and correcting for harmful (shifting) correlations between attributes. We show that the performance of a simple and popular baseline ZSL algorithm, (ESZSL) [31] , can be improved with the proposed gAL. Further, our novel task grouping technique and an adversarial task weighting scheme allows gAL to be universally applicable to any attribute-prediction based ZSL architecture that is end-to-end trainable.
• We demonstrate the performance of gAL on four standard zero-shot learning benchmarks, namely, Animalswith-Attributes-2 (AwA2) [39] , Attribute Pascal and Yahoo (aPY) [11] , Scene UNderstanding (SUN) [40] , and Caltech UCSD Birds (CUB) [37] datasets. The proposed gAL is able to improve performance of the popular ESZSL algorithm by correcting for the target-shift utilizing only the attribute-class mapping of the test. Further, we release a new experimental protocol (train-test split) that maximizes target-shift between the seen and unseen classes to further study this problem.
Related Work
Zero shot learning has been extensively studied in literature [39, 31, 23, 33, 5, 28, 36, 3, 32] , with several variants such as transductive ZSL and generalized ZSL. Xian et al. [39] performed an extensive benchmarking of several SOTA algorithms under a common benchmark protocol, representation vectors and hyper-parameter tuning. They also showed that the performance of linear compatibility models are comparable with more complex hybrid models with joint representations.
Addressing negative effects of label correlations has been looked at in the areas of domain adaptation under target shift [45, 27] , debiasing [44, 41, 43] , privacy preservation literature [16, 19, 9] , and multi-task learning [47, 30, 21] . In target shift setting, the marginal distribution of label P Y are different for train and test set while having P X|Y same. Change in label distributions often results in correlation among labels in train and test being different, resulting in models capturing unwanted label correlation from training set. In de-biasing and privacy preservation settings protected variables (de-bias) or sensitive/private variables(privacy) are correlated with the label Y in the data and trained models reflects those biases or reveal the private information.
The work on target shift [45, 26, 27] uses importance re-weighting on training instance to match the probability of train set with that of test set. This process will perform poorly when cardinality of label set |Y | is large (curse of dimensionality). This setting also assumes that instances of the labels in test set should strictly be a subset of that of train set which does not occur in the case of zero shot learning setting. In zero shot learning, different label (attribute) combinations define a class, and train and test sets have different groups of classes.
The architectures of the adversarial learning frameworks for the tasks of debaising and privacy preservation are also relevant to our work. They learn representations that are invariant to protected or private information. In the case of fair classification [43, 44] information such as gender and zip code are protected labels, and these approaches propose to learn a model which uses representations invariant to these particular labels. Adversarial learning is also used in domain adaptation [14] to make learned representations invariant to source and target domain. However, in such a setup, the invariant label is already known and usually deals with just one adversarial label. These methods do not deal with multiple adversaries at a time, as is the case when multiple attributes are involved in ZSL.
In multitask learning (MTL) several regularization based methods are proposed to mitigate negative effects of label correlation [47, 21, 30] which attempt to decorrelate label predictors using special regularizers which enforces predictors of different labels to use non-overlapping set of features. The overall intent of these techniques is to decorrelate a multi label classification model. However, such regularizers are not applicable for learning based features with end-toend trainable neural networks. Variants of the zero-shot learning algorithms such as transductive ZSL focus on the inefficiencies in the representation space. In this work, we show that its possible to tailor ZSL algorithms to specific unseen classes using only additional information from the label space. Further, such an approach is helpful to curtail the target-shift in the underlying (implicit) attribute predictor of the simple and popular ESZSL algorithm.
Proposed Framework
In this section, we discuss our novel grouped adversarial learning technique to correct target shift in zero shot learning models.
Main Idea
In vanilla ZSL setting, no information about unseen (test) classes is given in the training phase and one hopes that the trained model extends to any set of classes given their attribute-to-class mappings In this paper we propose to use the attribute-to-class mapping of the unseen classes in the training phase to build a tailored ZSL model.
Many of the zero shot learning (ZSL) algorithms learns to map input instance to a predefined set of attributes which describes seen and unseen classes. We use φ = {φ 1 , . . . , φ n } to denote attribute vector. In the training phase, models learn multilabel attribute predictors hoping that it will generalize well to unseen combinations of attributes. Looking past the task of predicting classes and only considering instances and attributes we can view ZSL as a special case of transfer learning problem. Here attribute distributions differ from seen to unseen classes and we propose to view this as a domain adaptation under target shift [27, 42, 26] , where attribute marginals for training set P tr φ and that for test set P te φ are different but conditionals P X|φ remains the same. Correcting for target shift one needs to have P te φ with training data. We propose to use attribute-to-class mapping function to estimate P te φ by assuming that unseen classes are equally likely in the test set. One could also estimate P te φ from unlabelled test data using BBSE [27] . To the best of our knowledge, there are no prior work in correcting target shift for multilabel classification problem. Existing techniques like importance reweighting for multiclass classification [10, 45] weighs each instance with P te φ /P tr φ in the loss function. Such a reweighting could be seen as a way of matching attribute distributions of train and test set. This technique cannot be extended to a multilabel setting as the number of unique combinations of φ could be exponentially high, resulting in very noisy estimates of P φ (curse of dimensionality). The case of zero shot learning is harder as φ combinations in train set do not appear in the test set, essentially resulting in the weights to be zero (P te φ = 0 for all P tr φ > 0). As it is impossible in zero shot learning setup to match the whole attribute distributions of seen(train) and unseen(test) classes, we propose to match all pairwise distributions p(φ i , φ j )∀ i, j ∈ {1, . . . , n}. One straightforward way to achieve this would be to train prediction models for all pairs of attributes, but it is not straightforward to combine all pairwise Note that best models for y p and y a give equal positive weights to first and last five features respectively predictors to a single attribute set prediction. To this end, we propose to use adversarial learning to correct target shift. Pairwise distributions p(φ i , φ j ) can be factorized into three terms: marginals p(φ i ) and p(φ j ), and correlation coefficient between φ i and φ j . Similarly, target shift for pair of attributes can be captured as shifts in two marginal distributions and a further shift in correlation among attributes. We propose to use importance reweighting to correct changes in the marginal distributions and adversarial learning to correct the correlation shift.
We utilize a similar formulation of adversarial learning as the ones popularly used in unsupervised domain adaptation [14] and debiasing prediction models [19, 16, 44] . For a prediction model for φ i we use φ j as an adversarial task and vice versa (when decorrelating φ j against φ j ). We show in the synthetic experiments that with appropriate weighting for adversarial task, one can correct correlation shift for the pair of labels. The following are the benefit of using adversarial learning to correct correlation shift:
• Adversarial learning can be applied on ZSL methods even when they do not explicitly predict attributes. We show later in the paper how adversarial learning could be applied on compatibility learning type of ZSL methods, specifically ESZSL [31] .
• Predictor for one attribute can have several adversarial branches connected to it simultaneously minimize all pairwise correlation shift against this particular attribute, with the right weighting scheme.
Next, we present a controlled setting for using adversarial learning to correct target shift in two label scenario with synthetic data with fixed correlation differences. We then further extend this approach to larger number of attributes using grouped adversarial learning (gAL).
Adversarial Learning for Target Shift
We analyze the performance of adversarial learning to correct target shift using synthetic data as it allows us to create training and test sets with varying correlations which is not otherwise possible with real data. This analysis makes two counter-intuitive observations and motivates the proposed formulation which is presented later in Sec.3.3.
Data Generation: Our synthetic dataset consists of 10-dimensional real vector instances x ∈ R 10 , with two binary labels y p and y a (primary and auxiliary, respectively). As show in Fig.2 (a) we generate the data from a probabilistic generative system with different label distributions P (Y p , Y a ) for training and test sets while keeping conditional P (X|Y p , Y a ) the same throughout. This way synthetic data generated has target shift. To generates a data point:
1. First, we sample (y p , y a ) from label distribution.
2. The first 5 features for instance x are then sampled according to the primary label y p from a mixture of two 5 dimensional multivariate Gaussian distributions with identity covariance matrix. If the y p = 1 then 5 features are sampled from first Gaussian, otherwise from the second Gaussian.
3. Similarly, the second set of 5 features are sampled the same way from another set of mixture of two 5 dimensional multivariate Gaussian distributions, this time sampled according to the auxiliary label y a .
Setup: For both y p and y a , we choose corresponding means of the Gaussian distributions in such a way that the best linear classifier has positive and equal weights for all the 5 features. This ensures that all 5 features are equally important.
We ensure that there are no class-imbalance issues with either of the two labels by keeping P (Y p = 1) = P (Y a = 1) = 0.5. We also keep the distance between Gaussian distributions corresponding to primary label and auxiliary label fixed to 1.5 which corresponds to Bayes accuracy of 77.3%.
For these synthetic experiments we are interested in analyzing the predictive performance of the primary label y p trained at a given label correlation and evaluated against multiple test sets with varying label correlations. We fix label correlation in train set to 0.6 and create test sets with correlations from −1 to 1.
For this experiment, we trained a model on training set with P (Y p |Y a ) = 0.8 and tested out it's performance on test set which only differs from training set in P (Y p |Y a ). For training set we sample 1000 instances and for test set we sample a very high number of 50,000 instances to avoid sampling bias in evaluations.
We compare following algorithms in this analysis:
1. Baseline: A linear logistic regression classifier trained only on the primary label y p .
2.
Sharing: A 2 label MLP with one hidden layer (2 neurons) that predicts y p , y a with no activations. Common hidden layer encourages sharing.
3. Adv-λ: An adversarial learning model with one hidden layer of two neurons (as encoder), a label predictor for primary label y p and discriminator to predict auxiliary label y a with adversarial weight λ.
Observations and Insights: Fig.2(b) illustrates the test accuracy on primary label prediction against label correlation in test set. Fig.2 (c) visualizes model weights on 10-dimensional feature vector. All models are essentially linear functions. We make the following observations from this exercise:
• Given a model that is trained on a dataset with a certain label correlation ρ tr p,a , applying adversarial learning with the right choice of λ not only improves its performance in test data with uncorrelated labels ρ te p,a = 0, but also on test datasets with opposite correlations 2 .
• As shown in Fig. 2(b) , performance of baseline model is monotonically affected by the change in correlation between Y p and Y a . Further, we observe that the performance is less affected when the correlation increases with the same polarity. A similar observation was made by [18] in bias setting and is termed bias amplification. On the other hand, adversarial models (adv-1.0) is more invariant to various label correlations in the test set that is consequence of target shift.
• In the target shift context, as shown in Fig. 2(b) , sharing is useful when the expected label correlation during test remains close to train or increases. However, the performance drastically reduces if the target shift in test set has lower or opposite label correlation.
• The choice of adversarial weight (hyper-parameter λ) is critical to the performance of the model for a given test correlation. For instance, in this setup, λ=1.0 is the best choice when test set is uncorrelated i.e., ρ te p,a = 0.0, whereas a larger λ is more suitable for test correlations near −0.5. The choice of λ even causes the models to achieve higher accuracy in a target shifted test set than the training set.
• Fig. 2(c) illustrates the associated weights of the model to the input feature vector. As expected, the weights of the features indicative of primary label y p (first five features) is higher than that of the auxiliary label y a (last five features). By design, for data generated with zero label correlation, the best model will assign zero weights to features corresponding to auxiliary labels. However, we notice that the baseline model exploits the positive label correlation and assigns positive weights on features corresponding to the auxiliary label y a to make predictions.
• As the λ for adversarial models increases, we observe that the model weights for the features corresponding to the auxiliary label are reduced. Furthermore, for larger value of λ, the model assigns negative weights on features corresponding to y a . Negative weights on last five features imply that the model has captured opposite correlation between labels even though such a correlation is not observed in training.
Grouped Adversarial Learning (gAL)
We now describe our novel grouped adversarial learning to correct the effects of target shift in attribute prediction of zero-shot learning algorithms where the typically, a large number of attributes (e.g., parts of animals or birds) are predicted for unknown classes.
Adversarial Weighting
In case of large number of attributes, multiple adversarial branches need to be used. For any given attribute, there might be several attributes for which pairwise correlation considerably shifts between train and test set. In such a scenario, we apply as many adversarial branches to that attribute encoder to account for the change in correlation. Choice of adversarial weights becomes crucial and hyper parameter tuning to find the best adversarial weights for every pair of labels becomes intractable. We propose to use statistics of the data and insights from previous section to design an adversarial weighting scheme.
(a) (b) Figure 3 : Proposed model architecture for (a) Attribute prediction task and (b) Zero shot class prediction with grouped adversarial learning. Each attribute group latent representation is adversarially trained with all remaining groups. The attribute predictions are multiplied with the attribute-class mapping prior matrix. This illustration is for three attribute groups, however, the model architecture in the experiments is extended according to the dateset.
As observed in the previous section, adversarial learning performs poorly when the correlation between a pair of labels is amplified in the test set when compared with that in training set. We also observe that when correlation in test set moves in the opposite direction of that in training set, adversarial learning helps. We also observe that larger the change in correlation, higher values of adversarial weights is desired. Keeping these in mind we propose adversarial weighting scheme called ∆ corr . For attributes a and b, with train and test correlation coefficients ρ tr a,b and ρ te a,b , ∆ corr is defined as:
For positive ∆ corr value, the corresponding pair of attributes are allowed to be adversarial to each other with adversarial weights being ∆ corr . Simultaneously, attribute pairs whose ∆ corr values are zero either have same correlation among them in training and test set or have higher correlation in test set than in the train set with same sign (positive or negative). From multi-task learning (MTL) literature [4] and analysis mentioned in the previous section, we observe that allowing such pairs of attributes to share helps the performance. We allow hidden layers of the models corresponding to such attributes to achieve this, as is common with deep learning models.
Attribute Grouping
For the proposed ZSL with adversarial learning in the case of large number of attributes, we propose to utilize a grouping strategy of similar attributes. As in previous work, the group membership could be based on semantic similarity of attributes (color, shape, habitat) [21, 20, 35, 22] . However, in the context of target shift, we hypothesize that grouping tasks based on correlation shift may be more beneficial. Specifically, the proposed measure of correlation shift ∆ corr among attribute pairs in the same group should be low and that of across groups should be high. We form groups by clustering attributes using ∆ corr as the distance measure by using spectral co-clustering [8] .
Model Architecture
As illustrated in Fig.3 (a) , for a given group membership of attributes and the weighting scheme, we propose a one-vs-all architecture for label prediction, with every group jointly predicting the member attributes constrained by all other groups as branches. We reiterate that the proposed grouped adversarial learning (gAL) is designed to preserve model performance on test sets with target shift. The model prediction also continues to benefit from sharing within group members and is adversarialy constrained from leveraging unintended correlations with suitable weighting scheme. The model first encodes an image through a trainable ConvNet backbone, such as ResNet-101. The feature encoding h produced is connected to L latent representations through fully connected layers (with ReLU), each corresponding to a group. The latent representation of the group is responsible to predict all the attributes thus enabling sharing. Further, for each latent representation, we connect (L − 1) adversarial arms with the same number of fully connected layers (with ReLU) as the primary arm. Note that each latent representation is updated from the prediction arm and adversarially updated from the remaining (L − 1) arms. We evaluate the model performance solely based on the primary task for each latent group representation.
ESZSL: As illustrated in Fig. 3(b) , the ES-Zero shot learning (ESZSL) [31] algorithm utilizes a multi-layer perceptron to directly predict the class label via a fixed attribute-to-class transformation matrix. The approach makes attribute prediction implicit to the model, thereby scaling each predictions by importance to the unknown classes. While, several other formulations of ZSL exists, we use ESZSL for its surprisingly good performance on ZSL benchmarks [39] . Further, for the proposed approach, we replace the original closed-form convex solution with stochastic gradient descent for optimization to enable end-to-end training with any backbone architecture.
Loss function: Apart from change in label correlation, target shift could cause change in individual label priors (class imbalance). While we discuss that adversarial learning with right set of adversaries and associated weighting scheme handles change in label correlation due to target shift, it does not explicitly handle change in label priors. Hence, we use balanced loss functions (such as balanced cross entropy) in our models.
Optimization: Adversarial learning models can be optimized using two approaches. One is to use an alternating optimization approach similar to GAN [15] . We use the other approach which is a special gradient flipping layer before the adversarial arms called gradient reversal layer [13] . This layer allows all layers to be trained simultaneously. The group latent representations gets negated gradients from adversarial arms which push latent representations to diminish the performance of adversarial arms. The extent of the influence of the negative gradients is controlled by a single weight parameter, the adversarial weight. 
Experimental Analysis
We utilize the Animals-with-Attributes-2 (AWA2) [39] , Attribute Pascal and Yahoo (aPY) [11] , Scene UNderstanding (SUN) [40] , and Caltech UCSD Birds (CUB) [37] datasets to demonstrate the advantages of the proposed grouped Adversarial Learning (gAL) derived from our ZSL framework. For all the datasets, we follow the experimental protocol consistent with previous literature [39] (protocol details in Table 1 ). The focus of the experimental study is to evaluate the ability of gAL to counter the effects of target shift on the popular ESZSL [31] algorithm. We show that gAL substantially improves the performance of ESZSL and produces comparable results to other SOTA algorithms trained on the same feature representations (see Table 2 ). 
Datasets and Protocol
The details of the experimental protocols for all four datasets are described in Table 1 . Briefly, AWA2 consists of images of animals in natural settings, with 50 animal classes and 85 annotated attributes which describes each class. The aPY dataset is a smaller dataset with 32 classes and 64 attributes. On the other hand, the CUB dataset consists of 200 classes with 312 attributes and the SUN dataset comprises of 102 attributes and 717 classes. In all cases, we utilize the "attribute to class prior" matrices provided for with the dataset.
Protocol: The experimental protocol for all four datasets is described in [39] . The protocol is designed such that the validation set is also zero-shot in nature. We utilize the feature representation (of length 2048) obtained from ResNet-101 [17] model that is pre-trained on ImageNet [7] provided by the authors of [39] .
Correlation-shift analysis and new splits: Table 1 also shows the mean difference in correlation, measured by ∆ corr (Eq. 1) and ∆ corr measured for the top 50% of attribute pairs. We highlight the significantly high change in correlation for the AWA2 and aPY datasets. In addition to the standard protocol used in literature, we generate a new experimental split of train, validation and test such that the difference in correlation (measured by ∆ corr ) is maximized. Using a greedy selection approach, we are able to obtain new splits, particularly of AWA2 and aPY with significantly higher ∆ corr while maintaining the same class count in each split. We present the performance of the baselines and proposed approach on this new split in Table 3 , which highlights the problems of target shift, and the ability of gAL to correct for them.
Analysis
Next, we discuss the experiments of the proposed approach gAL, reported in table 2 and 3:
• The performance of the simple and popular ESZSL with the gAL framework, improves its performance compared to the original baseline from [39] , as shown in note the comparable performance of a linear compatibility approach ESZSL-gAL with the state-of-art non-linear compatibility approach such as PSR. • The performance of ESZSL (closed form solution) and the proposed ESZSL with gAL on the newly introduced correlation-shift splits is shown in Table 3 . On the new splits, the performance improvement on AwA2-CS is by 6.6%, and aPY-CS by 3.1%. Further, as shown in Table 1 , the difference is correlation is significant for AwA2-CS and aPY-CS at 0.483 and 0.246 respectively for top 50% attribute pairs. • The proposed data-driven attribute grouping scheme is based on correlation statistics of the dataset (∆ corr ), which measures the directional correlation of the attributes. We use the popular spectral co-clustering method and empirically identify goodness of fit for each dataset AwA:8, aPY:3, SUN:8, CUB:5). The AwA and CUB datasets have made available semantic grouping (AWA:10, CUB:28) of attributes that have been extensively utilized in previous literature [21] . However, we observe that the proposed co-clustering method obtained clusters with better performance and also continue to have semantic relevance, for instance, the cluster {lean, swims, fish, arctic, coastal, ocean, water} clearly represents the aquatic animal classes of the AwA dataset.
• We attach a trainable layers (500) with ReLU to the base model. Next, we add latent representation per group (100) which is fully connected to the group specific attribute prediction (with sigmoid activation). All models are trained with learning rate of lr = 0.01. The model hyper-parameters (number and size of intermediate layers, batch-size, K, lr) have all been picked from a large parameter sweep for best validation error.
• In all the proposed models, we normalize the adversarial weights proportionally to ∆ corr and the corresponding primary task such that they are equally weighted. As mentioned before, the choice of λ is also essential to maintain performance on the primary task. Due to the large number of adversarial tasks for any given latent vector, training without the proposed adversarial weighting scheme leads to poor prediction performance. Fig. 4 shows the importance of adversarial weight on the performance of the models. Note that the datasets with higher mean ∆ corr require larger adversarial weights to achieve better test accuracy, as shown earlier in the synthetic data analysis. • As mentioned above, the weighting scheme utilized in adversarial training is critical for performance in target shifted test sets. Further, we observe that models with adversarial arms without suitable weighting quickly reduce to degenerate performances. • The proposed gAL approach constructs the attribute clusters (and correspondingly the model architecture) along with the adversarial weighting from the statistics of the test set. However, the best model is selected with early stopping on validation accuracy. The difference in performance from validation and test highlight the difficulty of early stopping and model selection in adversarial learning (see Fig. 4 ). Other unsupervised model selection approaches may be explored here.
Conclusion and Future Work
In this work, we show that adversarial learning coupled with a grouping and adversarial weight strategies can be an effective way to curtail target-shift in zero shot learning settings. We propose a new paradigm for zero shot learning that leverages additional information on the unseen class label distribution, such as attribute-class mapping to design and weight the proposed grouped adversarial learning. Specifically, we substantially improve the performance of the simple and popular ESZSL algorithm by correcting for target-shift on four standard benchmark datasets. Our results indicate a potential improvement can be achieved in any supervised zero-shot learning with attribute predictions that is seeking robustness to target shift, provided some indication of expected attribute correlation in test is available (such as domain expertise or explainability models). As discussed in previous literature, optimization of adversarial learning is challenging and require large hyperparameter sweeps. A functional and flexible PyTorch implementation was built for the experimental evaluation of this work along with all hyperparameter tuning heuristics, which has been open-sourced to the community.
