ABSTRACT An efficient method for extracting volumetric data from simulations is developed. The method is illustrated using a recent atomic-level molecular dynamics simulation of L,, phase 1,2-dipalmitoyl-sn-glycero-3-phosphocholine bilayer. Results from this simulation are obtained for the volumes of water (Vw), lipid (V,), chain methylenes (V2), chain terminal methyls (V3), and lipid headgroups (VH), including separate volumes for carboxyl (Vcoo), glyceryl (Vg,) (Dufourc et al., 1992) . Both limitations may introduce artifacts, to which one may add uncertainties in the potential functions, although these are considerably reduced by comparing simulation results on simpler systems to experiment. It is nevertheless valuable to test simulation results on lipid bilayers with data on lipid bilayers wherever possible. A traditional test has used the deuterium order parameters obtained from NMR, and a more recent test compares electron density profiles with those obtained from x-ray scattering. However, it should be stressed that the flow of information between simulation and experiment should not be in only one direction. The simulations give much information that is not obtainable from experiment. This information can then be used to test assumptions common in the interpretation of experimental data; examples include the derivation of the area/molecule A, both from NMR (Nagle, 1993) and from x-ray scattering (Nagle et al., 1996).
INTRODUCTION
Computer simulations, such as molecular dynamics or Monte Carlo, can, in principle, provide a complete description of lipid bilayer structure. Because of finite computing resources, simulations are limited spatially and temporally. A typical simulation box contains only a 20-nm2 patch of a single bilayer, many orders of magnitude smaller than the macroscopic dispersions studied by experiment. The longest simulations are on the order of nanoseconds, much shorter than the longest observed relaxation times (Dufourc et al., 1992) . Both limitations may introduce artifacts, to which one may add uncertainties in the potential functions, although these are considerably reduced by comparing simulation results on simpler systems to experiment. It is nevertheless valuable to test simulation results on lipid bilayers with data on lipid bilayers wherever possible. A traditional test has used the deuterium order parameters obtained from NMR, and a more recent test compares electron density profiles with those obtained from x-ray scattering. However, it should be stressed that the flow of information between simulation and experiment should not be in only one direction. The simulations give much information that is not obtainable from experiment. This information can then be used to test assumptions common in the interpretation of experimental data; examples include the derivation of the area/molecule A, both from NMR (Nagle, 1993) and from x-ray scattering (Nagle et al., 1996) .
The focus of this paper is on volumetric information, which is critical in discussing the energetics of lipid bilayers (Nagle, 1980) . As with NMR and x-ray scattering, volumetric information provides tests of simulations against direct experimental results, notably the volume per lipid molecule (VL) Nagle and Wilkinson, 1978) , as well as the volume (Vw) of the water molecules in the bulk water region. It also allows comparison with experimental results that require interpretation , particularly the volume per methylene (V2), the volume per methyl (V3), and the volume of the headgroup (VH). Furthermore, the simulations provide volumetric information about smaller molecular components, such as the choline, the phosphoryl group, the carboxyl groups, and the glyceryl group, that are even more difficult to obtain experimentally (Wiener and White, 1992) .
The particular contribution of this paper is to provide a simple and efficient way to obtain volume information from simulations. This requires some explanation, because it might seem that volumetric information would flow automatically from a complete set of atomic coordinates. The straightforward procedure would be to define dividing surfaces between neighboring molecules. Building spheres around the geometric centers is unsatisfactory, because the construction will not fill the whole space. Something similar to Wigner-Seitz cells would be well defined and fill up all space, but either approach would be computationally demanding. In contrast, the method we propose requires only positional histograms for the various component groups; these histograms, which are accumulated during the course of a simulation, are part of the primary output and are used for a variety of other purposes, such as providing electron density profiles.
There is also a fundamental issue regarding the definition of the dividing surfaces. To illustrate the delicacy of defining such dividing surfaces, consider the very simple picture of a water molecule as a sphere, so that there is only one parameter, its molecular radius aw. It is unlikely that there are any criteria that would determine aw more accurately than at the 1% level. However, a 1% uncertainty in aw (e.g., from 1.928 A to 1.949 A) means that one cannot discriminate between values of 30 A3 and 31 3 in Vw, which is an unacceptably large uncertainty in Vw. (One would require pressure differences of over 600 atmospheres to bring about this change in the average volume of pure water.) Even so, one could argue that the average (Vw) over the whole system is not affected, because shifting the dividing surface adds to one molecule what it takes from a neighbor. Therefore, the dividing surface is not crucial for a one-component system, but for a multicomponent system with intimate mixing of the components, arbitrary dividing surfaces lead to arbitrary and significantly different values for the different components. There is an obvious alternative procedure for a one-component solution, namely, dividing the total volume of the system by the number of molecules to obtain the molecular volume. It is this simple concept that we will develop in this paper to extract the volumes of the substituent groups, e.g., the headgroup or the methylene groups, of inhomogeneous systems such as lipid bilayers.
DEVELOPMENT OF THE METHOD
Definition of number density n(z) A coordinate system is chosen such that the bilayer lies in the xy plane and z is the direction of the bilayer normal. The simulation box is divided into slices of thickness Az, perpendicular to z, as shown in Fig. 1 . In the simulation used in this paper, Az was chosen to be 0.134 A. The number of occurrences N(z) of a particular molecular group in each slice is counted to obtain N(z) in the form of a histogram. For good statistical averaging, such counts are made frequently during the time course of the simulation, and N(z) is the accumulated number of counts (although checks should be made to avoid gross movements in the center of mass of the entire bilayer). The number density n(z) is then defined as n(z) = N(z) where Vs is the slice volume. An example of the terminal methyl groups on the hydrocarbon chains is shown in Fig. 1 .
Within the framework of this general definition, there are still options regarding details of the counting procedure, namely, how does one decide whether a particular molecular group is in a particular slice? There are several possibilities: 1. Count the whole group if its center of mass is in the slice. 2. Count the whole group if the geometric center of its van der Waals volume is in the slice. 3. Count the whole group if its heaviest atom is in the slice. 4. Count only that fraction of the group that is in the slice.
There are two possibilities within this option. The fractional part can be determined either on a mass basis (4a) or on the basis of the number of electrons (4b).
The differences between these distributions depend on the molecular shape and composition as well as on the binning size Az. Although the examples to be shown in this paper employ method 4b, the following general development applies for all options. The rms deviation from unity of the probablility in Fig. 2 is 2%, but this is not all attributable to the breakdown of the basic assumption of constancy of the component volumes. In particular, the large deviations of PT(Z) from 1 in the headgroup region from 15 to 25 A are due to the "halo" effect of the headgroups. This effect is easiest to explain if the headgroups are counted according to their geometric center (option 2 above, Development of the Method). Relative to the surrounding molecular groups, the headgroups have a large volume from which the other groups are Of course, this procedure can be generalized to other models for the partitioning of the lipid.
Definition of component volume

Simulations
The example developed in this paper uses a recent 1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC) simulation of Feller et al. (manuscript in preparation). However, we emphasize that the above method is independent of any particular simulation. Briefly, these simulations were per- excluded. If the headgroup distribution is very sharp, then there would be a sharp peak in PT(Z) surrounded by a "halo" consisting of a z interval with PT(Z) = 0, because this space is occupied by the headgroups. As the headgroup distribution broadens, the headgroup peak broadens, but a shallower halo remains. This halo effect is reduced further by use of electron counting, which spreads out the headgroup over its volume, but the high concentration of electrons on the phosphorous prevents this from being a uniform counting over the headgroup volume, so a halo effect is still expected, and is observed in Fig. 2 . One possibility for minimizing the halo effect is to add a smearing convolution function for the headgroup number density distribution. For the present data, in which nH(z) has been obtained from electron distribution, that smearing function must account for the inhomogeneity of the headgroup, making the treatment complicated and arbitrary. Our preferred way to minimize the halo effect is to divide the headgroup into smaller components. We will parse the headgroup in the same way as Wiener and White (1992) . Compared to the preceding 4c model, which had a total of four components, the headgroup component will now be divided into four smaller components: the carboxyl groups, with volume Vcoo; the glyceryl group, with volume Vg,; the phosphoryl group, with volume Vp04; and the choline group, with volume Vchol. This seven-component (7c) model should reduce the halo effect because the components are of more nearly equal size. The 7c model also gives additional information regarding the volumes of these molecular substituents of the headgroup.
The result for PT(Z) for the 7c model is shown in Fig. 3 . This result is visibly improved compared to Fig. 2 , and the rms deviation is decreased to 1%. The results for the volumes are presented in the 7c column of 4 ); this is the primary limit on the accuracy of the method. Then, using Eq. 8, we obtain VL = 1219 A3. The second way employs the "water deficit" integral (Iw), which is the integral between the bulk water density level and the actual water density profile (see Fig. 4 (Nagle and Wilkinson, 1978) , and 1.006 (Laggner et al., 1987; Wiener et al., 1988) . Although all four methods applied to the simulation of Feller et al. give smaller values for VL than the experimental values, the differences are still less than 1%. This supports the validity of the simulations. Moreover, the average of the 4c and 7c partitioning results is within experimental error of the average of the more accurate results obtained using Eq. 8 or Eq. 9. The partitioning methods require the assumption that the component volumes are constant as z is varied. These closely similar results for VL offer modest support for that assumption.
The best support for the assumption that the component volumes are constant as a function of z is in the results for PT(Z) shown in Figs. 2 and 3 . Although the results in Fig. 2 for the 4c model show substantial deviations of PT(Z) from 1 in the headgroup region, this can be understood as being due to the halo effect of large groups surrounded by smaller groups. As shown in Fig. 3 , the halo effect disappears in model 7c when the headgroups are divided into substituents that are more comparable in size to the other groups. Although some systematic deviations remain in Fig. 3 , these are at the 1% level, which appears to be the level of accuracy and validity of these methods and of the simulations.
We next turn to the results for the headgroup. Previous values for the volume VH of the entire headgroup given by this laboratory include 344 A3 (Nagle and Wilkinson, 1978) , 348 A3 , 340 A3 , and 319 A3 (Sun et al., 1994) . All of these values used gel phase or subgel phase data. Our most precise determination of gel phase structure (Sun et al., 1994) gives the smallest value of VH. It has been argued (Nagle and Wilkinson, 1978; Wiener et al., 1988) that VH is independent of the thermodynamic phase. The good agreement between the VH obtained in Table 1 for a fluid phase simulation (324-326 A3) and our experimental VH for the gel phase supports this assumption, and it supports our lower value of VH, which is also near the value VH = 325 A3
proposed by Small (1967) .
The results for the 7c method shown in Table 1 give the Table 1 , do not follow unambiguously from experimental data. There have been two notably different ways to obtain these volumes, as discussed in the appendix to the paper by Nagle and Wiener (1988) . Both use data for saturated phosphatidylcholines (as well as alkanes) of varying chain lengths. The difference is whether the experimental data for the different chain lengths are compared at the same temperature or at the same reduced temperature. The first way, preferred by Nagle and Wilkinson (1978) , yields a ratio r = V3/V2 = 2.0. The latter way, preferred by Small (1986) , yields substantially different values, V2 = 29.6 A3, V3 = 35.6 A3 with a ratio r = 1.20. The present partitioning methods, 4c and 7c, for interpreting simulation results are quite independent of both previous ways of finding V2 and V3 from experimental volumetric data. The results presented in Table 1 strongly support the former way of interpreting the experimental data. In particular, the ratio r is 1.92 for the 7c method and 1.87 for the 4c method, reasonably close to the value r = 2.0 for the first interpretation of the experimental data and considerably larger than the value r = 1.2 from the second interpretation. A different simulation (Tu et al., 1995) yields r = 2.0, as shown in figure 8 of Nagle et al. (1996) . This is an example in which simulation results are very helpful in deciding between conflicting interpretations of experimental data. It may also be noted that Wiener and White (1992) found a value of r close to 2.1 from their study of 1,2-dioleoyl-sn-glycero-3-phosphocholine at 67% relative humidity, where there were many more x-ray and neutron reflections for refining a packing model.
Guided by the present simulations (Feller et al., manuscript in preparation), we will take the value of r in this paper to be 1.9. Then, V2 and V3 can be determined by using VL-VH = 28V2 + 2V3 and V3 = rV2 (the ensuing volumes are shown in the Exp column of Table 1 ). This illustrates how the simulations, by supplying r, can be used to interpret the volumetric data. It may also be noted that the value of V2 is larger than the previous value of 27.6 A3 . This change in V2 is due to the more accurate wide-angle gel phase data of Sun et al. (1994) and is independent of the simulations, provided that a reasonable value of r is chosen. This semiempirical result for V2, in molecular volumes for the components of the headgroup.
tum, provides a test of whether the steric, excluded volume effect is properly modeled in the simulation, inasmuch as one could have the correct ratio r, but with V2 and V3 scaled by the same incorrect constant factor. The good agreement of the values for V2 and V3 in either the 4c or the 7c columns in Table 1 with the values in the Exp column suggest that the simulations pass this test.
The concept of free volume is easily incorporated into our formalism, at least in an average fashion. A bare volume for each component is first defined, for example, from crystal studies. The free volume is then just the difference between the component volume and the bare volume. We have tested this procedure for consistency in the hydrocarbon region using the simulation results. The total free volume as a function of z was obtained by determining the fraction of the volume that may be occupied by zero-radius guest atoms without steric hindrance with the host molecules. This free volume was at maximum at about 29% in the center of the bilayer, and at 10 A from the center it decreased to about 22%. We modeled this z dependence of the free volume, with deviations of ± 1%, by assigning bare volumes, ,are = 21.7 A3 and Vbae = 32.9 A3. Notice that even though the component volumes and the bare volumes are not allowed to vary with z, the total free volume may. This is possible because the ratio of bare volumes, defined to be rb'e = V/are/"are, is only 1.5, which is smaller than the ratio r = 1.9 of component volumes. Therefore, the terminal methyl free volume is relatively larger than the methylene free volume. Because the number density of terminal methyls is higher in the center of the bilayer, the total free volume is larger in the center, consistent with the conventional picture of lipid bilayers.
In conclusion, we have proposed a method for extracting volumes of substituent molecular groups in lipid bilayers that is both simple and computationally efficient, requiring only histograms of positions of the component groups that are customary to compute for other purposes. Although this method involves the fundamental assumption that each molecular group has constant component volume throughout the bilayer, there is an internal check on this assumption through the constancy of the total probability PT(Z) as a function of z. Where firm experimental results are available, such as for VL, the results of the method and the simulation appear to be reliable. This encourages use of this method to obtain results from simulations for those component volumes that are less firmly established experimentally.
