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In [7], a classification of quadratic spaces of rank 3 and 4 with trivial 
discriminant over a domain R in which 2 is invertible was given in terms of 
projective modules over central separable R-algebras of rank 4. We extend 
here this classification to quadratic spaces of rank 4 over any commutative 
ring. For this we replace the condition on the discriminant by the condition 
that the Arf invariant of the space is trivial. If f E R and R is a domain, we 
show that both conditions are equivalent. A main step is to verify that a 
quadratic space of even rank has trivial Arf invariant if and only if its 
Clifford algebra has an idempotent which “determines the gradation.” Using 
this idempotent, we associate to any quadratic space (V, 4) of rank 4n a 
central separable R-algebra A with involution and a projective A-module of 
rank one P, which carries a hermitian structure over A. The pairs (A, P) 
classify the quadratic spaces (V, q). If (V, q) has rank 4 over R, then A is 
central separable of rank 4 and the hermitian structure on P induces a 
quadratic structure on P with values in R. This quadratic structure is in fact 
the reduced norm of P as defined in [7]. 
If Pit(R) has no 2-torsion and A is any central separable R-algebra of 
rank 4, then any projective A-module of rank one is a hermitian space over 
A, hence carries a quadratic form. If the central separable algebra A is the 
extension of a quadratic algebra S (like a quaternion algebra), then the 
module P is also a hermitian space of rank two over S. Two such modules 
are isomorphic if and only if the corresponding hermitian spaces over S are 
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isomorphic up to a unit of R. This generalizes results of Parimala [ 12 ] and 
Kopeiko [8]. 
This paper is nearly self-contained. In particular we have recalled many 
results on quadratic forms. We have included proofs of some results which 
we did not find with the corresponding generality in the literature. As usual, 
R denotes a commutative ring with 1 and unadorned tensor products are 
taken over R. For simplicity we shall always assume that projective modules 
have constant rank. We thank M. Ojanguren for many helpful comments on 
a first version of this paper. 
1. QUADRATIC SPACES 
We recall some basic definitions on quadratic spaces over commutative 
rings. Details and proofs can be found in [ 1] or [9]. Let R be a commutative 
ring and V be a finitely generated projective R-module. A quadratic form on 
V is a map q: V+ R such that 
(1) q(Ax) = A’s(x) for all x E V, A E R; 
(2) b,(x, y) = q(x + u) - q(x) - q(y) defines on V a bilinear form. 
The pair (V, q) is called a quadratic space over R if the form b, is 
nonsingular, that is, it induces an isomorphism 
qs: Vr Hom,(V, R). 
We have an obvious notion of an isomorphism between quadratic modules. 
Such an isomorphism will be called an isometry. 
EXAMPLE (1.1). Let V be a finitely generated projective R-module and 
V* = Hom,(V, R). We define on V@ I’* a quadratic form by 
q,(x + x*) = x*(x) for all x E V and x* E I’*. The associated bilinear form 
is nonsingular hence (V@ V*, qv) is a quadratic space and is called the 
hyperbolic space associated with V. It will be denoted by H(V). 
The Clsfsord algebra C = C( V, q) of a quadratic space (V, q) is the 
quotient of the tensor algebra TV of the R-module V by the two sided ideal 
generated by all elements of the form x @ x - q(x), x E V. The canonical 
map V-+ T’V induces an injective homomorphism of R-modules i: V-+ C. 
By definition of C, we have i(x)’ = q(x) for all x E V and the pair (C, i) is 
universal with respect to this property: for any R-algebra E and any R- 
module homomorphism p: V-r E such that p(x)’ = q(x), x E V, in E, there is 
a unique R-algebra homomorphism p’: C(V, q) -+ E such that p’ 0 i = p. In 
particular any isometry t: (V, q) -+ (V’, q’) induces an isomorphism 
t’: C(V, Q) 7 C( V’, q’). The algebra C(V, q) has a Z/27!-gradation 
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C= CO@ C, induced by the obvious Z/2Z-gradation of TV and the 
isomorphism r’ is graded. We have the following structure theorem for 
Clifford algebras of quadratic spaces [9]: 
THEOREM (1.2). Let C = C, @ C, be the Cliffard algebra of the 
quadratic space (V, q). Then: 
(1) If rank, V is even, then C is a central separable R-algebra. The 
center Z(C,) of C, is a separable R-algebra and is projective of rank two as 
an R-module. Furthermore C, is central separable over Z(C,). 
(2) If rank, V is odd, then C, is a central separable R-algebra. The 
center Z(C) of C is a separable R-algebra and is projective of rank two as an 
R-module. Furthermore C is central separable over Z(C). 
We recall the definition of a separable algebra. For any R-algebra A, let 
A0 be the opposite algebra. Clearly any R-algebra A is a left A 0 A’-module 
and A is called separable if A is A @ A’-projective. For any R-algebra A, the 
center Z(A) of A is defined as Z(A) = (x E A/ax = xa, V a E A}. The unit 
map R + A has image in Z(A) and A is called central if Z(A) = R. An 
algebra which is central and separable is called central separable or an 
Azumaya algebra. We refer, for example, to [6] for a study of these algebras. 
We shall see more examples later. 
EXAMPLE (1.3). Let II(V) be a hyperbolic space. Then 
C(H( I’)) N End&t V) as graded algebras, where A V is the exterior algebra 
of V. We take on AV the gradation given by the degree modulo two and 
on End,(A v) the induced “chess-board” gradation. That is we have 
Co 1: End,((A V)“) X End,((A I’)‘) and 
C, E Hom,((A V)‘, (A V)‘) x Hom,((A V)‘, (A V)“). 
In particular we see that Z(C,) = R x R. 
2. QUADRATIC ALGEBRAS 
We shall call an R-algebra S quadratic if S is a separable R-algebra and 
is a projective R-module of rank two. We recall the following properties of 
quadratic algebras (see [I] or [9]): R is a direct summand of S as R-module, 
S is commutative, S possesses a unique nontrivial automorphism u= us with 
u2 = Id and Fix(a) = R. We shall call o the canonical involution of S. We 
use o to define the norm N, and the trace Ts of S: 
N,(x) = x+), T,(x) = x + u(x), for all x E S. 
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Let X(S) = ker T,, then S = Re @ X(S) as R-module, where e E S is such 
that T,(e) = 1. In particular X(S) is a projective R-module of rank one. The 
norm Ns is a quadratic form on S and the associated bilinear form is 
nonsingular. Hence the pair (S, Ns) is a quadratic space, called the norm 
form of S. 
EXAMPLE (2.1). (See [l] or [9].) If S is a free R-module, then 
S N R [t]/(t’ - at - b), where the polynomial t* - at - b is separable, which 
means that its discriminant a2 + 4b is a unit of R. If z denotes the class of t 
in S, then T,(z) = a and N,(z) = -b, hence o(z) = a - z. The bilinear form 
associated to the norm of S is given by the matrix 
with respect o the basis { 1, z} of S. Furthermore X(S) = R(l - 22). If R is a 
local ring, then by a change of variable, we can obtain that a = 1; hence 
S = R[t]/(t* - t-b and 1 + 46 is a unit. 
EXAMPLE (2.2). (See [I] or [9].) If 2 = 0 in R, then 
ker T, = Fix(o,) = R. Hence any quadratic R-algebra is a free R-module. By 
Example (2. l), S = R [t]/(t2 - at - b) and a is a unit. Hence, as in the local 
case, we can assume that a = 1. 
The multiplication map ,u: S 0 S + S gives by restriction a map 
X(S) @ X(S) -+ S which takes actually values in Fix(o,) = R. By checking it 
locally (use (2.1)) we see that ,u induces an isomorphism 
,u: X(S) @ X(S) r R. A pair (L, a), where L is a projective R-module of rank 
one and a is an isomorphism L @L 3 R is called a discriminant module. 
The tensor product induces the structure of an abelian group on the set of 
isomorphism classes of discriminant modules. This group is called the 
discriminant group of R and is denoted by Disc(R) (see [3]). The set of 
isomorphism classes of quadratic R-algebras can also be endowed with the 
structure of an abelian group: let S, and S, be quadratic extensions of R 
with canonical involutions ui and u2. We define [S,] . [S,] = [Fix(u, @ a,)], 
where [S] denotes the isomorphism class of S. This group is called the group 
of quadratic extensions of R and is denoted by A(R). The neutral element of 
R is the class of R x R. 
PROPOSITION (2.3). The map S F+ (X(S),,u) induces a group 
homomorphism d: A(R) + Disc(R). If 2 is invertible in R, d is an 
isomorphism and if 2 = 0 in R, d is the zero map. 
Proof: See Proposition (2.4.15) of [9]. 
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Let (V, q) be a quadratic space over R and let C = C, @ C, be the 
Clifford algebra of (V, q). We define 
DC K 4) = Z(G) if rank, Vis even 
= Z(C) if rank, Vis odd. 
By (1.2), D( V, q) is a quadratic algebra. Its class in d(R) is called the Arf 
invariant of (I’, q) and we shall denote it by a( V, q). 
EXAMPLE (2.4). Let R be a local ring and let (V, q) be a quadratic space 
over R of even rank. Then (V, q) is the orthogonal sum of IZ planes: there 
exists a basis {e, ..., ezn} of V such that 
q fl Liei =c (aiAf + liAi+n +Pilt n) 
( ) i=l 
where 1 - 4aiPi and ai, 1 < i < n, are units of R. The elements ei and 
generate the ith plane, e, is such that q(ei) = ai is a unit of R 
b,(ei, e,,,) = 1. We have D(V, q) = R @ Rz with z* = z + d, where 
z = $I (-2)‘-’ si(elel+,,..., e,e,,), 
d = t 4’-‘s,(--~f,/3~ ,..., a,P,) 
i=l 
ei+n 
and 
and si is the ith symmetric elementary function in n letters (see [ 1, p. 541 or 
[lo]). Furthermore the element z satisfies zx + xz =x for all x E V (see the 
proof of Theoreme 3 in [lo]). 
Let now (V, q) be of odd rank. By [ 10, p. 2761, 2 & m, where m is the 
maximal ideal of R and by [ 10, Theo&me 11, there exists an orthogonal 
basis {e, ..., e,} for (V, q): we have 
q $J Aif?, = 2 ail: 
( 1 i=l i=l 
where air 1 < i < n, are units of R and D(V, q) = R @ Rz with z* = d, where 
z=e,. . . . .e, and d= (-l)m(m-1)/2 (x1 .. . a,. 
For any Clifford algebra C = C(V, q), let a be the canonical 
automorphism of C and let u = oc be the canonical involution of C. We 
recall that a is the automorphism of C such that a(x) = -x for x E V and 
that u is such that a(xv) = o(y) a(x) and a(x) = x for x E V. 
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LEMMA (2.5). If the rank of V is odd, then the canonical involution of 
the quadratic algebra D = D(V, q) is the restriction of a to D. If 
rank, V E 2(4) then the canonical involution of D is the restriction of o(. to 
D. If rank, V E O(4), then the restriction of oc to D is the identity. 
Proof. If suffices to verify (2.5) locally. Then the first claim is an easy 
consequence of (2.4). We assume now that V has even rank. By 
Example (2.4), (V, q) is the orthogonal sum of n planes (Vi, qi), 1 < i < n, 
and we prove (2.5) by induction on n. The case n = 1 is easily checked 
directly. For the general case, we assume that (V, q) N (V’, q’) I (V”, q”) 
with V’ and V” of even rank. Then by [ 1, p. 261, we have 
D( V, q) E (D’ @ D”)“‘@““, where D’ = D( V’, q’), D” = D( V”, q”), u’ is the 
canonical involution of D’ and u”, the canonical involution of D”. If z’ 
(resp. z”) is the generator of D’ (resp. D”) given in (2.4), then z = 1 @ z” + 
z’ @ 1 - 2z’ @ z” is the generator of D. Furthermore we have that 1 @ u” = 
CJ’ @ 1 on D and this automorphism is the canonical involution of D. Now 
(2.5) is easy to prove by induction, considering all possible cases for the 
ranks of V’ and V”. 
We describe now the Clifford algebra of a norm form (S, N,), S a 
quadratic algebra. For any quadratic algebra S and any unit c of R we 
define an algebra A = (c, S] of rank 4 as A = S @ US, a* = c and 
xu = UU~(X), for x E S. The algebra A is central separable over R ([ 1, p. 271 
or Section 3) and is a Z/2L-graded algebra with A, = S and A, = US. 
PROPOSITION (2.6). (See [ 11.) For any quadratic R-algebra S we have 
C(S, Ns) N (1, S] as graded algebras. In particular we have a(S, NJ = [S] 
in A(R). 
Proof Let p: S -+ A = (1, S] be given by x t, xu, x E S. It is immediate 
that p(x))’ = xus(x) = N,(x); hence, by the universal property of the Clifford 
algebra we have an homomorphism p’: C(S, N,) +A of algebras. Both 
algebras are central separable and of the same rank. The claim then follows 
from the following well-known property of central separable algebras: 
LEMMA (2.7). Let C and D be central separable R-algebras of the same 
rank and let q’: C + D be an homomorphism of algebras. Then v, is an 
isomorphism. 
COROLLARY (2.8). (See [ 11.) Let S, and S, be quadratic R-algebras. 
Then the norm forms (S,, Ns,) and (S,, NsJ are isometric if and only if the 
algebras S, and S, are isomorphic. 
Proof. If the algebras are isomorphic, then it follows from the uniqueness 
of the canonical involutions that the norm forms are isometric. The converse 
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follows from (2.6) since any isometry induces a graded isomorphism of the 
Clifford algebras. 
COROLLARY (2.9). Let S be a quadratic algebra. Then S = R X R fund 
only if (S, Ns) is isometric to an hyperbolic plane. 
Proof On R x R the involution is given by a(a, b) = (b, a). Hence 
U= R x 0 is a totally isotropic subspace such that U’= U. Then by [ 1, 
p. 171, (S, N,) is isometric to the hyperbolic plane H(U). Conversely by 
(1.3), a(S, N,) = 0 in A(R) if N, is hyperbolic. Then by (2.6) we have 
a(S, N,) = [S], hence S N R x R. 
We prove now the following localization property of A(R): 
THEOREM (2.10). For any domain R, the canonical map 
A(R)-+ n A(Ri,J 
msmax(R) 
is injective. 
Proof: Let [S] be in the kernel. Let k be the quotient field of R, then 
[S @ k] = 0 in A(k). By (2.9) then (S @ k, N,.,) is a hyperbolic plane over 
k. Let L , and L, be two isotropic lines of N, Ok, S 0 k N L r 0 L, , and let 
Ii = S n Li, i = 1,2. Clearly I, nI, = 0; hence, if we can show that 
S = I, + I,, then S is the direct sum of two totally isotropic subspaces and S 
will be hyperbolic. For each m E max(R), S, is hyperbolic, say 
S, = J, @ J,, Ji isotropic. Since (Ii),,, is maximal isotropic, we must have 
(II),,, = J, (or J,), hence locally S, = (IJm + (I&,,,. This implies that 
S=I, +I,. 
Remark (2.11). The corresponding statement for Disc: “if R is a 
domain, then Disc(R) -t nmEmax(R) Disc(R,) is injective” was proved by 
Bass in [3]. Bass also gave there an example showing that if R is not a 
domain, the result need not be correct. Since in this example 4 E R, it follows 
from (2.3) that the same example also works for A(R). Hence (2.10) is not 
necessarily injective if R is not a domain. 
Another invariant of a quadratic space (V, q) is the signed discriminant. 
Let D,(V,q) be the submodule of C= C(V, q) defined by D,(V,q)= 
{Y E C/a(y) x = -xY), w ere h a is the canonical automorphism C (see 
Section 2). By [ 1, p. 421, D,(V, q) is always contained in D(V, q) and the 
multiplication map ,u of C induces an isomorphism Or( V, q) @ D,(V, q) 2 R. 
Hence D,(V, q) is a discriminant module and its class in Disc(R) is called 
the signed discriminant of (V, q). We shall denote it by S(V, q). 
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EXAMPLE (2.12). If 2 = 0 in R then the rank of V is even and 
Z(C( I’, q) = R. Furthermore we have 
R c Dl( V, q) = ( y E C,/xy = yx, x E V) c Z(C( V, q)) = R, 
hence D,(V, q) = R. 
PROPOSITION (2.13). Dl( V, q) = X(D( V, q)). 
ProoJ: The case where rank,(V) is odd is given in [ 1, Remark 3.13, 
p. 431. If the rank of V is even, then 
D,(V,q)= {yEC,/xy+yx=O,xE V) 
since D,(V, q) c D(V, q) = Z(C,). Let uD be the canonical involution of 
D(V, q). We claim that yx = xa,(y) for all x E V and y E D(V, q): it suffices 
to check it locally. If R is local, then by (2.4) and (2.1) we have D(V, q) = 
R@Rr, z*=z+d, a,(z)=l-z and xz+zx=x for all xE I’. Hence 
zx = x(1 - z) = XCJ~(Z). This implies yx = x0,(y) for all y E D(V, q). 
Therefore, if y E D,(V, q) we have xy + yx = 0 and yx = xoD(y), hence 
x(y + oD(y)) = 0, for all x E I’. Since V is projective of constant rank we 
have 7’,(y) =y + aD(y) = 0 and y E X(D( V, q)). We have shown that 
Oi( V, q) c X(D(V, q)). To prove equality, one can assume that R is local. 
Then by (2.1>, -WV’, 4)) ’ g is enerated by 1 - 22. Since xz + zx = x, for all 
x E V, we have x(1 - 22) + (1 - 22) x = 0 and X(D( V, q)) is contained in 
D,(K 4). 
Remark (2.14). For any quadratic space (V, q) of rank r, the pair 
(A ‘V, det q) is a discriminant module. Its class disc(V, q) in Disc(R) is 
called in [3] the (unsigned) discriminant of (V, q). As shown in [ 141 (or by 
(2.4)) we have 
6( V, q) = (R, (- j)‘(‘- 1)‘2) . disc( I’, q) 
in Disc(R) if R is local (or a domain by (2.10)), with f E R. Here (R, u), u a 
unity of R, denotes the discriminant module (Re, a) with a(e @ e) = U. By 
(2.3) and (2.14) we have: 
COROLLARY (2.15). Let (V, q) be a quadratic space of rank 4n over a 
domain R such that t E R. Then (V, q) has trivial Arf invariant if and only 
if (V, q) has trivial discriminant. 
3. QUATERNION ALGEBRAS 
A central separable R-algebra A which is a projective R-module of rank 4 
will be called here a quaternion algebra. By [6, p. 1041 there exists a 
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faithfully flat R-algebra S such that S @ A N M2(S). If a: S @A z M,(S) is 
such an isomorphism, we define the reduced trace T, and the reduced norm 
NA of A by T,(a) = Tr(a( 10 a)) and NA(u) = det(a( 1 @ a)), a E A, where 
Tr is the trace and det is the determinant in M,(S). If follows by faithfully 
flat descent (see [6]) that TA and NA take values in R and are independent of 
the choices of Q and S. Furthermore we have for any isomorphism p: A + B 
of quaternion algebras 
T,Gatx)) = TA (xl and N&G)) = Nz, (~1, xEA. (3.1) 
Let uA : A + A be the R-linear map defined by 
o,Jx) = T,(x) - x, xEA. (3.2) 
We verify immediately that, for any isomorphism ,8: A r B, 
OBOp=/?OUA. (3.3) 
The map uA is an involution of A, that is, 
u; = Id/, and OA (XY> = 0.4 (Y) 0.4 (x)7 x,yEA. (3.4) 
The properties (3.4) are easy to check for A = M,(R). Using (3.3) they are 
verified for any quaternion algebra A by descent. By the same argument, we 
see that any element x E A satisfies its reduced characteristic polynomial 
x2 - T,(x) - x + NJx) = 0. (3.5) 
Hence we have N,(x) = xu,,,(x) = uA(x) x for all x E A. The reduced norm 
NA is quadratic form on A and one verities again by descent hat the pair 
(A, NA) is a quadratic space, called the norm form ofA. 
EXAMPLE (3.6). Let S be a quadratic algebra with involution us and let 
c be a unit of R. The algebra (c, S] as defined in Section 2 is a quaternion 
algebra: recall that A = S @ US with the multiplication rule xu = uus(x), 
xES and u’=c. The map 
S@A+M2(S) given by s @ (X + uy) E+ s 
X CY 
( I y f’ 
where 2 = a,(x), is an isomorphism of S-algebras. Hence TA (x + uy) = x + X 
and NA(x + uy) = XJ? - cyJ Furthermore we have uA(x + uy) = X - uy. If S 
is a free R-module with basis { 1, z} such that z* = az + b (see (2.1)), then 
the matrix of the bilinear form b, associated to NA with respect o the basis 
{l,z,u,uz} ofA is 
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PROPOSITION(~.~). For any quaternion algebra A, the Clifford algebra of 
(A, NA) is isomorphic as a graded algebra to M,(A), where M,(A) has the 
“chess-board” gradation. 
ProoJ We define p: A -M,(A) by p(a) = (,” f), a E A, where 
d = a,(a). Clearly p(a)’ = N,(a), hence by the universal property of the 
Clifford algebra we have an homomorphism C(A, NA) -+ M,(A) which by 
(2.7) is an isomorphism. 
Remark (3.8). Let 2 be a unit of R. If we replace p by the map 
a++ (a0 “$9, we see that also C(A, AN,) ‘v M,(A). 
COROLLARY(~.~). For any unit i E R, the Arf invariant of (A, AN,.,) is 
trivial. 
Proof: Since the isomorphism (3.8) is graded, we have C, N A x A and 
Z(C,) = R x R. 
THEOREM (3.10). Two quaternion algebras A and B over R are 
isomorphic if and only if there is a unit ,I E R such that the quadratic spaces 
I . NA and NB are isometric. 
Proof: By (3.1) any isomorphism /I: A 5 B is an isometry 
(A, NA) 3 (B, NB). Conversely, let /3: (A, AN,,,) r (B, NB) be an isometry. By 
(3.8), /I induces an isomorphism of graded algebras M,(A) = M,(B). Hence 
the two algebras A and B are Brauer-equivalent (see [6]). It then follows 
from (5.6) p. 96 of [6] that B 1: End,(P) for some projective right A-module 
P of rank one. Therefore we obtain a graded isomorphism y: End,(A 0 A) 2 
End,(P@ P). By (3.2) of [7], y is induced by a graded isomorphism 
(A 0 A) @I N P @ P for some (graded) I E Pit(R). Hence A @ I N P and 
A N End,(A @ I) N End,(P) N B. 
4. HERMITIAN FORMS 
Let A be an R-algebra with an involution u = a,. Let J&d-A be the 
category of right A-modules and A-.&d be the category of left A-modules. 
For any ME J&~-A, we denote M” the module M considered as left A- 
module through (T: 
am” = (ma)“, aEA and mEM 
where mu is m considered as element of M” and d = u(a). Hence (T gives a 
functor J&z-A -+ A-.,&d and symmetrically a functor A-.,&d -+ &&-A. 
We have another functor *: &&d-A + A-J&d (and A-~&Z! + J&d-A) by 
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associating to any M the dual M* = Hom,(M,A). Recall that if M is a right 
A-module, then M* is a left A-module through the rule (a *f)(m) = a@), 
a E A, m E M. We show now that the two functors u and * commute. More 
precisely: 
LEMMA 4.1. The map f t-r Tf: m” ++f (m) defines an isomorphism 
TM : (M*)” + (M”)” of A-modules which is a natural transformation 
*c7 cg u*. 
Proof. To fix notations we assume that M is a right A-module. We first 
verify that Tf belongs to (Mu)* = Hom,(M”, A): 
-- - 
Tf (amu) = Tf ((ma)“) = f (ma) = f (m) d = uf (m) = aTf (mu). 
Now we show that T is A-linear: 
T(fu)(mO) = T(&f )(mO = @f(m) = f (m) a = T(f) a(mO). 
It is clear finally that T is a natural isomorphism. 
Associating with every A-module A4 the module MA = (M*)” we define a 
functor *: k%uz-A + J&L-A (or A-J&d + A-&&J). Notice that if 
rp: it4 + N is an homomorphism of A-modules, then as a map (p^ = q*, the 
transposed map. Let now .FSA be the category of the faithfully projective 
(right) A-modules. For any P E X9(A), the canonical map P-+ P* * given 
byp+p**:f+f(p) is an isomorphism of A-modules. By (4.1) we also have 
an isomorphism P* * 2 (((P*)“)*)” = P^-, since Q”” = Q for any Q. 
Composing both, we obtain a natural transformation 
&:P-tP-- (4.2) 
which is given by p t-+ppl*: f U ++ f (p). It is easily checked that x satisfies 
xp o xp- = Id,-. Hence - is a duality functor in the sense of [ 131. We shall 
identify each P E X9(A) with PA1 ^^ and each homomorphism rp: P+ Q with 
rp * 
Let now ~0: P 2 PA be an isomorphism of A-modules. By definition of Pa, 
rp is a R-linear isomorphism P -+ Horn, (P, A) such that o(xa) = &(x), x E P, 
a E A. We define a R-bilinear map h: P x P+ A by h(x, y) = q(x)(y), 
x, y E P. We have 
h(xu, yb) = @h(x, y) b, a,bEA, (4.3) 
hence h is ,a s_e_squilinear__map. Assume now that (o- = o. Then h(x, y) = 
P(X)(Y) = a, (x NY) =x MY>> = P,(Y)(X) = 0, xl: 
4x, y) = My, xl, x,yEP. (4.4) 
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Conversely, if (4.4) holds for h(x, y) = q(x)(y), then rp^ = rp. A B-bilinear 
map h: P x P-+ A verifying (4.3) and (4.4) is called a hermitian form with 
values in A and the pair (P, h) or equivalently the pair (P, q) is called a 
hermitian space if a, is an isomorphism. An isometry a: (P,, pI) r (P2, (D*) 
between two hermitian spaces (P,, vi) and (PI, v)J is an isomorphism 
a: P, 5 P, such that cp, = a o ~1~ o a or equivalently such that 
Ma(x), a(y)) = h,(x, u) for all x, y E P, 
if hi is the form associated with vi, i = 1, 2. 
Let (P, p) be a hermitian space over A and let B = End,(P). The map 
a, : B --) B defined by 
o,(b) = q-l 0 b^ 0 ~1, b E B, (4.5) 
is an involution on B. Since P is a left B-module, P* = Hom,(P, A) is a right 
B-module (through the action f. b = b*f,fE P*). We denote the module P* 
as left B-module through a, also by PA. Then (4.5) implies that v, is also an 
isomorphism P 2 Pa of left B-modules and we can use q to define a 
hermitian form on P with values in B by 
4X? Y)(Z) = XMY)(Z))9 x,y,zEP. (4.6) 
We recall now some results from Morita theory which we shall use later. 
In particular we shall see that it is equivalent to consider the hermitian 
structure h on P with values in A or the hermitian structure h” with values 
in B. 
If A and B are B-algebras, we denote A-&~d-B the category of 
A-B-bimodules, that is of modules with a left action of A, a right action of B 
and two actions commute. Let P E B-&ud-A and Q E A-Jud-B. Assume 
that there exists two maps 
fiP@,Q-B and g: Q&P-A (4.7) 
such that f is a homomorphism of B-bimodules and g is a homomorphism of 
A-bimodules. Assume further that the maps f and g are associative in the 
following sense: if f(p @ q) is denoted by pq and g(q @p) by 9p, then 
(P4) P’ = P(qP’) and (qp) q’ = q(pq’) for all p, p’ E P, q, q’ E Q. We then 
have the following 
THEOREM (4.8) ([2]). If f and g are subjective maps, then f and g are 
isomorphisms and 
(1) P and Q are faithfully projective A-modules and B-modules, 
(2) the functors POa -, - @,P, Q@,-- and - @,Q define 
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equivalences between the appropriate categories of A-(resp. B-) modules. 
These equivalences restrict to equivalences of the corresponding categories 
X9 of faithfully projective modules. 
(3) f and g induce isomorphisms as A and B-bimodules 
Hom,(P, A) = Q 
and 
Hom,(P, B) N Q 
Hom,(Q,A)=P Hom,(Q, B) = P, 
(4) the homomorphisms of R-algebras 
End,(P) z B r End,(Q)O, 
End,(P)’ z A r End,(Q) 
induced by the bimodule structures of P and Q are isomorphisms. 
Conversely, if P E X9 -A and B = End,(P), Q = Hom,(P, A), then 
P E B-&?&-A, Q E A-J&d-B and the maps f: P@* Q-B and 
g: Q Be P + A given by f: p 0 q tt (x H pq(x)) and g(q @ p) = q(p) are 
isomorphisms. 
A Morita theory for hermitian forms was developed in [5]. A special case 
is given by the two forms h and kconsidered above: let (P, q) be a hermitian 
space over A, B = End,(P) and uB the involution (4.5). As we have seen, q is 
also an isomorphism of B-modules. By Morita theory PA is canonically 
isomorphic to the dual of P with respect to B. If q?: P 7 PA is a B- 
isomorphism which induces the given involution u of A = End,(P)‘, then @ is 
also a A-isomorphism. Hence any form h” is induced by the form h and con- 
versely. 
Another application of Morita theory is the following construction of a 
hermitian space from two given hermitian spaces: let Pi E F-Y-A, i = 1,2, 
and let Bi = EndA( Then Hom,(P,, PJ E B,-KY-B, and the dual of 
Hom,(P,, PJ with respect to B, or B, is by Morita theory Hom,(P,, P,). 
We assume now that P, and P, are hermitian spaces with isomorphisms 
pi : Pi r PF, i = 1,2. Let Hom,(P,, PI)” be Hom,(P,, P,) considered as a 
left B,-, right B,-module through the involutions ui of Bi induced by the (pi)s. 
We define a bimodule isomorphism 
II/: Horn, (P, , PJ r Horn, (P, , Pz) *O 
= Hom,(P, , PJ^ (=Hom,(p,, PX) (4.9) 
by v(f) = ~7;’ 0 f 1 0 (D,, fE Hom,(P, , P2). We claim that IJI defines a 
hermitian form on Hom,(P, , Pz) with values in B, (or B, by Morita duality) 
or that we = w: the identification 
WomA(pl, Pdl* = HomAP,, P,) 
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where * means dualization with respect B, is given by 
f~ Hom,(P,, Pi) M (x ~-f(x) = f 0 x, x E Hom,(P, , PZ)). 
Hence we have w(f)(x) = p; i 0 f ^ 0 v)* 0 x. On the other hand 
v-or--K4 =f-vw = v(x)(f) 
by (4.2). Here - means involution in B,, therefore we have w^(f^^)(x) = 
pi 
--I 0 ($7;’ cl x - o P2 4 o (01 = q;’ 0 f- 0 q2 0 x = v(f)(x) using that 
Ipi =pi. Let 
h,(XTY) = v(x) OY and 
w, Y) = x o V(Y), X,Y E Hom,(P,, P2> (4.10) 
be the two corresponding hermitian forms with values in B, , resp. B,. Using 
the notation (4.6) we have h; = h, and h; = hi. Let (PI, q3) be a third 
hermitian space and let f E Horn, (Pi, P2) and g E Hom,(P,, P3). We have 
with some obvious abuses of notations 
gof&g (4.11) 
if?= y(f) and y/ is defined as in (4.9) (for different modules!). 
We shall later consider projective A-modules of rank one, where A is a 
central separable R-algebra. In this case the rank has the following inter- 
pretation: Let P E X3 -A. Since A is a finitely generated projective R- 
module, P is also a projective R-module and we say that P has rank r over A 
if rank, P = r . rank, A. We shall use later the following “splitting prin- 
ciple”: 
LEMMA (4.12). Let A be a central separable R-algebra and let P be a 
right A-module. Then the following properties are equivalent: 
(1) P is a projective A-module of rank r, where r is a positive integer. 
(2) There exists a faithfully flat R-module S such that S 0 P = 
(S @A)’ as right S @A-modules. 
Proof: (2) G- (1) is evident by faithfully flat descent. So let P be a 
projective of rank r, r a positive integer, over A. The algebra A can be split 
by a faithfully flat R-algebra S, i.e., there is an isomorphism /3: S @ A r 
End,(V) of S-algebras where VE fly - S (see [6]). Consider now S 0 P 
as right End,(V)-module by p-i. By (4.8), S @P is isomorphic to a module 
MO, V* as right End,( Qmodule, where End,(V) acts on 
V* = Hom,(V, S) and M is a faithfully projective S-module. Counting ranks 
shows that ranks, M = r . rank, V. Hence there is a faithfully flat S-algebra 
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T such that T OS M = T OS V. Replacing S by T we can as well assume 
that MN V’ as S-modules. Therefore 
S @ P N I/’ OS V* 1: End,( I’)” 
as right End,( V)-modules and we have S @ P N (S @A)’ as claimed. 
5. HERMITIAN FORMS AND QUADRATIC SPACES 
Let A be a quaternion algebra in the sense of Section 3, this means that A 
is a central separable of rank 4 and let oA be the canonical involution of A 
(see Section 3). Let XC91 - A be the category of faithfully projective right A- 
modules of rank one. If P E F9, -A then B = End,(P) is again a 
quaternion algebra. The canonical involution us of B can be interpreted as 
an isomorphism B 5 B” of B with the opposite algebra B”. By Morita theory 
(see (4.8)) B” 3 End,(P*) ‘v End,(P^). Composing both isomorphisms we 
have an isomorphism 
vp : End, (P) z End, (PA) (5.1) 
which by (3.1) of [7] is induced by an isomorphism v~: P@ Ip N PA, for 
some Ip E Pit(R), that is: 
vp(x>=rp,“xo 1 ovP1, x E End,(P). (5.2) 
By definition of ll/p we have 
a,(x) = c&Y’ 0 x- 0 pp, x E End,(P) (5.3) 
using that End,(l,) N R. We shall call P E .FYI -A special if Ip N R. Then 
a)p is an isomorphism P F P^. Clearly, op is only defined up to a unit of R. 
Conversely if cp and rp’ are isomorphisms P 5 P* inducing u, as in (5.3), 
then (0-l o rp’ lies in the center of B, hence is a unit of R. We claim that any 
special A-module (P, qp) is a hermitian space, which means that op = pp. 
Since, as we have seen, two maps rp and p’ which induce u, as in (5.3) differ 
by a unit of R, it suffices to verify (o- = p for any v, inducing uB. By (4.12) 
and descent, we can assume that P is a free A-module of rank one. The claim 
is then nearly immediate: 
EXAMPLE (5.4). If P = eA is a free A-module with basis element e, then 
A can be identified with B = End,(P) through left multiplication. Let e- = e* 
be the dual basis (e* as element of P* and e- as element of PA). Then o 
given by q(ea) = e-a induces u,., = uB and clearly p^ = I+ 
We sum up these results in the following proposition: 
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PROPOSITION (5.5). Let P E F$ -A. If P is special, i.e., the canonical 
involution of B = End,(P) is induced by an isomorphism qpp : P r PA, then 
(P, p,) is an hermitian space. The isomorphism vi, then is unique up to a unit 
of R. 
We shall call a hermitian space as in (5.5) special. 
COROLLARY(5.6). If Pit(R) = 0, then any P E.FLY1 -A carries the 
structure of a special hermitian space (P, q,). 
For any special hermitian space (P, o,) we define a quadratic form Np by 
NAx) = (PAX> x3 x E P. (5.7) 
The form Np has values in R: by descent we assume that P is free, then by 
(5.4) we can choose ‘pp such that cp,(ea) = e-a. Hence N,(ea) = p(ea)(ea) = 
&p(e)(e) a = ah = NA(a) E R. The induced bilinear form b, is the 
composition of the hermitian form hr. * P x P -+ A with the reduced trace TA , 
b, = TA o h,. Using that the bilinear form (x, y) ++ T,(xy) on A is non- 
singular, it is easy to check that b, also is non-singular. Hence the pair 
(P, Np) is a quadratic space. Notice that Np is only defined up to a unit of R 
by the special module structure of P. We shall call (P, Nr) the reduced norm 
of P. As we have seen, the reduced norm of a free module eA is just the 
reduced norm of A. It follows from Section 4 of [ 71 that Np coincide with the 
reduced norm defined in [7]. Remark that if we consider (P, (or) as an 
hermitian space over B = End,(P) and if Np is the corresponding quadratic 
space, then #p = Np. This is easy if P is free and the general case is a conse- 
quence of the splitting principle (4.12). 
Let (P,, 9,) and (P2, q2) be two special hermitian spaces over A. We 
denote Hom,(P,, PJ by [PI, P2]. As we have seen in (4.9) the map 
P~,~,: [PI, P2] --t [P,, P2]- defined by qpIP2(f) = u,;’ of* 0 (p2 is a hermitian 
structure on [PI, P,] over B, = End,(P,) (or B, = End,(P,)). By Morita 
theory B, = End,,([P,, P2]) and one can check that [P,, P2] is actually a 
special hermitian space. Let NpIp2 be the corresponding quadratic form. 
Notice that 
N PIP2 = flP,P, = NP*P,’ 
EXAMPLE (5.8). We have Npp = N,, where B = End,(P) and 
NAP = Np = Np- if we choose v)~ = Id as in Example (5.4). 
If (Pi, pi), i = 1,2,3, are three special hermitian spaces, then, it follows 
from (4.11) that we have the composition law 
Nw& of> =Np,p,(f > . Np2p3(d (5.9) 
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for fE [P,, P2] and g E [Pz, P,]. An immediate consequence of (5.9) and 
(4.12) is: 
PROPOSITION (5.10). Let (PI, ~0,) and (Pz, v)*) be rwo special hermitiun 
spaces over A. Then for any homomorphism B: P, -+ P, of A-modules we have 
h&W, P(Y)) = Np,,@) . h,+, y), where hri is the hermitian form 
associated with vi, and Nr2@(x)) = Nr,r,@?) . Nr,(x). If B is an isomorphism, 
then N,,,p#?) is a unit of R. 
Proposition (5.10) implies that if the two modules P, and P, are 
isomorphic, then there is a unit I E R such that the hermitian forms 
(f’,, &,> and (P2, h& resp. the quadratic space (P,, IN,,) and (P2, Nr,J, 
are isometric. We shall now prove a converse. For this we need to compute 
the Clifford algebra of the norm N,,,,: 
PROPOSITION (5.11). For any unit A E R, the Cltmrd algebra C of the 
quadratic space ([P,, P,], nN,,,J is isomorphic as a graded algebra to 
End,(P, 0 P2) where End,(P, @ P2) has the “chess-board” gradation. 
Proof We write the elements of E = End,(P, @ PJ as matrices 
h Y 
( 1 x 4 
where b, E Bi = End,(P,), x E [PI, P2] and y E [P2, P,]. Then the map 
p: [PI, P2] -+ E given by 
p(x)= ( 
0 h,P*(X) 
X 1 0 ' 
XE [P,,P,l, 
satisfies p(x)’ = IzNpIp2(x) in E. Hence p induces a graded homomorphism 
C+ E which by (2.7) is an isomorphism. 
Remark (5.12). Proposition (3.8) is in fact a special case of (5.11). 
COROLLARY (5.13). The quadratic space ([PI, P,], nN,,rJ has trivial 
Arf invariant for any unit A of R. 
Proof. We have C, ‘v B, x B, and Z(C,) 2~ R X R. 
THEOREM (5.14). Let (P,, (DJ be special hermitian spaces with reduced 
norms Npi, i = 1,2. If there is a unit 1 E R such that the quadratic spaces 
(PIJ&,) and (P2JGJ are isometric, then there exists a projective R- 
module I of rank one such that 4 - [I] = 0 in Pit(R) and such that P, @I 
and P, are isomorphic A-modules. 
481/93/2-4 
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Proof Let p: P, 5 P, be an isometry. By (5.8) and (5.11) there exists a 
graded isomorphism /I’: End,(A @ P,) 3 End,(A @ Pz) which extends /I 
(where Pi is identified with Hom,(A, Pi) in End,(A 0 P,)). By (3.1) of [7], 
P’ is induced by an isomorphism f: (A @P,) @ Ir A 0 P, for some 
I E Pit(R), i.e., p’(x) =fxf-‘. Let f =fO +fi be the decomposition off in 
graded elements. Since /?(x)f=f(x) for all x E P, and since x and p(x) have 
degree one we have /I(x)& =fO x and p(x)& =fix. It then follows that f -‘f, 
is in the center of End,(A @PI), hence is an element p E R. If p is not zero, 
then f has degree zero. If p is zero, then f has degree one. Hence f is in any 
case graded. Hence we have 
A@I-A A@Z=P, 
or 
P,@IEPz P, @I=A. 
In the second case we have P, @I @ I = P, and since P, N Pi also 
A @I@ 1% A. If J is a projective R-module of rank one such that 
A @ J1: A as right A-modules, then it follows from (2.4) of [7] that 2[J] = 0 
in Pit(R). Hence we have 4[Z] = 0 in Pit(R) for both cases. 
COROLLARY (5.15). Let R be a ring such that Pit(R) has no two torsion. 
Then P, and P, are isomorphic tf and only tf there is a unit A E R such that 
the quadratic spaces (P, , AN, ,) and (P2, Np2) are isometric. 
Proof: One direction is a consequence of (5.10) and the other of (5.14). 
Remark (5.16). Let a be an automorphism of A and let ,A, be the 
bimodule A where the action on the left is through a. As shown in (6, IV, 
Section 11, if A @J-A as right A-module, for some J of rank one over R, 
then there exists an automorphism a of A such that A @ J N ,A,, as 
bimodules. Hence the proof of (5.14) shows that there is an automorphism a
of A and an a-semilinear isomorphism P, 1: P, if NpI and Np, are isometric. 
6. QUADRATIC SPACES WITH TRIVIAL ARF INVARIANT 
PROPOSITION (6.1). Let (V, q) be a quadratic space of even rank and let 
C = C, 0 C, be the Clt@j?ord algebra of (V, q). Then the following properties 
are equivalent: 
(1) The Arf invariant of (V, q) is trivial. 
(2) There exists an idempotent e E C such that xe + ex = x for all 
XE v. 
(3) There exists an idempotent e E C such that 
C, = {x E C/xc = ex } and C,={xEC/xe+ex=x}. 
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ProoJ (1) => (2). If a(V, q) = 0, then D = D(V, q) = Z(C,) N R x R 
which implies the existence of an idempotent e E D such that D = R @ Re. 
We can now assume that R is local to show xe + ex = x for all x E V since it 
suffices to verify it locally. By (2.4), D = R 0 Rz with zz = z + d and z 
satisfies zx+xz=x for all xE V. We write e=az+p, a,PER and a is a 
unit of R. From e2=e and z2=z+d we deduce a= l-2/3, hence 
e=(l-2/?)z+p. This implies that xe+ex=(l-2/3)(zx+xz)+2px=x, 
for all x E V. 
(2) + (1). Let e E C be an idempotent such that xe + ex =x for 
all x E V. Then xye = exy for all x,y E V, hence e lies in Z(C,) = D. We 
show that D = R @ Re. We first notice that 1 and e are linearly independent 
over R: if A, +I,e=O, then J2xe=I,ex, hence 2J,xe=,l,x or 
,l,x( 1 - 2e) = 0. Since (1 - 2e)* = 1 we have I,x = 0, for all x E V. Since V 
is finitely generated of positive rank, this implies A2 = 0 and A1 = 0. We now 
have R @ Re c D and since e2 = e, R 0 Re is a subalgebra of D. To check 
that R @ Re = D we can again assume that R is local. By (2.4), D = R @ Rz 
with z’=z+d and zx + xz = x, for all XE v. Hence 
(z - e) x + x(z - e) = 0 and (1 - 2e) x + x( 1 - 2e) = 0. Since C is central 
and V generates C, we see that the element j3 = (z - e)(l - 2e) lies in R. 
Then z-e=(z-e)(l-2e)2=j?(1-2e) and z=(l-2/?)e+p lies in 
R 0 Re. This shows that D = R @ Re. 
(2) * (3). It is easy to check that (2) implies C, c {x E C/xc = ex) 
and C, c {x E C/xc + ex = x) (see the beginning of the proof of (2) 3 (1)). 
We show that C, 2 {x E C/xc = ex}, the corresponding inclusion for C, can 
be proved in a similar way. Let x =x,, +x, E C, + C, be such that xe = ex. 
Then we have x, e = ex, and x, = x1 e + ex, = 2ex, or (1 - 2e) x, = 0. Since 
(I - 2e)2 = 1, we must have x1 = 0. Finally (3) * (2) is trivial since Vc C,. 
Remark (6.2). An idempotent e E C satisfying (3) is called in [ 1 l] an 
idempotent which defines the gradation. Hence (6.1) means that the Clifford 
algebra of a quadratic space of even rank has an idempotent which defines 
the gradation if and only if (V, q) has trivial Arf invariant. 
We shall now apply (6.1) to describe the Clifford algebra of a quadratic 
module of rank 4r with trivial Arf invariant. We first need a slight 
generalization of the notion of an isometry of hermitian spaces: let A and A ’ 
be algebras with involutions which are isomorphic, a: A r A ‘, and let (P, p), 
resp. (P’, p’), be a hermitian space over A, resp. A’. We shall say that (P, 9) 
and (P’, IJI’) are semi-isometric if there is a a-semilinear isomorphism 
/I:PrP’suchthata,=p-o@op. 
THEOREM (6.3). Let (V, q) be a quadratic space of rank 4r with trivial 
Arf invariant and let C be the Cllgord Algebra of (V, q). Then there exist a 
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central separable R-algebra A of rank 24r-2 and a projective right A-module 
P of rank one such that: 
(1) C N End,(A @ P) as graded algebras, where the gradation of 
End,(A @ P) is the chess-board gradation. 
(2) The canonical involution oc of C induces by restriction 
(i) involutions uA and og on A and B = End,(P); 
(ii) an isomorphism q: Pr P- such that a,(b) = q)-’ 0 bl 0 rp, 
b E B, and q1 = IJL Hence (P, rp) is a hermitian space over A (or B) and the 
involution of B (or of A) is induced by the hermitian structure of P. 
(3) If A’ is a central separable R-algebra and (P’, rp’) is a hermitian 
space over A’ verifying (1) and (2), then either A’ N A or A’ N End,(P) and 
A 2: End, ,(P’) and in the both cases the hermitian spaces (P, ‘p) and (P’, (p’) 
are semi-isometric. 
Proof By (6.1) we have an idempotent e in D(V, q) c C which defines 
the gradation. Let f = 1 - e, A = eCe and P =jCe. Then A is an Re-algebra 
(Re has e as unit element), hence an R-algebra through the isomorphism 
R 1: Re. The map eCe+ End,(eC) induced by the left eCe structure of eC is 
an isomorphism with inverse a -+ a(e) = a(e) e, a E End,(eC). Hence A is 
central separable, since C is central separable. The module P is obviously a 
right A-module. Similarly let B =flf and Q = eC’, B is central separable 
and Q is a right B-module. The obvious maps P aa Q + B and Q Be P-+ A 
are surjective and they satisfy the associativity relations of the maps (4.7). It 
follows from (4.8) that P E B -.Fp -A and Q E A -KY - B and that 
Q 2: P* = Hom,(P, A) and B ru End,(P). To show that P has rank one over 
A it suffices to verify that A and B have the same rank over R. This is 
however clear since it is true over a field by [4, Section 9, No. 41. Since 
End,,,(Ce) = End,,,(eCe +fce) = End, (A @ P), 
the map C+ End,,,(Ce) induced by the left C-structure of Ce gives an 
homomorphism of algebras C + End,(A @ P) which is an isomorphism by 
(2.7). To prove that it is an isomorphism of graded algebras, we first note 
that by (6. l), A = eCe = eC,, B=jCf=jC,, P=jCe=fC,=C,e and 
P* = Q = eCf = eC, = C,f. This implies that (End,(A @ P))O = A @ B = 
eC, +fc, = C, and that (End,(A @ P)), = P @ P* = C, e + C, f = C, . We 
now verify (2): by (2.5) the canonical involution uc of C induces the identity 
on D(V, q), hence o,(e) = e and o,df) =J Therefore cc induces by 
restriction an involution 6, on A, an involution u, on B and a bijective map 
o: P =jCe + eCf = P*. One verifies easily that v, is such that cp(xa) =Fp(x) 
where d = uA (a), hence rp is an isomorphism of right A-modules P 7 P (see 
Section 4). We check that uB(b) = 9-i o b- o rp. To simplify notations we 
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write at(c) = 2, c E C. We have o’-i 0 b- 0 f&x) = cpml(bef) = cp-‘(fb) since 
b- = b*. Furthermore o-i@) = &, hence F= o’-’ o bA o 9. Finally we 
verify that oA = (p: y definition o-(p) = oA(p--) and o*(RAA) =P--IJY since 
v, = p*. Hence 
___ - - 
C(P)(X) = P--V(x) = V(X)(P) = 9(X)P =zw) =s 
= Px = P(P)(X) 
since q(p) = at(p) =~7. 
The uniqueness tatement (3) follows from Morita theory as in the proof 
of (5.4.3) in [7]. 
We now apply (6.3) to the case where (V, q) has rank 4. Then the algebra 
A has rank 4, hence is a quaternion algebra as detined in Section 3. We 
claim that the involution ca of (6.3.2) is the canonical involution of A. It 
suffices to verify it locally and so we can assume that V is the orthogonal 
sum of two planes, 
V = (Re, @ Re,) I (Re, 0 Re,) 
as in Example (2.4). Let L be the subalgebra of A generated by i = ee,e, and 
j=ee,e,. Since i*=-a,a,e, j2=-a,p2e and ijtji=-a,e, L is the 
Clifford algebra over Re of the quadratic form q(A,i + Ij) = 
-Afa,a,e-l,I,a,e--lfa,P,e, which is nonsingular since the associated 
bilinear form has the matrix 
-2a,a,e -a,e 
’ -a,e - 2aJ3,e 
whose determinant is -a:(1 - 4a,p,) e, and 1 - 4a,P, and a, are units of R 
(see (2.4)). It follows from (1.2) that L is central separable, hence by (2.7) 
L = A. Let x t-+ 2 be the canonical involution of L (or A!). Since r= -i and 
J= -j we see that the canonical involution and oA coincide. Similarly cB is 
the canonical involution of the quaternion algebra B. 
Now we claim that P = Ve, hence P 1: V as R-module since the map 
V-1 Ve, u t-+ ve, is an isomorphism of R-modules. We have C, = V t Vz: 
this can be shown locally using the basis {e,, e2, e3, e,} as above and z as in 
(2.4). Hence C, = V+ Ve since { 1, z} and { 1, e} both generate D(V, q). This 
implies that P =fce = C,e = Ve as claimed. By (6.3.2), (P, o) is a special 
hermitian space and the quadratic form o(x)(x), x E P is the reduced norm 
NP of P. Using P = Ve, we see that N,(ve) = o(ve)(ue) = evue = q(v) e and 
(P, NP) and (V, q) are isometric. To sum up we have the existence part of the 
following classification theorem: 
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THEOREM (6.4). Let (V, q) be a quadratic space of rank 4 with trivial 
Arf invariant. Then there exist a quaternion algebra A, a special hermitian 
space (P, q) over A such that (V, q) N (P, Np) where Np is the reduced norm 
on P. If (P’, 9’) is another special hermitian space with values in a 
quaternion algebra A’ such that (V, q) N (P’, N,,), then either A’ = A or 
A’ N End,(P) and A N End, ,(P’) and in both cases (P, rp) and (P’, q’) are 
semi-isometric. 
The uniqueness part of (6.4) follows from (6.3.3) since by (5.11) we have 
C(P’, N;) N End, ,(A’ @ P’). 
Remark (6.5). It is clear that the two cases in the uniqueness tatement 
of (6.4) must appear, since any hermitian space (P, q) over A is 
automatically a hermitian space over End,(P). 
Remark (6.6). Theorem (5.14) is a consequence of the uniqueness part 
of (6.4) if we take Remark (5.16) in account. 
Remark (6.7). In the Theorem (6.3) we have associated with any 
quadratic space (V, q) of rank 4r and trivial Arf invariant a hermitian space 
(P, rp) over a central separable R-algebra A with involution. Part (1) of (6.3) 
suggests that the algebra E = End,(A @ P) may be of some interest for any 
hermitian space (P, q). We first notice that E has an involution given by the 
hermitian structure of A OP. If we write any element of E as a matrix 
(z z) with aEA, bEB=End,(P),pEHom,(A,P)=PandqEP- (=P* 
as a set), then the involution is given by 
where a ++a is the involution on A, b -+ b= 9-l o b^ 0 a, is the involution on 
B, p = q(p) and Q = q-‘(q). The injective maps i: P -+ E and j: P + E defined 
by 
0) = and p E p, 
have the property that i(x) i(y) = h(x, y) = q(x)(y) and j(x) j( y) = @x, y) = 
xv(y). The pair (E, i) can be characterized by the following universal 
property: let (P, h) be a hermitian space over A. Then for any algebra with 
involution C, any homomorphism y: A -+ C of algebras with involutions and 
any y-semilinear map y’: P + C such that y’(x) y’(y) = y(h(x, y)), x,y E P, 
there exist a unique homomorphism 7”: E + C of algebras with involutions 
such that y” extends y and y” o i = y’. We define 7” IA = y, y” Ip = y’ and 
y”Jp~=u~y’oy)-l ( w h ere CJ is the involution of E). To define y” le we use 
that B = P @A P* and put y”(p @f) = y’(p) u o y’ o p-‘(f). Notice that we 
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also have y”(x)y”(y) = y”(&x,y)), x,yE P. In fact we have 
EN End,@ @P) and there is a complete symmetry between A and B, h and 
6 i and j. We call E the enveloping algebra of h (or 6). As we have seen, if 
(Pi, pi), i = 1,2 are hermitian spaces over A, then Hom,(P, , PJ is an 
hermitian space over B, or B, where Bi = EndA and it is easy to verify 
that the enveloping algebra of Hom,(P, , P2) is End,(P, @ PJ. 
7. HERMITIAN SPACES OVER QUATERNION ALGEBRAS 
AND QUADRATIC ALGEBRAS 
Let A be a quaternion algebra of the form (c, S] (see (3.6)) and let (P, q,) 
be a special hermitian space over A (see (5.5)). We shall see that there is a 
hermitian structure on P with values in S “between” the hermitian structure 
over A and the associate quadratic structure over R. We recall that A is of 
the form A = S @ US, where u* = c is a unit of R, S is a quadratic R-algebra 
and xu = us(x), x E S. We have a trace map, which is S-linear: 
T a,s:A+S (7.1) 
given by TAIs(x + uy) = x. Note that T, = T, 0 TAIs. Any right A-module A4 
is also a right S-module through scalar restriction. Let M’ = Hom,(M, S) 
considered as right S-module through the involution us of S (which is the 
restriction of the involution of A, as we have seen in (3.6)). The map 
T: MI + M’ given by f w T,,, 0 f is S-linear. We have: 
LEMMA (7.2). The homomorphism T: PI + P’ is an isomorphism of S- 
modules for any P E FLY -A. 
Proof By the “splitting principle” (4.12) we can assume that P is a free 
A-module. Since T commute with finite direct sums, we can even assume that 
P is a free A-module of rank one with basis element e. Let e* E PI be the 
dual basis element. Then 
T(e-a)(eb) = T,,,(tib), 
hence we have to check that the map aA: A + A’ given by 
a t+ (b ++ T,,,(tib)) is an isomorphism. If we take e, = 1 and e, = u as basis 
of A over S, with {e;, e;) the dual basis, then aA is given by the matrix 
(A J,), which is invertible. Therefore aA is an isomorphism. 
Let (P, 9,) be a special hermitian space over A with form h, : P x P + A. 
Then qp = Tr,,s o h, . * P X P+ S is a hermitian form over S. Since qp is 
induced by the homomorphism 
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which by (7.2) is an isomorphism, the form qp is nonsingular. Furthermore 
we have qp(x, x) = N,(x), x E P. We sum up in the following proposition: 
PROPOSITION (7.3). Let (P, (pr) be a special hermitian space over 
A = (c, S]. Then (P, ar), with a, = T,,s o qp, is a hermitian space of rank 
two over S. Furthermore c+(x)(x) = Nr(x), x E P, where Np is the reduced 
norm 0fP. 
Let (P,, q,) and (P2, CJ.Q be two special hermitian spaces over A = (c, S]. 
Then we have as in (5.10): 
qp,@W P(y)) = &,,JP) * q&v>, X,YEP,, (7.4) 
for any homomorphism /I: P, -+ P, of A-modules and we can conclude as in 
(5.15) that: 
THEOREM (7.5). Let R be a ring such that Pit(R) has no 2-torsion and 
let A be a quaternion R-algebra of the form (c, S], S a quadratic R-algebra. 
Then any projective right A-module P of rank one carries a non-singular 
hermitian form qp with values in S. Two such modules P, and P, are 
isomorphic tf and only tf there is a unit I. E R such that the two hermitian 
forms Iq,, and qp, are isometric. 
Remark (7.6). For R an R-algebra and A = IH @QIRR (IH the real 
quaternions) Parimala used in [ 121 cohomological methods to associate a 
hermitian space of rank two to any projective A-module of rank one. Her 
construction was generalized by Kopeiko in [8] to arbitrary quaternion 
algebras H = ((a, b)/k) over a field k and polynomial rings R. It can be 
checked that the hermitian form qp gives the forms of Parimala and Kopeiko 
in these cases. 
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