In a multiple observation, sample discrimination experiment normal-hearing ͑NH͒ and hearing-impaired ͑HI͒ listeners heard two multitone complexes each consisting of six simultaneous tones with nominal frequencies spaced evenly on an ERB N logarithmic scale between 257 and 6930 Hz. On every trial, the frequency of each tone was sampled from a normal distribution centered near its nominal frequency. In one interval of a 2IFC task, all tones were sampled from distributions lower in mean frequency and in the other interval from distributions higher in mean frequency. Listeners had to identify the latter interval. Decision weights were obtained from multiple regression analysis of the between-interval frequency differences for each tone and listeners' responses. Frequency difference limens ͑an index of sensorineural resolution͒ and decision weights for each tone were used to predict the sensitivity of different decision-theoretic models. Results indicate that low-frequency tones were given much greater perceptual weight than high-frequency tones by both groups of listeners. This tendency increased as hearing loss increased and as sensorineural resolution decreased, resulting in significantly less efficient weighting strategies for the HI listeners. Overall, results indicate that HI listeners integrated frequency information less optimally than NH listeners, even after accounting for differences in sensorineural resolution.
I. INTRODUCTION
The objective of this study is to understand the factors that influence a hearing-impaired ͑HI͒ listener's ability to discriminate between sounds that require an integration of information about small frequency differences. Two factors are commonly discussed in the literature with regard to multiple observation, sample discrimination tasks. The first is a decision strategy that assigns relative importance or perceptual weight to the various channels of information. The second is internal noise, which is often used as a collective term for everything that cannot be explained by an observer's decision strategy. Sources of internal noise include sensorineural or peripheral processes associated with the precision of transduction and neural coding as well as central processes associated with observer variability or inconsistency in the execution of a decision strategy. As explained below, when the size of the differences to be discriminated is the same magnitude as the difference limens ͑DLs͒ and near the sensorineural noise floor, a delineation of the sources of internal noise is necessary for a proper interpretation of sensitivity relative to an ideal model. The primary aim of this paper is to offer a theoretical framework for investigating the influence of channel-specific sensorineural noise on decision weights and internal noise.
Most of the studies examining the effects of sensorineural hearing loss ͑SNHL͒ on decision weights and internal noise have used intensity discrimination tasks ͑Doherty and Lutfi, , 1999 Leek, 2002, 2003͒ . The results from these experiments generally indicate that weighting strategies are variable across normal-hearing ͑NH͒ listeners and even more so across HI listeners. They also indicate that HI listeners adopt slightly different weighting strategies than NH listeners do. For example, Doherty and Lutfi ͑1996͒ found that HI listeners were apt to put the most weight on a 4000 Hz tone that was in the sloping region of hearing loss in a discrimination task where the signal was the sum of intensity level increments on six fixed-frequency tones. In contrast, the NH listeners as a group distributed their attention across the spectrum. A similar pattern of weights emerged for HI listeners in Doherty and Lutfi ͑1999͒ when the signal was a reliable level increment on only the 4000 Hz tone so that HI listeners were actually at an advantage relative to NH listeners. No differences were significant when the signal was at 250 and 1000 Hz, where hearing thresholds were more similar for the two groups.
In a spectral shape discrimination or "profile analysis" task in which listeners detected increments in the level of a 920 Hz tone relative to pairs of flanking tones above and below the signal frequency, Lentz and Leek ͑2002͒ found limited evidence that HI listeners used less optimal decision strategies than NH listeners. HI listeners were less likely to weight the flanking components when they should have been attended to, but more likely to weight the flanking compo-nents when they should have been ignored. In a tonedetection task, Alexander and Lutfi ͑2004͒ also found that HI listeners as a group tended to put less weight on a 2000 Hz signal tone and more weight on flanking tones than NH listeners did. Differences between NH and HI listeners were also noted by Lentz and Leek ͑2003͒ when the spectral shape of the signal was a level increment in the three lowest or the three highest frequency components and a decrement in the other half. HI listeners as a group tended to put the most weight on the lowest and the highest frequencies of the complex while the NH listeners tended to put the most weight on the two centermost frequencies.
The above studies indicate that SNHL alters the way HI listeners weight information compared to NH listeners, although the differences are task dependent and do not always influence overall performance. They also suggest that internal noise is greater for HI listeners compared to NH listeners. In all of their conditions, Lutfi ͑1996, 1999͒ found that an index of internal noise was significantly greater for HI listeners than for NH listeners. Lentz and Leek ͑2003͒ also indicated that HI listeners might have greater amounts of internal noise as demonstrated by a greater amount of variability in their weighting strategies across conditions. For these experiments, it is assumed that peripheral or sensorineural processes were not responsible for the observed differences between groups because intensity resolution is minimally affected by HI ͑Florentine et al., 1993; Buus et al., 1995͒. This suggests that central processes were responsible for the observed differences, but we cannot be sure because current analytic techniques do not allow for a separation of peripheral and central processes.
Challenges to traditional analyses originating from signal-detection theory arise when studying sensitivity for frequency discrimination in listeners with SNHL because differences within and between listeners can be more than a magnitude for individual tones ͑e.g., Freyman and Nelson, 1991͒ . Because frequency distortion is a condition of many HI listeners' everyday lives and because current hearing aid technology does little to correct for it, it is of interest to examine how differences in the spectral profile of sensorineural noise influence the way listeners weight information as a function of frequency. In a decision-theoretic framework, best possible discrimination performance will occur when frequency information is weighted inversely proportional to the frequency-specific noise. Frequency regions where sensorineural noise is lower should be weighted more than regions where it is higher. Thus, for each sensorineural noise profile there is a corresponding optimal weighting strategy. HI listeners might listen differently than NHlisteners, but the differences might be systematic and follow each listener's individual ideal. In this case, comparing both NH and HI listeners to the stimulus ideal, where weights are proportional to the information sent instead of the information received, erroneously implies that HI listeners weight information inefficiently. In order to obtain a fair comparison of HI and NH listeners in conditions where sensorineural noise is not procedurally regulated, in what follows we will describe the concept of a peripherally limited ideal observer ͑PLIO͒, an analytic solution to separate the effects of sensorineural noise on decision weights and internal noise.
II. METHODS

A. Listeners
Thirteen NH listeners 20-45 years old ͑median age of 23͒, including the first author ͑NH 01͒, and 13 HI listeners 55-84 years old ͑median age of 77͒ participated in the study.
1 On standardized audiometric tests ͑ANSI S3.6-1996͒ NH listeners had pure-tone thresholds of 10 dB HL or better, except a few who had one threshold equal to 15 dB HL. The right ears of the NH listeners served as the test ear in the experiments. HI listeners had mild to moderate SNHL in the test ear and minimal conductive hearing loss ͑i.e., the differences between air and bone conduction thresholds were 10 dB or less and tympanometric tests were clinically normal͒. When both ears fit the inclusion criteria for the HI group, the right ear was used as the test ear.
B. Stimuli
Stimuli were generated with a 44.1 kHz sampling rate using the MATLAB® programming language and a 16 bit sound card. A programmable attenuator was used to control the overall level. Stimuli were presented monaurally through a Beyerdynamic DT 990 earphone. Unlike frequency discrimination, intensity discrimination follows the "near-miss to Weber's Law," which makes it convenient to use the dB scale to perturb the information for each tone in roughly equal units of the jnd ͑just noticeable difference͒. Difference limens for frequency ͑DLFs͒ do not vary systematically as a function of frequency for reasons beyond the current discussion ͑e.g., Moore, 1997͒ . For this reason, we manipulated and measured frequency using a scale based on the equivalent rectangular bandwidth for normal-hearing listeners, ERB N ͑Glasberg and Moore, 1990; Moore, 1997͒ . The ERB N is a log-based psychophysical scale for frequency where the ERB N No. =21.4 log 10 ͑4.37F +1͒ for frequency F in Hz. It should be noted that because no measure of frequency selectivity was obtained, it is unknown how the frequency manipulations mapped onto listeners' filter space, especially for the HI listeners. Furthermore, while many log-based scales could have been used, the important point is that the smallest and largest DLFs between 250 and 8000 Hz for NH listeners are usually within an order of magnitude in ERB N ͑Sek and Moore, 1995͒. Tones were sampled from one of six different frequency regions whose center frequencies were logarithmically separated by five ERB N : 257, 603, 1197, 2212, 3951, and 6930 Hz. Tones were 120 ms in duration with 12 ms cosine-squared ramps and random starting phase ͑0−2 radians͒. In the discrimination experiments, each tone was presented at 82 dB sound pressure level ͑SPL͒ for all listeners.
C. Procedure
Listeners ran the experiments individually while seated in a double-walled, sound-attenuated chamber. Trials consisted of a two-interval, forced-choice task ͑2IFC͒ with a 1 s inter-stimulus interval, an initial warning, and visual feedback. The intervals were specified on a computer monitor and listeners indicated which of the two intervals contained the signal by pressing a button. There were no time limits for making a response.
Tests of cochlear function: Adaptive staircase method
The purpose of these tests was to provide information about the degree of hearing loss and about the processing limits imposed by the auditory periphery. Detection thresholds in quiet ͑QTs͒ and DLFs were measured for each of the six center frequencies in isolation. Signal levels and frequency differences were adapted using a two-down, one-up decision rule which converges on the 70.7% point on the psychometric function ͑Levitt, 1971͒, or equivalently, the point where d ͑2IFC͒ Ј = 0.77 ͑Macmillan and Creelman, 2005͒. Each trial block consisted of 12 reversals in the adaptive track. The average values of the final eight reversals determined the QT or DLF for the block.
The initial step size of the adaptive tracks for QT was 4 dB and was reduced to 2 dB after the third reversal. Maximum presentation-level was limited to 85 dB SPL. QT for each tone was based on the mean across three trial blocks. QT blocks were completed before DLF blocks because DLFs were not tested for tones where QTϾ 77 dB SPL ͑i.e., SL Ͻ 5 dB͒.
For the DLFs, the first block of trials was used to give the listeners practice and to calibrate the starting frequency differences of the following adaptive tracks. Listeners had to identify the interval with the highest-frequency tone. For most listeners it was expected that pitch would be the most salient cue, although some HI listeners indicated that they sometimes used loudness for a cue especially when the frequencies were in a sloping region of hearing loss. The initial frequency difference, D, in the practice trial block was 0.2 ERB N for the NH listeners and 0.6 ERB N for the HI listeners. The lower-frequency tone in each interval was D / 2 less than the nominal center frequency and the higher-frequency tone was D / 2 greater so that regardless of the size of the frequency difference, the unbiased criterion was always the same. The starting frequency difference for subsequent blocks was 0.04 ERB N above the running average of all previous blocks for that frequency. The initial step size of the adaptive tracks was 0.02 ERB N and was reduced to 0.01 ERB N after the third reversal. Before running the sample discrimination experiment, listeners completed two additional blocks for each frequency after the initial practice blocks. After running the sample discrimination experiment, two more blocks for DLF were run. The DLF for each frequency was based on the mean across four blocks. 
Sample discrimination of frequency
In a sample discrimination experiment the difference to be discriminated is nonadaptively varied from trial to trial by sampling the stimuli in each interval ͑indexed j͒ from one of two overlapping distributions with identical standard deviations, S͑j͒ , but different means ͑e.g., Lutfi, 1989 Lutfi, , 1990 Lutfi, , 1992 Lutfi et al., 1996; Jesteadt et al., 2003; Sorkin et al., 1987; Neff and Odgaard, 2004͒ . Stimuli in this sample discrimination task consisted of six simultaneous tones whose frequencies ͑X i ͒ were independently sampled from one of two distributions. As shown in Fig. 1 , in the "noise" interval of a 2IFC task the frequencies of the six-tone complex were sampled from distributions lower in mean frequency and in the "signal" interval they were sampled from distributions higher in mean frequency. Listeners were told to consider all the tones in each interval and then to select the interval where the tones were "on average higher in pitch."
The difference between the means of the signal and noise distributions, or the average difference to be discriminated is denoted ␦ i , where i is the tone number. Across ten different 55 trial blocks, the expected frequency difference for each tone was fixed at 0.02, 0.04,..., or 0.2 ERB N for the NH listeners and at 0.06, 0.12,..., or 0.6 ERB N for the HI listeners. One block of trials was run for each condition ͑ex-pected frequency difference͒. S͑ij͒ was a constant factor of the expected frequency difference. For all listeners S͑ij͒ = 1.155␦ i across all tones and conditions. For ease of discussion, the ten conditions are nominally identified by the value of ␦ i . Larger frequency manipulations were used for the HI listeners because it was anticipated that greater amounts of sensorineural noise ͑greater DLFs͒ would prevent them from performing the experiment above chance. As with the DLF procedure, the expected mean frequencies of the signal and noise distributions for each condition were ␦ i / 2 above and below the nominal center frequencies, respectively, so that regardless of the condition, the unbiased criterion was constant.
To minimize the effects of practice, the first five trials of each block were discarded and the ten conditions were run in random order during one session. Furthermore, before data collection began at least one block of practice trials was run with ␦ i = 0.2 for the NH listeners and ␦ i = 0.6 for the HI listeners, with s͑ij͒ = 0.5␦ i . Listeners began the experiment if the attained dЈ was at least 1.5 on the first or second practice block or at least 1.0 after the third practice block.
D. Theoretical framework
We model the listener's task when discriminating between two multitone patterns as a univariate decision variable, DV, equal to the weighted sum of the information at each frequency. For our experiments, the information sent is FIG. 1. Shown is a schematic of the two-interval, forced-choice sample discrimination experiment. The tones selected from the distributions higher in mean frequency are from the "signal" interval and those selected from the distributions lower in mean frequency are from the "noise" interval. The distributions for each interval were centered on six fixed frequencies that were separated by a logarithmic distance of five ERB N . The expected frequency difference between distribution means, ␦, was constant for each of the six pairs of tones, but varied across ten different trial blocks. The standard deviation of the sampling distributions, S , was a constant factor of ␦.
the difference in frequency between the pairs of tones across trial intervals. However, the actual information received is corrupted by frequency-specific sensorineural noise, which is modeled as random variables, ij , with variance P͑ij͒ 2 and mean zero that add to each tone ͑X ij ͒. Variability in the use of received information is central noise and is modeled as a single random variable, e C , with variance C 2 .
where m is the number of tones in each interval ͑indexed i͒, and w i are the weights. On every trial, the listeners are assumed to respond "interval 2" when the DV exceeds some fixed, internal decision criterion ͑ideally, 0 in a 2IFC task͒.
Internal noise limits the ability to make trial-by-trial predictions; therefore, model predictions were made for sensitivity, d DV Ј . An analytic prediction for the Z transform of the hit and false-alarm ͑FA͒ rates is given by the expected values of the DV when the signal is in interval 2 and interval 1, respectively.
Because the expected value of each sensorineural noise variable, i2 and i1 , is zero their expected difference is also zero. In addition, because the expected value of X i2 is ͑␦ i / 2͒ and the expected value of X i1 is −͑␦ i / 2͒, the expected value of their difference is ␦ i when the signal is interval 2 and −␦ i when the signal is interval 1. Therefore,
⌬ is the overall difference between the signal and noise distributions of the decision variable. For the unbiased observer, the hit and false-alarm rates are equal and d DV Ј = ͓Z͑hit͒ − Z͑FA͔͒ 2IFC / ͱ 2, ͑cf. Eqs. ͑7.2͒ and ͑7.11͒ in Macmillan and Creelman, 2005͒. 3 Therefore, the analytic prediction for sensitivity is
. ͑3͒
Within our theoretical framework, increased DLFs ͑re-duced resolution for frequency differences͒ associated with SNHL are simply modeled as a higher sensorineural noise floor, P 2 . Empirically, P 2 is estimated by the magnitude of hypothetical stimulus noise, S 2 , needed to describe the discriminability ͑d DL͑i͒ Ј ͒ between two simple sounds free of external variability or experimental uncertainty:
where D DL͑i͒ is the difference limen or the smallest discriminable difference for the ith tone. For each frequency, the average DLF across four blocks, D DL͑i͒ , was converted to an estimate of sensorineural noise, P͑i͒ 2 , using the expected sensitivity for the two-down/one-up, 2IFC task,
The observed sensitivity of the listener, d obs Ј , was computed from the difference between the Z-transformed hit and false-alarm rates for the 2IFC task ͑see above͒. For each listener and for each sample discrimination condition, four
wgt Ј , and d pred Ј were analytically derived using Eq. ͑3͒. As shown in Table I , the four models differed in terms of the weights and sources of internal noise included in the model.
d ideal Ј is the maximum expected sensitivity of a hypothetical listener free from internal noise, the stimulus ideal.
Ideal sensitivity for a noiseless observer is achieved when weights are proportional to the information sent in each
for all listeners and all sample discrimination conditions, ideal weights, w ideal , for each tone were each equal to each other ͑1 / 6͒ and d ideal Ј was equal to 2.12 ͑i.e., is included in the pooled variance of the expected decision variable. Observed weights ͑w obs ͒ across all ten conditions were computed by logistic regression. Listeners' interval 1 responses were coded as "0" and interval 2 responses as "1" and the probability of responding "interval 2" was regressed against the difference in ERB N between each pair of tones in interval 2 and interval 1. Only statistically significant weights were used for the model estimates with nonsignificant weights set to zero in the equation for sensitivity ͓Eq. ͑3͔͒. So that the weights could be TABLE I. Differences between the various decision models arise from the way decision weights are derived and the source of internal noise.
Model
Weights Internal noise
interpreted as the proportion of attention devoted to each frequency region, they were normalized so that the sum of the absolute values of the significant weights was one ͑Berg, 1990; Lutfi, 1992; Lutfi, 1996, 1999͒ .
III. RESULTS
A. Sensorineural resolution and weights for the PLIO
A quantification of sensorineural resolution is necessary to determine the contribution of sensorineural noise to overall internal noise and its spectral profile is important for determining the relative weighting function for a PLIO ͑w PLIO ͒. The means of the DLF-transformed estimates of P and standard errors of the mean ͑SE's͒ are provided in Tables II and  III for the NH and HI listeners, respectively, and are plotted in Fig. 2 with 95% confidence intervals ͑CIs͒.
Sensorineural resolution estimates for HI 12 were excluded from the means and related statistical analyses because the estimates were unusually large and in some cases contributed to over 1/3 of the error variance. Lower values of P indicate higher ͑better͒ sensorineural resolution. NH listeners clearly had better sensorineural resolution than the HI listeners did. On average, P was about 3-10 times greater in HI listeners than in NH listeners. Across individual HI listeners, there was substantial variability in sensorineural resolution. The profile of P ranged from normal to more than a magnitude greater than normal for a few listeners.
The absolute differences in P had little influence on w PLIO because the S / P ratios were about the same magnitude for the two groups of listeners. Plotted in the left panel of Fig. 3 are the mean PLIO weights for the NH and HI listeners ͑different symbols͒ with 95% CIs. Between group comparisons revealed that w PLIO were significantly greater for the HI listeners at 257 and 603 Hz ͓t͑24͒ = 2.4, p = 0.03; t͑24͒ = 2.6, p = 0.02͔ but significantly greater for the NH listeners at 3951 Hz ͓t͑23͒ = 3.9, p Ͻ 0.001͔. These results demonstrate the advantage of incorporating sensorineural resolution into the model of the ideal listener. For best discrimination performance, HI listeners should listen differently than NH listeners. In particular, as a group, the observed weights should be slightly greater for the lowest frequency tones but less for the 3951 Hz tone. The important point is that individual listeners have unique ideal models based on information received and comparing them to the same ideal based on information sent instead of information received can penalize them for otherwise listening optimally.
B. Factors influencing observed decision weights
Hearing loss
The mean observed weights with 95% CIs for the NH and HI listeners are plotted in the right panel of Fig. 3 . Observed weights for both groups of listeners clearly deviated from the weights for the PLIO. NH listeners relied primarily on the low-frequency tones ͑257-1197 Hz͒ for discrimina-TABLE II. Information for each of the six frequency regions tested in this study for the NH listeners ͑arranged from left to right in descending order of observed sensitivity͒. Section 1: mean quiet thresholds in dB SPL. Section 2: estimates of P expressed as a proportion of ERB N . Section 3: The weights for the PLIO, w PLIO . Section 4: Observed weights, w obs , that are statistically different from 0 are in bold and those that are not are un-bolded and in parentheses. tion to the exclusion of the high-frequency tones ͑2212-6930 Hz͒. As indicated by the bolded entries in Table  II , which indicate statistical significance, only two NH listeners ͑NH 01 and NH 10͒ put significant weight on the highest-frequency tone. One of these listeners was the first author, a highly trained listener on this task, who put the greatest weight on the 6930 Hz tone. The HI listeners also put very little weight on the high-frequency tones. As shown in Table III , only two HI listeners put significant weight on a high-frequency tone ͑3951 Hz for HI 09 and HI 17͒. Unlike the NH listeners who put about equal emphasis on the lowfrequency tones, the HI listeners put substantially greater weight on the lowest-frequency tone at 257 Hz with progressively less weight on the 603 and 1197 Hz tones. The above observations were qualified by withinsubjects analyses of variance ͑ANOVAs͒ conducted separately for each group of listeners. Weights for the NH listeners were significantly greater than zero for every tone except the 6930 Hz tone. None of the lower-frequency weights was significantly different from each other and none of the higher-frequency weights was significantly different from each other. Each paired comparison across the lower-and higher-frequency groups was significant. For the HI listeners only the lower-frequency weights were significantly different from zero, especially the 257 Hz weight, which was significantly greater than all the other weights ͑p Ͻ 0.001͒. The 603 Hz weight was significantly greater than the 2212 Hz weights and above and the 1197 Hz weight was significantly greater than the 3951 and 6930 Hz weights.
To see if there was a systematic relationship between the observed weights and the amount of hearing loss, the weights for each frequency were correlated with the QTs across both groups of listeners. The 257 Hz weight had a significant positive relationship with QT ͓R͑24͒ = 0.68, p Ͻ 0.001͔ and the 1197 and 3951 Hz weights had significant negative relationships with QT ͓R͑24͒ = 0.62, p Ͻ 0.001 and 
Sensorineural resolution
The correlations between the observed weights and the weights for the PLIO for the NH listeners ͓R͑76͒ = 0.44, p Ͻ 0.001͔ and for the HI listeners ͓R͑72͒ = 0.50, p Ͻ 0.001͔ were moderate but also indicate that neither group adopted optimal decision rules derived from estimates of sensorineural resolution. w PLIO are roughly equivalent to normalized values of P for each listener. Perhaps weights were influenced by un-normalized values of P , the degree of sensorineural distortion. To test this, the weights for each frequency were correlated with the logarithm of P across both groups of listeners. There was a significant positive relationship between sensorineural distortion and the 257 Hz weights ͓R͑23͒ = 0.61, p = 0.001͔, but significant negative relationships between sensorineural distortion and the 1197, 2212, and 3951 Hz weights ͓R͑23͒ = 0.40, p Ͻ 0.05; R͑23͒ = 0.61, p = 0.001; and R͑23͒ = 0.51, p = 0.01, respectively͔. The 603 Hz weight had a marginally significant negative relationship with sensorineural distortion ͓R͑23͒ = 0.37, p = 0.069͔. This is the same general pattern observed with QT. As overall sensory information becomes distorted, the 257 Hz weight takes on greater importance at the expense of the weights higher in frequency.
In summary, weighting functions for the NH and HI groups were quite variable across listeners. There was an overall tendency for the lower frequencies to be given the greatest weight by both groups. A clear pattern emerged with how HI listeners weighted the lowest-frequency tones centered around 257 Hz. As overall hearing loss increased and sensorineural resolution decreased, the 257 Hz weight increased at the expense of a decrease in the higher-frequency weights. A more formal assessment of whether NH and HI listeners differed in terms of how efficiently they weighted information will require that the weights and sensorineural noise estimates be integrated into the theoretical framework of the PLIO.
Sensitivity
The theoretical framework above introduced four decision models that progressively account for factors that influence listeners' sensitivity when discriminating stimuli in a multiple-observation, sample discrimination task. From Fig. 4 , it is clear that the observed sensitivities for both groups of listeners are substantially less than the stimulus ideal, d ideal Ј ͑dotted line͒. The differences between these two reflect the combined influences of listeners' inefficient weighting strategies and internal noise. Compared to d ideal Ј , the predictions for d wgt Ј ͑dashed line͒ are much closer to d obs Ј , which indicates that a majority of listeners' less-than-ideal sensitivity can be attributed to the inefficient weighting strategies discussed in the previous section. Still, estimates of d wgt Ј are consistently greater than d obs Ј , especially when the expected frequency differences are relatively small. This indicates that internal noise also contributes to the reduction in observed sensitivity. The differences in sensitivity between the stimulus ideal observer and the PLIO, d PLIO Ј ͑thin solid line͒, reflects the hypothesized contribution of sensorineural noise to the observed sensitivity. As expected, the effects of limited frequency resolution are greatest when the frequency manipulations are smallest. As the size of the frequency manipulations increase relative to the sensorineural noise, the mean sensitivity for the PLIO increases and approaches sensitivity for the stimulus ideal. The predicted sensitivity for d pred Ј ͑thick solid line͒ combines the contributions of listeners' inefficient weighting strategies with sensorineural noise.
Estimates for d pred Ј are lower than d PLIO Ј which reflects the fact that even when compared to a PLlO most listeners employ inefficient weighting strategies. Estimates for d pred Ј very closely approximate d obs Ј . This indicates that for this experiment, sensorineural noise alone seems to account for most of the reduction in observed sensitivity that would otherwise be attributed to internal noise generally or to central noise specifically.
The left half of Table IV presents the means of the sensitivity estimates for the different decision models across the 10 trial blocks for each listener and for each group as a whole. Sensitivity for the stimulus ideal is not displayed because d ideal Ј was a constant 2.12 for each listener. As displayed in the last row of the table, sensitivity estimates for each model ͑excluding d ideal Ј ͒ were significantly less for the HI listeners compared to the NH listeners. The significant difference in d obs Ј indicates that HI listeners were less sensitive than NH listeners even though frequency manipulations were three times greater for the former. The significant differences between the groups in d wgt Ј , d pred Ј , and d PLIO Ј indicate that both less efficient weighting strategies and greater sensorineural noise in the HI listeners were responsible for the differences in observed sensitivity.
C. Efficiency
Theoretical overview
To isolate the different factors that influence listeners' observed sensitivities, the above model estimates for sensitivity need to be compared. For this purpose, we adopt a normalizing statistic akin to R 2 with a long history in the literature. With origins in energy-detector analogs for observers, efficiency is defined as a ratio of variances and is computed by taking the ratio of squared d primes ͑Tanner and Birdsall, 1958͒. Within our theoretic treatment of the data, this property makes the efficiency measure more attractive than simply taking the difference between two d primes. For example, an efficiency of 0.5 could indicate that the pooled variance of the expected decision variable differs by a factor of 2 between the two models or that the expected values of the decision variables differ by a factor of ͱ 2. Most often, the expected decision variables will differ in both the numerator ͑mean͒ and denominator ͑variance͒. Efficiency, denoted , is 1 when the two models under consideration have the same sensitivity.
Efficiency analysis as outlined by Berg ͑1990͒ provides a useful framework for partitioning the effects of decision weights ͑ wgt ͒ and internal noise ͑ nos ͒ on a listener's sensitivity relative to the stimulus ideal observer ͑ obs ͒. We expand on Berg's convention to ͑1͒ account for the fact that the ideal weighting strategy will differ for listeners and conditions as a function of information received, ͑2͒ attempt to partial out the sensorineural and central components of internal noise, and ͑3͒ isolate as much as possible the effects sensorineural noise on the observed efficiency. Table V lists the different efficiencies used in our analysis along with the ratios ͑model comparisons͒ that define FIG. 4 . For each decision model, the average estimates of sensitivity as a function of the expected frequency difference between intervals are displayed as different lines for the NH and HI listeners ͑left and right panels, respectively͒ in the top panels. The observed sensitivities are plotted as data points with 95% confidence intervals. Efficiencies, which compare different pairs of d-prime estimates from the top panels, are displayed in the bottom panels.
them and the theoretical constructs they isolate. Observer efficiency, obs͑S͒ , is the same as Berg's original obs but is subscripted ͑S͒ to denote that the observed sensitivity is compared to the stimulus ideal. Differences between the two sensitivities are attributed to observed weights that deviate from the stimulus ideal ͑w ideal ͒, to sensorineural noise, and to central noise. Unlike Berg's original wgt , which compares the observed weighting strategy to one based on an index of information sent, we are interested in how efficiently listeners weight information compared to an ideal model that weights information proportional to the reliability of information received, w PLIO . This comparison is particularly important for the present study because the reliability of information received varies considerably between listeners, conditions, and frequencies. We introduce a modified weight efficiency, wgt͑P͒ , that is obtained by comparing two estimates of sensitivity that include the listener's unique profile of sensorineural noise. One of these estimates uses the listener's unique weighting strategy, d pred Ј , and the other estimate uses the ideal weighing strategy based on information
In an attempt to separate the effects of sensorineural and central noise, we define nos͑P͒ and nos͑C͒ , respectively ͑cf. Appendix͒. By nos͑P͒ we mean the loss of efficiency due to IV. Displayed are the means of the sensitivity estimates ͑dЈ͒ for the different decision models and efficiency measures ͑͒ for the NH and HI listeners collapsed across the ten trial blocks, rank ordered for each group according to d obs Ј ͑see text͒. Note that d ideal Ј = 2.12 for all listeners. The means and standard errors of the mean for each group are also provided. sensorineural noise. Again, the effects of sensorineural noise are twofold. First, sensorineural noise alters how an ideal observer should weight information. Second, sensorineural noise adds to the variance of the expected decision variable.
To index the cumulative effects of sensorineural noise, we compare the sensitivity of the PLIO ͑d PLIO Ј ͒ to that of the stimulus ideal ͑d ideal Ј ͒. By our definition, central noise is the residual variance in the expected decision variable after accounting for sensorineural noise and the listener's weighting strategy. Therefore, nos͑C͒ is obtained by comparing the observed sensitivity of the listener ͑d obs Ј ͒ to the sensitivity of a hypothetical listener who shares the same weighting strategy and sensorineural limitations ͑d pred Ј ͒.
With the above analytic definitions in place, the efficiency of the observed sensitivity relative to the stimulus ideal, obs͑S͒ , can be partitioned as follows: obs͑S͒ = wgt͑P͒ ϫ nos͑P͒ ϫ nos͑C͒ .
͑4͒
To isolate as much as possible the effects of sensorineural noise on observer efficiency for a fair comparison between NH and HI listeners, the listener's observed sensitivity ͑d obs Ј ͒ should be compared not to the stimulus ideal observer ͑d ideal Ј ͒, but to a peripherally limited observer who weights the information received at each frequency optimally ͑d PLIO Ј ͒.
We call this comparison the adjusted observer efficiency, obs͑P͒ , which is obtained by dividing both sides of Eq. ͑4͒ by nos͑P͒ . The resultant equation, Eq. ͑5͒, is reminiscent of Berg's original efficiency analysis obs͑P͒ = wgt͑P͒ ϫ nos͑C͒ .
͑5͒
Results
The relationships between the sensitivity estimates of the different decision models are shown as efficiencies in the bottom panels of Fig. 4 . Observed sensitivity for both NH and HI listeners were limited by sensorineural noise, which diminished the reliability of information received when the frequency manipulations were relatively small. This is indicated by nos͑P͒ , which was about 0.2 at the smallest frequency manipulations for both groups. At the largest frequency manipulations, nos͑P͒ was about 0.8 for the NH listeners and about 0.65 for the HI listeners. Because nos͑P͒ was much less than 1 for the HI listeners, this indicates that there is still potential for improvement in observed sensitivity at larger frequency manipulations than what was tested. After accounting for the effects of sensorineural noise in the listeners' observed sensitivity, obs͑P͒ was much higher compared to the traditional assessment of observed sensitivity, obs͑S͒ , especially when the expected frequency differences were relatively small compared to sensorineural resolution.
The right half of Table IV presents the efficiency measures derived from the means of the different sensitivity estimates for each listener and for each group as a whole. As displayed in the last row of the table, all efficiency measures were significantly less for the HI listeners compared to the NH listeners, except nos͑C͒ . Observer efficiency ͑re: the stimulus ideal͒, obs͑S͒ , was significantly lower for HI listeners compared to the NH listeners. A significant contributing factor to this difference was sensorineural noise efficiency.
However, even when differences in sensorineural noise were accounted for, observer efficiency ͑re: the PLIO͒, obs͑P͒ , was still significantly lower for the HI listeners. This is because the exaggerated low-frequency emphasis in the weighting strategies of the HI listeners resulted in significantly lower weighting efficiencies compared to the NH listeners, even though differences in sensorineural resolution were accounted for in the analysis of wgt͑P͒ . nos͑C͒ was not statistically different between the NH and HI listeners indicating that SNHL did not influence the variability or consistency with which the decision strategies were used across trials and conditions. 4
IV. DISCUSSION
One of the primary objectives of this study was to adapt the theory of ideal observers to include the effects of frequency-specific sensorineural noise, what we term the peripherally limited ideal observer, or PLIO, decision model. This allows us to shift the research focus from information sent to information received when trying to understand differences in observed sensitivity between listeners. This is important because frequency resolution at the auditory periphery can differ substantially as a function of hearing loss and frequency, which has implications for how internal noise and ideal weights are conceptualized within the decision theoretic framework of the PLIO.
A. Sensorineural and central noise
Internal noise is often used as a general umbrella term that includes both the effects of imprecise coding of the physical properties of the stimulus at the auditory periphery and the effects of noisy decision processes arising from inconsistency and inattention on the part of the listener. We identify these two sources of internal noise as sensorineural and central noise, respectively. Using listener and frequency specific estimates of DLFs, the effects of sensorineural noise on observed sensitivity were modeled as additional sources of variance in the expected decision variable. When these effects were combined with a listener's unique weighting strategy, a specific prediction for observed sensitivity, d pred Ј , was obtained. The intention was that any residual variance needed to bring this prediction closer to the observed sensitivity would be modeled as a nonintegrated constant associated with central noise. As it turned out, the inclusion of sensorineural noise was adequate at bringing the estimates of d pred Ј very near the observed sensitivities. This indicates that SNHL did not influence central processes related to the implementation of a decision strategy across trials and conditions and that sensorineural noise was the primary component of the overall internal noise in this discrimination task for both groups of listeners.
B. Decision weights
Within our theoretical framework for the PLIO, ideal weights should be proportional to the reliability of information received, which takes into account each listener's unique profile of sensorineural noise. In this study, most listeners did not employ optimal weighting strategies. Instead, higherfrequency tones ͑ജ2212 Hz͒ were given very little weight by individuals from either group of listeners compared to lower-frequency tones ͑ഛ1197 Hz͒. Furthermore, as hearing loss and sensorineural noise increased there was a tendency for the 257 Hz weight to increase at the expense of a decrease in the other weights. This resulted in significantly lower weighting efficiencies for the HI listeners.
There are at least a few explanations for why the lowerfrequency tones were on average given significantly greater weight than the higher-frequency tones.
5 First, it is worth noting that there were a number of instances where the weights in the high-frequency region were significantly greater than zero for the NH listeners. This was especially true for the first author, a highly practiced listener on this task, who put the greatest weight on the highest-frequency tone. This indicates that attentional mechanisms influence the magnitude of the high-frequency weights to some extent, rather than a simple failure to hear the individual tones due to upward spread of masking, for example. A preference for low-frequency information, especially on a relative scale, has been demonstrated elsewhere.
In a series of experiments, Neff and Odgaard ͑2004͒ had listeners engage in sample discrimination of frequency experiments similar in nature to the present study except listeners were asked to focus selectively on a single frequency difference near 2000 Hz instead of integrating information across six simultaneous differences. Additional frequency information above and below the target frequency served as distracters and consisted of either random-frequency tones, fixed-frequency tones with and without varying level, or noise bands. For random-frequency tones, weighting analyses revealed a dominance of the lower-frequency distracters over the higher-frequency distracters. This relative patten persisted even when the distracters and targets were shifted two octaves higher in frequency. Furthermore, the critical feature of the low-frequency distracters was informational ͑variation͒ rather than energetic ͑merely being present͒ since fixed-frequency tones and noise bands produced little to no negative effects on target discrimination.
Alexander ͑2004, pp. 110-154; Alexander and Lutfi, 2003͒ reported that in tone detection tasks involving randomfrequency distracters and fixed-frequency targets at 800, 2000, or 5000 Hz that ͑1͒ detection thresholds increased with increases in the informational content of distracters below the target frequency compared to those above and ͑2͒ distracters received significantly greater weight when they were immediately below the target frequency compared to when they were immediately above. Alexander also found that for a 2000 Hz target, randomly turning on and off the belowtarget distracters from trial to trial ͑informational masking͒ while keeping the above-target distracters always on significantly increased thresholds for target detection compared to the opposite when the below-target distracters were static ͑energetic masking͒ and the above-target distracters were random.
We carried out two related experiments using the same listeners and almost the same conditions. In one experiment, the high-frequency tones were randomly selected as before except that they were selected from the exact same distribution for the signal and noise intervals so that the expected frequency difference for these tone pairs was zero. Since the high-frequency tones had no informational value across the experiment ͑i.e., w PLIO equaled zero͒, they were distracters and listeners were reminded to ignore them. Likewise, in a second experiment, the low-frequency tones had expected frequency differences of zero and served as distracters. Performance in the high-frequency distracter experiment yielded weighting functions and sensitivity estimates very close to the current experiment. However, in the low-frequency distracter experiment d obs Ј and d pred Ј were very close to zero for most of the listeners from both groups since the weighting patterns were still low-frequency dominant. Like the Neff and Odgaard ͑2004͒ and Alexander ͑2004; Alexander and Lutfi, 2003͒ studies, even when it was highly disadvantageous to attend to the low-frequency information, listeners could not ignore it.
It seems clear that listeners enter the laboratory setting with a preset weighting pattern for pitch-like discriminations. Relatively low frequencies tend to dominate the perception of tonal complexes. Perhaps only with a lot of practice and motivation can this bias be overcome. This preset weighing strategy is determined by a lifetime of experience attending to real-world sounds, especially the most functionally relevant sounds like speech. It is known that the energy of real environments and especially of speech and music is distributed much like pink noise and decreases as a function of frequency ͑e.g., Clarke, 1975, 1978͒ . A person with a longstanding high-frequency sensorineural hearing loss experiences an exaggerated form of this low-frequency dominance. While the above explanation is speculative, the fact remains that people will bring to the laboratory setting an ingrained listening bias that may not conform to our task demands. An ecologically informed ideal observer model would appreciate the statistics of the acoustics of the everyday world. Within this framework, predictions for sensitivity will better accord with listeners' performance. Future research can benefit from exploring how experience with hearing impairment shapes the way people listen to complex sounds that vary along several acoustic dimensions, like speech. Casting performance in terms of an ecologically informed ideal observer that includes peripheral limitations as well as environmental experience will improve on models of speech intelligibility, including the effects of noise, the spatial distribution of multiple talkers, and various hearing aid and cochlear implant processing algorithms.
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APPENDIX: THE PARTITION OF NOISE EFFICIENCY
For the sake of simplicity, assume that a hypothetical listener has equal P for each tone so that the weights for Sometimes over the course of the four blocks there was improvement for one or more frequencies. The blocks and frequencies for which this occurred did not seem systematic within or between listeners. Additional blocks were run until there was no substantial improvement for four successive blocks. Paired t tests comparing DLFs obtained from the two trial blocks immediately before the sample discrimination experiment and from the last two trial blocks obtained after the sample discrimination experiment were not statistically significant for any of the six tones in either group ͑p ജ 0.10 for all comparisons͒. This indicates that there was a lack of a practice effect over the course of the experimental protocol. An index of sensitivity can at least be calculated by ͑l͒ the difference in the Z-transformed hit and false-alarm rates, or ͑2͒ the difference in the means of the signal and noise distributions of the decision variable ͑⌬͒ divided by their common standard deviation ͑͒. For a yes-no ͑y/n͒ task these two computations are the same. However, for a 2IFC task the mean difference ͑the numerator͒ is integrated by a factor of 2, while the standard deviation ͑the denominator͒ is integrated by ͱ 2. This leads to an overall increase of ͱ 2 between the difference in the Z-transformed hit and falsealarm rates for the 2IFC task compared to the y/n task. Because it is desirable to have an index of sensitivity that is task independent, the ⌬ / ratio is the preferred index for dЈ, meaning that the difference in the Z-transformed hit and false-alarm rates for the 2IFC task must divided by ͱ 2. The difference in the Z-score computation of sensitivity between the two tasks reflects the fact that greater sensitivity is needed to achieve the same performance or percent correct on a y/n task compared to a 2IFC task.
4
While at first it seems that central noise played little role in this multipleobservation, sample discrimination task, it is likely that each estimate of sensorineural noise collected during the DLF procedure already included some central noise. The actual central noise during the sample discrimination experiment might be only some small factor of the central noise collected during the estimate of one DLF. Therefore, analytically integrating sensorineural noise ͑and central noise͒ across the six frequency regions might lead to an over estimate of the total amount of sensorineural noise.
In this regard, d pred Ј and d wgt Ј might be considered as lower and upper bounds, respectively, for modeling the influence of sensorineural noise on observed sensitivity. This combined with the fact that predictions for sensorineural noise and sensitivity were analytically derived from expected values might explain the few instances where d pred Ј under-predicts d obs Ј and where nos͑C͒ is greater than one.
5 One review noted that the level of the broadband stimuli in this experiment ͑about 50 and 85 dB SL for the HI and NH listeners, respectively͒ possibly elicited the acoustic reflex in some or most listeners. Because maximal attenuation from the graded acoustic reflex occurs between 500 and 1000 Hz ͑about 20-25 dB with 10 dB/ oct. slopes͒, it could be responsible in part for the observed low-frequency dominance in the weighting patterns. Presumably, their reduced loudness would cause them to "pop-out" perceptually ͑unlikely͒ or their sensorineural resolution would be enhanced because the broadening of auditory filters associated with high-presentation levels would be somewhat mitigated by the attenuation.
The following results suggest that the acoustic reflex was not responsible for the low-frequency dominance of the observed weights. Weights were also obtained from a subset of listeners ͑n = 10 for each group͒ who replicated this study using a shorter stimulus duration ͑40 ms versus 120 ms͒ in Alexander ͑2004͒. Because the acoustic reflex is dependent on a temporal summation of energy, its effects should have been diminished at the shorter duration. This being said, paired-sample t tests revealed that no comparisons were statistically significant except for the HI listeners for the 257 and 603 Hz weights. The shorter duration was associated with significantly lower weights at 257 Hz and with significantly higher weights at 603 Hz compared to the longer duration ͑p Ͻ 0.05͒. However, this might be because sensorineural resolution was significantly worse at 257 Hz for the shorter duration compared to the longer duration.
