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Abstract
This paper assesses the resolution dependance of clouds and precipitation over
Germany by numerical simulations with the COnsortium for Small-scale MOdeling
(COSMO) model. Six intensive observation periods of the HOPE (HD(CP)2 Observa-
tional Prototype Experiment) measurement campaign conducted in spring 2013 and5
one summer day of the same year are simulated. By means of a series of grid-
refinement resolution tests (horizontal grid spacing 2.8, 1 km, 500 and 250 m), the
applicability of the COSMO model to real weather events in the terra incognita, i. e.
the scale ranging between the mesoscale limit (no turbulence resolved) and the large-
eddy simulation limit (energy-containing turbulence resolved), is tested. It is found that10
although the representation of a number of processes is enhanced with resolution (e. g.
boundary-layer thermals, low-level convergence zones, gravity waves), their influence
on the temporal evolution of precipitation is rather weak. However, rain intensities may
vary with resolution, leading to differences in the total rain amount of up to +48 %.
Furthermore, the location of rain is similar for the springtime cases with moderate and15
strong synoptic forcing, whereas significant differences are obtained for the summer-
time case with air mass convection. Probability density functions of convection-related
parameters are analyzed to investigate their dependance on model resolution and their
impact on cloud formation and subsequent precipitation.
1 Introduction20
The quantitative forecast of precipitation and clouds still is a challenge for state-of-the-
art numerical models, both on short-range weather time scales and climate time scales.
Although the phenomena responsible for triggering convection are broadly known (Jor-
gensen and Weckwerth, 2003; Bennett et al., 2006), the forecasting skill especially for
heavy convective showers is still low. A large part of the inaccuracy results from the25
difficulties of the models to initiate cloud formation and convective processes at the
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right place and time (e. g. Barthlott et al., 2011). Besides uncertain initial and bound-
ary conditions, inaccuracies of numerical methods and/or the incomplete description
of physical processes influence the performance of the numerical models. The suc-
cessful simulation of convection initiation over land, which is strongly forced from the
surface, depends on having a reasonable representation of boundary-layer processes5
and the development of shallow cumulus convection (e. g. Petch et al., 2002). Some
of the boundary-layer circulations, such as convective rolls, drylines, gust fronts, oro-
graphic circulations, and circulations resulting from mesoscale surface heterogeneities
(i. e. land use, soil moisture), are precursors of cloud formation and convective devel-
opment (Jorgensen and Weckwerth, 2003).10
To improve our understanding of cloud and precipitation processes and their impli-
cation for climate prediction, the High Definition Clouds and Precipitation for advancing
Climate Prediction HD(CP)2 research project has started (http://hdcp2.eu). HD(CP)2 is
a Germany-wide initiative funded by the Federal Ministry of Education and Research
(BMBF). Besides the development of a new model system capable of conducting very15
high-resolution simulations over domains of 1000 km, a fundamental part of the project
was a large measurement campaign entitled HOPE (HD(CP)2 Observational Proto-
type Experiment). HOPE was conducted in spring 2013 near Jülich in western Ger-
many and included a large variety of in-situ and remote sensing instruments. Based on
these measurements, the model can be evaluated critically on the scale of the model20
simulations and information is obtained on subgrid-scale variability and microphysical
properties that are subject to parameterizations. A major observation system operated
during HOPE was the so-called KITcube (Kalthoff et al., 2013) which is a monitoring
system consisting of different in-situ and remote sensing instruments.
In smaller-scale meteorological applications, two classes of numerical modeling25
are distinguished: mesoscale modeling on larger domains and large-eddy simulations
(LES) on the smaller ones (Wyngaard, 2004). The ratio of the energy-containing tur-
bulence scale and the scale of the spatial filter used in the equations of motion l/∆
is small for mesoscale modeling (no turbulence resolved) and large for LES (energy-
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containing turbulence is resolved). With increasing computer power in the last years, it
is now possible to conduct very finely meshed simulations with l/∆ ∼ 1. Since neither
LES nor mesoscale models were designed to operate in this range, it was called “terra
incognita” or “gray zone” (Wyngaard, 2004). For the HD(CP)2 project, it was decided
to jump over this terra incognita with the development of a new model system ICON5
(ICOsahedral Non-hydrostatic, Zängl et al., 2015) which can be operated for domains
with 1000km×1000km at a horizontal grid spacing of 100 m. Since current operational
models still operate in this range (e. g. German Weather Service: 2.8 km, UK Met Of-
fice: 1.5 km, Meteo France: 2.5 km), it is of interest to understand which results can be
obtained from simulations within the gray zone in order to assess the impact of grid10
spacing on quantitative precipitation forecasting.
In recent years, many studies were devoted to exploring the resolution dependance
of numerical weather forecasting for different synoptic conditions and geographical ar-
eas. The most remarkable feature of numerical models with grid spacing smaller than
2–4 km is the possibility to explicitly treat deep convection instead of using a param-15
eterization. Many studies have shown that such models provide quantitatively better
results in terms of the simulated precipitation amount, its structure, and timing (e. g.
Done et al., 2004; Weisman et al., 2008; Bauer et al., 2011). However, small-scale
updrafts and the turbulent nature of the flow can only be represented adequately by
large-eddy simulations at a grid length of 100 m or less (Bryan et al., 2003). Thus, the20
convection-permitting models operating at the order O(1 km) have major shortcomings
as regards the nature of convective clouds (Hanley et al., 2014).
Once convection-permitting resolutions are reached, it remains unclear as to whether
increasingly fine horizontal grid spacing alone can result in further increases in fore-
cast skill (e. g. Roebber et al., 2004). Recent findings of Kain et al. (2008) and Schwartz25
et al. (2009) suggest that decreasing horizontal grid spacing from 4 to 1–2 km provides
little added value and that forecast skill in the US is not improved. One possible reason
may be that more sophisticated physical parameterizations (e. g. for boundary layer tur-
bulence or cloud microphysics) are needed at such high resolution. However, there are
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also opposite findings of refining the mesh size having improved the QPF results: for
example, Zängl (2007) investigated two north-Alpine heavy-rainfall cases with a vari-
able number of nested domains, resulting in finest mesh sizes of 9, 3, and 1 km. The
runs with high grid resolutions had a highly beneficial impact in the Alpine part of the
area due to a proper representation of the topography. For a case study of a quasi-5
stationary convective system over the UK Southwest Peninsula, Warren et al. (2014)
found several deficiencies in the 1.5 km model’s representation of the storm system.
However, significant improvements regarding convection initiation were found when
the grid length was reduced to 500 m due to an improved representation of a conver-
gence line. Hanley et al. (2014) simulated several convective events over the southern10
UK at horizontal grid lengths ranging from 1.5 km to 200 m with the Met Office Uni-
fied Model. Their results suggest that convection is under-resolved at a grid length of
1.5 km. Although an improvement in convection initiation time was observed when re-
ducing the grid length, the size and intensity of the cells were not necessarily improved.
Furthermore, changing the mixing length often improves one aspect of the simulated15
convection, while another aspect is affected adversely.
Using the WRF model for simulation of a convection situation over the Black Forest
mountains in Southwest Germany, Bennett et al. (2011) found that a high resolution
of 700 m was needed to capture the fine-scale motions over the complex terrain for
convection to be reproduced at the correct location and with about the right intensity20
to match the observations. A positive impact of increased model resolution was also
found by Colle and Mass (2000) for the Cascade Mountains in the Pacific Northwest
of the US when moving from a grid spacing of 36 to 12 to 4 km. Whereas the high grid
spacing was needed to properly resolve terrain forcing, no additional gain was obtained
when refining the grid to 1.33 km. For Iceland, Rögnvaldsson et al. (2007) investigated25
orographic precipitation with 8, 4, and 2 km horizontal grid spacing. They found that the
absolute values and the pattern of the precipitation field were improved in a stepwise
manner when increasing the model resolution, with the main increase resulting from
the transition from 8 to 4 km. Pearson et al. (2014) showed that the improvement in
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the representation of the diurnal cycle of convective organization over West Africa by
a 4 km model compared to a 12 km configuration was a result of the convection scheme
rather than the improved resolution.
Whereas most of the above-mentioned studies of resolution dependance of numeri-
cal weather forecasting with realistic model configurations were conducted at or above5
the order O(1 km), only few studies are available for grid lengths ranging between 100 m
and 1 km, e. g. Boutle et al. (2014) for a case of stratocumulus evolution or Green and
Zhang (2015) for a modeling study of Hurricane Katrina. Most of the studies in this
range used idealized configurations (e. g. Bryan et al., 2003; Wyngaard, 2004; Fiori
et al., 2009, 2011; Verrelle et al., 2015). These previous studies suggest that hori-10
zontal resolution may be important when modeling cloud formation and precipitation.
However, it remains unclear whether the model features originally designed for the
simulation of larger-scale atmospheric flows will yield adequate reproductions of small-
scale motions (Gibbs and Fedorovich, 2014). This line of investigation is now extended
by numerical simulations of realistic cases with quasi-operational model settings, but15
different model resolutions. As cloud evolution and turbulence still need to be param-
eterized on that scale, a good representation of subgrid-scale variability is essential.
Therefore, the focus of this paper lies not only on the impact of a higher grid spacing on
cloud and precipitation development, but also on the variability of convection and cloud-
related parameters and how this variability changes with model resolution. Instead of20
analyzing mean values of such parameters, probability distributions show the range of
possible values and the most probable ones. To this end, we systematically explore the
terra incognita and test the applicability of the COSMO model at high resolutions to
several cases with different synoptic conditions.
2 Method25
In order to investigate the potential benefits of a higher grid resolution for the simulation
of convective rain, a series of numerical simulations were performed using version 5.0
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of the COnsortium for Small-scale MOdeling (COSMO) model. This section describes
the model configuration and the days chosen for this study.
2.1 Numerical model
The COSMO model is a non-hydrostatic regional weather forecast model (Schättler
et al., 2013) used for operational weather forecasting at the Deutscher Wetterdienst5
(DWD, German Weather Service) and several other European weather services. It em-
ploys an Arakawa C-grid for horizontal differencing on a rotated latitude/longitude grid.
To minimize problems resulting from the convergence of the meridians, the pole of the
grid is rotated such that the equator runs through the center of the model domain.
In vertical direction, a terrain-following, hybrid height coordinate is used. A two-time10
level Runge–Kutta method (Wicker and Skamarock, 2002) for time integration is im-
plemented. The microphysics scheme includes riming processes (graupel formation)
and predicts cloud water, rain water, cloud ice, snow, and graupel. A multi-layer soil
vegetation model (TERRA-ML, Doms et al., 2011) is implemented.
At the DWD, the application COSMO-EU of the COSMO model provides operational15
forecasts for entire Europe at 7 km grid spacing with initial and boundary conditions
derived from the hydrostatic global model GME (mesh size 40 km). Deep and shallow
convection are parameterized using a Tiedtke scheme (Tiedtke, 1989) in COSMO-
EU. In addition, a convection-permitting version (COSMO-DE) with 2.8 km grid spacing
is used for Germany and smaller parts of neighboring countries. The horizontal grid20
spacing of 2.8 km allows to switch off the parameterization of deep convection. Small-
scale shallow convection is parameterized using a modified Tiedtke scheme. According
to Baldauf et al. (2011), the operational COSMO-DE produces satisfactory results in
synoptically driven situations, but the model (as many other operational models, too)
still has problems correctly describing convection initiation at the right time and place25
in air mass convection situations.
In this study, numerical simulations with horizontal grid spacings of 2.8, 1 km, 500
and 250 m have been conducted (Table 1). Note that also the number of vertical levels
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is increased for the 1 km-runs and the 500/250 m-runs. This limits somehow the con-
clusions of this study, because the results are affected by both horizontal and vertical
grid spacing. On the other hand, when moving to finer-resolution simulations, it is also
meaningful to increase the number of vertical levels. In doing so, especially the repre-
sentation of processes in the planetary boundary layer (PBL) and the entrainment zone5
is supposed to be enhanced. The number of levels in the lowest 1000 m is 12, 15, 18
for the runs with 50, 65, 80 levels, respectively.
At a grid length of 2.8 km, a 1-D turbulence scheme is applied. This 1-D-closure is
based on a prognostic equation for the turbulent kinetic energy (TKE) and can be clas-
sified as Mellor-Yamada level 2.5 (Mellor and Yamada, 1974), i. e. the stability functions10
are explicitly predicted. By imposing horizontal homogeneity of the variables, this 1-D-
closure uses the so-called boundary-layer approximation. For resolutions reaching the
kilometer-scale and LES, a more adequate 3-D turbulence parameterization can be
chosen. This closure uses a 3-D subgrid-scale model instead of the boundary-layer
approximation and both vertical and horizontal turbulent coefficients are active (Doms15
et al., 2011). At a grid length of 1 km, it is still unclear what scheme should be used.
As was demonstrated by Wyngaard (2004) and Honnert et al. (2011), the use of a 1-
D turbulence scheme remains questionable on this scale, while the formulation used
in LES may not be appropriate. Therefore, the 1 km model was run with both a 1-D
and a 3-D turbulence scheme. For the finer resolutions of 500 and 250 m, only the 3-D20
turbulence scheme was applied. For the 500 and 250 m runs, the parameterization of
shallow convection is switched off whereas the runs with coarser resolution still need
this parameterization to be active to adequately simulate the moisture transport from
the surface to the cloud layer.
The 2.8 km runs used a time step of 25 s, whereas all other runs used a value of25
2 s. This large reduction in the time step was necessary to prevent numerical problems
and model instabilities over steep orography. COSMO-EU analyses serve as initial and
boundary conditions for the reference run, whose outcome is then used to drive all of
the higher-resolution simulations. Since no suite of nesting is performed and the same
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driving data are used for the resolution below 2.8 km, the interpretation of the numerical
results is facilitated. In a sensitivity experiment (not shown), a suite of nested domains
was used, but the results differed only marginally from those of the above configura-
tion. The lateral boundary update interval is 1 h (2.8 km grid spacing) and 15 min for
the remaining model runs. The smaller interval is due to the smaller model domain5
which makes it necessary to prevent showers (or large-scale phenomena) persisting
for a long time at the edges of the model domain. All model runs do not include data
assimilation or feedbacks between individual nests. Each model run is initialized at
00:00 UTC with an integration time of 24 h.
The simulation domain (Fig. 1) of the reference run is identical to the COSMO-DE10
operational configuration. It is aimed at using the largest possible domain for the high-
resolution simulations, but numerical problems for very steep orography and the re-
quired data storage capacities and computing time lead to smaller simulation domains
as model resolution increases. For the analysis presented later, a common domain
was chosen to be somewhat smaller than the 250 m run to prevent edge effects (black15
rectangle in Fig. 1).
An important feature of our simulations is the fact that we use the same external
data (orography, soil type, land use) for all model runs. The external data are based on
30 arc s (1 km) gridded, quality-controlled Global Land One-km Base Elevation Project
(GLOBE) orography, the Global Land Cover 2000 Project (GLC 2000) for a harmonized20
land cover, and the Food and Agriculture Organization of the United Nations (FAO) Dig-
ital Soil Map of the World (DSMW). This data set was interpolated on the respective
model grids with an internal consistency check. This means that all changes in the sim-
ulation results are a response to a different model resolution only and are not linked to
a better representation of the underlying orography and land data. Figure 2 shows the25
model orography of the common investigation area. The 2.8 km configuration clearly
smoothes out some of the orographic features (like smaller valleys) visible at 1 km res-
olution and also maximum elevations of individual mountain ridges are lower compared
to the 1 km data. When interpolating to the 500 and 250 m grids, the orographic fea-
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tures of the 1 km data stay the same, with the exception of minor interpolation artifacts
at the coastline.
In this study, it was aimed at keeping the individual model configurations as similar
as possible so that differences in the forecast of clouds and precipitation can be at-
tributed to the resolution effect only. However, the model configurations also needed to5
be adapted to the use at very high resolution in order to be physically meaningful (e. g.
the use of a 3-D turbulence scheme or switching off the parameterization of shallow
convection).
2.2 Cases analyzed
This study considers six cases from the HOPE field campaign with different weather10
characteristics (dry and moist convection, varying degree of synoptic forcing). As the
field campaign took place in spring, there was no summertime event with local initiation
of deep convection. To also consider this type of event, simulations were performed for
a summer case with air mass convection (see Table 2).
For the description of the synoptic situation of the selected days, we use the Q vector15
at 500 hPa,
Q = −R
p
(
∂v g
∂x
· ∇T ,
∂v g
∂y
· ∇T
)
(1)
where R is the gas constant of dry air, p is pressure, v g is the geostrophic wind,
and T is temperature (Hoskins et al., 1978). Areas with forcing for upward (downward)
vertical motion are associated with Q vector convergence (divergence). In our study,20
the Q vector is estimated from 7 km COSMO-EU analyses which also serve as initial
and boundary condition for our simulations. Figure 3 shows the synoptic conditions of
the selected days at 12:00 UTC. On 15 April (Fig. 3a), a weak south-westerly flow is
present with only weak Q vector convergence. A ridge over south-eastern Germany
inhibits convective processes in that area. Over western and north-western Germany,25
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however, radar-derived measurements show widespread moderate amounts of rain
with up to 10–15 mm (Fig. 4a). The conditions on 24 and 25 April (Fig. 3b and c)
are similar: a moderate westerly flow together with only small forcing for upward and
downward motion. On both days, no precipitation is measured near the KITcube lo-
cation. Only small amounts of rain are observed in the northern part of the investiga-5
tion area on 25 April (Fig. 4b). The mid-tropospheric flow intensifies on the next day
(26 April, Fig. 3d) with the flow direction turning to southwest. On this day, radar mea-
surements indicate precipitation almost over entire Germany with 24 h accumulations
of up to 30 mm (Fig. 4c). The maximum, but still small rain amounts are observed to
the north and south of the KITcube location. On 19 May (Fig. 3e), two low pressure10
regions influence Germany, one of them being located north of Poland and the other
over central France. The HOPE measurement site is located at the northern edge of the
low over France with weak easterly winds. In the southern part of Germany, spatially
widespread precipitation is observed with peaks of 90 mm, whereas the measurement
site is free of rain (Fig. 4d). A long-wave trough extending from Iceland towards north-15
western France leads to a southerly flow on 28 May (Fig. 3f). There are convective
showers over southern Germany and eastern France, but also moderate rain over the
HOPE domain (Fig. 4e). The last day of the cases analyzed (23 July, Fig. 3g) shows
a strong ridge over western Germany and eastern France. Despite the convection-
inhibiting effect of subsidence, several isolated convective showers are initiated in that20
area (Fig. 4f).
3 Model results
In the following, we first describe some benefits of high-resolution modeling before the
simulated precipitation is analyzed with respect to location, amount, and timing. The
analysis of probability density functions of convection-related parameters together with25
their dominant values and a more detailed case study of one simulated convective cell
at high resolution concludes our investigations.
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3.1 Benefits of high-resolution modeling
In this section, the benefits of high-resolution modeling in simulating atmospheric pro-
cesses is demonstrated by the analysis of gravity waves, low-level convergence zones,
and PBL thermals. Figure 5 presents a comparison of the simulated vertical velocities
at 2.9 km a.s.l. for 26 April 2013 for the different horizontal grid spacings used. Obvi-5
ously, the C2.8 run cannot resolve any gravity wave activity on that day. With a grid
spacing of 1 km or below, however, gravity waves are simulated in the southern part
of the investigation area. The location of the waves over the mountainous terrain indi-
cates that these waves are induced by orographic lifting of air masses in the presence
of stable temperature stratification. Although more fine-scale structures can be seen10
with even higher resolution (500, 250 m), the locations of the individual regions with
upward and downward vertical motion and, thus, the wavelength of the waves (ranging
between 11 and 13 km) remains identical. The intensity of the vertical motions, how-
ever, increases slightly with model resolution. On this day, satellite pictures document
the existence of gravity waves with similar wave lengths and extents in that area (not15
shown). Due to the fact that the locations of the waves are similar in the high-resolution
runs and the intensity increases only slightly with model resolution, it can be stated
that a horizontal grid spacing of 1 km should be sufficient for capturing the general
characteristics of atmospheric gravity waves.
The second meteorological phenomenon analyzed here is the convergence of the20
low-level wind, which is an important mechanism for convection initiation (e. g. By-
ers and Rodebush, 1948; Wilson and Schreiber, 1986; Barthlott et al., 2006). To illus-
trate the resolution dependance of convergence zones, we use 15 April at 16:00 UTC
(Fig. 6). Here, we refer to convergence by multiplying the divergence of the horizontal
10 m wind field by −1. When doing this, convergent areas leading to lifting of air parcels25
have a positive sign. The 2.8 km run reveals only comparatively small regions with weak
convergence. At 1 km grid spacing, there already is a large number of convergent ar-
eas: many isolated patches with convergence as well as elongated convergence lines
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are visible. When going to 500 m grid spacing, there are more small-scale convergence
structures and the elongated zones are more connected. At 250 m grid spacing, the
percentage area of convergent grid points of all model runs is largest (46 %), whereas
the remaining runs show slightly smaller values ranging between 42 and 44 %. The lo-
cation of the areas with the strongest convergence is rather insensitive to model resolu-5
tion, since there are only minor spatial differences. Besides the increasing ratio of grid
points with convergence, the mean value of convergence (only positive contributions
in 10−3 s−1: 2.8km = 0.18, 1km = 0.39, 500m = 0.59, 250m = 1.01) and the maximum
convergence do increase with grid spacing (in 10−3 s−1: 2.8km = 1.42, 1km = 3.68,
500m = 6.71, 250m = 11.15). The increased convergence intensity has important im-10
plications for convection initiation due to reduced entrainment (e. g. Garcia-Carreras
et al., 2011) and stronger lifting which may allow rising parcels to attain their level of
free convection. It is also worth mentioning that there is an area almost free of conver-
gence ranging from Köln towards Bremen. This zone is simulated in all model runs and
is associated with a calm post-frontal region. With increasing grid spacing, however,15
this area is continuously reduced in size.
25 April is chosen to examine the evolution of boundary-layer thermals, because the
region of interest is cloudless around noon. Figure 7 presents vertical cross sections of
vertical wind and equivalent potential temperature at the latitude of the KITcube loca-
tion during HOPE (see Fig. 1). Due to the coarse resolution of the 2.8 km run, no PBL20
thermals can be simulated by this configuration. The 1 km run marginally resolves con-
vective updrafts with vertical velocities larger than 0.2 ms−1. When the grid spacing is
further reduced, the width of updrafts decreases and the number of updrafts increases
to a value of 13 at 250 m grid spacing. With the horizontal distance from this cross
section (approx. 53 km), the mean updraft spacing at 250 m resolution is 4 km. Lidar25
measurements during HOPE detected updrafts with wavelengths of 2–2.7 km (Maurer
et al., 2015, personal communication). On the average, the simulated updrafts agree
well with these observed values. Furthermore, the narrower updrafts at high resolution
exhibit higher vertical velocities in agreement with findings of e. g. Cotton et al. (2011).
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The lack of convergence between the 500 and 250 m simulations suggests the need for
a even higher model resolution. We would like to point out that the selection of this date
and time was based on conditions with more or less undisturbed solar radiation only.
The vertical velocity statistics of updraft and downdraft cores are beyond the scope of
this paper.5
3.2 24 h precipitation amount
In this section, we analyze the 24 h accumulated precipitations of the numerical sim-
ulations (Fig. 8) and compare them with radar-derived precipitation (Fig. 4). Since
the focus of this paper is on investigating the resolution dependance of cloud and
precipitation-related processes, a qualitative comparison is made only and no quanti-10
tative verification methods are applied.
The simulations for 15 April (Fig. 8 top row) show southwest-northeast oriented pre-
cipitation bands with maxima between 15 and 20 mm. The precipitation location is very
similar in all model runs. In the center of the investigation area (marked by the black
rectangle), however, some differences in horizontal extent and precipitation amount15
are simulated: the C2.8 run has the smallest area covered by precipitation of all model
runs and the maximum rain amounts (15–20 mm) are simulated in the high-resolution
runs with 3-D turbulence scheme (C1b, C0.5, C0.25). A common error of all model re-
alizations is the lack of more widespread precipitation in the north-western part when
compared to radar observations (see Fig. 4a).20
Due to the lack of observed and simulated precipitation, the 24 April case is not
shown in Fig. 8. In the simulations for 25 April, a small west-east oriented area with
precipitation is present somewhat north of and over the KITcube. Since only weak
amounts of rain are simulated (less than 6 mm) and the precipitation location is nearly
identical in all model runs, this case also is not shown in Fig. 8. The radar-derived25
observations, however, do not show any precipitation in that area.
The spatial rain distribution on 26 April (Fig. 8, second row) reveals that the entire
investigation area is covered by rain. In all model runs, there is a band with highest
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rain amounts from the southwestern corner to the middle of the eastern edge of the
domain. The structure of this band is more or less the same in all model runs. Whereas
the maxima (40–50 mm) agree well with radar observations, the area with strong rain
amounts is too small (see Fig. 4c). The radar observations also show a region without
rain west of the KITcube and another area with maximum rain amounts of 30–40 mm5
in the north, both of these features are not captured by any of our model runs.
On 19 May, the simulations show widespread precipitation east and south of the
KITcube (Fig. 8, third row). The overall spatial distribution again is rather similar in all
model runs, except for one convective cell east of Cologne (marked by a black circle).
Whereas C2.8 and C1a (both with 1-D turbulence) simulate only moderate amounts10
of rain (6–8 mm), all remaining runs simulate a small, but distinct convective cell with
precipitation accumulations of 30–40 mm (C1b) and even 40–50 mm (C0.5, C0.25).
The higher grid spacing, together with the 3-D turbulence scheme, seems to create
a more vigorous convective activity.
Several convective showers are simulated in the southern part of the investigation15
area (including the KITcube location) on 28 May (Fig. 8, fourth row). In that case, more
differences in the spatial rain distribution between the individual model runs can be
observed. For example, the convective cell marked by the black circle in the reference
run C2.8 is not simulated by run C1a and only with reduced rain amount and shifted
towards the south by the run C1b. With 500 and 250 m grid spacing, the cell is simulated20
again and the aggregation towards a convective line is visible. Another difference is
the cloud-free region of the reference run east of the KITcube, which is also obvious
from the radar observation (Fig. 4e). In all other model realizations, however, there are
several convective showers ranging up to the latitude of Dortmund. Even if the amounts
of rain differ somewhat, the convective cells to the west of the KITcube are simulated25
similarly in all model runs.
The summertime case of 23 July reveals the distinctive convective nature of the event
due to the large number of convective cells in the southern part of the investigation area
(Fig. 8, bottom row). Whereas both 1 km runs simulate more small-scale cells than run
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C2.8, the runs with higher resolution (500 and 250 m) reveal cells of greater horizontal
extent. Obviously, the convection is more organized at high resolution on that day.
Northwest of the KITcube, radar measurements indicate a north-south oriented rain
band with maximum amounts between 40–50 mm (Fig. 4f). This rain band, however,
is not simulated by the reference run, as marked by the black circle. The 1 km runs5
already simulate a small region with convective rain in that area. The best agreement
with radar observations is reached by runs with 500 and 250 m resolution. Furthermore,
the latter runs also simulate convective rain north of the KITcube (marked by the red
circle). Although both areas marked by circles do not correspond exactly to the radar-
derived location of the cells, both sub-km runs provide a significant improvement of the10
results when compared to the runs at lower resolution.
In summary, the spatial rain distribution for the days with moderate to strong synoptic
forcing (i. e. 15, 25, 26 April, 19 May) is rather similar. On days with weaker synoptic
forcing and weak mid-tropospheric winds (28 May, 23 July), differences in the location
of convective precipitation, the size distribution, and organization of convective cells are15
simulated. Moreover, differences in the maximum rain amounts can be seen in all model
runs. Hence, we now analyze the individual amounts of rain and some precipitation
statistics.
As IOP 6 and IOP 7 show very small precipitation amounts only, these two days are
excluded from the following analysis. For the remaining IOPs, the simulated precipi-20
tation amount increases with model resolution (Fig. 9a), with the exception of IOP 3,
for which the C1b run simulates a slightly higher precipitation amount. However, the
highest precipitation amount is always simulated by the runs with 250 m grid spacing.
Although radar is not an instrument measuring precipitation in a quantitative sense
(see e. g. Rossa et al., 2005), the spatial coverage of radar-derived precipitation on25
the COSMO model grid of 2.8 km allows for a better comparison than point measure-
ments with rain gauges. The results of our simulations do not show any systematic
underestimation or overestimation of the radar-derived precipitation amount: whereas
radar-derived precipitation is higher than the simulated one for IOP 3, 8, and on 23 July,
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the opposite is true for IOP 14 and 18. It is worth noting that either all runs reveal lower
or higher precipitation amounts than derived by the radar. When neglecting IOP 6 and
7 again, the largest deviations from the reference run are found for the summer case of
23 July with an increase of 48 % by the 250 m run. On this day, this model run is also
closest to the radar-derived precipitation amount, indicating an improved forecast qual-5
ity for the 24 h domain-accumulated precipitation amount at least. Other days exhibit
also large deviations from the reference run, e. g. IOP 3 (23–34 %). The percentage
increase of the 24-h precipitation amount is lowest for IOPs 8 and 14 with maximum
deviations from the reference run of 7 and 4 %, respectively. Those days also have the
highest precipitation accumulations of all analyzed days.10
A more detailed look at the precipitation statistics is provided by the box-and-whisker
diagram in Fig. 9c. An important variable for hydrological processes and flash floods is
the simulated maximum precipitation amount. Our results show that increasing the
model resolution does not lead to systematically increased maximum precipitation
amounts. However, with the exception of both 1 km runs for IOP 8, the reference run15
with 2.8 km grid spacing always has the lowest maximum precipitation amount. Apart
from that, large differences can occur, as can be seen e. g. on 23 July, where the sim-
ulated maximum increases from 56 to 95 mm in 24 h. The median of the 24 h precipi-
tation amount exhibits only small variations without any systematic response to model
resolution. Stronger variations can be seen for the 75 percentiles, particularly in IOP20
8. On that day, a comparatively small increase of domain-integrated precipitation is
simulated with increased model resolution. As the 25 percentiles, the median, and the
simulated maximum precipitation amount show little variation only, the increase of the
75 percentiles seems to be responsible for the higher precipitation amount. When ne-
glecting IOPs with small amounts of precipitation (15, 24, 25 April), the comparison25
with radar-derived observations reveals that the median is rather well captured by the
models on 19, 28 May, and on 23 July, whereas all model configurations have signif-
icantly lower median values on 26 April. The reference run on that day even exhibits
a 75 percentile lower than the radar-derived median. This reflects the smaller precip-
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itation amounts of the models when compared to the observations. There are also
large differences concerning the maximum precipitation amount. While the difference
on 26 April is comparably small, stronger deviations between observed and simulated
maximum precipitation amounts are obvious on 19, 28 May, and 23 July.
3.3 Temporal evolution of precipitation5
An important aspect of simulating precipitation is its temporal evolution, i. e. the on-
set, duration, and end of convective precipitation. Although the initiation of individual
convective cells may vary largely over a large domain in situations with air mass con-
vection, our interest concentrates on the overall temporal evolution in our common
investigation area. Therefore, we now analyze the temporal evolution of mean precipi-10
tation for the domain given in Fig. 8.
As can be seen in Fig. 10, two dominating peaks of precipitation at 11:00 and
16:30 UTC are observed by the radar on 15 April. Towards the end of that day, the mean
precipitation rate increases again. The onset of simulated precipitation in all model runs
is only 30 min later than observed. Whereas the first dominating peak at 11:00 UTC is15
simulated at the same time, the second peak is simulated 1.5 h later. Furthermore, the
simulated precipitation rates are considerably lower than the ones derived from radar
measurements. All simulations show a similar mean precipitation rate until the time of
the secondary precipitation peak. Later on, the C2.8 (C1b) run simulates the smallest
(largest) precipitation rates of the individual model configurations.20
On 26 April, both simulated and radar-derived mean precipitations start at the same
time (04:00 UTC). After a strong increase, the observations show a broad maximum be-
tween 11:30 and 14:00 UTC. During that time, all simulations show precipitation rates
that are half of the observations only. There is a gradual decrease in the observed pre-
cipitation rate to 0.2 mm 30 min−1. The simulations, however, reveal another increase25
in convective activity with a peak at 18:30 UTC. This peak is slightly higher than the ob-
served precipitation. The decrease of convective rain in the evening is simulated with
values similar to those observed. Although all curves from the simulations are located
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close together, the runs with the 1-D turbulence (C2.8 and C1a) scheme show slightly
lower mean precipitation rates than the remaining model configurations.
After a first local maximum at 05:30 UTC, radar-derived precipitation on 19 May in-
creases gradually up to its maximum at 19:00 UTC. The models capture the onset and
intensity of the mean precipitation rather well but the maximum rain intensity is simu-5
lated 1.5 h later than observed. Again, all models have similar rain intensities, with the
1-D turbulence scheme having slightly lower values.
On 28 May, observed and simulated precipitations start again at the same time
(11:30 UTC). The maxima are simulated at 16:30 UTC, which is only 30 min earlier
than the observed peak. Later on, precipitation rates decrease but start to rise again10
after 21:00 UTC. Besides the higher maximum precipitation rates, the simulations show
a rather good agreement with the observations on that day.
The air mass convection case of 23 July reveals some showers in the night and
early morning (until 10:00 UTC). During that time, the models simulate only very little
amounts of rain. After 11:00 UTC, simulated and observed precipitations increase si-15
multaneously with similar values. Whereas the observations show a kind of plateau with
more or less constant rain rates between 14:00 and 16:00 UTC, followed by a strong in-
crease to its maximum at 18:00 UTC, the simulated rain rate maxima occur at different
times between 13:30 and 16:30 UTC. Furthermore, all simulated peaks are somewhat
lower than the one derived by radar. After their respective maximum, the mean rain20
intensities decrease again to almost 0 mm 30 min−1 at 23:30 UTC.
Disregarding the two days with no or comparably small precipitation amounts (24
and 25 April), the analysis of the temporal evolution of precipitation shows that the sim-
ulated onset and duration of rain corresponds well to the radar-derived measurements.
Furthermore, there is no systematic over- or underestimation of the maximum rain in-25
tensity. For most of the days, the rain intensities of the models with a 1-D turbulence
scheme (C2.8, C1a) are lower than those simulated with a higher model resolution us-
ing a 3-D turbulence scheme. This indicates that the higher grid spacing of the model
allows for the development of stronger updrafts and more intense convective show-
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ers. With the exception of 15 April, all C1b runs with the 3-D turbulence scheme show
higher rain intensities than the respective run with a 1-D scheme, where turbulence
occurs only vertically (C1a). One possible explanation for this could be that the 3-D
schemes somewhat increases the turbulent mixing in the PBL. Thus, small-scale gra-
dients of temperature and moisture are reduced which locally can be important for the5
initiation or enhancement of deep convection. Another finding evident from Fig. 10 is
the fact that the relative difference of simulated rain intensities is smallest on 26 April
and 19 May. These days also had the highest 24 h precipitation amount (see Fig. 9a)
and the strongest mid-tropospheric winds (see Fig. 3). We therefore hypothesize that
the influence of higher grid spacing is stronger on days with weak synoptic-scale forcing10
and vice versa.
3.4 Probability density functions and subgrid-scale variability of the reference
run C2.8
In low-resolution models, clouds are parameterized based on assumptions regarding
the subgrid-scale variability of thermodynamic variables, with a prescribed probability15
density function (PDF) of fixed form and width being used (e. g. Tiedtke, 1989). The
PDFs of cloud and convection-related variables, however, can vary significantly over
space and time. To investigate the impact of higher grid spacing on cloud and pre-
cipitation development, we now analyze a number of convection-related variables with
their PDFs. Doing this, the variability of these parameters can be studied and it is found20
how the variability changes with model resolution. Analysis of PDFs also allows for the
determination of the most probable values, which provides more insights into the at-
mospheric phenomena than analyzing mean or median values. At first, we focus on
PDFs calculated inside the common investigation area for the entire simulation period,
meaning that every half-hourly model output over the entire simulation time of 24 h is25
taken into account (hereinafter referred to as 24 h PDF).
As was already pointed out in Sect. 3.1, several meteorological phenomena show
a strong dependance on model resolution. We therefore also expect significant dif-
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ferences of the PDFs. At first, we analyze the distribution of the convergence of the
10 m wind, which shows larger values with higher grid spacing (see Fig. 6). As can
be seen from Fig. 11 (top), the PDFs of the 10 m wind convergence on 23 July 2013
become wider with increasing model resolution. As a consequence, the probability of
the dominant value (i. e. the maximum of the PDF) decreases. The dominant value5
of all runs always has a negative sign and its location shifts slightly to smaller values
with increasing model resolution. Although the two model runs at 1 km grid spacing are
largely similar, the 3-D scheme (C1b) produces marginally smaller values of conver-
gence and the probability of the dominant values is higher than that of the 1-D scheme
(C1a). The characteristics of this day also apply to the other days under investigation.10
The only difference is the fact that on days without any or with small amounts of rain
only, the distributions are narrower than on days with strong precipitation. This is due to
the stronger convergence induced by downdrafts and cold outflows of convective sys-
tems at their leading edge. The general dependance on the model resolution, however,
is present on all days.15
For continuity reasons, the convergence of the low-level wind must lead to the lift-
ing of air parcels. Figure 11 (bottom) shows the PDFs of vertical velocity in the PBL
at a height of ∼ 400 ma.g.l. As expected, the response of the PDFs to model resolu-
tion is identical to that of the low-level wind convergence: there are stronger up- and
downdrafts at higher resolutions with reduced probabilities of the dominant values. The20
analysis of PDFs of the vertical velocity at higher levels (850, 700, and 500 hPa) in-
dicates that the systematic behavior observed in the PBL is persistent at all heights.
Although their probabilities of occurrence are very low, the tails of the distribution be-
come larger when reducing grid spacings.
The PBL characteristics and their impacts on the triggering and/or dynamics of con-25
vection depend on the partitioning of the available energy (net radiation minus ground
heat flux) into sensible and latent heat, which in turn is determined by soil moisture. As
the land use and soil type are identical in all runs, since they have been interpolated
to a higher resolution, only small differences in the 24 h PDFs of the net radiation are
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observed (not shown), which is due to varying cloudiness or rain. Whereas the dis-
tributions of the latent heat flux are similar for all model resolutions, there are minor
differences for the PDFs of the sensible heat flux (not shown). The high-resolution runs
have a more pronounced peak with slightly narrower PDFs compared to the runs at low
resolution. These differences, however, occur for negative values simulated for stable,5
night-time conditions only and are probably related to the 3-D turbulence scheme. The
PDFs of the positive fluxes (from the ground to the atmosphere) are very similar for all
model resolutions.
As the 24 h PDFs of the energy balance components do not show any major dif-
ferences, we now analyze the resolution dependance of the near-surface temperature10
and moisture with the days 25 April and 23 July being used as examples (Fig. 12).
These days are chosen, because they show the largest differences of the PDFs. The
other days show either a similar behavior with less pronounced differences or only neg-
ligible differences between the PDFs. Furthermore, these days are characterized by (i)
very little amounts of rain on 25 April and (ii) strong convective showers on 23 July. As15
the latent heat flux does not respond to model resolution and the large-scale advection
of moisture is supposed to be more or less similar in all model runs, the PDFs of the
2 m specific humidity are rather similar in all runs of the respective day. Moreover, the
dominant values are identical or very close to each other. Although the PDFs of the 2 m
temperature generally have a similar shape, there are nevertheless small differences:20
(i) the runs C2.8 and C1a have their secondary maximum at somewhat lower temper-
atures than the remaining runs on 25 April and (ii) the same model configurations do
have their dominant value at slightly higher temperature on 23 July. The small differ-
ences in the PDFs of specific humidity and temperature can have strong impacts on
the near-surface relative humidity. As can be seen in Fig. 12 (right), there are marked25
discrepancies between the dominant values of the individual PDFs: on 25 April, the
dominant value of the relative humidity is 53 % for runs C2.8 and C1a, whereas for
the remaining runs, it is 85 %. For 23 July, there is even a systematic shift to higher
values with increased model resolution. This tendency towards higher dominant values
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of relative humidity also is a feature of the other days under investigation. This has im-
portant implications for the evolution of PBL-driven convection. As was already pointed
out by several authors (e. g. Crook, 1996), small variations in boundary layer temper-
ature and moisture (1 ◦C and 1 gkg−1 respectively) can make the difference between
no initiation and intense convection. Since our results reveal strong differences in the5
dominant values of near-surface relative humidity, this also affects the height of the lift-
ing condensation level or the level of free convection. Especially for the July case with
scattered convection, the implications of the differences in the PDFs are reflected by
the different precipitation structures (see Fig. 8). However, also on days with almost no
simulated precipitation (25 April, Fig. 12), the dominant values of near-surface relative10
humidity can show strong variations with model grid spacing. This indicates that the
PDFs are modified not only by the different rain amounts and locations as observed
for the summertime case of 23 July, but also by the pure response to model resolution
without feedbacks from moist convection.
3.5 Temporal analysis of dominant values and variances15
The previous section revealed the strong response of selected convection-related vari-
ables to model grid spacing based on PDFs for the entire 24 h simulation period. How-
ever, it is also of interest to analyze the temporal development of their characteristics.
As the analysis of all parameters describing the distribution of variables, such as the
variance, the mean, the median, the dominant, and extreme values, would require too20
large an expenditure, we focus our analysis in this section on the dominant values and
the variances of the distributions. Figure 13 presents these characteristics for the 2 m
temperature and 2 m specific humidity in steps of 30 min for the entire simulation do-
main of all days under investigation. The common color scale for all days somewhat
limits the visibility of the variability of model runs for the individual days. Therefore, the25
deviations of these values from those of the reference run are also displayed in the right
column. The temporal evolution of the dominant 2 m temperature shows a daily cycle
linked to the warming of the near-surface air, with larger values around noon and in
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the afternoon. Maxima of up to 33 ◦C are reached for the summertime case of 23 July.
A significant drop of the dominant values from 17 to 8 ◦C occurs on 26 April between
13:30 and 14:00 UTC for all model simulations of this day. The analysis of the individ-
ual PDFs of these times shows a bimodal distribution with local maxima at the above
values. Although the overall shape of the PDF is similar, the dominant value shifts be-5
tween these two values at 14:00 UTC. Inspection of the deviation from the dominant
values of the reference run with 2.8 km grid spacing reveals strong differences of more
than 5 K for the different model realizations at the same time. The reason for the bi-
modal distribution is the convective precipitation falling only in parts of the simulation
domain: the PDFs of the 2 m temperature in the morning hours exhibit one prominent10
peak (not shown). In the course of the day, convective rain intensifies while progressing
eastwards (see temporal evolution in Fig. 10). This leads to relatively warm tempera-
tures in the eastern part of the simulation domain, while the rain falling in the western
parts leads to cooling. Consequently, a bimodal temperature distribution evolves with
the change of the dominant value occurring at 14:00 UTC.15
There are also periods in which the dominant values change with model resolution
for a given time. On 19 May between 12:00 and 16:00 UTC, for example, the runs with
the 1-D turbulence scheme show a dominant value at the warmer peak, whereas the
remaining runs have their maxima at the colder one. As the model orography does
only change from 2.8 to 1 km, these differences can be attributed to different meteo-20
rological processes (slope winds, convergence, PBL processes in general) resulting
from different model resolutions only. The same holds for the negative deviation of the
high-resolution runs on 23 July around 18:00 UTC.
Concerning the variance of the 2 m temperature, we find the highest values on days
with the largest integrated rain amount (26 April, 19 May, 23 July). The individual max-25
ima coincide with phases of larger dominant values. An important finding is the fact that
the variance for a specific day does not necessarily increases with model resolution.
Whereas a tendency of increased variance can be seen for most of the analyzed cases
and times, there are three longer time periods on 25, 26 April, and on 19 May, where
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the 2 m temperature variance decreases with model resolution. Differences in precipi-
tation intensity or amount cannot be responsible for this behavior, since the total rain
amounts and timings of precipitation for these phases are very similar in all model runs.
We therefore suspect that besides the different horizontal and vertical grid spacings,
the use of the 3-D turbulence scheme might play a role. Between 14:00 and 18:00 UTC5
on 23 July, the increase of the variance with resolution most probably is related to the
later rain maximum simulated at high resolutions (see Fig. 10).
The dominant values of the 2 m specific humidity cover rather dry conditions with
values of 5–6 gkg−1 on 26 April and moist conditions with values of around 12 gkg−1
on 23 July. There is no clear diurnal cycle as for the 2 m temperature, higher values10
are present during and after precipitation. As for temperature, there is a strong shift
in the dominant values of 2 m specific humidity on 26 April around 11:00 UTC. This
can also be attributed to the presence of a bimodal PDF, whose local maxima are
clearly separated. The transition of the extreme value takes place between the two lo-
cal maxima. Inspection of the deviation from the dominant value in the individual model15
runs of a specific day reveals no systematic response to model resolution. A higher
grid resolution either leads to lower, larger, or almost unchanged dominant values.
However, there seems to be a shift to lower dominant values with increased model
resolution during phases with precipitation (e. g. 19 May 10:00–16:00 UTC, 23 July
09:00–24:00 UTC). Equally important, the 2 m specific humidity variance also reveals20
a strong, but not systematic relationship to model resolution. The variance can in-
crease up to 0.47 (g kg−1)2. On 15 and 24 April, the variances for almost the entire
day are lower in the reference run than in all other runs at higher resolution. This is
also true for the variance of the 2 m temperature. Both days are characterized by no
or very low amounts of rain. Some of them correlate with the simulated precipitation25
(26 April: 11:00–19:00 UTC), but not all of them. On 23 July, the variance either de-
creases (02:00–04:00 UTC) or increases (12:00–14:00 UTC) with resolution.
For convection initiation, the moisture content in the entire PBL is important, since
ascending air parcels do not solely originate from the ground and mixing of buoyant
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parcels with the ambient air occurs as well. We therefore calculate the humidity in-
dex HIlow as the sum of the dewpoint depressions at 950 and 850 hPa to distinguish
between dry and humid boundary layers (Findell and Eltahir, 2003):
HIlow = (T950 − Td950)+ (T850 − Td850) (2)
with Td being the dewpoint temperature. The dominant values of the PDFs of HIlow5
(Fig. 14) cover a wide range with very humid conditions (less than 2 K) and dry condi-
tions (27 K). The comparatively dry conditions on 23 July indicate that thermal forcing
of convection initiation must have been strong on this day. The large jumps in the domi-
nant values of some consecutive 30 min blocks can also be attributed to bimodal PDFs.
As this jump does not always occurs at the same time for the different model runs of10
a specific day, there can be large deviations from the dominant value of the reference
run with jumps of more than 14 K, which is more than the half of the range of values
occurring in our simulations.
The final variable to be analyzed in this section is the vertical velocity which was
already shown to have a strong response to model resolution (see Fig. 11). A widening15
of the PDF of the vertical velocity, accompanied by a decreasing probability of occur-
rence of the dominant value, is observed in the PBL as a result of stronger low-level
wind convergence. To investigate the height dependency of the response to model
resolution, we now analyze the vertical wind in the PBL (400 ma.g.l.), at 700 and at
500 hPa. As was already shown for the summertime case of 23 July, the variation of20
the location of the dominant value is rather low, changing between small positive and
small negative values. However, these PDFs were calculated based on all data of the
24 h simulation period. The analysis of the dominant values of individual 30 min blocks
reveals variations of ±5 cms−1 in the PBL and at 500 hPa and somewhat slower val-
ues at the 700 hPa level (not shown). The positive values occur primarily in phases of25
strong convective activity. The temporal variation is higher on days with moderate to
large amounts of rain (26 April, 19, 28 May, 23 July) and lower on days with less or no
precipitation (15, 24, 25 April).
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The width of the PDF (described by the respective variance or standard deviation) is
shown in Fig. 15. We see that the highest standard deviation occurs for the summertime
case of 23 July (at all heights), whereas the smallest ones are simulated on days
with less or no precipitation at all (24 and 25 April). When analyzing the response
to model resolution for the individual days, two main features can be observed: (i)5
The standard deviation increases with higher grid resolution and (ii) the time period in
which the standard deviation is higher also increases with grid resolution. The increase
can be attributed to the widening of the PDFs with stronger up- and downdrafts. As
expected, the maximum standard deviation occurs during times of strong convective
activity (e. g. 13:00–18:00 UTC on 23 July, 14:00–20:00 UTC on 28 May), which is also10
characterized by convective precipitation (see Fig. 10). An important finding is the fact
that grid spacing effects are not only present in the PBL close to the terrain, but also at
greater heights.
3.6 Grid spacing effects on convection initiation
As was documented earlier, the PDFs of several meteorological variables may exhibit15
significant differences in shape and dominant value. However, the initiation of individual
convective cells cannot be investigated by means of PDFs. We therefore now analyze
the mechanisms triggering deep convection using mean values averaged over a spe-
cific region. Due to major differences in the simulations of the 23 July case, we focus
on this day and the convective cell north of the KITcube marked by the red circle in the20
bottom row of Fig. 8. Only the run with 250 m grid spacing was able to reproduce the
convection closely to radar observations (although the simulated convection is some-
what east of the observed one). Here, we analyze a number of convection-related pa-
rameters averaged over a rectangular domain around the convective cell. The runs with
a horizontal grid spacing of 2.8 and 1 km simulate only small amounts of rain between25
12:00 and 21:00 UTC in the region of interest (Fig. 16). Whereas the 500 m run yields
a short-lasting peak in the precipitation rate of 10−9 L 30 min−1 around 16:30 UTC, the
250-m run simulates stronger rain intensities between 16:30 and 20:30 UTC. The pre-
17161
ACPD
15, 17135–17187, 2015
Multiscale
simulations across
the “gray zone”
C. Barthlott and C. Hoose
Title Page
Abstract Introduction
Conclusions References
Tables Figures
J I
J I
Back Close
Full Screen / Esc
Printer-friendly Version
Interactive Discussion
D
iscussion
P
aper
|
D
iscussion
P
aper
|
D
iscussion
P
aper
|
D
iscussion
P
aper
|
convective conditions between 15:30–16:00 UTC show the lowest values of convective
available potential energy (CAPE) in the 250 m run, but the differences between the
individual model runs are rather small. Anyway, the stronger rain intensities cannot be
attributed to a higher CAPE, but rather to the higher potential for convection initiation
as a result of the lowest values of convective inhibition (CIN) of the 250 m run during5
that time. The higher CIN values of the other runs are a result of the weak precipitation
leading to lower near-surface temperatures. There is a clear impact of model reso-
lution on near-surface convergence: whereas during night-time conditions, the mean
convergence is more or less similar, strong differences develop after 08:00 UTC as
a response to diurnal heating and thermally driven secondary circulations. The higher10
the grid resolution is, the higher is the wind convergence. The runs with a grid spacing
lower than or equal to 500 m show a gradual increase and decrease during daytime,
whereas the 250 m run shows a secondary maximum between 18:00 and 19:00 UTC,
which is related to the simulated convective cell and convergence associated with the
cold air outflow. The lifting induced by convergence is also reflected by our simulations,15
where the domain-averaged upward vertical velocity at 500 ma.g.l. shows the same
diurnal characteristics. As expected, stronger convergence in the higher-resolved runs
also leads to stronger lifting. In order to assess the potential of low-level lifting for con-
vection initiation, the vertical velocity needs to be higher than wCIN =
√
2 ·CIN (Trier,
2003) to overcome convective inhibition. Here, we calculate the velocity difference wdiff20
as the difference between the maximum vertical wind below the level of free convection
wmax and wCIN:
wdiff = wmax −wCIN. (3)
If wdiff is positive, there are sufficiently strong vertical winds to overcome CIN and
CAPE can be released. Moreover, convergence also reduces the entrainment (e. g.25
Garcia-Carreras et al., 2011) and equivalent potential temperature is higher in the con-
vergence zones, which reduces the CIN. In the top panel of Fig. 16, the fraction of grid
points with positive values of wdiff is displayed. The reference run simulates no grid
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points fulfilling this criterion. With increasing grid resolution, the fraction rises as well,
indicating a stronger potential of convection initiation. The fact that convection is not
initiated around 14:30 UTC, when the fraction of grid points is highest, can probably
be attributed to either not enough CAPE at the respective grid points or to the entrain-
ment of drier environmental air in the middle troposphere, which may prevent cloud5
development. In the time immediately prior to convection initiation (15:00–15:30 UTC,
marked by the gray-shaded area in Fig. 16), there still is a superposition of convection-
favoring processes: (i) strong convergence, lifting, relatively high fraction of grid points
with positive wdiff, and (ii) minimum CIN with sufficient amounts of CAPE.
4 Conclusions10
The objective of this research was to investigate the variability of several convection-
related parameters and how this variability changes with model resolution. Through
a series of grid-refinement resolution tests, the applicability of the COSMO model in
the terra incognita and its large-eddy simulation capability were tested with horizontal
grid spacings from 2.8 km down to 250 m for seven real cases over Germany. Six of the15
cases covered intensive observation periods of the HOPE field campaign conducted
in spring 2013. Additionally, one summertime case of the same year with air mass
convection was investigated. Although the general strategy of the HD(CP)2 project was
to jump over the terra incognita with the development and use of the ICON model for
LES studies, operational models at forecast centers around the world still work in the20
gray zone. Hence, the performance of the COSMO model at these resolutions is of
general relevance to the research community as well as to operational forecasters.
We found that increased resolution improves the ability of COSMO to capture gravity
waves, to resolve thermals in the PBL, and to better account for triggering effects of low-
level convergence zones. As the same orographic data set is used (just interpolated to25
the respective model resolution), these effects are solely a result of increased model
resolution and not of a higher surface variability. The next step would be to also use
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a higher-resolved orographic data set, but this is planned for future work. For the case
of 28 May, however, simulations with 500 m grid spacing and a new topographic data
set were performed. Results show very similar amounts of rain and also the location of
precipitation is more or less identical.
For the six cases of the HOPE campaign, the location of precipitation was similar in5
all model configurations. However, the intensity of some convective cells was found to
be dependant on grid resolution, leading to a higher 24 h rain amount at high resolu-
tions. The summertime case, however, also showed strong differences with respect to
the location as well as the intensity of convective rain. The timing of convective rain did
not depend on model resolution, at least when averaged over the common investiga-10
tion area. The percentage increase of total precipitation was largest for this case as
well (neglecting the days with only very small amounts of rain). We therefore conclude
that the synoptic forcing plays a larger role for the HOPE cases as for the summertime
case, where no synoptic-scale upward forcing is present and that this larger role some-
how limits the possible effects of a higher grid resolution. Similar to findings of Talbot15
et al. (2012), the data needed to force the individual domains and to initialize surface
parameters have the strongest influence on the results.
At 1 km grid spacing, the simulations with 1-D and 3-D turbulence provided rather
similar results. However, the 3-D scheme did not generate mesoscale features that
appear more realistic than the 1-D model. We therefore recommend the 1-D closure at20
1 km resolution for applications with a focus on convective precipitation.
The analysis of PDFs of several convection-related parameters showed strong devi-
ations from the reference run when increasing resolutions. On the one hand, a widen-
ing of the PDFs was found for low-level convergence and vertical velocities (which
increased their standard deviations) and on the other hand, different dominant values25
were observed. The large jumps in the dominant values could be attributed to the ex-
istence of bimodal distributions. In spite of these large differences in the PDFs, the
sensitivity of rain especially in the synoptic-driven spring cases was rather low. This
indicates that convection is not entirely controlled by PBL processes and also reflects
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the chaotic nature of convection in general. The results of our analyses show that the
grid refinement did not lead to a convergence, suggesting that even higher resolutions
might be needed for that. Numerical simulations with a grid spacing of 100 m will be
subject of future work, which also will involve further investigations of the cloud size
distribution and the distributions of cloud and precipitation particles. Additionally, the5
higher model resolution facilitates comparison with measurements from the HOPE field
campaign. Moreover, these COSMO model runs can be compared with LES results ob-
tained with the ICON model for the HOPE field campaign. Thus, potential differences
in the realization of cloud-related processes between these two model systems can be
identified.10
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Table 1. Model configuration details.
name grid spacing no. horiz. no. vert. turbulence
(km) grid points levels scheme
C2.8 2.8 421×461 50 1-D
C1a 1 780×800 65 1-D
C1b 1 780×800 65 3-D
C0.5 0.5 1200×1500 80 3-D
C0.25 0.25 1500×2250 80 3-D
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Table 2. Weather characteristics at the HOPE measurement site for the Intensive Observation
Periods (IOP) used in this study. “na” means not applicable.
day (IOP) weather characteristics
15 April
(IOP 3) broken cumulus cloudiness in the morning, overcast during noon
(11:00–16:00 UTC) with light rain, clearance in the evening, weak
wind
24 April
(IOP 6) clear-sky day with only few cirrus clouds in the morning and af-
ternoon, weak southerly winds
25 April
(IOP 7) cloudy morning (up to 4/8) until 10:00 UTC, only few clouds dur-
ing noon, afterwards again increasing cumulus humilis cloudi-
ness, wind turns from south to west in the afternoon
26 April
(IOP 8) rapidly increasing cloudiness up to complete overcast situation
until noon, several rain showers and light to medium rain, de-
creasing cloudiness in the late afternoon, quickly turning wind
from south to north during midday due to front passage, decreas-
ing temperatures
19 May
(IOP 14) fog in the morning, afterwards clear-sky conditions until late af-
ternoon, only very few low cumulus humilis clouds, rising cirrus
clouds in the afternoon to evening, wind from north
28 May
(IOP 18) clear-sky conditions until midday (10:00 UTC) with only very
few cirrus clouds, following low cumulus humilis clouds until
17:00 UTC, afterwards rapidly increasing cloudiness with rain
starting in the evening, wind turns from south to east
23 July
(na) decaying convective showers during night, afterwards clear-sky
conditions, after 12:00 UTC widespread initiation of deep convec-
tion
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Figure 1. Simulation domains. The dashed rectangle indicates the common investigation area
used in this study. The measurement area of the HOPE field campaign is located around the
KITcube position.
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Figure 2. Model orography of the common investigation area at resolutions of 2.8 km (a), 1 km
(b), 500 m (c), and 250 m (d) in m.
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Figure 3. COSMO-EU analyses for 12:00 UTC showing 500 hPa geopotential height (gpdm,
contours), Q vector divergence (10−17 m(kgs)−1, shading), and horizontal wind (knots). Red
colors indicate forcing for upward motion, blue colors for downward motion. The dashed black
rectangle indicates the common investigation area.
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Figure 4. 24 h precipitation amount derived from radar measurements (interpolated to the op-
erational COSMO-DE model grid with 2.8 km horizontal grid spacing) for the analyzed days.
The area shown is the common investigation area already depicted in Fig. 2. Note that 24 April
is not shown due to the lack of observed precipitation.
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Figure 5. Vertical wind (color shading in m s−1 at 2900 m a.s.l. on 26 April 2013 at 11:30 UTC for
(a) 2.8 km, (b) 1 km with 1-D turbulence, (c) 500 m, and (d) 250 m grid spacing. Gray shading
represents model orography in m.
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Figure 6. 10 m wind convergence (shading in 10−3 s−1) on 15 April 2013 at 16:00 UTC for (a)
2.8 km, (b) 1 km with 1-D turbulence, (c) 500 m, and (d) 250 m grid spacing.
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Figure 7. Vertical cross sections of vertical wind speed (shading, in m s−1) and equivalent
potential temperature (gray contours in ◦C) at the latitude of the KITcube location on 25 April
2013 at 12:00 UTC for (a) 2.8 km, (b) 1 km with 1-D turbulence, (c) 500 m, and (d) 250 m grid
spacing.
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Figure 8. Simulated 24 h accumulated precipitation in mm. Each row shows the results from
one analyzed day for the different model runs. From top to bottom: 15, 26 April, 19, 28 May,
23 July 2013.
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Figure 9. Domain-accumulated 24 h precipitation amount (a), deviation from reference run (b),
and box-and-whisker diagram (c) exhibiting the median, the 25 and 75 percentiles as well as the
minimum and maximum precipitation amounts. Note that in (c) only grid points with precipitation
larger than 0.5 mm are considered to prevent too small median values in case of small fractions
of the area with convective precipitation.
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Figure 10. Simulated and radar-derived mean precipitation rates of the common investigation
area.
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Figure 11. Probability density functions of the 10 m wind convergence (top) and vertical velocity
at ∼ 400 ma.g.l. (bottom) on 23 July 2013.
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Figure 12. Probability density functions of the 2 m temperature (top), 2 m specific humidity
(middle), and 2 m relative humidity (bottom) on 25 April (left) and 23 July 2013 (right).
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Figure 13. Dominant value and variance (left) as well as their deviations from the reference
run (right) of the PDFs of 2 m temperature (T2 m) and specific humidity (QV2 m) as a function
of time for all cases analyzed. Each row represents the values of one model realization for the
entire 24 h period in steps of 30 min.
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Figure 14. Dominant value (top) and deviation from the reference run (bottom) of the PDFs of
the humidity index HIlow (in K).
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Figure 15. Standard deviation of the vertical velocity (in m s−1) at 500 hPa (top), 700 hPa (mid-
dle), and 400 ma.g.l. (bottom).
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Figure 16. Domain-averaged precipitation rate, convective available potential energy, convec-
tive inhibition, 10 m wind convergence, vertical wind at 500 ma.g.l. (only upward components),
and fraction of grid points with positive wdiff on 23 July 2013. The gray shaded areas indicate
the time of convection initiation of the C0.25-run.
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