Introduction
============

Integration and interactions between touch and vision
-----------------------------------------------------

The different sensory modalities provide redundant information about the environment. Much evidence over the last decade has shown that our nervous system integrates signals from different modalities to maximize the information available for perception and action (e.g., Ernst and Bulthoff, [@B18]). However, it is not entirely clear whether these processes occur at low sensorial levels or higher decisional levels.

For example, much psychophysical evidence demonstrates integration of visual and auditory motion stimuli, but the integration would not be functionally useful in discrimination direction of motion, of a common object, as it occurs equally for both the same and opposite directions of motion (Meyer and Wuerger, [@B33]; Wuerger et al., [@B56]; Alais and Burr, [@B1]). This suggests that it is not the sensory, directional signals that are being integrated, but "decision signals," unsigned signals that motion has occurred.

On the other hand, other studies point clearly to neural interactions between the senses, using electrophysiological and imaging techniques (e.g., Bolognini and Maravita, [@B12]; Nakashita et al., [@B35]; Wang et al., [@B51]; Kayser et al., [@B25]; Beauchamp et al., [@B5]). It is particularly interesting that many areas thought to be primary sensory areas have been showed to respond to several modalities: for example, MT, an early visual area, responds both to tactile and to auditory motion (e.g., Hagen et al., [@B21]; Blake et al., [@B10]; Beauchamp et al., [@B6]; Saenz et al., [@B42]; Bedny et al., [@B7]). Similarly, area SI and SII, primary somatosensory areas respond well to visual stimuli (Keysers et al., [@B26]; Blakemore et al., [@B11]; Schaefer et al., [@B43]) and neurophysiological evidence support the presence of multimodal interactions at the level of the single neuron (e.g., Stein et al., [@B47]; Rowland and Stein, [@B41]).

That many sensory modalities respond to the motion of objects renders it an ideal stimulus to investigate intermodal interactions and multisensory integration. Much is known about visual motion, but the workings of tactile and auditory motion remain more obscure. Nevertheless, recent evidence suggests that they share much in common (e.g., Pei et al., [@B36]). For example, tactile motion is subject to similar illusions observed with visual motion, including a motion flow after-effect (Watanabe et al., [@B52]), the "aperture problem," the Ouchi illusion (Bicchi et al., [@B9]) and the "Ternus effect" (Harrar and Harris, [@B22]).

Several studies show cross-modal interactions for motion perception: visual motion can influence the apparent speed of tactile motion (Bensmaia et al., [@B8]; Craig, [@B15]), and also influence the speed and direction of audio motion (Mays and Schirillo, [@B32]; Lopez-Moliner and Soto-Faraco, [@B31]). Similarly, auditory motion stimuli affect the direction of tactile motion (Soto-Faraco et al., [@B46]), mutual enhancement between vision and auditory motion has been observed (Strybel and Vatakis, [@B49]), and reaction times are fast to visuo-tactile motion then to either alone (Ushioda and Wada, [@B50]). Integration has also been shown for visuo-tactile apparent motion across fingers, but the integration seemed to occur at a high rather than low level (Harrar et al., [@B23]). More interestingly, recent evidence reports motion bidirectional aftereffects between vision and touch (Konkle et al., [@B28]) and also between vision and audition (Kitagawa and Ichihara, [@B27]), both demonstrating intermodal adaptation.

Many studies, using electrophysiological and imaging techniques, including but not limited to those outlined above, suggest that visual, tactile, and auditory motion perception share common neural mechanisms. However, to date no psychophysical studies have demonstrated a clear, functionally useful interaction between motion signals of different modalities in discriminating the direction of motion of a common object. Indeed, also if some psychophysical works reported facilitation between modalities (Wuerger et al., [@B56]; Alais and Burr, [@B1]) the effect of most of them were small (with exception of Arrighi et al., [@B4] for visual--auditory integration in biological motion) and, importantly, unspecific for direction. Perhaps the reason for this is that the studies have not been optimized to reveal neural connectivity. In this study we use two psychophysical techniques, summation and facilitation, and show that they are affected differently by visuo-tactile interactions.

Summation and facilitation
--------------------------

Two common techniques are used to study vision: summation and facilitation. Although they share much in common (see, for example, Pelli, [@B38]), the techniques are distinct. Summation (first introduced by Rentschler and Fiorentini, [@B39]) occurs when two different signals (of the same or different modality), individually below threshold combine to reach threshold. In a two-alternative forced choice paradigm the two signals are displayed together in one interval, which has to be discriminated from the blank interval: both are informative about which interval contains the signals. In the facilitation paradigm, on the other hand, a non-informative "pedestal" is displayed to both intervals; and although it provides no direct evidence of which interval contains the signal, it in fact can increase sensitivity to the test when it is of appropriate strength.

Facilitation is different in that one signal is not informative for detection, but facilitates the detection of the other. It was first demonstrated for luminance and contrast discrimination (Legge and Foley, [@B29]). Figure [1](#F1){ref-type="fig"}A shows a typical stylized example of facilitation, with a curve plotting threshold of some quantity (such as contrast increment) against the base intensity (say contrast). Nevertheless, the results describe the characteristic "dipper function": adding a small quantity of signal improves thresholds (termed "facilitation"), but higher levels of base intensity increase thresholds (see Solomon, [@B45] for a recent review). As the base contrast is not in itself informative about the test, the change in thresholds must reflect a non-linearity in the system. Typically the non-linearity is thought to occur in the function that transduces signals into neural responses (schematically illustrated in Figure [1](#F1){ref-type="fig"}B). The function is thought to show two strong non-linearities, an initial threshold-like accelerating non-linearity and a later compressive non-linearity (e.g., Legge and Foley, [@B29]). If we assume that to perceive two stimuli as different requires a constant change in responsiveness (illustrated by the dotted lines), then more contrast is required to achieve this change at the lower and higher ends of the curve than in the middle, where the curve is steepest: the lower contrasts at the steep part of the curve cause the dip. Many discrimination functions exhibit a "dipper function" both within the visual modality for example in the discrimination of contrast (Nachmias and Kocher, [@B34]; Pelli, [@B37]), blur (Watt and Morgan, [@B55]; Burr and Morgan, [@B14]) and motion (Simpson and Finsten, [@B44]) and between modalities for different functions (Arabzadeh et al., [@B3]; Burr et al., [@B13]).

![**Response function and dipper function**. **(A)** A stylized "dipper function": adding a small quantity of signal improves thresholds, but higher levels of base intensity increases them. **(B)** The dip is usually explained by a purported non-linearity in the function that transduces signals into neural responses. The function has an initial threshold-like, accelerating non-linearity and a later compressive non-linearity. If we assume that to perceive two stimuli to be different requires a constant change in responsiveness (illustrated by the dotted lines), then more contrast is required to achieve this change at the lower and higher ends of the curve than in the middle, where the curve is steepest: the lower contrasts at the steep part of the curve cause the dip.](fpsyg-02-00055-g001){#F1}

In this study we use both techniques, summation and facilitation, to study interactions between visual and tactile motion. We find that while summation produces a generic, non-specific improvement of thresholds, probably reflecting higher-order interaction of decision signals, facilitation reveals a strong, direction-specific interaction, which we believe reflects sensory interactions. These data have been presented at the visual science conference in Naples 2008 and published in an abstract form (Gori et al., [@B19]).

Materials and Methods
=====================

With the summation technique we studied visual, tactile, and bimodal visuo-tactile motion perception by measuring minimal speed increment motion thresholds over a wide range of base speeds (from 0 to 25 cm/s). The stimuli used were physical wheels etched with a sinewave profile of 10 and 3.3 cycles/cm (Figures [2](#F2){ref-type="fig"}A,B). They were spatially aligned to give the appearance of a common object and simultaneously driven at specific speeds by two independent computer controlled motors (Figures [2](#F2){ref-type="fig"}C,D). Subjects, seated at 57 cm, observed the front wheel and touched the second wheel (concealed from view Figures [2](#F2){ref-type="fig"}E,F) with their index finger. Speed detection and discrimination thresholds were measured with a 2IFC procedure. Subjects chose which of two presentations seemed faster: one presentation (randomly first or second) was the standard, fixed at a specific velocity for each session, while the other stimulus was slightly faster, with speed chosen by the QUEST algorithm (Watson and Pelli, [@B54]) that homed in near threshold (for each condition 150 trials were collected).

![**Stimuli: physical wheels etched with a sinewave profile of different spatial frequencies: (A) 10 cycles/cm and a phase of 1 mm, (B) 3**. 3 cycles/cm, and a phase of 3 mm. **(C)** Support where the wheels were inserted. **(D)** Setup with two arms driven at variable speeds by two independent computer controlled motors. **(E)** Example subject during the experiment. **(F)** Closeup of the visual-haptic stimulation unit. **(G)** Image of the "vision only" stimulus. **(H)** Image of the "tactile only" stimulus. **(I)** Image of the "bimodal task same direction of motion." **(J)** Image of the "bimodal task opposite direction of motion."](fpsyg-02-00055-g002){#F2}

Data were fitted with a cumulative Gaussian function and SEs in the thresholds were computed with bootstrap simulation (Efron and Tibshirani, [@B16]). In the "vision only" task the visual stimulus was viewed through a small window (1 × 3 cm Figure [2](#F2){ref-type="fig"}G). For the entire presentation the subject had to observe a fixation point. In the "tactile only" task the subject touched the tactile stimulus with the fingertip of his index finger (1 × 2 cm Figure [2](#F2){ref-type="fig"}H). During the "bimodal task" (Figure [2](#F2){ref-type="fig"}I) subjects were instructed to touch and observe simultaneously the two wheels moving in the same direction. During the "bimodal, opposite direction" task (Figure [2](#F2){ref-type="fig"}J) the two wheels were moved in opposite directions. To control that the final velocity and acceleration profile of the wheels was equal to the one required by the experimenter, we recorded the velocity profile of the wheels in motion by using a motion tracking system (Optotrack Certus system). For all the considered stimuli the measured speed profile was consistent with the requirements. The maximum time required to the wheel to reach the maximal final velocity with the maximal acceleration used in our experiment was 0.0057 s.

With the facilitation technique only the 10 cycles/cm stimuli were used (Figure [2](#F2){ref-type="fig"}A). In the cross-modal pedestal condition, the base speed (*pedestal*) was presented in one modality, and the increment to be detected in the other. The facilitation effect was measured for different speeds of the pedestal stimulus from ranging from 0 to 10 cm/s. During the visual detection plus the tactile pedestal signal, the subject had to perform a visual detection task and at the same time, for both the intervals, he was stimulated by a tactile signal driven at a specific pedestal speed equal for both the presentations. During the tactile detection plus visual pedestal signal, the subject had to perform a tactile detection task and had to observe at the same time, for both intervals, a visual stimulus driven at a specific pedestal speed for both the intervals. For example, in both intervals the tactile motion could be, say, 1 cm/s (hence non-informative), and only in the *test* interval was there the visual motion to be detected, and the threshold of that motion was detected. We then performed some control experiments by measuring the facilitation effect for pedestal signals of different origins. In the first control experiment, we substituted the cross-modal motion-pedestal with a sound of matched duration (defining precisely the temporal interval of motion). The subject had to perform the same unimodal visual and tactile detection tasks but during each stimulation he was presented with a synchronized acoustic signal. In the second control experiment, we measured facilitation with cross-modal pedestals moving in the opposite direction to the tests and the subject was informed from the experimenter about the future direction of the two motions. In the third control experiment we delayed the beginning of the cross-modal pedestal stimulus of 100 ms with respect to the test stimulus. Two subjects took part to all the experiments of this study. The most important data, however, were collected on five subjects (indicated in figure captions).

Results
=======

Within modality facilitation
----------------------------

Figure [3](#F3){ref-type="fig"} reports discrimination and detection thresholds in two subjects for visual (on the left) and tactile (on the right) stimuli for two spatial frequencies (3.3 and 10 cycles/cm). Both visual and tactile motion produced the characteristic "dipper function," where the thresholds initially decreased with base speed to a minimum at base speeds around 0.1 cm/s, then rose, roughly in proportion to base speed (Weber law behavior). The visual and tactile motion curves are very similar in form, both in absolute sensitivity and position of the dip, suggesting that similar mechanisms may operate for these two modalities.

![**Speed thresholds in the within modality facilitation condition**. **(A)** Vision only condition. The spatial frequency of 3.3 cycles/cm is reported light red and the spatial frequency of 10 cycles/cm dark red. **(B)** Tactile only condition. The spatial frequency of 3.3 cycles/cm is reported light blue and the spatial frequency of 10 cycles/cm dark blue. This measure was replicated in two subjects.](fpsyg-02-00055-g003){#F3}

Between modality summation
--------------------------

Figure [4](#F4){ref-type="fig"} plots the data in another way, separately for the two spatial frequencies (3.3 and 10 cycles/cm). All curves, for visual, tactile, and visuo-tactile motion (respectively red, blue, and green symbols) are similar in form, with the "dip" (maximum facilitation) always around 0.1 cm/s. Interestingly, for multisensory motion, the functions (including the size and position of the "dip") were virtually identical when the visual--tactile motion were driven in the same or opposite direction (respectively green and violet symbols). We modeled the predicted improvements for multisensory stimuli using the standard maximum-likelihood model (Ernst and Banks, [@B17]; Alais and Burr, [@B2]). Optimal integration for the visual--tactile stimulus (σ~VT~) is given by: $$\sigma_{\text{VT}}^{2} = \frac{\sigma_{\text{V}}^{2}\sigma_{\text{T}}^{2}}{\sigma_{\text{V}}^{2} + \sigma_{\text{T}}^{2}} \leq \min\left( {\sigma_{\text{V}}^{2},\sigma_{\text{T}}^{2}} \right)$$ Where σ~V~ and σ~T~ are the visual and tactile thresholds. Both the bimodal conditions were well predicted by this model (orange curves in Figure [4](#F4){ref-type="fig"}) in all conditions, suggesting that visuo-tactile flow signals are integrated in a Bayesian optimal fashion.

![**Speed thresholds for summation between modalities**. **(A)** Spatial frequency of 3.3 cycles/cm. Thresholds for vision only are reported in dark red, for tactile only in dark blue and for bimodal in dark green. Thresholds for bimodal same direction condition light green, for bimodal opposite direction light violet, Bayesian prediction orange (replicated in two subjects). **(B)** Spatial frequency of 10 cycles/cm. Thresholds for vision only are reported in light red, tactile only in light blue, bimodal same direction condition light green, bimodal opposite direction light violet, Bayesian prediction in orange (replicated in two subjects). **(C)** Average thresholds of five subjects for the velocity of 0.1 cm/s (color-coding as above). Spatial frequency of 10 cycles/cm. **(D)** Average thresholds of five subjects for the velocity of 7.5 cm/s (color-coding as above). Spatial frequency of 10 cycles/cm.](fpsyg-02-00055-g004){#F4}

We measured two points of the curves (for the spatial frequency of 10 cycles/cm) -- visual and tactile only thresholds plus points of maximum facilitation-- in five subjects (Figure [4](#F4){ref-type="fig"}C). We also measured the thresholds of five subjects by adding a higher velocity (Figure [4](#F4){ref-type="fig"}D). All subjects showed the same effect: a decrease in thresholds for visuo-tactile motion, both in the same and opposite directions; and all were well predicted by the Bayesian maximum-likelihood model (orange bars).

Facilitation between senses
---------------------------

The previous results demonstrate facilitation within the visual and tactile modalities, and also show that the two modalities summate with each other, but in a non-specific manner. Here we ask whether visual motion can facilitate tactile motion, and *vice versa*. Subjects were asked to discriminate which interval contained the visual motion, when in both intervals there was tactile motion, and *vice versa*. The results are shown in Figure [5](#F5){ref-type="fig"} with blue symbols, together with the previously reported results (red symbols). As with within-sensory facilitation, the cross-sensory data show a clear "dip," again at around 0.1 cm/s, clearly demonstrating facilitation across senses. However, the form of the blue curves differed from the within-sensory curves in that there is no rising limb with Weber-like behavior.

![**Incremental speed thresholds for the facilitation between senses condition incremental speed thresholds for visual (A) and tactile (B) motion, as a function of base speed, for two observers**. Red circular symbols show unimodal thresholds, where all signals are confined to the same modality, vision **(A)** or touch **(B)**. The blue symbols show thresholds for pedestals of different modality to the test, tactile **(B)** or visual **(A)**.](fpsyg-02-00055-g005){#F5}

To study the facilitation more closely, we measured visual and tactile speed thresholds with and without 0.1 cm/s pedestals of the same or different modality in five subjects. All subjects showed a strong facilitation when a pedestal signal of the same modality was added to the original signal (red symbols in Figure [6](#F6){ref-type="fig"}C) or different modality (blue symbols in Figure [6](#F6){ref-type="fig"}C). Averaged results (normalized to base threshold) are shown in Figures [6](#F6){ref-type="fig"}A,B. For both vision and touch, pedestals of the same (red bars) or different (blue) modality both reduced thresholds considerably, by more than a factor of two. In both cases the average effect of the pedestal was as strong for the cross-modal as for the intra-modal condition. To examine whether this may be due to reducing *temporal uncertainty*, we substituted the cross-modal motion-pedestal with a sound of matched duration (defining precisely the temporal interval of motion); but the concurrent sounds had no effect on base thresholds (green bars). More importantly, we also measured facilitation with cross-modal pedestals moving in the opposite direction to the tests (and subjects were informed that this was the case), but this had no effect on base thresholds (cyan bars). Figure [6](#F6){ref-type="fig"}C shows the individual data for all conditions, plotting the pedestal against the no-pedestal thresholds. Clearly all red and blue symbols (pedestal conditions of the same or crossed modality) lie under the equality line, showing facilitation, while the other two conditions are at or above it, showing no facilitation.

![**Conditions producing cross-modal facilitation**. **(A,B)** Mean normalized thresholds of five observers for visual **(A)** and tactile **(B)** speed increment discrimination. Individual thresholds were divided by thresholds for the no-pedestal condition, then averaged (geometric mean) across subjects (error bars ± 1 SEM). The dashed line at unity indicates no-pedestal effect. Red bars refer to thresholds for pedestals of the same modality, blue pedestals of different modality. The green bars show thresholds when the interval was marked by an auditory tone of 2450 Hz, and the cyan bar thresholds opposite directions of motion (observers were informed of the inversion). Pink bars indicate thresholds for pedestal signal of the other modality delayed of 100 ms (measured in three subjects). **(C)** Individual thresholds for speed increment discrimination, plotted against no-pedestal thresholds. Visual thresholds are shown by closed symbols, tactile by open symbols (color coding as above). Error bars on individual data points were obtained by bootstrap (Efron and Tibshirani, [@B16]).](fpsyg-02-00055-g006){#F6}

Uncertainty affects the psychometric function in several ways, most notably in that high uncertainty causes a steepening of the psychometric function (Pelli, [@B37]; Henning and Wichmann, [@B24]). Figure [7](#F7){ref-type="fig"} reports the mean normalized steepness of the psychometric function of all measured conditions. As is apparent, all the conditions with a pedestal or accompanying sound have a broader function than the baseline, single modality conditions, with no specific effect for those conditions that lead to an improvement of thresholds, making uncertainty an unlikely explanation for the facilitation effect. In a third control experiment we measured (in three subjects) the facilitation by delaying the beginning of the cross-modal pedestal stimulus of 100 ms with respect to the test stimulus. This short delay was sufficient to disrupt completely the effect of facilitation, suggesting that the test and pedestal had to be simultaneous for facilitation to occur.

![**Steepness of psychometric functions for the conditions that produce cross-modal facilitation**. Mean normalized psychometric function steepness of five observers for visual **(A)** and tactile **(B)** conditions. Individual steepness (SD of psychometric functions) were divided by the steepness for the no-pedestal condition, then averaged across subjects (with error bars representing ± 1 SEM). The dashed line at unity indicates no-pedestal effect: red bars indicate thresholds for pedestals of the same modality, blue pedestals of different modality, green for the auditory tone and cyan for opposite direction of motion.](fpsyg-02-00055-g007){#F7}

Discussion
==========

We have investigated summation and facilitation of visual and tactile motion, both within and between senses. The results show that the two forms of motion are processed by similar mechanisms, which interact with each other, possibly at an early level of analysis. Over a wide range of speeds, the motion sensitivity curves for both vision and touch are very similar, both showing a dipper-like facilitation at around 0.1 cm/s. When the two modalities were presented together in a *summation* paradigm, sensitivity improved by a factor of about root-two, the amount predicted by the standard maximum-likelihood model. However, the improvement was non-specific for motion direction, as previously reported for audio--visual motion (Meyer and Wuerger, [@B33]; Wuerger et al., [@B56]; Alais and Burr, [@B1]). Non-specific summation of this sort (combining upward visual with downward tactile motion) would have little functional advantage to perception as opposite motion signals cannot arise from a single object, and probably reflects a mere statistical advantage of having two rather than one signal. This process, traditionally termed "probability summation" (e.g., Watson, [@B53]; Pelli, [@B37]; Graham, [@B20]), basically reflects the increased probability that at least one of two noisy signals will be detected. The predicted magnitude of the effects depends on the slope of the psychometric functions but basically is near what we observe here (in the order of root-two). The most interesting result reported here is the clear, directional-specific cross-sensory facilitation between tactile and visual motion. The effect was larger than that observed for summation, a two- or three-fold increase in sensitivity (compared with the root-two summation effect) and, most importantly, occurred only for motion in the same direction presented at the same time similar to what Arrighi et al. ([@B4]) showed with "tap dancing." The specificity of the interaction suggests that it is functionally important, allowing the system to combine signals from the two senses generated by a common objects to detect motion with a higher sensitivity than with one alone. There are two strong indications that the interactions occur at a low, sensory level rather than at a higher cognitive level. Firstly, when we measured facilitation with motion in the opposite direction, subjects were informed that the tactile and visual motion were in opposite directions. In theory, subjects could have cognitively inverted the motion and taken advantage of it in the same way as motion in the same direction, but this did not happen. Similarly, a delayed pedestal had no effect on thresholds, suggesting that a sensory interaction was necessary.

Discrimination functions for many tasks follow a "dipper function" (see Solomon, [@B45] for a recent review), including contrast discrimination (Nachmias and Kocher, [@B34]; Pelli, [@B37]), blur (Watt and Morgan, [@B55]), visual motion (Simpson and Finsten, [@B44]) and even temporal discrimination (Burr et al., [@B13]). The usual explanation for the dipper function is that it reflects essential non-linearities in the neural response curve (Figure [1](#F1){ref-type="fig"}; Legge and Foley, [@B29]; Legge et al., [@B30]). For tactile motion to affect the visual neural response curve (and *vice versa*) they must interact at a fairly early stage of analysis. Other explanations of the dipper function involve spatiotemporal uncertainty (Pelli, [@B37]), essentially suggesting that the pedestal reduces the time window -- and hence the noise within that window -- that needs to be monitored. However, the lack of facilitation by sound beeps, or by motion of opposite direction, combined with the fact that slope of the psychometric increased in all dual-modality conditions (irrespective of whether the pedestal caused facilitation) excludes this potential explanation. For facilitation to occur, the motion of the two senses needs to be in the same direction, at the same time, and have a very similar speed: all this points to neural combination that is not under the subject\'s control.

We have attempted to account for our results within a simple schematic model (Figure [8](#F8){ref-type="fig"}). Taken together, the summation and facilitation results suggest that visual and tactile motion signals interact at least two levels, a relatively low, direction-specific sensory level and a higher-level, aspecific, "probabilistic" interaction that explains summation. The facilitation results require that tactile and visual signals are vectorially summed at an early level, taking into account the sign and direction of the motion. However, this summation is clearly not *compulsory*: the system must also have access to signals from the individual senses. There is much evidence for this. For example, the cross-sensory "dipper function" shows no rising phase, where thresholds become worse than in the no-pedestal condition (masking). If the system has access to the individual sensory data, then the "masked" multisensory signal could be ignored when it is weaker than the single-sense signal. Similarly, when test and pedestal move in the opposite directions, there is no cost, as the null combined signal could be ignored in favor of the single-sense signal. To keep the model at its most simplest, we assume that the decision stage (upper box) is a simple "maximum" operation, choosing the largest signal for a particular trial. This "max" operation also explains the small, non-directional summation effects. As the neural signals are "noisy," they vary considerably in velocity from one trial to another: if two signals are present (even if in opposite directions), there is a greater chance that at least one of these will rise above the noisy stationary signal than if only one were present. However, this is a mere statistical advantage, not evidence for neural summation. This model is in agreement with previous results that support the idea of interaction between modalities at a sensorial level (e.g., Ushioda and Wada, [@B50]; Konkle et al., [@B28]) but only partially with others that suggest only higher-level multisensory integration (Harrar et al., [@B23]).

![**Descriptive model for the interaction of visual and tactile motion signals**. Visual and tactile motion signals interact at two levels: a low direction-specific sensory level and a higher decisional stage in which a probability interaction occurs. At the first level we assume the signals are vectorially summed (taking direction into account), while at the second level (upper box) we assume a simple maximum operation that chooses the largest signal for each trial. An important aspect of the model is that cross-modal summation is non-compulsory: signals both from the individual senses, and after combination arrive at the decision level. If the combination is less than the individual sensory signals, the maximum operation will choose the unisensory rather than multisensory signals. This schema explains, at least qualitatively, all the observed results.](fpsyg-02-00055-g008){#F8}

The direction-specific facilitation that we observe suggests that visual and tactile motion share common neural mechanisms. As mentioned earlier, imaging studies have shown that tactile and auditory motion activate several visual cortical areas, including area MT (Hagen et al., [@B21]; Ricciardi et al., [@B40]; Saenz et al., [@B42]), and many studies demonstrate multisensory interactions at the level of the single neurons (see Stein et al., [@B48] for a review). This makes MT a highly plausible candidate for the neural substrate underlying the interactions reported here. Interestingly a recent study of Pei et al. ([@B36]) also higlighted that some somatosensory areas and MT have similar functional proprierties, and we can not exclude that both MT and somatosensory areas may be involved in these cross-sensory integration mechanisms. Further fMRI studies under facilitation-like conditions would be usefull in understanding better the neural sustrate for these interactions.

In conclusion, we have shown that the psychophysical technique of *pedestal facilitation* demonstrates clear neural interactions between visual and tactile motion processing. Although neural interactions have been well documented by physiological techniques, psychophysical evidence for these interactions have been elusive to date. This is probably because there are many paths to perception: the senses do combine with each other, and at an early level, but the combination is not obligatory (agreeing with Ernst and Banks, [@B17]). The system seems to have access to information at various levels, and this parallel access can confound attempts to demonstrate neural intergration. If noisy parallel signals all feed into a simple decision process (such as the absolute maximum schema of Figure [8](#F8){ref-type="fig"}) there will be two important consequences: firstly the parallel access will obscure any negative effects, such as masking or vectorial summation of opposing directions; and secondly it will lead to enhancement of sensitivity for multiple signals, on sheer probabistic grounds, and this enhancement will sometimes obscure small amounts of neural summation. So while our results are certainly consistent with previous results showing aspecific, probabilistic summation, they also show that more appropriate psychophysical techniques can reveal clear, low-level sensory interactions.
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