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Abstract In a distributed stream processing system,
streaming data are continuously disseminated from the
sources to the distributed processing servers. To enhance
the dissemination efficiency, these servers are typically orga-
nized into one or more dissemination trees. In this paper,
we focus on the problem of constructing dissemination trees
to minimize the average loss of fidelity of the system. We
observe that existing heuristic-based approaches can only
explore a limited solution space and hence may lead to sub-
optimal solutions. On the contrary, we propose an adap-
tive and cost-based approach. Our cost model takes into
account both the processing cost and the communication cost.
Furthermore, as a distributed stream processing system is
vulnerable to inaccurate statistics, runtime fluctuations of
data characteristics, server workloads, and network
conditions, we have designed our scheme to be adaptive
to these situations: an operational dissemination tree may
be incrementally transformed to a more cost-effective one.
Our adaptive strategy employs distributed decisions made by
the distributed servers independently based on localized sta-
tistics collected by each server at runtime. For a relatively
static environment, we also propose two static tree construc-
tion algorithms relying on apriori system statistics. These
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static trees can also be used as initial trees in a dynamic
environment. We apply our schemes to both single- and multi-
object dissemination. Our extensive performance study
shows that the adaptive mechanisms are effective in a dyn-
amic context and the proposed static tree construction algo-
rithms perform close to optimal in a static environment.
Keywords Streaming data dissemination · Dissemination
trees · Distributed stream processing
1 Introduction
Distributed stream processing has been gaining increasing
research attentions in the recent years. In such a system, que-
ries submitted by the clients (e.g., continuous queries mon-
itoring the streams or ad hoc queries on the historical and
current status) would be distributed to the various process-
ing servers for processing. To evaluate the client queries, the
streaming data have to be disseminated from the sources to
the distributed servers. Due to the continuity and massive-
ness of the data, it is critical and challenging to design an
effective, efficient and scalable dissemination system.
In this paper, we look at the design of an adaptive dis-
tributed stream dissemination system, where a data source
continuously disseminates fast changing data objects (e.g.,
sensor data, stock prices and sport scores) to a number of
stream processing servers. Clients submit queries to the serv-
ers with their own preferences on data coherency require-
ments. Based on the requirements of the running queries,
each server would have its own interesting object set as
well as its coherency requirement of each interesting data
object. The servers are organized into one or more dissem-
ination trees (with the data source being the root node) so
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that data/messages are transmitted to each server through
its ancestors in the dissemination tree. Each node of the
tree would selectively disseminate only interesting data to
its child nodes by filtering out the unnecessary ones.
The dissemination efficiency is evaluated using the met-
ric fidelity, which has been used in previous work [17,18].
It measures the portion of time that the values in the serv-
ers conform to their coherency requirements. While adopting
this metric, we extend it to accommodate generic data diver-
gence metrics, which will be further explained in Sect. 2.1.
In general, the loss of fidelity at each server is due to the dis-
semination delay of the update messages, which includes the
communication delay as well as the processing delay in its
ancestor servers. Interestingly, while it is important to design
optimal dissemination trees in this context, there is very little
study on this subject.
In this paper, we present a cost-based approach to adapt
dissemination trees in the midst of a dynamic changing envi-
ronment. Our contributions include:
– We formalize the problem by formally defining the metric
(fidelity) used to measure the effectiveness of the system
and the objective of the whole system (i.e., minimize the
average loss of fidelity over all the servers).
– We propose a novel and thorough cost model which con-
siders both the processing cost in the dissemination serv-
ers as well as the communication cost in the network
links. With the cost model, we can explore a larger solu-
tion space than existing methods do to achieve a more
cost-effective scheme.
– Based on the cost model, we propose an adaptive run-
time scheme that is robust to inaccurate statistics and
runtime changes in the data characteristics (e.g., data
arrival rates) and system parameters (e.g., workloads,
bandwidths, etc.). The proposed scheme enables nodes
to independently make decisions based on localized sta-
tistics collected from neighbouing nodes to transform a
dissemination tree from one form to a more cost-effective
one. Furthermore, we extend the cost model to incorpo-
rate the adaptation overhead. Given apriori statistics of
the system characteristics, we propose two static optimi-
zation algorithms to build a dissemination tree for rela-
tively static systems. These static trees can also be used
as initial trees in a dynamic environment.
– We apply the above schemes to both single object dissem-
ination and multiple object dissemination problems. For
multiple object dissemination, we study two approaches:
single-tree approach and multi-tree approach.
– We conducted an extensive performance study which
shows that the proposed tree construction scheme per-
forms close to optimal, and the adaptive scheme is also
robust to changing conditions at runtime.
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Fig. 1 The system architecture
A preliminary version of this paper appears in [21]. There,
we present our scheme for single object dissemination. This
paper extends the work in several ways. First, we extend
the work to disseminate multiple objects. In particular, we
propose two multiple object dissemination approaches. Sec-
ond, we extend the cost model to incorporate the adapta-
tion cost. Finally, we report results of additional performance
study done to evaluate the adaptation overhead, as well as the
multiple object dissemination strategies.
The rest of this paper is organized as follows. Section 2
presents the problem and motivations. In Sects. 3 and 4,
we present our solution to the single object dissemination
problem, and its extension to the multi-object dissemination
problem, respectively. A performance study is presented in
Sect. 5. We review related work in Sect. 6. Finally, we con-
clude in Sect. 7.
2 Problem formulation and motivations
In this section, we first formulate the problem by present-
ing the system model, the definition of the metric as well as
the formal problem statement. Then we motivate our work by
identifying the potential problems of the existing techniques.
2.1 Problem formulation
Figure 1 shows the overview of the architecture of our system
and Table 1 lists a number of major notations that would be
used frequently throughout the whole paper. In the system,
there is a data source s that stores a set of data objects O =
{o1, o2, . . . , o|O|}, a set of servers N = {n1, n2, . . . , n|N |},
and a large number of clients. Each server ni is a continuous
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Table 1 Notations
s The source node
N The set of server nodes
ni The i th node
ox The x th data object
L F(ni ) The lost of fidelity of ni
Ci The set of child nodes of ni
Ti The subtree rooted at ni
GCi The set of grandchild nodes of ni
Oi The set of objects requested by ni
Omi The set of objects requested by the subtree
rooted at ni
cri,x The coherency requirement of ni on ox
ri The rate of the update message meant for ni
rmi The rate of the update message meant for
any node in the subtree rooted at ni
rci The sum of the update rate over all nodes in
the subtree rooted at ni
ri,x The rate of the update message from ox
meant for ni
rmi,x The rate of the update message from ox
meant for any node in the subtree rooted at ni
d(ni , n j ) The communication delay between ni and n j
D(s, ni ) The total communication delay of the path
from s to ni in the tree
t pi The time needed to perform filtering of
a message at ni
tci The time needed to perform transmission of
a message at ni
tei The time needed to collect information at ni
tdi The time needed to compute the adaptation
benefit of a transformation at ni
tai The amortized adaptation cost at ni
ti The expected processing time at ni
g(ni ) The processing delay of message in node ni
p(ni ) The parent node of ni
ρi The workload of ni
stream processing system, such as TelegraphCQ, Aurora and
STREAM etc. Each client submits queries involving a subset
of data objects through a server (or the data source), and spec-
ifies a preference on the coherency on each data object. In this
paper, a user’s coherency requirement (cr) on a data object
is specified as the maximum tolerable divergence of the data
value from its exact value. Our approach does not restrict the
way in which the divergence is measured. The possible met-
rics include the number of changes since the last update, the
deviation of the values (for numerical data), the edit distance
(for string data) or the difference of the update time stamp.
Instead of just picking anyone of them, our system allows a
customizable divergence function. We denote the divergence
function as DIV(ox (ni , t), ox (n j , t)), where ox (ni , t) is the
version of data object ox cached in node ni at time t .
From the system’s point of view, each server ni can be
viewed as a super-client that requests a subset of data objects
Oi from the source, which should be the union of the objects
that are requested by the queries running on ni , and the coher-
ency requirement cri,x of ni on object ox is equal to the most
stringent requirement of its queries that involve ox . To deter-
mine whether an update message should be transferred to
the child node or a client, our system also employs a cus-
tomizable function match(m, ni ), which returns either true
or f alse for a given message and a child node ni . An appli-
cation developer can design different functions for different
divergence functions. Shah [18] proposed such a function for
numerical data dissemination. We will not go into detail of
the design of this function and concentrate on the construc-
tion and adaptation of dissemination trees in this paper.
To ensure scalability, we model a generic dissemination
scheme as follows. The servers N together with the source
s compose an overlay network which can be modeled as a
directed complete graph G = (V, E), where V = N ∪ {s}
and E consists of the directed arcs connecting each pair of
nodes in V . To build an efficient dissemination scheme, the
nodes in V are organized into one or more overlay dissemina-
tion tree T . Each T is composed by s, a set of nodes V ′ ∈ N
and arcs E ′ ∈ E . The root of all the trees is the source s. Once
new values of the data objects at s arrive, s would initiate the
messages and disseminate only the necessary ones to each of
its child servers in all the dissemination trees. Upon receiv-
ing a message, a server would also selectively disseminate it
to its child servers. This process happens in each server until
the messages reach the leaf servers.
Since it is possible for a server’s coherency requirement
to be less stringent than that of its descendants, every server
ni has an effective coherency requirement crmi,x on an object
ox which corresponds to the most stringent one among all
the cri,x s of the subtree rooted at ni . Again, a customizable
function is used to generate the crmi,x . A parent performs the
filtering of messages based on the crmi,x values of its children.
In addition to disseminating messages to the child servers,
a server that receives a message also has to check whether
any of its clients’ coherency requirements are violated. If so
it would update the results of the query submitted by those
clients. In this paper, we assume that clients are pre-allocated
to certain servers, and focus on the construction of dissem-
ination trees composed only by the servers and the source.
Henceforth we would use “server” and “node” interchange-
ably and would only consider the dissemination within the
dissemination trees.
Following [17,18], we adopt the notion of fidelity as a
measure of the performance of a dissemination system. Infor-
mally, the fidelity on a data object at a node during an
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observation period is defined as the percentage of time that
the data value at that node conforms to the coherency require-
ment. To build our cost model, we formulate this metric in
a formal way as follows. Let the value of a data object ox at
time t at the source and a node ni be ox (s, t) and ox (ni , t)
respectively, and the coherency requirement of ni on ox be
cri,x . Then the fidelity of ni on data object ox at time t is
defined as:
f (ni , ox , t) =
{
1 : DIV(ox (s, t), ox (ni , t)) < cri,x
0 : DIV(ox (s, t), ox (ni , t)) ≥ cri,x . (1)
And the fidelity of ni on ox during the observation period
[t1, t2] can be computed as
F(ni , ox , t1, t2) =
∫ t2
t1 f (ni , ox , t)
t2 − t1 .
If our observation period is the whole life of the system, it can
be rewritten as F(ni , ox ). Furthermore, the average fidelity
at node ni is computed as
F(ni ) = 1|Oi |
∑
∀ox∈Oi
F(ni , ox ).
The loss of fidelity (LF) is defined as the complement of
fidelity, which is LF(ni ) = 1 − F(ni ). Our objective is to
minimize the average loss of fidelity over all nodes
AvgLF = 1|N |
|N |∑
i=1
LF(ni ).
Since the loss of fidelity is due to the delay of the messages,
we adopt an eager approach: the source node continuously
pushes update messages to child servers as soon as the cor-
responding coherency requirements are violated, and each
server, upon receiving any update messages, also pushes the
necessary ones to its children as soon as violations occur.
We define the Min-AvgLF problem formally as follows:
Given a source s, a set of data objects O, a set of servers
N, and the set of requesting data objects Oi of each server
ni as well as the coherency requirement cri,x of ni on each
ox ∈ Oi , construct/adapt one or more dissemination trees
T to minimize the average loss of fidelity (AvgL F) of the
system.
By the celebrated Cayley’s theorem, the number of span-
ning trees of a complete graph is |V ||V |−1, where |V | is the
number of nodes in the graph. This means that brute-force
searching is prohibitive even for a moderate number of nodes
(e.g., 16 nodes). Even worse, a more restrictive problem is
already NP-Hard [5].
2.2 Motivation
In view of the complexity of the problem, existing approaches
such as DiTA [17] adopt two heuristics: (a) the coherency
requirement of a parent node is at least as stringent as its
children; (b) each server has an apriori constraint on the
fanout, i.e., the maximum number of child servers is pre-
determined. However, under these restrictions, the resulting
dissemination tree would be far from optimal. This is because
they only explore a limited solution space and ignore the dif-
ferences of the servers in their capabilities as well as their
communication delays. For example, although a server has
a slow CPU, a long distance from the source, a low band-
width or a high workload, it would still be put at the upper
level of the tree as long as its coherency requirement is rel-
atively stringent. However, all its descendants would suffer
from the long processing delay in the slow server or the long
transmission delay. This would result in severe loss of fidel-
ity. Furthermore, multiple runs of trial and error is required
to obtain an optimal fanout constraint. This may impede the
deployment of the system. To handle these limits and find out
the trade-offs, we believe a cost-based approach that captures
both communication and processing cost is likely to lead to
a more cost-effective dissemination tree.
Yet another challenge is that the optimality of a dissemi-
nation scheme is dependent on the current system parameters
(such as data arrival rates, system workloads, etc.). However,
in a large scale distributed system, this information is hard
to estimate or collect beforehand. Moreover, these param-
eters would fluctuate over time. For example, users would
change their coherency requirements; a server’s workload
would change as the number of clients connected to it is
increased or decreased; or the message rate of each server
would also change due to the fluctuation of the data val-
ues. Since the dissemination system runs continuously, it
can experience these changes at runtime, which would make
the previously optimal scheme sub-optimal. The problem of
adapting to inaccurate statistics and system changes has been
extensively explored in other problems such as query pro-
cessing [2,15]. Unfortunately, few efforts have been devoted
to adapting the structure of a dissemination tree at runtime.
Moreover, a decentralized scheme is highly preferable due
to scalability and reliability problems.
3 Single object dissemination
In this section, we look at the scheme to construct a tree
T to disseminate a single data object. We note that T is a
spanning tree of the overlay graph G. We first present the
cost model to evaluate the LF of a tree T , then describe the
runtime adaptation scheme and finally, present the two static
tree construction schemes. All the algorithms proposed do
not place any restriction on the maximum fanout allowed;
neither do they require the internal nodes to be more strin-
gent in the coherency requirements than its child nodes.
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3.1 Cost model
In a cost-based approach, a cost function is used to evaluate
the goodness of a potential solution. In our case, we propose
a novel cost model to measure the LF of a dissemination tree.
In the cost model, we make the following assumptions and
simplifications:
1. A message sent from ni to n j incurs a communication
delay, whose expected value is denoted as d(ni , n j ).
2. The messages received by a node are processed in a FIFO
manner. Upon receiving a message, ni would check every
child to see whether the message should be disseminated
to it. The processing order of the children is assumed to
be random. Let the time to perform the filtering be t pi and
the time to perform the transmission be tci . t
c
i includes
the time to package the message and the time to send out
the packages. The latter part is inversely proportional to
the available bandwidth of ni .
3. Each node would assign a portion of its resources (e.g.,
CPU, bandwidth, etc.) to perform the task of disseminat-
ing data to its child nodes. This portion of resources might
be adjusted periodically. However, within each period,
we assume it is fixed. Furthermore, the workload of a
node is defined as the fraction of time that the node is
busy.
Given these assumptions, now let us see how to estimate
the loss of fidelity of a node ni . The LF of ni arises because
of the delay of an update message. If the number of messages
per unit time (i.e., the average message arrival rate) for ni is
ri and the average delay of each update message is Di , then
the average LF of ni is L F(ni ) = ri · Di . ri is related to
the data characteristics and the coherency requirement of ni .
Now we need to estimate Di . At a closer look, Di includes
the communication delay in all the links and the processing
delay in all the nodes along the path from the root to ni . To
compute the communication delay, we define D(n j , ni ) as
the communication delay from n j to ni in the dissemination
tree T . It is obvious that D(n j , ni ) is the sum of the commu-
nication delay of the overlay edges in the unique path from
n j to ni . Hence the total communication delay of a message
from s to ni is D(s, ni ). In the following paragraphs, we
would present how to estimate the second part of the delay:
the processing delay.
The processing delay of a message for ni in each of its
ancestor nk can be divided into the queuing time and the
processing time. Let us estimate them one by one.
1. Queueing time. In our model, each node is a queuing
system. From basic queuing theory, the expected queuing
time of a message in a M/M/1 system is equal to ρ1−ρ t where
ρ is the workload of the system and t is the expected process-
ing time of a message. The workload of the system is equal to
the message arrival rate times the expected per-message pro-
cessing time t . Hence to estimate the queuing time, we have
to estimate the expected per-message processing time. Note
that our tree construction scheme does not require the coher-
ency requirement of a parent node to be more stringent than
that of its descendant nodes. Thus, every node has an effec-
tive coherency requirement crmi , which should be the most
stringent cr within the subtree rooted at ni . Consequently,
there is an effective message arrival rate rmi for ni , which
should be equal to the maximum message arrival rate within
the subtree rooted at ni , i.e., rmi = max{r j |n j ∈ Ti }. For
each message arrived at a node nk , the probability that it is
sent to a child n j is rmj /r
m
k . Hence the expected processing
time of a message in nk for each of its children n j is
tk j = t pk + tck
rmj
rmk
. (2)
Therefore, if we denote the set of child nodes of nk as Ck ,
then the expected processing time of a message in nk can be
estimated as:
tk =
∑
n j ∈Ck
tk j . (3)
Given tk , the average processing time of a message, we can
derive that the workload of nk is ρk = rmk tk . Hence the queu-
ing time of a message in node nk is ρk1−ρk tk . Note that this
covers both the queuing times for processing and transfer-
ring a message.
2. Processing time in nk for a message received by n j .
Since the children are processed in random order, before
checking a child node n j , there are on average (|Ck | − 1)/2
other children that have been processed. The expected length
of this time is equal to (1/2)(tk − tk j ). Then it takes t pk time
to check for n j and then takes another tck time to transmit the
message to n j . This means that the expected processing time
in nk for a message received by n j is (1/2)(tk − tk j )+ t pk + tck .
Summing up the queuing time and the processing time, we
can derive the processing delay in nk for a message received
by n j as
g(nk, n j ) = 1 + ρk2(1 − ρk) tk + t
p
k + tck −
1
2
tk j . (4)
This function can accurately estimate the processing delay.
However, it distinguishes the delays for different children,
which will bring higher cost in our algorithm. Hence we pro-
pose an approximation, where we use the average processing
delay over all the children, to approximate the delay for each
of them. We can derive, with simple calculations, that this
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Fig. 2 Local transformation rules
processing delay is
g(nk) = 1|Ck |
∑
n j ∈Ck
g(nk, n j )
= 1 + ρk
2(1 − ρk) tk + t
p
k + tck −
1
2|Ck | tk . (5)
Now, we would derive the cost function to estimate the
loss of fidelity for a node ni as
L F(ni ) = ri × [D(s, ni ) + g(p(ni )) + g(p(p(ni )))
+ · · · + g(s)] (6)
where p(ni ) denotes the parent of ni .
3.2 Adaptive reorganization of dissemination tree
In this subsection, we present our runtime scheme that adap-
tively reorganizes a given dissemination tree to a more cost-
effective one. The algorithm is a distributed local search
scheme. At each state, distributed nodes would search the
neighbor states that can improve the current state. Neigh-
boring states are generated based on a set of transforma-
tion rules. In the following subsections, we first present the
local transformation rules that specify how the states could be
transformed and how to estimate the benefit of the transfor-
mations. Then we present how to efficiently make adaptation
decisions. Finally we summarize the set of information that
has to be collected at runtime to support the adaptive scheme
and present how to extend the cost model to incorporate the
adaptation cost.
3.2.1 Local transformation rules
In this section we define several local transformation rules
that transform a scheme into its neighbor schemes. We have
identified six rules.
1. Node promotion: Promote a node ni to its parent’s sib-
ling. All the nodes in the sub-tree rooted at ni are also moved
along with ni . Figure 2a shows an example of this transfor-
mation. In the example, ni is promoted to a sibling of its
previous parent n j . This transformation might be beneficial,
for example, when the workload of nk is reduced as a result of
a decrease in the number of its clients and hence more of its
resources are assigned to the dissemination task. Promoting
ni can reduce the communication delay of messages sent to ni
and all its descendants if d(nk, n j ) + d(n j , ni ) > d(nk, ni ).
This would also be helpful if we underestimate the capacity
of nk when building the initial dissemination tree.
2. Node demotion: Demote a node ni to a child of one of
its siblings. The children of ni would also be moved along
with ni . In the example shown in Fig. 2b, ni is demoted to
the child of its prior sibling n j . This transformation may be
beneficial, for example, when nk’s workload is increased and
hence less resources are assigned to the dissemination task.
Demoting ni can reduce the dissemination load of nk and
hence reduce the processing delay of messages to be sent
to the descendants of nk . In addition, it also helps to handle
any overestimation of the capacity of nk in the initial tree
building.
3. Parent–child swap: Swap the positions of ni and its
parent. Again all their other children would be brought along
with them. In Fig. 2c, the positions of ni and its parent n j
are swapped.
4. Cousin swap: Swap the position of two nodes ni and n j
which have the same grandparent nk . Their original children
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would still be connected with them. Figure 2d shows an
example.
5. Nephew adoption: A node nh adopts its nephew ni and
adds it as its own child. As shown in Fig. 2e, ni ’s grandparent
is the parent of nh . In this transformation, ni is added as a
child of nh . The children of ni are moved along with it.
6. Uncle–nephew swap: Swap the positions of nh with
its nephew ni . Again, their children are moved along with
them. Figure 2f depicts an example.
Actually the first two basic transformation rules are com-
plete, i.e., any other transformations can be composed based
on these two transformations. For example, Nephew Adop-
tion can be composed by first promoting ni and then demoting
it to a child of nh . However, using composite transforma-
tions directly may help avoid being stuck in a local opti-
mum. The four composite transformations presented above
are proposed based on this intuition. While the composite
transformations can be extended to involve arbitrary nodes,
we only consider these transformations to keep the runtime
adaptation scheme relatively simple and less costly.
Based on our cost model, we can recompute the cost of
the dissemination tree after the transformations, which will
take O(|N |) time. But since the transformations only affect
part of the tree, rather than computing the cost from scratch,
we can compute the change of the cost in constant time. Here
we would use Node Promotion to illustrate.
As depicted in Fig. 2a, node ni is to be promoted, and
n j and nk are the parent and grandparent of ni , respectively,
prior to the transformation. After the transformation, the mes-
sages to be sent to ni would no longer experience the trans-
mission delays d(nk, n j ) and d(n j , ni ), and the processing
delay in n j . However, it would experience the new trans-
mission delay d(nk, ni ). This would also affect all the nodes
below ni . Hence this results in the change of AvgLF which is
∆AvgLF1 =
1
|N |r
c
i
× [d(nk, ni )− d(nk, n j )− d(n j , ni )− g(n j )],
where rci is the aggregated message rate over all nodes in the
subtree Ti rooted at ni , i.e., rci =
∑
n p∈Ti r p. Furthermore,
the load in nk and n j would be changed after the transfor-
mation. Hence all the nodes below them would experience
the change of the cost due to the load changes. This results
in the change of AvgLF which is
∆AvgLF2 =
1
|N |
{
(rcj − r j )[g′(n j ) − g(n j )]
+(rck − rk)[g′(nk) − g(nk)]
}
,
where g′(n j ) and g′(nk) denote the estimated new process-
ing delay in n j and nk , respectively, if the transformation is
to have taken place. ∆AvgLF is equal to the sum of ∆AvgLF1
and ∆AvgLF2. Other transformations can be analyzed
similarly.
3.2.2 Adaptation of dissemination tree
The adaptation scheme works as follows: periodically,
compute the benefit [i.e., (−1) · ∆AvgLF] of each possi-
ble transformation, and then perform those that have posi-
tive benefits. To implement this procedure, there are several
choices. In one extreme, we can select a server to act as
a centralized controller to make the adaptation decisions.
However, as discussed, this approach suffers from problems
of scalability and reliability. In another extreme, we can
design a totally distributed approach. In this approach, each
node makes the decisions independently and asynchronously.
However, this totally unstructured scheme would result in
(a) Conflicting decisions being made by different nodes,
e.g., ni may determine to promote itself and meanwhile its
parent may want to swap with it. Extra mechanisms have to
be employed to resolve this problem, potentially increasing
the complexity of such a scheme. (b) Wastage of computa-
tional resources as a result of multiple nodes arriving at the
same decisions, e.g., ni and its parent may determine to swap
with each other at the same time.
To alleviate these problems, we propose a more struc-
tured mechanism. The adaptation operates in rounds. The
root node initiates each round by creating a token. Only when
a node holds a token, could it make an adaptation attempt.
Algorithm 1 presents the operations to be executed in a node
that receives a token. Each node receives a token can make
its own decision independently without any synchroniza-
tion with the other nodes. Instead of allowing every node
to try all kinds of transformations, we restrict each node to
consider only the transformations involving its children and
grandchildren. These include promoting a grandchild (node
promotion), demoting a child (node demotion), swapping a
child and a grandchild (parent–child swap and uncle–nephew
swap), swapping two grandchildren (cousin swapping), and
Algorithm 1: AdaptationAttempt
begin
max Bene f i t ← 0; t ← NU L L;
for each possible transformations t1 involving the children
and grandchildren do
if max Bene f i t < Bene f i t (t1) then
max Bene f i t ← Bene f i t (t1);
t ← t1;
if t = NU L L then Perform t ;
for each child n j do
if n j is not a leave node then
Send one copy of the token to n j ;
end
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moving a grandchild from one child to another child (nephew
adoption). A node sends reorganization requests (if any) to
the involved descendants, e.g., n j in both Fig. 2a, b, ni and n j
in Fig. 2c, ng and nh in both Fig. 2d, e, ng in Fig. 2f. After the
adaptation (if any) has been carried out, a copy of the token
is sent to each of its non-leaf children. The next round of
adaptation would be initiated by the root node if the adapta-
tion interval is exceeded. If a node receives a token when it is
still doing an adaptation, it would just ignore the token. Fur-
thermore, if a node receives a reorganization request when
it is already holding a token, then it would also ignore the
reorganization request to avoid any contradictions.
In the midst of a tree transformation, data are disseminated
through the old path. After the new connections are created,
the old connections are dropped and the dissemination is
transferred to the new connections.
3.2.3 Information collection
Given the adaptation scheme described above, we now look
at what information should be collected at runtime. Since
each node would only consider transformations involving
its children and grandchildren, it would collect state infor-
mation from its children and grand-children. Hence a node
contains at most the information of O(C2) nodes, where C is
the maximum out-degree of all nodes. The information to be
collected has to enable us to calculate the benefit of the trans-
formations. Specifically, the information stored in a node ni
is as follows:
1. The overlay paths from ni to its children and grand-
children. This information is collected only once and
need not be collected again at runtime. This is because
any change in the structure in this part is determined by
ni itself and ni updates the information itself.
2. The values of rmj , r
c
j , as well as t
c
j and t
p
j of each of its
children and its grand-children.
3. The value of rci . Actually, r
c
i can be computed based
on the rcj value stored in each child node n j , i.e., r
c
i =
(
∑
n j ∈Ci r
c
j ) + ri .
4. The physical communication delay between ni and each
of its children or grand-children, and those between each
of its children and each of its grand-children.
The information collection scheme is also a window-based
scheme. Each node asynchronously maintains its own infor-
mation collection window. At the end of each window, a node
would measure the necessary information. If it detects that
the new value is increased to (1+τ ) times or decreased to
1/(1+τ ) times of its previous value, it would send the new
value to its parent. In our experiments, we set τ to be 0.2.
3.2.4 Modeling the adaptation cost
The adaptation scheme incurs runtime overhead, which
includes the cost of information collection and decision mak-
ing and depends on the fanout of the nodes. To keep the adap-
tation cost low, there are two approaches: (1) extend the cost
model to reflect the adaptation cost so that the tree construc-
tion would inherently restrict the fanout; (2) adopt a coarser-
grained cost model when fanout increases. We study the first
approach in this paper and defer the second one as our future
work. Let the set of grandchildren of nk be GCk . Assume the
time spent by nk to collect information for one node be tek and
the time to consider each possible decision be tdk . Further-
more, the length of the information collection and decision
making period be Te and Td , respectively. To estimate the
adaptation overhead, we should estimate the number of nodes
to collect information and the number of possible decisions
to be considered. Obviously, the former number is equal to
|Ck | + |GCk |. To compute the latter one, we should add up
the possibilities of each transformation rules. For example, in
node promotion, there are |GCk | possible nodes to promote.
In node demotion, each child node can be considered for
demotion to the child of (|Ck |−1) nodes and hence there are
|Ck |·(|Ck |−1) possibilities. We can perform similar analysis
on other transformation rules and the amortized adaptation
cost tak can be estimated as:
tak =
tek
Te
(|Ck | + |GCk |) + t
d
k
Td
(|GCk | + |Ck | · (|Ck | − 1)
+
∑
n j ∈Ck
|C j | · (|GCk | − |C j |)
+ 2
∑
n j ∈Ck
(|GCk | − |C j |)). (7)
This cost can also be computed in constant time by storing
and performing incremental updates of some of the interme-
diate values. tak is added to g(nk) to extend our cost model to
factor in the adaptation overhead.
3.3 Static tree construction algorithms
In this subsection, we present two static tree construction
algorithms: a greedy algorithm and a randomized algorithm
based on Simulated Annealing [14]. Given apriori statistics
on the system parameters, the two algorithms can generate
a good dissemination tree. Such a tree can be used in envi-
ronments that are static and not subject to runtime changes.
For a highly dynamic environment, the algorithms provide a
good initial scheme (as compared to a randomly generated
dissemination tree) that can speed up the convergence to the
optimal scheme as dissemination trees are refined adaptively
based on the runtime characteristics.
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3.3.1 Greedy algorithm
The algorithm is presented in Algorithm 2. It adopts a greedy
heuristic. The algorithm sorts the nodes in ascending order
of d(s, ni ) + t pi + tci . Then it adds the nodes into the dis-
semination tree one by one in the sorted order. The partially
built dissemination tree T is represented as the set of nodes
and edges in the tree. For each new node N [i], it selects one
node n j within the partially built tree to act as the parent of
N [i] so that the average loss of fidelity AvgLF of the new tree
T ∪{N [i], e(n j , ni )} is minimized. The estimation of AvgLF
is based on Eqs. (3), (5) and (6). To save the computational
time, simple techniques can be employed to compute the new
AvgLF value incrementally based on the current AvgLF of
the partial tree. For brevity, we do not present the details here.
Given each potential parent, it takes log |N | time to estimate
the new AvgLF. Therefore, the computational complexity of
Algorithm 2 is O(|N |2 log |N |).
Algorithm 2: Greedy
begin
Add s to T ;
N [0] ← s;
N [1 · · · |N | − 1] ← Sort the other nodes in ascending order
of value d(s, ni ) + t pi + tci ;
for i = 1; i < |N |; i + + do
e ← arg min0≤ j<i AvgL F(T ∪ {N [i], e(n j , ni )});
Add N [i] and e to T ;
return T;
end
The dissemination tree built by using this algorithm has
the following property:
Theorem 1 If the height of the tree is h, and the delay
between pairs of nodes satisfy the triangle inequality,1 then
the communication delay of a message received by ni is at
most 2di · h where di = d(s, ni ) + t pi + tci . Further assume
that the fanout of each node is at most C and the maximum
message rate over all nodes is at most r , then the processing
delay of a message received by ni is at most
h
(
1 + r · C · di
2(1 − r · C · di )C · di + di
)
.
Proof Let us first look at the worst case communication delay
of the messages sent to a node ni . Because of the triangle
inequality, when ni is added to T , the transfer delay d(nk, ni )
between the parent nk and ni is less than d(s, nk)+ d(s, ni ).
Because the nodes are added to T in ascending order of di ,
we can get d(s, nk)+ t pk + tck < d(s, ni )+ t pi + tci and hence
1 If every non-leaf node has at least two children, then h ≤ log |N |.
In addition, some studies [20] have shown that violations of triangle
inequality is not very frequent, which is only about 1.4 − 6.7%.
d(s, nk) < d(s, ni ) + t pi + tci , i.e. d(s, nk) < di . We can
obtain the following expression:
d(nk, ni ) < d(s, nk) + d(s, ni )
d(s, nk) < di
d(s, ni ) < di
⎫⎬
⎭ ⇒ d(nk, ni ) < 2di .
We can also derive that the transfer delay of each edge in
the path from the root to ni is at most 2di . Because the height
of the tree is at most h, then the number of edges in the path
from the root to ni is at most h. That means the worst case
communication delay for ni is 2di · h.
Now we look at the worst case processing delay of mes-
sages sent to ni . Since t pk + tck < di , we have tk < C(t pk +
tck ) < C · di [from Eqs. (3), (2)). Furthermore, from Eq. (4)
we have the following:
g(nk, ni ) = 1 + r
m
k · tk
2(1 − rmk · tk)
tk + t pk + tck −
1
2
tki
<
1 + r · C · di
2(1 − r · C · di )C · di + di . (8)
This is the worst case processing delay in the parent nk . Since
for any ancestor n j , t pj + tcj < di is also true, in Eq. (8) is
also applicable to n j . Again, the number of ancestors of ni
is at most h. Hence we can derive that the worst case total
processing delay of a message sent to ni is at most h times
the worst case processing delay in each ancestor of ni . 
unionsq
3.3.2 Simulated annealing
Since the Min-AvgLF problem is NP-Hard, we use a proba-
bilistic approach, Simulated Annealing [14] (SA), to approx-
imate an optimal solution. This approach has been shown to
generate very efficient solutions for hard problems, such as
large join query optimizations [11]. The algorithm is illus-
trated in Algorithm 3. It starts from a random scheme S0 and
an initial temperature T0. In the inner loop, a new scheme
newS is chosen randomly from the neighbors of the cur-
rent scheme S. If the cost of newS is smaller than that of
S, the transition will happen. Otherwise, the transition will
Algorithm 3: Simulated Annealing
begin
S ← S0; T ← T0; minS ← S;
while !frozen do
while !equilibrium do
newS ← Random Neighbor(S);
∆C ← cost (newS) − cost (S);
if ∆C ≤ 0 then S ← newS;
else S ← newS with probability e−∆C/T ;
if cost (S) < cost (minS) then minS ← S;
T ← reduceT emp(T );
return minS;
end
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take place with probability of e−∆C/T . (With the decrease
of T this probability would be reduced.) Meanwhile, it also
records the minimum-cost scheme that has been visited.
Whenever it exits the inner loop, the current temperature
would be reduced. Based on our experimental tuning and
past experiences [13,11], we select the parameters as fol-
lows: (1) T0: 2×cost (S0); (2) f rozen: T < 0.001 and minS
unchanged for 10 iterations; (3) equilibrium: 64×#nodes;
(4) reduceT emp: T ← 0.95T ; (5) Random Neighbor : ran-
domly choose one of the transformations listed in Sect. 3.2.1.
The cost of the new scheme can be computed using the incre-
mental cost computation presented in Sect. 3.2.1. Given a sta-
tic environment and accurate system parameters, we believe
this algorithm can derive the best dissemination scheme over
all the other algorithms. However, its optimization overhead
may be high. Moreover, such a centralized scheme will incur
too large a communication overhead in a dynamic context.
4 Multi-object dissemination
In the above discussion, we only consider single object dis-
semination. To disseminate multiple objects, there are two
possible solutions: (a) the single-tree approach (to build one
tree for multiple data objects), and (b) the multi-tree approach
(to build one dissemination tree for each data object). In the
following subsections, we will look into these two approaches
in detail.
4.1 The single-tree approach
In the single-tree approach, a single dissemination tree T is
built to disseminate a set of objects. Note that if an object
of interest to a child is not requested by the parent itself, the
parent’s requesting object set would be enlarged to include
this object. Hence there is an effective object set Omi for a
node ni which is the union of all the interesting objects of
the nodes in the subtree rooted at ni . In this section, we first
develop the cost model for this approach, and then present
the dissemination tree construction scheme.
4.1.1 Cost model
The derivation process is similar to the single object case,
except that we have to deal with more than one object. The
delay of a message for a node ni can still be divided into
two parts: the transmission delay and the processing delay
in the path from the root to ni . The transmission delay is the
same as the single object case which is D(s, ni ). Before esti-
mating the processing delay of a message in each node, we
extend some of the above notations as follows. The message
arrival rate of nk from object ox is rk,x and its correspond-
ing effective update arrival rate is rmk,x . The sum of r
m
k,x over
all objects is denoted as rmk =
∑
ox∈Omk r
m
k,x . We assume the
expected per-child filtering time and the transmission time
for a message in nk is equal over all of the objects, which are
still denoted as t pk and t
c
k , respectively.
Now we are ready to derive the cost function of the pro-
cessing delay. Recall that the delay is equal to the sum of the
queuing time and the processing time. For a message from
object ox , the expected processing time in nk for a child n j
interested in ox is
tk j,x = t pk + tck
rmj,x
rmk,x
.
Hence the total processing time of a message from object ox
would be
tk,x =
∑
n j ∈Ck,x
tk j,x .
The average processing time of a message from all the objects
in Omk is
tk =
∑
ox∈Omk r
m
k,x tk,x
rmk
.
Then the workload of nk can be computed as ρk = rmk · tk .
Therefore, the expected queuing time of a message would be
ρk
1−ρk tk . Similar to the analysis in the single object case, the
message received by a child n j has to experience an average
processing time of 12 (tk,x − tk j,x )+ tck + t pk . Summing up the
queuing time and the processing time, we have the expected
processing delay in nk of a message for one of its child n j
on object ox :
g(nk, n j , ox ) = ρk1 − ρk tk +
1
2
(tk,x − tk j,x ) + tck + t pk . (9)
In Eq. (9), the cost function distinguishes the processing
cost on different objects. That means if the number of objects
is large, the computational cost of our algorithm would be
very large. Therefore, we provide an approximation on the
cost model as follows. First, we approximate tk j,x for all val-
ues of x by using
tk j =
∑
ox∈Omj r
m
k,x tk j,x
rmk
.
Then we use tk to approximate tk,x . In this way, we can
approximate Eq. (9) as follows:
g(nk, n j ) = ρk1 − ρk tk +
1
2
(tk − tk j ) + tck + t pk
= 1 + ρk
2(1 − ρk) tk + t
c
k + t pk −
1
2
tk j . (10)
Note that this equation is of the same form as Eq. (4) in the
single object cost model. Similar to the approximation we
have done in the single object case, which uses the average
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processing delay over all the children to approximate that of
every child of nk , we have:
g(nk) = 1 + ρk2(1 − ρk) tk + t
c
k + t pk −
1
2|Ck | tk . (11)
Hence we can calculate the expected LF of ni on object
ox , LF(ni , ok) and then the expected LF of ni averaging over
all its interesting objects, LF(ni ).
LF(ni ) = 1|Oi |
∑
ox∈Oi
L F(ni , ox )
= ui [D(s, ni ) + g(p(ni )) + g(p(p(ni )))
+ · · · + g(s)] (12)
where
ui =
∑
ox∈Oi ri,x
|Oi | .
Furthermore, the adaptation cost can be incorporated by
adding tak · |Omk | to g(nk), where tak can be computed using
Eq. (7).
4.1.2 Dissemination tree construction
As in the single object case, we also need to design an adap-
tive scheme and a static scheme. For the adaptive scheme, the
transformation rules as well as the adaptation mechanism are
also the same as the single object case. However, we need to
extend the information collection strategy to include the new
information that are required by the new cost model. More
specifically, in the list in Sect. 3.2.3, the 1st and 4th points
remain unchanged, while the 2nd and 3rd points are revised
as follows:
– The values of Omj , u
c
j , r
m
j,x , t
p
j and t
c
j of each of its chil-
dren or grandchildren n j for each object ox in n j ’s effec-
tive object set Omj .
– The value of uci of node ni , where u
c
i aggregated u j val-
ues of all the nodes in the subtree Ti rooted at ni , i.e.,
uci =
∑
n j ∈Ti u j .
Both the Greedy and SA Algorithm can be used here by
employing the new cost model. The complexity of Algo-
rithm 2 becomes O(|O| · |N |2 · log |N |). Theorem 1 can also
be applied to this scheme. Note that, in this case, the param-
eter r in the theorem would be the sum of the maximum
message rate among all the nodes for each data object.
4.2 The multi-tree approach
In this approach, one dissemination tree is created for each
data object, which is similar to DiTA. Each tree only covers
those servers that are interested in the corresponding data
object. By doing so, update messages of an object will not
be routed through the uninterested nodes.
The operations in each node is similar to the single-tree
approach. When an update message arrives, the node checks
the children that are involved and forward the message if nec-
essary. Therefore, the cost model is similar to the single-tree
approach.
Furthermore, we can perform the adaptive transforma-
tion of each tree independently and concurrently. Unfortu-
nately, these trees are not independent. Two trees are corre-
lated through those nodes that appear in both of them. Hence
the change of one tree may affect the other trees through
their common nodes. In particular, when a node ni is mak-
ing its adaptation decision for a tree, one of its children n j
may be performing the adaptation in another tree. Hence ni ’s
decision may not be based on the right information. Simply
sequencing the transformation of the trees would slow down
the adaptation.
To solve this problem, extra mechanism has to be incor-
porated. In our scheme, each node has three possible states:
IDLE, WAIT and HOLD. As in the single-tree approach, the
root node of each tree generates the token which is passed
around the tree in a top–down manner. Each node that receives
the token, before making the adaptation decision, sends out a
“hold” message to all its children and enters the WAIT state.
A child node that receives a hold message will reply with an
acknowledgement message and enter the HOLD state when
possible. The parent node that receives all the acknowledge-
ments from its children, will perform the adaptation as usual
if and only if it is not in the HOLD state. The details of this
mechanism are presented in Algorithms 4 and 5.
Algorithm 4: Process Message
begin1
while true do2
wait for a new message msg;3
HandleMsg(msg);4
if state = I DL E ||W AI T then5
for each wait ∈ Qready do6
wait ← Qready .Dequeue();7
PerformAdapt(wait.tree);8
send a token message to each node in9
Child[wait.tree];
continue;10
for each msg in Qtoken do11
remove msg from Qtoken ;12
HandleMsg(msg);13
for each msg in Qhold do14
remove msg from Qhold ;15
HandleMsg(msg);16
if state = H O L D then break;17
end18
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Algorithm 5: Helper Functions
Function HandleMsg(msg)1
begin2
switch msg.t ype do3
case H O L D_M SG4
if state = H O L D then Qhold .Enqueue(msg);5
else if state = W AI T then6
if msg.num > NU M then7
PerformHold(msg.tree)8
/*deadlock prevention */
else Qhold .Enqueue(msg);9
else if state = I DL E then10
PerformHold(msg.tree)11
case T O K E N_M SG12
if state = H O L D then13
if msg.tree = hold.tree then state ← W AI T14
/* this token unlocks the hold state */
else Qtoken .Enqueue(msg) /*put it in the15
token queue */
if state = I DL E ||W AI T then16
if ∃wait, wait.tree = msg.tree then break17
/* ignore this msg */
create a new object wait and put it into wait Pool;18
wait.tree ← msg.tree /* initialize the wait19
object */
wait.count ← Child[msg.tree].length;20
state ← W AI T ;21
create a new hold message hmsg;22
hmsg.num ← NU M ;23
send one copy of hmsg to each node in24
Child[msg.tree];
case AC K _M SG25
Look up wait in wait Pool s.t.26
wait.tree = msg.tree;
wait.count − −;27
if wait.count = 0 then28
wait Pool.Remove(wait);29
if state = W AI T ||I DL E then30
PerformAdapt(wait.tree);31
else Qready .Enqueue(wait);32
end33
Function PerformAdapt(tree)34
begin35
perform adaptation of tree;36
if wait Pool = φ then state ← I DL E ;37
else state ← W AI T ;38
end39
Function PerformHold(tree)40
begin41
send an ack message to msg.source;42
hold.tree ← tree;43
state ← H O L D;44
end45
Note that without careful considerations, the above algo-
rithm may incur deadlock. Consider two nodes ni and n j .
ni is the parent of n j in one tree while it is the child of
n j in another tree. It is possible that ni and n j will send
a “hold” message to each other at about the same time. If
they keep waiting for acknowledgement from each other,
deadlock occurs. Furthermore, they should not both enter
the HOLD state. To solve the deadlock problem, we assign a
unique integer number NUM to each node, which is imple-
mented by using the unique IP address of every node. When a
node in the WAIT state receives a hold message, it enters the
HOLD state only when its number is smaller than that of the
hold message’s origin. Lines 6–9 in Algorithm 5 implement
this scheme.
Now let us analyze the effectiveness of our algorithm in
solving the distributed deadlock problem. First, to model the
problem, a directed graph, called a parent–child graph (or
P–C graph), can be generated, where a vertex represents a
network node and a directed edge from ni to n j represents
the fact that n j is a child of ni in at least one dissemination
tree. Moreover, without any deadlock prevention scheme, a
deadlock would happen if there is a cycle, ni1 → ni2 →
· · · → ni p → ni1 , in the P–C graph and each node in the
cycle is kept waiting for the acknowledgement from its imme-
diate next node, i.e., ni1 waits for ni2 , ni2 waits for ni3 and
so on. By using our proposed scheme, we have the following
theorem:
Theorem 2 The system is deadlock-free.
Proof Without loss of generality, assume there is a cycle
ni1 → ni2 → · · · → ni p → ni1 in the P-C graph. If a dead-
lock happens in this cycle, then NUM1 < NUM2 < · · · <
NUMp < NUM1 has to be satisfied, where NUM j is the
NUM value of node ni j . Otherwise, if say NUM1 > NUM2
(note that NUM j is unique so NUM1 = NUM2), then, when
ni2 receives a hold message from ni1 , ni2 will enter the HOLD
state and hence the dead lock will not happen. However
NUM1 < NUM2 < · · · < NUMp < NUM1 would not be
true at anytime. Therefore, deadlock will not exist. 
unionsq
In addition, when a node ni is ready to perform adapta-
tions, the workload statistics of a child n j may have changed
due to the adaptation of the other trees. In order to let ni make
decisions based on updated statistics, such statistics will pig-
gyback onto the acknowledgement message sent to ni . This
includes the change of the number of n j ’s children as well
as the change of the update rates of its children.
5 Experiments
In this section, we present a performance study of the pro-
posed techniques, and report our findings.
5.1 Experiment configurations
The simulator is implemented using ns-2, a popular discrete-
event simulator for networking research. The topology is gen-
erated using a power-law topology generator: inet [12]. We
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generate a network topology with 3,500 nodes, of which one
node is chosen as the source, 256 nodes are selected as the
dissemination servers, and the remaining nodes act as routers.
The average communication delay between any two servers
is about 20 ms.
The expected filtering time and transmission time of each
node is derived by using two respective uniform distribu-
tions. In our basic configuration, we set the average values
of these times as 5 and 1 ms, respectively (which may vary
in our experiments), and set the minimum values as 1ms and
0.125 ms respectively. The source server’s expected filtering
time and transmission time are always set to the minimum
value to model an enterprise class server. Given the expected
filtering time t pi and transmission time t
c
i for a node, the
exact filtering time and transmission time of each message
are drawn from two respective exponential random variable
with expected values as t pi and t
c
i , respectively. Recall that
each server in our system has to process local user queries
(probably complex queries) and disseminate data to the child
servers, and only a limited resource can be allocated for the
dissemination task. Hence we use a relatively long filtering
time and transmission time which capture the load of pro-
cessing user queries in the servers.
In addition, the adaptation interval of our adaptive scheme
is set to 200 s and the information update window is set to
50 s. These values are chosen such that the system would not
be over reactive to short term variances in our experimen-
tal setup. With higher data volumes, these intervals could be
set shorter. We model the time used to transmit the statistical
information to be the same as tci . All the experiments are con-
ducted in a Linux server with an Intel 2.8 GHz CPU. We also
implemented the optimization algorithms and the adaptation
functions in C to study their performance. The adaptation
overhead would be studied and modeled in the experiments.
To evaluate the performance of the proposed techniques,
we compare them with the following approaches:
1. DiTA [17]. In DiTA, a tree is constructed for each
data object. Fanout constraint is set for each server to avoid
overloading. In our experiments, this is done by trial-and-
error by repeatedly trying with different parameters and to
pick the set that gives the optimal performance. (We find that
this is the only way to find good fanout constraints and we
believe this is a disadvantage of schemes relying on predeter-
mined fanout constraints.) The servers are added to the trees
one by one. A server can serve another server only when
its coherency requirement is at least as stringent as that of
the other. A server ni is added to each tree for each of its
requesting data objects. Heuristics are applied to ensure that
the level of ni is as small as possible and secondarily the
communication delay between ni and its parent is also as
small as possible. However, since DiTA is a distributed algo-
rithm, these heuristics cannot guarantee the above objective.
Hence we use a centralized version of DiTA which has the
guarantees. Note that this is biased towards DiTA. It first sorts
the nodes in ascending order of the values of their coherency
requirements and then adds them one by one into the tree in
the sorted order. When adding a node ni , another node within
the partial tree, which has the smallest communication delay
to ni and still has available fanout degree, is selected to act
as the parent of ni .
2. Source-based approach. The distributed servers do
not cooperate and all the servers are connected to the source.
This provides a base line to evaluate all the schemes.
3. Random tree. The nodes are added in random order.
For each joining node, randomly select a node to act as its
parent. This scheme provides a base line to evaluate all the
tree-based schemes.
Furthermore, in the experiments, we use two types of data-
sets: synthetic data and real data. In the synthetic dataset, we
set a specific expected message rate ri,x for each node on
every object based on a uniform distribution. The source is
of the largest ri,x for all the objects. Given the rs,x of the
source, the interval of each update message is an exponen-
tial distributed variable with an average value of 1/rs,x . The
synthetic data set provides relatively steady message rates,
which offers opportunities for us to study the properties of
the different algorithms. For the real dataset, we continuously
poll stock traces from http://finance.yahoo.com. The polling
is done in an interval of 1 s. In the experiments, we use 100
traces as our basic dataset which would be varied.
5.2 Adaptation cost
In this section, we study the cost of performing adaptations
using our C implementation. To examine the cost of making
adaptation decisions, we use a node that serves 100 objects
and try estimating 100 possible decisions. We found that tdk ≈
0.6 µs for both the single-tree and multi-tree approaches. To
keep the adaptation cost affordable, we have to set an appro-
priate adaptation period Td . For example, if we can afford
5% of the CPU time for adaptation, we can set the adaptation
period of this testing node as shown in Fig. 3. For example,
if this node serves 10,000 objects, we have to set the adap-
tation period larger than or equal to 12 s. Therefore, to keep
the adaptation responsive, the number of objects served by
each server and the number of children and grandchildren
should be kept to a certain limit. Note that constructing the
tree using our extended cost model inherently considers this
effect. The cost of collecting information is analyzed simi-
larly. In the following experiments, we set both tdk and t
e
k as
1 µs in the cost model and the simulation.
5.3 Single object dissemination
In this subsection, we examine the algorithms in a single
object dissemination situation. We utilize the synthetic data-
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set. The expected message rate of each node is selected from
a uniform distribution with the average value of 1 msgs/s
and a minimum value of 0.5 msgs/s. (Note that the message
rate models the coherency requirement at each node—a small
coherency requirement implies a high message rate, and vice
versa.)
5.3.1 Static environment
In the first experiment, we vary the average filtering time
and transmission time by multiplying them with a parame-
ter load. The parameter load ranges from one to five in our
simulation. The minimum values of filtering time and trans-
mission time are not changed. This models two effects: (1)
various load conditions of the whole system. When more cli-
ents are connected or more queries are submitted to a node,
its load would become higher and hence it takes a longer
time to disseminate messages to its child nodes. The filtering
and transmission times of these nodes would be increased. (2)
various degrees of heterogeneity of the system. With a higher
value of load, the filtering time and transmission time of the
nodes would differ to a higher degree. No matter which is
the case, nodes with higher filtering and transmission time
would be deemed as less capable nodes and hence a good
plan should be able to identify this kind of nodes and put
them at a lower level of the dissemination tree. We run each
algorithm for 20, 000 s and record the average AvgLF over
the whole simulation period as well as the values within every
1, 000 s time window. To ease the comparison, we normalize
the AvgLF values of all the other algorithms over that of the
SA algorithm, which is (as expected) the best dissemination
scheme.
Figure 4 shows the results of our experiment. From Fig. 4a,
we can see that when load = 1, Greedy and the adaptive
counter-part (Greedy + Adaptive) perform as well as SA,
while the adaptive algorithm slightly improves over the ini-
tial scheme. Due to the optimality of SA, the adaptive scheme
has few opportunities to further optimize the scheme. On the
other hand, DiTA has more than two times AvgLF than SA.
That is because it can neither differentiate the capabilities of
the different nodes nor utilize information of the communica-
tion delays between the nodes. The source-based algorithm
performs the worst. In this scheme, all nodes are connected
to the source node. Although the source node in our settings
is not overloaded, the messages would still experience very
long delay in the source node because of the high workload of
the source. The random tree algorithm on the contrary scat-
ters the workload randomly over all the nodes, and hence has
a smaller AvgLF value.
However, with the increase of the load parameter, we
can see from Fig. 4a that the relative performance of the
source-based scheme improves. This is because, in our study,
increasing the load parameter increases the processing time
of all the nodes except the source node. Since the source-
based approach disseminates the messages directly from the
source, it is not influenced by the load parameter. On the
contrary, all the tree-based schemes would suffer from the
increase of load. Furthermore, with the increase of load,
DiTA and the random tree scheme become much worse while
our static algorithms with/without adaptation scheme
remains effective. This is because our schemes can identify
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the different capabilities of the nodes and reorganize them in
a more cost-effective way.
Although our static schemes work well as shown above,
they rely on accurate system statistics. To examine the per-
formance of our adaptive mechanisms without these statis-
tics, we use the random scheme to model an initial scheme
that would be generated without accurate statistics. Figure 4b
shows the result of this experiment. To ease viewing, we only
depict the results of load = 1 and load = 5 for the Random
+ Adaptive and Greedy + Adaptive algorithms. The curves
of the other load values would be between these two cases.
It can be seen that when there are accurate system statistics,
Greedy would result in a good dissemination scheme that
works as well as SA. Hence there are not many opportuni-
ties for the adaptation scheme to improve. On the contrary,
the random scheme works far worse than SA. Our adapta-
tion algorithm iteratively improves this initial scheme. After
about 30 adaptation periods, the random scheme has been
improved from more than 3 and 4 to only 1.3 times of the
performance of SA. And after more adaptation periods, the
random scheme is improved to the extent that it performs as
well as SA. This clearly shows the need for adaptive strategy,
as well as the effectiveness of our adaptive scheme.
Another type of load change of the system is the change
of message rates. With the increase of message rates, the
dissemination load of the system is increased. In this exper-
iment, we fix the processing time of each node to its basic
value and multiply each node’s basic message rate with the
load parameter. The results are depicted in Fig. 4c. With
increasing message rate, source-based deteriorates rapidly.
This is because with a high message rate, the workload of the
source node largely increases due to its large number of chil-
dren, and this incurs long queuing time for the messages in the
source node. On the other hand, the relative performances of
all the tree-based algorithms are not sensitive to message rate
changes. This is due to the moderate number of child nodes
in a tree-based scheme. Furthermore, our schemes steadily
outperform the others under various message rates.
5.3.2 Dynamic environment
In this subsection, we study our adaptive algorithm under
a dynamic environment. In the experiments, we study how
the algorithms perform when the workloads of servers are
changed. The first experiment studies the single object dis-
semination schemes using the synthetic dataset. The param-
eters are set as in the first experiment in the last subsection
where load = 1. Since source-based and random have been
shown to perform worse than the others in this situation, we
only examine the results of the other algorithms. We run the
system for 20, 000 ys, and at the 10, 000th s, we increase the
processing time of 10 nodes that are the first 10 nodes (except
the source node) in a breadth-first search of the dissemina-
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tion tree. These nodes are at the top of the dissemination tree.
Their filtering time and transmission time are increased to ten
times of the previous values. This models the situation that
the workloads of some nodes at the higher level of the tree
increase as more clients are connected or more queries are
submitted.
The result is depicted in Fig. 5. In order to examine the
optimality of the algorithms before and after the state tran-
sitions, we also executed two special runs of the SA algo-
rithm: (a) run the SA algorithm based on statistics before the
change. Let the AvgLF value of this run be SA1. (b) Run
the SA algorithm based on statistics after the change. Let
the AvgLF value of this run be SA2. We then normalized
the AvgLF value of each algorithm under each condition by
the corresponding AvgLF of the SA algorithm. For exam-
ple, consider the DiTA scheme. Let the AvgLF be D. Then,
before the change, its normalized value will be D/SA1, and
after the change, its normalized value will be D/SA2. We
compute the average of the normalized AvgLF values over a
1, 000 s window and then report the 20 resulting values. In
Fig. 5, one can see that at the first 10, 000 s, SA and SA +
Adaptive perform as well as SA, while DiTA is two times
worse than them. After the 10, 000th s, the AvgLFs of both
DiTA and SA drastically increase. That is because the 10
nodes whose processing times are increased become the bot-
tleneck of the whole dissemination tree. Furthermore because
they are at the top of the tree, their processing delays dom-
inate the delays of the messages sent to all their descendant
nodes. On the other hand, our adaptive mechanism can detect
this change and hence reorganize the dissemination tree to
adapt to the new situation. Therefore, it only has a short term
increase in the AvgLF and then drops back to the original
state. That is because the highly loaded nodes have been put
to lower levels of the tree and then their high processing times
have little effect on the dissemination efficiency.
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5.4 Multiple object dissemination
In the second set of experiments, we use our collected stock
traces to examine the efficiency of our multiple object dis-
semination scheme. For each object, a probability that it is
of interest to a server is set to 0.6, which will be varied in
the experiments. The cri,x values of each server ni on each
object ox is chosen using a uniform random variable between
0.1 and 0.01. 100 traces are used as our basic configuration.
For the ease of exposition, in the following experiments we
first compare our single-tree approach with other approaches
and then compare the single-tree approach with the multi-tree
approach.
5.4.1 Single-tree approach
In the first experiment, we use a parameter load to vary the
average filtering time and transmission time as we have done
in the single object experiments. Figure 6a shows the results
of this experiment. The relative performance of the algo-
rithms is similar to the single object case. All our techniques
perform as well as SA. Random and DiTA perform worse
with larger load due to their inability to differentiate the
capabilities of the various nodes. Source-based is insensitive
to the parameter load. Figure 6b again shows that our adap-
tive mechanism can improve a random tree, which models a
tree built on inaccurate statistics, to perform as well as SA.
In another experiment, we examine the sensitivity of the
algorithms to different number of data objects. We vary the
number of data objects to be disseminated from 100 to 500.
The results are depicted in Fig. 6c. With different number
of data objects, Greedy, Greedy + Adaptive and SA + Adap-
tive consistently outperform all the other algorithms. We can
also see that the relative performance of the source-based
algorithm deteriorates with increasing number of data
objects. This is because the source’s workload largely
increases with increasing number of data objects and hence
its processing delay increases. Furthermore, the absolute val-
ues of the AvgLFs of all the other tree-based algorithms
only increase by around 15% when the number of objects
is increased from 100 to 500. However, for the AvgLF of
source-based, the increase is around 200%. This shows that
the tree-based approaches have better scalability with respect
to the number of objects.
5.4.2 Multi-tree approach
Now we study our multi-tree approach. From the results in
the previous experiments, it is clear that our proposed sin-
gle-tree method is superior to other methods. Thus, we shall
only compare our multi-tree approach against our proposed
single-tree method. Furthermore, for conciseness, only the
results of SA for both approaches are presented. In the first
experiment, we use a parameter load to vary the average fil-
tering time and transmission time of the servers as we have
done in Sects. 5.3.1 and 5.4.1. Figure 7 shows the result.
It can be seen that the multi-tree approach outperforms the
single-tree approach consistently. Furthermore, with higher
server workload, their performance difference is larger. This
is because the update messages in the multi-tree approach are
transferred through fewer number of nodes and this benefit
is more obvious with larger server load.
In the second experiment, we fix the load parameter at
value eight. Instead, we vary the probability that a server is
interested in an object for each pair of server and object. We
refer to this probability as the degree of data interest. The
smaller the degree of interest, the fewer are the number of
objects of interest to each server. From the results shown
in Fig. 8, it is obvious that the multi-tree approach consis-
tently outperforms the single-tree approach. Moreover, when
each server has a smaller number of interesting objects, we
can achieve more benefit by using the multi-tree approach.
The reason is the number of nodes in each individual
dissemination tree is smaller and the update messages expe-
rience less processing delays in the servers. This effect is
more obvious with a larger number of objects.
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5.4.3 Running time of SA and greedy
From the above experiment results, we can conclude that
in a static environment, Greedy and SA perform the best
among all the static algorithms given accurate statistics. In
this experiment, we evaluate their running time. We use two
sets of parameters of SA: (1) the parameters listed above and
(2) changing 64 × #nodes to 16 × #nodes and T < 0.001
to T < 0.0015. Since the running time of the single-tree and
the multi-tree approach is similar, only the results of the sin-
gle-tree approach is presented here. Figure 9 shows the run-
ning time of both algorithms with different number of objects.
Obviously, Greedy consistently outperforms SA in running
time for both sets of parameters of SA. However, SA with
parameters (2) comes with a plan whose cost is more than
two times of that of Greedy. SA with parameters (1) can
derive the best plan; however, the running time is signifi-
cantly increased. We also tested a lot of other parameters of
SA and cannot find a case that SA outperforms Greedy both
in runtime and tree cost. For a static environment, SA is supe-
rior to Greedy due to its ability and robustness to find a low
cost scheme. However, Greedy is more suitable for a dynamic
environment, because it provides a cheaper way to construct
a good initial tree and devoting more time to construct the
initial tree does not make much sense as a previously opti-
mal plan would become sub-optimal when the system state
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is changed. We can see this effect in Sect. 5.3.2 and the next
section.
5.4.4 Dynamic environment
This experiment is similar to the one in Sect. 5.3.2, except
that it is performed on multiple object dissemination. Since
DiTA builds one tree for each object and DiTA has been
shown above that it is not adaptable to system changes for
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any one of its dissemination trees, we only compare the SA
and SA + Adaptive in this experiment. The other settings are
similar to Sect. 5.3.2. At the 5, 000th s, we shift the filtering
time and transmission time of 10 nodes, which are at the top
of the dissemination tree, to 10 times of their original val-
ues. The result is reported in Fig. 10. We can see that before
the change, SA works slightly worse than Adaptive. At the
5, 000th s, both SA and SA + Adaptive increase in their Av-
gLFs. However, our adaptive mechanism successfully detects
the shift and then reorganizes the dissemination tree to adapt
to the new situation. Hence SA + Adaptive restores back to its
original state in terms of AvgLF while the poor performance
of SA persists. We also performed experiments on runtime
change of transmission delays and coherency requirements.
The results show that our adaptive scheme can also adapt to
these changes and re-optimize the scheme incrementally.
6 Related work
In [17,18], the authors introduced the problem of dissem-
inating streaming data to preserve their coherencies. Two
techniques were proposed to construct a dissemination tree:
LeLA (Level by Level Algorithm) [18] and DiTA (Data item
at a Time Algorithm) [17]. DiTA is reported to be much bet-
ter than LeLA. However, the authors do not provide a cost
model. Hence the factors that affect the system performance
is unclear and it is hard to measure the optimality of a con-
struction scheme. Moreover, adaptivity is not addressed in
DiTA. In addition [17], also proposed some fine-tuning tech-
niques to reduce the system loss of fidelity. However, they
are focused on divergence metrics that are measured by the
deviation of numerical data values. Hence they cannot be
applied in our system, where a generic divergence function
is allowed.
The recently proposed application-layer multicast is
shown to be much easier to deploy than IP layer multicast
with only little penalties in performance [9]. More recently,
optimization of application-layer multicast tree is studied in
a few pieces of work [4,6]. However, these systems assume
all data would be transferred to every node in the multicast
tree and the effect of filterings in the middle of the dissemi-
nations is not considered. As can be seen in our cost model,
the filtering has very significant effect on the cost of the dis-
semination tree. Ignoring the filtering effect will result in
a scheme far from optimal. Hence these techniques are not
adequate for our problem.
Authors in [10] presented the design of a large scale
distributed XML dissemination system. Distributed content-
based pub/sub systems have also been studied in the network-
ing community [1,3,7,8]. However, most of these efforts
focused on how to efficiently filter and route contents to the
clients based on the clients’ interests. They assume that there
is an efficient scheme to organize the distributed dissemi-
nation servers and employ the schemes of general multicast
systems. More recently, authors in [16] proposed a scheme
to assign the dissemination servers to different dissemination
channels based on the containment relationships of the user
profiles. However, this paper also does not focus on dissemi-
nation tree construction algorithms and does not address the
coherency problems.
7 Conclusion
In this paper, we reexamined the problem of designing a
scalable dissemination system. We proposed a cost-based
approach to construct dissemination trees to minimize the
average loss of fidelity of the system. Based on our cost model,
a novel adaptation scheme is proposed and is experimentally
shown to be able to adapt to inaccurate statistics and changes
of system states. Two static algorithms: Greedy and SA, have
also been proposed for relatively static environments and for
constructing initial trees under dynamic environments. The
Greedy algorithm is useful for dynamic environments due to
its faster speed to build a relatively good initial tree, while
SA is superior for static environments due to its robustness.
Furthermore, the multi-tree approach is shown to be more
robust to the number of objects, the degree of data interest as
well as system workload.
There are several directions which we would like to
explore further. First, although we have presented our
techniques in the context of streaming object dissemination,
they can be generalized to other streaming data dissemination
problems by revising the cost model. In particular, we plan to
examine how to generalize the system to support more com-
plex queries such as those in relational databases. Second, we
plan to study approximate cost model to keep the adaptation
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cost low. Finally, we also plan to study how failures of nodes
can be handled gracefully. While some work has been done
in this direction (e.g., [19]), these solutions are not designed
for correlated failures (where multiple nodes fail at the same
time).
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