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Abstract
The thermodynamics of ion solvation is studied in both water and some organic sol-
vents using computational and theoretical techniques. Free energy partitioning anal-
ysis is employed to explore the driving forces for ions interacting with the water liq-
uid/vapor interface using optimized point charge models for the Na+ and I− ions and
the extended simple point charge water model. The absolute hydration free energy
is partitioned into cavity formation, attractive van der Waals, local electrostatic, and
far-field electrostatic contributions. The bulk hydration free energy of the ions is com-
puted first, followed by the free energy to insert the ions at the center of a water slab.
Shifts of the ion free energies occur in the slab geometry are consistent with the ex-
tended simple point charge water model surface potential of the water liquid/vapor
interface. Then the free energy profiles are examined for ion passage from the slab
center to the dividing surface. The profiles show that, for the large chaotropic I− ion,
the relatively flat total free energy profile results from the near cancellation of sev-
eral large contributions. On the other hand, the small Na+ ion is repelled from the
liquid/vapor interface mainly by the far-field electrostatic term. The far-field electro-
static part of the free energy, largely due to the water liquid/vapor interface potential,
has an important effect on ion distributions near the surface in the classical model.
However, that the individual forms of the local and far-field electrostatic contribu-
tions are expected to be model dependent when comparing classical and quantum
results. Non-aqueous solvents such as ethylene carbonate, and propylene carbonate
ii
are widely used as liquid electrolytes in electrochemical energy storage systems. The
electrolyte structure affects the efficiency of the ion transport, and understanding the
solvent structure is essential for battery performance enhancements. Free energy and
enthalpy of solvation calculations have been conducted employing different classical
models. Simulated annealing calculations have been performed to fit classical ion-
solvent dimer interaction energies to quantum data. Non-bonded energy parameters
are altered during the fitting process. The new parameters result in good agreement
with the experimental local structure of the ion solvation, while the free energy and
enthalpy of solvation results show deviations from the experimental data. From these
results, I infer that classical models often do not accurately predict basic interactions
in ion-solvent systems.
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1Introduction
Solvated ions are important components of numerous physical, chemical, and biolog-
ical systems. Thus a quantitative understanding of the ion behavior in both aqueous
and non-aqueous solutions is essential. The interpretation of the solvation process
in solutions has been the subject of several experimental and theoretical studies. A
variety of systems such as colloid interactions [1], protein folding [2], ion channels
[3], polymers [4], and electrochemical energy storage systems [5, 6] exhibit specific
ion behaviors. These effects are called specific ion or Hofmeister effects [7]. Various
studies have been employed to explain the origin of these effects. Ion size [8, 9],
polarizability [10], and dispersion forces [11, 12] are some of the proposed con-
tributing factors to the ion specificity. Hofmeister effects also occur in non-aqueous
environments, for example, the solubility of salts in organic polar solvents [13], the
physicochemical properties of ionic liquids [14, 15], and enzyme activity [16]. In the
Hofmeister series, hydrated ions are classified in order of their surface charge den-
sity and water affinity. Strongly hydrated ions (kosmostropes) are smaller in size and
have high surface charge density, while weakly hydrated ions (chaotropes) are larger
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and have low surface charge density.
Ion interactions with fluid interfaces play a prominent role in a wide range of fields
that include electrochemistry, colloid and materials chemistry, atmospheric chemistry,
and biophysics [11]. Ion effects on the liquid interfaces also have practical signifi-
cance. For example, investigating the ion specificity at the liquid/water interface can
help in solving environmental problems such as water pollution and ameliorate the
effects of acid rain [17]. As another example, a better understanding of the ion be-
havior at the electrolyte/electrode interface of a lithium-ion battery is crucial, because
it plays a role in its performance [18].
Water is the most abundant liquid on Earth and can be regarded as the most
important solvent. Despite the number of studies performed seeking a molecular
understanding of water, we are still limited in predicting the nature of ion-water in-
teractions. The ion solvation in water has been studied by computer simulations by
taking different classical and quantum approaches. In the first half of this dissertation,
I will investigate the ion behavior at the air/water interface. Recent work has shown
that a variety of physical effects can influence ion density profiles near the water
liquid/vapor interface. Proposed contributing factors include ion size [19], polariz-
ability [10, 20], dispersion interactions [21], and ion-specific chemical interactions
[22]. Most theoretical studies have employed classical molecular dynamics simu-
lations with either fixed-charge [23, 24] or polarizable models [25–27], although
recently the interfaces have been modeled quantum mechanically [28]. The driving
forces determining the observed density profiles continue to be discussed, but it has
been suggested consistently by both theory [10, 20, 29] and experiment [9, 30–33]
that large, chaotropic anions can more closely approach the water liquid/vapor inter-
face than small cations.
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Numerous classical simulations have shown that ion polarization influences den-
sity profiles near the water surface [20, 25, 34–37], especially for the larger anions.
Recent quantum mechanical studies have suggested that the induced polarization may
have been somewhat over-estimated in some of the classical models [38, 39]. An ab
initio molecular dynamics (AIMD) simulation of the potential of mean force (PMF)
for the I− ion near the water surface [28] supports this view, both in terms of the
magnitude of the free energy well near the surface and the computed ion dipoles
compared with classical estimates [35]. Based on the quantum studies, it appears
likely that, for the I− ion, the well in the PMF at the surface is closer to -0.5 or -1.0
kcal/mol than the previously predicted value [20, 35] of -1.5 to -2 kcal/mol. Clas-
sical studies with modified ion parameters that mimic the reduced polarization yield
a similar conclusion [40, 41]. Going a step further, Horinek et al. [29] have em-
ployed optimized non-polarizable point charge models [42] to re-examine ion free
energy profiles near the water surface. In that study, PMFs were obtained using sev-
eral force-field parametrizations that displayed shallow minima for the I− ion. The
computed PMFs were then utilized in a Poisson-Boltzmann model in order to compute
surface tension increments.
In this work I utilize the classical models developed in Ref. [42] to further explore
the driving forces that lead to PMFs shown in the surface study of Horinek et al. [29].
While I fully acknowledge that polarization can be an important contributor to ion
free energy profiles, one of the purpose of this thesis is to examine other contributors
to the PMFs such as cavity formation, dispersion interactions, and local and far-field
electrostatic contributions. I find that analysis of these various parts of the free energy
can yield insights into the origins of the observed total PMFs obtained from classical
simulations.
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Various theoretical and numerical methods have been developed for evaluating
free energy changes. The local molecular field theory (LMFT) of Weeks and cowork-
ers [43, 44] is a free energy partitioning method to analyze the ion solvation thermo-
dynamics. I utilize the LMFT approach [45] that has been shown to yield accurate
estimates of hydration free energies and helpful analysis of the contributions to those
free energies. In addition, the theory has been applied to an analysis of hydration
entropies [46] that shows a clear distinction between kosmotropes and chaotropes
based on the sign and magnitude of the local electrostatic part of the entropy. Here I
apply that theory to an analysis of the ion free energies approaching the water surface.
Horinek and Netz [47] have previously made a similar but approximate decomposi-
tion of the ion free energy near a solid hydrophobic wall; here the decomposition is
exact.
In the second half of this dissertation I take the ion hydration analysis a step fur-
ther and consider the solvation of ions in non-aqueous solvents. Water is clearly one
of the most studied solvents both experimentally and theoretically. However, the de-
mand for renewable energy and storing it brings an interest to the energy storage
systems. Lithium-ion batteries (LIBs) and supercapacitors are expected to have im-
portant roles in renewable energy generation and in hybrid and electric vehicles as
electrochemical energy storage systems [48–51]. Non-aqueous solvents such as ethy-
lene carbonate (EC), propylene carbonate (PC), and dimethyl carbonate (DMC) are
widely used in the liquid electrolyte of these storage systems [52]. Several studies
have been conducted on the electrodes of LIBs whereas less effort has been given to
the investigation of the liquid electrolytes [18]. However the electrolyte structure
affects the efficiency of the ion transport, and improvements to the solvent structure
are essential for battery performance enhancements. Despite a number of studies that
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have been performed on these electrolytes, the solvation structure of Li+ ion in alkyl
carbonate solutions is still not clear. The full understanding of the microscopic solva-
tion structure in the electrolyte is important because of the fundamental role it plays
in ionic mobility.
EC and PC are polar aprotic solvents which are utilized in the electrolyte of LIBs
due to their capability to dissolve large amounts of inorganic salts. These molecules
are notable for their high dipole moments (4.61 D for EC and 4.81 D for PC), high di-
electric constants (89.8 for EC and 64.9 for PC), and high boiling points. However, EC
is not liquid at room temperature; its melting point is 36.4 ◦C, whereas PC has a melt-
ing point of -49 ◦C. It is known that mixing them enhances the battery performance
and cyclability [53, 54], but PC has a negative impact on the graphite electrode in
commercial LIBs [55]. They both do not form hydrogen bonds and are expected to
solvate cations more strongly than anions. A large number of experimental [56–64]
and theoretical studies [65–75] have been performed to understand the solvation of
ions in these solvents. Most of these studies have analyzed the coordination structure
of ions in the solutions and conductivity and viscosity measurements. There have
been a few thermodynamic studies done on ion-EC/PC systems [56–58, 76, 77].
Free energy and enthalpy evaluations are important to understand a wide range
of physical and chemical phenomena. For an accurate molecular dynamics prediction
for the solvation free energies and enthalpies calculations, it is necessary to use a force
field which is able to represent the ion-solvent interactions satisfactorily. Comparison
of computed free energies and enthalpies with the experiment is a direct and accurate
way of testing different force fields, and developing molecular models. As in the ion-
water simulations, I employ the LMFT approach to calculate the ion free energies in
EC and PC. I focus on the dynamic and thermodynamic properties of potassium salts
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in EC and PC. Since these molecules have large dipole moments and dielectric con-
stant, the electrostatic and van der Waals (vdW) interactions play a significant role
throughout the computations. I model the ion-solvent vdW interactions by fitting the
classical binding energies to the ones obtained at the quantum level and test the per-
formance of the new model for the ionic coordination numbers, ion-solvent binding
energies, and ion free energies and enthalpies. Comparison of the free energies and
enthalpies with experimental values indicates the impact of the lack of polarizability
in the new model on the description of the ion-solvent interactions. Finally, I conclude
with an analysis of the cation and anion solvation in both EC and PC.
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2Molecular Dynamics Simulations
2.1 Introduction
Molecular dynamics (MD) is a simulation technique to understand the equilibrium
and transport properties of assemblies of molecules [78, 79]. MD simulations act as a
bridge between conventional experiments and theory, which predict the interactions
between molecules to obtain the details about a classical many-body system. This
enables one to test theoretical models by comparing results with experiments and
perform computer experiments that are difficult or impossible in other ways.
In order to measure an observable quantity, Newton’s equations of motion for a
system of consisting of N particles interacting via a potential are solved. The initial
positions of the particles are commonly assigned on a cubic lattice to prevent any
overlapping of the atomic or molecular cores. The forces fi acting on particles are
derived from the potential energy U(ri), where ri is the set of Cartesian coordinates
and can be written as
mi r¨i = fi fi =− ∂∂ ri U , (2.1)
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2.2 Integrating the Equations of Motion
where mi is the mass of particle i.
2.2 Integrating the Equations of Motion
Once the forces on particles are computed at time t, the positions, velocities, and
other dynamic information at a later time t + δt are obtained with finite difference
methods. Many different algorithms exist to integrate Newton’s equations of motion
step-by-step. A successful integration should carry some qualities; simplicity, permit-
ting longer time step δt, accuracy, and stability. The Verlet algorithm is the most
commonly used method of integrating the equations of motion because of its simplic-
ity and stability. This method uses positions r(t), accelerations a(t) and the positions
r(t −δt) from previous step to estimate the new position as follows [79]
r(t +δt)≈ 2r(t)− r(t −δt) +δt2a(t). (2.2)
The temperature, the potential energy in the force loop, and the total energy are
evaluated after each time step.
2.3 Force Field
Molecular mechanics force fields are a key component to investigate the dynamic and
bulk properties of systems of molecules. In a force field the potential energy of a
molecule includes contributions from bonded and non-bonded interactions. The in-
tramolecular bonding interactions consist of bond, angle, dihedral and improper dihe-
dral energy terms. The bonds can be represented as soft spheres attached by springs.
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2.3 Force Field
Electrostatic and van der Waals (vdW) forces are used to describe non-bonded in-
termolecular interactions. The vdW potential can be further divided into two parts:
repulsive, due to the non-bonded overlap between the electron clouds surrounding
the atoms at short distances, and attractive part arising from dispersion or London
forces. Lennard-Jones (LJ) 12-6 potential has been commonly used to describe the
vdW interactions of some complex fluids in computer simulations
ULJ(ri j) = 4εi j
σi j
ri j
12
−

σi j
ri j
6 , (2.3)
where εi j is the potential depth and σi j is the distance at which the potential is zero.
These parameters are fitted to the experimental physical properties or quantum cal-
culations during force field development. The electrostatic interactions are described
by fixed charge models in which atoms are represented with partial charges. The
Coulomb potential is a simple approach to represent the charge-charge interaction
UCoulomb(ri j) =
qiq j
4piεri j
. (2.4)
2.3.1 SPC/E Water Model
Many different effective potentials have been developed for liquid water over the
years, such as TIP3P (transferable intermolecular potential) [80], SPC (simple point
charge) [81] model, and SPC/E (extended simple point charge) [82] model. All these
models have three interactions sites centered on the atomic nuclei and composed of
LJ and Coulombic potentials. Many properties of liquid water are well reproduced
by these models, but the self-diffusion constant and the static dielectric constant are
generally poorly described. However, SPC/E model has a self-polarization energy
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2.3 Force Field
correction which makes it superior to the other water models. The SPC/E model is
characterized by three point masses with charges on the oxygen and hydrogen equal
to -0.8476 and +0.4238 e, respectively, and the geometry is fixed at 1 Å and a bond
angle of 109.47◦. The interaction potential can be written as
Ubonded =
1
2
kb

(rOH1 − r eqOH)2+ (rOH2 − r eqOH)2

+
1
2
ka(θHOH − θ eqHOH)2
Unon−bonded = ULJ + UCoulomb.
(2.5)
The accuracy of the SPC/E fixed charge water model has been assessed in some stud-
ies [82, 83]. It has been shown that SPC/E water model with optimized LJ parameters
gives a correct description for ion-water systems [42, 84].
2.3.2 The Generalized AMBER Force Field
The AMBER force field has been commonly used for protein and nucleic acid systems.
A general AMBER force field (GAFF) [85] is an extension of the AMBER force fields,
and it was developed to describe a wide variety of organic molecules. The simple
functional form of the potential energy can be written as
Upair =
∑
bonds
kr(r − req)2+
∑
bending
kθ (θ − θeq)2
+
∑
dihedrals
νn
2
(1+ cos(nφ − γ)) + ULJ + UCoulomb
(2.6)
GAFF has been previously employed in the simulations of ethylene carbonate and
propylene carbonate [67, 68, 74]. The results for pure solvent and ion-solvent systems
are generally in agreement with the experiments.
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2.4 Statistical Ensembles
2.4 Statistical Ensembles
The ensemble averages are regarded equivalent to the time averages obtained in a MD
simulation. The variables such as the pressure P, the temperature T , and the number
of particles N can characterize the thermodynamic state of a system. MD simulations
are mostly performed in the ensembles where these quantities are controlled. The
microcanonical ensemble (NVE) is the natural choice of an ensemble in a conventional
MD simulation. However, the canonical ensemble (NVT) and the isothermal-isobaric
ensemble (NPT) are more commonly used. For each ensemble the thermodynamic
variables specified in the parenthesis are fixed, and other thermodynamic properties
may be derived through the equations of thermodynamics. In the thermodynamic
limit (N →∞) the average quantities produced by each ensemble are consistent with
each other. Moreover, the computation of root-mean-square fluctuations are different
in these ensembles, but it is possible to convert the fluctuation expressions in different
ensembles.
2.5 Periodic Boundary Conditions
In a molecular dynamics simulation a relatively small system is expected to resem-
ble the behavior of a very large system. The molecules are confined by a potential
preventing them to escape the simulation region. However, the molecules which are
immediately adjacent to the boundaries experience quite different forces from the
molecules in the bulk. Thus surface effects should be eliminated for the simulations
of bulk liquids by introducing the periodic boundary conditions. Replicating the sim-
ulation box throughout each dimension results in a central box without the surfaces.
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2.6 The Ewald Potential
For the studies of surfaces, a slab model can be adopted by simply introducing peri-
odic boundary conditions along three directions. The slab has a very large size in one
direction, so the slabs do not interact, and it is usually taken thick enough to behave
as liquid bulk.
2.6 The Ewald Potential
Consider a system of ions and molecules in a cubic volume V = L3 is simulated with
periodic boundary conditions. The charge interactions between the ion and all its
periodic images can be efficiently computed by the Ewald’s summation. The position
dependent electrostatic potential ψEW (r) is defined using Ewald’s method
ψEW (r) =
∑
n
erfc(η|r+ nL|)
|r+ nL| +
∑
k6=0
4pi
L3
e−k2/4η2
k2
eik.r− pi
L3η2
, (2.7)
where k = 2pi
L
n is the Fourier-space lattice vector with the real-space lattice vector n
and η is the convergence parameter. The electrostatic potential energy of the system
can be expressed as [86]
U =
N∑
i=1
N∑
j=1
qiq jψEW (ri j) +
ξ
2L
N∑
i=1
q2i , (2.8)
where ri j = r j − ri + n is a vector in the unit cell. The self-energy correction term
ξ/L is the potential due to the neutralizing background and the unit charge’s periodic
images. For the cubic box case ξ = −2.837297. For the slab geometry, I re-calculate
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2.6 The Ewald Potential
ξ/L using the following formula discussed in Ch. 5 of Ref [86]
ξ
L
=
∑
n6=0
erfc(η|nL|)
|nL| +
4pi
L3
∑
k6=0
 
e−k2/4η2
k2
!
− pi
L3η2
− 2ηp
pi
. (2.9)
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3Thermodynamics of Solvation
3.1 Free Energy Calculations
3.1.1 Quasichemical Theory
The chemical potential of a monovalent ion in dilute solution can be expressed as
βµ= ln[ρΛ3] + βµex , (3.1)
where the first term on the right hand side (rhs) is the ideal chemical potential with
the density ρ and the Λ thermal de Broglie wavelength, and β = 1/kT . The second
term is the excess chemical potential or absolute solvation free energy. The ion sol-
vation free energy can be expressed with the potential distribution theorem (PDT)
(standard Widom form) [86]
βµex =− ln〈exp(−β∆U)〉0, (3.2)
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3.1 Free Energy Calculations
where ∆U = UN+S − UN − US is the interaction energy of the solute with the solvent,
and the sampling is conducted in the uncoupled state (the subscript zero). In the
uncoupled state, the average is performed when there are no interaction between the
solute molecule and the solvents. Alternatively, it can be written in the inverse form
βµex = ln〈exp(β∆U)〉, (3.3)
in which the sampling is performed with the ion fully coupled to the solvent. The
average on the rhs of Eq. 3.2 can be written as
¬
e−β∆U
¶
0
=
∫
dxN e−βUN e−β∆U∫
dxN e−βUN
. (3.4)
Next, the free energy can be expressed in terms of the interaction energy distribu-
tion as
exp(βµex) =
∫
d" exp(β")P("), (3.5)
where P(") = 〈δ(" −∆U)〉. It is apparent that this inverse form strongly weights
the high end of interaction energy distribution. Similarly, the standard Widom form
involves the uncoupled interaction energy distribution P0(") = 〈δ("−∆U)〉0,
exp(−βµex) =
∫
d" exp(−β")P0("). (3.6)
Generally, direct use of Eqs. 3.5 and 3.6 is problematic, mainly due to difficulties
arising from the hard atomic or molecular core. Below we discuss an alternative
approach for computing the cavity free energy, but here we include the Gaussian
approximations to Eqs. 3.5 and 3.6, assuming the two sampled states include the
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repulsive core. The Gaussian estimates based on these forms are then
µex ≈ 〈"〉+ β
2
〈δ"2〉, (3.7)
from Eq. 3.5, and
µex ≈ 〈"〉0− β2 〈δ"
2〉0, (3.8)
from Eq. 3.6. These are just the second-order cumulant expansions, and these ap-
proximations are used more generally for the A and B sampling states discussed below.
Also, when a Gaussian approximation is used the third-order term can be computed
as a check on the approximation. If the interaction energy distributions are accurately
Gaussian, then
µex ≈ 1
2
[〈"〉+ 〈"〉0] (3.9)
yields a good approximation to the free energy with small statistical errors.
In general, the distributions for two states (say A and B) given by formulas such
as Eqs. 3.5 and 3.6 are connected by an exact relation [45, 87, 88]:
PA(") = exp[−β("−µexAB)]PB("), (3.10)
where µexAB is the free energy for the transition from B to A. Thus if the distributions
cross, the free energy can be obtained from the crossing point [45, 46, 88, 89].
The soft-cut off version of quasichemical theory (QCT) [90] is a free energy par-
titioning method. In the QCT approach, the excess chemical potential can be parti-
tioned by including a repulsive wall potential labelled as M [90]. In my calculations,
I use the purely repulsive WCA [91] potential since we need to sample directly on
this potential in the molecular dynamics simulations. The partitioning can be done by
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inserting unity to Eq. 3.4
1=
∫
dxe−βUN e−βM∫
dxe−βUN e−βM
∫
dxe−βUN e−β∆U e−βM∫
dxe−βUN e−β∆U e−βM
. (3.11)
After a rearrangement, Eq. 3.4 becomes
¬
e−β∆U
¶
0
=
¬
e−βM
¶
0

e−βM
 ¬e−βδU¶
M
. (3.12)
The resulting free energy formula is
βµex = ln〈exp(−βM)〉 − ln〈exp(−βM)〉0− ln〈exp(−β∆U)〉M . (3.13)
The first term on the rhs is the inner-shell contribution to the free energy. This is the
negative work needed to move the solvent molecules from direct contact with the so-
lute. The second term is the work necessary to dig out a cavity in the solvent, and it is
called the packing contribution. The last term is the outer-shell long-ranged (OS/LR)
contribution [92]. This is the interaction energy of the solute with the solvent after
the solute is introduced to the cavity, and all of the solvent molecules expelled from
the inner-shell region.
The OS/LR term can be rewritten as
βµexOS/LR = ln〈exp(β∆U)〉M+∆U , (3.14)
in which the sampling includes both the WCA and full ∆U potentials. Since the
coupled and the uncoupled distributions are assumed to be Gaussian, the second-
order cumulant expressions of both can be added together. This leads to a cancellation
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of the fluctuation terms. Thus the OS/LR term becomes
βµexOS/LR ≈
β
2
〈∆U〉M + 〈∆U〉M+∆U . (3.15)
3.1.2 Local Molecular Field Theory
As shown in Ref. [45], the PDT is rearranged by inclusion of a model potential M to
remove the high energy tail. Thus Eq. 3.2 can be rewritten as
βµex = βµexM + ln〈exp[β(∆U −M)]〉, (3.16)
in which a repulsive potential is removed from the thermal average in the second
term on the right side. In Ref. [45], this approach was used to examine the hydration
free energy of the methane molecule. Consistent with the previous work [93], it
was observed that, if the model potential M is taken as the repulsive wall of the
van der Waals (vdW) potential, the interaction energy distribution transitions from a
highly skewed form with a clear exponential tail to a strongly Gaussian form. Thus
a second-order perturbation theory calculation provides an accurate estimate of the
second term. Of course, this approach requires the subsequent determination of the
cavity formation free energy involved in the first term.
The above approach was taken a step further in Ref. [45] by likewise partitioning
the electrostatic contributions to the free energy. The partitioning was motivated by
the local molecular field theory (LMFT) of Weeks and coworkers [43]. The LMFT
partitioning divides the electrostatic interactions into local (real-space) and far-field
(k-space plus self interactions due to the periodic boundaries) parts as in the Ewald
method. Instead of optimizing the damping length (η−1, see Refs. [45] and [46])
18
3.1 Free Energy Calculations
based on computational efficiency, the parameter is chosen based on physical grounds.
In some studies of ion hydration [46], that length scale was chosen so that the local
electrostatic term includes contributions mainly from the first hydration shell. The
resulting free energy expression is then
βµex = βµexvdW + ln〈exp(β∆Uloc,es)〉loc + ln〈exp(β∆U f ar,es)〉, (3.17)
where µexvdW is the free energy for inserting the vdW particle, the second term is the
free energy for turning on the local electrostatic interactions and the third term is
the free energy for finally turning on the far-field electrostatic interactions. The vdW
term can be further decomposed into cavity formation and attractive dispersion parts
as discussed above. From perturbation theory, Eq. 3.17 is equivalent to the form:
βµex = βµexvdW − ln〈exp(−β∆Uloc,es)〉vdW − ln〈exp(−β∆U f ar,es)〉∆Uloc , (3.18)
where, as in Eqs. 3.2 and 3.3, the sampling states in the last two terms have changed.
While the local electrostatic part of the free energy generally requires direct nu-
merical evaluation for accurate ion hydration free energies, the far-field term displays
Gaussian behavior quite accurately [45]. This observation is consistent with dielectric
models for that contribution [86]. Ref. [45] develops an efficient numerical strategy
for using the interaction energy distributions to compute the free energies for each of
the transitions.
To summarize, the solvation process is viewed as a sequence of steps: 1) cavity
formation 2) attractive vdW or dispersion contribution 3) local electrostatic contri-
bution and 4) far-field electrostatic contribution. The sum of these terms yields an
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accurate estimate of the total (absolute) hydration free energy. Of course other path-
ways could be chosen for the solvation process, but this sequence provides a physical
assessment of the various contributions that are commonly discussed in relation to
solvation. Each of these steps I calculate either exactly or with a Gaussian approxi-
mation where appropriate. The accuracy of the Gaussian approximation is carefully
tested when used. In particular, the attractive dispersion part of the vdW free energy
and the far-field electrostatic contribution are computed with the Gaussian approxi-
mation in Eqs. 3.7 and 3.9, respectively.
3.2 The Surface Potential
The surface potential is an electrostatic potential difference across a liquid/vapor
interface [94, 95]
φsp = φ(l)−φ(v)
= 4pi
∫ l
v
zρ(z)dz,
(3.19)
where ρq(z) is the total average charge density at a particular z location. The real
solvation free energy of an ion moving from vacuum into the bulk can be written
in two formats [94, 96]. The typical approach taken in comparing computational
single-ion free energies to the experimental values is to first compute the free energy
for inserting the ion into bulk liquid, and then to add a surface potential contribution
computed for the same solvent model used in the ion free energy calculation. First,
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the real free energy can be expressed as
µex = µexint + qφsp. (3.20)
µexint is the intrinsic free energy (in the absence of an interface) which is computed
in periodic boundary conditions, while φsp is obtained from a slab simulation (free
of ions). Thus the ion-solvent interactions and the solvent surface are treated at the
same level of theory.
There has been an extensive discussion attempting to set a quantitative scale for
the comparison of simulation results with ion hydration free energy measurements
[97–103]. In addition, a density functional theory (DFT) study of ion hydration has
recently appeared that takes a first step towards computing the free energies at the
quantum level [104]. Here I focus on the computational work and the experimen-
tal cluster-pair approximation data of Tissandier, et al. [105]. Eq. 3.20 is used to
compare computational single-ion results to the data of Ref. [105].
This approach, using ion force-fields derived from quantum mechanical ion-water
calculations and ion cluster enthalpy data [98, 99, 106], leads to consistent results
and ion parameters that appear physically sound in terms of ion size, etc. In Ref. [98],
a proton hydration free energy estimate of -254.4 kcal/mol was obtained without
the surface potential contribution (based on results for other ions and experimental
results for ion differences), compared with the value of -265.9 kcal/mol from the
cluster experiments [105]. (Here I consistently include the -1.9 kcal/mol correction
that should be applied to the experimental data to yield the same standard state
concentration in the gas and aqueous phases.) This suggests, in agreement with the
conclusion of Asthagiri, Pratt, and Ashbaugh [102], that the cluster experiments do
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include some contribution from the water surface potential.
On the other hand, recent DFT simulation results [107–110] imply that the surface
potential, computed directly from the quantum charge density, is large and positive
(+3 to +4 V). Early ground-breaking work [111] showed that smearing out of the
electron charge density leads to significant shifts in the surface potential toward pos-
itive values. This positive potential across the liquid/vapor interface suggests that
electric fields have large chemical effects on the surface. Harder and Roux [112] de-
veloped a simple model for the interface potential that is helpful in explaining the
seemingly contradictory results obatined from classical and quantum calculations.
Kathmann et al. [108] also discussed the differences between the surface potential
obtained from the charge density compared with the electrochemical potential of the
ions [108], and an approach similar to that of Harder and Roux has been employed
in a study examining electrostatic effects at solvent-membrane interfaces [113].
Following Harder and Roux, consider a simple Gaussian model for the electrostatic
contribution to the ion electrochemical potential in the slab geometry:
µexes,slab ≈ 〈"〉0−
β
2
〈δ"2〉0+ qφsp (3.21)
where the sampling is conducted with a vdW particle included but with no electro-
static interactions between the particle and the surrounding waters. Then the first
two terms of Eq. 3.21 are an approximation to the electrostatic part of the first term
on the right side of Eq. 3.20. The second term on the right is equivalent to a Born
dielectric model contribution. The first (mean-field) term is qφl p, where φl p is the
local potential at the center of the vdW particle. The local potential contribution from
nearby waters is known to be positive [94, 114]. For classical point charge models
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(and for polarizable classical models as well) the potential change φsp upon moving
the ion from vacuum into the water is negative. We will see in the following chapter
that the water surface potential for the SPC/E model is -13.8 kcal/mol-e. Collecting
the mean-field electrostatic and surface terms leads to a contribution q(φl p + φsp),
which shows a significant cancellation between the two contributions.
To conclude, there are two interfaces that are important: the solvent surface and
the ion-solvent boundary. φl p is caused by inhomogeneous solvent distributions near
the cavity, while φsp has contributions from the liquid/vapor interface. The surface
potential can be decomposed into molecular dipole and quadrupole contributions
[95]. It has been shown that for a classical point charge models the quadrupole term
leads a negative contribution to the surface potential, while the quantum calculations
predict a large positive contribution [94]. This means that the quadrupole contribu-
tion has no effect on the molecular orientations at the interface. When an ion passes
the liquid/vapor interface, and then the liquid/cavity boundary, the model-dependent
quadrupole contributions from local and solvent interface cancel each other. Thus the
average net potential, φnp has contributions from the solvent dipole orientations be-
tween liquid/vapor interface and the ion-solvent boundary
φnp = φsp +φl p. (3.22)
Considering the net potential of the solvent, the free energy can be defined as
µex = µexb + qφnp, (3.23)
where µexb is the bulk ion solvation free energy. Computationally, µ
ex
b can be obtained
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when the local potential contribution at the center of an uncharged solute from nearby
solvent molecules is removed from µexint ,
µexb = µ
ex
int − qφl p. (3.24)
3.3 Solvation Enthalpy and Entropy
The decomposition of the solvation free energy into entropic and enthalpic contri-
butions can provide additional insights into the solvation process. The enthalpy of
solvation can be calculated by using the van’t Hoff equation as follows
hex =
∂ βµex
∂ β
. (3.25)
Once the solvation free energy and enthalpy changes are known, the entropy of sol-
vation becomes
sex =
hex −µex
T
. (3.26)
The ion enthalpy (assuming minimal pressure-volume effects) can also be ex-
pressed as
hex = 〈∆U〉+ USR, (3.27)
where
USR = 〈UN 〉N+S − 〈UN 〉N (3.28)
is the ‘solvent reorganization energy’ due to addition of the solute S. The entropy can
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be obtained from Eq. 3.28 as
sex =−k ln〈expβ (∆U − 〈∆U〉)〉+ USR
T
, (3.29)
where the first term on rhs is an energetic fluctuation term. The solvent reorgani-
zation energy is present in both the enthalpy and entropy definitions, and does not
contribute to the free energy. This cancellation suggests that accurate evaluation of
the free energies requires proper description of solute-solvent interactions.
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4Ion Solvation in Water
The results described in this chapter have been reproduced with permission from J.
Chem. Phys. 136, 104503 (2012); doi: 10.1063/1.3689749. Copyright 2012, AIP
Publishing LLC.
4.1 Approach for Ion Free Energy Calculations
4.1.1 Simulation Details
All of the simulations were performed with the Tinker molecular dynamics code
[115]. Each system consisted of 511 extended simple point charge (SPC/E) water
molecules and 1 solute particle. The ion Lennard-Jones (LJ) parameters were taken
as the model 2 set of Ref. [29]. The simulations were conducted in the NVT en-
semble (at 298 K) using the default Tinker (Berendsen) thermostat. A time step of
2 fs was used. For the slab simulations a geometry of 25x25x75 Å3 was employed,
leading to a water slab thickness of approximately 25 Å and a vacuum layer of 50 Å
between water slabs. The bulk simulations were initially conducted in a 25x25x25 Å3
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geometry, leading to a slight underestimation of the bulk density of water; the box
side length was subsequently slightly reduced to yield the correct equilibrium SPC/E
density [82] that is very close to 1 g/mL. Each sampling state was equilibrated for at
least 500 ps followed by production runs ranging from 2-3 ns duration. The resulting
errors in the computed free energy components are estimated to be of magnitude 0.1
kcal/mol or less. The particle-mesh Ewald method was used for the electrostatic in-
teractions with 323 grid points in the bulk calculations and 322×96 grid points for the
slab simulations. A separate Ewald code was written for analysis of the interaction
energies to ensure proper treatment of self-energy corrections. The AMBER and Tin-
ker codes produce a small error in the total electrostatic interaction energy related to
the total system charge [92]; the correction is roughly -0.6 kcal/mol for the systems
studied here, and is properly handled in my calculations. The ions or neutral particles
were constrained at a particular z location relative to the water center of mass us-
ing a strong harmonic force (force constant of 100 kcal/mol-Å2). The particles were
otherwise free to move in the x and y directions.
4.1.2 van der Waals Free Energies
The van der Waals (vdW) free energies were computed as the sum of a cavity forma-
tion free energy and a second-order perturbation estimate of the attractive dispersion
contribution. The perturbation estimate is found to be accurate, since the third-order
perturbation term was typically of magnitude 0.002 kcal/mol.
To compute the cavity formation free energy, I employed a new approach. A
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Fermi-function potential was constructed with the form
U(r,λ) =
λb
1+ exp[a(r −λrc)] (4.1)
and thermodynamic integration (TI) was applied for the transition λ = 0 → 1. The
potential for the I− ion is shown in Fig. 4.1. The figure shows that, as the λ parameter
is increased, the potential ‘grows in’ a repulsive particle. The resulting integrand along
the TI path is shown to be a smoothly increasing function along the λ path (Figure
4.2). The a and b parameters were chosen as 10 Å−1 and 20 kcal/mol, respectively,
while the rc parameter was chosen to yield a repulsive wall slightly inside the wall
of the vdW potential. A final perturbation step was performed to go from the Fermi
potential to the repulsive part of the vdW potential. The result of 9.65 kcal/mol for
the I− ion repulsive wall (below) is consistent with the cavity results shown in Ref.
[92]. There have been alternative proposals for growing in vdW particles [116],
but the present approach appears to be a useful alternative for the purely repulsive
contribution.
4.1.3 Electrostatic Contributions
The local electrostatic contribution was computed as discussed in Chapter 2 and in
Refs. [45] and [46]. The interaction energy distributions were assembled from a
series of simulations. One additional intermediate state was inserted due to the large
magnitude of this contribution. The crossing point of the distributions was estimated
by first taking the log of the interaction energy distributions followed by linear inter-
polation near the crossing point. Previously it has been found that this estimate is
accurate to within 0.01 kcal/mol compared with a full integration following Eq. 3.5
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Figure 4.1: Repulsive Fermi-function potential utilized for the growth process to obtain
the cavity formation free energy. The potentials are shown for 10 values of λ. Black lines
are labelled with the λ values from 0.1 to 1.0 in 0.1 increments. The last curve (red
line) on the right is the repulsive wall of the vdW potential. A final perturbation step
is employed to obtain the free energy change to go from the last Fermi potential to the
repulsive vdW potential.
0 0.2 0.4 0.6 0.8 1
λ
0
5
10
15
20
25
30
In
te
gr
an
d 
(kc
al/
mo
l)
Figure 4.2: The integrand 〈∂ U(r,λ)/∂ λ〉λ as a function of the coupling parameter λ
computed during the cavity creation process for the I− ion. The solid line with circles
is the integrand obtained in the forward direction by growing in the repulsive particle,
while the dashed line with squares was obtained in the reverse direction.
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[45].
For the far-field electrostatic portion of the free energy, I observed that all of the
interaction energy distributions were accurately Gaussian, consistent with the previ-
ous work in Ref. [45]. This observation is true even for ions near the water surface.
Thus I employed a Gaussian estimate obtained as the average of the mean-field terms
for the two sampling states (A and B). Typical differences between far-field electro-
static free energies computed following Eqs. 3.7 and 3.8 differed by less than 0.3
kcal/mol. Since calculation of the fluctuation contribution results in larger statistical
errors, differences of 0.3 kcal/mol or less were deemed indicative of Gaussian be-
havior. Eq. 3.9 was used for the Gaussian free energy estimates involving the two
sampling states in Eqs. 3.17 and 3.18. Tin-foil or vacuum boundary conditions were
assumed throughout [117].
4.1.4 Potential Mean Force
I also focus on driving forces for ions near the water liquid/vapor surface. By driving
force I mean the free energy contributions that result in observed density profiles.
This is appropriate since there is a one-to-one relation between the free energies and
density profiles.
ρ(z) = ρbulk exp
−β µex(z)−µexbulk (4.2)
I note that here I examine single-ion free energy profiles, so many-body ion-ion inter-
actions are not included in the analysis. These ion-ion interactions also impact density
profiles in mixtures.
All of the free energies presented here are computed as absolute hydration free
energies relative to an ideal gas state. Each evaluation at a given z location is in-
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dependent of the other locations. Typically the potential of mean forces (PMFs) are
computed using umbrella sampling and the WHAM method for construction of the
full PMF [29], but that approach is not taken here. This allows me, for example,
to assess the impact of the water surface on the ion free energy relative to the bulk
(periodic boundary) situation.
4.1.5 Thermodynamic Corrections
The thermodynamic corrections developed in Ref. [118] (for the cubic geometry) are
∆UTD =−ξq
2
2"L
+
2pi("− 1)R2
3"L3
, (4.3)
where " is the dielectric constant (here taken as 76.66 for the SPC/E model [82]),
and R is the ion radius, taken as the location of the maximum of the ion-water radial
distribution function minus the water radius, 1.4 Å. For both of the ions examined
here, I calculate the first term on the right side of Eq. 4.3 to be 0.25 kcal/mol. For
the I− ion, I estimate the second term to be 0.24 kcal/mol, while for the Na+ ion, the
value is 0.05 kcal/mol. These corrections are applied in the calculation of the bulk
hydration free energies.
For the free energy calculations in the slab geometry, the thermodynamic cor-
rections were omitted. First, in this expanded geometry, both terms are reduced in
magnitude (by roughly a factor of 3-4). Second, accurate estimation of these di-
electric corrections would require a complicated dielectric analysis of the asymmetric
environment, including evaluation of the spatial dependence of the dielectric con-
stant. If I arbitrarily assume that the dielectric constant at the dividing surface is a
factor of 2 lower than in the bulk, the net change in the thermodynamic correction
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for ions in the slab is expected to be of magnitude 0.1 kcal/mol or smaller. Since
these corrections are relatively small, I neglect them in computing the PMFs. Several
recent contributions have further examined the intricate role of electrostatics in ion
hydration problems [119–123].
4.2 Results and Discussion
4.2.1 Bulk Hydration Free Energies
I begin by computing the absolute hydration free energies for the I− and Na+ ions.
When the bulk results presented in Tables 4.1 and 4.2 are shifted by the thermody-
namic corrections and the SPC/E water surface potential contribution (-13.8 kcal/mol-
e, see below) the results are -57.2 for the I− ion and -101.4 kcal/mol for the Na+
ion, compared with the values of -59.3 and -103.2 kcal/mol from Ref. [105]. The
computed NaI total free energy estimate is -158.6 kcal/mol compared with the ex-
perimental result of -162.5 kcal/mol. The simulation results prior to the addition
of thermodynamic and surface potential contributions are consistent with the free
energies presented in tables in Ref. [42].
4.2.2 Ion Free Energies in the Slab Geometry
I next compute the hydration free energy for inserting the 2 ions at the center of the
water slab (Tables 4.1 and 4.2). It is clear that there is a shift in the free energies that
occurs upon passage from the bulk to the center of the slab. The total hydration free
energy shifts by +13.29 kcal/mol for the I− ion while it shifts by -5.59 kcal/mol for
the Na+ ion. The shifts include two contributions: one from the ‘dielectric penalty’
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location cav disp es, loc es, far tot
bulk 9.65 -5.08 -30.96 -45.07 -71.46
0 9.65 -5.11 -31.60 -31.11 -58.17
6 9.45 -4.91 -31.46 -31.25 -58.17
7 9.21 -4.60 -31.35 -31.52 -58.26
8 8.01 -3.90 -30.26 -31.85 -58.00
9 6.63 -3.51 -28.99 -32.24 -58.11
10 5.53 -3.15 -27.39 -32.76 -57.77
11 3.86 -2.74 -25.76 -33.18 -57.82
12 2.64 -2.36 -24.07 -33.50 -57.19
13 1.67 -1.97 -22.21 -33.96 -56.47
Table 4.1: Hydration free energy data for the I− ion. All energies are in kcal/mol. The
electrostatic damping length (following Ref. [45]) is η−1 = 5.00 Å. The first column
labels the ion location: the first entry is the bulk result (periodic boundaries with no
interface), while the following entries give the distance (in Å) from the center of the
water slab. The dividing surface is very close to 12.5 Å. The remaining columns label
the various contributions to the free energy, which are in order: cavity formation, vdW
dispersion interactions, local electrostatics, far-field electrostatics, and the total. Thermo-
dynamic corrections are not included in the data. The estimated statistical error in each
contribution is roughly 0.1 kcal/mol or less. The cavity formation free energy for the bulk
case was taken from the z = 0 slab calculation. The bulk result adjusted for the thermody-
namic corrections and the SPC/E water surface potential contribution is -57.2 kcal/mol.
The experimental result taken from the compilation of Ref. [105] is -59.3 kcal/mol.
of inserting the ion into the slab, and one from the surface potential of the interface.
(The dielectric penalty discussed here differs from the bulk thermodynamic correc-
tions discussed above: it refers to the free energy cost of inserting the ions at the slab
center due to the liquid/vapor interface located roughly 12.5 Å from the ions; the
value is computed directly from simulation.) To disentangle these effects, I compute
the sum of the hydration free energies for the two ions for the bulk and slab cases,
thus eliminating the surface potential effect. The bulk sum (without thermodynamic
corrections) is -159.32 kcal/mol, while the slab sum is -151.62 kcal/mol. The dif-
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location cav disp es, loc es, far tot
bulk 2.63 -1.30 -36.43 -52.76 -87.86
0 2.63 -1.34 -38.03 -56.71 -93.45
6 2.47 -1.32 -38.24 -56.51 -93.60
7 2.50 -1.31 -38.78 -56.22 -93.81
8 2.38 -1.27 -39.06 -55.74 -93.69
9 2.34 -1.13 -39.19 -55.00 -92.98
10 1.90 -0.93 -39.58 -54.19 -92.80
11 1.44 -0.74 -39.30 -53.31 -91.91
12 0.85 -0.59 -38.95 -52.33 -91.02
13 0.40 -0.45 -38.90 -51.73 -90.68
Table 4.2: Hydration free energy data for the Na+ ion. All energies are in kcal/mol.
The electrostatic dampling length (following Ref. [45]) is η−1 = 4.35 Å. The first col-
umn labels the ion location: the first entry is the bulk result (periodic boundaries with
no interface), while the following entries give the distance (in Å) from the center of the
water slab. The dividing surface is very close to 12.5 Å. The remaining columns label the
various contributions to the free energy, which are in order: cavity formation, dispersion
interactions, local electrostatics, far-field electrostatics, and the total. Thermodynamic
corrections are not included in the data. The estimated statistical error in each contribu-
tion is roughly 0.1 kcal/mol or less. The cavity formation free energy for the bulk case
was taken from the z = 0 slab calculation. The bulk result adjusted for the thermody-
namic corrections and the SPC/E water surface potential contribution is -101.4 kcal/mol.
The experimental result taken from the compilation of Ref. [105] is -103.2 kcal/mol.
ference of 7.70 kcal/mol provides a first rough estimate of the dielectric penalty for
inserting the ions at the slab center, and I assign the same value of 3.85 kcal/mol for
each ion. This approximation is likely reasonable since the slab boundary is a large
distance from the ions (a minimum of 12.5 Å). I then subtract this dielectric penalty
estimate from the slab free energies, and examine the difference between these mod-
ified values and the bulk result. What remains is the shift due to the water surface
potential, with a result of magnitude 9.44 kcal/mol (positive for the anion and neg-
ative for the cation). The above procedure is exactly the same as taking half of the
34
4.2 Results and Discussion
difference of the shift values given above; that difference eliminates the free energy
due to the dielectric penalty (which should be independent of ion size and charge).
Performing the same analysis on the far-field component alone results in a surface po-
tential shift magnitude of 8.96 kcal/mol for each ion, and an estimate of the dielectric
penalty of 5.0 kcal/mol.
In other work, a new approach has been developed for computing the surface
potential of an aqueous interface [94]. That method uses the far-field Ewald potential
to obtain the potential within the water phase and in the vacuum. Previous work
obtained a result of -0.55 V for the surface potential of SPC/E water [124]. My
calculation for the pure water surface on the same system size used here produces a
result of -0.60 V for the SPC/E model. That result was confirmed by direct integration
using the charge density. The -0.60 V value is equivalent to a -13.8 kcal/mol-e free
energy contribution.
The Ewald potential used in the present study, following Refs. [125] and [86], in-
tegrates to zero over the simulation box. The potential I obtained in the water phase
is -0.39 V, while the vacuum potential is 0.21 V (these results are consistent with the
given geometry and the requirement that the potential integrate to 0 over the box).
Assuming the potential is roughly constant in each phase, and given the slab/vacuum
geometry employed here, the total surface potential should be roughly 1.5 times the
ion shift value obtained in the middle of the water slab. That is: φsp = φslab −φvac,
and φvac ≈ −φslab · Vslab/Vvac (where V is the volume), so φsp ≈ (1+ Vslab/Vvac)φslab.
My data indicates the scaling factor should be 1.54 for the given system set up. Al-
ternatively I can simply shift the obtained estimates by 0.21 V or 4.84 kcal/mol, cor-
responding to zeroing the potential in the vacuum region. Thus the total free energy
calculations suggest a shift in the ion free energy of magnitude 14.5 kcal/mol ob-
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tained from the total free energy calculations, while the far-field component results in
a shift magnitude of 13.8 kcal/mol, in agreement with the average surface potential
computed for the pure water slab. This shift due to the surface potential can thus be
seen to arise directly from the charge asymmetry at the water liquid/vapor interface.
It seems likely then that a similar analysis applied to quantum DFT data would yield
the large positive surface potential discussed above.
I view the shift in the far-field free energy as a better indicator of the expected
free energy change in a macroscopic system, since the finite size used in the present
study may lead to slight differences in the local hydration shell between the bulk and
slab geometries, and those differences can show up as changes in the computed local
electrostatic contribution to the free energy (see Tables 4.1 and 4.2). Similarly, the
estimate of the dielectric penalty from the far-field data should also be more accurate.
Any difference between the local hydration structure in the bulk or slab geometries
must go to zero in the infinite size limit.
It is somewhat surprising that the shift magnitude is 13.8 kcal/mol, entirely con-
sistent with the average SPC/E surface potential of the water surface free of any ions.
Thus I suggest that computations of the absolute hydration free energies of the ions
in the slab vs. the bulk situations can ‘detect’ the surface potential of water with good
accuracy, even for relatively small systems.
I can then directly estimate the bulk hydration free energies from the z = 0 slab
(slab center) results, using the above analysis of the dielectric penalty and surface
potential contributions (the anion results are shifted downward by 5.0 kcal/mol due
to the dielectric penalty and upward by 4.84 kcal/mol due to the required shift of
the Ewald potential, while the cation results are shifted downward by 5.0 and 4.84
kcal/mol). For the slab geometry the thermodynamic corrections are small and are
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neglected. The resulting free energy estimates are -58.3 kcal/mol for I− and -103.3
kcal/mol for Na+, with a total of -161.6 kcal/mol (compared with -59.3, -103.2, and
-162.5 kcal/mol from experiment [105]). Thus I conclude that the models developed
in Ref. [42] provide an accurate reproduction of the absolute hydration free energies
for these ions. These results further support the notion that the experimental results in
Ref. [105] include some contribution from the water surface potential, assuming the
net effect of the (classically obtained) surface potential on the ions in the simulations
is physically correct.
From the above results, I can see that inclusion of the water surface in the slab
geometry leads to a shift in the ion free energy that is the same as the mean-field
calculation of the surface potential for the pure water interface obtained directly from
the charge density. This result already suggests the mean-field approach is accurate.
To further explore this point, I computed the first (mean-field) term on the right side
of Eq. 5.53 in Ref. [86],
µexsp ≈ q〈φˆ〉F F +
q2ξ
L
(4.4)
where µexsp includes the mean-field estimate of the far-field part of the surface poten-
tial contribution to the ion’s free energy. The potential φˆ is the far-field or k-space
part of the Ewald potential. Fully coupled simulations, involving all ion-water interac-
tions, were performed. Using the same analysis as above, I find a shift of magnitude
9.03 kcal/mol, which when scaled by 1.54 yields a surface potential contribution
of magnitude 13.9 kcal/mol-e. Hence the effect of the surface potential, even with
the fluctuating surface in relatively close proximity to the ion, can be treated at the
mean-field level without inclusion of a fluctuation contribution (for ions at the slab
center). This simple strategy may prove helpful in providing an alternate approach
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for quantum density functional theory (DFT) simulation studies of the water surface
potential.
To provide an independent test, I also analyzed the effect of the surface potential
using quasichemical theory (QCT) (Eqs. 3.13 and 3.14). I only examined the last
outer-shell contribution since the inner-shell and packing terms should be the same in
the large system limit (between bulk and slab geometries). The WCA particle size for
the M sampling was taken well outside the first maximum in the radial distribution
function. The magnitude of the free energy shift estimated from the QCT analysis
is 8.94 kcal/mol, implying a total shift magnitude again of 13.8 kcal/mol, entirely
consistent with my free energy partitioning analysis.
Finally, I note that the potential due to the SPC/E water surface drops from zero
in the vacuum to a value of -0.60 V over a range of about 5 Å near the dividing sur-
face (consistent with polarizable models [100], but with a slightly larger magnitude).
Thus a negative charge moving from the slab center to the interface will experience
an attractive force, while a positive charge will experience a repulsive force due to the
surface potential (see discussion below). As discussed above, there may be competing
local interaction changes that partially cancel out the effect of the surface potential,
however.
4.2.3 Free Energy Analysis for Ion Passage to the Interface
Next I discuss the PMFs for ion motion from the slab center to the dividing surface of
the water liquid/vapor interface. The free energy profiles are presented in Figs. 4.4
and 4.3. All profiles were shifted to be zero at the slab center, and based on the PMFs
shown in Ref. [29], I initiated calculations at z = 6 Å. My results confirm that there
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is little change (around 0.2 kcal/mol) in any of the contributions between z = 0 and
z = 6. I begin by discussing the various contributions for the I− ion. I present the
results in the order given in Tables 4.1 and 4.2.
The cavity formation contribution for the I− ion is large in magnitude (-8 kcal/mol
at the surface) and provides a strong driving force for adsorption to the interface. This
result already provides a hint, noted before [29, 126, 127], that the large chaotropic
I− ion possesses some degree of hydrophobic character. The attractive vdW or dis-
persion contribution leads to a countering repulsive contribution to the PMF, but of
smaller magnitude (+3.1 kcal/mol) than the cavity term. This repulsive contribution
results from the loss of nearby vdW contacts as the particle approaches the interface.
Figure 4.5 displays the number of water molecules in the first hydration shell as a
function of distance from the slab center for the fully coupled ions. (I note this is a
different, fully coupled, sampling state than that employed to compute the attractive
vdW contribution. However, it is clear that in either case the large neutral or charged
iodide particle loses local contacts near the interface.) Experiment has indicated that
there is more correlation between ion size and surface preference than with ion po-
larizability [9]. My results provide support to this view, since the cavity contribution
for the large anion is at least a factor of 4 larger in magnitude than in the polarization
contribution observed in other studies. In previous work, it has been showed that the
cavity free energy is largely independent of the water model [92].
The local electrostatic contribution for the I− PMF displays a large repulsion (+9.4
kcal/mol) for the ion approaching the interface. According to Fig. 4.5, this is due to
the loss of local hydration contacts near the interface; the I− ion is able to shed part
of its hydration shell, consistent with its designation as a chaotrope. The cavity term
nearly cancels the large penalty due to the loss of the local electrostatic contacts. In
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this sense, the hydrophobic aspect of the hydration is clearly an important contributor
– the ion is able to shed part of its hydration shell because there is a compensating
strong thermodynamic advantage to move the large particle towards the surface. The
ability of the large anion to shed part of its hydration shell in turn is due to its low
charge density [22, 128–130].
In the previous section I discussed a partial cancellation of the electrostatic po-
tentials (due to local interactions with water and the water surface potential) at the
center of a vdW particle, with a net result of a negative potential at the slab center.
To test the influence of this net potential on the ion PMF, I computed its value at the
z = 0 and z = 13 Å locations for the I− vdW particle, and found an increase of 3.1
kcal/mol-e at the dividing surface. This change implies a net driving force pushing
the anion towards the interface. The second-order term in Eq. 3.21, however, de-
creases in magnitude approaching the surface, leading to a Gaussian prediction of a
total electrostatic free energy cost of +5.6 kcal/mol, in relatively close (and likely
somewhat fortuitous) agreement with the full calculation above. These results sug-
gest that there is a net attractive driving force due to the (mean-field) electrostatic
potential that includes the water surface potential, but that there are local fluctuation
contributions in the first hydration shell (see below) that result in the net electrostatic
free energy penalty.
To investigate the origin of the change in the second-order contribution, I ex-
amined the far-field fluctuations. The fluctuation contribution to the far-field electro-
static free energies for the I− ion (following Eqs. 3.7 and 3.8) are remarkably constant
(within 0.2 kcal/mol) throughout the slab. The constant fluctuation result for the I−
ion far-field electrostatic term is consistent with the findings of Noah-Vanhoucke and
Geissler [131]; since their analysis included all electrostatic interactions, the gradual
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Figure 4.3: Free energy profiles for the I− ion. The origin for the x-axis (z location of the
ion) is the center of the water slab, and the dividing surface is located very close to 12.5
Å. Starting from the bottom near the dividing surface: cavity formation (black), far-field
electrostatics (blue), total free energy for I− (magenta), total free energy profile for Na+
(orange), attractive vdW or dispersion (red), local electrostatics (green). Based on the
error estimate of 0.1 kcal/mol for each term, the estimated statistical errors for each point
in the total PMFs are roughly 0.2 to 0.3 kcal/mol. The total free energy profile for I− ion
is flat, but it becomes more repulsive when the ion is closer to the surface. The total free
energy for Na+ is more repulsive compared to I− ion, however.
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Figure 4.4: Free energy profiles for the Na+ ion. The origin for the x-axis (z location
of the ion) is the center of the water slab, and the dividing surface is located very close
to 12.5 Å. Starting from the bottom near the dividing surface: cavity formation (black),
local electrostatics (green), attractive vdW or dispersion (red), total free energy for Na+
(magenta), far-field electrostatics (blue). Based on the error estimate of 0.1 kcal/mol for
each term, the estimated statistical errors for each point in the total PMFs are roughly
0.2 to 0.3 kcal/mol. The total free energy shows a repulsive behavior, but the major
contribution comes from the far-field electrostatic part. This shows that the Na+ ion is
repelled from the water dividing surface.
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attenuation apparent in their results likely arises from relatively local interactions, as
do the Gaussian results presented above.
When all of the large-magnitude contributions discussed above are added, the
resulting total free energy profile for the I− ion is flat, with a slight repulsive wall near
the dividing surface. This result is consistent with previous non-polarizable models
[37]. The PMF for model 2 displayed in Ref. [29] shows a very small minimum for
the I− ion (with a depth of about -0.25 kcal/mol), but that feature does not appear in
my results. The overall profile, however, is consistent with their PMF. The total PMF
for the Na+ ion is also displayed in Fig. 4.3 for comparison, and is found to be more
repulsive than for the I− ion, in agreement with the results from Ref. [29].
I now turn to the results for the Na+ ion. The data in Fig. 4.4 are displayed on
the same scale as those in Fig. 4.3. I can first observe that the magnitude of the
energy contributions is generally smaller for the smaller cation. The cavity formation
free energy profile leads to an attraction to the interface of magnitude -2.2 kcal/mol,
which as expected is much smaller than for the large anion. Correspondingly, the
dispersion component leads to a small +0.9 kcal/mol repulsion from the interface,
again smaller in magnitude than for the anion.
Interestingly, the local electrostatic portion of the PMF displays a minimum ap-
proaching the interface (with a value of about -1.6 kcal/mol near z = 10 Å). Fig. 4.5
shows that the Na+ ion largely maintains its hydration shell approaching the inter-
face, but does lose some contacts with water. The minimum may be due to the fact
that the waters in the first shell near the interface do not possess further contacts
with the second hydration shell and can thus more optimally orient towards the small
kosmotropic cation that possesses a large charge density.
The major repulsive contribution for the Na+ ion is seen to arise from the far-
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field electrostatic portion of the PMF. As discussed above, this component contains a
significant contribution from the the surface potential of the water interface, which for
the SPC/E water surface, should repel cations. The far-field electrostatic contributions
for the Na+ and I− ions are asymmetric: the Na+ value at z = 13 Å is 4.98 kcal/mol,
while the I− value is -2.85 kcal/mol. As discussed above, this asymmetry arises due
to the dielectric penalty for moving the ions toward the surface, which is positive for
both ions. If the values at z = 13 Å are both shifted downward by 1.07 kcal/mol,
then the estimated symmetric shift due to the water surface potential is of magnitude
3.92 kcal/mol at the surface (positive for cations and negative for anions). The total
difference between the far-field electrostatic contributions near the dividing surface
is 7.8 kcal/mol, which provides a strong driving force promoting anions to while
repelling cations from the surface. Simulations of same-sized methane solutes with
positive and negative charges in water droplets have indicated a preference for the
anions at the surface [132]. My results suggest that this preference is likely due to
the surface potential at the droplet/vapor interface. Wilson and Pohorille [23] also
noted a preference for anions at the surface and attributed this to interactions with
nearby waters; their study did not include the full Ewald potential, however, and
since the surface dipole effect is long-ranged, quantitative conclusions for the impact
of the surface potential on the free energy profiles in their study can’t be made. It
is also interesting that if the local and far-field electrostatic contributions are added
(data at the surface given above), the total electrostatic part of the free energy is more
repulsive for the I− ion compared with the Na+ ion; as noted above the large repulsion
for the anion is mainly due to the local electrostatics, while the smaller repulsion for
the cation is due to the far-field term. When the attractive contribution from the vdW
profile for the anion is added, the relatively flat I− total PMF results.
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Figure 4.5: The number of waters in the first hydration shell of the I− (solid curve)
and Na+ (dashed curve) ions, as a function of z (distance from center of slab). The
dividing surface occurs very close to 12.5 Å. The hydration numbers were computed for
the The far-field electrostatic free energy profile yields an attractive contribution to the
PMF. As discussed above, this part of the free energy displays nearly perfectly Gaussian
behavior. The classic Onsager-Samaras theory [133] for the interaction of ions with the
water surface would suggest that there is a dielectric penalty for moving an ion to the
surface, and this repulsive interaction leads to ion depletion and an increase in the surface
tension. If the far-field term only ‘picked up’ the dielectric contribution, both ions would
show a repulsive PMF contribution in the far-field electrostatics. Clearly, this is not the
case for the I− ion; the far-field PMF attracts the ion to the surface, with a magnitude
of -2.9 kcal/mol. Thus I can conclude this attractive component is due predominantly to
the surface potential of water. Archontis and Leontidis [126] computed the change in the
total electrostatic portion of the free energy going from the slab center to the interface
for the I− ion as +5.3 kcal/mol; my result is +6.5 kcal/mol (and +4.1 kcal/mol for the
Na+ ion). The large positive value for the I− ion is due to the dominating local part
of the electrostatic free energy; my partitioning analysis allows me to separate out the
(attractive) contribution due to the water surface potential.
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5Ion Solvation in Non-aqueous Solvents
In Chapter 4, I considered the ion solvation at liquid/vapor interfaces. In this chapter,
my aim is to analyze the ion solvation in organic solvents by employing a similar ap-
proach. I study the ion solvation behavior in ethylene carbonate (EC) and propylene
carbonate (PC), and compare it to the solvation in ion-water systems. The specific
ion effects are investigated in these organic solvents and the results are used to un-
derstand the origin of the differences between the ion solvation in EC/PC and water.
5.1 Computational Methods
5.1.1 Simulation Details
All of the simulations were performed with the GROMACS molecular dynamics pack-
age [134]. The simulations were conducted for 215 solvent molecules (EC or PC) and
1 solute over a range of temperatures (313-453 K for EC and 298-438 K for PC in 20 K
increments). The solutes in those systems are Li+, K+, F−,Cl−, and Br− ions. The tem-
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Figure 5.1: Molecular structures of EC (on the left) and PC (on the right). The arrows
show the molecular dipole moment. The colors of the balls describe the atoms as follows:
red for oxygen, dark gray for carbon, and light gray for hydrogen atoms.
perature was maintained constant using the V-rescale thermostat. A time step of 1 fs
was used. Each system was equilibrated for at least 500 ps before production runs of
2 ns or longer. Both systems were in a cubic box with periodic boundary conditions.
The particle-mesh Ewald method was used for the electrostatic interactions with a
real-space damping length η−1 of 4 Å for cations and 5.5 Å for anions. These length
scales have been varied to optimize the overlap of the resulting interaction energy dis-
tributions, so that I have used different values for cations and anions. The Generalized
AMBER force field (GAFF) [85] is employed to describe bonded and nonbonded inter-
actions excluding the ion-solvent van der Waals (vdW) interactions. The GROMACS
compatible topologies were generated using ACPYPE script [135]. Intermolecular in-
teractions between the solvent molecules are described with the Lennard-Jones (LJ)
potential. Intramolecular interactions are included for atoms joined by three covalent
bonds (1-4 interactions).
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5.1.2 Ion-solvent van der Waals Interactions
GAFF has been previously employed in the simulation studies of EC and PC [67–
69, 74, 136]. It has been successful in reproducing some key properties of EC and
PC such as density and dielectric constant. In Ref. [69], the calculations for thermal
expansion coefficient and the dielectric constant for liquid PC agree with the exper-
iments [137, 138]. It has been also shown that the PC/graphite contact angle is
consistent with the experiment after a reduction on the graphite-C atom and PC LJ
interactions. Despite other properties being in agreement with the experiments, GAFF
does not predict the enthalpy of vaporization properly. I can obtain some numbers of
enthalpy of vaporization close to the experimental values only after a 20% reduction
in the partial charges on EC and PC. The resulting dipole moments are 4.95 D and
5.20 D for EC and PC, respectively. These numbers are slightly over the experimental
dipole moments, and this suggests that GAFF dipole moments for EC and PC may be
overestimated. However, adjusting the charges in order to get closer values to the ex-
perimental data affects some other thermodynamic properties. Both EC and PC have
large polarizabilities (6.8 Å3 and 8.7 Å3 respectively) compared with water (1.47 Å3).
These indicate that the fixed charge models may not be successful in describing the
induction and dispersion effects for solvent-solvent and ion-solvent interactions.
My initial attempt was to use GAFF without modification on ion-solvent van der
Waals (vdW) interactions, and test the ability of the force field by calculating the
ion-solvent binding energies, ion coordination numbers, and some thermodynamic
properties. Since GAFF does not have its own optimized ion vdW parameter set,
AMBER ion parameters can be used. However, my first results for the ion-solvent
binding energy curves using AMBER ion parameters were more negative compared to
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the LJ model I have used later. In that LJ model, the ion vdW parameters have been
taken from Ref [29] in which the parameters were optimized for ions in water.
My calculations for coordination number of Li+ ion in EC and PC showed a de-
viation from the experimental values, and the free energies of potassium salts in EC
and PC were not in agreement with the experiments as well (see below for further de-
tails). The binding energies for ion-solvent pairs were more positive than the binding
energies computed at the quantum level (see Fig. 5.2).
The LJ potential has been commonly used in classical simulations because of its
computational efficiency. However, for carbonate-based solvents it has been shown
that the repulsive part of the vdW interactions is better described with the exp-6 form
rather than (1/r12) [70]. In order to prevent any incorrect description of the force
field, I have employed a modified exp-6 Buckingham potential [139] for the vdW
interactions only between the ion and the solvent molecules
UvdW = Ai j exp(−Bi j ri j)− Ci jr6 + D

12
Bi j ri j
12
. (5.1)
The term D

12/Bi j ri j
12
, with D = 0.0005 kcal/mol for all pairs, is essentially zero
for distances larger than typical interatomic separations, but becomes dominant re-
pulsive term at ri j < 1 Å. The Ai j, Bi j and Ci j parameters are given by the Waldman-
Hagler (WH) combining rules
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Ai j =
p
AiiA j j
Bi j
6
Bii3B j j3
Bi j =

2
Bi j−6+ Bi j−6
1/6
Ci j =
p
CiiC j j.
(5.2)
The A, B, and C parameters can be expressed as
A= 6"
 
expλ

/ (λ− 6)
B = λ/r∗
C = "λ (r∗)6 / (λ− 6) ,
(5.3)
where " is the potential energy at the interatomic separation at the minimum r∗
and λ is the steepness parameter. In order to decrease the number of parameters,
I have specified the λ value as 12.74 which is usually taken within the interval of
12-16 [140]. The σ and ε parameters of solvent atoms were taken from GAFF, and
used to reproduce the solvent A, B, and C parameters with the specified λ value.
The ion vdW parameters (Table 5.1) were developed by fitting the ion-solvent
dimer binding energies from the molecular mechanics calculations to the binding
energies calculated at the MP2/aug-cc-pwCVDZ level as previously mentioned. As
seen from Table 5.1 I have obtained same ion-solvent parameters for both EC and
PC systems excluding F− ion. Monte Carlo simulated annealing (MCSA) method was
used to obtain the best fits to the dimer binding energies from quantum chemistry
calculations [141].
In MCSA approach, the parameters were initially set to zero and then randomly
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Figure 5.2: (a) Li+-EC and (b) Cl−-EC binding energy curves with Lennard-Jones, modi-
fied Buckingham potential and MP2 calculation.
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sampled. For a good fit, the root-mean square error (rmse) between the quantum
mechanics and molecular dynamics binding energies is optimized
f =
s∑
i wi
 
Ei( f i t)− Ei2∑
i wi
, (5.4)
where i is the points from the quantum data, Ei is the reference binding energy, and
Ei(fit) is the resulting classical binding energy for the fitted parameter set. wi is a
Boltzmann weighting function that has been applied to all points for more accurate
fitting. The selection of the parameters are based on the Metropolis algorithm. In
this algorithm as the initial effective temperature Te f f is decreased (annealing), the
random changes in the energy are accepted with a probability condition. I have cho-
sen the Boltzmann probability distribution, exp(−∆E/kBTe f f ). The fitted ion-solvent
vdW parameters are listed in Table 5.1. Figure 5.2 shows the comparison of the
dimer binding energies of Li+-EC and Cl−-EC obtained from molecular dynamics and
quantum chemistry level calculations. The modified exp-6 Buckingham potential with
fitted repulsion-dispersion parameters yields relatively good agreement with the bind-
ing energies computed at MP2 level. The deviation at large distances for anions can
be improved by adding some other terms to the potential. My free energy results are
already more negative than experimental values (see below), so I do not add other
parameters to Buckingham model.
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Atom type A(kcal/mol) B(Å−1) C(kcal/mol Å−6)
C3 33161·6 3·750 319·5
OS 51535·6 4·250 234·3
C 26068·5 3·750 251·1
O 63659·9 4·303 267·0
H1 4760·2 5·160 6·8
HC 4760·2 4·808 10·3
Li+ 20651·2 6·703 6·1
K+ 39809·9 3·475 601·7
F−(EC) 35407·5 4·100 198·3
F−(PC) 30721·7 4·510 96·8
Cl− 45755·2 3·039 1544·7
Br− 40548·1 2·773 2625·4
Table 5.1: Buckingham model vdW parameters for ion-EC/PC systems. The parameters
for EC/PC are obtained by using the GAFF parameter set. The ion parameters were
derived by fitting the classical binding energies to the quantum chemical energy data
[141].
5.1.3 Electrostatic Potential
In Ref. [142] the electrostatic potential, φ at the ion site (r = 0) is defined as
φ =
N∑
i=1
M∑
α=1
qiαϕEW (riα), (5.5)
where the double sum extends over all atom sites in EC or PC. In this study φ was
calculated for both ion-EC and ion-PC systems. The finite size corrected mean mc and
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and the fluctuation fc of the potential at the ion site are described as
mc = e〈φ〉+ qeξ
fc =βe
2〈 φ − 
φ2〉 − e2ξ, (5.6)
and calculated from molecular dynamics simulation trajectories for a range of charges
from −e to +e in 0.25e increments.
5.2 Results and Discussion
5.2.1 Coordination Numbers
The radial distribution functions (rdfs) of Li+ and Cl− ions with carbonyl oxygen of
EC are displayed in Figure 5.3. The rdfs with PC molecule show similar behaviors.
The coordination number of solvent molecules surrounding the solvation shell of the
ions are computed by the following integral
ni j (R) = 4piρ j
∫ R
0
gi j (r) r
2dr, (5.7)
where R is the minimum after the first peak of gi j(r). I have obtained a total number
of 4 EC or PC molecules in the first shell around Li+ ion with modified Buckingham
potential, while it is 6 with LJ potential without fitted parameters. As seen from Fig.
5.3(a) using an exponential repulsive term in vdW potential yields a shift in the rdf
of Li+ which prevents an underestimation of the ion-solvent interactions. This softer
potential makes solvent molecules come closer to the cation, and strong binding to the
Li+ ion reduces the radius of the first solvation shell and the other 2 solvent molecules
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Figure 5.3: (a) Li+-carbonly oxygen rdfs and coordination numbers with LJ and modified
Buckingham potentials for ion-EC vdW interactions. (b) Cl−-carbonly oxygen rdf and
coordination number with LJ and modified Buckingham potential.
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stay out.
There have been some controversies on the coordination number of Li+ ion in EC
or PC. My result for a tetrahedrally four-coordinated Li+ in the solution is in agree-
ment with Raman intensity experiments [59, 62], several ab initio studies [71–73]
and classical molecular dynamics calculations [65, 66, 75]. However, Hyodo and
Okabayshi [61] have reported the solvation number of Li+ ions in the first solvation
shell to be 4-4.9 depending on the concentration of the solution. They also claimed
that if there is only one solvation species, the solvation number of Li+ ions is 4 in
LiClO4/EC solution. Kameda et al. have found a coordination number of 4.5 in the
neutron diffraction studies of LiPF6 in PC [64], the same value as inferred from X-ray
absorption spectroscopy and simulation in Ref. 55. The coordination number for Cl−
is about 19 which is in agreement with previous force field predictions [65, 66]. The
interactions between the Cl− and solvent molecules also has been enhanced, but I do
not see a change in the coordination number of the anion which shows a weak anion
solvation in both EC and PC.
5.2.2 Thermodynamics of Ion Solvation
The results for the single ion free energies and enthalpies are presented in Table 5.2.
I have included the free energies and enthalpies obtained by employing both LJ and
modified Buckingham potentials. The ion free energies have been shifted by a φl p
value (around ± 3 kcal/mol for ions in EC and ± 2 kcal/mol for ions in PC depending
on the charge of the ion). The shift φl p due to simulating in periodic boundaries is
necessary for comparison with bulk solvation free energies as discussed in Ref. [94].
The free energy data shows strong solvation of cations compared to the anions.
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The K+/F− ion pair solvation in EC/PC is compared to their solvation in water. K+
and F− are similar size ions, and due to the hydrogen bonding between the anion and
water F− anion is more strongly hydrated than the K+ cation [143]. However, the K+
cation strongly binds to the carbonyl oxygen of EC/PC, and neither EC nor PC form
hydrogen bonds.
The ion enthalpies listed in Table 5.2 were computed using van’t Hoff analysis.
Alternatively, I have calculated (for the Buckingham model) the solvation enthalpies
using Eq. 3.27. The calculated ion enthalpies in EC are: -102.5, -90.5, -74.6, -71.0
kcal/mol for the K+, F−, Cl−, and Br− ions, respectively; in PC are: -102.3, -90.1,
-72.0, -67.0 kcal/mol for the K+, F−, Cl−, and Br− ions, respectively. This approach
provides qualitatively consistent results (up to 2-4 kcal/mol difference) with the val-
ues obtained by using van’t Hoff analysis, which gives me the confidence to use the
enthalpies obtained through temperature derivatives (as used in most experimental
studies) in the remaining of this study. The ion free energies obtained by using LJ
potential show deviations (around 4-5% for K+ and around 15-20% for anions) from
the model uses Buckingham potential. This downward shift is due to deeper well in
the Buckingham model which is constructed based on the quantum data. The en-
tropies obtained with Buckingham potential are negative and show large deviations
from the experiment for solvation in EC (see below). I have obtained the solvent re-
organization energy by using Eq. 3.27. The positive solvent reorganization energies
show strong ion-solvent interactions which lead to increased solvent-solvent repulsive
interactions.
To my knowledge there are no experimental studies done on the single ion free
energies and enthalpies in EC. Marcus [144] has reported the single ion free energies
and enthalpies of the transfer from water to PC. I have extracted the single ion free
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energies and enthalpies using the transfer energies and the values for ion hydration
free energies and enthalpies in bulk water from Ref. [145] with the net potential
contribution of φnp = ± 11.6 kcal/mol. However, the resulting single ion free en-
ergies are more positive for K+ (-73.2 kcal/mol), while they are more negative for
halide ions (-102.6, -76.7, -72.6 kcal/mol for F−, Cl−, and Br−, respectively) than my
calculations. In a later study [146], Marcus mentions the presence of water impuri-
ties found in many solvents, which may cause unreliable transfer free energies, which
mostly depend on the hydrogen bonding ability of the ion to water (especially for an-
ions). This might be the reason for more negative anion free energies. Since I cannot
fully trust those numbers for single ion free energy and enthalpy comparisons, I have
decided to continue on the thermodynamics of ion-solvent pairs. The solubilities of
potassium salts in purified EC and PC have been reported in Refs. [56] and [57].
Since these solutions used in the experiments do not include any water around the
ions, the solvation free energies and enthalpies obtained from these data will be more
reliable to compare.
The solvation free energies, enthalpies and entropies of potassium salts in EC and
PC are summarized in Table 5.3. Experimental values obtained from Ref. [56] (EC
data) and Ref. [57] (PC data). The experimental free energy of solvation values in
EC and PC are not available in Refs. [56, 57]. I have used the following procedure to
get those values for comparison. The standard Gibbs free energy of solvation, ∆Gsol v
can be calculated through the cycle in Figure 5.4 as
∆Gsol v =−(∆Gsoln+∆Glat t) (5.8)
where ∆Gsoln is the Gibbs free energy of solution and ∆Glat t is the lattice free energy
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Solvent Ion µexLJ h
ex
LJ µ
ex
Buck h
ex
Buck s
ex
Buck USR
EC K+ -84.0 -93.7 -87.8 -97.6 -31.3 60.8
F- -67.0 -77.7 -82.4 -90.3 -25.2 45.2
Cl- -57.8 -71.2 -68.2 -75.4 -23.0 41.9
Br- -50.5 -65.8 -61.1 -70.3 -29.4 38.8
PC K+ -87.1 -100.9 -87.9 -99.1 -35.8 58.0
F- -64.0 -77.1 -83.5 -91.9 -26.8 45.1
Cl- -51.3 -65.5 -63.7 -71.6 -25.2 41.0
Br- -47.1 -63.6 -59.5 -70.9 -36.4 39.6
Table 5.2: Single-ion free energies and enthalpies are calculated for LJ and Buckingham
models at T = 313 K for EC and PC. The last two columns show the entropies and solvent
reorganization energies USR for the Buckingham model. All free energies, enthalpies, and
solvent reorganization energies are in kcal/mol, while the entropies are in cal/mol K. The
estimated statistical errors for the free energies are 0.2 kcal/mol and for the enthalpies
are 1.2 kcal/mol.
of the solid. Experimental ∆Gsoln values were obtained from Refs. [56, 57] and a
critical selection of ∆Glat t of salts has been given in Refs. [58, 147].
As seen above, the Buckingham potential model reproduces the local solvation
structure of EC/PC observed in the experiments, whereas the LJ model does not give
a physically realistic local structure. The solvation free energies are more positive with
the LJ model, while the enthalpies and entropies are too negative. The Buckingham
model gives more negative solvation free energies and enthalpies compared to the
experiments. However, we observe different trends in the solvation entropies of EC
and PC with the Buckingham model. The solvation entropies for PC are in relatively
agreement with the experiment, whereas I get far too negative values for ion solvation
in EC.
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Figure 5.4: Thermodynamic cycle shows the relationship between the free energies of
solution and solvation and the lattice free energy.
Overall, neither of the models gives a clear picture to the ion solvation thermo-
dynamics. Since the Buckingham model has improved the local structure, I propose
that as an improvement to the LJ model. However, the ab initio simulations [72, 73]
show rdfs of Li+-carbonyl oxygen of EC/PC between these two models. GAFF is suc-
cessfull in reproducing several thermodynamic properties of pure EC and PC, but
over-estimated enthalpy of vaporization indicates the over-estimation of the molecu-
lar dipoles.
EC and PC have large polarizabilities, so charges on the solvent molecules can
be induced by the nearby charged ions significantly. The Buckingham model in-
cludes the induced dipole potential for the ion-solvent interactions, but it does not
take into account the induced dipole-induced dipole interactions between the solvent
molecules explicitly. Since I had a system of one ion and one solvent molecule dur-
ing the parametrization, these terms could not be included within the fitting process.
These interactions have large effects in local interactions of the ion with the solvent.
I have analyzed the angular distributions of EC and PC around the Li+ ion. My re-
sults indicate that EC and PC are ordered tetrahedrally around the solvent molecules.
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Considering the induced dipoles by ions on the solvent molecules pointing towards
the ion propose a positive contribution to USR. To get an estimate of these interactions,
I have calculated the induce dipole-induce dipole potential for K+ ion using the ex-
perimental gas phase polarizabilities (taking the carbonyl atom as the induced dipole
center). I have estimated a value of 8.5 kcal/mol for induced dipole-induced dipole
interactions. For halide ions the estimated potential value is less than 1 kcal/mol.
Since the solvent molecules are tightly bound to the solvent molecules, this repulsive
term is much bigger compared to the anion-solvent configurations. With these con-
siderations I suggest that the decrease of the calculated solvation enthalpies both in
EC and PC can be explained by underestimating the repulsive induced dipole-induced
dipole interactions between the solvent molecules. If I shift the solvation enthalpies
with this value, I get the numbers which are closer to the experimental results.
The inclusion of induced polarization between the solvent molecules may alter
the local solvation structure which may result in better agreement with the ab initio
rdfs discussed above. As seen from Table. 5.3, the shift in the solvation enthalpies of
salts in PC, the entropies become more positive. The experimental data shows that
the solvation entropies in EC are closer to zero compared to PC. The difference is
highly likely due to the fact that EC is more ordered than PC which has an asym-
metric methyl group [56, 57]. When the ions are introduced to the liquid EC, the
solvent molecules are initially destructured and strongly ordered around the ion. The
resulting effects cancel each other. However, PC is disordered compared to EC, so the
inclusion of the ions leads to negative entropies. The inclusion of many-body polariza-
tion in my classical model may eliminate the discrepancies between the calculations
and experiments.
Collins et al. [148] has shown how cations and anions behave in water depend-
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ing on their water affinity. In the so-called volcano plot, kosmotrophe-kosmostrope
(strongly hyrdated) and chaotrophe-chaotrophe (weakly hydrated) ion pairs tend to
stay together in water, while kosmotrophe-chaotrophe pairs dissociate extensively.
Figure 5.5 shows the relationship between ∆Hsoln and change in the solvation en-
thalpies of K+ and halide ions as in Ref. [148]. KF is the least soluble ion pair in EC
and PC, while it is more soluble in water. KBr and KCl show the opposite behavior in
contrast to water. This suggests that cations are more solvated in EC and PC, whereas
anions are more hydrated in water. Despite these differences, the plot suggests that
specific ion behavior can occur in non-hydrogen bonding organic solvents as well as
in water, as discussed in Ref. 56.
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Figure 5.5: Relationship between the enthalpy of solution and the difference between the
single solvation enthalpies of K+ and halide ions (F−, Cl−, and Br−) for both EC (circles)
and PC (triangles). ∆Hsoln values are obtained from Refs. [56, 57]. ∆Hsoln for KF is
estimated from a thermodynamic cycle similar in Figure 5.4: ∆Hsoln = ∆Hsol v +∆Hlat t ,
where ∆Hlat t is the lattice enthalpy used from Ref. [58] and ∆Hsol v is my calculated
value.
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5.2.3 Cation and Anion Solvation
In this section I have investigated the dependence of ion solvation on the charge as
presented in Ref. [142]. That study of ion solvation in water analyzed the electrostatic
potential at the center of an ion with different charge values. The fluctuations of the
potential has also been presented as a function of charge q. In linear response theory
(equivalent to a Gaussian model), the slope of the potential vs. q curve is proportional
to the fluctuations. In addition the solvation free energy is roughly half of the energy
fluctuations divided by kT .
Fig. 5.6 (a) shows the relationship between mc and the charge of vdW particle.
This near-linear behavior implies a Gaussian statistics of φ. Fig. 5.6 (b) shows fc
as a function of q/e. The larger fluctuations in the positive charge range imply that
the structures with the carbonyl oxygen pointing towards the ion and rearranging
them has a large effect on φ. For negative charges, the hydrogen atoms are pointing
towards the ion and the strong repulsive forces between the oxygen atoms and the
ion prevent large fluctuations of φ. This indicates that positive ions are more stably
solvated compared to negative ions which is opposite for water; negative ions are
more stably solvated than cations. This interpretation fits in with the discussion in
Ref. [63] that halide ions are less solvated than the alkali metal ions in EC and PC.
To get a rough estimation to the surface potential at the liquid EC/PC interface, I
have calculated the electrostatic potential of both EC and PC from the cluster simula-
tions without any solute. The far-field part of the electrostatic potential at a chosen
arbitrary point near the center of mass of the cluster gives the surface potential [94].
The φsp value for EC is -0.8 kcal/mol-e and for PC is -3.9 kcal/mol-e (-13.8 kcal/mol-
e for SPC/E water model) which yield the net potential values as -4.2 kcal/mol-e and
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-5.8 kcal/mol-e for EC and PC, respectively (-4.3 kcal/mol-e for SPC/E water model).
In this study, I have considered the ion behavior in bulk simulations of EC and PC,
and the impact of the surface potential is eliminated. It is important to note that for
the simulations with the interfaces, the ion behavior is affected by the surface po-
tential at the interface. These results indicate that the net potential estimates for EC
and PC are not too small compared to water value, and they should be considered
for the simulations with interfaces. To conclude I have also analyzed the average
electrostatic potential at the center of an uncharged particle cavity as a function of
radius (in periodic boundaries). Figure 5.7 shows that carbonyl oxygens of solvent
molecules can penetrate the cavity and get closer to the ion with positive charge. Thus
the interaction between the cation and EC or PC are more favorable. A potential of
the opposite sign is observed in classical models of water (such as SPC/E), where the
water hydrogens point towards the cavity center somewhat.
5.3 Conclusion
My results indicate that classical force fields with fixed charge models do not predict
the ion-solvent interactions accurately. Although I have improved the local solvation
structure by using a fitted Buckingham model based on quantum mechanical calcula-
tions, the thermodynamic analysis still does not agree with the experiments. I believe
that non-polarizable force fields for bulk solvents include the polarization term ap-
proximately, but not all the terms can be described properly. The incorrect modeling
of the molecular polarizabilities is responsible for the observed discrepancy between
the calculated enthalpies and the experimental measurements. Considering a polar-
izable force field or computing with ab initio simulations may give more accurate
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Figure 5.6: a) Average electrostatic potential mc at the position of chloride size vdW
particle in EC and PC as a function of its charge. b) Fluctuation of the electrostatic
potential fc at the position of chloride size vdW particle in EC and PC as a function of
its charge. Small fluctuations for negative charged ions mean that anions are weakly
solvated compared to cations.
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Figure 5.7: Electrostatic potential at the center of a vdW particle cavity in EC and PC as
a function of the cavity radius. The dashed line shows the size of the particle (Cl− size)
dynamic and thermodynamic properties of these organic solvents. This current work
is an initial step for more accurate future studies to get physically realistic results.
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6Conclusion and Future Directions
This dissertation has discussed the solvation of ions in aqueous and non-aqueous
solvents. First, I started with a brief overview of molecular dynamics and continued
with the presentation of free energy calculation methods employed in this study and
the impact of the surface potential on ion free energies. In Chapter 4, I presented
the analysis of the thermodynamic driving forces for ion distributions near the water
liquid/vapor interface by partitioning the free energy expression into various physical
contributions. Those contributions include: cavity formation, dispersion interactions,
local electrostatics, and far-field electrostatics.
The analysis of ion-water system reveals significant differences between the large
chaotropic anion, I−, and the small kosmotropic cation, Na+. The relatively flat to-
tal potential of mean force (PMF) for the anion results from the near-cancellation of
several large-magnitude contributions. The cavity free energy produces a strong at-
traction to the interface that is partially cancelled by the loss of van der Waals (vdW)
contacts (decrease in dispersion energy). The loss of local contacts for the chaotrope
produces a large free energy penalty in the local electrostatic term. The cavity at-
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traction largely cancels the local electrostatic repulsion, however, indicating that I−
possesses significant hydrophobic character. The far-field electrostatic contribution
yields an attraction to the surface that is largely due to the surface potential at the
water liquid/vapor interface in the classical model.
The small cation, on the other hand, is repelled from the interface mainly by the
far-field electrostatic term. That repulsion is due both to standard dielectric effects at
the interface and to the surface potential effects. The local electrostatic contribution
surprisingly attracts the ion to the interface. In the absence of the far-field surface po-
tential contribution that separates cations and anions at the surface, the small cation
would preferred to sit at the interface relative to the large anion, in disagreement
with experiment [30]. These results suggest that the water surface potential in the
classical model has a physical consequence on ion distributions at the interface. By
examining free energy shifts for the ions in bulk water vs. those calculated at the
center of the slab, I found that the pure water liquid/vapor surface potential can be
accurately described in the free energy calculations, and is of mean-field form.
While the separate local and far-field electrostatic contributions to the PMFs in
the classical model provide insights into the breakdown of the total PMFs, my results
suggest, in agreement with previous models [112], that there is a partial cancellation
of the local potential and water surface potential effects that is important in ion hy-
dration. For the present classical models, that cancellation results in a net negative
potential at the vdW particle center, with a positive shift moving towards the inter-
face. These results imply a net influence of the water surface potential in separating
ions at the interface (in the classical model). In agreement with the full calculations,
the inclusion of simple Gaussian fluctuations also indicates that the origin of the ob-
served total electrostatic penalty for moving ions to the surface arises from relatively
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local effects, since the far-field electrostatic fluctuations are nearly constant through
the slab.
The vast majority of theoretical computations has investigated the ion solvation
in aqueous media whereas few studies were conducted on ions in non-aqueous en-
vironments. The full understanding of the electrolyte interactions in electrochemical
energy storage systems such as lithium-ion batteries and supercapacitors is crucial
due to their effects on the device performance.
I have investigated the solvation of potassium salts in bulk liquid ethylene car-
bonate (EC) and propylene carbonate (PC) by comparing the calculated free energies
and enthalpies to the experimental values. Modeling accurate interatomic and in-
termolecular interactions is a key step for getting satisfactory results with computer
simulations. Most force fields developed for organics solvents work quite well for pure
bulk simulations. However, inclusion of ions into the solution affects the electrostatic
and dispersion interactions drastically. Since the electrolyte solutions are composed of
free ions and the solvents, modeling the ion-solvent interactions became a necessity. I
have fitted the ion-solvent repulsion-dispersion parameters for a modified exp-6 Buck-
ingham potential, which is used in the simulations of EC and PC previously and shows
smoother repulsion in short distances. Using a modified Buckingham vdW potential
improved the free energy results in contrast to the calculations using a Lennard-Jones
potential. However, the solvation enthalpies were not in agreement with the exper-
iments. I propose that these seemingly contradictory results can be rationalized by
noting that fixed-charge models underestimate the induced dipole-induced dipole in-
teractions between the solvent molecules which is repulsive and contributes to the
solvent reorganization energy in the enthalpy calculations. Since the fitting process
does not consider the polarization term properly, it is possible that this model over-
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estimates the electrostatic interactions between the ion and solvent molecules. This
suggests a possible further study employing a polarizable force field or doing ab initio
simulations to observe the net effect of the polarization on ion-solvent interactions.
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