Abstract. We develop a symmetric analog of brace algebras and discuss the relation of such algebras to L ∞ -algebras. We then explain how these symmetric brace algebras may be used to examine the L ∞ -algebras that result from a particular gauge theory for massless particles of high spin.
Introduction
The interplay between homological algebra and mathematical physics provides a vast arena for research in both subjects. In algebra, the construction of multilinear operations, called braces, on the Hochschild complex of an associative algebra leads to the definition of a brace algebra on a graded vector space ( [8, 6, 5] ) and to subsequent applications in topological field theory ( [9] ). In this note, we develop the idea of a symmetric brace algebra in which the brace operations will possess the property of graded symmetry.
The development of this concept is motivated by the following problem in mathematical physics. In [1] , Berends, Burgers and van Dam discovered algebraic relations that described interactions between massless particles of high spin. These relations involved both the algebraic structure on the space of gauge parameters (usually Lie or close to it) as well as the action of the parameters on the space of fields.
In [3] it was shown that these algebraic relations may be reformulated as giving the graded vector space of gauge parameters together with the fields the structure of an L ∞ -algebra. In this note, we show that this L ∞ -structure may be conveniently analyzed using the language of symmetric brace algebras. This places the problem into a more general algebraic context which may perhaps be applicable to other similar problems as well.
Let us close this introduction with a few more general observations. (Nonsymmetric) brace algebras offer a deep understanding of the Hochschild cohomology complex of an associative algebra and illuminate the nature of the Gerstenhaber algebra structure on the Hochschild cohomology. They also serve in a particular solution to the Deligne conjecture ( [5] ). In the same manner, our symmetric brace algebras are intimately tied to the Chevalley-Eilenberg complex of a Lie algebra.
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Each (nonsymmetric) brace algebra defines a symmetric one by an obvious symmetrization, but not every symmetric algebra is the symmetrization of a nonsymmetric one. In this sense, nonsymmetric braces are more special than symmetric ones. While symmetric braces can be expected to exist on the operadic cohomology complex of any algebra over a Koszul quadratic operad, nonsymmetric braces exist only for algebras over non-Σ operads, compare also the remarks in [11, II.3.9] .
We recall, in Section 1, the definition of brace algebras and develop our concept of symmetric brace algebras. We discuss the relation of such algebras to A ∞ and to L ∞ -algebras. Several general properties of symmetric brace algebras are also given here. In Section 2, we review the algebraic background of the physics problem as formulated in [1, 3] . We place this problem into the context of symmetric brace algebras and identify several relations in this algebra that yield the same L ∞ -structure that is found in [3] .
Symmetric Brace Algebras
We begin by introducing the following necessary technical notions [10, page 2148] . For graded indeterminates x 1 , . . . , x n and a permutation σ ∈ Σ n define the Koszul sign ǫ = ǫ(σ; x 1 , . . . , x n ) by
which has to be satisfied in the free graded commutative algebra ∧(x 1 , . . . , x n ). We will need also the antisymmetric Koszul sign
Let us recall the definition of a (non-symmetric) brace algebra as given in [5] . Definition 1. A brace algebra is a graded vector space U together with a collection of degree 0 multilinear braces x, x 1 , . . . , x n −→ x{x 1 , . . . , x n } that satisfy the identities x{ } = x and x{x 1 , ..., x m }{y 1 , ..., y n } = ǫ · x{y 1 , ..., y i 1 , x 1 {y i 1 +1 , ..., y j 1 }, y j 1 +1 , ..., y im , x m {y im+1 , ..., y jm }, y jm+1 , ..., y n }, where the sum is taken over all sequences 0 ≤ i 1 ≤ j 1 ≤ · · · ≤ i m ≤ j m ≤ n and where ǫ is the Koszul sign of the permutation (x 1 , ..., x m , y 1 , ..., y n ) → (y 1 , ..., y i 1 , x 1 , y i 1 +1 , ..., y j 1 , y j 1 +1 , ..., y im , x m , y im+1 , ..., y jm , y jm+1 , ..., y n ) of elements of U.
In [5] , two gradings of the underlying vector space, deg(x) and |x|, related by |x| = deg(x) − 1, were used. The brace x{x 1 , . . . , x n } there was of degree −n with respect to the deg(−)-grading and of degree 0 with respect to the |−|-grading. When we refer to [5] , we always consider the underlying vector space graded with the |−|-grading. Then all braces will be degree zero maps, as assumed in the above definition. We now consider a symmetric version of the brace algebra.
Definition 2. A symmetric brace algebra is a graded vector space B together with a collection of degree 0 multilinear braces x x 1 , . . . , x n that are graded symmetric in x 1 , . . . , x n and satisfy the identities
where the sum is taken over all unshuffle sequences Remark 4. Jean-Michel Oudom observed that higher brackets x x 1 , . . . , x n of an arbitrary symmetric brace algebra are, for n ≥ 2, determined by the 'pre-Lie part' x • y = x y , introduced in Exercise 3. For instance, axiom (1) implies that x x 1 , x 2 can be expressed as
The same axiom applied on x x 1 , . . . , x n−1 x n can then be clearly interpreted as an inductive rule defining x x 1 , . . . , x n in terms of x x 1 , . . . , x k , with k < n.
Oudom also conjectured that an arbitrary pre-Lie algebra determines in this way a symmetric brace algebra, which would mean that the category of symmetric brace algebras is isomorphic to the category of pre-Lie algebras. Let us observe that the proof of this conjecture is not obvious. First, axiom (1) interpreted as an inductive rule is 'overdetermined.' For example, x x 1 , x 2 , x 3 can be expressed both from (1) applied to x x 1 , x 2 x 3 and also from (1) applied to x x 1 x 2 , x 3 , and it is not obvious whether the results would be the same. Second, even if the braces are well-defined, it is not clear whether they satisfy the axioms of brace algebras, including the graded symmetry. According to J.-M. Oudom, the conjecture would follow from [7] .
Example 5. Just as there is a (nonsymmetric) brace algebra structure on the graded vector space k≥1 Hom(V ⊗k , V ) (see [5] ), the basic example of a symmetric brace algebra is provided by the space of antisymmetric (another terminology: alternating) maps,
as . More precisely, let B(V ) = B * (V ) be the graded vector space with components
where
as p denotes the space of k-multilinear maps of degree p that are antisymmetric (or alternating) in the sense that
as p+q 1 +···+qn , where r := a 1 + · · · + a n + k − n, by
with the summation taken over all unshuffles
of elements of V , where χ is the antisymmetric Koszul sign of the permutation
Exercise 6. Just as an A ∞ -structure on V may be described by the brace algebra relation µ{µ} = 0, with
, an L ∞ -algebra structure on V can be described by the symmetric brace algebra relation l l = 0; here
Strictly speaking, elements µ and l belong to the completions k≥1 Hom(V ⊗k , V ) k−2 and k≥1 Hom(V ⊗k , V ) as k−2 of the underlying graded vector spaces, but it is immediately clear that the above statements make sense also in this more general setup.
Exercise 7. As a very particular case of Exercise 6, each Lie algebra structure on V determines an element l = l 2 ∈ Hom(V ⊗2 , V ) as 0 ⊂ B −1 (V ) such that l l = 0. Prove that then the formulas
|f | f l and {f, g} := l f, g define on B(V ) a differential graded Lie algebra, with a degree −1 bracket {−, −} and degree −1 differential ∂. Verify also the formula
which shows that that the bracket {−, −} is actually cohomologous to zero, with the chain homotopy given by f • g.
It is easy to see that, in the situation of Exercise 7, the bigraded complex , whose definition does not involve l, is the intrinsic bracket considered, for example, in [12] . The second bracket {−, −} should be considered as an analog of the ⌣ -product on Hochschild cochain complex of an associative algebra, see [5] . The above calculation shows that this bracket is homologically trivial, therefore one could not expect the ChevalleyEilenberg cohomology of Lie algebras to have a similar rich structure as the Hochschild cohomology of associative algebras.
The relationship between brace algebras and symmetric brace algebras may be summarized by the following theorems. Theorem 8. Let −{−, · · · , −} be a (non-symmetric) brace algebra structure on a graded vector space U. Then f g 1 , . . . , g n := σ∈Σn ǫ · f {g σ(1) , . . . , g σ(n) }, where ǫ denotes the Koszul sign of the permutation
gives U the structure of a symmetric brace algebra. Now let as(f ) denote the anti-symmetrization
Theorem 9. The symmetrization of the (non-symmetric) braces on k≥1 Hom(V ⊗k , V ) constructed in [5] coincides with the symmetric braces (2) . By this we mean that, for each f, g 1 , . . . , g n ∈ Hom(V ⊗ * , V ),
where ǫ is the Koszul sign of the permutation
The proofs of these theorems will appear in [2] . Theorems 8 and 9 can be combined into:
Corollary 10. Let us consider the space k≥1 Hom(V ⊗k , V ) with the symmetric brace algebra structure given by the symmetrization of the (non-symmetric) brace algebra of [5] .
Consider also the space of anti-symmetric maps k≥1 Hom(V ⊗k , V ) as , with the symmetric braces (2) . Then the anti-symmetrization as :
as defined in (3) is a homomorphism of symmetric brace algebras.
As a corollary to Theorem 9, we obtain Theorem 3.1 of [10] :
Corollary 11. The anti-symmetrization l := as(µ) of an A ∞ -structure µ yields an L ∞ -structure.
Proof. The proof immediately follows from as(µ{µ}) = as(µ) as(µ) = l l . V k → V −k of the underlying graded vector space V . In this paper, we use the first convention.
As we saw in the second half of this section, symmetric brace algebras may be interpreted as a tool formalizing compositions of anti-symmetric maps. In the following section, we try to convince the reader that this formalization can be used for concrete calculations.
The L ∞ -structure of a Gauge Algebra
In developing a scheme for analyzing Lagrangians for interactions of massless particles of high spin, Berends, Burgers, and van Dam [1] describe a framework to analyze the algebraic action of the field dependent gauge parameters on the space of fields. In classical situations, this action is usually that of the Lie algebra of vector fields acting on the Lie module of fields. However, the Lie algebra structure on the space of gauge parameters is lost in this case because of the field dependency of the parameters.
The algebraic data described by Berends, Burgers, and van Dam was recast in [3] and shown to lead to an L ∞ -algebra structure on the space of parameters together with the space of fields. We summarize this situation in the following fashion. Let Ξ denote the (nongraded) vector space of gauge parameters and Φ denote the (nongraded) vector space of fields. The "action" is given by a gauge transformation which is phrased as a linear map δ : Ξ → Hom(S * (Φ), Φ) where S * (Φ) is the cofree nilpotent cocommutative coassociative coalgebra cogenerated by Φ, which in fact coincides with the linear dual of the algebra of polynomial functions on Φ, see [11, Example II.3 .79]. Let us remark that S * (Φ) was, in [3] , denoted c ∧ * Φ. This notation was formally correct, but we think it could be easily mistaken for the exterior (Grassmann) coalgebra cogenerated by Φ. The map δ is then extended to a mapδ : Another ingredient in this picture is the assumed existence of a map C : Ξ ⊗ Ξ → Hom(S * (Φ), Ξ) that satisfies the (BBvD) hypothesis
for all ξ, η ∈ Ξ. After this map is extended to a mapĈ :
a bracket that satisfies the Jacobi identity may be imposed on the space Hom(S * (Φ), Ξ) via In the remainder of this note, we show how this L ∞ -structure may be explained in terms of the symmetric brace algebra B * (L) on Hom(L ⊗ * , L) as constructed in Example 5. Specifically, we will use the symmetric brace algebra structure to construct a bracket on Hom(L ⊗ * , L)
as so that the existence of an L ∞ -structure on L will be equivalent to this bracket satisfying the Jacobi identity on the subspace Hom(Φ ⊗ * , Ξ) as .
Let us fix two maps, ∇ and Υ in Hom(L ⊗ * , L) as . We require that (i) the map ∇ have values in Φ and be the zero map when the number of inputs from the space Ξ is not equal to 1. Similarly, we require that (ii) the map Υ take values in Ξ and be the zero map when the number of inputs from Ξ is not equal to 2.
An important example of maps with the above properties is provided by the maps δ and C, via the exponential correspondence
and
where ∧ denotes the antisymmetric (exterior) product.
It follows immediately from (i) and (ii) above that ∇,
A pictorial definition of this bracket is given in Figure 1 . We have Proof. When we iterate the bracket, we obtain the expression
plus the corresponding terms with α, β, γ cyclicly permuted. There are two situations to consider.
We first examine the terms that have α outside of the braces. Two such terms that contain two ∇'s are exhibited explicitly above while two more may be found in the cyclic permutations of the above expression. We let
We apply the second relation in the definition of symmetric brace algebra twice to the third and fourth terms of A to obtain
After adding these to the first two terms of A, we have
Consider the symmetric algebra relation
in which the first and the last summands are equal to zero because in each, the map ∇ has more than one input from Ξ. Consequently,
∇ ∇ β, γ = ∇ ∇ β , γ − ∇ ∇ γ , β , therefore A = α ∇ ∇ β, γ .
Equation (7) is illustrated in Figure 2 . The remaining term with α outside of the braces, α ∇ Υ β, γ , may be replaced by α ∇ Υ β, γ because by using the symmetric brace relation, we have α ∇ Υ β, γ = α ∇ Υ β, γ + α ∇ Υ β , γ − α ∇ Υ γ , β + α ∇ Υ, β, γ in which the last three terms are equal to zero, because in each, the map ∇ has more than one input from Ξ. When we add this term to A, we have (8) α ∇ ∇ β, γ + α ∇ Υ β, γ together with the similar terms arising from the cyclic permutations of α, β, and γ.
To account for the remaining terms, we use arguments similar to those above to rewrite them as (9) −Υ ∇ α, β, γ − Υ Υ α, β, γ .
Finally, we see that the Jacobi expression is equal to zero if both (8) and (9) are equal to zero, for all α, β and γ. It is not difficult to see that this happens if and only if (5) and (6) are satisfied (there are "enough test functions").
We note that equation (5) now plays the role of the (BBvD) hypothesis mentioned above. The following corollary is basically Theorem 2 of [3] . Corollary 14. If the bracket (4) satisfies the Jacobi identity, then the map l = ∇ + Υ is an L ∞ -structure for L.
Proof. As we know from Exercise 6, we must prove that l l = 0. But this easily follows from l l = (∇ + Υ) ∇ + Υ = (∇ ∇ + ∇ Υ ) + (Υ ∇ + Υ Υ ) and equations (5) and (6) .
