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ABSTRACT: 
The calibration methods most used in fringe projection profilometry are based on models of least 
squares adjustment and stereo vision techniques. However, the geometric distortions of the projector 
and camera lenses introduce imprecision in certain regions of the 3D reconstruction. In this paper, we 
perform a comparative study between the second order polynomial adjustment method and the stereo 
calibration method applying lens distortion compensation. The experimental results show that in the 
stereo calibration the incidence of the distortions in the 3D reconstruction is significant. In contrast, 
in the proposed polynomial calibration, reconstruction errors are associated with the calibrated 
volume, typically low within the calibration volume.  
Key words: Fringe projection, stereo-vision, lens geometric distortions, polynomial calibration.  
RESUMEN: 
Los métodos de calibración más usados en perfilometría por proyección de franjas están basados en 
modelos de ajustes por mínimos cuadrados y técnicas de visión estéreo. Sin embargo, las distorsiones 
geométricas de los lentes del proyector y de la cámara introducen imprecisión en ciertas regiones de 
la reconstrucción 3D.  En este trabajo realizamos un estudio comparativo entre el método de ajuste 
polinomial de segundo orden y el método de calibración estéreo aplicando compensación de 
distorsiones. Los resultados experimentales muestran que en la calibración estéreo la incidencia de 
las distorsiones en la reconstrucción 3D es significativa. En cambio, en la calibración polinomial 
propuesta, los errores de reconstrucción están asociados al volumen calibrado. 
Palabras clave: Proyección de franjas, visión estéreo, distorsiones geométricas, calibración 
polinomial. 
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1. Introduction 
Three-dimensional (3D) scanning techniques based on fringe pattern projection and imaging have been 
extensively developed to meet the demands of many applications including, industrial inspection, 
computer-aided design, manufacturing, medical diagnosis, etc., [1]-[4]. The main advantages of these 
techniques include their non-contact nature, dense measurement, high speed, high automation degree and 
high accuracy [5], [6]. Fringe projection profilometry (FPP) consists in projecting a sinusoidal pattern onto 
an object to measure its shape and obtain a 3D digital model. The process is based on phase retrieval 
techniques from the projected patterns and a mapping from the recovered phase to the physical 
measurement values. This unit conversion, or phase-to-height mapping, depends on the geometric 
parameters of the FPP system (rotation angles and translation vectors between the projection and capture 
devices). The calibration of the FPP system is a crucial step for achieving accurate measurements. Many 
calibration methods have been proposed, however they can be broadly classified in two categories: phase-
to-height mapping methods [7]-[10] or stereo-vision methods [2], [11], [12]. In the first category, the 
relations between phase and the height of the object have to be identified and constructed either by a model-
based approach or a polynomial fit [6], [13]. These techniques often work by displacing a plane, 
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the	 same	object	 under	 the	 different	 calibration	 approaches.	 In	 the	 following	 sections	we	describe	 each	
calibration	method	with	the	calibration	results	on	our	experimental	setup.	Then	we	compare	both	methods	
by	 carrying	 out	 the	 3D	 reconstruction	 of	 a	 flat	 board	 from	 different	 orientations.	 Also,	 two	 validation	















3. Stereo Calibration 
In	this	work,	we	use	two	stereo	calibration	methods	based	on	a	linear	projection	model	(LPM)	proposed	by	
Zhang	and	Huang	[11],	and	the	same	method	with	the	 lens	distortion	model	added	(LDM).	The	camera-
projector	 is	considered	as	a	binocular	 framework	and	by	searching	 for	homologous	 image	points	 in	 the	
camera	 and	 projector.	 The	 3D	 coordinates	 of	 the	 measured	 points	 can	 be	 reconstructed	 once	 system	
parameters	have	been	determined.	To	compute	the	system	parameters	and	search	corresponding	points,	
horizontal	 and	 vertical	 fringes	 are	 projected	 onto	 a	 calibration	 plane	 placed	 in	 different	 positions	 and	
orientations.	In	our	case,	we	used	15	different	positions.	This	plane	is	a	checkerboard	target	with	two	colors,	
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(Fig.	 2(b))	 and	 horizontal	 fringe	 images	 (Fig.	 2(d)),	 we	 extract	 the	 discontinuous	 phases	 by	 Fourier	
transform	profilometry	[7].	Afterward,	we	apply	a	phase	unwrapping	algorithm	using	a	centerline	image	




and	the	captured	image	plane	( , ).	Considering	a	point	( , , )	 in	the	checkerboard	coordinate	




where	 	 and	 	 are	 scaling	 factors;	 	 	 	 and	 	 are	 intrinsic	parameters	of	 the	 camera	and	 the	
projector	pinhole	model;	 	y	 	are	transformation	matrices	from	the	coordinate	system	of	
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where	u c,	v c,	and	u p	are	known.	Therefore,	the	world	coordinates	(xw,	yw,	zw)	of	a	point	can	be	uniquely	
solved	for	the	image	point	(u c,	v c).	
3.c.	Stereo	Calibration	Results 
























w , yw , zw ,uc( ) = 0,
f2 x
w , yw ,zw ,vc( ) = 0,
f3 x





[w R| w t]
1 0 0 0
0 1 0 0











0.9162 -0.0159 0.4004 -186.726
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0.9644 -0.0106 0.4266 -181.059
0.0092 0.9999 0.0052 -117.518
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in	more	 than	65%.	 In	general,	 the	10	planes	are	 reconstructed	with	a	 similar	precision	with	 respect	 to	
different	 positions	 and	 orientations.	 However,	 for	 this	 calibration	 the	 correction	 of	 the	 distortions	 is	
ultimately	necessary.	
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Plane	 No	 Yes	 No	 Yes	
1	 0.7090	 0.2275	 0.1377	 0.1389	
2	 0.7167	 0.2293	 0.0835	 0.0815	
3	 0.7648	 0.2089	 0.1740	 0.1600	
4	 0.7571	 0.1578	 0.1010	 0.0866	
5	 0.6459	 0.1651	 0.1363	 0.1315	
6	 0.5760	 0.1574	 0.3159	 0.3137	
7	 0.5745	 0.1281	 0.1207	 0.1180	
8	 0.5028	 0.1561	 0.0997	 0.0927	
9	 0.6965	 0.1720	 0.4488	 0.4834	





Plane	 No	 Yes	 Incidence	(%)	
1	 0.0468	 0.0423	 58.73	
2	 0.0504	 0.0463	 59.07	
3	 0.0612	 0.0588	 64.43	
4	 0.0586	 0.0588	 63.72	
5	 0.0686	 0.0588	 48.00	
6	 0.0563	 0.0565	 3.55	
7*	 -	 -	 0.00	
8*	 -	 -	 0.00	
9*	 -	 -	 0.00	
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displacement	 with	 standard	 deviation	 of	 0.097±0.012mm,	 while	 for	 the	 stereo	 calibration	 an	 average	
displacement	of	0.094±0.007mm	was	found,	these	measurements	correspond	to	relative	errors	of	2.6%	and	
6%,	respectively.s	
In	 the	 second	 validation	 experiment,	 we	 used	 an	 aluminum	 object	 shown	 in	 Fig.	 6a.	 The	 object	 was	
machined	 by	 a	 CNC	 (Computer	 Numerical	 Control)	 milling	machine	 with	 a	 tolerance	 of	 0.001mm.	We	
painted	 the	 object	 surface	 in	 white	 for	 improving	 the	 measurement	 conditions.	 Using	 the	 polynomial	
technique,	we	reconstructed	the	object	obtaining	the	depth	map	shown	in	Fig.	6b.	This	figure	shows	the	
presence	of	three	surface	steps	(R0,	R1,	and	R2),	where	the	reference	distances	between	the	steps	R0-R1	














projector.	 In	 contrast,	 the	 compensation	 of	 geometric	 distortions	 has	 a	minor	 effect	 on	 the	 polynomial	
calibration.	Nevertheless,	we	showed	that	if	the	object	is	placed	within	the	calibration	volume	compensating	
the	distortions	does	decrease	the	reconstruction	error.		
The	polynomial	 calibration	 offers	 greater	 precision	 in	 reconstruction	 than	 the	 stereo	 calibration	 at	 the	
expense	of	a	much	more	elaborate	procedure.	Its	implementation	requires	a	precise	displacement	system,	
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