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研究成果の概要（和文）：本研究では、まず、データやそれを扱う人間に含まれる不確実性を定
式化した。次に、定式化した不確実性をデータ処理技法の基礎となる最適化問題に取り入れる
ことにより、データ処理のモデルを構成した。その上で、構成したモデルに基づいて、特に不
確実データに対する、クラスタ解析アルゴリズムを中心とするデータ解析のためのツールの高
度化を行った。 
 
研究成果の概要（英文）：We first formulated uncertainties included in data or human. Next, 
we constructed data process models by introducing the formulated uncertainties into 
optimization problems which are based on data processing through human inference. Third, 
we developed tools of data analysis, in particular, clustering algorithms for uncertain 
data. 
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１．研究開始当初の背景 
データ解析、その中でも特に、クラスタ解
析またはクラスタリング（与えられたデータ
をいくつかのグループに分類する手法の一
つ）に関する研究は、古くから多くの研究者
の学問上の興味の対象となってきただけで
なく、パターン認識を中心とした分野への応
用が期待されてきた。そして現在では、それ
らの分野のみならず、クラスタ解析を利用し
た yippy (http://search.yippy.com/) 等の
データ検索エンジン、医療現場におけるポジ
トロン CT による医療診断への応用など、当
初想定されていたよりもはるかに広い分野
において利用されている（例えば文献[1]）。
しかし、かつてとは比較にならないほど多様
化した価値観の中で、膨大な量のデ－タを処
理しなければならない状況に置かれている
にも関わらず、クラスタ解析に関する研究は、
以前ほどの盛隆を見せていない。一つには、
新しいクラスタ解析アルゴリズムを開発せ
ずとも、現状で十分であるという理由もあろ
うし、また一つには、ある程度のアイディア
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は出尽くし、新しいアルゴリズムを構築する
ことに困難が伴っているという理由もあろ
う。しかし、現在我々が手にしているアルゴ
リズムでは、現在の複雑かつ大規模なデータ
の処理には限界があり、また、多くの人間の
主観や、リスク・チャンス発見といった、さ
まざまな様相を持つ概念に対応することに
も無理がある。特に、不確実性を持つような
情報・データに関しては、これまでのクラス
タ解析アルゴリズム（だけではなく、古典的
な学問体系自体もそうであるが）では、実用
的で適切な処理をすることはできないと本
申請者は考えている。 
不確実性に関する研究も古くから議論さ
れてきたが、急速に脚光を浴びるようになっ
てきたのはここ数年のことである。不確実性
にはさまざまなフェーズがあるが、古典的な
方法論だけではなかなか説明のつかない、人
間に原因があるような確定的でない事象に
対して、それらを解析・処理する、何らかの
新しい方法論の開発が望まれており、これも
また、多くの研究者の興味を引くところとな
っている。ファジィ・ニューロといったソフ
トコンピューティングに関する諸技法も、も
ともとはそれらの解析・処理を対象として生
まれてきたといえる。これら人間の持つ知識
を効果的に利用することにより、不確実性へ
の効率的なアプローチが可能になるであろ
う。そして、人間の持つ知識を抽出・定式化
することによって得られたデータベース（知
識ベースと呼ぶ）と、データ処理技法の基本
である最適化手法を、ファジィ推論に代表さ
れる柔軟な推論則を用いることにより融合
させた、知識－推論－最適化によってデータ
処理のモデルを構成し、構成されたモデルに
基づいてアルゴリズムを組めば、特に不確実
性を伴うデータ（不確実データ）に対して、
これまでよりも柔軟な解析が可能になる（高
度化）と思われる。 
 
２．研究の目的 
 そこで、本研究課題では、まず、データや
それを扱う人間に含まれる不確実性をモデ
ル化し、人間の持つ知識を抽出・定式化する
ことによって知識ベースを構築する。次に、
ファジィ推論に代表される人間の持つ柔軟
な判断を定式化した推論則を取り入れるこ
とにより、知識ベースをデータ処理技法の基
礎となる最適化問題に融合させた、知識－推
論－最適化によるデータ処理のモデルを構
成する。その上で、構成したモデルに基づい
て、特に不確実データに対する、クラスタ解
析アルゴリズムを中心とするデータ解析の
ためのツールの高度化を行う。 
 まず、不確実性の概念を検討し直し、現実
に即した不確実性のモデルを構築する。次に、
検討した不確実性のモデルをもとに、アンケ
ート・文献調査等を通じて、不確実性に対し
て人間が持っている知識を抽出し、さまざま
なフェーズ毎に分類する。そして、それを知
識ベースとしてデータベース化する。さらに、
知識ベースと最適化手法を組み合わせるた
めの推論則について、ファジィ推論をはじめ
として検討する。その上で、推論則を用いて
さまざまな最適化手法と知識ベースを組み
合わせ、知識ベースと融合させるにはどのよ
うな推論則及び最適化手法が適しているか、
また、どのように組み合わせるかを検討する。
以上の検討をもとに、推論則を橋渡しとした
知識ベースと最適化手法の融合を図り、それ
によるデータ解析手法、特にクラスタ解析ア
ルゴリズムの高度化を行う。また、実際のデ
ータを用いて、構築したアルゴリズムの検証
を行う。 
 
３．研究の方法 
以下に挙げる各研究内容について、番号順
に実施した。 
 
(1) 本研究課題全体の詳細計画を確認した上
で、協力を仰ぐ専門家、研究補助者への
連絡を行い、本年度全体の計画が速やか
に行われるための体制を確立した。 
(2) 不確実性のモデルを検討しなおした。不
確実性のモデルにはさまざまな考え方が
あるが、それらがすべて現実に即したモ
デルとは言えない。そこで、関連分野の
専門家の指導を受け、現実に即したモデ
ルを検討した。 
(3) データ解析において人間が利用する知識
に関する調査を行った。 
(4) データ解析に適切な最適化手法の検討を
行った。最適化手法には多くの方法が存
在し、これまで非階層的クラスタ解析の
ベースとなってきた数理計画法にとどま
らない。そこで、利用可能な最適化手法
に関する文献調査を行い、どの最適化手
法が不確実データを柔軟に扱えるかにつ
いて、数値計算を通じて検討した。 
(5) 検討したさまざまな最適化手法と知識ベ
ースを組み合わせ、知識ベースと融合さ
せるにはどのような最適化手法が適して
いるかを検討した。また、これらの手法
と知識ベースとをどのように組み合わせ
るかについて議論した。 
(6) 以上の考察をもとに、知識－推論－最適
化による不確実データに対するデータ解
析手法、特にクラスタ解析アルゴリズム
の開発を行った。特に、これまで提案さ
れてきたクラスタ解析アルゴリズムを援
用することによって構成できるかの検討
を行った上で、全く新たなアルゴリズム
を構成した。 
(7) 実際のデータを用いて、構築したアルゴ
  
リズムの検証を行った。 
 
４．研究成果 
本研究における成果は以下の通りである。 
(1) データの不確実性の新たなモデル化を提
案した。特に、ペナルティベクトル 2 次
正則化という概念は、これまで提案され
てきた許容範囲という概念より柔軟に扱
うことができ、ペナルティベクトル 2 次
正則化をクラスタリングの基本となる目
的関数に組み込むことによって、許容範
囲より容易に、データの持つ不確実性を
最適化の枠組みで理論展開することが可
能になる。 
(2) それらのモデル化を階層的クラスタリン
グ、回帰分析等に導入し、新たなクラス
タリングを構築した。また、ノンメトリ
ックモデルに着目し、エントロピー正則
化の観点から発展性の高いアルゴリズム
を提案した。 
(3) 得られた成果を国内外の研究会・国際会
議、ジャーナルへの投稿を通じて発表し
た。 
 最終的に本研究で開発したモデルの主要
なツールは、ペナルティベクトル 2 次正則化
という概念であり、この概念に基づいて新た
に構築したアルゴリズムは、ファジィ c-平均
法、階層的クラスタリング、回帰分析である。
また、ノンメトリックモデルに関する新たな
可能性を開いた。これらの新概念は、その有
効性のみならず、数学的興味から、これまで
の不確実性の扱いを大きく変えるものとし
て期待されるであろう。 
ただし、不確実データに対するクラスタ解
析アルゴリズムの高度化という大枠として
はその目的を達成したが、本研究の目的の 1
つである、推論則に基づくアルゴリズムの構
築という観点からは必ずしも十分であった
とは言いがたい。この点は今後の課題といえ
る。また、現在、ラフ集合に基づく不確実性
を扱うクラスタ解析アルゴリズムの開発を
行なっている。ラフ集合はブール集合より柔
軟であり、ファジィ集合ほど過情報ではない
ため、不確実性を扱うツールとして過不足な
いといえる。このラフ集合に基づくデータ解
析アルゴリズムの発展が大きく期待される。 
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