more precise measurements should yield a larger rather than a smaller speed ratio.
I. INTRODUCTION
Simple objects can be described by the ideal shape primitives, such as cubes, cones and cylinders. But most of the natural objects are so complex and erratic that they cannot be described in terms of simple primitives. On the other hand, the concept of self-similarity seems to play an important role in the description of nature. The complex and erratic shape description in terms of self-similarity was introduced by Mandelbrot [l] , who proposed the fractal geometry of nature.
The concept of fractal dimension (FD) can be useful in the measurement, analysis, and classification of shape and texture. Pentland [2], [3] noticed that the fractal model of imaged three-dimensional (3-D) surfaces can be used to obtain shape information and to distinguish between smooth and rough textured regions. Rigaut [4] used the concept for image segmentation. Some of the other applications involve sedimentology and particle morphology [ 5 ] , [6] , image data compression [7] , [8] and computer graphics [9] . Several approaches exist to estimate the FD in image. For example, Peleg [lo] used the €-blanket method, which is a 2-D generalization of the original approach suggested by Mandelbrot [ 11. Pentland [2] considered the image intensity surface as fractal Brownian function (fBf) and estimated F D from Fourier power spectrum of fBf. Gangepain and Roques-Carmes [ l l ] , as well as Keller et al. [12] , used variations of box-counting approach to estimate FD.
It is useful to compare the approaches and suggest, if possible, an improved one that is computationally attractive and gives accurate results. Our correspondence is motivated to this end. The basics of FD and different approaches of its estimation are revised in Section 11. In Section 111 a differential box-counting approach is proposed. The modified approach is compared with the other approaches in terms of computer complexity and accuracy.
BASIC DEFINITION AND ESTIMATION APPROACHES
A set is called a fractal set if its Hausdorff-Besicovitch dimension is strictly greater than its topological dimension. Mandelbrot [ l ] coined the term fractal from the Latin word fractus, which means irregular segments.
Mandelbrot first described an approach to calculate F D while estimating length of coastline. Consider all points with distances to the coastline of no more than E . These points form a strip of width 2~, and the suggested length L(E) of the coastline is the area of the strip divided by 2~. As e decreases L(c) increases. Mandelbrot studied that for many coastlines the following formula holds well:
where F and D are constants for a specific coastline. He called D the fractal dimension (FD) of the line. D can be derived from least square linear fit of a log-log plot of L(E) and E . If m is the slope of the fitted line, then the FD of curve (coastline) will be 1 -m. Note that m is always negative.
Peleg et al.
[lo] adopted Mandelbrot's idea and extended it to surface area calculation. In this extension, the image can be viewed 0018-9472/94$04.00 0 1994 IEEE as a hilly terrain surface whose height from the normal ground is proportional to the image gray value. Then all points at distance E from the surface on both sides create a blanket of thickness 2~. The estimated surface area is the volume of the blanket divided by 2~. For different E, the blanket area can be iteratively estimated as follows: The covering blanket is defined by its upper surface, u, and the lower surface b,. Initially, given the gray level function g ( i , j), u,(i, j ) = bo(i,j) = g(i, j ) . For E = 1, 2 , 3, . . , blanket surfaces are defined as follows:
where d ( i , j, m, n) is the distance between pixels ( i , j and m, n).
The volume of the blanket is given by while the surface area is measured as
L
The area of fractal surface behaves according to the expression
Fractal dimension can be derived from least square linear fit of the log-log plot of A(€) and E, with the help of (2).
The recent results in the field of fractal model and the fractal geometry point out that most of the natural objects are not ideal but semi-fractal. As a result, often two linear regions appear in the plot as two fractional elements [13] . The first element characterizes the edge or surface effects of the analysed image and is called textural fractal dimension. The second element describes the object at a higher resolution level and is called structural fractal dimension. These two quanties can be defined and calculated in the same way, applying the same algorithm but for different image resolution.
Pentland From least square fit of the log-log of P ( f ) and f , one can estimate FD of an image intensity surface, provided image intensity surface can be modeled as a fractal Brownian function.
Mandelbrot stated that one criterion of a surface being fractal is its self-similarity . Self-similarity can be explained as follows. Consider a bounded set A in Euclidean n-space. The set is said to be self-similar when A is the union of N , distinct (nonoverlapping) copies of itself each of which is similar to A scaled down by a ratio r. Fractal [12] proposed a modification of a method due to Voss [14] . Let P(m, L) be the probability that there are m intensity points within a box of size L centered about an arbitary point of image intensity surface. For any value of L we have
where N is the number of possible points in the box of size L. In fact, N equals the number of spicels the box contains. Suppose that the image is of size M X M. If one overlays the image intensity surface with boxes of side L, then the number of boxes needed to cover the whole image is
Since M 2 is constant for an image, let it be dropped from the expression, i.e.,
= I
Using (4) and (5), we can estimate D. This method has the same limitation as in Gangepain and Roques-Carmes method. To avoid this, Keller et al. [8] devised a new version of probability estimation. In this refinement, the fractal surface between the center point of a box and its neighbors are approximated by linear interpolation. The newly interpolated surface is intersected with the box and number of points m in the box of side L is recorded. NL is calculated using ( 5 ) . This method takes a little more time, but gives satisfactory results except for the image intensity surfaces whose FD's are very high. Fig. 3 shows that FD estimated by this method saturates at 2.75.
DIFFERENTIAL BOX-COUNTING APPROACH AND EXPERIMENTAL RESULTS
We have a basic equation of FD given by A typical plot of log (N,) versus log (1 /r) of the image D33 [15] is shown in Fig. 2 . Let y = mx + c be the fitted straight line, where y denotes log (N,) and x denotes log (1 / r ) . Then error of fit E can be expressed as the root mean-square distance of the points from the fitted line.
(7)
The error provides a measure of fit so that the lower the value of E, the better is the fit.
For our experiment we took 12 images from Brodatz [ 151 and 36 synthetic textured images. The synthetic images are actually noise added to an absolutely smooth image surface at gray level 128. Zero-mean Gaussian noise with different standard deviation u has been added to this smooth image surface so that the resulting gray levels lie in the range 0-255. For all of these synthetic images, the size is equal to 128 X 128.
We choose five algorithms, including ours, for comparative study. The other four algorithms are due to Pentland At first, the algorithms are tested on the synthetic images. It is expected that the F D will increase if the noise u increases, and beginning at 2.0, the F D will asymptotically go towards a value of 3.0. A good method should reflect this desirable feature. The results are plotted in Fig. 3 . It is seen that the methods due to Pentland, Peleg et al., and the DBC approach give satisfactory results. On the other hand, the methods from Gangepain and ROques-Carmes' and Keller et al. give satisfactory result up to a certain level of roughness of the image intensity surface. After a certain value of u, the slope of the curve nearly goes to zero, and hence, these methods do not cover the full dynamic range of FD. In the method due to Keller et QZ, the acceptable range of F D is 2.0-2.75, while in Gangepain and Roques-Carmes' method, the range is 2.0-2. 5 Next we compare the computational complexity of different methods. Our method is readily comparable with methods from Gangepain -P e n t -P e i g The computation required for regression is not considered in any of the methods because regression is common to all. A comparative study on actual number of operations required for real texture image (DO3 of Brodatz [15] ) is shown in Table 11 , where 15 iterations are taken in methods other than Pentland's. Note that iterations are not necessary in Pentland's method. Again, one can see that our method is computationally cheaper than other methods.
Next, we have taken a set of 12 texture images from Brodatz [15] album to compare the FD obtained by different methods. The images are shown in Fig. 4 , while results are presented in Table  111 . It can be seen that methods from Pentland 121, from Peleg et al. [lo] and from us give identical results. Also, it may be noted that the FD from our method is intermediate between that from Pentland and Peleg et al. for all texture images. Fig. 3 also shows that FD from our method is intermediate between that from Pentland and Peleg et al. in the range 2.23-2.58, which is roughly the range of F D for these texture images. Finally, the Comparative study of error of fit shows that error in our method is less than that from Gangepain and Roques-Carmes [ 1 I ] , as well as from Keller et al. 1121 , but somewhat more than that from Pentland and Peleg et al. However, since the results are consistent throughout, the error has a negligible effect on the computed FD, which has been checked on 20 other texture images.
Computational complexity with respect to CPU time is shown graphically in Fig. 5 where the algorithms programmed in C lan- guage were run on a SUN 3/280 machine in a UNIX environment. For all other methods, due to Pentland [2] , 15 iterations are considered. Pentland's method does not need any iteration. The method due to Gangepain and Roques-Carmes [I 11 needs about the same computation time as DBC, but is not suitable for estimating the FD since it does not cover even half the total dynamic range of FD. Among the others, it is seen that DBC is about 2.67 times faster than the method from Peleg et al. [lo] . 
IV. MODIFICATION A N D DISCUSSION
Although the DBC method gives a very good estimate of FD, a possibility of error exists due to the quantization nature of the approach, especially when the image intensity surface is smooth. As an example, consider an image (SO1 in Fig. 6 ) whose gray level in principle should be (slightly) more than 2.0. The same error will be introduced by other box-counting approaches as well.
We propose a modification that can take care of this problem. In the original DBC approach, the column of boxes are placed so that the height of jth box in ith column is the same as the height ofjth box in any other column. In the modified approach, the columns are given random shift in the vertical, i.e., z-direction so that the height of the jth box in two columns may not be the same. The random shifts are given in the multiples of gray level height. See, for example, Fig. 7(a) . It may be understood that the small varia- tion of gray value in image can be captured by a modified approach. In fact, as seen from Table V , the image SO1 whose FD was estimated as 2.0 now has a modified F D = 2.16 by the random shifted box placement. Like random shift in z-direction, there is a need for placement of the column of boxes by a shift in plane, i.e., in x or y direction. See, for example, Fig. 7(b) . Such a necessity may be explained by the synthetic image of SO2 of Fig. 6 . In this case, the spatial period of variation in gray level can beat with the spatial period of box columns so that any gray level difference does not fall in a single column of box, and hence is not counted. The beating effect can be overcome by an x andlor y shift of columns of boxes. The shifts are in the multiples of pixel lengthlbreadth. In Table V , it is seen that FD without a shift is estimated to be 2.17 changes to 2.32 with shift.
The random shifting of columns needs some additional computation involving random number generation and differential box counting in each column. Instead of random shifts, we can make predetermined shifts that reduce the computational overhead to a great extent. The difference in F D estimation by predetermined and random shifts are seen to be small in Table V , whereas computational complexity is shown in Table IV. Experiment has been done, not only on synthetic images but also on real textured images. Results on some smooth textured images from Brodatz [15] are shown in Fig. 6 and in Table V. V. CONCLUSION A simple, accurate, and efficient differential box-counting approach has been proposed to estimate fractal dimension of image. The approach can be readily extended to a three-dimensional image as well. The modification of the basic approach suggested in Section IV is useful in smoothly textured images. It is expected that such a modification will also give a better estimation for other boxcounting approaches [ 1 11, [ 121.
