Parallel and distributed processing systems have expanded in size as technology advances in cloud computing and big data analytics. A critical issue concerns throughput scalability: whether or not throughput decreases to zero as the systems scale in size and capabilities. We model parallel and distributed processing systems as fork and join queueing networks with blocking (FJQN/Bs). Such networks can have arbitrary topology, arbitrary initial state, and generally distributed service times. We propose a key topological concept, called minimum level, that determines the throughput scalability of FJQN/Bs. We construct throughput bounds as functions of minimum level, network degree, buffer sizes, and processing speed, and we present necessary and/or sufficient conditions to guarantee throughput scalability of arbitrary size and topology FJQN/Bs.
Introduction
Parallelism is widely implemented in modern computer systems. Google's MapReduce-based computing framework, for instance, could sort one peta-byte of data (10 trillion 100-byte records) in 33 minutes through the parallel use of 8000 computers (Czajkowski et al. 2011) . Today, parallel processing can be found in distributed stream processing, in query processing over distributed databases, and in many other big data applications. As the sizes of these systems continue to grow, throughput can severely degrade due to synchronization delays. Such delays are usually due to processing time variations and blocking effect. This problem has been well recognized in distributed stream processing (see Cherniack et al. (2003) , Jain et al. (2006) ) and in computational genomics (see Stephens et al. (2015) ). Meanwhile, technology advances bring larger storage space and faster processing speed to parallel computing systems. Can these improvements mitigate throughput degradation? Can we properly design a parallel and distributed processing system that scales to an extremely large size while the throughput can sustain? As experimentally constructing a large-scale parallel processing system and testing its performance can consume a tremendous amount of time and effort, theoretical guidance on the scaling behavior is of vital importance.
Fork-Join Queueing Networks with Blocking (FJQN/Bs) are natural models for the above parallel processing systems. A fork operation corresponds to the partition of a job into multiple subtasks for parallel executions, whereas a join operation corresponds to the merging of outputs of subtasks at a synchronization point. The outputs of subtasks that complete before synchronization are queued in buffers. Operations can be blocked when associated buffers are filled. As shown in a recent survey by Thomasian (2014) , the exact analysis of FJQN/Bs is challenging due to the complexity introduced by synchronization and blocking. Most studies focus either on performance properties, such as stability, duality, reversibility, and stochastic comparison results (see Liu (1989, 1992) , Dallery et al. (1994) ), or on approximation techniques (see Varma and Makowski (1994) , Qiu et al. (2015) ).
In this paper, we focus on scaling properties of FJQN/Bs as they grow in size, storage space, and processing speed. We consider an infinite sequence of FJQN/Bs where the network size grows Finally, we give a few examples to demonstrate how minimum level and network degree can determine throughput scalability. We further present a counter-example which demonstrates that the necessary conditions provided in Xia et al. (2007) are not sufficient.
The rest of this paper is organized as follows. Section 2 establishes the model and presents preliminaries on network throughput. Section 3 introduces the two variants of the model. Section 4 introduces the concepts of minimum level and optimal topological labeling. Section 5 presents our main results, including throughput bounds and scalability conditions. Section 6 gives examples to demonstrate scalability conditions. The proofs of the throughput bounds in our main results are given in Section 7. Section 8 concludes the paper. Zeng et al.: Throughput scalability analysis of fork-join queueing networks 6
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Model and Preliminaries
As shown in Dallery et al. (1994 Dallery et al. ( , 1997 and Xia et al. (2007) , an FJQN/B is generally represented as N = (V, E, B, M ), where V is a set of nodes, E is a set of directed arcs, B is a set of buffer sizes on the arcs, and M represents the initial buffer occupancy at time 0, which is often referred to as the initial marking. Each arc (u, v) from node u to node v is associated with a buffer of size B (u,v) and an initial number of jobs M (u,v) Each node v ∈ V represents a server with a First Come First Serve (FCFS) scheduling policy. An FJQN/B has the following fork-join feature: each service consumes exactly one job from every upstream buffer and places exactly one job in every downstream buffer. We assume that each server implements a blocking-before-service mechanism: an idle server starts processing v2, v5; starved: v3, v5. only when there is at least one job in every upstream buffer and at least one hole (an available buffering space) in every downstream buffer; otherwise, the server is blocked or starved and cannot work on any job. For example, in Figure 1 , servers v 2 and v 5 are blocked; servers v 3 and v 5 are starved. During processing, jobs remain in the upstream buffers. As soon as processing is complete, one job is removed from each upstream buffer and one job is added to each downstream buffer.
For FJQN/Bs with other blocking mechanisms, Dallery et al. (1997) discuss how to equivalently represent them as FJQN/Bs with the blocking-before-service mechanism.
We define the degree of a node v, denoted as d(v), to be the total number of arcs connected to that node. Define network degree as D(N ) = max{d(v) v ∈ V }. To make the problem non-trivial, we assume D(N ) > 1. Nodes with no incoming arcs are sources. Nodes with no outgoing arcs are sinks. We assume sources are never starved and sinks are never blocked. Zeng et al.: Throughput scalability analysis of fork-join queueing networks Article submitted to Operations Research; manuscript no. OPRE-2017-03-170 7
The following terminology from graph theory is needed to study topological properties of the underlying graph. Acircuit is a sequence of arcs ( A circuit-free graph is sometimes referred to as an acyclic graph in the literature (e.g. ), and a cycle-free graph is also referred to as a tree in the literature (e.g. Gershwin (1991) ). The system is said to be deadlocked if there exists a cycle such that every arc on the cycle along one direction has an zero initial marking while every arc along the other direction has a full initial marking. In such case the throughput of the system is strictly zero. To make the problem non-trivial, we require the FJQN/B to be deadlock-free.
We assume all servers are available at time zero. The service times at server v ∈ V are given by a sequence of non-negative integrable random variables {S m,v } m≥1 , where S m,v denotes the mth service time at server v. Denote the m-th service times on all nodes v ∈ V as a service time vector S m = (S m,1 , . . . , S m,|V | ). As m increases, we write the sequence of service time vectors as
Throughout this paper, we rely on the following assumption:
Assumption A. Service times at the servers form mutually independent i.i.d. sequences of integrable random variables. Service times are lower and upper bounded in the sense of stochastic ordering by non-negative and integrable random variables σ − and σ + respectively, where
and σ + has a finite moment generating function (m.g.f.), i.e. ∃ t > 0 such that E e tσ + < ∞.
Throughput Definition and Properties
Given an FJQN/B N = (V, E, B, M ), we define the throughput of a node v ∈ V as the average number of service completions in a unit time in the long run, namely, 
where T m,v denotes the m-th service completion time at node v. Dallery et al. (1994, Theorem 5.2) show the limit exists when service times form jointly stationary and ergodic sequences of integrable random variables, including the case of mutually independent i.i.d. sequences under Assumption A as a special case. Dallery et al. (1994, Corrollary 5 .1) also show throughputs are identical at all nodes under the same stationary and ergodic condition. Hence we use θ (which is equal to every θ v ) to denote the throughput of the network, and we use θ(N ) to distinguish between different networks.
The following two lemmas have been established in Dallery et al. (1994) and Dallery et al. (1997) .
Lemma 1 (Duality). Consider an FJQN/B N = (V, E, B, M ) and an arbitrary set of arcs ∆ ⊆ E.
The ∆-dual of N is obtained by reversing the flow on arcs in ∆ and setting the number of jobs to the number of available spaces initially present in the buffers of these arcs. If the ∆-dual and the original network share the same service times, then they have the same throughput.
Lemma 2. Consider two FJQN/Bs N = (V, E, B, M ) and N = (V, E, B , M ), with B (u,v) ≤ B (u,v) ,
If they share the same service times,
Lemma 1 states that the flow of jobs in any part of an FJQN/B can be equivalently modeled as the reversed flow of holes. Lemma 2 states that the throughput is nondecreasing in the buffer sizes and initial markings, subject to the constraint that the initial marking increases no faster than the buffer size on every arc.
The following monotonicity results on throughput with respect to the stochastic ordering of service times and network inclusion have also been established in Baccelli and Liu (1992) . 
If they share the same service times for shared nodes, then θ(N ) ≤ θ(N ).
Recurrence Equation and Last Passage Percolation
Consider a circuit-free FJQN/B N = (V, E, B, M ) with zero initial marking on every arc. Because of the FCFS policy and zero initial marking, the m-th job that arrives to server v only joins with or forks into the m-th job that arrives to any other server. We refer to this as job m. Then T m,v represents the service completion time of job m at node v. According to the block before service mechanism, T m,v satisfies the following recurrence equation:
with initial condition T 1,s = S 1,s , s ∈ V source , where V source is the set of sources in N . The max term corresponds to the three conditions (the server is not starved; the previous job finishes process; the server is not blocked) under which the server on node v can start processing job m.
The recurrence equation (2) •
• weight S m,v associated with each node (m, v) in V.
Article submitted to Operations Research; manuscript no. OPRE-2017-03-170 Figure 2 illustrates an example of the time-expanded graph of a tandem queueing network. Viewing the recurrence equation (2) in the context of the time-expanded graph, the following lemma is immediate, see e.g. Martin (2002 ), Chaintreau (2008 .
Lemma 5. T (m,v) is given by the path with maximum weight from (m, v) to (1, s) for all sources s ∈ V source , i.e., T m,v = max{W (π) π from (m, v) to (1, s), s ∈ V source }, where π is a directed simple path in G and W (π) is the total weight of π.
Model Variants
In this section, we present two model variants of an FJQN/B: a) a circuit-free variant with zero initial marking, b) a deterministic non-blocking variant. The first variant enables us to use the theory of last passage percolation to establish a lower bound on network throughput in Section 5.1. The second variant helps generate an upper bound on network throughput.
Circuit-free Variant with Zero Initial Marking
Consider an FJQN/B N = (V, E, B, M ) with arbitrary initial marking. We propose the following procedure to convert N into a circuit-free network with zero initial marking, denoted as N a , without changing the throughput: u,v) , then introduce an artificial node w in between u and v and split (u, v) into (u, w) and (w, v). (u,v) . Set service times at w to zero;
2) Reverse the direction of every arc that has a full initial marking and change its initial marking to zero. 
Deterministic Non-blocking Variant
Under Assumption A, we associate an FJQN/B N = (V, E, B, M ) with a deterministic non-blocking network, denoted as N b , by the following steps:
Procedure B 1) For every arc (u, v) ∈ E with finite buffer size B (u,v) , add an (u,v) . Let (u, v) and (v, u) have infinite buffer sizes;
2) For every node v ∈ V , add an arc (v, v) as a self-loop. Set Let (v, v) have an infinite buffer size (note that this self-loop has no impact on the system, but it will be useful for computing the throughput later);
3) For every node v ∈ V , replace the service time σ v by its is given by
where Ξ is the set of all circuits in N b , and n j (ξ) and n s (ξ) denote respectively the total number of jobs and the number of nodes on a circuit ξ ∈ Ξ. The cycle time c(N b ) is known to be computable in O(n 3 ) by Karp's algorithm (see Karp (1978) ), where n = |V |.
To emphasize the deterministic nature of N b , we refer to c(N b ) as the deterministic cycle time.
We will use the deterministic cycle time to upper bound the throughput of N in Section 5.1.
Network Topology Analysis
In this section, we present analysis on the network topology of an FJQN/B. We propose an important topological concept, called minimum level, on the directed circuit-free network N a . The minimum level will play a critical role in determining the throughput scalability of FJQN/Bs.
Topological Labelling & Minimum Level
Consider a directed circuit-free network N a = (V a , E a ). Let l : V a → Z denote a labelling of N a that maps nodes in V a into integers. We are interested in topological labellings defined as follows.
A topological labelling is a generalized version of a topological sort which requires distinct labels for all nodes. It is well-known that every finite DAG (directed acyclic graph) has a topological sort, see e.g. Kahn's algorithm (Kahn 1962) . Hence a topological labelling must also exist for any given circuit-free network. We define the level of a circuit-free network as follows.
Definition 2. Under a given topological labelling l : V a → Z, the level of a circuit-free network N a , denoted by L * l (N a ), is the maximum label-gap among all arcs, i.e.
For instance, Figure 5 illustrates two different topological labellings for the same graph. The red numbers are the corresponding levels.
In general, for the same network, different topological labellings can generate different levels. We focus on an optimal topological labelling that minimizes the level.
Definition 3. The optimal topological labelling of N a , denoted by l * Na , is the topological labelling that minimizes the level of N a , i.e.
, is the level under the optimal topo-
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Figure 5 Different topological labellings for same network:
Figure 6
Illustration of cycles in the network in Figure 5 .
Optimal Topological Labelling
Given a directed circuit-free network N a = (V a , E a ), the problem of finding the optimal topological labelling can be formulated as the following Integer Program (IP), where x k denotes the label of node k ∈ V a . The corresponding Linear Programming (LP) relaxation is also given.
The next lemma shows that the optimal solution to (IP) is easily obtained from the optimal solution of (LP). See Appendix C for the detailed proof.
be the optimal solution to (IP). Thus, the minimum level can be found in polynomial time by simply solving (LP) and rounding up the solution.
Let C be the set of all cycles in N a . Assume C = ∅; otherwise, N a is a spanning tree and Article submitted to Operations Research; manuscript no. OPRE-2017-03-170 Theorem 1. The minimum level of N a equals the ceiling of the maximum ratio of
For instance, consider the network in Figure 5 . We plot the three cycles and the orientation of C α+ in Figure 6 . The ceiling of the maximum ratio of |C α+ | to |C α− | among these cycles is max{5/3, 4/2, 2/2} = 2. It is not hard to verify that the minimum level of this graph is also 2.
Relationship Between Minimum Level and Deterministic Cycle Time
A given FJQN/B N has unique model variants N a , N b , and unique minimum level L * (N a ) and deterministic cycle time c(N b ). Thus, we define the minimum level of an FJQN/B to be the min-
and we define the deterministic cycle time of an FJQN/B to be the deterministic cycle time of its associated deter-
The relationship between the minimum level and the deterministic cycle time is given as follows.
See Appendix E for the detailed proof.
Theorem 2. Consider a given FJQN/B N = (V, E, B, M ) and its associated model vari-
be the max(min) buffer size of N a . Under Assumption A, the minimum level L * and the deterministic cycle time c satisfy the following inequalities:
Main Results
In this section, we present our main results. We first bound the throughput of a given FJQN/B.
Then we establish throughput scalability conditions under different service time settings.
Throughput Bounds
Consider i.e. ∃K < ∞ s.t. sup{x :
The support of the distribution of σ − is not bounded from above, i.e. sup{x :
We claim the following two theorems. The proofs are deferred to section 7.
Theorem 3. Consider a given FJQN/B N = (V, E, B, M ). Under Assumptions A and B,
• the network throughput has the following upper bound
• the network throughput has the following lower bound
Theorem 4. Consider a given FJQN/B N = (V, E, B, M ). Under Assumptions A and UB,
where {σ − k } is a sequence of i.i.d. random variables equal in distribution to σ − .
where t > 0 is a parameter such that E e tσ + < ∞.
Throughput Scalability
In order to discuss the asymptotic throughput of an FJQN/B as it scales in size, we introduce an
, where The throughput scalability of N is formally defined as follows. 
If lim sup i→∞ L * i /b + i = ∞, then by Theorem 3 and Theorem 2,
, 1 
Under Assumptions A and B (Bounded Support), the sequence N is throughput scalable if
. Under Assumptions A and
If lim sup i→∞ L * i /b (18) 
where the last equality comes from extreme value theory (see e.g. Galambos (1978) , Embrechts et al. (1997, Sec. 3)) and r is a constant. 
Combining all of the results above, we obtain the various necessary and/or sufficient conditions as listed in Section 1. In summary, minimum level determines throughput scalability when service time distributions have bounded support; minimum level and network degree together determine throughput scalability when service time distributions have unbounded support. Our results are necessary and sufficient in cases where buffer sizes are bounded or homogeneous. Critically, Corollary 4 suggests that the growth of the network degree brings relatively less burden to the system's storage space in comparison to the growth of the minimum level.
Remark 1. Note that in Assumption A we assume E [σ − ] > 0. If this condition is violated by some zero service time nodes, all lower bounds and sufficient conditions still apply, as we can bound the throughput by increasing all zero service times to a homogeneous level (see Section 7.1). Moreover, adding zero service time nodes, which might a priori seem innocuous in some cases, unfortunately affects the storage capacity and the synchronization constraints. Due to blocking, this can affect the throughput. Thus our results do not easily generalize for networks with zero service time nodes.
However, in cases where the network is equivalent to one without zero service time nodes, our analysis works for this equivalent network. < ∞, and N is not through-
If lim sup i→∞
= ∞, then by Theorem 3 and Theorem 2,
, µ
= ∞, then by Theorem 3 and extreme value theory,
Remark 2. Theorem 7 implies that when network degree or minimum level grows to infinity as the network expands, scaling processing speed and scaling buffer sizes can both help to mitigate throughput degradation. 
Examples
In this section, we first present two examples to illustrate why minimum level and network degree are critical in guaranteeing throughput scalability. We then provide a counterexample of a specially structured fork-join network to show that the necessary conditions provided by Xia et al. (2007) are not sufficient for throughput scalability.
6.1. Example 1: Two-path-in-parallel Network
To illustrate how minimum level affects throughput scalability, consider a two-path-in-parallel FJQN/B as shown in Figure 7 . Upon the completion of service at the source node v 0 , a job will be split into two sub-jobs to be processed in parallel for n and m stages respectively and then rejoined For this system, the network degree is 2 and the minimum level is (n + 1)/(m + 1) . Based on Corollary 3, the network throughput is scalable if and only if lim m,n→∞ n+1 m+1
i.e., the numbers of nodes on the two paths are balanced as they grow.
Intuitively speaking, the time for the first sub-job to travel through the top path is on average n m times longer than that through the bottom path. As the first sub-job from the bottom path reaches the sink node v t waiting to be synchronized with a sub-job from the top path, subsequent sub-jobs arriving to the sink from the bottom path will be queued. Since the bottom path can store at most m · b sub-jobs, as time evolves, the source node will be blocked. After that, every 
or µ and b both scale so that
then the synchronization delay given by n mbµ will not grow to infinity and the throughput will be scalable. Note that (25),(26) are in fact the sufficient conditions given by Corollary 4 and Theorem 7 respectively, as the minimum level grows in the order of n m in this example.
Example 2: Tree Network
To demonstrate how network degree would affect throughput scalability, consider a tree structured FJQN/B network as shown in Figure 8 . Upon completion of service at root node v 0 , a job is forked into n sub-jobs to be processed by downstream leaf nodes v 1 , v 2 , . . . , v n , and the sub-jobs leave the system afterwards. Suppose all buffers are of constant size b, initial markings on all arcs are zero, and service times on all nodes are i.i.d. exponential random variables with constant rate µ.
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For this system, the network degree is n and the minimum level is 1. Based on Corollary 3, the network throughput is scalable if and only if the network degree n is bounded from above.
Suppose n goes to infinity. First, consider the extreme case of b = 1.
Upon completion of service at root node v 0 , a job is forked into n sub-jobs and occupy all downstream buffers B 1 , . . . , B n . Then v 0 will be blocked. A new service at node v 0 can only be initiated when B 1 , . . . , B n are all empty, that is, when the services for all n sub-jobs are finished. Thus, the inter- departure time at v 0 is at least the maximum of n parallel service times at nodes v 1 , ..., v n . Thus the system throughput is at most 1/E[max(σ 1 , ..., σ n )]. Based on extreme value theory, when σ i 's are i.i.d. exponential, E[max(σ 1 , ..., σ n )] grows as ln(n) for large n. Consequently, the throughput decreases to zero at rate 1/ ln(n). In general, under any constant buffer size b and fixed service rate µ, the system will encounter similar blocking effect and throughput degradation.
On the other hand, if buffer size b and service rate µ also scale as n goes to infinity, then more sub-jobs can be stored on branches and the sub-jobs are consumed faster at the leaves. Based on Corollary 4, if b scales in the order of ln(n) so that lim n,b→∞
or, by Theorem 7, if µ and b both scale with n so that
then the system can be throughput scalable as n → ∞.
Example 3: Crossway Network
In Xia et al. (2007) , several necessary conditions were provided for generally structured FJQN/Bs to be throughput scalable. In particular, under service time assumptions A and UB (Unbounded Support), to guarantee that the throughput of a sequence of FJQN/Bs is bounded away from zero, the networks must satisfy the following necessary conditions:
1) have bounded (in and out) degree for all nodes;
Article submitted to Operations Research; manuscript no. OPRE-2017-03-170 2) are c-balanced, i.e there must exist a finite constant c, such that the path length ratio of any two (directed) paths in between any pair of fork and join nodes is bounded above by c.
The next example demonstrates that the above conditions are necessary but NOT sufficient.
Consider an FJQN/B network N L as shown in Figure 9 . It has three fork nodes a, b, c, and three join nodes d, e, f . There is one arc between b and e, and one arc between c and d, but there are It is easily checked that the necessary conditions 1) and 2) are satisfied. The maximum (in or out) degree is 2. In between any pair of fork and join nodes (a, d), (a, e), (b, f ), (c, f ) or (a, f ), the (directed) path length ratio is upper bounded by 2. Therefore, the network is 2-balanced. However, In summary, the above example shows that conditions 1) and 2) are not sufficient to guarantee throughput scalability.
Proofs
In this section, we prove the throughput bounds given by Theorems 3 and 4.
Homogeneous Networks
Before proving the throughput bounds, we first discuss how to construct homogeneous FJQN/Bs 
Proof of Theorem 3
The upper bound follows from Lemma 7. We next focus on the lower bound. Consider the time-
Introduce the following function φ :
In sum, we know that φ decreases by at least one for each arc in E. 
Define π * (m,s), (1,s) to be the path with maximum weight among all paths from (m, s) to (1, s).
Since the support of the distribution of σ + is bounded by K, we have 
where the last inequality follows by observing that (2m,
path from (2m, s) to (1, s). Consequently, 
, and from Lemma 7 we have θ(N ) ≤ 1/c.
Proof of Lower Bound in Theorem 4
Recall the arc set in the time-expanded graph of N − a is E = E I ∪ E II , where
Define the arcs in E I , E II as Type I, Type II arcs respectively. As shown in the proof of Theorem 3, the total number of arcs on π (m,s),(1,s) is upper bounded by
Similarly, by introducing function
which decreases by at least one for each arc in E I , we can show that the number of Type I arcs on π (m,s),(1,s) is upper bounded
Using the Chernoff bound, we can bound the probability of the event that the weight of the path is larger than or equal to xm/2 in the following way:
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On the other hand, at each node (m, v), the number of choices for Type I arcs is at most D while the number of choices for Type II arcs is exactly one. By (38), there can be 0, 1, . . . , (L * + 1)m/b − Type I arcs on π (m,s), (1,s) . Thus, the total number of paths from (m, s) to (1, s) is bounded by
Consider the maximum weighted path π * (m,s),(1,s) . We have
Combining (40), (41), and (42) yields
Now consider the relationship between π * (m,s),(1,s) and T m,s for any source s ∈ V source a . As shown in the proof of Theorem 3, for sufficiently large m, we have
Thus,
By the Borel-Cantelli lemma, when x satisfies (45), we have
Thus, for all > 0, we have
Consequently, 
Conclusion
This paper investigates throughput scalability of arbitrary fork-join queueing networks with blocking. We introduce a key topological concept called "minimum level" and develop lower and upper bounds for the throughput of an FJQN/B. The bounds depend on minimum level, network degree, deterministic cycle time, buffer sizes, and processing speed, but not on network size. As the size of the FJQN/B scales to infinity, we present necessary and/or sufficient conditions under various service time settings to guarantee that the throughput will be bounded away from zero. In particular, we present conditions under which scaling storage and scaling processing speed can recover the throughput even when the network is not well-structured. Our result provides strong theoretical support for throughput scalability that can be used to design new systems of arbitrary size with parallel and distributed processing requirements. Future work could extend our scalability analysis under light-tailed service time distributions to that under heavy-tailed distributions.
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C. Proof of Lemma 8
Proof of Lemma 8. We show that if (x * , y * ) is the optimal solution to (LP), where x * = (x * k , k ∈ V a ), then ( x * , y * ) must be the optimal solution to (IP).
The optimal LP solution (x * , y * ) must be feasible. By (9) and (10), we have
This means ( x * , y * ) is feasible to the IP.
Since the optimal solution value of the LP is the lower bound to the optimal solution value of IP, and y * is the smallest integer above y * , we know that ( x * , y * ) is optimal to the IP.
D. Proof of Theorem 1
Proof of Theorem 1. Consider the dual of (LP). Let f kj and g kj be the dual variables to (9) and (10) 
the set of immediate downstream nodes and the set of immediate upstream nodes of node k. The dual can be written as follows:
Since a topological labelling must exist, we know that (LP) is guaranteed to have a feasible solution and the solution value has a lower bound of 1. Thus the optimal solution to (LP) exists and cannot go to negative infinity. By strong duality theorem, the optimal solutions to both the dual and the primal exist, and they give equivalent optimal solution value.
In (D), one can view the dual variable f kj as one type of flow and g kj as another type of flow both from k to j. Introduce the net flow on arc (k, j) as h kj = f kj − g kj . Then (50) is the flow balance equation for the net flow with no supply or demand. One trivial solution is to have f kj = g kj for all (k, j) ∈ E, which gives the objective value (k,j)∈E g kj = (k,j)∈E f kj ≤ 1. We say a feasible solution is nontrivial if there exists at least one arc on which the net flow is not zero.
In the e-companion to this paper, we show that there is a one-to-one mapping between a nontrivial basic feasible solution of (D) and a cycle C α (provided with a certain orientation, either clockwise or counter-clockwise), and the non-trivial basic feasible solution must take the following form:
where C α 1 is the set of arcs in C α in the orientation of C α and C α 2 is the set of arcs in C α in the opposite orientation of C α . Depending on the orientation of the cycle, we can have either C
The proof is through the argument that any non-trivial basic feasible solution to (D) must be formed by balanced non-zero net flow on one cycle in the form of (53) so that the corresponding columns in the coefficient matrix are linearly independent and the summation of flow f equals 1.
Since every linear program has an optimal solution being basic, the optimal solution must corresponds to a cycle C α which maximizes the objective value among all cycles and chooses orientation
That is, the optimal solution value is given by
According to the strong duality theorem, we have y
Based on Lemma 8, the optimal solution to (IP) must be y * .
E. Proof of Theorem 2
Proof of Theorem 2. By (3) and Lemma 3,
There are three types of circuits in N b : back-loops on arcs (u, v) ∈ E, self-loops on node v ∈ V , and loops along cycles in N . For back-loops, we have
For self-loops, we have max ξ along self-loops ns(ξ) n j (ξ) = 1. For loops along cycles, note that every cycle in N maps to a cycle in N a with the addition of some artificial nodes. In case C = ∅, Theorem 2 is easily verified as L * = 1. In case C = ∅,
where R C α is the number of artificial nodes on cycle C α . Since every artificial node is the end of two arcs in opposite orientations, we have R C α ≤ |C α− | and hence
By Theorem 1, we know that L * − 1 < max
Combining results on all types of circuits, we get Proof of one-to-one mapping Lemma EC.1. Suppose C = ∅. There is a one-to-one mapping between a cycle C α ∈ C (provided with a certain orientation, either clockwise or counter-clockwise), and a non-trivial basic feasible solution to the dual (D). That is, every non-trivial basic feasible solution of (D) corresponds to a cycle C α ∈ C, and every cycle C α ∈ C corresponds to a non-trivial basic feasible solution to (D)
which takes the following form:
where C α 1 is the set of arcs in C α in the orientation of C α and C α 2 is the set of arcs in C α in the opposite orientation of C α .
Proof of Lemma EC.1. Part a: Mapping from a non-trivial basic feasible solution to a cycle.
Let A be the coefficient matrix given by (50) and (51). In a basic feasible solution, the non-zero variables (including both f and g) must be associated with a basis of several linearly independent columns in A. In other words, if we take all non-zero variables from a basic feasible solution and look at their corresponding columns in A, then there does not exist a non-trivial linear combination on these columns to generate a column of all zeros.
Note that any non-trivial feasible solution to (D) must be formed by balanced non-zero net flow on cycle(s) because there is no starting or ending point (Bazaraa et al. 2011, p.567-568) . Since the network is circuit-free, such a feasible solution can only be achieved by the following steps:
1) Pick a few cycles in C. For every cycle, do 2) and 3).
2) Add δ > 0 amount of net flow on all arcs in that cycle in one orientation.
3) Add −δ amount of net flow on all arcs in that cycle in the opposite orientation.
4) For all (k, j) not in these cycles, set f kj = g kj .
Next, we show that, for any two cycles with non-zero net flow, no matter how the flow types are allocated on different arcs, the associated columns in A can generate a column of all zeros, thus being linearly dependent. , flow f from k 1 to k 2 (or flow g from k 2 to k 1 ) gives 1 to row k 1 and -1 to row k 2 ; flow f from k 2 to k 1 (or flow g from k 1 to k 2 ) gives -1 to row k 1 and 1 to row k 2 . In every column, the two entries must be opposite in signs to represent the flow from one node to the other. In the last row κ, the entries 1/0 depend on the flow types. Overall, we know that a non-trivial basic feasible solution to (D) needs to satisfy the following:
1) Non-zero net flow happens on exactly one cycle C α ∈ C.
2) Flow f = δ > 0 and flow g = 0 on all arcs in C α in one orientation.
3) Flow f = 0 and flow g = δ > 0 on all arcs in C α in the opposite orientation.
4) For all (k, j) not in C α , set f kj = g kj = 0.
Finally, (51) requires the summation of flow f to be 1. Therefore, we must have (53). This completes the mapping from a non-trivial basic feasible solution to a cycle.
Part b: Mapping from a cycle to a basic feasible solution.
Consider an arbitrary cycle C α ∈ C and an arbitrary orientation. Construct a solution according to (53). Clearly, it is non-trivial and feasible since |C (50) - (52) in (D) are satisfied. Based on the construct, only one type of flow (either f or g but not both)
exists on each arc in C α .
To prove the solution is basic, we need to prove that the coefficient columns corresponding to the non-zero variables in the solution are linearly independent. Notice that the variables in the solution are zero except on the arcs of C α . Thus, we can use Matrix 1 which is the coefficient columns corresponding to the arcs on C α . Apply row operations to Matrix 1 and get Matrix 2 as follows. Row k 1 is obtained by adding rows k 2 , . . . , k n to row k 1 . Row k n is obtained by adding rows k 2 , . . . , k n−1 to row k n and multiplying −1 if desired. Row k n−1 is obtained by adding rows k 2 , . . . , k n−2 to row k n−1 and multiplying −1 if desired. Rows k n−2 , . . . , k 3 are obtained by similar procedure. Row κ is obtained by subtracting row k i (i ≥ 2) from row κ if the entry in row κ, column (k i , k i+1 ), is 1. The entries of row κ cannot all be 0, as the network is circuit-free and the cycle cannot be formed entirely by flow g. Thus, we have n > 0.
Replace row k 1 with row κ . We get n rows that form a n × n triangular matrix. The determinant of it is the product of the diagonal entries, which is n > 0. Thus, the rank of Matrix 2 (and the rank of Matrix 1) is n, which means the columns are linearly independent. Hence, the solution must be basic in this reduced n-dimension space. Since all the other variables are zero (no flow elsewhere), the solution must also be basic in the original |V |-dimension space.
