Gauss and Lobatto quadrature formulae related to spaces of cubic splines with double and equidistant knots are constructed. Such quadrature formulae are known as asymptotically optimal definite formulae of order 4. Some monotonicity results concerning the associated quadrature processes are established.
Introduction
We study quadrature formulae of the form which serve as estimates for the integral Z[f] = JJ f(x) dx. Among all such quadrature formulae we are interested in those, for which there exists a constant c,,, = c&en) (with r> l), such that the remainder functional has the representation for every f E C' [O, l] with some constant 5 E [0, l] depending on f. Such quadrature formulae are called definite of order r (positive definite, if c,,, >O, and negative definite, if c,,, < 0). The importance of the definite quadratures of order Y lies in the one-sided approximation they give for Z[f] when f is r-convex. For example, if Q,' is a positive-definite quadrature formula of order Y, Q; is a negative-definite quadrature formula of order r and the integrand f satisfies f(')(x) 20 for x E (0, l), then QXfl Wfl <Q; VI, and an obvious error estimate holds for both quadrature formulae.
Quadrature formulae with smallest positive or largest negative c,,, are called optimal definite quadrature formulae of order r. The problems about existence, uniqueness and characterization of optimal definite quadrature formulae have been studied in [2, 6, 71 . It is known [2, 61 that the optimal definite quadrature formulae are Gauss-type formulae for certain spaces of polynomial splines with double knots. However, except for the cases Y = 1 and r = 2 neither the knots of these spline spaces, nor the nodes of the optimal definite quadratures are explicitly known.
Denote by c,& and c& the best error constants, i.e., c+ n,r := inf{c,,(Q,):
Qn is positive definite of order Y}, Cn,r := sup{~,r(Qn>: Qn is negative definite of order Y}.
Bounds for the best error constants for even r have been obtained in [ 10, 111. In a recent paper, Kijhler and Nikolov [4] obtained bounds for arbitrary r. For the reader's convenience we restate this result below. The error inclusions in Theorem A are realized by Gauss-type formulae, related to spaces of polynomial splines with double and equidistant knots: G,, = {f E C'-3W, 11: fl(ijn,(i+~ynj E 7b-1, i = 0,. . . ,n -I}, where r~~.._~ is the set of all real algebraic polynomials of degree at most r -1. Comparison with a result of Lange [6] shows that these quadrature formulae are asymptotically optimal-definite formulae, when r is even, and it is conjectured that the asymptotical optimal@ holds for odd r, too.
Theorem A (Kiihler and Nikolov [4]). (a)
The aim of this paper is to construct explicitly the Gauss quadrature formula and (within an unknown parameter) the Lobatto formula related to ,I&+ i.e., the formulae another useful feature of Qy+i and Q!& is that they are exact for the spaces of parabolic and cubic splines with equidistant knots -a tool with a wide application in practical computations. We also prove some monotonic&y results concerning the sequences {Rf[f]},"=, and {R,LO[f]}g4 of the remainders in the associated quadrature processes. A preliminary version of the results in this paper was announced without proof in [9] .
Results
Let xk = k/n (k = 0,. . . , n), then the space Sn,4 is defined by &,4={f~C'[O,11: fl~Xk,Xk+l)~~3, k=O,...,n-1).
Clearly, dimSn,4 = 2n + 2, and a basis for S,,, is given by the functions l,t,t2,t3,(t -x1>:, . . . ,(t -x,_1)$(t Note that the sequences {Ok} and {&} do not depend on n, and (considered as infinite sequences, defined by (2.2) and (2.3)) both tend monotonically to 1 with second-order convergence. In the next theorem we characterize the Gaussian nodes and weights and give a simple representation for the error constant c~+~,~(@+,). 
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2.6)
The bound for C& given by Theorem A(a) reads as
and, as we already mentioned, this is in fact a bound for c,,~(Q~). Formula (2.6) is suitable for exact calculation of the error constant, since the sequences { &} and { &} converge very fast to 1. We may content ourselves even with estimates, e.g., with the following: [O, l] and let fc4) b0 in (0,l) . Then for each natural n 23 men-Jfl em (b) Let f E C4 [0, 
A basis of B-splines
As we already mentioned, a basis for the space S,,,4 is given by (2.1). However, we give preference to the basis formed by B-splines. To avoid a confusion with the Bernoulli polynomials we shall use the notation Di(t) to denote a B-spline. With x_~ = -l/n,
where f [.I is the usual notation for divided difference. The following are well-known properties of B-splines:
for all t E (xk-2,xk).
(3.3)
Using the standard definition of divided differences with simple nodes and the identity ;fPl,. . . ,ts--l,ts,t~+l,. . . ,tml = f[t,,. . . , s 1, s, s,
. .,&A s we obtain the explicit representation of D2k--l(t) and D2k(t) for t E (Xk-2,Xk):
&__l(t) = in3[n(Xk -t): + 4n(Xk_l -t): -12(Xk-_1 -t):], &k(t) = bn3[-5n(Xk -t): + 6(Xk -t): + h(Xk_l -t): + 12(Xk__1 -t):].

(3.4) (3.5)
We shall need also the following observation:
for t E (xk--2,x.h1),
DZk-1(t) =D2k(t)
for t =x,+~, >D2k(t) for t E (x~_~,x~).
Finally, for the integrals of B-splines we have
(3.6) (3.7) (3.8)
Proof of the results
We begin with a simple lemma, which describes the location of the nodes of Q:+l and Q$,. 
Case B: n = 2m -1. By the symmetry, both r," and rz+i lie in the interval (xnz_i,xn) and rG m+l = 1 -z;, a,"+1 = u,". Moreover, D2m_-1(~~+1) = Dzm+2(rz), D&z~+~) = D2m+i(zz). Then the exactness conditions for D2+r and D2, and 
0)
(ii) 6i < ei < 6i+1 < 1, 1 -8i+1 < (1 -0i)2. and, according to a well-known relationship between the zeros of the rth Peano kernel and the exactness of the corresponding quadrature formula for the truncated power function g(y) = (t -y):-' (cf., e.g., [3] ), the only zeros that K4(Ry+1; t) has in (0,l) thus (c) is proved in this case. For n = 2m -1, c,,,(Q,",,) = 2 c*klil& where C* means that the last summand is halved. Repeating the above arguments we derive an analogous representation for
(the last equality follows by the symmetry). After summation we arrive again at the representation (2.6). The case i = 1 is verified directly, and we suppose that (4.12) and (4.13) hold for all i < k, i.e., 0 < 6, < 8, < 82 < ." < 6k < ok < &+I, ok < 1. DenoteAi := l-6i(l-8i)2(58i+l), Ci := Ji@i(l8i)2; then the inductional hypothesis implies Ak > 0, Ck > 0, whence 1 -ok+, = Ck/(Ak + Ck) > 0 and (4.13) is proved for i = k + 1. The inequality &+l < &+l can be rewritten as (4.14)
By virtue of the inductional hypothesis, we have
The inequality (4.14) will hold if 1 + 5Ck/Ak < l/Ak, or, equivalently, if 1 -&( 1 -ok)' < 1, which is obviously true. Thus, &+i < &+i < 1, and based on this, we conclude Ak+, > 0, C,,, > 0. To complete the induction step it remains to prove the inequality &+i < &+2. Since In view of the inequality &+i > &+i we just proved, the latter will be certainly true if In view of (i), (4.15) will hold if we prove the stronger inequality . ,a,) (S+(ul . . . ,a,) ) we mean the number of strong (weak) sign changes in the real sequence al, u2, . . . , Gn-
Lemma 4.3. Iff is a polynomial spline of exact degree Y on (a, b) (i.e., of degree r with f ('j(t) # 0 for some t ~(a, b)) with finitely many (active) knots in (a, b), all simple, then
Zf(a, b) < Zf(4a, b) + S-(f (a), f '(a), . . . , f "-"(a), f @)(o+)) -S+(f (b), f '(b), . . . , f "-"(b), f "'(7-)),
where [o, z] ~[a, b] is the largest interval such that f(')(o+) # 0 and f(')(z-)
# 0.
The Gaussian quadrature formulae Q," and Q,",_, are associated with the spaces S,-I,, and &-2,4, respectively. The corresponding Peano kernels &(R:; .) and &(Ryn_r; .) are nonnegative and have maximal number of zeros in (0,l ), all double, located at the points {j/(n -1)}71: and {j/(2n -2)I;,T3, respectively. The first inequality in part (a) is obvious, and for the second inequality, we apply the Peano theorem to obtain 0 0 where s(t) := K4(Rz; t) -K4(RFn_1; t) has a representation (4.18)
~~[f]-Rr:-~[f]=/1[~~(~~;t)-R(~~~_l;f)lf(4)(t)df=/'s(f)f(4)(f)df
Clearly, s is a spline of degree 3 with 3n -1 knots in (O,l), all simple. Moreover, s is of exact degree 3. Indeed, the contrary assumption would mean sc3) = 0, but n 2n--1 s(3)(t) = -Cay,@ -Qo+ + c a&_& -z&_,)",
shows that .sc3) is a piecewise constant and since all Gaussian coefficients are positive, the n "negative jumps" at the points z;,, cannot cancel out the 2n -1 "positive jumps" at r:2n_-l. These arguments show also that the number of strong sign changes of sc3) cannot exceed 2n -1, i.e., 
k=O Iz k=O
Since CIZi( 1/n)fc4)( &) is a Riemann sum for the integrable function fc4), we have and conclude that s has no other zeros in (0,l) except the double ones at {j/(n -2)};::. In addition, sign E = -1 = sign s"'(O+) = sign tECo,i)s(t), therefore, for fc4) 2 0 in (O,l),
•I
Concluding remarks
1. The numerical computation of the Gauss formulae causes no difficulties. As it is seen from Theorem 2.2, for 6 did [(n + 1)/2], a&+i is practically l/n and rya+i is practically xi-i. Theorem 2.5 allows to find explicitly the weights and the nodes of the Lobatto formulae Q,"o (n 24) provided the parameter do = 60(n) is known. In Table 1 we give the generating values of do(n) (8 <n <30), the corresponding error constants c~,~(Q,"O) and the theoretical bounds c?~,~(Q,"O) = 7/(5760(n -2)4) given by Theorem A(b). It is seen that the sequence {&(n)} is increasing, and we suppose that it converges. As in the Gauss case, the Lobatto weights increase when the nodes approach the middle of the integration interval. For 3 <n < 30, Lange [6] has computed numerically the optimal definite quadrature formulae of order 3 and the optimal positive-definite quadrature formulae of order 4. In contrast with the monotonicity of the Gauss and the Lobatto weights here, Lange observed that the optimal weights alternate in size.
2. An analog of the error representation (2.6) holds for the Lobatto formulae; however, it is not suitable for practical computation, since the corresponding sequence {0i} does not converge to 1 (the numerical experiments suggest convergence to i).
3. The right Radau formulae QF+i related to S,,, (n 22) are found explicitly in [8] . Using the same approach as above one can derive some analogous properties for the Radau formulae. We formulate these properties as a theorem. 
